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REACTION-DIFFUSION EQUATIONS IN THE HALF-SPACE
HENRI BERESTYCKI AND COLE GRAHAM
Abstract. We study reaction-diffusion equations of various types in the half-
space. For bistable reactions with Dirichlet boundary conditions, we prove con-
ditional uniqueness: there is a unique nonzero bounded steady state which ex-
ceeds the bistable threshold on large balls. Moreover, solutions starting from
sufficiently large initial data converge to this steady state as t → ∞. For com-
pactly supported initial data, the asymptotic speed of this propagation agrees
with the unique speed c∗ of the one-dimensional traveling wave. We further-
more construct a traveling wave in the half-plane of speed c∗.
In parallel, we show analogous results for ignition reactions under both
Dirichlet and Robin boundary conditions. Using our ignition construction, we
obtain stronger results for monostable reactions with the same boundary con-
ditions. For such reactions, we show in general that there is a unique nonzero
bounded steady state. Furthermore, monostable reactions exhibit the hair-trigger
effect: every solution with nontrivial initial data converges to this steady state
as t → ∞. Given compactly supported initial data, this disturbance propagates
at a speed c∗ equal to the minimal speed of one-dimensional traveling waves.
We also construct monostable traveling waves in the Dirichlet or Robin half-
plane with any speed c ≥ c∗.
Résumé. Nous étudions les équations de réaction-diffusion de différents types
dans un demi-espace avec conditions au bord de type Dirichlet ou Robin. Pour
les réactions bistables avec conditions de Dirichlet, nous établissons l’unicité
de la solution stationnaire supérieure à un certain seuil sur des boules suffi-
samment grande. Les solutions qui émanent de données initiales suffisamment
grandes convergent vers cette solution lorsque t → ∞. Dans ce cas, la vitesse
asymptotique de propagation pour des données initiales à support compact est
donnée par l’unique vitesse c∗ des fronts plans. De plus, nous construisons un
front progressif avec la vitesse c∗ dans le demi-plan avec condition de Dirichlet.
En parallèle, nousmontrons des résultats analogues concernant les réactions
de type ignition pour les conditions de Dirichlet ou de Robin. En utilisant cette
dernière construction, nous obtenons des résultats plus précis dans le cas de
réactions monostables avec ces conditions aux limites. Nous montrons de façon
générale qu’il existe un unique état stationnaire et que toutes les solutions avec
données initiales bornées et non identiquement nulles convergent vers cet état
lorsque t → ∞. Lorsque la donnée initiale est à support compact, nous obte-
nons une vitesse asymptotique de propagation c∗ égale à la vitesse minimale
des fronts progressifs plans. De plus, nous construisons des ondes progressives
dans le demi-espace avec conditions deDirichlet ou de Robin au bord pour toute
vitesse c ≥ c∗.
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1. Introduction
We are interested in the long-time behavior of reaction-diffusion equations
in the half-space. We work in d + 1 spatial dimensions with d ≥ 1. We de-
note positions in d+1 by x = (x′,y) ∈ d ×, and define the upper half-space
 ≔ 
d ×+. We study solutions u : [0,∞) ×→  to the following reaction-
diffusion equation with Dirichlet (ϱ = 0) or Robin (ϱ > 0) boundary conditions:
{
∂tu = ∆u + f (u) in ,
∂yu = ϱ
−1u on ∂.
(1.1)
When ϱ = 0, we interpret the boundary condition as u = ϱ∂yu = 0 on ∂. The
boundary ∂ makes (1.1) anisotropic, in contrast to the equation in the whole
space. We view this asymmetry as a form of inhomogeneity.
The nonlinearity f in (1.1) is known as the “reaction.” In this work, we consider
three classical reaction types: monostable, ignition, and bistable. Before defining
these classes, we discuss the relationship between (1.1) and prior work.
Reaction-diffusion equations are widely used to model the spread of a pop-
ulation in an environment. We decompose this spread into three interlocking
phenomena: invasion, propagation, and traveling waves. Invasion refers to the
qualitative behavior of the solution as t → ∞: does the population eventually
inhabit its entire environment? Such ecological dominance is not guaranteed—it
depends on the reaction and initial condition. When a population does invade,
we are interested in quantitative aspects of its propagation. How large of a region
does the population occupy at a particular time? On the whole space, an invading
solution u propagates asymptotically linearly in time. That is, the level sets of
u(t , · ) expand in space at a nearly constant rate, known as the asymptotic speed
of propagation. Since the propagation eventually approaches this constant speed,
we also search for traveling waves: solutions which move at precisely constant
speed. These three spreading phenomena are well understood in homogeneous
media in the whole space, and they guide our study of (1.1).
Invasion, propagation, and traveling waves were first systematically studied
in pioneering works of Aronson and Weinberger [1] and Fife and McLeod [19] in
the homogeneous setting. These fundamental results inspired a vast literature, to
which we cannot do justice. We instead highlight a selection of works; for a wider
view of the field, we direct the reader to the references therein.
Aronson and Weinberger proved the hair-trigger effect for monostable reac-
tions: nontrivial initial data always invade the whole space. Moreover, all non-
trivial solutions with localized initial data eventually propagate at a common
asymptotic speed. The set of monostable reactions includes a special subclass,
the so-called Fisher–KPP reactions, which are particularly amenable to linearized
analysis. When f is Fisher–KPP, Bramson [14, 13] used probabilistic techniques to
determine the position of level sets of solutions with great precision; for further
results in this direction, see also [22, 18, 37, 12, 23].
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Ignition and bistable reactions behave differently. In these cases, f ≤ 0 when
u is small. It follows that the population will go extinct as t → ∞ if u0 is suf-
ficiently small. On the other hand, sufficiently large initial data do invade. The
precise nature of the threshold between extinction and invasion was a longstand-
ing problem, first resolved by Zlatoš [46] for square initial data. This result has
been extended to wider classes of reactions and initial data by Du andMatano [16]
and Matano and Poláčik [32, 33].
We emphasize that these results all hold in the homogeneous setting. How-
ever, applications clearly motivate the study of inhomogeneous media. The most
immediate model of inhomogeneity is a spatially dependent evolution equation.
Although pure traveling waves do not exist in typical inhomogeneous media, pe-
riodic equations admit generalizations known as pulsating fronts. In the whole
space, Freidlin and Gärtner [21, 20] and Hamel and the first author [4] have stud-
ied invasion, propagation, and pulsating fronts in periodicmedia; for more refined
results in the Fisher–KPP case, see Hamel et al. [26] and Shabani [42]. In the ape-
riodic setting, traveling waves must be further generalized to transition fronts:
entire solutions which asymptotically resemble traveling waves. For a variety of
results on the existence of transition fronts, see Mellet, Roquejoffre, and Sire [34]
and works of Nolen, Roquejoffre, Ryzhik, and Zlatoš [38, 39, 47].
There is a second important approach to inhomogeneity: we can work in a
general domain rather than the whole space. For instance, an impermeable in-
clusion in a material can be represented by a domain with a Neumann boundary.
Hamel, Matano, Weinberger, and the first author have investigated propagation
and pulsating fronts in periodic domains [31, 4, 45, 5]. For Fisher–KPP reactions,
Hamel, Nadirashvili, and the first author have characterized the spreading speed
in both periodic and more general domains [6, 7, 8].
Invasion can be a delicate matter in general domains. For instance, bistable
reactions exhibit a phenomenon known as blocking: solutions may propagate ini-
tially, only to become obstructed by certain geometries. Bouhours, Chapuisat and
the first author [3] and Ducasse and Rossi [17] have studied blocking in channels
and periodic domains, respectively. In the opposite direction, Rossi has recently
established the hair-trigger effect for monostable reactions in quite general do-
mains [41].
Most of the above works confront a common difficulty: their systems vary
along the direction of propagation. To isolate the effects of boundary, it is helpful
to remove this complication. A significant body of work studies reaction-diffusion
equations in cylinders ×Ω with compact cross-sections Ω ⊂ d . Then the prob-
lem is translation-invariant in the first coordinate, and solutions only propagate in
this direction. In fact, the equation itself can depend on the transverse coordinates
without complicating the analysis. Nirenberg and the first author [2], Mallordy
and Roquejoffre [30, 40], and Muratov and Novaga [35, 36] have all considered
traveling waves and propagation in such cylindrical problems.
One can view the present work as an extension of these results to a cylin-
der with non-compact cross-section. Indeed, (1.1) is invariant under translations
parallel to the boundary ∂, and our domain may be viewed as the cylinder
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 × (d−1 × +). Our problem thus combines the challenges of the cylindrical
and multivariate free settings: inhomogeneity and transverse non-compactness.
We study the simplest example with both features: the half-space with a homo-
geneous equation. The lack of transverse compactness greatly complicates our
analysis of propagation and our construction of traveling waves. In this sense,
our approach to the former has much in common with a recent work of Lou and
Lu, who study invasion and propagation for certain Fisher–KPP reactions in cones
with Dirichlet conditions [29]. We discuss their work in greater detail after The-
orem 1.2 below.
As mentioned above, it is common to work with a Neumann boundary. How-
ever, in the half-space, Neumann conditions reduce to the homogeneous problem.
Indeed, they are equivalent to a free evolution in the whole space that is even in
one coordinate. Here, we consider Dirichlet and Robin conditions. The boundary
thus absorbs mass, and may be viewed as a hostile inhomogeneity which destroys
a fraction of the population upon contact. Much less is understood about the ef-
fects of such absorbing boundary conditions.
In our study of the half-space, we are further motivated by “road-field” models,
which include more general interactions between populations in a half-plane and
on a line. These systems were introduced by Roquejoffre, Rossi, and the first
author in [10, 9, 11]. They describe individuals moving back and forth between
a two-dimensional “field” and its one-dimensional boundary, the “road.” We can
interpret (1.1) as a degenerate case of this model, in which individuals that hop on
the road never leave it. With the feedback between road and field broken, we are
free to solely consider the population in the field, which suffers steady attrition
at the boundary.
We now precisely define themonostable, ignition, and bistable reaction classes.
We always assume that the reaction f is continuous and piecewise C1. In addition,
our monostable reactions satisfy the following hypotheses:
(M1) f (0) = f (1) = 0 and f |(0,1) > 0;
(M2) f ′(0+) > 0 and f ′(1−) < 0.
Ignition reactions obey:
(I1) f |[0,θ ]∪{1} ≡ 0 and f |(θ,1) > 0 for some θ ∈ (0, 1);
(I2) f ′(θ+) > 0 and f ′(1−) < 0.
Finally, bistable reactions satisfy:
(B1) f (0) = f (1) = 0, f |(0,θ ) < 0, and f |(θ,1) > 0 for some θ ∈ (0, 1);
(B2) f ′(0+) < 0 and f ′(1−) < 0.
Additionally, we will always assume:
(B3)
∫ 1
0
f (r ) dr > 0.
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That is, the state 1 is “more stable” than the state 0. This ensures that the one-
dimensional wave-speed of f is positive. This assumption is not part of the tradi-
tional definition of bistability, but for simplicity we always use “bistable” to mean
(B1)–(B3).
Our endpoint assumptions on f ′ can likely be relaxed somewhat, but we do not
pursue the matter here. For the sake of clarity, we extend f by zero on  \ [0, 1].
We now consider the phenomenon of invasion in (1.1). We typically work with
compactly supported initial data u(0, · ) = u0 satisfying 0 ≤ u0 ≤ 1 and u0 . 0. In
the remainder of the paper, we write these two conditions as 0  u0 ≤ 1. In the
whole space, monostable reactions exhibit the hair-trigger effect [1]: any solution
with initial data 0  u0 ≤ 1 converges locally uniformly to 1, the stable zero of f ,
as t → ∞. In contrast, ignition and bistable reactions cause solutions with small
u0 to converge uniformly to 0. Nonetheless, sufficiently large u0 still invade in
these cases [28, 1, 19].
We prove the analogue of these results in . However, the constant function
1 does not satisfy our boundary conditions on ∂. Rather, when solutions in-
vade, we expect them to converge to a nonconstant steady state φ in  which is
independent of x′. That is, φ = φ(y) should satisfy
φ ′′ + f (φ) = 0 and φ ′(0) = ϱ−1φ(0). (1.2)
We show that this ODE has a unique nonzero bounded solution if f is monostable
or ignition. However, when f is bistable, uniqueness is only guaranteed under
Dirichlet boundary conditions. For this reason, we confine our study of bistable
reactions to the Dirichlet case. The long-time behavior of (1.1) for f bistable and
ϱ > 0 remains an interesting open question.
When f is monostable, we show that φ is also the unique nonzero bounded
steady state in. This uniqueness is less clear for ignition and bistable reactions,
but φ is the only bounded steady state which exceeds θ on large balls.
Theorem 1.1.
(A) Let f be monostable with ϱ ∈ [0,∞). Then φ = φ(y) is the unique nonzero
bounded steady state of (1.1).
(B) Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Then for all
δ ∈ (0, 1 − θ ), there exists Rsteady(δ ) > 0 such that φ = φ(y) is the unique
bounded steady state of (1.1) satisfying φ |B ≥ θ + δ for some ball B ⊂  of
radius Rsteady(δ ).
We study the uniqueness of steady states in greater depth and in other domains
in a forthcoming work.
Next, we consider propagation in (1.1). In the whole space, solutions with suf-
ficiently large initial data converge to 1 locally uniformly as t → ∞. Moreover,
the transition u → 1 propagates asymptotically linearly in time at a speed c∗ > 0
depending only on f . We show that the dynamics of the transition u → φ in 
closely resemble this behavior. As in the whole space, the asymptotic speed of
propagation is c∗.
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Theorem 1.2. Throughout, let u solve (1.1) with 0  u0 ≤ 1 compactly supported.
(A) Let f be monostable with ϱ ∈ [0,∞). Then
lim sup
t→∞
[
sup
|(x′,y ) |≤ct
u(t , x′,y) − φ(y)] = 0 for all c ∈ [0, c∗) (1.3)
and
lim sup
t→∞
[
sup
|(x′,y ) |≥ct
u(t , x′,y)
]
= 0 for all c > c∗. (1.4)
(B) Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. If u0 ≤ θ , then
u(t , · ) → 0 uniformly in  as t → ∞. On the other hand, suppose that
u0 |B ≥ θ + δ for some δ ∈ (0, 1−θ ) and some ball B ⊂  of radius Rsteady(δ ).
Then u satisfies (1.3) and (1.4).
Lou and Lu recently established the asymptotic speed of propagation in general
convex cones for certain Fisher–KPP reactions with Dirichlet boundary condi-
tions [29]. They thus handle domains which are significantly more general than
the half-space. However, their results seem confined to so-called “strong-KPP”
reactions with Dirichlet conditions. The question of propagation in cones with
Robin conditions and more general reactions remains open. More broadly, the
nature of invasion and propagation in general domains is an important open prob-
lem.
We now turn to traveling waves. We say Φ :  → [0, 1] is a traveling wave of
speed c > 0 and direction e ∈ Sd if it is a function of e·x′ andy alone,Φ(e·x′−ct ,y)
solves (1.1), and
Φ(−∞,y) = φ(y) and Φ(+∞,y) = 0 (1.5)
locally uniformly in y ∈ [0,∞). That is, the wave moves parallel to ∂ at speed
c in direction e, and connects the steady states φ and 0. Its level sets are affine
subspaces of codimension 2, as Φ only depends on two spatial coordinates. We
may thus restrict our study of traveling waves to the half-plane. Then d = 1 and
we denote position by x = (x,y).
In one dimension, monostable reactions admit traveling waves precisely when
c ≥ c∗, where c∗ agrees with the asymptotic speed of propagation [1]. In contrast,
ignition and bistable reactions admit one-dimensional traveling waves precisely
at speed c∗ [1, 19, 27]. We show nearly the same behavior in the absorbing half-
plane.
Theorem 1.3. Let d = 1. No traveling wave has speed c ∈ [0, c∗). Furthermore:
(A) Let f be monostable with ϱ ∈ [0,∞). Then there exists a traveling wave Φ of
speed c for each c ≥ c∗.
(B) Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Then there exists a
traveling wave Φ of speed c∗.
In each case, Φ satisfies 0 < Φ < 1, ∂xΦ < 0, and ∂yΦ > 0 in .
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Significantly, we are unable to rule out ignition or bistable waves whose speeds
exceed c∗. In fact, we expect that so-called conical waves of higher speed do exist.
This has been confirmed in the whole space; see, for instance, works of Hamel,
Monneau, and Roquejoffre [25, 24] and Wang and Bu [44].
As is clear from the theorem statements above, our results and methods vary
between the monostable and ignition/bistable cases. Although our monostable
results are easier to state, their proofs rely on the ignition theory. We therefore
prove part (B) of each of our main theorems first. We study ignition and bistable
steady states and prove Theorem 1.1(B) in Section 2. In Section 3, we develop the
theory of traveling waves in strips of bounded width. Using waves in strips, we
prove Theorems 1.2(B) and 1.3(B) in Sections 4 and 5, respectively.
We then pivot to monostable reactions. We prove Theorem 1.1(A) for monos-
table steady states in Section 6. Using ignition waves in strips, we prove Theo-
rem 1.2(A) in Section 7. We close with monostable traveling waves and establish
Theorem 1.3(A) in Section 8.
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2. Ignition and bistable steady states
To begin, we let f be ignition or bistable and consider the steady states of (1.1)
in various domains. The simplest case is the half-line, which reduces to the ODE
(1.2). Since = d ×+, we can transfer states in the half-line to the half-space.
We then show that the half-space has no other steady states which exceed θ on
large balls. In Section 3, we will construct traveling waves in strips × [0, L]. We
must therefore understand steady states in bounded intervals [0, L]. This matter
is quite delicate, and takes up the majority of this section.
2.1. Steady states in the half-line.
Lemma 2.1. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Then the ODE
(1.2) has a unique nonzero bounded solution φ. Furthermore, φ satisfies 0 ≤ φ < 1,
φ ′ > 0, and φ(+∞) = 1.
Proof. Suppose ϕ is a nonzero bounded solution of (1.2). Since f vanishes outside
[0, 1], ϕ becomes affine linear if it exits this interval. Then |ϕ | would grow without
bound, a contradiction. As a consequence of the boundary condition,ϕ(0) ∈ [0, 1).
Therefore, ϕ([0,∞)) ⊂ [0, 1). Define
yθ ≔ inf
{
y ∈ [0,∞) | ϕ(y) ≥ θ},
recalling that θ is the smallest number for which f |(θ,1) > 0.
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Suppose f is ignition. Then ϕ is affine linear on [0,yθ ). We claim that ϕ ′ > 0
on (yθ ,∞). Otherwise, ϕ attains a local maximum. By concavity, it will bend back
down until it reaches the value θ with a negative slope. Thereafter, ϕ will affine
linearly decrease to −∞, contradicting boundedness. So indeed ϕ ′ > 0 on (yθ ,∞)
and ϕ((yθ ,∞)) ⊂ (θ , 1). It follows that ϕ monotonically increases towards a zero
of f . This zero can only be 1, so 0 ≤ ϕ < 1, ϕ ′ > 0, and ϕ(+∞) = 1.
Next, suppose f is bistable and ϱ = 0, so ϕ(0) = 0. Again, ϕ increases on [0,yθ ].
If it attains a local maximum in (yθ ,∞), uniqueness will force it to later hit 0.
Again, it will affine linearly decrease without bound, a contradiction. So ϕ ′ > 0
and ϕ((yθ ,∞)) ⊂ (θ , 1). Arguing as in the ignition case, we obtain 0 ≤ ϕ < 1,
ϕ ′ > 0, and ϕ(+∞) = 1.
We next prove uniqueness. Multiplying (1.2) by ϕ ′ and integrating over+, we
find
0 =
∫ ∞
0
{
1
2
[(ϕ ′)2] ′ + f (ϕ)ϕ ′} dy = − 1
2
ϕ ′(0)2 +
∫ 1
ϕ (0)
f (s) ds . (2.1)
Now suppose ϱ = 0. Then we can rearrange (2.1) to obtain
ϕ ′(0)2 = 2
∫ 1
0
f (r ) dr .
Thus the initial condition (0,ϕ ′(0)) is determined, and ϕ is unique.
Suppose instead that f is ignition and ϱ > 0. Using the boundary condition,
(2.1) yields
ϱ−2 =
2
ϕ(0)2
∫ 1
ϕ (0)
f (s) ds . (2.2)
For s ∈ (0, 1], we define the function
Λ(s) ≔ 2
s2
∫ 1
s
f (r ) dr , (2.3)
so that (2.2) reads ϱ−2 = Λ(ϕ(0)).
Now 2
s2
is strictly decreasing while
∫ 1
s
f (r ) dr is decreasing and nonzero, so
their product Λ is strictly decreasing. Furthermore, Λ(0+) = +∞ and Λ(1) = 0.
Thus there exists a unique sϱ ∈ (0, 1) such that ϱ−2 = Λ(sϱ ). By (2.2), the values
ϕ(0) = sϱ and ϕ ′(0) = ϱ−1sϱ are determined. So again ϕ is unique.
Finally, in each casewe have produced a candidate initial condition (ϕ(0),ϕ ′(0)).
This immediately yields a nonzero bounded solution, so we have existence. We
denote this solution by φ. 
We note that the Dirichlet assumption is crucial when f is bistable. After all,
(1.2) may also admit oscillatory solutions when ϱ > 0. In fact, the problem runs
deeper. Even if we restrict to the set ofmonotone solutions, ϕ need not be unique.
Indeed, by (2.2), these solution are in bijective correspondence with the solutions
to ϱ−2 = Λ(s). When f is bistable,Λ need not bemonotone decreasing, so multiple
values of s may satisfy ϱ−2 = Λ(s). These constitute multiple initial conditions for
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bounded nonzero monotone solutions of (1.2). This stronger form of nonunique-
ness is the principal reasonwe only study bistable reactionswith Dirichlet bound-
ary conditions.
2.2. Steady states in the half-space. The extra degrees of freedom in  make
the classification of steady states more complex. For instance, steady states in 
which are monotone in y converge to steady states in d as y → ∞. The classi-
fication of such solutions under additional assumptions is known as De Giorgi’s
problem, and we anticipate exotic solutions in dimensions d ≥ 8 [15]. Nonethe-
less, we can classify steady states which exceed θ on large balls.
First, we introduce one piece of notation. Define the threshold
ϑ ≔ sup
{
s ∈ [0, 1]
 ∫ s
0
f (r ) dr ≤ 0
}
.
Then ϑ = θ when f is ignition, while (B3) implies that ϑ ∈ (θ , 1) when f is
bistable. It is straightforward to classify steady states which exceed ϑ on large
balls.
Proposition 2.2. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Then for
all δ ∈ (0, 1 − ϑ ), there exists Rsub(δ ) > 0 such that φ = φ(y) is the unique bounded
steady state of (1.1) satisfying φ |B ≥ ϑ + δ for some ball B ⊂  of radius Rsub(δ ).
Proof. First, let ϕ be a bounded steady state. We claim that 0 ≤ ϕ ≤ φ. To see this,
define
M− ≔ min
{
inf ϕ, 0
}
and M+ ≔ max
{
supϕ, 1
}
,
which are both finite. Then f (M±) = 0, so M− and M+ are respectively sub- and
supersolutions to (6.1). If we evolve both under (1.1), they converge to bounded
solutions of (1.2) as t → ∞. By Lemma 2.1, they must converge to 0 and φ, re-
spectively. Thus by comparison, 0 ≤ ϕ ≤ φ.
Now fix δ ∈ (0, 1−ϑ ). To prove uniqueness, we construct a nonzero compactly
supported subsolution. Let ϕ˚ solve
ϕ˚ ′′ + f (ϕ˚) = 0, ϕ˚(0) = ϑ + δ , ϕ˚ ′(0) = 0. (2.4)
As in the proof of Lemma 2.1, we multiply by ϕ˚ ′ and integrate to obtain
ϕ˚ ′(y)2 = 2
∫ ϑ+δ
ϕ˚(y )
f (s) ds for y ≥ 0.
Crucially, δ > 0 prevents the right side from vanishing. Since f (ϑ ) > 0, ϕ˚ initially
bends down. Then, ϕ˚ ′ is uniformly negative away from y = 0. Therefore ϕ˚ in-
evitably hits zero at some position K˚ > 0. Solving (2.4) on − as well, we obtain
an even function which is positive precisely on (−K˚ , K˚). Hence ϕ˚+ is a compactly
supported subsolution to the ODE ϕ ′′ + f (ϕ) = 0.
We now adapt this construction to higher dimensions. By the stability of ODEs,
there exists R0 ≥ K˚ such that the solution to
ϕ˜ ′′ +
d
R0 + y
ϕ˜ ′ + f (ϕ˜) = 0, ϕ˜(0) = ϑ + δ , ϕ˜ ′(0) = 0
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also hits 0 at some position K0 > 0. Furthermore, ϕ˜ ′ < 0 on (0,K0).
Using ϕ˜ , we construct a radial subsolution v. Let r ≔ |x| denote the radial
coordinate and define
v(r ) ≔

ϑ + δ if r ≤ R0,
ϕ˜
(
r − R0
)
if r ∈ (R0,R0 + K0),
0 if r ≥ R0 + K0.
(2.5)
Let Rsub(δ ) ≔ R0 + K0. Writing the Laplacian in polar coordinates, we see that v
is a nonzero subsolution of (1.1) supported in a ball of radius Rsub and v ≤ ϑ + δ .
Now suppose that ϕ is a bounded steady state of (1.1) such that ϕ |B ≥ ϑ + δ for
some ball B ⊂  of radius Rsub. Since ϕ ≥ 0, we have ϕ ≥ (ϑ + δ )1B .
Now let x0 = (x′0,y0) denote the center of B, and let
τx0v ≔ v( · − x0)
denote the translation of v by x0. Then
ϕ ≥ (ϑ + δ )1B ≥ τx0 v.
We now use the sliding method of [2]. If we continuously vary x′0, the strong
maximum principle implies that the subsolution τx0v can never touch the solution
ϕ from below. Since R0 ≥ K˚ , it follows that
ϕ(x′,y) ≥ (ϑ + δ )1[−K˚,K˚ ](y − y0) ≥ τy0ϕ˚+(y) for all (x′,y) ∈ .
By construction, τy0ϕ˚+ is a subsolution of the one-dimensional problem. If we
solve the one-dimensional parabolic problem with initial data τy0ϕ˚+, the solution
is thus increasing in time. On the other hand, τy0ϕ˚+ lies beneath the bounded su-
persolution 1, so its long-time limit is also bounded. Hence, the parabolic solution
converges to a bounded nonzero steady state in + as t → ∞. By Lemma 2.1,
this steady state is φ. Applying the comparison principle, we obtain ϕ ≥ φ. We
showed above that ϕ ≤ φ, so in fact ϕ = φ. 
If f is ignition, ϑ = θ , and the conclusion of Theorem 1.1(B) follows from Propo-
sition 2.2. When f if bistable, however, wemust work harder to lower the unique-
ness threshold to θ . To do so, we study extinction and invasion in (1.1).
Lemma 2.3. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. If 0 ≤ u0 ≤ θ
is compactly supported, then u(t , · ) → 0 uniformly as t → ∞. On the other hand,
for any δ ∈ (0, 1 − θ ), there exists Rsteady(δ ) > 0 such that the following holds. If
(θ + δ )1B ≤ u0 ≤ 1 for some ball B ⊂  of radius Rsteady(δ ), then
lim
t→∞u(t , · ) = φ (2.6)
locally uniformly in .
Proof. First suppose that 0 ≤ u0 ≤ θ is compactly supported. By the comparison
principle,u ≤ θ for all time. Since f ≤ 0 on [0,θ ], we can use the heat evolution in
the whole space as a supersolution. But u0 is compactly supported, so et∆u0 → 0
uniformly as t → ∞. Thus the same holds for u(t , · ).
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Next, supposeu0 ≤ 1. Letu1 denote the solution of (1.1) with initial data 1. Since
1 is a supersolution of (1.1), u1 is decreasing in time towards a bounded solution of
(1.2). By Lemma 2.1 and the comparison principle, this solution is φ. Since u ≤ u1
by comparison, it follows that
lim sup
t→∞
u(t , · ) ≤ lim
t→∞u
1(t , · ) = φ. (2.7)
Now consider δ ∈ (0, 1 − ϑ ). We use the compactly supported radial subsolu-
tion v defined in (2.5). It satisfies v ≤ ϑ + δ and is supported on a ball of radius
Rsub(δ ) > 0. If u v denotes the solution to (1.1) with initial data v, then u v increases
in time towards a bounded steady state of (1.1) which exceeds v. As shown in the
proof of Proposition 2.2, the only such state is φ. So
lim inf
t→∞ u(t , · ) ≥ limt→∞u
v(t , · ) = φ. (2.8)
Combining this with (2.7), we obtain (2.6). Moreover, the convergence is locally
uniform by Dini’s theorem. Since θ = ϑ when f is ignition, this concludes the
ignition case with Rsteady(δ ) ≔ Rsub(δ ).
Now suppose f is bistable and fix δ ∈ (0, 1 − θ ). We wish to show that initial
data above θ + δ on large balls also survive and eventually converge to φ. This is
more subtle, because we may not be able to fit v under u0. Let S(t) solve ÛS = f (S)
with S(0) = θ + δ . Then S(t) agrees with the whole space evolution from the
constant θ + δ and converges to 1 as t →∞. In particular, if we fix δ ′ ∈ (0, 1− ϑ ),
S will exceed ϑ + δ ′ at some fixed timeT > 0. Now suppose that u0 = θ + δ on an
enormous ball B. Then u will resemble the free space evolution near the center of
B, at least on a bounded time interval. This is enough to push u above (ϑ + δ ′)1B′
for some ball B ′ of radius Rsub(δ ′), allowing us to apply the previous argument.
To make this reasoning rigorous, let B(k) denote the ball of radius k centered
at (0,k) ∈ d+1, so that B(k) ⊂ . Let uk solve (1.1) with initial data (θ + δ )1B(k),
and let
u˜k (x′,y) ≔ uk (x′,y + k)
denote its shift to the origin. Let B ′(k) denote the shifted ball of radius k , which
is centered at the origin. In this shifted frame, the boundary of  is moving
away to infinity as k → ∞, and u˜k (0, x) → θ + δ . Thus on the compact set
B
′(Rsub(δ ′)) × [0,T ], u˜k converges to S uniformly as k →∞. Since S(T ) > ϑ + δ ′,
there exists K ∈  such that
u˜K (T , x) ≥ (ϑ + δ ′)1B′(Rsub(δ ′))(x).
By our preceding argument, uK satisfies (2.8).
Finally, suppose u0 ≥ (θ + δ )1B for some other ball B ⊂  of radius K . Then
we can move the boundary of  to touch B and solve to obtain a subsolution.
This subsolution will be a shift of uK , so u exceeds a shift of uK . Since uK satisfies
(2.8), u will eventually be close to 1 on a large ball. Then we can argue as in the
ignition case, and u also satisfies (2.8). In combination with (2.7), we obtain (2.6)
with Rsteady(δ ) ≔ K . 
We can now complete our analysis of ignition and bistable steady states on.
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Proof of Theorem 1.1(B). If f is ignition, ϑ = θ , so the conclusion of Theorem 1.1(B)
follows from Proposition 2.2 with Rsteady ≔ Rsub.
Therefore, suppose f is bistable and fix δ ∈ (0, 1−θ ). Letϕ be a bounded steady
state of (1.1) such that ϕ |B ≥ θ + δ on a ball B ⊂  of the radius Rsteady(δ ) from
Lemma 2.3. As shown in the proof of Proposition 2.2, 0 ≤ ϕ ≤ φ. So ϕ ≥ (θ +δ )1B .
Let u solve (1.1) with u0 ≔ (θ + δ )1B . Then by Lemma 2.3, u(t , · ) → φ locally
uniformly as t → ∞. On the other hand, the comparison principle implies that
ϕ ≥ u(t , · ) for all t ≥ 0. Therefore φ ≤ ϕ ≤ φ, as desired. 
2.3. Steady states in bounded intervals. To constrain the asymptotic speed of
propagation and construct traveling waves, we will consistently use waves in the
strips × [0, L] as subsolutions. As x → ±∞, these waves converge to solutions
of:
ϕ ′′L + f (ϕL) = 0, ϕ ′L(0) = ϱ−1ϕL(0), ϕL(L) = 0. (2.9)
For general L, this equation may have no solutions or many. However, the situ-
ation simplifies when L is large. Then, (2.9) admits precisely two nonzero steady
states.
Lemma 2.4. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Then there
exists AODE > 0 such that for all L > AODE, (2.9) admits precisely two nonzero
solutions φL andψL . These are strictly ordered: 0 < ψL < φL < φ in (0, L). Moreover,
lim sup
L→∞
sup
y ∈[0, L/2]
|φL(y) − φ(y)| = 0 (2.10)
and
lim
L→∞
sup
y ∈[0,L]
ψL(y) = ϑ . (2.11)
Proof. Let ϕ be a nonzero solution to (2.9). By arguments similar to those in the
proof of Lemma 2.1, ϕ((0, L)) ⊂ (0, 1).
We use the shooting method. It is thus convenient to view ϕ as a function of
its initial slope rather than of L. Let ϕα denote the solution of the initial value
problem
(ϕα )′′ + f (ϕα ) = 0, ϕα (0) = ϱα , and (ϕα )′(0) = α (2.12)
for α ∈ . We can discard α ≤ 0, for then ϕα is affine linear and nonpositive.
Suppose α > 0. Then (ϕα )′ is initially positive. Let Kα denote the location of
its first zero, if it exists. Otherwise let Kα = +∞. Multiplying (2.12) by (ϕα )′ and
integrating, we obtain[(ϕα )′]2 − α2 = −2∫ ϕα
ϱα
f (s) ds on [0,Kα ]. (2.13)
Now let α ≔ φ ′(0). By (2.1), α satisfies
α2 = 2
∫ 1
ϱα
f (s) ds .
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We claim that ϕα hits the value 1 with positive slope, and thus exits the range
(0, 1), when α > α . Such solutions will never satisfy the second boundary con-
dition in (2.9), so we can confine our attention to α ∈ (0,α). To see this, first
suppose ϱ = 0 and α > α . Then (2.13) implies[(ϕα )′]2 ≥ α2 − 2∫ 1
0
f (s) ds > α2 − 2
∫ 1
0
f (s) ds = 0.
So indeed ϕα still has positive slope when it attains the value 1.
Now suppose ϱ > 0, so that f is ignition. We recall Λ defined in (2.3). In the
proof of Lemma 2.1, we showed that Λ is strictly decreasing and Λ(ϱα) = ϱ−2.
Assuming α > α , (2.13) yields[ (ϕα )′
ϱα
]2
≥ ϱ−2 − Λ(ϱα) > ϱ−2 − Λ(ϱα) = 0.
This proves the claim, and we may assume that α ∈ (0,α).
For such α , the solution ϕα rises initially, attains its maximum at position
Kα ∈ (0,∞), and then falls back to 0 at some position Lα ∈ (0,∞). Let sα de-
note its maximal value, so that
ϕα (Kα ) = sα and (ϕα )′(Kα ) = 0.
Step 1. We will show that Kα increases monotonically with α when α is suffi-
ciently close to α . We define
F α (s) ≔
∫ s
ϱα
f (r ) dr ,
so that (2.13) reads [(ϕα )′]2 = α2 − 2F α (ϕα ) on [0,Kα ].
Separating variables, we obtain an implicit equation for ϕα :
y =
∫ ϕα (y )
ϱα
ds√
α2 − 2F α (s)
for y ∈ [0,Kα ]. (2.14)
In particular,
Kα =
∫ sα
ϱα
ds√
α2 − 2F α (s)
. (2.15)
In the following, we use the notation ÛG ≔ ∂αG andG ′ ≔ ∂sG for any functionG
depending on α or s.
We first consider the dependence of the maximal value sα on α . Evaluating
(2.13) at y = Kα , we find
α2 = 2F α (sα ). (2.16)
Differentiating with respect to α ,
Ûsα = α + ϱ f (ϱα)
f (sα ) > 0. (2.17)
Significantly, this derivative tends to∞ as α ր α , for then f (sα ) → f (1) = 0.
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We now study (2.15) in detail. Notice that (2.16) implies that the integral in
(2.15) is improper at its right endpoint sα . Furthermore, (F α )′(1) = f (1) = 0, so
α2 − 2F α (s) has a double root at s = sα = 1 when α = α . Thus the integrand
of (2.15) becomes logarithmically nonintegrable at α = α . That is, Kα = ∞.
Of course, this agrees with the definition of α : it is the initial slope of φ, which
approaches its supremum at y = +∞. Since Kα → ∞ as α ր α , it is natural to
expect that Kα increasesmonotonically in α when α is sufficiently close to α . We
verify this through direct calculation.
The ignition and bistable cases require slightly different treatments, so suppose
for themoment that f is ignition. The principal difficulty in the analysis of (2.15) is
the singularity of the integrand at the moving endpoint sα . To fix this, we change
variables:
Kα =
∫ sα−ϱα
0
dz√
α2 − 2F α (sα − z)
.
Then, the definition of F α implies
ÛKα = Ûs
α − ϱ
α
+
∫ sα−ϱα
0
Ûsα f (sα − z) − ϱ f (ϱα) − α
[α2 − 2F α (sα − z)]3/2 dz. (2.18)
By (2.17),
Ûsα − ϱ
α
→∞ as α ր α .
Therefore, ÛKα will be positive for α near α unless the second term in (2.18) be-
comes negatively divergent. Divergence can come from two sources in the inte-
gral: Ûsα and the singularity at z = 0. But Ûsα is paired with f (sα − z) ≥ 0, and thus
can only contribute a positive divergence. So, it suffices to analyze the integrand
in (2.18) around z = 0.
First, note that (2.17) implies that the numerator in the integrand vanishes at
z = 0. Differentiating in z, we find
∂z [Ûsα f (sα − z) − ϱ f (ϱα) − α] = −Ûsα f ′(sα − z). (2.19)
Now, (I1) implies that f ′ is negative near 1. By (2.19), the integrand in (2.18) is
positive when α ≈ α and z ≈ 0. Thus, the integrand in (2.18) is bounded from
below when α ≈ α . Since the first term in (2.18) diverges to +∞, there exists
α1 ∈ (0,α) such that
ÛKα > 0 for all α ∈ [α1,α ).
Now suppose f is bistable and ϱ = 0. We write (2.15) as
Kα =
∫ θ
0
ds√
α2 − 2F (s)
+
∫ sα−θ
0
dz√
α2 − 2F (sα − z)
. (2.20)
Note that we are free to write F rather than F α , because the antiderivative is inde-
pendent of α when ϱ = 0. The first term in (2.20) varies smoothly in α away from
α = 0, and we can treat the second term as in the ignition case because f |(θ,1) > 0.
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Step 2. Next, we show that the positive root Lα of ϕα is also monotone in α when
α ≈ α . ODE uniqueness implies that Lα = 2Kα when ϱ = 0, so we need only
consider the Robin case ϱ > 0.
Define β ≔ −(ϕα )′(Lα ). Then ϕβ0 (x) ≔ ϕα (Lα − x) solves (2.12) with β in the
place of α and ϱ = 0. Thus ϕLα is a Robin solution ϕα or a Dirichlet solution ϕ
β
0 ,
depending on our point of view.
Let φ0 denote the unique nonzero bounded solution to (1.2) with ϱ = 0, and let
K
β
0 and s
β
0 denote the Dirichlet analogues of K
α and sα . Then, by Step 1, there
exists an interval of initial slopes β close to β ≔ φ ′0(0) for which K
β
0 and s
β
0 vary
monotonically in β . Furthermore, we can turn things on their head and instead
view our parameters as functions of the maximal value s, which, by (2.17), varies
monotonically with β . Thus, there is an interval [s+, 1) on which K0 and β vary
monotonically with s.
In the original problem, we vary the slope α at the Robin boundary y = 0
within the interval [α1,α). Then Kα ≫ 1 and sα ≈ 1 vary monotonically with
α . Increasing α1 if need be, we can assume that sα > s+. Then sα monotonically
determines β and the Dirichlet length Kβ0 . It follows that L
α
= Kα + K
β
0 is the
sum of two functions which are increasing in α . We have thus shown that
ÛLα > 0 for α ∈ [α1,α).
Step 3. We must now study α ∈ (0,α1]. If α is bounded away from the endpoints
0 and α , (2.15) shows that Lα is uniformly bounded. It thus suffices to understand
the regime α ≈ 0. We show that Lα also diverges to ∞ when α ց 0, and that
it does so monotonically once α is sufficiently small. We handle the ignition and
bistable cases separately.
Suppose f is ignition. By (2.16), sα → ϑ = θ as α → 0. When α < θϱ , our initial
value ϱα lies below the ignition temperature θ . Since f vanishes below θ , ϕα is
affine linear on the initial interval [0,θ/α − ϱ]. After, it enters the range (θ , 1),
where f is positive. In fact, by (I1) and (I2), f is monostable when viewed on the
restricted interval [θ , 1]. Let f˜ (s) ≔ f (s + θ ), and analogously define K˜α , s˜α , etc.
Then
Lα =
(
θ
α
− ϱ + K˜α
)
+
(
K˜α +
θ
α
)
=
2θ
α
+ 2K˜α − ϱ,
so
ÛLα = −2θ
α2
+ 2 Û˜Kα . (2.21)
We will show that
Û˜
Kα = O
(
α−1
)
. (2.22)
By (2.21), this implies that Lα → ∞ as α → 0 and ÛLα < 0 when α ∈ (0,α0] for
some α0 ∈ (0,α1).
Since our solution ϕα enters the range (θ , 1) from below, we are effectively
considering Dirichlet solutions for the monostable reaction f˜ . By (I2), f˜ ′(0+) > 0.
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So f˜ (s) ∼ f˜ ′(0)s and F˜ (s) ∼ 12 f˜ ′(0)s2 as s ց 0. By (2.16) and (2.17), we have
s˜α ∼ f˜ ′(0)− 12α and Û˜sα ∼ f˜ ′(0)− 12 .
Hence, the first term in (2.18) is O(α−1). For the second term in (2.18), we recall
that the numerator of the integrand vanishes at z = 0 and has derivative
−Û˜sα f˜ ′(sα − z) ∼ −
√
f˜ ′(0).
So,  Û˜sα f˜ (s˜α − z) − α  ≤ Cz
for someC ≥ 1 that may change from expression to expression, but is independent
of α and z. In the denominator, we have
α2 − 2F˜ (s˜α − z) ∼ α2 − f˜ ′(0)( f˜ ′(0)− 12α − z)2 ∼ 2√ f˜ ′(0)αz − z2 ≥ C−1αz.
It follows that  Û˜Kα  ≤ Cα−1 +C ∫ Cα
0
z
α3/2z3/2
dz ≤ Cα−1.
This confirms (2.22).
Now consider a bistable reaction with ϱ = 0. Again, we show that Lα → +∞
as α ց 0, monotonically when α is small. Since we have Dirichlet conditions,
Lα = 2Kα . By (2.16), sα ց ϑ as α ց 0. Hence we can rewrite (2.15) as
Kα =
∫ ϑ
0
ds√
α2 − 2F (s)
+
∫ sα
ϑ
ds√
α2 − 2F (s)
. (2.23)
Now, (B1) and (B2) imply
F (s) ∼ 1
2
f ′(0)s2 = − 1
2
| f ′(0)| s2 as s ց 0,
F (s) ∼ f (ϑ )(s − ϑ ) as s → ϑ . (2.24)
Since F vanishes to second order at s = 0, the first term in (2.23) diverges as
α ց 0. So indeed Kα → ∞.
We now show monotonicity. Differentiating the first term in (2.23), we can
compute
d
dα
∫ ϑ
0
ds√
α2 − 2F (s)
= −α
∫ ϑ
0
[
α2 − 2F (s)]− 32 ds ∼ −C0α−1 (2.25)
for some constant C0 > 0 depending on f . On the other hand,
d
dα
∫ sα
ϑ
ds√
α2 − 2F (s)
=
d
dα
∫ sα−ϑ
0
dz√
α2 − 2F (sα − z)
=
Ûsα
α
+
∫ sα−ϑ
0
Ûsα f (sα − z) − α
[α2 − 2F (sα − z)]3/2 dz.
Again, the numerator of the integrand is bounded by Cz, and the denominator
involves
α2 − 2F (sα − z) ∼ 2f (ϑ )z.
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Also, (2.16), (2.17), and (2.24) imply that
sα − ϑ ∼ α
2
2f (ϑ ) and Ûs
α ∼ α
f (ϑ ) .
Therefore  ddα
∫ sα
ϑ
ds√
α2 − 2F (s)
 ≤ C +Cα
∫ Cα 2
0
dz√
z
≤ C .
By (2.25), we have ÛKα < 0 provided α is sufficiently small, as desired.
In each case, we have shown that there exist 0 < α0 < α1 < α such that Lα is
monotone on (0,α0) and (α1,α). Moreover, Lα diverges to +∞ at 0 and α , while
Lα is bounded on [α0,α1]. Thus if we define
AODE ≔ sup
α ∈[α0,α1]
Lα ,
then the ODE (2.9) admits precisely two nonzero solutions, which we call φL and
ψL , when L > AODE. Their initial slopes are close to α and 0, respectively. Adjust-
ing α0 and α1 if need be, we can thus arrange that φL > ψL in (0, L).
Step 4. We now turn to (2.10). To prove the existence of a limit, we show that φL
increases in L when L > AODE. That is:
φL′ > φL on (0, L) (2.26)
when L′ > L > AODE. Let α ′ > α > α1 denote the corresponding initial slopes,
and let K ′ > K and s ′ > s denote the maximal positions and values for φL′ and
φL, respectively.
Differentiating (2.14) with respect to α , we find
Ûϕα (y)√
α2 − 2F α (ϕα (y))
=
ϱ
α
+
∫ ϕα (y )
ϱα
α + ϱ f (ϱα)
[α2 − 2F α (r )]3/2 dr > 0.
We have used the fact that ϱ = 0 when f is bistable, so the term ϱ f (ϱα) is always
nonnegative. Thus, ϕα (y) is increasing in α for all y ∈ (0,Kα ). It follows that
φL′ > φL in (0,K ′). If we view these profiles in reverse from their endpoints, the
same reasoning (with ϱ = 0) implies
φL′(L′ − y) > φL(L − y) for all y ∈ (0, L′ − K ′). (2.27)
Finally, φL′ is decreasing in (K ′, L′), so (2.27) implies
φL′(y) > φL′(y + L′ − L) > φL(y) for all y ∈ [K ′, L].
This completes the proof of (2.26).
Using this monotonicity, we can establish an a priori lower bound for φL . Let
φ0,L denote the solution to (2.9) with ϱ = 0, and let BODE denote the Dirichlet
analogue of AODE Define v ≔ φ0,BODE . By extending φL on the left until it reaches
zero, we see that it is simply a shift of φ0,L′ for some L′ > L. Then (2.26) and
symmetry in y implies that φL ≥ v for all L > max{AODE,BODE}. Furthermore, if
REACTION-DIFFUSION EQUATIONS IN THE HALF-SPACE 17
we slide v along (0, L), ODE uniqueness implies that φL and v cannot touch in the
interior, for at the point of first contact they would agree to first order. Therefore
φL ≥ max v on
(
BODE
2
, L − BODE
2
)
. (2.28)
Note that max v ∈ (ϑ , 1).
Step 5. We can finally prove that φL ր φ. Since the family (φL)L>AODE is in-
creasing in L, it must have a positive limit. By standard elliptic estimates, the
convergence is locally uniform and the limit satisfies (1.2). Thus by Lemma 2.1,
φL → φ locally uniformly. We prove uniform convergence by contradiction, so
suppose there exist ε > 0 and sequences Ln ր ∞ and yn ∈ [0, Ln/2] such that
φLn (yn) ≤ φ(yn) − ε . (2.29)
Then (yn) cannot have a finite limit point, since φL → φ locally uniformly. Thus
yn → ∞, and there exists h ∈ [0,∞] such that Ln/2 − yn → h (perhaps after
extracting a subsequence). Using elliptic estimates and Arzelà–Ascoli, φLn ( · −
yn) converges locally uniformly (along a subsequence) to some ϕ : (−∞,h] → .
Combining (2.28) and (2.29), we see that
ϑ < max v ≤ ϕ ≤ 1 − ε < 1.
However, ϕ solves ϕ ′′ + f (ϕ) = 0 and is thus uniformly concave, a contradiction.
Also, since sα → ϑ as α ց 0, we have
sup
[0,L]
ψL → ϑ
as L →∞. This completes the proof of the lemma. 
Although we do not use the steady states of monostable reactions in bounded
intervals, we describe them for completeness. The monostable case is simpler:
there is a unique nonzero steady state in large intervals.
Lemma 2.5. Let f be monostable with ϱ ∈ [0,∞). Then there exists AODE > 0 such
that for all L > AODE, (2.9) admits precisely one nonzero solution φL. Furthermore,
φL < φ and φL satisfies (2.10).
Proof. We retain the notation of the previous proof. The analysis of φL for igni-
tion and bistable reactions extends to the monostable case. The only difference is
the behavior of the solutions ϕα when α ց 0. For ignition and bistable reactions,
these “shallow” solutions extend over arbitrarily large intervals, and form the sec-
ond solution ψL . However, when f is monostable, we have ϑ = 0, so sα ց 0 as
α ց 0. Since ϕα is uniformly small, it is controlled by the linearization of (2.9)
about 0. By (M2), ϕα resembles a sine wave of bounded width. That is, Lα remains
uniformly bounded as α ց 0. We can thus define
AODE ≔ sup
α ∈(0,α1]
Lα < ∞.
Any nonzero solution in [0, L] for L > AODE must be φL, proving the lemma. 
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We now return to the ignition and bistable setting. Since (2.9) has multiple
solutions, we are interested in their relative stability. Following [43], we define
the energy
H(ϕ) ≔
∫ L
0
[ |ϕ ′|2 − 2F (ϕ)] dy for F (s) ≔ ∫ s
0
f (r ) dr , (2.30)
and note that the ODE ϕ ′′ + f (ϕ) = 0 is the Euler–Lagrange equation forH.
Lemma 2.6. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Then there
exists AH ≥ AODE such that H(φL) < H(0) < H(ψL) for all L > AH.
Thus, as measured by H, φL is the most stable solution of (2.9) and ψL is the
least. In the next section, we use this stability to establish the uniqueness of trav-
eling waves in strips.
Proof. Suppose L > AODE. By Lemma 2.4, φL, 0, and ψL are the only solutions to
(2.9). When L is large, φL ≈ 1 and φ ′L ≈ 0 on nearly the entire domain. By (I1)
or (B3), F (1) > 0. It follows that H(φL) < 0 when L ≫ 1. Also, we trivially have
H(0) = 0. This leaves only H(ψL). We consider the ignition and bistable cases
separately.
First, suppose f is ignition. As shown in the proof of Lemma 2.4, ψL is affine
linear outside the interval [y1,y2] ≔ ψ−1L ([θ , 1)). On [y1,y2], the function ψL − θ
is a Dirichlet solution to (2.9) with reaction f ( · + θ ), which is monostable on the
interval [0, 1 − θ ]. By (I2), ψL − θ resembles a small sine wave of bounded width
when L is large. Precisely,
ψL (y) − θ ∼
2θ
L
sin
[√
f ′(θ+)(y − y1)
]
on [y1,y2]
as L →∞. Now, F (s − θ ) ∼ 12 f ′(θ+)s2 as s ց 0, so∫ y2
y1
F (ψL(y)) dy ≤ CL−2
for some constantC ≥ 1 whichmay change from line to line. Now, F (ψL) vanishes
outside [y1,y2], where |ψ ′L | ∼ 2θL−1 . Therefore
H(ψL) ≥
∫
[0,L]\[y1,y2]
|ψ ′L |2 − 2
∫ y2
y1
F (ψL) ≥ C−1L−1 −CL−2.
It follows thatH(ψL) > 0 once L is sufficiently large.
Now, suppose f is bistable. Then F is negative below ϑ and positive above it.
We viewψL about its maximum at y = L/2. As L →∞, it converges uniformly to
a positive soliton in  solving
ψ ′′ + f (ψ ) = 0, ψ (0) = ϑ , ψ ′(0) = 0.
Since 0 < ψ ≤ ϑ , ψ has positive energy. Clearly H(ψL) converges to this energy,
so H(ψL) > 0 for L sufficiently large.
Thus in each case, there exists AH ≥ AODE such that H(φL) < H(0) < H(ψL)
when L > AH. 
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3. Traveling waves in strips
In this section, we construct and control traveling waves in strips  × [0, L].
We thus work solely in two dimensions. We will always assume that L > AODE,
so that Lemma 2.4 classifies the steady-state solutions of (2.9).
3.1. Construction. We wish to construct solutions to the elliptic boundary-value
problem 
∆ΦL + cL∂xΦL + f (ΦL) = 0 in × (0, L),
∂yΦL(x, 0) = ϱ−1ΦL(x, 0),
ΦL(x, L) = 0,
ΦL(−∞,y) = φL(y),
ΦL(+∞,y) = 0
(3.1)
for some speed cL ∈  to be determined. The wave ΦL satisfies our usual absorb-
ing boundary condition on the lower boundary × {0} and a Dirichlet condition
on the upper boundary × {L}. Moreover, it connects the steady states φL and 0
from left to right.
To begin, we construct approximate traveling waves in the rectangle
Ωa ≔ (−a,a) × (0, L)
for a > 0. We study Φa,c in Ωa satisfying
∆Φ
a,c
+ c∂xΦ
a,c
+ f (Φa,c ) = 0 in Ωa ,
∂yΦ
a,c (x, 0) = ϱ−1Φa,c (x, 0),
Φ
a,c (x, L) = 0,
Φ
a,c (−a,y) = φL(y),
Φ
a,c (a,y) = 0.
(3.2)
For the moment, we treat a > 0 and c ∈  as fixed. Of course, Φa,c also depends
on L, but we suppress this dependence for the sake of legibility.
Lemma 3.1. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Let L > AODE
and a > 0. Then for each c ∈ , there exists a unique solutionΦa,c to (3.2). Moreover,
0 < Φa,c < φL and ∂xΦa,c < 0 in Ωa . If ϱ = 0, Φa,c is even in y about y = L/2 and
∂yΦ
a,c > 0 on (−a,a) × (0, L/2).
Proof. For existence, we observe that 0 and φL form an ordered pair of sub- and
supersolutions, respectively, for (3.2). Hence if we solve the parabolic version of
(3.2) with initial data φL , the solution will converge monotonically to a steady
state Φ between 0 and φL as t → ∞. Also, the parabolic evolution from constant
initial data shows that any solution is confined between the maximal and minimal
solutions of (2.9), namely φL and 0.
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In our uniqueness argument, Robin and Dirichlet boundaries require superfi-
cially different treatment. We thus first suppose that ϱ > 0. We claim that
Φ > 0 in [−a,a) × [0, L), (3.3)
∂yΦ < 0 on [−a,a) × {L}. (3.4)
Since φL > 0 on [0, L), (3.3) holds on the left boundary. By the strong maximum
principle, it extends to the interior (−a,a) × (0, L). Then the Hopf lemma implies
that Φ and ∂yΦ cannot simultaneously vanish on (−a,a) × {0}. By the Robin con-
dition, Φ > 0 there; (3.3) follows. Of course, we cannot extend (3.3) to the upper
boundary, but the Hopf lemma yields (3.4). By identical reasoning, we obtain
Φ < φL in (−a,a] × [0, L), (3.5)
∂yΦ > φ
′
L(L) on (−a,a] × {L}. (3.6)
We employ these bounds in the sliding method to establish uniqueness and
monotonicity. Suppose Φ˜ is another solution to (3.2). As argued above, 0 ≤ Φ˜ ≤ φL.
Also, Φ˜ satisfies (3.3)–(3.6). For ℓ ∈ [0, 2a], consider the shifted function
Φ˜ℓ(x,y) ≔ Φ˜(x + ℓ,y)
in Ωℓa ≔ Ωa − ℓex and let
Dℓ ≔ Ωa ∩ Ωℓa = (−a,a − ℓ) × (0, L).
Define
σ ≔ inf
{
ℓ ∈ [0, 2a] | Φ˜ℓ ≤ Φ
}
,
noting that Φ˜2a ≤ Φ because φL ≥ 0, so σ ∈ [0, 2a]. Suppose for the sake of
contradiction that σ > 0. By continuity, Φ˜σ ≤ Φ in Dσ . We claim that
Φ˜σ < Φ on [−a,a − σ ] × [0, L), (3.7)
∂y Φ˜σ > ∂yΦ on [−a,a − σ ] × {L}. (3.8)
Since Φ satisfies (3.3) and Φ˜ satisfies (3.5), we automatically have Φ˜σ < Φ on
the vertical sides of Dσ . The strong maximum principle extends strict inequality
to the interior Dσ . Then the Robin condition and the Hopf lemma force Φ˜σ < Φ
on the lower side, and we obtain (3.7). Again, the Hopf lemma implies (3.8).
By elliptic estimates, our solutions are C1. It follows that (3.7) and (3.8) are open
conditions on σ . That is, (3.7) and (3.8) imply
Φ˜ℓ < Φ on [−a,a − ℓ] × [0, L),
∂y Φ˜ℓ > ∂yΦ on [−a,a − ℓ] × {L}
for all ℓ sufficiently close to σ . This contradicts the definition of σ , so in fact σ = 0.
We have shown that Φ˜ ≤ Φ. Reversing the roles of Φ and Φ˜, we see that Φ
is unique. Furthermore, Φℓ ≤ Φ for all ℓ ∈ [0, 2a], so ∂xΦ ≤ 0. Since Φ is not
constant in x , the strong maximum principle implies that ∂xΦ < 0 in Ωa .
We now turn to the Dirichlet case ϱ = 0. Then, 0,φL , and Φ agree on the lower
boundary, sowemust include derivative conditions there aswell. The proof is oth-
erwise identical, so we do not repeat it. We do, however, study the y-dependence
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of Φ. Since the upper and lower boundary conditions agree, Φ(x, L − y) is also a
solution. By uniqueness, Φ(x, L − y) = Φ(x,y), as claimed.
If we restrict our solution to [−a,a] × [0, L/2], symmetry implies that ∂yΦ = 0
on [−a,a] × {L/2}. That is, Φ satisfies a Neumann condition on this new upper
boundary. The sliding argument above works with Neumann conditions as well,
so there is no other solution in the lower half-box. Since φL is increasing on
[0, L/2] (by ODE uniqueness), the boundary conditions are monotone in y . As
the limit of the parabolic evolution from 0 in the half-box, Φ is nondecreasing in
y when y ≤ L/2. By the strong maximum principle, ∂yΦ > 0 on (−a,a)× (0, L/2).
This concludes the proof of the lemma. In the remainder of the paper, we denote
the unique solution Φ by Φa,c . 
We are interested in the dependence of Φa,c on c. From the previous lemma,
we immediately obtain:
Corollary 3.2. For each L > AODE and a > 0, the solution Φa,c to (3.2) is continuous
and decreasing in c.
Proof. Continuity follows from standard elliptic estimates. Suppose c1 < c2. By
Lemma 3.1, (c2 − c1)∂xΦa,c2 < 0. Hence Φa,c2 is a subsolution to (3.2) for c = c1.
Since the solutions are unique, Φa,c2 ≤ Φa,c1 . 
Presumably,
lim
c→−∞Φ
a,c
= φL and lim
c→∞Φ
a,c
= 0
locally uniformly in Ωa . We do not prove this—weaker bounds suffice for our
purposes. Recall that c∗ denotes the unique speed of the one-dimensional wave
for f connecting 1 to 0.
Lemma 3.3. For every s ∈ (0, 1) and L > AODE, there exists Aupper(s) > 0 such that
Φ
a,c∗(0, L/2) < s for all a > Aupper .
Proof. LetU denote the one-dimensional traveling wave, so that
U ′′ + c∗U ′ + f (U ) = 0, U (−∞) = 1, and U (+∞) = 0.
Of course, this only determines U up to translation, so we further assume that
U (0) = ϑ .
Let B ≔ U −1(maxφL) ∈ . Then U ( · + a + B) is a supersolution to (3.2) when
c = c∗. Since the solution to (3.2) is unique, this implies that
Φ
a,c∗(x,y) ≤ U (x + a + B) for all (x,y) ∈ Ωa .
In particular,
Φ
a,c∗(0, L/2) ≤ U (a + B).
Now U (+∞) = 0, so for each s ∈ (0, 1) there exists Aupper(s) > 0 such that
U (Aupper + B) ≤ s . Then Φa,c∗(0, L/2) < s for all a > Aupper , as U is monotone
decreasing. 
Lemma 3.4. For all s ∈ (0, 1), there exist Alower(s) ≥ AODE and γ (s) > 0 such that
the following holds. For all a, L > Alower, we have Φa,γ (0, L/2) > s .
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Proof. Wewish to construct a compactly supported subsolution which attains the
value s. It thus suffices to consider the Dirichlet case ϱ = 0 and s ∈ (ϑ , 1).
We follow the construction of subsolutions in the proof of Theorem 1.1(B).
There, we used ϕ˚ solving
ϕ˚ ′′ + f (ϕ˚) = 0, ϕ˚(0) = s, ϕ˚ ′(0) = 0,
which hits zero at some position K˚ > 0. To adapt this to two dimensions with a
small drift, we consider
ϕ˜ ′′ +
(
γ +
1
R0 + y
)
ϕ˜ ′ + f (ϕ˜) = 0, ϕ˜(0) = s, ϕ˜ ′(0) = 0.
By the stability of ODEs, there exist γ ,R0 > 0 such that ϕ˜ still hits 0 at some
position K0 > 0.
Using ϕ˜, we construct a radial subsolution v. Let r ≔ |x − Ley/2| denote the
radial coordinate centered at (0, L/2), and define
v(r ) ≔

s for r ≤ R0,
ϕ˜
(
r − R0
)
for r ∈ (R0,R0 + K0),
0 for r ≥ R0 + K0.
Let Alower ≔ max{2(R0 + K0),AODE}. Then v is a compactly supported subso-
lution to (3.2) when a, L > Alower and c ∈ [0,γ ]. Since Φa,c is the unique solution
to (3.2), we have Φa,c > v. In particular, Φa,γ (0, L/2) > v(0, L/2) = s. 
Now fix θ0 ∈ (ϑ , 1) and define γ ≔ γ (θ0) and
Apin ≔ max
{
Aupper(θ0),Alower(θ0)
}
.
Then Lemmas 3.3 and 3.4 imply that
Φ
a,c∗(0, L/2) < θ0 < Φa,γ (0, L/2)
for all a, L > Apin. By Corollary 3.2, Φa,c (0, L/2) is monotone and continuous in
c. Hence, there exists ca ∈ (γ , c∗) such that
Φ
a,ca (0, L/2) = θ0. (3.9)
We now take a → ∞. By standard elliptic estimates, there exists a locally
uniform subsequential limit (ΦL, cL) of
(
Φ
a,ca , ca
)
for each L > Apin.
Proposition 3.5. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Then
there exists ATW ≥ max
{
Apin,AH
}
such that for all L > ATW, the subsequential
limit (ΦL, cL) solves (3.1) and satisfies ∂xΦL < 0 and cL ∈ [γ , c∗]. Moreover, if ϱ = 0,
then ΦL is symmetric in y about y = L/2 and ∂yΦL > 0 on × (0, L/2).
Proof. By elliptic regularity and Lemma 3.1, the only question is the limiting be-
havior as x → ±∞. The wave ΦL is monotone decreasing in x , so these lim-
its exist and solve the steady-state equation (2.9). The choice (3.9) ensures that
ΦL(0, L/2) = θ0. Furthermore, by Lemma 2.4, there exists ATW ≥ max
{
Apin,AH
}
such thatψL(L/2) < θ0 < φL(L/2) for all L > ATW. It follows thatΦL(−∞, · ) = φL.
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However, the right limit is still in doubt: ΦL(+∞, · ) = ψL or 0. This is one of the
most delicate issues in the paper.
Before grappling with the question directly, we define a reduced reaction f˜ . Let
η ≔ maxψL − ϑ > 0. By Lemma 2.4, we can make η arbitrarily small by taking
L large. Increasing ATW if need be, we can assume that θ˜ ≔ ϑ + 2η < 1. Now
set f˜ = f on [0, θ˜ − η/3] and let f˜ smoothly connect to 0 on [θ˜ − η/3, θ˜ ] while
remaining below f . Then f˜ ≤ f is an ignition or bistable reaction (in accordance
with f ) on the restricted interval [0, θ˜ ]. Let c˜ denote its one-dimensional wave
speed with wave U˜ connecting θ˜ to 0, so that
U˜ ′′ + c˜U˜ ′ + f˜
(
U˜
)
= 0, U˜ (−∞) = θ˜ , and U˜ (+∞) = 0.
We are free to fix the translation of U˜ so that
U˜ (0) = maxψL +
2η
3
= θ˜ − η
3
.
We wish to use U˜ as a supersolution to force ΦL to converge to 0 as x → +∞.
However, traveling waves are only supersolutions when viewed in a faster frame.
We must therefore arrange c˜ ≤ cL . To do so, recall that f˜ , θ˜ , and U˜ depend im-
plicitly on L through the small parameter η = maxψL − ϑ . By Lemma 2.4, η → 0
as L →∞. Then θ˜ → ϑ and
f˜ (s) → 1[0,ϑ ](s)f (s) for all s ∈ [0, 1].
Recall that
∫ ϑ
0
f = 0. This implies that the “traveling wave” with reaction 1[0,ϑ ] f
connecting ϑ to 0 is actually stationary. By the continuity of one-dimensional
waves, we obtain c˜ → 0 as L → ∞. In particular, increasing ATW if need be, we
can assume that c˜ ≤ γ ≤ cL .
We can now control our traveling wave ΦL . As shown earlier, the right limit
ΦL(+∞, · ) is ψL or 0. By Dini’s theorem, the convergence is uniform. Hence,
there exists B ∈  such that
sup
y ∈[0,L]
[ΦL(B,y) −ψL(y)] <
η
3
. (3.10)
Now, the convergence Φa,c
a → ΦL as a → ∞ is locally uniform (along a subse-
quence, which we suppress for clarity). Thus, there exists A > B such that
sup
y ∈[0, L]
Φa,ca (B,y) − ΦL(B,y) < η3 (3.11)
when a > A. Combining (3.10) and (3.11), the triangle inequality yields
sup
y ∈[0, L]
Φ
a,ca (B,y) < maxψL +
2η
3
= U˜ (0).
Since ∂xΦa,c
a
< 0, this implies that
sup
[B, a]×[0, L]
Φ
a,ca < U˜ (0). (3.12)
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By construction, f = f˜ on the interval
[
0, U˜ (0)] . Thus, the approximate wave
Φ
a,ca satisfies
∆Φ
a,ca
+ ca∂xΦ
a,ca
+ f˜
(
Φ
a,ca
)
= 0 in (B,a) × (0, L).
Moreover, c˜ ≤ γ ≤ ca and U˜ ′ < 0 imply that U˜ is a supersolution to this equation.
Since U˜ ′ is decreasing, (3.12) implies that
U˜ (x − xa) ≥ Φa,c
a (x,y) for all (x,y) ∈ [B,a] × [0, L] (3.13)
and each xa ≥ a ≥ A. We now use the sliding method to continuously reduce the
shift xa to B. When xa > B, (3.12) and the Hopf lemma imply thatU ( · −xa) cannot
touch Φa,c
a
on the boundary of [B,a]× [0, L]. Moreover, the sliding supersolution
cannot touch the solution in the interior, by the strong maximumprinciple. Hence
(3.13) holds for all xa ≥ B. In particular,
U˜ (x − B) ≥ Φa,ca (x,y) for all (x,y) ∈ [B,a] × [0, L]
whenever a ≥ A. We emphasize that the left side is independent of a. It follows
that
U˜ (x − B) ≥ ΦL(x,y) = lim
a→∞Φ
a,ca (x,y) for all (x,y) ∈ [B,∞) × [0, L].
Of course, U˜ (+∞) = 0, so ΦL(+∞, · ) = 0 as desired. 
3.2. Properties. Now that we have a traveling wave, results of Vega [43] imply
uniqueness.
Lemma 3.6. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Then for all
L > ATW, there is a unique speed cL such that (3.1) admits a solution ΦL which is
monotone in x . Furthermore, ΦL is unique up to translation.
Proof. We use the results of [43]. There, the behavior of waves hinges on the
stability of the limiting steady states, as measured by the energy H defined in
(2.30). Since L > ATW ≥ AODE, the only solutions of (3.1) are φL,ψL , and 0. By
Lemma 2.6 and L > ATW ≥ AH, they satisfy
H(φL) < H(0) < H(ψL).
By Theorems 5.1 and 5.2 in [43], (3.1) admits a monotone solution ΦL at a unique
speed cL , and ΦL is unique up to translation. We note that [43] assumes for conve-
nience that ΦL(−∞, · ) < ΦL(+∞, · ). We can easily arrange this by replacing ΦL
by −ΦL and f (s) by −f (−s). Also, [43] only handles Dirichlet conditions. How-
ever, as Vega notes, the proofs extend to Robin conditions without change. 
Next, we show that cL converges to the one-dimensional wave speed c∗ as
L →∞.
Lemma 3.7. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Then cL → c∗
as L →∞.
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Proof. Define the recentered wave
ΨL(x,y) ≔ ΦL
(
x,y +
L
2
)
.
Then (3.9) and Proposition 3.5 imply that ΨL(0, 0) = θ0, 0 < ΨL < φL( · + L/2),
and ∂xΨL < 0. If ϱ = 0, ΨL is also even in y and ∂yΨL > 0 when y < 0.
Now let Lk → ∞ be a sequence of lengths such that
cLk → c− ≔ lim inf
L→∞
cL .
Note that, by Proposition 3.5, c− ∈ [γ , c∗]. By standard elliptic estimates, there
exists a subsequence (which we also call Lk for simplicity) such that ΨLk has a
locally uniform limit Ψ in 2. Furthermore, Ψ satisfies
∆Ψ + c−∂xΨ + f (Ψ) = 0
as well as Ψ(0, 0) = θ0, 0 < Ψ < 1, and ∂xΨ < 0. Moreover, if ϱ = 0, Ψ is even in
y and ∂yΨ > 0 when y < 0.
By themonotonicity in x , the limitsΨ(±∞, · ) exist. Moreover, the convergence
is locally uniform and the limits satisfy the steady-state equationϕ ′′+ f (ϕ) = 0 in
. The only solutions to this equation are constant or non-constant periodic, and
the latter is only possible when f is bistable. However, ϱ = 0 when f is bistable.
In this case, the limits Ψ(±∞, · ) are also even and monotone increasing on −,
and thus must be constant.
It follows that Ψ(−∞, · ) = s− for some s− ∈ [0, 1] such that f (s−) = 0. Further-
more, s− > Ψ(0, 0) = θ0 > ϑ . The only zero of f above ϑ is 1, so Ψ(−∞, · ) = 1.
Hence for any R,δ > 0, there exists a radius-R ball B ⊂ 2 such that Ψ |B ≥ 1 − δ .
Now let w solve {
∂tw = ∆w + f (w),
w(0, x) = (1 − δ )1B(x)
in 2. Then the comparison principle implies that
w(t ,x,y) ≤ Ψ(x − c−t ,y) for all (t ,x,y) ∈ [0,∞) ×2. (3.14)
However, in the whole space, Aronson and Weinberger [1] show that w → 1
locally uniformly, provided δ ≪ 1 and R ≫ 1. Furthermore, this disturbance
propagates at the asymptotic speed c∗. Since Ψ . 1, this will contradict (3.14)
unless c− ≥ c∗. But c− ∈ [γ , c∗], so in fact c− = c∗. Now
c∗ = lim inf
L→∞
cL ≤ lim sup
L→∞
cL ≤ c∗,
so limL→∞ cL = c∗, as desired. 
3.3. Modified traveling waves. To close this section, we discuss a few variations
on our traveling waves.
Throughout, we have exploited symmetry and monotonicity in y when ϱ = 0.
When f is ignition and ϱ > 0, our waves ΦL are more complicated, since they
involve Robin conditions on one boundary and Dirichlet conditions on the other.
In our proof of Theorem 1.3(B), we will need traveling waves for ϱ > 0 which are
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symmetric iny . This is a simplematter of changing the upper boundary condition.
We therefore consider symmetric steady states satisfying
(ϕsymL )′′ + f (ϕ
sym
L ) = 0,
(ϕsym
L
)′(0) = ϱ−1ϕsym
L
(0), (ϕsym
L
)′(L) = −ϱ−1ϕsym
L
(L). (3.15)
These behave exactly like the asymmetric steady states.
Lemma 3.8. Let f be ignition with ϱ > 0. Then there existsAsymODE > 0 such that (3.15)
admits precisely two nonzero solutions φ
sym
L > ψ
sym
L when L > A
sym
ODE. Furthermore,
these solutions satisfy (2.10) and (2.11).
Proof. The proof of Lemma 2.4 extends to this setting. 
We then need traveling waves Φsym
L
satisfying
∆Φ
sym
L
+ c
sym
L
∂xΦ
sym
L
+ f (Φsym
L
) = 0 in × (0, L),
∂νΦ
sym
L = ϱ
−1
Φ
sym
L on × {0, L},
Φ
sym
L
(−∞,y) = φsym
L
(y),
Φ
sym
L (+∞,y) = 0,
(3.16)
where ∂ν denotes the partial derivative with respect to the inward normal on the
boundary × {0, L}. We collect our traveling wave results into one statement.
Proposition 3.9. Let f be ignition with ϱ > 0. Then there exists AsymTW ≥ A
sym
ODE
such that for all L > A
sym
TW , the following holds. There exists a monotone solution
(ΦsymL , c
sym
L ) to (3.16) which is unique up to translation. Moreover, c
sym
L ∈ [γ , c∗],
∂xΦ
sym
L < 0, Φ
sym
L is symmetric in y about y = L/2, and ∂yΦ
sym
L > 0 on×(0, L/2).
Finally, csym
L
→ c∗ as L →∞.
Proof. The arguments in the preceding subsections extend to this setting. 
Now, we turn to a different variation on ΦL . Given 0 ≤ ε ≪ 1, we define an
ε-modification f of f . If f is ignition, let f = f and simply view f as an ignition
reaction on the larger interval [−ε, 1]. If f is bistable, we continuously reduce f
on [−ε, ε] so that f ≤ f , f is bistable on [−ε, 1], and ‖ f − f ‖∞ < ε2. In particular,
we can assume that (B3) continues to hold for f , provided ε is sufficiently small.
When we say that f is ignition or bistable on [−ε, 1], we mean that f satisfies
(I1) and (I2) or (B1) and (B2) after we apply the transformation s 7→ s+ε1+ε . We can
thus apply all our above results to f , provided we interpret them properly. In
particular, we must adjust our boundary conditions. For instance, by Lemma 2.1,
f has a unique nonzero bounded steady state φ in + satisfying
φ ′′ + f (φ) = 0, φ ′(0) = ϱ−1
[
φ(0) + ε
]
.
On sufficiently large intervals, Lemma 2.4 provides two nonzero solutionsφ
L
> ψ
L
to the ODE
ϕ ′′
L
+ f (ϕ
L
) = 0, ϕ ′
L
(0) = ϱ−1
[
ϕ
L
(0) + ε
]
, ϕ
L
(L) = −ε . (3.17)
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Finally, Proposition 3.5 yields a monotone traveling wave ΦL and speed cL satis-
fying 
∆ΦL + cL∂xΦL + f (ΦL) = 0 in × (0, L),
∂yΦL(x, 0) = ϱ−1
[
ΦL(x, 0) + ε
]
,
ΦL(x, L) = −ε,
ΦL(−∞,y) = φL(y),
ΦL(+∞,y) = −ε .
(3.18)
By Lemma 3.6, the speed is unique, as is the wave up to translation. To determine
ΦL , we fix
ΦL
(
0,
L
2
)
= θ0. (3.19)
In applying our results to f , we must assume that L is sufficiently large. For
instance, Lemma 2.1 classifies the solutions of (3.17) provided L exceeds some con-
stantAODE. In general, we letA· denote the analogue of the various lower bounds
A ·. It is easy to see that we can letA· vary continuously in ε . In particular, taking
ε ≤ 1, we can assume that the constants A· are bounded uniformly in ε . In fact,
the wave and speed also vary continuously in ε :
Lemma 3.10. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Fix L > ATW.
Then φ → φ and φ
L
→ φL uniformly as ε ց 0. Moreover, cL → cL and ΦL → ΦL
uniformly in × [0, L].
Proof. By standard ODE stability results, φ → φ and φ
L
→ φL uniformly. This
leaves the wave and speed.
Various parameters in our lemmas are continuous in ε , including γ and c∗.
Hence the sequence (cL)ε ∈(0,1] is contained in a compact subset of (0,∞). By (3.19),
we can thus extract a subsequence (suppressed for clarity) of ε ց 0 such that ΦL
converges locally uniformly and cL converges. Let Φ
0
L and c
0
L ∈ [γ , c∗] denote the
corresponding limits.
Themonotone travelingwaveΦ0L must converge to solutions of (2.9) asx → ±∞.
Our normalization (3.19) implies that Φ0L(−∞, · ) = φL . We can handle the right
limit as in the proof of Lemma 3.5. That is, let f˜ denote a modification of f
which is cut off slightly above ϑ . By adjusting the cutoff, we can arrange for the
corresponding one-dimensional speed c˜ to be small, uniformly in ε . Moreover,
the one-dimensional wave U˜ will decay to −ε uniformly in ε as x → +∞. We
can again show that there exists a half-strip [B,∞) × [0, L] independent of ε on
which ΦL ≤ U˜ . Taking ε → 0, the uniformity in ε of the decay of U˜ implies that
Φ
0
L(+∞, · ) = 0. So Φ0L is a solution to (3.1).
By Lemma 3.6, the monotone traveling wave with these limits is unique. Hence
Φ
0
L = ΦL and c
0
L = cL . Since the subsequential limit is unique, the entire sequence
(ΦL, cL)ε ∈(0,1] converges to (ΦL, cL). Furthermore, the monotonicity of ΦL and ΦL
in x implies that the limit ΦL → ΦL is actually uniform in × [0, L]. 
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4. Ignition and bistable spreading
We now return to the half-space  ⊂ d+1. We study the solution u of (1.1)
evolving from compactly supported initial data u0, and prove Theorem 1.2(B). We
break the proof into several parts.
4.1. The upper bound. Using linear and one-dimensional theory, we can quickly
establish the upper bound (1.4). In fact, the same argument applies to all classes
of reactions and all boundary conditions.
Proposition 4.1. Let f be monostable, ignition, or bistable with ϱ ∈ [0,∞]. Let u
solve (1.1) with 0 ≤ u0 ≤ 1 compactly supported. Then u satisfies (1.4).
Proof. Since we only need an upper bound, we can assume that ϱ = ∞, which
corresponds to Neumann conditions. Then the evolution in  agrees with a free
evolution in d+1 from an initial condition which is even in y . Let w0 denote the
even extension of u0 to d+1, and let w : [0,∞) ×d+1 →  satisfy{
∂tw = ∆w + f (w),
w(0, x) = w0(x).
(4.1)
Then by our observations above, w = u on . Also, by the strong maximum
principle, w(t , · ) < 1 when t > 0.
Now define
µ ≔ sup
s ∈(0,1)
f (s)
s
.
Then the solution to {
∂tW = ∆W + µW ,
W (0, x) = w0(x)
is a supersolution to (4.1), so w ≤ W . By an explicit computation with the heat
kernel,W decays like a Gaussian as |x | → ∞ at any fixed positive time.
On the other hand, the one-dimensional wave U merely decays exponentially
at +∞, and satisfies U (−∞) = 1. Since w(1, · ) < 1 decays super-exponentially,
there exists a shift B of U such that
w(1, x) ≤ U (e · x − c∗ − B)
for all e ∈ Sd . Using U (e · x − c∗t − B) as a supersolution for each e ∈ Sd , we see
that w, and hence u, cannot propagate in any direction faster than c∗. 
4.2. The lower bound on a slab. The proof of the lower bound (1.4) in Theo-
rem 1.2(B) is more involved. In this subsection, we establish it on a slab of bounded
width near ∂.
Proposition 4.2. Let f be ignition with ϱ ∈ [0,∞) or bistable with ϱ = 0. Suppose
that (θ + δ )1B ≤ u0 ≤ 1 for some δ ∈ (0, 1 − θ ) and some ball B ⊂  of radius
Rsteady(δ ) > 0. Then for all ℓ > 0 and c ∈ [0, c∗),
lim sup
t→∞
sup
|x′ |≤ct
0≤y ≤ℓ
|u(t , x′,y) − φ(y)| = 0. (4.2)
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Proof. Fix 0 ≤ c < c ′ < c∗, ℓ > 0, and η > 0. We use the strip traveling waves
(ΦL, cL) from Proposition 3.5. By Lemmas 2.4 and 3.7, there existsL > max{ATW, 2ℓ}
such that cL > c ′ and
φ − η
3
< φL ≤ φ on [0, ℓ]. (4.3)
We now use the ε-modification f ≤ f introduced in Section 3. We claim that
φ
L
< φ when ε is sufficiently small. By Lemmas 2.4 and 3.10, φL < φ in (0, L] and
φ
L
→ φL uniformly as ε → 0. If ϱ > 0, we in fact have φL < φ in [0, L], and there
is a uniform gap between the two by compactness. If follows that φ
L
< φ once ε
is sufficiently small.
Now suppose ϱ = 0. Then the ordering is only in doubt when y . ε , where
φL and φ become close. If f is ignition, we have f = f , and ODE stability results
imply that the −ε boundary condition for φ
L
reduces φL by order ε in a fixed
neighborhood of y = 0. Thus φ
L
< φ. For bistable reactions, we recall that
‖ f − f ‖∞ < ε2. Hence the change of reaction only changes φ
L
by order ε2 ≪ ε .
Therefore the boundary condition beats the adjustment of f , and we still have
φ
L
< φ.
By Lemma 3.10, there exists ε > 0 such that φ
L
< φ, cL > c
′, andφ
L
− φL

L∞([0,L]) <
η
3
. (4.4)
Now define
R ≔
d − 1
cL − c ′
(4.5)
and let B denote the d-dimensional ball of radius R centered at the origin in d .
By Lemma 2.3,u(t , · ) → φ locally uniformly as t →∞. We claim that there exists
a timeT > 0 such that
u(t , x′,y) ≥ φ
L
(y) for all (t , x′,y) ∈ [T ,∞) × B × [0, L]. (4.6)
After all, φ
L
< φ in the compact interval [0, L], so there is a uniform gap between
φ and φ
L
. Hence the locally uniform convergence u(t , · ) → φ implies (4.6) for
sufficiently large T .
We now define a radial subsolution on the region
A ≔
{(t , x′,y) | t > T , R < |x′ | < R + c ′(t −T ), 0 < y < L}.
Since ΦL(+∞, · ) = −ε , there exists x > 0 such that
sup
y ∈[0,L]
ΦL(x ,y) = 0.
We then define
w(t , x′,y) ≔ ΦL
( |x′ | − c ′(t −T ) − R + x ,y ) for (t , x′,y) ∈ A.
Using the spherical representation of the Laplacian in d , we find
∂tw − ∆w − f (w) ≤ ∂tw − ∆w − f (w) =
(
cL − c ′ −
d − 1
r
)
∂rw,
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where r ≔ |x′|. Now ∂xΦL ≤ 0, so ∂rw ≤ 0. Furthermore, our choice of R in (4.5)
implies that
cL − c ′ −
d − 1
r
≥ cL − c ′ −
d − 1
R
= 0.
Therefore ∂tw − ∆w − f (w) ≤ 0 in A, as desired.
We wish to apply the comparison principle to conclude that u ≥ w in A. We
must thus check various boundary conditions. For fixed t ≥ T , letAt denote the t
time-slice of A. Then At is an annular cylinder with inner radius R, outer radius
R+c ′(t−T ), and height L. Its boundary has four pieces, corresponding to |x′ | = R,
|x′ | = R + c ′(t −T ), y = 0, and y = L.
When |x′ | = R, (4.6) implies that u ≥ φ
L
≥ w. When |x′ | = R + c ′(t − T )
or y = L, u ≥ 0 ≥ w. Finally, u satisfies a “larger” boundary condition than w
when y = 0. Since AT = ∅, there is no initial condition to check. Therefore, the
comparison principle implies u ≥ w in A.
Finally, consider points inA with |x′ | ≤ ct . Then
|x′| − c ′(t −T ) − R + x → −∞ as t →∞,
so in the definition ofwwe are evaluatingΦL on the far left. SinceΦL(−∞, · ) = φL ,
there exists C > 0 such that φ
L
− ΦL(x, · ) <
η
3 for all x ≤ −C. Thus, there exists
T ′ ≥ T such that
u(t , x′,y) > φ
L
(y) − η
3
for all t ≥ T ′, R ≤ |x′| ≤ ct , and y ∈ [0, L]. Furthermore, (4.6) allows us to extend
this bound to |x′ | ≤ R. By (4.3) and (4.4), we obtain
lim sup
t→∞
sup
|x′ | ≤ct
0≤y ≤ℓ
[
φ(y) − u(t , x′,y)] < η.
But η > 0 was arbitrary, so in fact
lim sup
t→∞
sup
|x′ | ≤ct
0≤y ≤ℓ
[
φ(y) − u(t , x′,y)] ≤ 0. (4.7)
To control u − φ from above, consider the solution u1 to (1.1) with u0 ≡ 1. It
depends only on y and decreases locally uniformly to φ. In fact, φ ≤ u1 ≤ 1 and
φ(+∞) = 1 imply that u1(t , · ) → φ uniformly. Since u ≤ u1, we find
lim sup
t→∞
sup

[u(t , · ) − φ] ≤ 0.
In light of (4.7), we obtain (4.2). 
4.3. The full lower bound. With control on slabs, we can extend the propagation
into the interior of . The following argument applies to all reactions.
Proposition 4.3. Let f be monostable or ignition with ϱ ∈ [0,∞) or bistable with
ϱ = 0. Let u solve (1.1) with u0 ≤ 1, and suppose that (4.2) holds for all ℓ > 0 and
c ∈ [0, c∗). Then u satisfies (1.3).
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Proof. Fix 0 ≤ c < c ′ < c∗ and η > 0. Given ε > 0, we define a new reaction
f1 ≤ f ≤ f . We set f1 = f on [−ε, 1 − 2ε], and let f1 smoothly connect to 0 at
1 − ε while remaining below f . Then f1 is an ignition or bistable reaction on the
interval [−ε, 1 − ε] with unique one-dimensional speed c1. As ε ց 0, it is well
known that c1 → c∗. Thus, there exists ε ∈ (0,η) such that c1 > c ′. Let U1 denote
the unique one-dimensional monotone traveling wave for f1 connecting 1 − ε to
−ε such thatU1(0) = 0.
Now fix R1 ≔
d
c1−c ′ . As in the proof of Proposition 4.2, we can check that
w(t , x) ≔ U1
( |x| − c ′t )
is a subsolution to the equation ∂tw = ∆w+ f (w) ond+1 \BR1 , where BR1 denotes
the (d + 1)-dimensional ball of radius R1 centered at the origin. We use w to push
u toward 1 − ε out to radius ct .
Since φ(+∞) = 1, there exists ℓ ≥ R1 such that 1 − φ ≤ ε2 in [ℓ,∞). Also, by
hypothesis, u satisfies (4.2) with c ′ in place of c. Hence, there exists T1 > 0 such
that
inf
|x′ |≤c ′t
u(t , x′, ℓ) ≥ 1 − ε for all t ≥ T1. (4.8)
Now let ℓ ≔ {(x′,y) ∈ d+1 | y > ℓ} denote the ℓ-shifted half-space. Since
w ≤ 1 − ε , (4.8) ensures that w ≤ u on ∂ℓ ∩ Bc ′t when t ≥ T1. Moreover,
w ≤ 0 ≤ u on ∂ℓ ∩ (d+1 \ Bc ′t ), so in fact w ≤ u on the entire boundary ∂ℓ
when t ≥ T1. Also, w(0, · ) ≤ 0 ≤ u(T1, · ) in. Thus by the comparison principle,
u(t +T1, x) ≥ w(t , x) for all (t , x) ∈ [0,∞) ×ℓ .
Finally, we are interested in x such that |x| ≤ ct . For such x,
w(t , x) ≥ U1(−(c ′ − c)t) → 1 − ε as t →∞.
Since ε < η and 1 − ε ≤ φ ≤ 1 in this region, there existsT2 > T1 such that
sup
t ≥T2
sup
|(x′,y ) |≤ct
y ≥ℓ
[
φ(y) − u(t , x′,y)] ≤ η. (4.9)
In fact, this can be extended to y ∈ [0, ℓ], since u satisfies (4.2). An upper bound
follows as in the proof of Proposition 4.2. Since η > 0 in (4.9) was arbitrary, we
obtain (1.3). 
Finally, Theorem 1.2(B) follows from Lemma 2.3 and Propositions 4.1, 4.2, and
4.3.
5. Ignition and bistable traveling waves
We are now in a position to construct traveling waves for ignition and bistable
reactions. As noted in the introduction, it suffices to consider waves in two spatial
dimensions, so we assume d = 1 and denote position by x = (x,y) ∈ 2.
Proof of Theorem 1.3(B). First, let f be ignition or bistable with ϱ = 0. Define
θ1 ≔
1
2
φ(1) ∈ (0, 1).
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RecallATW and the traveling waves (ΦL, cL) from Proposition 3.5. By Lemma 2.4,
there exists A ≥ AODE such that φL(1) > θ1 for all L > A. Then define xL by
ΦL(xL, 1) = θ1, (5.1)
which exists because
ΦL(−∞, 1) = φL(1) > θ1 > 0 = ΦL(+∞, 1).
We consider the sequence
(
ΦL( · + xL, · ), cL
)
L>A as L → ∞. We have (5.1) and
cL ∈ [γ , c∗]. It follows from elliptic estimates and Lemma 3.7 that there exists a
locally uniform subsequential limit (Φ, c∗) satisfying{
∆Φ + c∗∂xΦ + f (Φ) = 0 in ,
Φ = 0 on ∂.
Furthermore, 0 ≤ Φ ≤ 1, ∂xΦ ≤ 0, andΦ(0, 1) = θ1. Since ∂yΦL > 0 on×(0, L/2),
we also have ∂yΦ ≥ 0.
Now, the monotonicity in x ensures that the limits Φ(±∞, · ) exist and satisfy
the ODE (1.2). Furthermore, the limits are bounded and satisfy
Φ(−∞, 1) ≥ 1
2
φ(1) ≥ Φ(+∞, 1). (5.2)
By Lemma 2.1, the only bounded solutions to (1.2) are 0 and φ. By (5.2), we must
have
Φ(−∞, · ) = φ and Φ(+∞, · ) = 0.
Therefore, Φ is a traveling wave of speed c∗. Moreover, the strong maximum
principle implies that 0 < Φ < 1, ∂xΦ < 0, and ∂yΦ > 0 in .
If f is ignition and ϱ > 0, we instead use the symmetric Robinwaves (Φsym
L
, c
sym
L
)
from Section 3. By Proposition 3.9, the argument goes through as above. This es-
tablishes existence in Theorem 1.3(B) at the speed c∗.
For nonexistence at slower speeds, we appeal to Theorem 1.2(B). Suppose for
the sake of contradiction that Ψ is a traveling wave of speed c ∈ [0, c∗), and fix
c ′ ∈ (c, c∗). Since Ψ(−∞, · ) = φ and φ(+∞) = 1, the wave is arbitrarily close to 1
on arbitrarily large balls. Hence, given δ ∈ (0, 1 − θ ), there exists a ball B ⊂  of
the radius Rsteady(δ ) > 0 from Theorem 1.1(B) such that Ψ ≥ (θ +δ )1B . Let u solve
(1.1) withu0 = (θ +δ )1B . Then Theorem 1.2(B) shows thatu eventually approaches
φ in balls of radius c ′t . So u overtakes the traveling wave solution Ψ(x − ct ,y),
which connects to 0 and travels slower. That is, there exists (T ,x,y) ∈ [0,∞)×
such that u(T ,x,y) > Ψ(x − cT ,y), contradicting the comparison principle. Thus,
there do not exist waves slower than c∗. 
This concludes our analysis of ignition and bistable reactions.
6. Monostable steady states
In the remaining sections, we studymonostable reactions. We begin by proving
the existence and uniqueness of a nonzero bounded steady state in +.
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Lemma 6.1. Let f bemonostable with ϱ ∈ [0,∞). Then there exists a unique nonzero
bounded solution φ to the ODE (1.2). Furthermore, φ satisfies 0 ≤ φ < 1, φ ′ > 0, and
φ(+∞) = 1.
Proof. Suppose φ is a nonzero bounded solution. Since f vanishes outside [0, 1], φ
becomes affine linear if it exits this interval. Then |φ | would grow without bound,
so necessarily φ([0,∞]) ⊂ [0, 1]. As a consequence of the boundary condition, we
obtain φ ′(0) > 0. By (M1), φ is concave in +. Hence, φ increases towards a zero
of f . This zero can only be 1, so 0 ≤ φ < 1, φ ′ > 0, and φ(+∞) = 1.
Existence and uniqueness follow as in the proof of Lemma 2.1. 
Wenowuse the slidingmethod to extend uniqueness to the half-space ⊂ d+1.
Proof of Theorem 1.1(A). The one-dimensional solutionφ fromLemma6.1 is a nonzero
bounded steady state, so we need only establish uniqueness.
Let ϕ be some nonzero bounded solution of the steady state equation{
∆ϕ + f (ϕ) = 0 in ,
∂yϕ = ϱ
−1ϕ on ∂.
(6.1)
Arguing as in the proof of Proposition 2.2, the comparison principle implies that
0 ≤ ϕ ≤ φ.
We now define
ρ ≔ inf
s ∈(0, 1/2]
f (s)
s
.
By (M1) and (M2), ρ > 0. Therefore, there exists R > 0 such that ρ is the principal
Dirichlet eigenvalue of −∆ in the (d + 1)-dimensional ball B of radius R. Let v
denote the corresponding positive eigenfunction, normalized by ‖v‖∞ = 1. We
extend v by 0 outside B, and define its translation τxv ≔ v( · − x) for
x ∈ R ≔
{(x′,y) ∈ d+1 | y > R}.
By the strong maximum principle, ϕ > 0 in . Thus, there exist x0 ∈ R and
ε ∈ (0, 1/2] such that ετx0v ≤ ϕ . By the normalization of v and the definition of ρ,
ετx0v is a subsolution to (6.1). Hence, ετx0v < ϕ by the strong maximum principle.
If we slide x0 around within R , the strong maximum principle further implies
that ετx0v cannot touch ϕ from below. So in fact
V ≔ ε sup
x0∈R
τx0v ≤ ϕ .
Note thatV is independent of x′ and positive in . Furthermore, as a supremum
of subsolutions, V itself is a subsolution to (6.1).
Again, V evolves under (1.1) towards a bounded solution of (1.2). But as a sub-
solution, V increases under the evolution (1.1). Since V > 0, its long-time limit
cannot be 0. By Lemma 6.1, this limit is φ. Thus by the comparison principle,
φ ≤ ϕ ≤ φ. 
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7. Monostable spreading
Wenow consider the evolution ofu under (1.1) from compactly supported initial
data. By Proposition 4.1, we need only prove the lower bound (1.3). We begin by
establishing the hair-trigger effect.
Lemma 7.1. Let f be monostable with ϱ ∈ [0,∞). If 0  u0 ≤ 1, then
lim
t→∞u(t , · ) = φ
locally uniformly in .
Proof. In the proof of Theorem 1.1(A), we used the principal Dirichlet Laplacian
eigenfunction v on a ball of radius R. By construction, ετx0v is a subsolution to
(1.1) for all ε ∈ [0, 1/2] and x0 ∈ R .
By the Harnack inequality, u(1, · ) > 0 in . Thus it lies above ετx0v for some
ε > 0 and x0 ∈ R . If we evolve (1.1) from initial data ετx0v and 1, we sandwich u
between solutions which converge locally uniformly to nonzero bounded steady
states. By Theorem 1.1(A), φ is the unique such state. Thus, u(t , · ) → φ locally
uniformly as t → ∞. 
We wish to upgrade this convergence to the quantitative lower bound (1.3). By
Proposition 4.3, it suffices to show convergence on a slab near ∂. We again use
a “reduced” reaction f and its corresponding steady states and traveling waves.
We let f ≔ f , but we view the reaction on the larger interval [−ε, 1], where it is
ignition.
Lemma 7.2. For each ε > 0, φ < φ.
Proof. We first note that φ is increasing in the Robin parameter ϱ. Indeed, if
ϱ(1) < ϱ(2) correspond to solutions φ(1) and φ(2) of (1.2), respectively, then φ(1)
is a subsolution to the ϱ(2)-equation. By Lemma 6.1, φ(2) is the unique nonzero
bounded solution to the ϱ(2)-equation. It follows that φ(2) > φ(1).
Now suppose that φ(0) > 0. Then we can write
φ ′(0) = ϱ−1
φ(0) + ε
φ(0) φ(0) ≕ ϱ
−1φ(0)
for some ϱ < ϱ. That is, φ is the steady state for a smaller Robin parameter ϱ.
Since φ is increasing in ϱ, φ > φ. Taking ϱ ց 0, the same holds when φ(0) = 0.
We are left with the case φ(0) < 0. Then there exists y > 0 such that φ(y) = 0.
Since f = f , φ( · + y) is a Dirichlet solution to (1.2). By the ordering in ϱ and
monotonicity in y ,
φ ≥ φ( · + y) > φ. 
We can now show propagation near ∂.
Proposition 7.3. Let u solve (1.1) with 0  u0 ≤ 1. Then for all ℓ > 0 and c ∈ [0, c∗),
u satisfies (4.2).
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Proof. Fix 0 ≤ c < c ′ < c∗, ℓ > 0, and η > 0. By ODE stability, φ → φ as ε → 0.
Recall that c denotes the speed of the one-dimensional wave for f connecting 1
to −ε . By standard results from reaction-diffusion theory, c → c∗ as ε → 0. We
can thus choose ε > 0 such that c > c ′ andφ − φ∞ < η3 . (7.1)
Now recall the monotone traveling wave
(
ΦL, cL
)
satisfying (3.18) for L > ATW.
By Lemmas 3.6 and 3.7, it is unique up to translation and cL → c as L → ∞. Using
the uniform convergence in Lemma 2.4, we can thus choose L > max
{
ATW, 2ℓ
}
such that cL > c
′ and φ
L
− φ

L∞([0, ℓ]) <
η
3
. (7.2)
Moreover, Lemmas 2.4 and 7.2 imply
φ
L
< φ < φ. (7.3)
Using Lemma 7.1 and (7.3), we may now proceed as in the proof of Proposi-
tion 4.2. We can construct a radial subsolution from ΦL moving outward at speed
c ′, and use it to push u up close to φ
L
. In particular, there exists T such that
u(t , x′,y) ≥ φ
L
(y) − η
3
(7.4)
for all t ≥ T , |x′ | ≤ ct , and y ∈ [0, L]. For details, see the proof of Proposition 4.2.
Combining (7.1), (7.2), and (7.4), we find
lim sup
t→∞
sup
|x′ | ≤ct
0≤y ≤ℓ
[
φ(y) − u(t , x′,y)] < η.
Recalling that η > 0 was arbitrary, we in fact have
lim sup
t→∞
sup
|x′ | ≤ct
0≤y ≤ℓ
[
φ(y) − u(t , x′,y)] ≤ 0. (7.5)
To control u − φ from above, we use the uniform convergence of 1 to φ under
the evolution (1.1), as in the proof of Proposition 4.2. This implies
lim sup
t→∞
sup

[u(t , · ) − φ] ≤ 0.
In combination with (7.5), we obtain (4.2). 
Now, Theorem 1.2(A) follows from Propositions 4.1, 7.3, and 4.3.
8. Monostable traveling waves
Finally, we construct monostable travelingwaves. Throughout, we assume that
f is monostable, ϱ ∈ [0,∞), and d = 1. With the results of the preceding section,
we can immediately prove half of Theorem 1.3(A).
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Proof of nonexistence in Theorem 1.3(A). Suppose for the sake of contradiction that
Ψ is a traveling wave of speed c ∈ [0, c∗), and take c ′ ∈ (c, c∗). Since Ψ > 0,
Ψ ≥ δ1B for some δ ∈ (0, 1) and some nonempty open ball B ⊂ . By Theo-
rem 1.2(A), the solution u to (1.1) beginning from u0 = δ1B eventually approaches
φ in balls of radius c ′t . This necessarily overtakes the traveling wave solution
Ψ(x − ct ,y), contradicting the comparison principle. So Ψ does not exist. 
Now fix c ≥ c∗. We follow the approach of [11] to construct a traveling wave Φ
of speed c. By definition, Φ is a steady solution to (1.1) in the c-moving frame:{
∆Φ + c∂xΦ + f (Φ) = 0 on ,
∂yΦ = ϱ
−1
Φ on ∂.
(8.1)
Moreover, Φ satisfies (1.5).
We first construct a family of subsolutions. As in the proof of Theorem 1.1(A),
define
ρ ≔ inf
s ∈(0,1/2]
f (s)
s
> 0
as well as
ℓ0 ≔
1√
ρ
arctan
(
ϱ
√
ρ
)
and ℓ1 ≔
π
2
√
ρ
− ℓ0.
Then let
v(y) ≔
{
sin
[√
ρ(y + ℓ0)
]
for 0 ≤ y ≤ ℓ1,
1 for y ≥ ℓ1.
By construction, v is C1 and satisfies the absorbing boundary condition at y = 0.
Moreover, kv is a subsolution to (8.1) for all k ∈ [0, 1/2]. As a consequence,
1
2
v < φ in +. (8.2)
Indeed, 12 v is a subsolution to (1.2). Since it is not a solution, its evolution under
the parabolic version of (1.2) is strictly increasing in time. Moreover, 12 v lies under
the bounded supersolution 1, so its parabolic evolution converges to a nonzero
bounded steady state. By Lemma 6.1, this state is φ. Since the evolution of 12 v is
strictly increasing in time, (8.2) follows.
Next, we need a corresponding supersolution.
Lemma 8.1. There exists a supersolution Ψ of (8.1) with the following properties:
∂yΨ = ϱ
−1
Ψ on ∂, ∂xΨ < 0 and ∂yΨ > 0 in , Ψ(+∞, · ) = 0, and there exists
B ∈  such that
Ψ >
1
2
v on (−∞,B] × [0,∞). (8.3)
Proof. Since f is monostable, there exists a one-dimensional wave U c of speed c
connecting 1 to 0. Let u solve the parabolic form of (8.1) with u0 = U c , and let
Ψ(x,y) ≔ u(1,x,y).
Since ∂xu0 < 0, we have ∂xΨ < 0. Similarly, u0 is independent of y , so the
absorbing boundary condition and the strong maximum principle yield ∂yΨ > 0.
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Now, u0 is a supersolution of (8.1), so u is decreasing in t . Since U c (+∞) = 0, it
follows that Ψ(+∞, · ) = 0.
We must now grapple with the behavior of Ψ on the far left. We recall that
U c (−∞) = 1. By parabolic regularity, it follows that u(t ,−∞,y) solves the one-
dimensional parabolic problem
∂tω = ∂
2
yω + f (ω) in +,
∂yω(t , 0) = ϱ−1ω(t , 0),
ω(0,y) = 1.
(8.4)
That is, Ψ(−∞,y) = ω(1,y). By Dini’s theorem, the convergence
Ψ(x,y) → Ψ(−∞,y)
is locally uniform in y . In fact, boundedness and monotonicity in y imply that the
convergence is uniform.
Next, note that 12 v is a subsolution of (8.4). Since
1
2 v < 1 = ω(0, · ), we have
Ψ(−∞,y) ≥ 12 v(y). Suppose ϱ > 0. Then Hopf and the strong maximum prin-
ciple imply strict inequality: Ψ(−∞, · ) > 12 v. Since 12 v(+∞) = 12 , the uniform
convergence of Ψ on the left implies the existence of B ∈  such that (8.3) holds.
If ϱ = 0, we must contend with the behavior of our limit near y = 0. The Hopf
lemma implies that
∂yΨ(−∞, 0) > 12 v
′(0).
Moreover, parabolic regularity implies that the limit x → −∞ commutes with ∂y .
Hence, the convergence Ψ(x,y) → Ψ(−∞,y) holds in C1y . It follows that there
exists ε > 0 and B0 ∈  such that
Ψ >
1
2
v on (−∞,B0] × [0, ε].
With the behavior near the boundary taken care of, we can argue as before to
produce B satisfying (8.3). 
For each h ∈ , let Ψh(x,y) ≔ Ψ(x + h,y) denote the leftward shift of Ψ by h.
Given a,b > 0, we define the bounded box
Ωab ≔ (−a,a) × (0,b)
and the multiple
k ≔ min
{
inf
y ∈(0,b)
Ψ
h(a,y)
v(y) ,
1
2
}
.
Then k ∈ (0, 1/2] by the strong maximum principle and the Hopf lemma. Hence
kv is a subsolution and kv ≤ Ψh in Ωab (since Ψ is decreasing in x). We use this
ordered pair of sub- and supersolutions to construct a solution to
∆Φ + c∂xΦ + f (Φ) = 0 on Ωab ,
∂yΦ = ϱ
−1
Φ on ∂Ωab ∩ ∂,
Φ(x,y) = a−x2a Ψh(x,y) + a+x2a kv(y) on ∂Ωab ∩.
(8.5)
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Lemma 8.2. There exists a unique solution to (8.5) satisfying kv ≤ Φ ≤ Ψh . Fur-
thermore, ∂xΦ < 0 and ∂yΦ > 0 in Ωab .
Proof. By construction, kv ≤ Ψh are sub- and supersolution to (8.5), respectively.
Thus the parabolic evolution of (8.5) from either kv or Ψh will be monotone in
time, and will converge to a solution Φ between kv and Ψh as t →∞.
We took some care in the construction of v andΨ so that they satisfy the absorb-
ing boundary condition at y = 0. This ensures that Φ is C1. With this regularity,
uniqueness and monotonicity follow from the sliding arguments in the proof of
Lemma 3.1. 
We use the solutions Φ as approximations of traveling waves in the half-plane.
Proof of existence in Theorem 1.3. We exploit the dependence ofΦ onh, the trans-
lation of Ψh . We therefore write kh and Φh

for clarity. (Note that Φh

is not simply
a shift of Φ.) Recall ℓ1 from the construction of v. For each a,b > ℓ1, Lemma 8.1
implies the existence of h ∈  such that kh = 12 for all h ≤ h. It follows that
Φ
h
(0, ℓ1) >
1
2
v(ℓ1) = 1
2
.
Furthermore, standard elliptic estimates show that Φh is continuous in h. Since
Ψ(+∞, · ) = 0, it follows that there existsh∗ > h such thatkh∗ < 12 andΦh∗ (0, ℓ1) = 12 .
For each a,b > ℓ1, we have selected a shifth∗(a,b) ∈ . We now take a,b →∞.
By elliptic regularity, Φh∗ converges locally uniformly along a subsequence to a
solution Φ to (8.1) satisfying ∂xΦ ≤ 0, ∂yΦ ≥ 0, 0 ≤ Φ ≤ 1, and Φ(0, ℓ1) = 12 .
We must now verify the limiting behavior (1.5). Monotonicity in x implies that
the limits Φ(±∞, · ) exist and satisfy
Φ(−∞, ℓ1) ≥ Φ(0, ℓ1) =
1
2
≥ Φ(+∞, ℓ1).
In light of (8.2), this implies that
Φ(−∞, ℓ1) > 0 and Φ(+∞, ℓ1) < φ(ℓ1). (8.6)
On the other hand, elliptic estimates show that the limits Φ(±∞, · ) are bounded
solutions of (1.2). By Lemma 6.1, the only such solutions are 0 and φ. From (8.6),
we obtain (1.5). Therefore, Φ is a traveling wave. The strong maximum principle
and the Hopf lemma now imply that 0 < Φ < 1, ∂xΦ < 0, and ∂yΦ > 0 in. 
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