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Resumo
Esta dissertac~ao prop~oe um novo sistema de comunicac~ao informado
projetado para incorporar a informac~ao escondida em anuncios de audio.
A informac~ao e modulada e transmitida atraves de uma marca d'agua
em audio digital incorporada ao sinal de audio hospedeiro. A inserc~ao
de marca d'agua e projetada para alcancar um impacto perceptual
mnimo e alta robustez as distorc~oes do ambiente, a m de cumprir
com a proposta de aplicac~ao em marketing. A energia da incorporac~ao
esta devidamente dimensionada para atingir a alta transpare^ncia. No-
vas tecnicas de sincronizac~ao e de equalizac~ao adaptativa s~ao investi-
gadas e propostas para extrair as informac~oes de forma conavel apos
as interfere^ncias do canal ambiente. Os resultados experimentais, uti-
lizando canais ambientes simulados e reais, ilustram o desempenho do
sistema proposto e os resultados est~ao em contraste a outras tecnicas
existentes. O objetivo deste trabalho e expor um sistema de marca
d'agua digital de audio que integre em um sistema de comunicac~ao in-
formada escondida em propagandas sonoras, permitindo a utilizac~ao
deste sistema em aplicac~oes de marketing.
Palavras-chave: marca d'agua em audio, sistemas de comunicac~ao,
canal acustico, canal ambiente.

Abstract
This dissertation proposes a new informed communication system de-
signed to embed information hidden into audio advertisements. The
information is modulated and transmitted through a audio digital wa-
termark embedded into the audio signal host. The watermark embed-
ding is designed to achieve minimal perceptual impact and high robust-
ness to environment distortions in order to comply with the proposed
application in marketing. The embedding energy is properly scaled in
order to achieve high transparency. Novel synchronization and adap-
tive equalization techniques are investigated and proposed to reliably
extract the information after the channel interferences. Experimen-
tal results using simulated and real environment channels illustrate the
performance of the proposed system and results are contrasted to other
existing techniques.
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1 INTRODUC ~AO
Os avancos na tecnologia multimdia permitiram o surgimento
de programas versateis e de facil usabilidade que, conjugados a queda
nos precos de dispositivos digitais, garantiram a circulac~ao de um vo-
lume imenso de informac~ao na forma de arquivos de vdeo, audio e
imagens. Hoje o uso dos arquivos de vdeo, audio e imagens e comum
gracas as ferramentas de compartilhamento e a Internet. Verica-se
uma mudanca expressiva, tanto na economia mundial quanto no mo-
dus operandi de como a populac~ao se comunica, ocasionada por estes
avancos nos meios de comunicac~ao, nos computadores e nas tecnologias
digitais.
S~ao inumeros os benefcios desta facilidade de divulgac~ao e ma-
nipulac~ao, bem como de troca e copia de arquivos, como exemplos:
a possibilidade de compartilhar vdeos, audios e fotos com familiares,
amigos ou conhecidos que est~ao distantes; a rapida troca de informac~oes
importantes; e um novo meio de propaganda atingir um alto quantita-
tivo de pessoas que est~ao distantes.
Quanto ao ultimo exemplo, cabe destacar que uma vez dispo-
nibilizadas na rede mundial de computadores, as propagandas podem
ganhar vida propria, atingindo publicos e objetivos muitas vezes nem
imaginados na sua criac~ao. Alem dos meios convencionais de difus~ao de
publicidade (radio, televis~ao, jornais, revistas, panetos), s~ao acessveis
novos canais de divulgac~ao (redes sociais, sites de hospedagem de v-
deos, e-mail) nos quais a comunicac~ao entre companhias e usuarios
tornou-se mais dina^mica e interativa, permitindo o contato direto entre
eles.
Ressalta-se que a divulgac~ao baseada na interatividade do in-
divduo, aliado ao aparecimento dos codigos de barra bidimensionais,
tais como DataMatrix e QRCode, em jornais, revistas, panetos e, ate,
propagandas na televis~ao demonstra que mudancas drasticas tambem
afetam o mercado de preconcio. Os codigos bidimensionais facilitaram
uma proatividade que n~ao e vericada nas propagandas convencionais,
pois permitem acesso a mais informac~oes ou, ainda, possibilitam uma
dina^mica no relacionamento do indivduo com o objeto, ou com o cria-
dor da publicidade. Os codigos bidimensionais facilitam essa proativi-
dade ao direcionar o cliente a informac~oes mais detalhadas, a conteudos
exclusivos ou a promoc~oes.
Contudo, os codigos de barra te^m desvantagens: ocupam um
espaco que poderia ser utilizado para outros ns; afetam esteticamente
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a publicidade; e s~ao limitados quanto ao tipo de mdia (imagens e
vdeos).
Em vista dessas desvantagens, esse tipo de publicidade se torna
ainda mais atrativo com o uso de uma tecnica que n~ao afeta percep-
tualmente a mdia e e aplicavel a um maior numero de mdias, como
audio. Marca d'agua digital e um exemplo desse tipo de tecnica e cum-
pre esses requisitos. Dessa forma, durante a execuc~ao do preconcio,
o cliente pode, usando algum dispositivo digital (celular, tablet, com-
putador pessoal), reconhecer, com o devido programa, a marca d'agua
presente. Ent~ao, sera direcionado a algum tipo de conteudo exclusivo
dessa propaganda, despertando a curiosidade do indivduo e a ecacia
da divulgac~ao para a empresa.
Embora a marca d'agua tenha sido concebida com o objetivo de
protec~ao da mdia digital (tanto de sua propriedade intelectual quanto
de seu conteudo), seu uso pode ser expandido para outras areas, tais
como o marketing. Isso envolve um processo de incorporac~ao de men-
sagem digital perceptualmente transparente em um sinal hospedeiro,
que carrega a mensagem de preconcio com o objetivo de \inserir" a
informac~ao naquele sinal.
Nessa aplicac~ao, o sinal digital e chamado demarca d'agua di-
gital e contem os dados que podem ser usados em inumeras aplicac~oes,
incluindo gerenciamento de direitos digitais, monitoramento de difus~ao
e prova de adulterac~ao. Embora imperceptvel, a existe^ncia da marca
e indicada quando uma mdia marcada passa atraves de um extrator
de marcas adequado.
Dentro da inserc~ao de marcas d'agua em audio, existem siste-
mas especcos que apresentam melhor desempenho em situac~oes es-
peccas, tais como em audios restritos ao ambiente digital, ou em
audios de um tipo de musica especca ou em audios gravados com
rudo, etc. Um grande numero de modicac~oes em qualquer domnio
pode ser usado como incorporac~ao de marca dagua. As tecnicas mais
utilizadas fazem a inserc~ao da marca d'agua atraves da adic~ao de rudo
pseudoaleatorio aditivo, o qual contem a informac~ao desejada.
Em uma aplicac~ao voltada ao marketing, a marca deve possuir
alta transpare^ncia, a capacidade de transmiss~ao de alguns bits por se-
gundo e alta robustez a distorc~oes do canal ambiente. Especicamente,
essa robustez corresponde ao seguinte cenario: uma fonte emissora
reproduz a propaganda, cujo audio possui uma marca d'agua transpa-
rente; o som percorre um caminho descrito por um canal acustico,
no qual passa por um ltro e e somado ao rudo aditivo; chegando,
por m, ao receptor que grava o audio e, possuindo o decodicador
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adequado da marca d'agua transparente, decodica a marca e recupera
o conteudo inserido.
Nota-se que a fonte emissora e qualquer tipo de dispositivo que
reproduza um som digital, como televis~ao, radio e computador pessoal,
realizando assim a convers~ao digital-analogico (DA) do audio. Ja o
receptor e denido como todo aparelho capaz de realizar gravac~oes do
som ambiente, por exemplo celular, tablet e microfone conectado a um
computador pessoal, executando a convers~ao analogico-digital (AD).
1.1 TRABALHO PROPOSTO
Neste trabalho sera apresentado um sistema de inserc~ao e ex-
trac~ao de marcas d'agua transparentes em audios digitais e robusto aos
efeitos do canal ambiente. Neste cenario existem tre^s problemas:
1. garantir a transpare^ncia da marca d'agua;
2. resistir aos efeitos do canal ambiente (ltragem e rudo aditivo);
3. e assegurar a sincronizac~ao do sinal recebido na extrac~ao da mar-
ca.
A primeira diculdade possui muitas soluc~oes na literatura, como
o uso de modelos psicoacusticos do sistema auditivo humano (Human
Auditory System - HAS), como o ISO-MPEG (PsychoAcoustic Model
- PAM), para conformar a marca d'agua de forma inaudvel (CVEJIC,
2004; WOLFF; BARAS; SICLET, 2010); ou o ajuste da energia da marca
segundo alguma metrica de transpare^ncia, por exemplo o gradiente de
diferenca objetiva (Objective Dierence Gradient - ODG) (XIANG; HU-
ANG, 2007). Neste trabalho, combinou-se ambas as tecnicas, usando
o modelo de sensibilidade do ouvido humano em func~ao da freque^ncia
(Human Ear Sensitivity Model - HESM) (TERHARDT, 1979) para con-
formar as seque^ncias pseudoaleatorias e o ajuste do ganho na adic~ao
dessas seque^ncias ao sinal hospedeiro, de maneira a garantir um alto
valor do ODG entre o sinal marcado e o original.
Quanto ao segundo obstaculo (resistir ao canal ambiente), o en-
tendimento dos efeitos provocados pelo canal permite combate^-los de
maneira ecaz. Assim, dada a natureza desse canal, sabe-se que as
alterac~oes s~ao diversas e variaveis no tempo. No entanto, na litera-
tura e neste trabalho, vericou-se uma aproximac~ao aceitavel dessas
distorc~oes por uma tecnica mais simples, descrita por uma ltragem
linear somada a um rudo colorido aditivo (STEINEBACH et al., 2002;
WOLFF; BARAS; SICLET, 2010).
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Com a simplicac~ao dos efeitos do canal ambiente entendidos,
em (WOLFF; BARAS; SICLET, 2010) foi proposto o uso de um equaliza-
dor forcador a zero (Zero-Forcing Equalizer - ZFE) usando o estimador
de canal com interfere^ncia reduzida (Reduced Interference Channel Es-
timation - RICE) para fazer a estimativa do efeito da ltragem linear.
Entretanto, esse estimador n~ao trata de forma alguma o rudo colorido
aditivo e necessita de um perodo prolongado de estimac~ao do canal.
Diante disso, no sistema proposto, e utilizado o equalizador por
minimizac~ao do erro quadratico medio (Minimum Mean Square Er-
ror Equalizer - MMSEE), realizando a estimativa direta do canal in-
verso com ltragem adaptativa, cujo sinal de treinamento e uma das
seque^ncias pseudoaleatorias da marca d'agua, reduzindo-se o tempo de
equalizac~ao. Esse equalizador possui maior resiste^ncia aos efeitos do
rudo aditivo em comparac~ao ao ZFE proposto em (WOLFF; BARAS;
SICLET, 2010), sendo, portanto, um equalizador mais adequado para a
situac~ao apresentada.
Por ultimo, a adversidade da correta sincronizac~ao do sinal re-
cebido e contornada acrescentando um segundo sinal ao sinal hospe-
deiro. Esse sinal de sincronizac~ao e parte da marca d'agua do sistema
apresentado em (LIU; INOUE, 2003), que e robusto ao canal ambiente
e transparente, porem possui baixssima capacidade. Portanto, neste
trabalho, esse sinal e usado somente para identicar o incio da marca
d'agua incorporada.
Destaca-se que existem outras formas de sincronizac~ao na lite-
ratura, como a sincronizac~ao no tempo baseado no codigo de Bark
(HUANG; WANG; SHI, 2002) e a extrac~ao de pontos de salie^ncia (WU;
SU; KUO, 2000). No entanto, a tecnica proposta se adequou bem as
exige^ncias de apontar com precis~ao o incio da marca d'agua.
O Captulo 2 introduz os conceitos basicos e denic~oes de marca
d'agua digital, inicialmente apresentando aplicac~oes e propriedades de
diferentes metodos. A partir das caractersticas de cada tecnica, de-
niu-se o metodo de marcac~ao proposto neste trabalho.
No Captulo 3, exp~oe-se a interpretac~ao de marca d'agua digital
por um modelo de comunicac~ao, explicando diferentes modelos e qual
foi o utilizado neste trabalho. Ainda, e apresentado o estado da arte
dos sistemas de marca d'agua em audio especcos ao canal analogico
e ambiente ou robustos a estes. Dessa forma, e possvel comparar o
sistema proposto com o existente na literatura e determinar o modelo
de canal ambiente aplicado neste trabalho.
Cada elemento do modelo proposto, o modelo e a comparac~ao
com os algoritmos originais s~ao explicados no Captulo 4. Tal captulo
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conte^m diagramas explicando o sistema proposto e suas etapas de in-
corporac~ao, sincronizac~ao, equalizac~ao e extrac~ao, assim como as ex-
planac~oes dos mesmos. Nesse captulo, e possvel perceber as contri-
buic~oes do trabalho quando comparadas aos sistemas de estado da arte.
Importante ressaltar que a etapa de equalizac~ao sera abordada super-
cialmente nesse captulo, cabendo no proximo topico a sua abordagem
detalhada.
Em seguida, o Captulo 5 apresenta a equalizac~ao do sistema de
estado da arte e como esta foi modicada para atender as necessidades
do sistema proposto quanto ao perodo de estimac~ao do canal e variabi-
lidade do canal acustico. Alem disso, as limitac~oes quanto a estimativa
do canal inverso usando ltragem adaptativa e os problemas da equa-
lizac~ao por minimizac~ao do erro quadratico medio tambem s~ao objetos
de discuss~ao.
O Captulo 6 comenta os testes usados para demonstrar a robus-
tez e transpare^ncia do metodo de marca d'agua deste trabalho. Para
tal, os resultados desses testes s~ao indicados por gracos, sendo reali-
zados tanto para canais ambientes simulados quanto para canais ambi-
entes reais.
Finalmente, o Captulo 7 e destinado as conclus~oes referentes ao
desenvolvimento e resultados deste trabalho, e quanto as perspectivas
de surgimento de trabalhos futuros com o mesmo tema.
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2 APLICAC ~OES E PROPRIEDADES
Marca d'agua digital e considerada idealmente uma forma de
comunicac~ao de dados imperceptvel, robusta e segura em relac~ao ao
sinal hospedeiro, includindo inserc~ao e extrac~ao deste. Basicamente,
a informac~ao da marca d'agua incorporada permanece na mdia mar-
cada e suporta modicac~oes n~ao intencionais, isto e, processos que afe-
tam o sinal marcado, contudo, n~ao visam eliminar a informac~ao da
marca. Igualmente, a marca pode ou n~ao suportar tentativas inten-
cionais de remove^-la. O principal desao no desenvolvimento de uma
marcac~ao e a inserc~ao desta, de forma a detecta-la de maneira conavel.
A importa^ncia das propriedades citadas depende signicativamente da
aplicac~ao a qual o algoritmo e projetado.
Neste captulo, algumas aplicac~oes e tambem as principais pro-
priedades para marca d'agua digitais s~ao comentadas (COX et al., 2008),
observado que essas propriedades muitas vezes s~ao conitantes entre si.
2.1 APLICAC ~OES
2.1.1 Protec~ao de Propriedade
Em aplicac~oes de protec~ao de propriedade, a marca contendo a
informac~ao de propriedade e incorporada no sinal hospedeiro. Espera-
se que a marca, conhecida somente ao detentor dos direitos autorais,
seja bastante robusta e segura (por exemplo, para sobreviver a pro-
cessamentos comuns de sinal e ataques intencionais), permitindo ao
detentor demonstrar a presenca da marca no caso de uma disputa pela
propriedade intelectual. Importante destacar que a detecc~ao deve ter
uma probabilidade de alarme falso muito pequena.
2.1.2 Comprovac~ao de Propriedade Intelectual
E ainda mais importante utilizar a marca d'agua para realmente
prova de propriedade, do que usa-la somente na identicac~ao da pro-
priedade dos direitos autorais. O problema surge quando adversarios
usam programas de edic~ao para substituir os direitos autoriais originais
pelos seus e, ent~ao, reclama o domnio do direito autoral para si. Para
atingir o nvel de seguranca necessario para provar a propriedade, e
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indispensavel restringir o acesso ao detector.
Sem o detector, a remoc~ao da marca pelo adversario e extrema-
mente dicultada. Contudo, ainda que a marcac~ao do dono n~ao possa
ser removida, um adversario pode tentar enfraquecer a capacidade de
comprovar a propriedade intelectual. Para solucionar tal problematica,
deve-se fazer uma modicac~ao sutil: ao inves de se tentar provar di-
retamente a propriedade, por exemplo, ao inserir a assinatura "Luiz
e dono desta imagem"na imagem hospedeira, deve-se inserir um algo-
ritmo que busque provar que a imagem do adversario e derivada da
imagem original marcada. Assim, e fornecida uma evide^ncia indireta,
sendo, por logica, mais provavel que o real proprietario possua a ima-
gem em disputa, uma vez que da sua vers~ao foram originadas as duas
outras imagens.
2.1.3 Autenticac~ao e Detecc~ao de Adulterac~ao
Nessa aplicac~ao, insere-se um conjunto secundario de dados no
sinal hospedeiro e, depois, emprega-se esse conjunto para determinar se
o sinal hospedeiro foi ou n~ao adulterado. A robustez contra a remoc~ao
da marca ou torna-la indetectavel n~ao e um problema, uma vez que n~ao
ha motivac~ao do ponto de vista do atacante. Por outro lado, falsicar
uma marca de autenticac~ao valida em um sinal hospedeiro n~ao autori-
zado ou adulterado deve ser prevenido. Na pratica, tambem e desejavel
localizar (na dimens~ao do tempo ou do espaco) e diferenciar a modi-
cac~ao n~ao intencional de adulterac~oes. Geralmente, a capacidade de
transmiss~ao de informac~ao precisa ser alta para satisfazer o maior vo-
lume de dados em relac~ao as aplicac~oes de protec~ao de propriedade. A
detecc~ao e feita sem o sinal hospedeiro original (detecc~ao cega), porque
ou o original n~ao e acessvel ou sua integridade precisa ser estabelecida.
2.1.4 Fingerprinting
Aplicac~oes de ngerprinting, ou impress~ao digital, usam informa-
c~oes adicionais incorporadas a marca para rastrear o autor ou os desti-
natarios de uma copia particular de arquivo multimdia. Os algoritmos
desse tipo de aplicac~ao precisam ter alta robustez a ataques intencio-
nais e modicac~oes por processamento de sinais como compress~ao com
perdas ou ltragem. Fingerprinting tambem requer boas propriedades
anti-conluio do algoritmo, por exemplo, n~ao e possvel inserir mais de
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um numero identicador no mesmo arquivo, caso contrario o detec-
tor n~ao podera discernir qual copia esta presente. A capacidade de
transmiss~ao necessaria e similar a exigida nas aplicac~oes de protec~ao
de propriedade, isto e, de alguns bits por segundo.
2.1.5 Controle de Copias e de Acesso
Em aplicac~oes de controle de copias, a marca d'agua inserida
representa um tipo de poltica de controle de copia ou de acesso. O de-
tector e, normalmente, integrado ao sistema de gravac~ao ou reproduc~ao.
Apos a detecc~ao da marca e decodicac~ao do conteudo, a poltica de
controle de copia ou acesso e cumprida ao direcionar operac~oes de
hardware ou software especcas, como habilitar ou n~ao o modulo de
gravac~ao. Essas aplicac~oes necessitam de algoritmos resistentes a ata-
ques intencionais e processamento de sinais, aptos para realizar de-
tecc~ao cega e capazes de incorporar um numero incomum de bits no
sinal hospedeiro.
2.1.6 Portador de Informac~ao
O marcador nessa aplicac~ao deve possuir alta capacidade e ser
detectavel e decodicavel usando um algoritmo de detecc~ao cega. En-
quanto a robustez a ataques intencionais n~ao e um requisito, um certo
grau de robustez contra processamento comuns, como compress~ao, e
desejado. Uma marca d'agua publica inserida em um sinal hospedeiro
pode ser usada para vincular informac~ao adicional sobre o arquivo pre-
sente em um banco de dados externo, como informac~ao de direitos
autorais ou condic~oes de licenciamento. Dados incorporados, por exem-
plo, em um vdeo de propaganda, podem conter informac~oes sobre o
produto ou direcionar a promoc~oes exclusivas.
2.2 PROPRIEDADES E CARACTERISTICAS
As propriedades e caractersticas de marca d'agua de audio de-
pendem da aplicac~ao escolhida. Dessa forma, o proposito do sistema
dene o conjunto de requisitos da marca. Uma aplicac~ao de propri-
edade intelectual exige que a marca resista a qualquer processamento
aplicado. Por outro lado, a autenticac~ao de dados imp~oe o oposto, que a
marca seja perdida sob a aplicac~ao de qualquer processamento. Assim,
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seis aspectos principais para os algoritmos de marca d'agua ser~ao dis-
cutidos (COX et al., 2008; ARNOLD; SCHMUCKER; WOLTHUSEN, 2003).
2.2.1 Transpare^ncia
Na maioria das aplicac~oes, o algoritmo de inserc~ao da marca
deve inserir dados adicionais sem afetar a qualidade perceptual do sinal
hospedeiro. A transpare^ncia da marca em um sinal e maior, quanto
maior for a delidade do sinal marcado ao sinal original, em outras
palavras, quanto maior for a percepc~ao de que n~ao ha diferenca entre
o sinal original e o marcado.
2.2.2 Seguranca
A informac~ao da marcac~ao pode ter que ser sigilosa, somente
pessoas autorizadas poderiam ser capazes de decodicar a marca. A
seguranca do processo de marcac~ao e interpretada da mesma maneira
que a seguranca de criptograa e tratada. Nenhum indivduo, mesmo
que saiba que o sinal esteja carregando uma marca, deve ser capaz de
extra-la sem a chave de criptograa correta.
2.2.3 Capacidade de transmiss~ao de informac~ao
A capacidade de transmiss~ao de informac~ao, ou carga util (pay-
load), de uma marcac~ao e o numero de bits inseridos por uma unidade
de tempo, geralmente dada em bits por segundo (bits per second - bps).
A capacidade de transmiss~ao da marca d'agua e denido pelo tipo de
aplicac~ao e algoritmo utilizados na marcac~ao.
2.2.4 Robustez
A robustez de um algoritmo e denida como a habilidade do de-
tector da marca d'agua de extrair a marca depois de manipulac~oes ou
ataques ao sinal marcado. Aplicac~oes geralmente requerem robustez
frente a um universo pre-denido de ataques. Por exemplo, em uma
transmiss~ao de radio, uma marca deve sobreviver as distorc~oes causados
pelo processo de transmiss~ao, incluindo compress~ao dina^mica e ltra-
gem passa-baixa, pois a detecc~ao e feita diretamente no sinal transmi-
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tido. Por outro lado, em alguns algoritmos a robustez e completamente
indesejada, s~ao os chamados algoritmos de marcac~ao frageis, dentro
da area de aplicac~ao \Autenticac~ao e Detecc~ao de Adulterac~ao" (ver
Sec~ao 2.1.3), que procuram identicar se o sinal teve algum tipo de
processamento em seu caminho ate o destinatario.
2.2.5 Algoritmos de Detecc~ao Cega ou N~ao Cega
Em algumas aplicac~oes, os algoritmos de detecc~ao podem utili-
zar o audio hospedeiro original para extrair a marca. Esta e a chamada
detecc~ao n~ao cega. Porem se a aplicac~ao n~ao tem acesso ao sinal origi-
nal, a extrac~ao deve ser feita somente com o sinal marcado (detecc~ao
cega).
2.2.6 Complexidade e Custo Computacional
A implementac~ao de um sistema de marca d'agua em audio de-
pende da atividade comercial envolvida na aplicac~ao. O principal pro-
blema tecnico para a complexidade computacional dos algoritmos de
inserc~ao e detecc~ao de marcas e o requisito temporal. Enquanto em
algumas aplicac~oes a inserc~ao e detecc~ao deve ser feita em tempo real,
em outras o tempo n~ao e um fator crucial. Outro fator importante e o
tipo de software e hardware na qual a implementac~ao deve ser feita. E
esperado que, com o crescimento dos dispositivos moveis, a demanda
por aplicativos para essas plataformas aumente, porem ha de se con-
siderar o poder de processamento e memoria desses aparelhos, o que
muitas vezes limita o tipo de aplicac~ao ou algoritmo utilizado.
2.2.7 Compromisso Entre Propriedades
E evidente a relac~ao que existe entre as propriedades de um sis-
tema de marca d'agua. Por exemplo, pode-se aumentar a robustez
de um sistema aumentando a energia de sua marca em relac~ao ao si-
nal hospedeiro. Entretanto, isso compromete a transpare^ncia do sinal
marcado frente o sinal original. Isto posto, esse exemplo demonstra
que n~ao faz sentido valorizar uma unica propriedade esquecendo-se das
demais. Logo, cada aplicac~ao necessita trabalhar suas propriedades
constituintes dando e^nfase a uma ou outra, sem descuidar das demais,
garantindo um compromisso entre o possvel e o desejavel, e entre as
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caractersticas conitantes de suas propriedades.
2.3 CONCLUS~AO
Neste captulo foram descritas diversas aplicac~oes que podem ser
implementadas com o uso de marcas d'agua. Foram tambem apresenta-
das as principais propriedades de sistemas de marca d'agua, mostrando
que as propriedades desejadas normalmente dependem do proposito, e
que existe depende^ncia entre elas.
O proximo captulo apresenta os modelos de comunicac~ao e como
aplica-los ao sistema de marca d'agua. Ainda, especica os algoritmos
de marca d'agua mais comuns usados em sistemas estado da arte, para
nalizar com o estado da arte dos sistemas de marca d'agua em audio
que ou s~ao especcos ao canal analogico e ambiente ou s~ao robustos
a esses canais. Espera-se que o entendimento desses algoritmos sirva
como fundamentac~ao para compreens~ao do conteudo diferenciado do
Captulo 4.
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3 MARCA D'AGUA DE AUDIO
Nos captulo anteriores foram discutidas as principais aplicac~oes
e propriedades, bem como um pouco da historia das marcas d'agua
digitais. Em quase 30 anos desde o surgimento da marca d'agua di-
gital, diversas tecnicas de marcac~ao de audio foram desenvolvidas e
publicadas, variando desde seus objetivos de criac~ao, metodos de ela-
borac~ao, ate sua aplicabilidade e forma de utilizac~ao. Sendo assim,
hoje e possvel interpretar essas marcas atraves de diferentes modelos,
entre eles omodelo de comunicac~ao ou omodelo geometrico, que
ser~ao examinados de maneira breve neste captulo. Por outro lado, es-
tas tecnicas tambem podem ser agrupadas de outra forma, dividindo-as
em 5 algoritmos diferentes (ARNOLD; SCHMUCKER; WOLTHUSEN, 2003;
CVEJIC, 2004), os quais tambem s~ao vistos neste captulo. S~ao eles:
codicac~ao de bit menos signicativo (Least Signicant Bit -
LSB), ocultamento de eco, codicac~ao de fase, espalhamento
espectral, patchwork . Finalmente, trataremos a descric~ao do estado
da arte em sistemas de marca d'agua de audio que trabalhem com
canais analogico e/ou ambiente.
3.1 MODELAGEM DA MARCA DE AUDIO
O sistema de marcas d'agua digitais possui diversas modelagens,
isto e, interpretac~oes de seu funcionamento, que podem ser divididas em
dois grandes grupos: modelos baseados na interpretac~ao da marcac~ao
como um metodo de comunicac~ao e modelos baseados na interpretac~ao
geometrica dos algoritmos de marcac~ao.
Esta sec~ao abordara somente o modelo de comunicac~ao visando
uma breve contextualizac~ao do tema, relativo aos pontos de maior in-
teresse desse trabalho. Para maiores esclarecimentos, recomenda-se a
leitura de (COX et al., 2008) para encontrar uma descric~ao do modelo
geometrico ou de (EGGERS; GIROD, 2002; CVEJIC, 2004) sobre o mo-
delo alternativo de comunicac~ao baseado na modelagem estatstica da
marca digital.
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3.1.1 Modelo de Comunicac~ao
Tendo em mente que um sistema de marcas d'agua e uma forma
de transmitir uma mensagem entre o incorporador da marca e o recep-
tor da mesma, pode-se determinar que a marca d'agua digital enquadra-
se nomodelo tradicional de um sistema de comunicac~ao (COX et
al., 2008). Sendo assim, primeiramente, trata-se a denic~ao e ilustrac~ao
desse modelo.
Em seguida, s~ao revisados dois modelos, cuja diferenca entre si
reside em como o sinal hospedeiro e entendido dentro do modelo tradici-
onal de comunicac~ao. No modelo basico, o hospedeiro e interpretado
puramente como rudo. No segundo modelo, o hospedeiro ainda e con-
siderado um rudo, porem tal rudo e fornecido ao incorporador como
informac~ao extra, transformando o marcador basico no marcador
informado. Ha, ainda, mais um modelo de comunicac~ao que considera
o sinal hospedeiro n~ao como um rudo, mas como uma segunda mensa-
gem que precisa ser transmitida com a marca de forma multiplexada,
porem este n~ao sera abordado, uma vez que n~ao foi levado em conta
para o desenvolvimento deste trabalho.
3.1.1.1 Modelo Tradicional de Comunicac~ao
Os elementos basicos do modelo tradicional de comunicac~ao s~ao
ilustrados na Figura 1. A mensagem de entradam, que se deseja trans-
mitir atraves do canal de comunicac~ao e codicada por um codicador
no preparo para transmiss~ao por meio do canal.
Figura 1 { Modelo padr~ao de um sistema de comunicac~ao
A sada do codicador, sw, e enviada pelo canal de transmiss~ao,
assumido como ruidoso. Sendo assim, podemos considerar que o sinal
recebido, aqui denominado s^w, e uma vers~ao modicada do enviado,
uma vez que o canal de transmiss~ao agregou a caracterstica de rudo
ao sinal de sada. Como denic~ao temos que essa mudanca e entendida
como a adic~ao de um sinal ruidoso aleatorio, , a sw.
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Ao chegar no receptor, o sinal recebido entra no decodicador,
este exercera um processo inverso ao de codicac~ao e, posteriormente,
fara uma tentativa de correc~ao dos erros de transmiss~ao, resultando em
uma mensagem de sada m^, proxima ou igual a m quanto menor for a
probabilidade de erro do sistema.
3.1.1.2 Modelo Basico
As Figuras 2 e 3 apresentam uma forma de mapear a marca
d'agua seguindo o esquema da Figura 1. A Figura 2 mostra um sis-
tema que usa um extrator cego, ja a Figura 3 um sistema que usa
um extrator informado (n~ao-cego). Em ambos esquemas, a marcac~ao e
vista como um canal de transmiss~ao no qual a mensagem e transmitida,
considerando o sinal hospedeiro como parte desse canal.
Figura 2 { Sistema de marcac~ao interpretado em um modelo de comu-
nicac~ao com extrator cego
Figura 3 { Sistema de marcac~ao com sinal hospedeiro conhecido no
extrator
Nos dois mapeamentos, o processo de incorporac~ao consiste em
dois passos: primeiro, a mensagem m e codicada em uma marca
d'agua wa, de mesmo tipo e dimens~oes que o hospedeiro s. Essa codi-
cac~ao pode ser feita usando uma chave, a m de torna-la mais segura.
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Em seguida, wa e adicionado ao sinal hospedeiro s, produzindo o sinal
marcado sw. Esse marcador e chamado de marcador cego, pois o
codicador ignora o hospedeiro, diferenciando-se do marcador infor-
mado, cujo codicador leva em considerac~ao o sinal hospedeiro.
Apos a incorporac~ao do padr~ao, o sinal marcado sw sofre algum
tipo de processamento, nesse caso, modelado como a adic~ao de rudo.
Os tipos de processamento que o sinal pode sofrer incluem compress~ao
e descompress~ao, transmiss~ao por canais analogicos, aprimoramento do
audio, entre outros. Entre esses processamentos, est~ao inclusas praticas
maliciosas de terceiros com a intenc~ao de remover a marca. Entretanto,
para este trabalho essas praticas foram desconsideradas devido ao ob-
jetivo de aplicac~ao da marca, como via de marketing, de maneira que
tais procedimentos mostram-se irrelevantes.
Em um extrator cego, ilustrado na Figura 2, o sinal hospedeiro
n~ao-marcado e desconhecido, e, por isso, n~ao pode ser removido antes
da decodicac~ao. Assim, analogamente a Figura 1, onde a mensagem
codicada e corrompida pela adic~ao de rudo, formado pela combinac~ao
do sinal hospedeiro e de um sinal ruidoso, o sinal marcado ruidoso s^w e
visto como uma vers~ao corrompida da marca wa, e o extrator da marca
e entendido como o decodicador.
No caso do extrator informado na Figura 3, o processo de de-
tecc~ao consiste em dois passos. Primeiro, o sinal hospedeiro e subtrado
do sinal ruidoso s^w, para obter uma marca d'agua ruidosa w^a. Esse
padr~ao e decodicado pelo decodicador com a chave da marca d'agua.
Devido a adic~ao do sinal hospedeiro no incorporador, sua interfere^ncia
e precisamente cancelada pela sua subtrac~ao no extrator. Dessa forma,
as diferencas entre wa e w^a s~ao causadas apenas pelo processo ruidoso.
Sendo assim, pode-se ignorar a adic~ao e a subtrac~ao do hospedeiro,
o que signica que o codicador, o processo ruidoso e o decodica-
dor juntos formam um sistema analogo ao sistema de comunicac~ao da
Figura 1.
3.1.1.3 Marca D'agua como Comunicac~ao Informada no Transmissor
Embora o modelo da Figura 2 nos contemple com alguns concei-
tos sobre a robustez da marca d'agua com extratores cegos, esse mo-
delo n~ao abrange todos os algoritmos de incorporac~ao possveis, pois
restringe o codicador como independente do sinal hospedeiro. Em con-
seque^ncia ao fato do sinal hospedeiro n~ao-marcado s ser visivelmente
conhecido no marcador, n~ao ha raz~ao para n~ao usa-lo na marcac~ao,
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visto que ha um aumento no numero de possveis tecnicas de incor-
porac~ao utilizaveis. Dito isso, a partir da Figura 4, visualizamos um
modelo de marcac~ao que permite que wa seja dependente de s. Ainda
que bastante semelhante ao modelo da Figura 2, notamos que a prin-
cipal caracterstica que os difere e o fornecimento de sw como uma
entrada adicional no codicador.
Figura 4 { Sistema de marcac~ao como comunicac~ao com informac~ao
extra no transmissor
Desde (SHANNON, 1958), alguns autores estudaram comunicac~ao
com informac~ao extra (COSTA, 1983), inclusive para marca d'agua di-
gital (COX; MILLER; MCKELLIPS, 1999). Foi percebido que em alguns
tipos de canais n~ao ha releva^ncia na disponibilidade da informac~ao ex-
tra, esteja ela disponvel no transmissor (Figura 4), receptor (Figura 3)
ou ambos, sua interfere^ncia pode ser eliminada. Por conseguinte, o sis-
tema proposto usa o modelo da Figura 4, contudo a informac~ao extra
disponvel no transmissor e utilizada para garantir a transpare^ncia da
marca d'agua.
3.2 ALGORITMOS DE MARCAC ~AO DE AUDIO DIGITAL
Ha, na literatura, uma gama de algoritmos para incorporar in-
formac~ao no audio digital. Esses algoritmos te^m ampla abrange^ncia, e
entre eles existem tecnicas como a tecnica LSB e a tecnica do espalha-
mento em freque^ncia.
3.2.1 Codicac~ao de Bit Menos Signicativo (LSB)
Uma das primeiras tecnicas a ser estudada na area do marca
d'agua de audio, a LSB e particularmente simples em sua teoria e im-
plementac~ao (ARNOLD; SCHMUCKER; WOLTHUSEN, 2003). Tomando-se
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uma denic~ao a partir do proprio nome, essa abordagem utiliza os bits
menos signicativos do som para ocultar a informac~ao. Ja com a -
nalidade de aumentar a seguranca da marcac~ao, em muitas situac~oes e
gerada uma chave de criptograa que determina quais amostras ser~ao
selecionadas para a modicac~ao dos bits menos signicativos. Portanto,
podemos determinar um subconjunto de amostras do audio no qual s~ao
introduzidas modicac~oes nos bits que traduzem a informac~ao que se
pretende inserir.
Sendo assim, a decodicac~ao e feita de forma similar, atraves da
chave secreta s~ao selecionadas as amostras que foram modicadas e s~ao
lidos os bits menos signicativos. A informac~ao escondida no audio e
formada agrupando-se todos os bits e, uma forma de a aumentar sua
robustez, e repetindo a informac~ao varias vezes em um mesmo sinal.
A modicac~ao dos bits menos signicativos introduz no sinal um
rudo branco gaussiano aditivo de baixa intensidade. Devido a sensibi-
lidade do sistema auditivo humano, o rudo introduzido pode torna-se
perceptvel com o aumento da quantidade de informac~ao, limitando o
numero de bits que podem ser modicados imperceptivelmente (CVE-
JIC, 2004).
A maior vantagem do metodo de Codicac~ao de Bit Menos Signi-
cativo, e a alta capacidade de armazenagem de dados. Em um audio
amostrado a 44 kHz e possvel armazenar 44 kbps usando somente
um bit. Todavia, a desvantagem evidente e a baixssima robustez da
marca. Sendo assim, a marcac~ao pode ser comprometida pela simples
convers~ao DA/AD, pela adic~ao de rudo ou ainda pela propria com-
press~ao da mesma.
3.2.2 Ocultamento de Eco
A tecnica de ocultamento de eco e bastante explorada na litera-
tura, principalmente pelas suas caractersticas que garantem uma alta
qualidade do sinal marcado, o que torna a transpare^ncia da marca um
ponto forte desse tipo de abordagem. Pode-se dizer que a diferenca
basica entre se ouvir um sinal de audio sem marcac~ao e um marcado
com ocultamento de eco, e a mesma de se ouvir um som ao mesmo
tempo com fones de ouvido e caixas de som. Com os fones so se ouve o
som original, ja com as caixas se ouve o som original somado com ecos
causados pela acustica de um ambiente (GRUHL; BENDER; LU, 1996).
A abordagem original descrita em (GRUHL; BENDER; LU, 1996),
utiliza somente um pulso de \eco" deslocado por um atraso , d0 ou
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d1 dependendo do bit que se quer inserir, e multiplicado por um fator
 de decaimento. Portanto, o audio e dividido em varias partes e em
cada parte e adicionado um \eco" com um atraso que representa o bit
inserido. Na detecc~ao o sinal tambem e dividido e a identicac~ao dos
\ecos" se da pela analise do cepstro de cada parte do sinal (GRUHL;
BENDER; LU, 1996). E vericado um grande pico no graco do cepstro
exatamente sobre o atraso que foi inserido durante a marcac~ao, se o pico
esta em d0, o bit codicado e 0, caso esteja em d1, o bit e 1. Assim,
apos vericar todos as partes do audio, pode-se obter a informac~ao que
foi inserida pelo processo de marcac~ao de audio digital.
Apesar da vasta literatura trazendo melhorias para essa tecnica,
verica-se que a robustez da marcac~ao ainda e uma das principais
desvantagens se comparada a abordagens que utilizam o domnio da
freque^ncia para ocultar informac~ao. Isto acontece uma vez que a in-
formac~ao esta inserida no domnio do tempo, sendo facilmente corrom-
pida pela compress~ao, adic~ao de rudo, entre outros tipos de processa-
mentos muito comuns no mundo do audio digital.
3.2.3 Codicac~ao de Fase
Os metodos de codicac~ao por fase se aproveitam da insensibili-
dade do sistema de audic~ao humano a mudancas absolutas na fase de
um sinal para transmitir a informac~ao. A tecnica atua substituindo
a fase do incio de um segmento por uma de duas fases de refere^ncia.
Estas fases de refere^ncia est~ao relacionadas com os bits 0 e 1. Para
manter a distorc~ao de fase no menor nvel possvel, s~ao feitos ajustes
nas fases dos segmentos adjacentes para que a diferenca relativa entre
eles seja mantida. A inserc~ao e feita da seguinte forma:
1. O sinal original e dividido em pequenos segmentos cujo o tamanho
e igual ao da mensagem que se quer inserir;
2. A transformada discreta de Fourier (Discret Fourier Transform -
DFT) e aplicada em cada segmento e e obtida uma matriz com
magnitude e fase;
3. A diferenca entre fases adjacentes e calculada;
4. A mudanca de fase entre segmentos consecutivos e facilmente de-
tectavel. Em outras palavras, o valor absoluto da fase dos seg-
mentos pode ser mudada, porem a diferenca relativa entre fases de
segmentos adjacentes deve ser preservada. Portanto a informac~ao
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so e inserida no vetor de fase do primeiro segmento do sinal.
Coloca-se uma fase de 90° para um bit 1 e -90° para um bit 0, por
exemplo;
5. Uma nova matriz e criada usando a nova fase do primeiro seg-
mento e as diferencas originais entre as fases;
6. Usando a nova matriz de fase e a matriz original da magnitude, o
sinal e reconstrudo aplicando a DFT inversa e concatenando os
segmentos.
Para fazer a extrac~ao, o decodicador deve estar informado do
tamanho exato do segmento. Ent~ao e feita a DFT para se conseguir
a fase do sinal e assim retirar a informac~ao. No entanto, uma grande
desvantagem deste metodo e a baixa capacidade do algoritmo, visto que
a mensagem e inserida somente no primeiro segmento do sinal (DUTTA;
BHATTACHARYYA; KIM, 2009).
Figura 5 { Os sinais antes e depois do procedimento de codicac~ao de
fase
3.2.4 Espalhamento Espectral
O espalhamento em freque^ncia e um exemplo de metodo de cor-
relac~ao que insere uma seque^ncia pseudoaleatoria e detecta a marca
d'agua calculando a correlac~ao entre a seque^ncia de rudo pseudoa-
leatorio e o audio marcado. Contudo, ainda que seja um metodo bas-
tante simples para implementac~ao, suas desvantagens s~ao signicativas,
uma vez que ha um grande custo computacional para criar um modelo
psicoacustico para reduzir o rudo audvel, e e suscetvel a ataques de
modicac~ao da escala temporal.
De forma sucinta, podemos denir o conceito desse metodo como
uma forma de espalhar uma seque^ncia pseudoaleatoria por todo o si-
nal de audio. O rudo de banda larga pode ser espalhado tanto no
domnio do tempo quanto no domnio transformado, n~ao importando
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Figura 6 { Um esquema tpico de inserc~ao do metodo de espalhamento
em freque^ncia
que transformada seja usada. Transformadas usadas frequentemente
s~ao a transformada discreta do cosseno (Discret Cosine Transform -
DCT), transformada discreta de Fourier (DFT) e transformada discreta
wavelet (Discret Wavelet Transform - DWT). A mensagem binaria da
marca d'agua v = f0; 1g ou o equivalente bipolar b = f 1;+1g e mo-
dulado por uma seque^ncia pseudoaleatoria p(n) gerada por uma chave
secreta.
Ent~ao, a marca modulada wa(n) = bkp(n), sendo p(n) uma
seque^ncia pseudoaleatoria, e escalada pelo fator  baseado no com-
promisso entre robustez e transpare^ncia da marca, com a opc~ao de ser
conformada segundo o modelo psicoacustico do sinal de audio. Con-
forme evidenciado na Figura 6, o sinal modulado e somado ao audio
original para produzir o audio marcado sw(n). Dessa forma,
sw(n) = s(n) + wa(n). (3.1)
A detecc~ao dos bits inseridos usa a abordagem da correlac~ao
linear, dado que a seque^ncia pseudoaleatoria p(n) e conhecida e pode
ser regerada atraves da chave secreta. As marcas s~ao ent~ao detectadas




















sendo N o comprimento do sinal. Assume-se que o primeiro termo
da Eq. (3.2) e, com grande probabilidade, muito pequeno, uma vez
que s(n) e p(n) s~ao descorrelacionados. Entretanto, nem sempre s~ao
descorrelacionados. Se o primeiro termo tiver magnitude similar ou
maior que o segundo termo, a detecc~ao sera incorreta. Usando o valor
da correlac~ao  e um limite pre-denido  , as sadas detectadas s~ao
b^k =

1 se  > 
0 se   
Ao contrario do ocultamento de eco, o espalhamento espectral e
bastante robusto ao rudo aditivo, a alguns tipos de compress~ao, a cer-
tos processamentos que o sinal pode sofrer (dependendo do metodo de
espalhamento utilizado), dentre outros. Por outro lado, a aplicac~ao da
parte opcional da Figura 6 garante um grau de transpare^ncia equiva-
lente ao ocultamento de eco ao custo do aumento computacional deste
metodo.
3.2.4.1 Propriedades do sistema auditivo humano (HAS)
A percepc~ao auditiva e baseada na analise de banda crtica no ou-
vido interno, onde a transformac~ao da freque^ncia em localizac~ao acon-
tece ao longo da membrana basilar (CVEJIC, 2004). O espectro de
pote^ncia dos sons recebidos n~ao s~ao representados por uma escala li-
near de freque^ncia, mas por limitadas faixas chamadas bandas crticas
(FASTL; ZWICKER, 2007). O sistema auditivo humano e normalmente
modelado como um banco de ltros passa-faixa, consistindo em ltros
fortemente sobrepostos com larguras de banda por volta de 100 Hz por
faixa para freque^ncias centrais abaixo de 500 Hz e com larguras de ate
5 kHz por faixa para bandas em alta freque^ncias. Sendo assim, se a
maior freque^ncia e limitada a 24 kHz, 26 bandas crticas devem ser
consideradas.
3.2.4.1.1 Mascaramento em Freque^ncia
Uma propriedade do HAS usada nos algoritmos de marca d'agua
e o mascaramento em freque^ncia (FASTL; ZWICKER, 2007), de-
nido como um feno^meno no domnio da freque^ncia no qual um sinal
de baixa intensidade, como uma melodia pura (o mascarado), pode
se tornar inaudvel (mascarado) por um sinal mais forte simulta^neo (o
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mascarador), como um rudo de banda estreita, se o mascarador
e o mascarado s~ao proximos o suciente entre si em freque^ncia (FASTL;
ZWICKER, 2007). Dessa maneira, um limite de mascaramento pode ser
obtido abaixo do qual qualquer sinal n~ao sera audvel, sendo que este
depende das caractersticas do mascarador e do mascarado (rudo de
banda estreita ou melodia pura).
Um modelo HAS largamente utilizado em marca d'agua de audio
e modelo psicoacustico ISO-MPEG (PAM), baseado em funda-
mentos psicoacusticos e entropia perceptual (PAINTER; SPANIAS, 2000;
COX et al., 2008). Esse modelo associa o limite de mascaramento citado
ao modelo de sensibilidade do ouvido humano (HESM) em func~ao da
freque^ncia (TERHARDT, 1979). O graco da Figura 7 mostra o nvel
mnimo de press~ao sonora audvel, o qual e recproco a sensibilidade,
para cada freque^ncia.
Figura 7 { Resposta em freque^ncia do ouvido humano baseado no mo-
delo de Terhardt (TERHARDT, 1979). Essa curva representa o limite
absoluto, ou o limite de sile^ncio, para uma media de jovens ouvintes
com audic~ao apurada
3.2.5 Patchwork
A tecnica de patchwork utiliza metodos estatsticos baseados em
testes de hipoteses para transmitir a informac~ao oculta, sendo, original-
mente, voltada para a marca d'agua de imagens. O metodo de inserc~ao
da marca utiliza um processo pseudoaleatorio para inserir uma deter-
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minada estatstica dentro do audio hospedeiro. A marca e extrada com
a ajuda de indexadores numericos, como a media e varia^ncia, que des-
crevem a distribuic~ao estatstica. E normalmente aplicada no domnio
transformado (Fourier, Wavelet, entre outros) para espalhar a marca
no domnio do tempo e aumentar a robustez contra ataques e modi-
cac~oes (CVEJIC, 2004). Sendo assim, o algoritmo apresenta resultados
satisfatorios em relac~ao a audibilidade do som marcado e a robustez
em geral, porem encontra serios problemas frente a ataques de dessin-
cronizac~ao (KIM et al., 2004).
3.3 MARCA D'AGUA DE AUDIO NO CANAL AMBIENTE
A marca d'agua digital de audio desse trabalho e interpretada
como um modelo de comunicac~ao, especicamente, como o modelo de
comunicac~ao informado no transmissor. Em outras palavras, a marca
d'agua e inserida em um incorporador informado e extrada em um
detector cego, sendo modicada entre a sada do primeiro e a entrada
do segundo. Esta modicac~ao equivale ao canal de transmiss~ao da
comunicac~ao que pode ser descrito para o som digital como os cenarios
apresentados em (BENDER et al., 1996), como mostrado na Figura 8.
O primeiro sinal e transmitido atraves do canal de maneira inal-
terada, segundo a Figura 8(a). Isto posto, nenhuma caracterstica do
sinal transmitido e modicada. Na Figura 8(b), o sinal transmitido e
re-amostrado resultando em um sinal recebido com uma taxa de amos-
tragem diferente do sinal original. Isso signica que a amplitude e a
fase permanecem inalteradas, mas as caractersticas temporais mudam.
O terceiro caso, na Figura 8(c), converte o sinal e o transmite na forma
analogica. Nessa situac~ao, mesmo se o canal e considerado razoavel-
mente limpo, a amplitude, a fase e a taxa de amostragem do sinal
transmitido s~ao modicados. Na ultima situac~ao, vista na Figura 8(d),
o canal e semelhante ao anterior, exceto por n~ao ser limpo. O sinal e
sujeito a transformac~oes diversas, inclusive n~ao-lineares, resultando em
mudancas de fase, mudancas de amplitude, eco, reverberac~ao, rudo,
entre outras alterac~oes.
Em suma, na Figura 8(a), o audio marcado n~ao e afetado pelo
canal digital; ja na Figura 8(b), o audio e re-amostrado ao passar pelo
canal re-amostrado; a transformac~ao DA/AD, com ou sem rudo,
que aparece na Figura 8(c), e o chamado canal analogico e afeta
audio marcado de diversas maneiras; nalmente, o pior caso acontece
quando o audio e atacado por varias interfere^ncias simultaneamente ao
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sofrer a transformac~ao DA/AD e ser transmitido pelo ar livre, chamado






Figura 8 { Canais de transmiss~ao de audios digitais
As publicac~oes na area de marca d'agua digital de audio focam-se
principalmente nos efeitos do primeiro e segundo canais de transmiss~ao.
Contudo, alguns trabalhos consideram o terceiro canal, e ainda me-
nos publicac~oes o quarto cenario. Em muitos trabalhos, esses ultimos
dois cenarios s~ao citados apenas brevemente ressaltando sua robustez
(HAITSMA et al., 2000; NAKAYAMA et al., 2003; LIE; CHANG, 2006; KANG;
YANG; HUANG, 2011). Porem, muitos artigos consideram aplicac~oes
nas quais e necessaria a sobrevive^ncia da marca ao canal analogico ou
ao canal ambiente (STEINEBACH et al., 2002; SHIN et al., 2002; TACHI-
BANA, 2003; LIU; INOUE, 2003; XIANG; HUANG, 2006; HUANG et al.,
2007; WOLFF; BARAS; SICLET, 2010; QIAN et al., 2010; XIANG et al.,
2011). Essas caractersticas est~ao listadas na Tabela 1 e, em seguida,
os trabalhos citados s~ao comentados brevemente e conclus~oes sobre as
propriedades do sistema de marca d'agua proposto s~ao listadas.
3.3.1 Levantamento Bibliograco
Um algoritmo de espalhamento em freque^ncia com ponderac~ao
no tempo voltado para monitoramento e controle de copias foi apresen-
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(HAITSMA et al., 2000) X X
(STEINEBACH et al., 2002) X X
(SHIN et al., 2002) X X
(NAKAYAMA et al., 2003) X X
(TACHIBANA, 2003) X X
(LIU; INOUE, 2003) X X
(LIE; CHANG, 2006) X X
(XIANG; HUANG, 2006) X X
(HUANG et al., 2007) X X
(WOLFF; BARAS; SICLET, 2010) X X
(QIAN et al., 2010) X X
(KANG; YANG; HUANG, 2011) X X
(XIANG et al., 2011) X X
tado em (HAITSMA et al., 2000). No trabalho, arma-se que a marca
d'agua e robusta, resistindo a varios processamentos, inclusive o ca-
nal ambiente (reproduc~ao por alto-falantes, DA; transmiss~ao pelo ca-
nal acustico; gravac~ao por microfone, AD). Quando em 2002, surge
uma das primeiras refere^ncias que busca a caracterizac~ao do cenario
da Figura 8(d) e procura criar um modelo para testes automatizados
de algoritmos de marcas d'agua com o programa Stirmark Benchmark
(STEINEBACH et al., 2002). Concluiu-se que o canal ambiente causa,
de forma geral, distorc~oes de quantizac~ao, adic~ao de rudo, ganho ou
atenuac~ao do sinal, adic~ao de sinais externos (rudo de fundo, conversa,
sons em geral) e ltragem no audio transmitido. Entretanto, o estudo
n~ao deixa claro qual o metodo de marcac~ao adotado, limitando a im-
porta^ncia deste trabalho.
Ainda em 2002, e proposta outra abordagem em (SHIN et al.,
2002), a qual utiliza a tecnica que extrai do sinal de audio uma por-
tadora da qual a marca, que contem informac~ao de direitos autorais,
e produzida. Essa portadora e o resultado da ltragem passa-baixas
do audio, e a marca e gerada a partir da mudanca do conteudo da
freque^ncia utilizando a operac~ao na escala de tons (pitch scaling), tor-
nando-se resistente contra convers~ao DA/AD e compress~ao com perda.
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No ano seguinte, (TACHIBANA, 2003) monitora shows ao vivo grava-
dos (canal ambiente) usando uma marca d'agua oculta, que emprega o
algoritmo de espalhamento em freque^ncia atraves de uma matriz bidi-
mensional pseudoaleatoria (Two-Dimensional Pseudo-Random Array -
PRA) (TACHIBANA et al., 2002). (TACHIBANA et al., 2002) propo^s uma
tecnica robusta a deslocamento e oscilac~oes no tempo e na freque^ncia
(pitch shifting e wow-and-utter) e corte aleatorio de amostras. Essa
robustez e atingida principalmente atraves da PRA, da modicac~ao
da magnitude e das subfaixas n~ao-lineares. Posteriormente, notou-se
sua sobrevive^ncia a compress~ao MPEG, rudo aditivo, eco e convers~ao
DA/AD.
(NAKAYAMA et al., 2003), assim como (HAITSMA et al., 2000), in-
corpora a marca no domnio da freque^ncia, baseado-se no metodo de
(BONEY; TEWFIK; HAMDY, 1996). Porem os resultados s~ao referentes
ao canal analogico (convers~ao DA/AD e transmiss~ao por um cabo coa-
xial); e o algoritmo possui maior transpare^ncia, com o uso da tecnica de
mascaramento sucessivo com base no modelo psicoacustico MPEG, e
melhor detecc~ao, baseada o metodo de correlac~ao cruzada branqueada
(OMOLOGO; SVAIZER, 1996). Propondo uma nova maneira de utilizar
padr~oes sinusoidais para criar uma marca d'agua de espalhamento de
freque^ncia, (LIU; INOUE, 2003) explica como usar seque^ncias pseudoa-
leatorias para gerar esses padr~oes sinusoidais de maneira que tenham as
mesmas propriedades correlacionais das seque^ncias pseudoaleatorias, e
demonstra a robustez desta tecnica a inumeros ataques, inclusive con-
vers~ao DA/AD (canal analogico), e sua alta transpare^ncia (teste ABX).
Em 2006, dois importantes autores (LIE; CHANG, 2006) propuse-
ram que o sinal de audio fosse modicado no domnio do tempo baseado
no princpio de diferencial de amplitudes. Embora seja temporal, ha
um teste de mascaramento em freque^ncia para garantir a inaudibili-
dade da marcac~ao. Os autores demonstram que alem de resistente
ao canal analogico, tambem resiste a compress~ao com perda, norma-
lizac~ao de amplitude, ltragem passa-baixas, modicac~ao da escala de
tempo (Time Scale Modication - TSM) e reamostragem. Assim como
(STEINEBACH et al., 2002), (XIANG; HUANG, 2006) analisaram o ca-
nal analogico (convers~ao DA/AD e transmiss~ao por um cabo) frente a
marca de audio baseada em quantizac~ao. Embora tenham concludo
que essa marca e fragil frente a tal canal, caracterizou-se alguns dos
efeitos deste canal: degradac~ao por rudo, transformac~ao temporal e
modicac~ao de amplitude.
Ja para (HUANG et al., 2007), a marca incorporada possui o
proposito de fornecer informac~oes aos passageiros em um carro por
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meio do sinal de audio do radio do carro. Desse modo, o algoritmo
deve ser robusto ao canal ambiente e ao canal analogico AM/FM, le-
vando os autores a utilizar a DCT para adicionar a marca. O principal
aspecto desse metodo e sua alta taxa de transmiss~ao, atingindo 430
bps. Entretanto, o principal decit do artigo foi a falta de um teste
real para a transmiss~ao AM/FM. O algoritmo aplicado por (HUANG
et al., 2007) baseia-se no estudo de (LAZIC; AARABI, 2006), cujas mu-
dancas referem-se ao uso da DCT e de uma seque^ncia pseudoaleatoria
com elementos uniformemente distribudos no intervalo [0,1] ao inves
da DFT e de uma seque^ncia pseudoaleatoria binaria.
Contrariando os trabalhos ja citados, outro autor nos prop~oe
incorporar a marcac~ao no domnio do tempo, aplicando o modelo psi-
coacustico para atingir transpare^ncia, e usando o ltro n~ao-causal de
Wiener no detector [algoritmo encontrado em (BARAS; MOREAU; DY-
MARSKI, 2006)] e estimac~ao do canal acustico (WOLFF; BARAS; SICLET,
2010). A sua maior contribuic~ao e justamente o uso da estimac~ao de
canal com interfere^ncia reduzida (RICE) para a equalizac~ao do sinal
(anulac~ao dos efeitos do canal) antes da extrac~ao da marca. Porem
os autores consideram que o sinal recebido esta perfeitamente sincroni-
zado desde o incio, o que n~ao e sempre possvel na pratica. Almejando
um metodo de marcac~ao robusto ao canal ambiente, transparente e de
baixa complexidade computacional, (QIAN et al., 2010) propuseram al-
terar as magnitudes da DFT para inserir a marca, tomando o cuidado
de maximizar a energia das magnitudes sem comprometer a mascara
do PAM. Segundo os autores, o sincronismo da DFT empregado n~ao e
satisfatorio e a transpare^ncia poderia ser melhorada, todavia os resul-
tados respeitaram as condic~oes necessarias para a aplicac~ao.
Dando continuidade a sua pesquisa de 2006, (XIANG et al., 2011)
nos prop~oe um algoritmo baseado na DWT para combater o canal
analogico analisado em (XIANG; HUANG, 2006). O metodo adota es-
trategias de marcac~ao das baixas freque^ncias da DWT, alterac~ao de
forma relativa das energias nestas subfaixas e adic~ao de codigos de sin-
cronismo e aplicac~ao de uma operac~ao de interpolac~ao para combater,
respectivamente, o rudo aditivo degradante, as mudancas da energia
do sinal de audio na convers~ao DA/AD e modicac~ao da escala de
tempo. Na comparac~ao feita no trabalho, a tecnica proposta consegue
uma melhora signicativa na BER para diversas situac~oes, inclusive
o canal analogico, frente a outros 6 algoritmos. Ja em 2011, outro
trabalho mostrou taxas de erro de bits (Bit Error Rate - BER) nulas
ou ate 2% para o canal ambiente e, mais uma vez, adicionou a marca
d'agua no domnio da freque^ncia utilizando o recurso geometrico inva-
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riante de mapeamento em coordenadas log (Log Coordinate Mapping
- LCM) (KANG; YANG; HUANG, 2011). Esse estudo evidencia que o
recurso LCM sobrevive a cortes aleatorios do audio em ate 95%, deslo-
camento de tom (pitch shifting) de ±20%, TSM em ate ±20% e canal
ambiente. Ainda, provou-se que esse algoritmo e robusto a ltragem
passa baixa, compress~ao MP3, adic~ao de eco, mudancas de amplitude
e normalizac~ao.
Frente ao encontrado na literatura e aos estudos referentes ao
canal ambiente discutidos anteriormente, pode-se concluir, no que se
refere as propriedades do sistema proposto, quatro principais carac-
tersticas:
 usar algum modelo psicoacustico do HAS;
 utilizar espalhamento em freque^ncia;
 reduzir as modicac~oes causadas pelo canal ambiente;
 e aplicar codigos corretores de erros na mensagem binaria.
A primeira caracterstica garante a transpare^ncia necessaria para
a aplicac~ao em marketing. O segundo aspecto refere-se a robustez
do espalhamento em freque^ncia contra o canal ambiente. As duas
ultimas qualidades citadas aumentam a probabilidade da marca d'agua
ser transmitida com sucesso (robustez), quando a mensagem na sada
do detector e ide^ntica a mensagem na entrada do incorporador. A
penultima caracterstica busca reverter os efeitos danosos do canal am-
biente para aprimorar a marca d'agua detectada, enquanto a ultima
corrige alguns erros ocorridos na extrac~ao dos bits contidos no sinal
marcado recebido.
3.3.2 Analise do Canal Ambiente
No incio deste captulo, deniu-se de forma supercial o canal
ambiente como um processo que afeta de varias formas simultanea-
mente o sinal de audio transmitido. O primeiro trabalho a tratar da
caracterizac~ao deste canal foi (STEINEBACH et al., 2002), que foi pro-
duzido por alguns dos criadores do servico de avaliac~ao de metodos de
marca d'agua StirMark Benchmark (PETITCOLAS et al., 2001). Esse
estudo identicou, baseado em experimentos praticos, para^metros da
transmiss~ao acustica que estabelecem um modelo para testes automa-
tizados de algoritmos de marca d'agua. Esse modelo deve considerar
os seguintes componentes:
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1. placa de som DA: produz rudo e distorc~ao de quantizac~ao;
2. amplicac~ao: modica a energia do sinal e adiciona rudo devido
a amplicadores internos;
3. alto-falantes: aplica a resposta em freque^ncia especca do equi-
pamento;
4. ambiente: inclui reverberac~ao de sala, rudo ambiente (como
conversas ao fundo), e a dista^ncia entre os alto-falantes e o mi-
crofone aumenta a perda de qualidade de forma proporcional;
5. microfone: analogo ao alto-falante, imp~oe a resposta em fre-
que^ncia especca do equipamento;
6. amplicac~ao do microfone: semelhante a amplicac~ao;
7. placa de som AD: semelhante a placa de som DA.
Segundo (STEINEBACH et al., 2002), os componentes acima inu-
enciam os sinais transmitidos da seguinte forma:
 adicionando rudo e distorc~oes;
 modicando a amplitude e deslocando a fase;
 quantizando;
 modicando a energia do sinal;
 ltrando, devido a resposta em freque^ncias aplicadas dos hardwa-
res e do ambiente.
(a) Completo segundo (STEINEBACH et al., 2002)
(b) Simplicado
Figura 9 { Modelo do canal ambiente
A Figura 9(a) apresenta o modelo descrito acima e permite iden-
ticar onde est~ao os processos mais degradantes do canal ambiente.
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Dito isso e em vista da escolha por um algoritmo de espalhamento de
freque^ncia, esses processos s~ao reduzidos aos efeitos de ltragem dos
alto-falantes e microfone, e a reverberac~ao de sala e rudo ambiente
(canal acustico), ilustrado pela Figura 9(b), enquanto os demais efeitos
causam danos contra os quais esses algoritmos resistem.
Examinando as ltragens citadas, tem-se dois contextos quanto
a resposta ao impulso: plana ou passa-baixas. Na primeira hipotese,
o sinal na sada dessa ltragem e uma vers~ao proporcional e atrasada
do sinal de entrada, n~ao modicando seu espectro de freque^ncias. Por
outro lado, no segundo contexto, as altas freque^ncias da entrada s~ao
atenuadas em comparac~ao com as baixas freque^ncias, produzindo um
sinal com espectro de freque^ncias afetado em considerac~ao o sinal ini-
cial. Entretanto essas situac~oes n~ao s~ao crticas para o espalhamento
de freque^ncia, pois o espalhamento permite considerar o pior caso na
incorporac~ao visando suportar este efeito.
Ainda assim, os efeitos do canal acustico s~ao mais severos. Para
entende^-los, deve-se analisar o comportamento do som no ar livre desde
a fonte emissora (por exemplo, alto-falantes) ate o receptor sonoro
(como um microfone). A seguir, investiga-se canal acustico e dene-
se um modelo de simulac~ao do canal ambiente como um todo.
3.3.2.1 Canal Acustico
O som ou a onda sonora e uma onda meca^nica de press~ao que
se propaga de forma longitudinal. Diferente das ondas de luz, o som
possui uma condic~ao de existe^ncia, que e a necessidade de um meio de
propagac~ao. Uma onda sonora pode viajar por diversos meios e materi-
ais, entre os mais comuns est~ao o ar (meio gasoso), agua (meio lquido)
e metal (meio solido) e apresenta caractersticas como comprimento de
onda, amplitude e freque^ncia.
As ondas sonoras tambem obedecem aos mesmos feno^menos ge-
rais da propagac~ao ondulatoria, sofrendo reex~ao, refrac~ao, difus~ao e
difrac~ao, e fatores como umidade, temperatura e tipo de interac~ao en-
tre as moleculas do meio modicam a velocidade em que estas ondas
viajam. Devido a esses feno^menos, o sinal de som emitido por uma
fonte sonora n~ao e ide^ntico ao que chega num receptor. Quando uma
onda sonora incide sobre um material, parte da energia e absorvida e
outra reetida. Dependendo das caractersticas da superfcie e da onda
incidente, o som reetido e espalhado em direc~oes aleatorias (PASSERO,
2009). As ondas sonoras no interior de uma sala reetem em paredes
54
e objetos, perdem energia, mudam de direc~ao e sofrem atrasos com a
propagac~ao no ar, construindo interfere^ncias construtivas e destrutivas
entre os sinais sonoros (NEELY; ALLEN, 1979). Um receptor, portanto,
recebe o sinal sonoro que percorre o caminho direto sem inue^ncia
de obstaculos e uma parcela indireta, constituda de todas estas ou-
tras ondas que foram reetidas pelo ambiente, que chegam atrasadas
e atenuadas. A isto e dado o nome de reverberac~ao, quando a parcela
indireta n~ao e distinguida da parcela direta devido o curto intervalo de
tempo entre elas. Quando esse intervalo de tempo e suciente para que
haja distinc~ao, esse feno^meno e chamado eco.
Figura 10 { Ondas reetem no ambiente e chegam atrasadas ao receptor
Basicamente, a reverberac~ao em um ambiente pode ser caracte-
rizada pela resposta ao impulso do ambiente (CARSON; GIESBRECHT;
PERRY, 2009). Essa resposta representa um modelo de como o som se
comporta em relac~ao aquela exata posic~ao no ambiente e aquele ins-
tante de tempo. Variac~oes no ambiente como mudanca de lugar de
objetos ou do receptor/emissor, obstaculos transitando e ate mudancas
na umidade e temperatura, podem levar a diferentes respostas ao im-
pulso para um mesmo ambiente (CECCHI et al., 2012).
A caracterstica de multipercurso dos sinais sonoros causa um
efeito bem conhecido dos sistemas de telecomunicac~oes, a interfere^ncia
inter-simbolica (Inter-Symbol Interference - ISI). Esta distorc~ao e ca-
racterizada pela interfere^ncia de um smbolo transmitido em smbolos
seguintes. Acontece em sistemas com multipercurso e canais limitados
em banda. Na Figura 11, pode-se ver um exemplo do que esta distorc~ao
faz ao sinal. O smbolo enviado e espalhado no tempo de uma maneira
que os proximos pulsos que chegam ao receptor s~ao afetados pela con-
tribuic~ao do smbolo anterior, o que pode causar erros na interpretac~ao
dos pulsos transmitidos.
Existem algumas maneiras de reduzir os efeitos dessas inter-
fere^ncias e uma forma e o aumento do atraso entre os pulsos enviados
ate que toda a contribuic~ao de um pulso tenha se extinguido. Todavia,
essa soluc~ao dicilmente e adotada nos dias de hoje, devido a neces-
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(a) Pulsos enviados (b) Pulsos recebidos
Figura 11 { ISI na transmiss~ao de pulsos
sidade crescente de maiores taxas de transmiss~ao dos sistemas atuais.
Outra opc~ao e a equalizac~ao do sinal transmitido, que busca inverter o
efeito do canal convolutivo atraves de um ltro e tornar a resposta em
freque^ncia do sistema plana.
Alem da reverberac~ao, o receptor esta sujeito a interfere^ncia do
rudo ambiente, composto por todo som diferente do emitido, que de-
grada o som transmitido. Estamos sujeitos ao rudo em qualquer am-
biente que estivermos, seja o rudo da ventoinha do computador, o
barulho do ar-condicionado, pessoas falando, ou outras fontes.
Portanto, o canal acustico, num dado instante de tempo, pode
ser modelado como um ltro linear do tipo FIR somado a um rudo
aditivo (PROAKIS, 2001)
s^a = sa  ca + a, (3.3)
em que ca e a resposta ao impulso do canal acustico num instante de
tempo, sa e o audio emitido, a representa o rudo acustico e s^a e o
audio resultante apos passar pelo canal de transmiss~ao acustico.
3.3.2.2 Canal Ambiente
O canal ambiente apresentado na Figura 9(b) e composto por
ltros (alto-falante e microfone) e o canal acustico. Este ultimo foi mo-
delado como um ltro somado a um rudo ambiente, tornando possvel
denir o canal ambiente, baseado na Eq. (3.3), como
r = (sw  calto  ca + a)  cmic, (3.4)
sendo r o sinal marcado recebido, calto a resposta ao impulso dos alto-
falantes (emissor) e cmic a resposta ao impulso do canal acustico do
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microfone (receptor).
Observando a Eq. (3.4), nota-se que e possvel simplica-la de
forma a termos um ltro que compreenda toda transformac~ao que o
sinal marcado sofre na transmiss~ao pelo canal acustico somado a um
rudo acustico deformado pela resposta do microfone. O ltro citado
representa os efeitos combinados dos alto-falantes, do canal acustico
e do microfone sobre o sinal sw, traduzindo-se e um ltro linear do
tipo FIR constante por um perodo sucientemente curto de tempo.
Por outro lado, o rudo acustico e impossvel de se modelar, pois tem
fontes variaveis. Contudo, aproxima-se o rudo acustico gravado pelo
microfone, isto e, o rudo ambiente, como um rudo branco gaussiano
ltrado. Dessa forma, o modelo nal do canal ambiente e
r = sw  c+ G  cn = s^w + A, (3.5)
em que c e a resposta ao impulso do canal ambiente, G e o rudo
gaussiano branco, cn a resposta ao impulso do rudo ambiente, A o
rudo ambiente. A Figura 12 mostra o diagrama de blocos referente a
Eq. (3.5).
Figura 12 { Modelo nal do canal ambiente
As simulac~oes computacionais realizadas neste estudo usam co-
mo modelo da Eq. (3.5), cujos ltros c e cn s~ao referentes a uma sala de
trabalho (com rudo de conversas, ar condicionado, vento, computador,
entre outros) e foram aproximados por testes praticos utilizando alto-
falantes e microfones.
Primeiramente, o ltro cn e estimado com a gravac~ao do rudo
ambiente, sem a emiss~ao de som dos alto-falantes, usando um celular
para realizar a gravac~ao. O espectro de pote^ncia dessa gravac~ao e es-
timado e usado no projeto recursivo do ltro FIR, atraves do metodo
dos mnimos quadrados, que melhor se assemelha ao espectro, estabe-
lecendo o ltro cn.
De forma semelhante, o segundo passo utiliza a gravac~ao do rudo
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gaussiano branco reproduzido pelos alto-falantes, utilizando o mesmo
celular, para calcular a estimativa do espectro de pote^ncia do canal
ambiente. Entretanto, neste espectro ha, alem da parcela referente ao
ltro c, a parcela do rudo ambiente. Assim sendo, temos
PS(^G) = PS(c)PS(G) + PS(A),
sendo PS (Power Spectrum) a estimativa do espectro de pote^ncia e
PS(^G), PS(c), PS(G) e PS(A) os espectros da gravac~ao do rudo
gaussiano branco, do canal ambiente, do rudo gaussiano branco e
da gravac~ao do rudo ambiente, respectivamente. Usando o espectro
do rudo ambiente obtido anteriormente e estimando o espectro de
pote^ncia do rudo gaussiano branco, conhecido pelo sistema, chegamos





Mais uma vez, projeta-se o ltro FIR, referente ao canal c, a partir do
espectro de pote^ncia denido na Eq. (3.6).
Por m, com os dois ltros FIR caracterizados, pode-se realizar
os testes para o modelo proposto e denir uma forma de combate^-
lo. Na Figura 13, observa-se os espectros de pote^ncia de um sinal
conhecido passando pelo modelo e o mesmo sinal transmitido pelas
caixas acusticas e gravado por um microfone em 8 situac~oes diferentes,
denidas segundo a Tabela 2. A aproximac~ao e considerada boa e valida
para testar a soluc~ao, dada a proximidade das duas respostas, denindo
assim um modelo de comunicac~ao adequado ao canal ambiente, e os
canais pelos quais os testes no Captulo 6 s~ao feitos.
Dada essa considerac~ao, uma forma de melhorar o sinal recebido,
tornando-o mais proximo da sada do incorporador, e equalizar os efei-
tos do canal ambiente, o que tambem combate o ISI de acordo com o
explicado na Sec~ao 3.3.2.1.
3.4 CONCLUS~AO
Neste captulo foram apresentados os modelos de comunicac~ao
que podem ser aplicados para modelar sistemas de marca d'agua, assim
como o modelo usado neste trabalho. Foram tambem discutidos varios
algoritmos de marca d'agua de audio, desde a inserc~ao de bits nas
amostras de audio ate o uso do espalhando em freque^ncia para modular
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1 30 cm 0°
2 30 cm 90°
3 60 cm 0°
4 60 cm 90°
5 100 cm 0°
6 100 cm 90°
7 150 cm 0°
8 150 cm 90°
os bits.
Tendo em mente que o sistema proposto deve ser robusto aos
efeitos do canal ambiente, comentou-se tambem o estado da arte dos
sistemas de marca d'agua que tratam dos canais analogico e ambiente.
Isso possibilitou a analise do efeito desse canal no audio, cuja conclus~ao
deniu um modelo para o canal ambiente utilizado neste trabalho.
Isto posto, no proximo captulo, dene-se uma marca d'agua com
alta transpare^ncia, detentora de propriedades que possibilitem equali-
zar os efeitos do canal ambiente.
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(a) Canal 1 (b) Canal 2
(c) Canal 3 (d) Canal 4
(e) Canal 5 (f) Canal 6
(g) Canal 7 (h) Canal 8
Figura 13 { Espectro de pote^ncia do sinal gravado e sinal estimado pelo
modelo para diferentes canais
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4 SISTEMA PROPOSTO DE MARCA D'AGUA DE
AUDIO
Conforme o exposto no Captulo 3, os trabalhos que consideram
o canal ambiente, conforme apresentado na Tabela 1, s~ao baseados no
espalhamento em freque^ncia, exceto (STEINEBACH et al., 2002) que n~ao
especica o tipo de tecnica. Dentre esses, somente (WOLFF; BARAS;
SICLET, 2010) incorpora a marca no domnio do tempo e executa a
equalizac~ao do canal ambiente.
A contribuic~ao em (WOLFF; BARAS; SICLET, 2010) se deve ao
aumento da robustez da marcac~ao a transmiss~ao no ambiente acustico
usando a equalizac~ao do canal ambiente. Isto e possvel gracas a duas
etapas: a estimativa do canal ambiente, atraves da estimativa de canal
com reduc~ao da interfere^ncia (RICE); e sua invers~ao, produzindo um
equalizador forcador a zero (ZFE) n~ao-causal com resposta ao impulso
nita. O autor mostra, atraves de testes com a simulac~ao do canal
ambiente, uma reduc~ao signicativa da BER de 0,2 para 0,0009 quando
a taxa de bits e de 100 bps.
Todavia, o tempo necessario para que cada estimativa de canal
tenha uma boa aproximac~ao do canal real e de aproximadamente 2,3
segundos, um perodo muito longo no qual nenhuma informac~ao util
e transmitida. Ademais, o autor considera a marcac~ao sempre sincro-
nizada e que o canal e constante durante estimativa e extrac~ao dos
bits, um perodo de aproximadamente 14 segundos, o que inviabiliza
a aplicac~ao pratica da soluc~ao, uma vez que o canal ambiente causa
a dessincronizac~ao (XIANG; HUANG, 2006) e e variavel (CECCHI et al.,
2012).
Assim sendo, a tecnica de marca d'agua transparente de audio
neste estudo modica o metodo introduzido em (WOLFF; BARAS; SI-
CLET, 2010). Primeiramente, para uma aplicac~ao pratica, e necessario
um metodo de sincronizac~ao robusto ao canal ambiente que n~ao inter-
ra com a marca incorporada e seja transparente. Uma tecnica com
boas perspectivas foi apresentada em (LIU; INOUE, 2003) e baseia-se em
padr~oes sinusoidais para criar uma marca d'agua de espalhamento de
freque^ncia. Apesar de (LIU; INOUE, 2003) n~ao comprovarem a robus-
tez de seu processo frente ao canal ambiente, a implementac~ao e tes-
tes praticos no desenvolvimento do sistema proposto demonstraram tal
atributo. Por ultimo, para o sistema proposto, substituiu-se a forma
que a equalizac~ao do canal ambiente e feita em (WOLFF; BARAS; SI-
CLET, 2010), objetivando reduzir o perodo reservado a esse processo e
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o tempo de processamento, e permitir imunidade as variac~oes do canal.
A seguir, relata-se as etapas da marca d'agua transparente de
audio proposta, ilustradas na Figura 14: incorporador, sincronizador,
equalizador e extrator. Ressalta-se que o canal ambiente foi explanado
na Sec~ao 3.3.2.2.
Figura 14 { Esquema geral do sistema implementado
4.1 INCORPORADOR
Figura 15 { Diagrama do incorporador do sistema proposto
Na Figura 15, apresenta-se o diagrama da incorporac~ao da marca
d'agua no sinal de audio hospedeiro, no qual existem tre^s etapas:
1. codicador e modulador - o codicador e o modulador da
mensagemm usam, respectivamente, um codigo corretor de erros
e duas seque^ncias pseudoaleatorias binarias (a seque^ncia dos bits,
pb 2 [ 1; 1], e do cabecalho, pc 2 [ 1; 1]), produzindo a marca
d'agua wa;
2. transpare^ncia - adic~ao da marca d'agua wa ao sinal s com ga-
rantia de transpare^ncia;
3. e sincronismo - adic~ao do sinal de sincronizac~ao ao sinal hospe-
deiro marcado, gerando o sinal ssw.
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4.1.1 Codicador e Modulador
No codicador, aplica-se algum codigo corretor de erros ao con-
junto de bits da seque^ncia m, criando uma mensagem binaria b 2
[ 1; 1] contendo m e bits de correc~ao de erro. Esse codigo visa corrigir
erros na etapa de demodulac~ao do extrator. Dentre os muitos tipos de
codicadores, como codigo de repetic~ao, Reed-Solomon, codigo BCH,
codigo turbo, entre outros, escolheu-se o BCH, devido a sua simplici-
dade e controle preciso no numero de smbolos errados corrigveis.
Em seguida, a mensagem binaria b e modulada pela seque^ncia
pseudoaleatoria binaria pb para formar o sinal wr. Como a marca
d'agua e incorporada de forma contnua, uma seguida da outra ao
longo do sinal hospedeiro, usa-se um segunda seque^ncia pseudoaleatoria
binaria, pc, como um cabecalho, indicando o incio e o m de cada men-
sagem modulada. Desta forma, considerando que as seque^ncias pb e pc
apresentam dimens~oes Nb  1 e Nc  1, respectivamente, o sinal wr de







b    bk 2ptb bk 1ptb]t,
sendo k o numero de bits da mensagem b e bi o inesimo bit da mensagem
binaria b.
Segundo (WOLFF; BARAS; SICLET, 2010), o sinal wr e ajustado
seguindo um ltro perceptual derivado do modelo psicoacustico do sinal
hospedeiro gerando a marca d'agua wa. No entanto, os testes mostra-
ram que os melhores resultados s~ao obtidos quando o ltro modelador
leva em conta somente o limite de audic~ao humano, desconsiderando o
sinal hospedeiro na concepc~ao do ltro modelador, pois a marca con-
tinua perceptualmente transparente, porem com mais energia. Neste
caso, o ltro pode ser interpretado como um ltro passa altas, pois o
formato de sua resposta em freque^ncia e similar ao da resposta de tal
ltro, o que e comprovado na Figura 7.
Portanto, para simplicar e reduzir o peso computacional do pro-
cedimento, o ltro correspondente ao modelo de sensitividade do ouvido
humano (Figura 7), atua sobre as seque^ncias pb e pc antes da produc~ao
do sinal wr, produzindo as seque^ncias pb e pc, respectivamente. Isto
redene a marca wa de forma que esta equivale ao sinal wr, em contra-
partida a uma vers~ao modelada desse sinal segundo (WOLFF; BARAS;
SICLET, 2010), produzindo a seguinte marca d'agua, ilustrada na Fi-
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Figura 16 { Esquema graco dos sinais incorporados ao sinal hospedeiro
gura 16






b    bk 2ptb bk 1ptb]t.
4.1.2 Transpare^ncia
Nesse estagio, a marca wa e escalada pelo fator , balanceando a
robustez e a transpare^ncia da marca frente o sinal hospedeiro, para, -
nalmente, somar-se ao sinal hospedeiro s, originando o sinal hospedeiro
marcado sw
sw = s+ wa. (4.1)
O calculo do fator de compromisso, , da Eq. (4.1) pode ser
gerado de diversas formas. Como a imperceptibilidade e mais impor-
tante, optou-se por denir  de acordo com o gradiente ODG. Este gra-
diente possui 5 intervalos que correspondem ao gradiente de diferenca
subjetiva usada em testes de audio com humanos (BOSI; GOLDBERG,
2003): [0; 1), imperceptvel; [ 1; 2), perceptvel, mas n~ao inco^moda;
[ 2; 3), levemente inco^moda; [ 3; 4), inco^moda; [ 4; 1), muito
inco^moda.
Desta maneira, o valor esperado de ODG seria maior ou igual
a -1, contudo, durante a reproduc~ao do audio marcado no canal am-
biente, a degradac~ao e o rudo deste canal mascaram a marca d'agua,
possibilitando o aumento da energia desta. Por conseque^ncia,  pode
ser tal que o ODG entre s e sw seja maior ou igual a -2, permitindo que
a marca tenha maior energia, contudo mantendo sua transpare^ncia ao
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ser transmitida pelo canal ambiente.
4.1.3 Sincronismo
Por m, para a ultima parte, deve-se criar o sinal de sincro-
nizac~ao ws de acordo com o descrito em (LIU; INOUE, 2003), para ser
somado ao sinal hospedeiro de forma consecutiva ao longo deste, pois
ws e signicamente menor que sw. Segundo (LIU; INOUE, 2003), o
sinal ws e formado pela soma de Ns senoides, com freque^ncias digi-
tais distribudas de f0 a f0 + Ns   1, ponderadas por uma seque^ncia
pseudoaleatoria binaria, ps 2 [ 1; 1], e por uma seque^ncia de ajuste
da amplitude das senoides referente ao HESM da Figura 7, a. Sendo
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Em seguida, usando o sinal de sincronizac~ao retirado da Eq. (4.2),
incorpora-se este sinal multiplicado pela media dos valores absolutos do
sinal de audio em intervalos de N amostras, denominada i, sendo i
referente a um intervalo especco, N = lN e l uma constante inteira
positiva. O valor i faz a amplitude dos padr~oes sinusoidais variarem
temporalmente com o sinal hospedeiro marcado. Consequentemente,
isto pode ser descrito, para um dado intervalo i, por
ssw(i) = sw(i) + iws(i), (4.3)
em que sw(i) = [sw(i); sw(i 1); sw(i 2); : : : ; sw(i N+1)]t, ws(i) =
[ws(i); ws(i 1); ws(i 2); : : : ; ws(i N+1)]t e ssw(i) = [ssw(i); ssw(i 
1); ssw(i  2); : : : ; ssw(i N + 1)]t possuem comprimento N e repre-
sentam os elementos dos sinais sw a serem modicados, ws a serem
incorporados, e ssw(i) resultantes, respectivamente; e i e a media dos
valores absolutos das amostras de sw(i).
4.2 SINCRONIZADOR
O sincronizador e composto pelo detector de sinal de sincro-
nizac~ao de (LIU; INOUE, 2003) e pelo ajuste do sinal recebido de acordo
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com o diferencial de sincronizac~ao detectado, deslocando o sinal rece-
bido pelo numero de amostras correspondente ao diferencial.
No detector, a busca pela sincronizac~ao e ilustrada na Figura 17,
onde (a) s~ao dois sinais de sincronizac~ao incorporados, (b) e o sinal de
sincronizac~ao usado para a busca e (c) e o pico onde o sinal (b) tem
o valor maximo da correlac~ao com o sinal marcado em (a). Suponha
um intervalo de dessincronizac~ao nd entre os dois incios dos sinais de
sincronizac~ao (a) e (b), ent~ao ha o diferencial nt = N   nd do comeco
do sinal (b) para a posic~ao do pico mostrado em (c).
Dessa forma, a busca da sincronizac~ao e dada pelos seguintes
passos:
1. o sinal de sincronizac~ao (b) e deslocado passo a passo ao longo do
sinal recebido r e a correlac~ao entre este e o sinal (b) e calculada;
2. o pico da correlac~ao calculada, como mostrado em (c), indica a
posic~ao de sincronizac~ao quando o sinal (b) e deslocado dentro
do intervalo de dois sinais de sincronizac~ao incorporados;
3. ent~ao, o diferencial de dessincronizac~ao e calculado nt = N nd e
o sinal r e deslocado de nt amostras, gerando o sinal sincronizado
rs.
Figura 17 { Diagrama da busca da sincronizac~ao pelo sinal de sincro-
nizac~ao, sendo (a) dois sinais consecutivos de sincronizac~ao incorpora-
dos, (b) o sinal de sincronizac~ao usado para a busca e (c) o pico onde
o sinal (b) tem o valor maximo da correlac~ao com o sinal (a)
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4.3 EQUALIZADOR
Em (WOLFF; BARAS; SICLET, 2010), o equalizador e composto
pelo estimador do canal acustico e pelo ZFE com resposta ao impulso -
nita (FIR). O estimador de (WOLFF; BARAS; SICLET, 2010) consiste em
um estagio de treinamento baseado na adaptac~ao do algoritmo RICE
(CHEN; HUDSON; YAO, 2002), uma vez que este foi desenvolvido es-
pecicamente para a estimativa da resposta em freque^ncia de canais
acusticos para reverberac~ao de audio. No entanto, a tecnica RICE
utiliza um longo perodo de treinamento, no qual um padr~ao de treina-
mento e usado para realizar a estimativa. Esse perodo e inviavel para
o objetivo da marca d'agua de audio deste estudo.
Assim sendo, no equalizador proposto, realiza-se a identicac~ao
de canal inverso com ltragem adaptativa. A identicac~ao tambem usa
um estagio de treinamento, no qual o canal inverso e estimado de forma
adaptativa e contnua, envolvendo uma seque^ncia de treinamento. Em
(WOLFF; BARAS; SICLET, 2010), essa seque^ncia foi incorporada no sinal
hospedeiro antes da marca d'agua, contudo, para a ltragem adapta-
tiva, a seque^ncia pseudoaleatoria pc da marca d'agua e utilizada para
o treinamento cada vez que o cabecalho aparece, de forma contnua,
aumentando a robustez as variac~oes do canal c.
Dessa maneira, enquanto em (WOLFF; BARAS; SICLET, 2010) a
estimativa do ltro inverso do canal ambiente c^ 1 e feita empregando o
canal estimado c^ na estimativa otima de mnimos quadrados n~ao-causal,
no sistema proposto, a estimativa do ltro inverso e feita diretamente,
descartando a etapa de invers~ao da estimativa do canal ambiente. Fi-
nalmente, apos estimar o ltro que representa a resposta ao impulso do
canal ambiente inverso c^ 1, equaliza-se com esse ltro o sinal rs, cri-
ando o sinal equalizado rs, visto na Figura 18. A etapa do equalizador
e abordada de forma profunda no Captulo 5.
Figura 18 { Diagrama do equalizador do sistema proposto
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4.4 EXTRATOR
Por m, a ultima etapa possui duas partes: o demodulac~ao e o
decodicador. A primeira parte extrai os bits modulados pela seque^ncia
pseudoaleatoria na etapa de codicac~ao e modulac~ao do incorporador.
Em seguida, a segunda fase corrige eventuais erros nos bits extrados,
diminuindo a probabilidade erro da extrac~ao da mensagem transmitida.
4.4.1 Demodulac~ao
Para a demodulac~ao, o sinal equalizado e ltrado pelo ltro de
Wiener IIR n~ao-causal, que visa minimizar o erro medio quadratico en-
tre o sinal pb e o sinal equalizado. Esse ltro e calculado primeiramente
dividindo a densidade espectral de pote^ncia (Power Spectrum Density
- PSD) do sinal de refere^ncia pb, previamente calculada, pela PSD do
segmento correspondente ao sinal de refere^ncia no sinal equalizado rs
com Nb amostras, denominado rb. O resultado desta divis~ao e ent~ao
transformado para o domnio do tempo com a transformada inversa de
Fourier (IFFT) e o ltro de Wiener IIR n~ao-causal e a parte real desta










O ltro de Wiener da seque^ncia pb almeja preparar o sinal para
a demodulac~ao dos bits inseridos, reduzindo a inue^ncia dos demais
sinais presentes (o sinal hospedeiro recebido, o sinal de sincronizac~ao
recebido e o rudo ambiente). Apos a ltragem, o sinal vb obtido e




1 , se 1Nb
PNb
i=1 vb(i)pb(i) > 0
0 , se 1Nb
PNb
i=1 vb(i)pb(i)  0
.
4.4.2 Decodicac~ao
A mensagem estimada e, enm, corrigida, caso necessario, usan-
do o decodicador para o codigo BCH utilizado no incorporador, produ-
zindo a sada do extrator a mensagem extrada m^. Todo esse processo
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pode ser visto na Figura 19.
Figura 19 { Diagrama do extrator do sistema proposto
4.5 CONCLUS~AO
Neste captulo foram expostos os componentes que formam o sis-
tema proposto de marca d'agua transparente em audio. Foram abor-
dados a incorporac~ao, a sincronizac~ao, a equalizac~ao e a extrac~ao da
marca, sendo estas s~ao as etapas que comp~oe a marca proposta. No in-
corporador, explicou-se como a marca e incorporada no sinal hospedeiro
e como sua transpare^ncia e alcancada, enquanto no sincronizador e no
equalizador, as modicac~oes do canal ambiente s~ao revertidas. Por m,
o extrator n~ao prop~oe nenhuma novidade frente ao existente na litera-
tura. Porem, o equalizador sera melhor explicado no proximo captulo,
onde a tecnica existente na literatura e comparada com a proposta e




A equalizac~ao de canais n~ao ideais de transmiss~ao esta presente
na literatura de forma consistente (MIYOSHI; KANEDA, 1988), inclusive
combinada com marcas d'agua (JUNIOR; MIRANDA, 2003; WOLFF; BA-
RAS; SICLET, 2010). Esse processo visa reverter os efeitos indesejados
causados pelo canal, tais como atenuac~oes e amplicac~oes em diferen-
tes freque^ncias que modicam o sinal transmitido, descaracterizando-o
muitas vezes e causando problemas como a ISI.
O objetivo de um equalizador e tornar plana a resposta em
freque^ncia de um sinal afetado por um canal especco. Idealmente,
um sinal equalizado e ide^ntico ao sinal original transmitido, isto sig-
nica que a convoluc~ao do canal c(n) com o equalizador c 1(n) deve
resultar em um impulso deslocado no tempo em D amostras (DINIZ,
2002)
c(n)  c 1(n) = (n D). (5.1)
Um equalizador conhecido e o forcador a zero (ZFE), cuja na-
tureza e eliminar completamente os efeitos do canal de transmiss~ao
forcando o erro introduzido pelo ISI a zero. O ZFE desconsidera o rudo
aditivo da transmiss~ao. Portanto, se o canal apresentar nulos espec-
trais, o equalizador possuira enormes ganhos nas faixas de freque^ncia
dos nulos. Esse ganho, por sua vez, pode amplicar o rudo aditivo nas
componentes de freque^ncia correspondentes aos nulos espectrais (PRO-
AKIS, 2001; DINIZ, 2002). Outra origem deste problema esta no fato
do canal ambiente, principalmente o canal ambiente de uma sala, ser
muitas vezes de fase n~ao-mnima (NEELY; ALLEN, 1979). Consequente-
mente, a inversa deste canal pode ser causal e instavel ou n~ao-causal
e estavel (NAYLOR; GAUBITCH, 2010), possuindo diversas tecnicas de
calculo, como o metodo dos mnimos quadrados (Least Squares - LS) ou
o teorema inverso de multiplas entradas/sadas (Multiple-Input/Output
Inverse Teorem - MINT) (MIYOSHI; KANEDA, 1988) . Devido as carac-
tersticas de um sistema de marca d'agua, na qual ha somente uma
entrada e uma sada, a tecnica MINT n~ao e aplicavel, assim, (WOLFF;
BARAS; SICLET, 2010) faz uso do LS descrito em (MIYOSHI; KANEDA,
1988).
Em vista dessa possvel distorc~ao na presenca de rudo, outro
tipo de equalizac~ao e bastante aplicada: equalizador por minimizac~ao
do erro quadratico medio (Minimum Mean Square Error Equalizer -
MMSEE) entre um sinal de treinamento e o sinal ltrado pelo equali-
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zador. Nesse caso, o equalizador consiste na estimativa de uma func~ao
de transfere^ncia para compensar as distorc~oes lineares causadas pelo
canal. Ent~ao, esta soluc~ao e um compromisso entre a minimizac~ao da
ISI e reduc~ao do rudo, dado que o equalizador otimo da Eq. (5.1) nunca
e alcancado. Por isso, para o canal ambiente, a func~ao de transfere^ncia
do equalizador n~ao e exatamente a inversa do canal convolutivo (DINIZ,
2002).
Mesmo buscando evitar os problemas devido ao ISI e ao rudo
aditivo, ambos equalizadores ZFE e MMSEE s~ao suscetveis quando
essas distorc~oes s~ao severas (PROAKIS, 2001). Nestes casos, o equaliza-
dor n~ao-linear por decis~ao realimentada (Decision-Feedback Equalizer
- DFE) pode ser uma alternativa. Combinando a soluc~ao do MMSEE
com a realimentac~ao atraves de um segundo ltro adaptativo, o DFE
usa a decis~ao de smbolos anteriores para anular a interfere^ncia do ISI
e do rudo na decis~ao do smbolo atual (DINIZ, 2002). Apesar de po-
tencialmente reduzir os problemas de equalizac~ao do canal ambiente,
esta abordagem sofre de um vies, a realimentac~ao inerente deste equa-
lizador pode causar o acumulo de erros, caso a sada do equalizador
esteja incorreta, isto e, o smbolo decodicado n~ao esta correto. Isto
provoca picos de erros que podem comprometer todo a extrac~ao da
marca d'agua.
Embora o DFE possa ser, teoricamente, mais robusto aos efeitos
do canal ambiente, optou-se por empregar o MMSEE neste trabalho em
virtude da facil comparac~ao entre o MMSEE e o ZFE. Desta forma, en-
quanto (WOLFF; BARAS; SICLET, 2010) adota um ZFE n~ao-adaptativo,
prop~oe-se utilizar o MMSEE adaptativo.
Considerando o canal ambiente variante no tempo para grande
intervalos de tempo (maiores que 20 ms) e invariante no tempo para
curtos perodos (ate aproximadamente 20 ms), a estimativa do equa-
lizador proposto e feita em intervalos proximos a 20 ms e aprimorada
periodicamente a cada segmento do sinal gravado correspondentes a
seque^ncia de cabecalho, buscando adequar o equalizador as mudancas
do canal ambiente.
Assim, o equalizador proposto e o MMSEE adaptativo e n~ao-
cego, sendo possvel, atraves das estatsticas do sinal emitido e recebido,
avaliar os efeitos do canal ambiente e reverte^-los. O equalizador apre-
sentado em (WOLFF; BARAS; SICLET, 2010) e o ZFE n~ao-adaptativo e
n~ao-cego utilizando inversor LS n~ao-causal, entretanto sua seque^ncia de
treinamento e independente da marca d'agua inserida, representando
uma perda de capacidade durante o treinamento.
A seguir, os conceitos de ltragem adaptativa e os ltros usados
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ser~ao introduzidos. Em seguida, a estimativa do canal ambiente inverso
e descrita, onde tambem s~ao comentadas suas limitac~oes. Por m, a
equalizac~ao propriamente dita e explicada.
5.1 FILTRAGEM ADAPTATIVA
A ferramenta de ltragem adaptativa geralmente trata de si-
tuac~oes sem denic~ao clara ou que variam ao longo do tempo. Esses l-
tros s~ao considerados variantes por ter a atualizac~ao de seus para^metros
no decorrer do tempo para atingir determinado requerimento. A va-
riac~ao dos coecientes depende do sinal de entrada, de um sinal de
refere^ncia e do algoritmo de minimizac~ao do erro adotado.
Figura 20 { Congurac~ao basica de um ltro adaptativo
A Figura 20 apresenta a estrutura basica de um ltro adaptativo,
em que x(i) e o sinal de entrada, d(i) e o sinal desejado, e(i) e o
erro denido como a diferenca entre a sada do ltro y(i) e o sinal
de refere^ncia d(i), e i e a iesima iterac~ao. O algoritmo de atualizac~ao
dos coecientes usa esse erro para melhorar o desempenho do ltro,
minimizando esse erro ao quadrado, pois a busca da minimizac~ao do
erro quadratico e uma func~ao convexa dos coecientes do ltro.
Segundo (DINIZ, 2002), a especicac~ao de um sistema adaptativo
descrito na Figura 20 consiste em tre^s itens:
1. Aplicac~ao - O tipo de aplicac~ao depende dos sinais medidos do
ambiente e escolhidos pelo projetista para serem os sinais de en-
trada e refere^ncia. Ha muitas aplicac~oes as quais este tipo de
soluc~ao e viavel, entre elas esta o cancelamento de eco, identi-
cac~ao de sistemas, conformac~ao de feixe adaptativo, equalizac~ao
e cancelamento de rudo.
2. Estrutura do ltro adaptativo - A estrutura do ltro inuencia na
complexidade computacional do processo e no numero necessario
de iterac~oes para chegar a um determinado nvel de desempenho
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esperado. Basicamente ha duas maneiras de se implementar um
ltro digital adaptativo, e o que as distingue e a forma da res-
posta ao impulso. Ha a resposta ao impulso nita e a resposta
ao impulso innita. A sada de um ltro FIR e simplesmente a
soma ponderada das ultimas amostras de entrada. A ordem do
ltro FIR indica sua memoria. Enquanto o ltro IIR faz o mesmo
procedimento, porem adiciona a soma ponderada de amostras de
sadas passadas. Portanto, o ltro FIR e considerado n~ao recur-
sivo e o IIR recursivo. (A recursividade do IIR pode, muitas
vezes, levar a instabilidade devido ao crescimento das amostras
de sada que por sua vez fazem os pesos do ltro crescerem expo-
nencialmente, levando ao overow.)
3. Algoritmo - Esse o processo que inuencia o desempenho que se
quer obter na utilizac~ao do ltro. O algoritmo e determinado
pela denic~ao do metodo de busca ou algoritmo de minimizac~ao,
func~ao objetivo e natureza do sinal de erro.
O ltro adaptativo tem como objetivo encontrar o conjunto de
coecientes (i) que minimize a func~ao objetivo F (x(i); y(i); d(i)). Os
coecientes (i) devem convergir para o ltro otimo 0(i) que produz
o erro quadratico mnimo, idealmente zero, aproximando y(i) de d(i).
Os metodos mais difundidos na literatura s~ao: metodo de Newton,
metodos Quasi-Newton e metodo do gradiente (DINIZ, 2002). O pri-
meiro busca o mnimo de uma aproximac~ao de segunda ordem da func~ao
custo atraves da atualizac~ao de para^metros iterativa. Os metodos
Quasi-Newton s~ao a simplicac~ao do metodo de Newton, os quais utili-
zam a recursividade para realizar a minimizac~ao. Por ultimo, o metodo
do gradiente adota a direc~ao oposta ao vetor gradiente da func~ao obje-
tivo para encontrar o ponto de mnimo desta func~ao.
Tre^s metodos diferentes ser~ao abordados neste trabalho, sendo
dois derivados do metodo do gradiente e um de Newton, s~ao eles:
mnimo quadrado medio (LMS), mnimo quadrado medio normalizado
(NLMS) e mnimo quadrado recursivo (RLS). Todos os algoritmos bus-
cam da soluc~ao do ltro de Wiener e, assim sendo, esta soluc~ao e os
tre^s algoritmos s~ao explicados em seguida.
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5.1.1 Filtro de Wiener
Uma das func~oes de custo mais utilizadas e a do erro medio
quadratico. Seguindo o exemplo da Figura 20, onde o erro e dado por
e(i) = d(i)  y(i),
, podemos deni-la por
F [e(i)] = "(i) = Efe2(i)g = Efd2(i)  2d(i)y(i) + y2(i)g. (5.2)




j(i)x(i  j) = t(i)x(i),
sendo x(i) = [x(i); x(i   1); : : : ; x(i   N + 1)]t o vetor de entrada e
(i) = [0(i); 1(i); : : : ;
N 1(i)]
t os coecientes do ltro e N a ordem do ltro. Em um caso
linear com um ltro de coecientes xos e em um ambiente estacionario,
pode-se reescrever a Eq. (5.2) desta forma
"(i) = Efd2(i)g   2t(i)Efd(i)x(i)g+ t(i)Efx(i)xt(i)g(i)
= Efd2(i)g   2t(i)P+ tR(i),
em que R e a matriz de auto correlac~ao do vetor de entrada e P e
o vetor de correlac~ao cruzada entre o sinal de refere^ncia e o sinal de




r(i) =  2P+ 2R(i). (5.3)
Se igualarmos o vetor gradiente a zero e considerarmos R n~ao




Infelizmente, na pratica n~ao conhecemos com precis~ao R e P e
as estimativas dessa matriz e desse vetor n~ao s~ao exatamente praticas.
Assim, os algoritmos adaptativos buscam alcancar uma aproximac~ao
da soluc~ao de Wiener sem realizar essas estimativas.
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5.1.2 LMS
O algoritmo de busca LMS os coecientes de um ltro adaptativo
capaz de minimizar o erro medio quadratico. Para isso, s~ao utilizadas
simplicac~oes do metodo do gradiente. O LMS e um dos metodos
mais utilizados devido a sua baixa complexidade computacional, sua
converge^ncia em ambiente estacionario e converge^ncia, na media, para
a soluc~ao de Wiener da Eq. (5.4).
Se considerarmos o metodo do gradiente, que atualiza os coe-
cientes seguindo o sentido contrario do gradiente multiplicado por um
passo de converge^ncia, e estimativas das matrizes R e P, denominadas
R^ e P^, temos:
(i+ 1) = (i)  g^(i)
= (i) + 2(P^(i)  R^(i)(i)) (5.5)
em que g^(i) representa uma estimativa do gradiente da func~ao objetivo




Pode-se assim denir a estimativa g^(i) como
g^(i) =  2d(i)x(i) + 2x(i)xt(i)(i)
= 2x(i)( d(i) + xt(i)(i))
=  2e(i)x(i).
Substitui-se g^(i) na Eq. (5.5) e obtem-se
(i+ 1) = (i) + 2e(i)x(i). (5.6)
A Equac~ao (5.6) representa a equac~ao de atualizac~ao dos coe-
cientes do ltro para o algoritmo LMS. O fator  e um passo de atu-
alizac~ao que deve ser escolhido cuidadosamente, pois um valor muito
pequeno pode fazer o algoritmo demorar a convergir, enquanto um valor
grande pode fazer os coecientes convergirem de forma rapida, porem
com um erro em excesso grande, ou pode instabilizar o algoritmo.
Devido as simplicac~oes e estimac~oes assumidas para a realizac~ao
do metodo, o algoritmo nunca ira chegar a soluc~ao otima de Wiener.
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Todavia, os coecientes do ltro tendem a soluc~ao de Wiener com um
erro mnimo.
5.1.3 NLMS
Muitos algoritmos surgiram a partir de derivac~oes do LMS. O
NLMS ou LMS normalizado e um desses algoritmos. Variac~oes de
pote^ncia em x(i) levam a variac~oes signicativas no ajuste dos coeci-
entes de (i) no LMS. Na tentativa de melhorar o comportamento de
converge^ncia do algoritmo, buscou-se modicar o fator de atualizac~ao
 de forma que este varie de acordo com o sinal de entrada x(i), mini-
mizando o erro instanta^neo (DINIZ, 2002).
Faz-se a normalizac~ao de  em relac~ao a pote^ncia de x(i), dei-
xando a func~ao de atualizac~ao do ltro assim




O para^metro  e um fator de seguranca para n~ao haver divis~ao
por zero. E  e introduzido para controlar desajustes, pois todas as
derivac~oes para a construc~ao deste algoritmo est~ao baseadas em valo-
res instanta^neos do erros quadraticos e n~ao no erro quadratico medio
(DINIZ, 2002).
5.1.4 RLS
Uma vez que os algoritmos oriundos do LMS almejam a mini-
mizac~ao da soma dos quadrados das diferencas entre o sinal desejado
e a sada do ltro adaptativo, se as amostras do sinal de entrada s~ao
recebidas a cada iterac~ao, esse problema pode ser calculado recursiva-
mente. O resultado disto s~ao os algoritmos RLS (DINIZ, 2002). Esses
algoritmos s~ao conhecidos por buscar uma rapida converge^ncia mesmo
quando o espalhamento dos autovalores da matriz de correlac~ao do sinal
de entrada e grande. Por esta raz~ao, este algoritmo possui uma per-
formance excelente para sistemas variantes no tempo. Contudo, estas
vantagens adve^m ao custo do aumento da complexidade computacional
e de alguns problemas de estabilidade.
Resumidamente, o algoritmo RLS pode ser interpretado como
uma aproximac~ao estocastica do algoritmo de Newton ou como a solu-
c~ao exata de um problema de estimativa usando mnimos quadrados.
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Dessa maneira, sabendo que o metodo de Newton usa uma aproximac~ao
quadratica da superfcie da func~ao custo, expande-se o erro medio
quadratico por serie de Taylor










a hessiana de "(). Para determinar a
func~ao de atualizac~ao do ltro, diferencia-se a Eq. (5.7) em relac~ao a 
e iguala-se a zero em  = (i). Desta forma,
r"[(i+ 1)] = r"[(i)] + 1
2
2H[(i)][(i+ 1)  (i)] = 0,
e, assim,
(i+ 1) = (i) H 1[(i)]r"[(i)]. (5.8)
Considerando a Eq. (5.3) e a hessiana H 1[(i)] = (2R) 1 =
1
2R
 1, tem-se que a Eq. (5.8) e expandida para
(i+ 1) = (i)  1
2
R 1[ 2P+ 2R(i)]
= R 1P = 0. (5.9)
Como a superfcie e quadratica, o metodo de Newton converge
em uma unica iterac~ao, a partir de qualquer ponto inicial, desde que a
invers~ao de R seja perfeita. Assim, devido a um possvel mal condici-
onamento de H[(i)] = 2R, usa-se H^[(i)] = 2R+ 2I, em que  e um
valor que garanta que a hessiana n~ao seja nula.
Ent~ao, considera-se o algoritmo de Newton com regularizac~ao
(i+ 1) = (i)  [I+R] 1[P R(i)],
em que o algoritmo RLS melhora a aproximac~ao de I+R usando todos
os vetores de entrada passados, introduzindo memoria variavel no sis-
tema, para reduzir a importa^ncia dos dados mais antigos na atualizac~ao
do ltro, e aplica aproximac~oes instanta^neas. Essas modicac~oes s~ao
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P R(i) ' x(i)[d(i)  xt(i)(i)] = x(i)e(i),
sendo 0  < 1 o fator de esquecimento do algoritmo, (n) o passo de
adaptac~ao que tende para zero quando n ! 1 e (n) a regularizac~ao
que desaparece para n!1 e com  > 0. Com estas alterac~oes, tem-se
a adaptac~ao dos coecientes do ltro adaptativo pelo algoritmo RLS

















5.2 ESTIMATIVA DO CANAL AMBIENTE INVERSO
Em concorda^ncia com o comentado no Captulo 4, a estimativa
do canal ambiente inverso e feita usando a estrutura de equalizac~ao de
canal. Essa estrutura e ilustrada na Figura 21, utilizando a mesma
notac~ao da Sec~ao 5.1.
Figura 21 { Diagrama de equalizac~ao de canal
A estrutura adaptada ao sistema de marcac~ao digital de audio e
demonstrada na Figura 22. Conforme discutido anteriormente, usa-se
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um sinal de treinamento para estimar o canal ambiente inverso, deno-
minado sinal desejado na Figura 20. Esse sinal e, neste trabalho, a
seque^ncia de cabecalho e, para que a estimativa seja correta, o sinal de
entrada e uma vers~ao modicada dessa seque^ncia. Dessa forma, o sinal
de entrada e o segmento do sinal sincronizado correspondente a pc.
Figura 22 { Diagrama de identicac~ao de canal inverso com ltragem
adaptativa baseado na marca d'agua
Observando a Figura 22 e aplicando a Eq. (3.5), pode-se concluir
que o sinal de entrada neste diagrama e dado por
rs(n) = s^sw(n) + A(n)
= s^(n) + p^c(n) + w^s(n) + A(n)
= c(n)  ssw(n) + A(n)
= c(n)  s(n) + c(n)  pc(n) + c(n)  ws(n) + A(n), (5.11)
em que a sincronizac~ao n~ao e demonstrada neste equacionamento, mas
considerada perfeita e A(n) e o rudo ambiente. Portanto, o sinal de
erro e denido como
e(n) = pc(n)  c^ 1(n)  rs(n)
= pc(n)  c^ 1(n)  c(n)  ssw(n)  c^ 1(n)  A(n)
= pc(n)  c^ 1(n)  c(n)  pc(n)  c^ 1(n)  c(n)  s(n)
  c^ 1(n)  c(n)  ws(n)  c^ 1(n)  A(n). (5.12)
A partir da Figura 22 e da Eq. (5.12), podemos analisar que o
ltro adaptativo c^ 1 e calculado buscando minimizar o sinal de erro,
isto e, a diferenca entre pc(n) e r
s(n).
Contudo, o calculo desse ltro restringe os sinais envolvidos a
localmente estacionarios durante o perodo de estimac~ao. Uma vez que
a aproximac~ao do canal ambiente a um ltro constante e aceitavel para
esse perodo e sinais de audio s~ao estocasticos e de media nula para
o mesmo perodo, de aproximadamente 20 ms, o esquema proposto
produz resultados verossmeis. Ao nal da adaptac~ao desse ltro, a
conclus~ao e a estimativa do canal ambiente inverso, que e usado como
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equalizador do restante do sinal recebido antes da extrac~ao da mensa-
gem.
5.3 EQUALIZAC ~AO DO SINAL RECEBIDO
De posse do ltro correspondente a estimativa do canal ambiente
inverso, para que a mensagem possa ser extrada com sucesso, ltra-se
o restante do sinal recebido sincronizado ate a proxima seque^ncia de
cabecalho. O resultado e um sinal que se aproxima do sinal hospedeiro
com sinal de sincronizac~ao marcado, pois elimina parte da inue^ncia
do canal ambiente.
Na pratica, o canal ambiente nunca pode ser anulado com o
equalizador MMSE, pois o rudo ambiente interfere na estimativa e no
erro medio quadratico nal, impedindo este de tender a zero no in-
nito. Contudo, o equalizador adaptativo do sistema proposto de marca
d'agua de audio contribui para melhorar a extrac~ao da mensagem ao
mesmo tempo que aumenta a verossimilhanca entre o sinal equalizado
e o sinal hospedeiro com sinal de sincronizac~ao marcado.
5.4 CONCLUS~AO
Neste captulo foram discutidos os aspectos envolvendo a equa-
lizac~ao do canal ambiente, desde o tipo de equalizac~ao escolhida, o
MMSE adaptativo, com estimativa adaptativa do canal ambiente in-
verso usando os metodos LMS, NLMS e RLS.
Por m, todo o sistema de marca d'agua digital em audio pro-





Os resultados obtidos ser~ao demonstrados de duas maneiras dis-
tintas, a m de uma abordagem mais completa dos mesmos. Sendo
assim, vemos tanto a sua forma basica (sem equalizac~ao), quanto com
o auxlio da equalizac~ao com estimac~ao do canal inverso e com o canal
inverso otimo (usado na simulac~ao), para canais simulados e testes re-
ais (aqui, exceto o canal inverso otimo). Com ambas as interpretac~oes
dos resultados, podemos obter uma conscie^ncia real das contribuic~oes
deste trabalho e vericar os possveis pontos a desenvolver.
Nos metodos de comparac~ao presentes na literatura que avaliam
e comparam sistemas de marca d'agua, normalmente leva-se em conta a
taxa de erro de bit (BER) (KRAETZER; DITTMANN; LANG, 2006). Essa
taxa representa o percentual dos bits transmitidos que s~ao corretamente
decodicados apos a etapa de extrac~ao, que aqui foi utilizada como
para^metro de comparac~ao neste trabalho.
Foram utilizados, para teste, 50 audios, com freque^ncia de amos-
tragem 44100 Hz, correspondentes a diversas gravac~oes divididas em 5
ge^neros musicais: blues, eletro^nico, jazz, pop e rock. Os testes foram
realizados utilizando uma mensagem com 16 bits pseudoaleatorios de
informac~ao incorporados 25 vezes repetidas a cada audio com o uso
do codicador BCH e extraindo estas 25 repetic~oes 5 vezes, num total
de 2000 bits por audio e totalizando 20000 bits extrados para cada
ge^nero. Mais uma condic~ao importante a ser comentada e o fato da
sincronizac~ao ser aplicada em todos os testes, garantindo que os resul-
tados s~ao referentes a todo sistema proposto, e n~ao somente a parte de
equalizac~ao.
O primeiro teste demonstra o ganho proporcionado pelo uso do
codicador BCH frente a extrac~ao sem o corretor de erros BCH. Desta
maneira, foram usadas as condic~oes descritas acima, exceto pela pre-
senca ou n~ao do BCH em cada parte do teste, simulando os canais
citados no Captulo 3. O segundo teste e aplicado para apresentar o
comportamento da marca d'agua proposta frente os 8 canais simulados
e os mesmo audios comentados. O terceiro teste e semelhante ao se-
gundo, no entanto e feito em todas as posic~oes especicadas na Tabela 2
em uma sala de escritorio real, com caixas de som de um computador
como fonte emissora e com o microfone de um celular como receptor,
isto e, as mesmas condic~oes usadas para criar os 8 canais simulados na
Sec~ao 3.3.2.2.
Todos os testes foram feitos usando as seguintes denic~oes dos
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elementos basicos do sistema proposto: Nc = 1024, Nb = 256, k =
64, f0 = 500 Hz, Ns = 15, N = 1024 e uma taxa de bits uteis
de aproximadamente 40 bps. A seguir estes testes s~ao descritos com
maiores detalhes e seus resultados discutidos.
6.1 TESTE 1 - COMPARAC ~AO ENTRE O USO OU N~AO DO BCH
Codigos corretores de erros binarios, usados em conjunto com
marcas d'agua, s~ao extensamente estudados na literatura. Contudo, a
adic~ao desses codigos causa a reduc~ao da taxa de bits efetivos transmi-
tidos e o aumento da capacidade computacional necessaria, dado que os
corretores usam parte dos bits transmitidos para corrigir a informac~ao
binaria util usando tecnicas matematicas e estatsticas que consomem
tempo de calculo. Sendo assim, optou-se por vericar a ecacia do uso
do codigo corretor de erros BCH e, por conseguinte, a necessidade do
uso desse.
Usando os canais simulados apresentados na Captulo 3, realizou-
se a extrac~ao, sem equalizac~ao, dos 2000 bits de cada um dos 50 audios
usando a codicac~ao BCH e novamente todo esse processo sem a codi-
cac~ao BCH. Para uma comparac~ao correta, os 16 bits de informac~ao
s~ao codicados com a BCH(63,16) ou s~ao combinados com 47 bits ze-
ros em seguida, gerando 63 bits codicados que s~ao incorporados e
extrados dos audios. O resultado disso e apresentado em dois gracos,
a m de favorecer a visualizac~ao e interpretac~ao dos resultados, mos-
trados na Figura 23.
(a) (b)
Figura 23 { Comparac~ao entre o uso ou n~ao da codicac~ao BCH
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A partir desses resultados, nota-se a reduc~ao da BER em pratica-
mente todos os canais e ge^neros musicais. Ainda que essa reduc~ao, em
alguns pontos, mostre-se pequena ou bastante proxima a zero, nota-se
que de maneira alguma e indiferente. Com isso em mente e ainda consi-
derando a baixa complexidade computacional necessaria para usar esse
codigo corretor de erros e o fato do canal ambiente ser um canal t~ao
adverso, decidiu-se pelo uso da codicac~ao BCH para tornar o sistema
proposto ainda mais robusto.
6.2 TESTE 2 - COMPORTAMENTO DO SISTEMA PROPOSTO EM
CANAIS SIMULADOS
Com a decis~ao pelo uso do codigo corretor de erros BCH feita na
sec~ao anterior, compara-se o comportamento do sistema proposto em
5 casos diferentes: sem equalizac~ao, com equalizac~ao usando o metodo
LMS, o NLMS, o RLS e, por m, usando o canal inverso ideal. Devido
as diferencas de escalas, os resultados foram divididos em 6 gracos,
sendo um com os resultados sem equalizac~ao de todos os ge^neros e os
5 demais com os resultados agrupados de cada ge^nero separadamente,
conforme apresentado na Figura 24.
A Figura 24(a) exibe a limitac~ao da marca d'agua muito fragil
frente o canal ambiente simulado, visto que poucos ge^neros atingem
uma BER inferior a 0,15 (um numero muito insatisfatorio, pois repre-
senta uma media de 15 bits errados a cada 100 bits extrados) e, mesmo
assim, apenas para alguns dos canais. Sendo assim, e entendida a ne-
cessidade de trabalhar o sinal recebido para que seja possvel extrair a
informac~ao de forma conavel.
Nas demais guras, pode-se perceber tre^s principais fatos em
uma rapida observac~ao:
1. com a equalizac~ao, o erro foi reduzido para abaixo de 10 3;
2. os melhores resultados foram obtidos usando o RLS, proximo do
ideal em diversos canais;
3. e, ainda que usando o canal ambiente inverso ideal, o erro dicil-
mente torna-se inferior a 10 5.
Dessa maneira, observa-se que a reduc~ao na BER com o uso da equa-
lizac~ao, e o surgimento de menores erros devido ao uso da RLS, compor-
tando-se conforme esperado. Porem os erros mnimos do canal inverso
ideal expressos nas curvas das Figura 24 foram absolutamente inespe-
rados.
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(a) Sem equalizac~ao (b) Blues
(c) Eletro^nico (d) Jazz
(e) Pop (f) Rock
Figura 24 { Comportamento do sistema proposto frente canais simula-
dos
Os altos valores de erro mnimo devem-se as interfere^ncias intro-
duzidas pelos demais sinais componentes do sinal recebido. Na analise
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feita na Sec~ao 5.2, a Equac~ao (5.12) exp~oe os elementos que s~ao com-
binados para formar o sinal de erro da estimativa do canal inverso.
Consequentemente, mesmo que o canal inverso c^ 1(n) fosse ideal, o
sinal de erro seria constitudo pelos elementos provenientes dos sinais
hospedeiro s(n), de sincronizac~ao ws(n) e de rudo ambiente A(n).
Finalmente, isso torna impossvel atingir a BER nula.
No tocante as curvas, o esperado era que fossem mais homoge^-
neas, de maneira que erros aumentassem conforme a posic~ao de grava-
c~ao era afastada da fonte sonora. Contudo, o resultado mostrou que
o conjunto formado pelo receptor (celular), a fonte emissora (alto-
falantes) e a sala onde as gravac~oes foram feitas atua de forma im-
pactante no sinal sonoro, dessa maneira, percebe-se que em alguns mo-
mentos, mesmo a maiores dista^ncias, a qualidade do sinal recebido e
melhor, do que quando em alguns pontos a dista^ncias menores. Isso
ocorre devido a mudanca de a^ngulo referente tanto a fonte emissora,
quanto aos obstaculos na sala e ainda em decorre^ncia da alterac~ao da
caracterstica de reverberac~ao da sala quando relacionada a angulac~ao
e posicionamento do receptor. Em decorre^ncia desses fatos, ca evi-
dente a necessidade de um pre-processamento no sinal recebido para a
extrac~ao da informac~ao.
Realizando uma analise segregada por ge^neros musicais, percebe-
se que alguns ge^neros possuem melhores resultados que outros. Os
menores erros foram encontrados nos testes para os ge^neros pop e rock,
seguidos por eletro^nico e, por m, blues e jazz. Os espectros de pote^ncia
de cada um dos trechos dos audios usados nos testes s~ao representados
individualmente por cada curva presente na Figura 25.
Ao examinar esses gracos, constata-se que os tre^s ge^neros com
os piores resultados apresentam, em ao menos um audio, baixas magni-
tudes (< -40 dB) principalmente, mas n~ao so, nas faixas de freque^ncia
mais audveis (20 Hz a 10 kHz), causadas pelas baixas energias dos
sinais. Essa baixa energia torna a marca d'agua inserida no audio
ainda mais fraca (com menos energia) para que a transpare^ncia conti-
nue nos limites permitidos, contribuindo para o efeito negativo na BER.
Por conseque^ncia, os dois piores ge^neros te^m muitos audios com baixa
energia, enquanto o eletro^nico que so possui um audio abaixo dessas
magnitudes consegue resultados aceitaveis. Por outro lado, tanto os
audios de pop quanto de rock tem maiores energias nestas freque^ncias,
permitindo maior robustez da marca d'agua.
Por m, estes fatos permitem compreender que a energia do sinal
hospedeiro tem um grande peso na robustez da marca d'agua incor-
porada atraves do sistema proposto neste trabalho. Resumidamente,
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(a) Blues (b) Eletro^nico
(c) Jazz (d) Pop
(e) Rock
Figura 25 { Espectro de pote^ncia dos trechos dos audios usados nos
testes
audios com maiores energias, como os encontrados nos ge^neros pop e
rock, oferecem melhores condic~oes e, assim, menores erros na extrac~ao
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da informac~ao inserida.
Tabela 3 { BER media dos 8 canais
Ge^nero
Equalizador
Nenhum LMS NLMS RLS
Canal
inverso
Blues 0,38496 0,00047 0,00042 0,00026 0,00013
Eletro^nico 0,41301 0,00046 0,00044 0,00026 0,00011
Jazz 0,43713 0,00047 0,00046 0,00032 0,00023
Pop 0,37679 0,00045 0,00041 0,00021 0,00006
Rock 0,29600 0,00042 0,00034 0,00009 0,00003
Sabendo que em (WOLFF; BARAS; SICLET, 2010) foi alcancada
uma BER inferior a 10 4 para a taxa de 40 bps e considerando a media
para os 8 canais apresentada na Tabela 3, os valores atingidos pelo
sistema proposto com o metodo RLS e o canal inverso ideal s~ao com-
paraveis ao obtido em (WOLFF; BARAS; SICLET, 2010). Apesar de su-
periores, os erros nesses casos levam em considerac~ao mais canais e
suas sincronizac~oes s~ao feitas durante a extrac~ao ao contrario das sin-
cronizac~oes perfeitas do trabalho anterior. Dessa forma, conseguiu-se
alcancar erros similares entre este trabalho e (WOLFF; BARAS; SICLET,
2010) com o uso do sincronismo e da equalizac~ao propostos.
6.3 TESTE 3 - COMPORTAMENTO DO SISTEMA PROPOSTO EM
SITUAC ~AO REAL (SALA DE ESCRITORIO)
Considerando-se este o teste pratico, seus resultados ter~ao a res-
ponsabilidade de apontar a ecacia do sistema de marca d'agua pro-
posto em um dos cenarios para o qual esse sistema foi projetado. Nesse
cenario, reproduziu-se o arranjo entre a fonte emissora e o receptor de
maneira ide^ntica ao utilizado para extrair os canais simulados apre-
sentados na Sec~ao 3.3.2.2. As BERs obtidas da extrac~ao dos audios
gravados em cada um dos arranjos citados s~ao exibidos na Figura 26.
A exige^ncia da equalizac~ao para permitir a extrac~ao com con-
anca dos bits de informac~ao inseridos se torna perceptvel ao vericar
a BER alcancada sem o uso da equalizac~ao na Figura 26(a). O erro en-
contrado sem equalizac~ao ca em torno de 0,5 (10 0;3), o que signica
em um sistema binario o erro maximo, ou seja, a total incerteza.
Visto isso, o uso da equalizac~ao ja reduziu esse erro para valores
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(a) Sem equalizac~ao (b) Blues
(c) Eletro^nico (d) Jazz
(e) Pop (f) Rock
Figura 26 { Comportamento do sistema proposto em situac~ao real (sala
de escritorio)
mais razoaveis, proximos a 5.10 4 (10 3;3), visveis nas Figuras 26(b)
a 26(f). Algumas das conclus~oes encontradas na sec~ao anterior est~ao
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presentes neste teste em diferentes proporc~oes, como a equalizac~ao
tambem reduziu o erro, os melhores resultados foram obtidos usando o
RLS, as menores e maiores BERs dos ge^neros seguem a mesma dina^mica
do teste anterior, e fatores independentes ao sinal emitido, como a^ngulo
relativo entre fonte e receptor e obstaculos da sala, interferem de forma
imprevisvel na extrac~ao.
Essas conclus~oes apenas comprovam, conforme esperado, e sem
quaisquer contradic~ao, o deduzido no Teste 2. Consequentemente,
entende-se que:
 a equalizac~ao reduz drasticamente o erro na extrac~ao da informa-
c~ao incorporada;
 o metodo de converge^ncia mais rapida, o RLS, produz a melhor
aproximac~ao do canal ambiente inverso e, portanto, a maior con-
abilidade media dos bits extrados;
 os ge^neros com maiores energias permitem maior robustez a mar-
ca e, por isso, reduzem a BER;
 o canal ambiente e fortemente degradante e interfere signica-
mente no sistema de marca d'agua;
 e, nalmente, o sistema proposto provou ser uma alternativa
valida, todavia, incipiente, para contornar as caractersticas ri-
gorosas do canal ambiente.
6.4 CONCLUS~AO
Observando-se a comparac~ao previamente explanada entre a ex-
trac~ao sem equalizac~ao da informac~ao inserida com o uso de um codigo
corretor de erros ou n~ao. Pode-se perceber que o codigo corretor de
erros utilizado, o BCH(63,16), reduziu a BER quando aplicado e, dada
sua baixa complexidade, decidiu-se por incorpora-lo ao sistema pro-
posto.
Ja numa analise referente aos metodos de adaptac~ao da estima-
tiva do canal ambiente inverso para diferentes canais, primeiramente
simulados e depois para reais, observa-se que sinais hospedeiros com
maior energia tornam a marca mais robusta, pois permitem a maior
energia do sinal incorporados dentro do limite de transpare^ncia. Por
m, o melhor resultado deste teste se comportou como o esperado, com-
patvel com o metodo adaptativo de maior velocidade de converge^ncia,
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o RLS, nos levando a uma ultima percepc~ao da ecie^ncia do sistema
proposto.
Ao nal do captulo foram apresentados os resultados do sis-
tema em uma situac~ao real, utilizando um celular e caixa de som como
receptor e fonte emissora, respectivamente, nas mesmas posic~oes do
teste anterior. Extraiu-se as mesmas conclus~oes do teste anterior, ainda
que os valores das BERs n~ao tenham sido equivalentes. Dessa forma,
constatou-se que a equalizac~ao reduz o erro; o metodo RLS produz
os melhores resultados; os audios com maior energia permitem maior
robustez; o canal ambiente e fortemente degradante; e que o sistema
proposto e uma alternativa viavel para a aplicac~ao proposta.
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7 CONCLUS~OES E PERSPECTIVAS
Este estudo apresentou um novo sistema de marca d'agua digital
em audio fosse altamente transparente com objetivo de aplicabilidade
em marketing.
Inicialmente, foram expostas e discutidas as principais carac-
tersticas e propriedades das marcas d'agua digitais, relacionando-as
com aplicac~oes reais. Dentre as caractersticas gerais das marcas d'agua
digitais, duas tem papel fundamental para o desenvolvimento do estudo
aqui desenvolvido. Sendo a transpare^ncia a de maior releva^ncia, uma
vez que a aplicabilidade em marketing exige que o som original n~ao
seja prejudicado pela marca d'agua, afetando-o de forma perceptiva.
Ainda nessa linha, outra caracterstica vital para a aplicabilidade aqui
sugerida e a robustez ao canal ambiente, denida como a capacidade
da marca d'agua de sobreviver as interfere^ncias geradas pelo canal de
transmiss~ao, de modo a manter a integridade da marca, para que ela
cumpra seu objetivo.
Vericou-se, ent~ao, a interpretac~ao da marca d'agua digital por
um modelo de comunicac~ao, de maneira que dentro os modelos existen-
tes, apresentaram-se os de comunicac~ao tradicional, basico e informado
no transmissor. Discutiu-se tambem os metodos tradicionais de mar-
cas d'agua em audio e o estado da arte dos sistemas de marca d'agua
em audio especcos ao canal analogico e ambiente ou robustos a esses.
Observou-se que para a aplicac~ao, o sistema proposto deveria ter as
seguintes propriedades: usar algum modelo psicoacustico do HAS; uti-
lizar espalhamento em freque^ncia; reduzir as ac~oes negativas do canal;
e aplicar codigos corretores de erros na mensagem binaria.
As tecnicas de grande releva^ncia e amplo espectro na literatura
direcionadas a aplicac~oes em audio, como codicac~ao dos bits menos
signicativos, ocultamento de eco, espalhamento em freque^ncia, entre
outras, foram descritas por meio de discuss~oes, diagramas e ilustrac~oes.
Por m, a analise das ultimas metodologias que tratam da resiste^ncia
ao canal ambiente permite compreender e delinear soluc~oes para o pro-
blema da dessincronizac~ao e das caractersticas ruidosas e degradantes
do canal ambiente em situac~oes reais, problema esse observado em es-
tudos previos que tratam de temas semelhantes e em testes previos a
este trabalho.
Diferenciando-se de sua maioria que trata de sistemas de marca
d'agua em audio e utilizam somente uma forma de marcac~ao em seus
sistemas, o sistema aqui apresentado usa duas marcac~oes diferentes,
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uma para sincronia e outra para carregar a informac~ao. Decidiu-se pelo
uso de duas marcas com func~oes diferentes por dois motivos: garantir
a transpare^ncia e permitir o pre-processamento. Existem tecnicas que
permitem a autossincronizac~ao, porem as exige^ncias de transpare^ncia
e robustez impedem seu uso.
Dessa forma, a separac~ao em duas marcas distintas possibilitou
que ambas desempenhem seus papeis com ecie^ncia sem perder a trans-
pare^ncia desejada. Contudo, a ideia de usar duas marcas foi imposta
pelo objetivo de modicar a etapa de pre-processamento (equalizac~ao
do canal) do sistema base deste trabalho. Assim, a marca d'agua usada
para a equalizac~ao e similar o bastante a marca utilizada no sistema
base para ser possvel comparar os resultados de ambas.
O sistema proposto apresenta o uso do limite de audic~ao humano
e um ganho adaptativo para garantir a transpare^ncia necessaria, equi-
valente ao gradiente ODG maior que -2. Tambem mostra a aplicac~ao
do sinal de sincronizac~ao para sincronizar o sinal recebido de forma a
possibilitar a extrac~ao da marca apos os efeitos de dessincronizac~ao do
canal ambiente. E, por ultimo, a utilizac~ao da extrac~ao da informac~ao,
incorporada da mesma maneira que em estudos previos, para identi-
car os bits transmitidos e de um codigo corretor de erros para corrigir
os erros nos bits extrados.
Embora na literatura existam refere^ncias a equalizac~ao do sinal
recebido durante o pre-processamento anterior a extrac~ao efetiva da
informac~ao, a tecnica adaptativa de estimar o canal ambiente inverso
diretamente e inovac~ao, uma vez que, em trabalhos anteriores, a equa-
lizac~ao e feita estimando primeiramente o canal ambiente e, em seguida,
invertendo-o com o inversor LS n~ao-causal. Essa tecnica de invers~ao
minimiza o problema da invers~ao do canal ambiente, muitas vezes de
fase n~ao-mnima, gerando um ltro n~ao-causal. Conquanto isto seja
uma soluc~ao elegante, ha perda de informac~ao no canal produzido e
a possibilidade de elevac~ao do erro causado pelo ganho do rudo em
algumas freque^ncia reduz o destaque desta tecnica.
Em vista disso, a equalizac~ao adotando estimativa de canal am-
biente inverso com ltragem adaptativa produz o ltro necessario sem
os problemas descritos acima na tecnica de estudos previos. Essa esti-
mativa, descrita no Captulo 5, encontra de maneira iterativa um ltro
que combate as ac~oes do canal a partir de uma segmento da marca
d'agua. Porem, ainda ha problemas, como a interfere^ncia dos demais
sinais presentes no sinal recebido que aumentam o erro na estimativa
do canal ambiente e a chance da necessidade de mais iterac~oes para
alcancar uma estimativa adequada.
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Todos os resultados apresentado no Captulo 6 indicam que o
sistema proposto se mostrou efetivo para canais ambiente, sejam eles
simulados segundo o modelo de canal ambiente composto por um ltro
linear e rudo aditivo ou reais. A princpio, demonstrou-se a possibili-
dade de aumentar a robustez do sistema utilizando o codigo corretor de
erros BCH(63,16). Mesmo que a reduc~ao no erro n~ao seja expressiva, a
baixa complexidade computacional e o fato de qualquer ganho em uma
situac~ao t~ao adversa ser importante contriburam para a decis~ao pelo
uso desse codigo corretor de erros no sistema proposto.
Com a denic~ao do uso do BCH, foram realizados testes com
diferentes canais simulados e diversos audios, comprovando-se as me-
lhorias possveis que a equalizac~ao proporciona a extrac~ao da marca.
Porem concluiu-se que a estimativa do canal inverso n~ao alcanca os re-
sultados otimos, representados pelos resultados da extrac~ao aplicando
a equalizac~ao com o canal ambiente inverso. Alem disso, o metodo RLS
resultou nos menores erros, como esperado, e os audios dos ge^neros com
maiores energias, como pop e rock, tambem produziram as menores
BERs. Por m, em uma comparac~ao com os resultados apresentados
em trabalhos anteriores, corroba-se a ecacia do sistema proposto em
um cenario mais complexo que no metodo anterior, pois seus resultados
s~ao similares.
Ja os testes reais mostraram que a sincronizac~ao proposta e
conavel, porem sem a equalizac~ao este sistema muito transparente
torna-se impraticavel. Por outro lado, guardadas as proporc~oes, o sis-
tema proposto se comportou de forma similar frente os canais simula-
dos, com o RLS e os ge^neros com maior energia extraindo a informac~ao
com maior conanca e comprovando a hipotese de que o canal ambiente
seria o maior obstaculo no uso de marcas d'agua na aplicac~ao em mar-
keting. Por m, o sistema proposto provou ser uma alternativa valida,
todavia, incipiente, para contornar as caractersticas rigorosas do canal
ambiente.
Isso posto, futuros trabalhos para encontrar melhores maneiras
de equalizar o canal ambiente, usando por exemplo o equalizador por
decis~ao realimentada, podendo melhorar as taxas de extrac~ao da marca.
Outro exemplo e a ampliac~ao dos cenarios de testes reais e simulados,
utilizando outros aparelhos tanto para a fonte emissora quanto para o
receptor, como televis~oes, microfones, diferentes caixas de som, radios,
diferentes celulares, tablet, outros computadores, entre outras fontes; e
diferentes ambientes, como salas de estar, salas de recepc~ao, quartos, e
restaurantes; com o objetivo de aumentar a variabilidade dos testes e
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