Abstract-The generic Huffman-Encoding Problem of finding a minimum cost prefix-free code is almost completely understood. There still exist many variants of this problem which are not as well understood, though. One such variant, requiring that each of the codewords ends with a "1," has recently been introduced in the literature with the best algorithms known for finding such codes running in exponential time. In this correspondence we develop a simple ( ) time algorithm for solving the problem.
I. INTRODUCTION
In this correspondence we discuss the problem of efficiently constructing minimum-cost binary prefix-free codes having the property that each codeword ends with a "1."
We start with a quick review of basic definitions. A code is a set of binary words C = fw1; w2; 1 1 1 ; wng f0; 1g 3 . A word w = i i 1 if w is the start of w 0 . Formally, this occurs if l l 0 and, for all j l, i = 0 i . For example, 00 is a prefix of 00011. Finally, a code is said to be prefix-free if for all pairs w; w 0 2 C; w is not a prefix of w 0 . Let P = fp 1 ; p 2 ; p 3 ; 1 1 1 ; p n g be a discrete probability distribution, that is, 8i, 0 pi 1 and i pi = 1. The cost of code C with distribution P is Cost (C; P ) = i jwi j 1 pi where jwj is the length of word w; Cost (C; P ) is, therefore, the average length of a word under probability distribution P . The prefixcoding problem is, given P , to find a prefix-free code C that minimizes Cost (C; P ). It is well known that such a code can be found in Manuscript received March 8, 1998 ; revised October 6, 1999 . This work was supported in part by Hong Kong RGC/CRG under Grants HKUST652/95E, 6082/97E , and 6137/98E.
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Publisher Item Identifier S 0018-9448(00)04283-8. is an optimal One-ended prefix-free code for the same distribution. C is an optimal one-ended code for the distribution 0:9; 0:09; 0:009; 0:0009; 0:00009; 0:00001.
O(n log n) time using the greedy Huffman-Encoding algorithm, see, e.g., [5] or even O(n) time if the p i are already sorted [6] . In 1990, Berger and Yeung [1] introduced a new variant of this problem. They defined a feasible or 1-ended code to be a prefix-free code in which every word is restricted to end with a "1." Such codes are used, for example, in the design of self-synchronizing codes [3] and testing. Given P , the problem is to find the minimum-cost 1-ended code. Fig. 1 gives some examples.
In their paper, Berger and Yeung derived properties of such codes, such as the relationship of a min-cost feasible code to the entropy of P , and then described an algorithm to construct them. Their algorithm works by examining all codes of a particular type, returning the minimum one. They noted that experimental evidence seemed to indicate that their algorithm runs in time exponential in n. A few years later, Capocelli, De Santis, and Persiano [4] noted that the min-cost code can be shown to belong to a proper subset of the code-set examined by Berger and Yeung. They, therefore, proposed a more efficient algorithm that examines only the codes in their subset. Unfortunately, even their restricted subset contains an exponential number of codes 1 so their algorithm also runs in exponential time.
In this correspondence we describe another approach to solving the problem. Instead of enumerating all of the codes of a particular type it uses dynamic programming to find an optimum one in O(n 3 ) time.
II. TREES AND CODES
There is a very well-known standard correspondence between prefix-free codes and binary 2 trees. In this section we quickly discuss its restriction to the 1-ended code problem. This will permit us to reformulate the min-cost feasible code problem as one that finds a min-cost tree. In this new formulation we will require that p 1 p 2 1 1 1 p n 0 but will no longer require that i p i = 1.
Definition 1: Let T be a binary tree. A leaf u 2 T is a left leaf if it is a left child of its parent; it is a right leaf if it is a right child of its parent.
The depth of a node v 2 T , denoted by depth (v), is the number of edges on the path connecting the root to v.
We build the correspondence between trees and codes as follows. First let T be a tree. Label every left edge in T with a 0 and every right edge with a 1. Associate with a leaf v the word w(v) read off by following the path from the root of T down to v. Now let v 1 ; v 2 ; 1 1 1 ; v n be the set of right leaves of T . Then C (T ) = fw(v1); w(v2); 1 1 1 ; w(vn)g is the code associated with T . Note that this code is feasible since all of its words end with a 1. Note also that there can be many trees corresponding to the same feasible code. See Fig. 2 for an example. 1 The proof of this fact is a straightforward argument that recursively builds an exponentially sized set of codes that belong to the restricted subset. Because of space considerations we do not include it here but the interested reader can find the details in [2] . 2 In this correspondence we use the slightly nonstandard convention that a binary tree is a tree in which every internal node has one or two children.
0018-9448/00$10.00 © 2000 IEEE Fig. 2 . Two trees with depth 4 having seven right leaves. Note that these two trees both correspond to the code f0001; 001; 01; 1001; 101; 1101; 111g. The left tree is nonfull while the right one is full. Fig. 3 . The left tree is nonfeasible because, at depth 3 it contains both an internal right node and a left leaf. The right tree is feasible. Now let C = fw1; w2 ; 1 1 1 ; wng be any feasible code. Let T (C) be the smallest tree that contains all of the paths corresponding to the w i . Since C is prefix-free we have that the right leaves of T (C) are exactly the nodes corresponding to the words of C .
Let T be a tree with n right leaves labeled v 1 ; v 2 ; 1 1 1 ; v n ; P = fp1; p2; p3; 1 1 1 ; png and define This is the weighted-external path length of T restricted to right leaves (external nodes). In all that follows P = fp1; p2 ; p3; 1 1 1 ; png will be considered fixed and the dependence of quantities such as Cost (C; T ) on P will be implicitly assumed. Now suppose that T corresponds to some code C and v 2 T is a right leaf corresponding to Since every feasible code corresponds to some tree(s) and every tree corresponds to one feasible code this last equation tells us that we can find a min-cost code by constructing a min-code tree and returning the feasible code corresponding to it.
There is a technical problem that we need to address before proceeding. It is that our definition of cost formally requires that the right leaves of T be labeled 1; 2; 1 1 1 ; n. Different labelings of the right leaves could lead to different costs. We note though that, for a particular tree, the minimum cost over all labelings is always achieved when the highest node in the tree is assigned the largest weight p 1 , the second highest node the second highest weight p2 , and in general the ith highest node (with height ties broken arbitrarily) the ith weight p i . Since we are interested in finding a minimum cost tree we will always assume that the labeling used for any particular tree is the canonical labeling with v i being the ith highest node. For example, if the weights are 7; 6; 5; 4; 3; 2; 1; then the trees in Fig. 2 have cost 2 1 7 + 3 1 (6 + 5 + 4) + 4 1 (3 + 2 + 1) = 83.
The Optimal Feasible Coding Problem is now seen to be equivalent to the following tree problem.
Definition 2:
The Optimal Tree Problem Given p1 p2 1 1 1 pn find a tree T with n right leaves with minimum cost over all trees with n right leaves, i.e., cost ( T ) = minfcost (T ) : T has n right leavesg:
We end this section by pointing out that there must be an optimal tree with a very specific structure.
Definition 3:
A tree T is full if every internal node in T has two children.
A tree T is feasible if T is full and it also has the additional property: if u 2 T is a right node and internal then all left nodes v 2 T with depth (v) = depth (u) are also internal. Fig. 2 illustrates a nonfull tree and a full one. Fig. 3 illustrates a nonfeasible tree and a feasible one.
Lemma 1: For every probability distribution P = fp 1 ; p 2 ; p 3 ; 1 1 1 ; p n g there exists an optimal tree T that is feasible.
The proof of the lemma is straightforward but technical. To avoid breaking the flow of the correspondence it has, therefore, been relegated to the Appendix.
III. TRUNCATED TREES AND SIGNATURES
Our approach will be a modification of one developed in [7] . The problem considered there was to build a min-cost lopsided tree (tree in which edges have different length). The solution was to build trees from the top, root node, down, accumulating the cost as levels were added. We will follow the same approach in this correspondence to Fig. 2 which we will call T . Each T is an i-level tree for that value of i and the dotted horizontal line across each tree is the truncation level. Note that T = Trunc (T ) with sig (T ) = (7; 0). construct min-cost feasible trees. Since Lemma 1 guarantees that trees thus constructed will be min-cost trees among all trees we will have solved the problem.
To use this approach we need to define the following.
Definition 4:
Let T be a tree and i a nonnegative integer. The ith-level truncation of T is the tree Trunci(T ) containing all nodes in T of depth at most i + 1 Trunci(T ) = fu 2 T : depth (u) i + 1g: A tree T is an i-level tree if all the internal nodes v 2 T satisfy depth (v) i.
See Fig. 4 for examples. We note that Trunc i (T ) is always an i-level tree and that truncation preserves feasibility, i.e., if T is a feasible tree then Trunc i (T ) is also a feasible tree. We also note that if T has depth
The dynamic programming algorithm will strongly use the idea of subproblem optimality, i.e., if a feasible tree T is optimal then all of its i-level truncations Trunc i (T ) are also optimal. In order for this observation to make sense we must define what it means for a feasible i-level tree (that might have fewer than n right leaves) to be optimal. That is, we must define a cost function on i-level trees. which are obviously not the same.
We can now define what it means for a tree with fewer than n right leaves to be optimal. Thus OPT [n; 0] is exactly the cost of the optimal tree that we are trying to calculate. We will calculate its value by using a dynamic programming approach to fill in the OPT table. Backtracking the dynamic programming will permit us to construct T 0 .
Before continuing we briefly digress to explain why we defined OPT [m; b] to be the minimum cost only among feasible trees and not among all trees. 3 The reason is that we will be building optimal trees level-by-level. Since Lemma 1 tells us that our final result is a feasible tree and we know that all truncations of feasible trees are feasible trees our construction will work by building feasible trees level by level, always storing the min-cost ones. Now suppose that T is an i-level tree with sig i (T ) = (m; b). What feasible (i + 1)-level trees can T be grown into? The only way to grow a feasible tree is by making some of the 2b nodes on level i + 1 internal and making the remainder of the nodes leaves. From Lemma 1 we know that all of the left nodes must be made internal before any of the right ones are. We therefore define an Expansion operator as follows. constructed by making q of the leaves at level i + 1 (bottom level) of T internal nodes as follows:
• if q b, make q left nodes at level i + 1 internal.
• if q > b, make all b left nodes and q 0b right nodes at level i + 1 internal. 3 The algorithm to be presented actually remains correct even if we optimized over all trees and not just all feasible ones. The reason for the restriction to feasible trees is that it makes the result both easier to understand and prove.
In Fig. 5 we see a tree and all of its expansions.
Once q is fixed both Cost i+1 (T 0 ), the number of nodes at level i +2, and the signature sig i+1 (T 0 ) of T 0 can be found. The proof of the second part of the lemma follows directly from the definition of the Expand operator.
This lemma tells us that to calculate the extra cost added by a level-i expansion of T and the signature of the new expanded tree it is not necessary to know T or i but only sig i (T ). We can, therefore, de- To prove (2) we note that the only feasible tree with signature (0; 1) is the 0-level tree consisting of the root and its two children and this tree has 0-level cost 0. 
IV. THE ALGORITHM
Using Lemma 3 we can directly design an algorithm for calculating the OPT [; ] values and constructing an optimal tree. Code for the algorithm is given in Fig. 7 and a worked example is shown in Table I and We will now prove the correctness of the algorithm and then show that it runs in O(n 3 ) time. We start by recalling the definition of a lexicographical ordering on pairs. We now show that the algorithm correctly fills in the OPT (m; b) values (using a standard dynamic programming correctness proof). 4 4 We quickly sketch a second way of proving this, one similar to that developed in [7] . Essentially, one can create a weighted graph G = (V; The weight of this edge is defined to be p . Then OPT [m; b] can be shown to be equal to the cost of the minimum-cost path connecting (0; 1) to (m; b) in G. The graph G can be shown to be acyclic and the algorithm presented in Fig. 8 is exactly the code for finding shortest paths in a directed acyclic graph, see, e.g., [8] . After filling in the optimal tree. Since the tree is full with every right node being matched by some left node this gives the full tree and we are done.
Finally, we note that for each of the O(n 2 ) signatures (m; b) generated, the algorithm does O(n) work (the two for loops over q). Thus the algorithm runs in O(n 3 ) total time. Table I contains a worked example for n = 7 with weights 7; 6; 5; 4; 3; 2; 1. The top element in each entry is OPT [m; b] and the bottom one is Q[m; b]. The 1 entries are signatures that are unrealizable by any feasible tree. The boldface entries are the ones that correspond to the optimal tree found by the backtracking section of Fig. 7 . Reading them off we find that the number of right nodes on the levels of the optimal tree are, starting from the top level and working down, 1; 2; 2; 2; 1. The tree itself can be seen in Fig. 8 . Note that this tree has (optimal) cost 78 as compared to the trees in Fig. 2 
APPENDIX
In this section we prove Lemma 1, that there is always a feasible optimal tree.
Proof (of Lemma 1):
We first show that there exists an optimal full tree. If T is a tree and u 2 T an internal node we will call u bad if it has only one child. If a tree has no bad nodes it is a full tree.
Let B be the minimal number of bad nodes an optimal tree can have. If B = 0 there is a full optimal tree and we are done. Otherwise, let T be an optimal tree with B bad nodes and the fewest total number of nodes among all optimal trees with B bad nodes. We will show a contradiction by building a new optimal tree with fewer bad nodes or the same number of bad nodes and fewer total nodes.
Let u be a highest bad node in T . Note that u cannot be the root because if the root were bad we could simply erase it; its (only) child then becomes the root of the new tree and, since the depth of every leaf has been decreased by 1, this new tree is cheaper than the old one, contradicting optimality.
In what follows refer to Figs. 9 and 10 for illustration as we do a case-by-case analysis.
(Case I) If u had a right child but no left one we could simply add its left child to get a new tree with the same cost but fewer bad nodes, contradicting the definition of T . Thus u must have a left child v but no right child. There are two cases.
(Case II) If v is the root of some tree T 0 then we could move T 0 to be rooted at the right child of u and leave v a leaf. The new resulting tree has the same cost but fewer bad nodes, again leading to a contradiction.
Otherwise, v is itself a leaf. Let x be the parent of u.
(Case III) If u is a left child of x then we simply remove v, leaving u as a left leaf. The cost of the resulting tree is the same as before but it has one fewer bad node. Again a contradiction.
(Case IV) Otherwise, u is the right child of x and removing u could add a new right child to the tree, possibly even raising its cost. Therefore, in this case we remove both u and v. Since x was not bad before (because it is higher than u) removing u does not add a new right leaf to the tree so the cost of the resulting tree remains the same. Since x has now become bad the new tree still has B bad nodes but it has fewer total nodes than T , again causing a contradiction.
We have just seen that there exists some optimal full tree T . We now prove that T is feasible. See Fig. 11 for illustration.
Suppose T is not feasible. Then there exists some right internal node v 2 T and left leaf u 2 T such that depth (v) = depth (u). Let S be the subtree rooted at v, y the deepest right node y 2 S , and x the left sibling of y (x and y must exist because T is full). Also suppose that probability p i is assigned to y. Now detach S from v and attach it to u, erase y and assign pi to node v. Denote the new tree thus created by But depth (v) < depth (y) so Cost (T 0 ) < Cost (T ) contradicting optimality of T . Thus T must be feasible.
