Gaussian process surrogate modeling with manipulating factors for carbon
  nanotube growth experiments by Park, Chiwoo et al.
Submitted to the Annals of Applied Statistics
GAUSSIAN PROCESS SURROGATE MODELING WITH MANIPULATING
FACTORS FOR CARBON NANOTUBE GROWTH EXPERIMENTS
BY CHIWOO PARK1,* , RAHUL RAO3 , PAVEL NIKOLAEV2 AND BENJI MARUYAMA3
1Department of Industrial and Manufacturing Engineering, Florida State University, *cpark5@fsu.edu
2Cornerstone Research Group
3Materials and Manufacturing Directorate, Air Force Research Lab,
Running physical experiments is often expensive in time and cost, for
which physical experiments can be replaced with the prediction from a sur-
rogate model estimated using a few past experimental outcomes. This paper
presents a new Gaussian process (GP) surrogate modeling for predicting the
outcome of a physical experiment where some experimental inputs are con-
trolled by other manipulating factors. Particularly, we are interested in the
case where the control precision is not very high, so the input factor values
vary significantly even under the same setting of the corresponding manip-
ulating factors. The case is observed in our main application to carbon nan-
otube growth experiments, where one experimental input among many is ma-
nipulated by another manipulating factors, and the relation between the input
and the manipulating factors significantly varies in the dates and times of op-
erations. Due to this variation, the standard GP surrogate that directly relates
the manipulating factors to the experimental outcome does not provide a great
predictive power on the outcome. At the same time, the GP model relating the
main factors to the outcome directly is not appropriate for the prediction pur-
pose because the main factors cannot be accurately set as planned for a future
experiment. Motivated by the carbon nanotube example, we propose a two-
tiered GP model, where the bottom tier relates the manipulating factors to the
corresponding main factors with potential biases and variation independent
of the manipulating factors, and the top tier relates the main factors to the
experimental outcome. Our two-tier model explicitly models the propagation
of the control uncertainty to the experimental outcome through the two GP
modeling tiers. We present the inference and hyper-parameter estimation of
the proposed model. The proposed approach is illustrated with the motivating
example of a closed-loop autonomous research system for carbon nanotube
growth experiments, and the test results are reported with the comparison to
a benchmark method, i.e. a standard GP model.
1. Introduction. Carbon nanotubes are promising for many practical applications due to
their superior mechanical, electrical and magnetic properties (Rao et al., 2018). A large scale
chemical growth of carbon nanotubes has been of great interest due to the large practical
needs, but it is mainly limited by the difficulty of producing them with controlled structures
and properties. We are mainly interested in creating a surrogate model of a carbon nanotube
growth experiment that relates experimental conditions to the growth outcome. Once created,
the surrogate model can provide the prediction of the experimental outcome for a given exper-
imental condition, replacing expensive physical experiments. The surrogate model can be po-
tentially combined with a Bayesian optimization in a research robot, Autonomous Research
System (ARES) that performs closed-loop carbon nanotube (CNT) growth experiments, to
search for the better experimental conditions that induce more carbon nanotube growths in a
closed loop fashion.
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2In this paper, we use a Gaussian process (GP) surrogate modeling approach, which has
been a popular nonparametric approach for surrogate modeling of physical or computer ex-
periments (Barton, 1998; Ankenman, Nelson and Staum, 2010) as well as nonlinear regres-
sion (Rasmussen and Williams, 2006; Park and Apley, 2018) and global optimization (Jones,
Schonlau and Welch, 1998). In the surrogate model, the response variable represents the
experimental outcome that quantifies the carbon nanotube growth, and the explanatory vari-
ables prescribe the experimental factors of interest that affect the experimental outcome. One
peculiarity here is that some experimental conditions are indirectly manipulated by other
factors. For example, the reaction temperature in a carbon nanotube growth process is con-
trolled by applying a heat source such as a laser irradiation, and the applied laser power is
tuned to achieve the desirable temperature. In this example, the temperature is a main factor
presumably related to the experiment outcome, and the laser power is the factor treated to
manipulate the main factor, which will be referred to as a manipulating factor in this paper.
When a surrogate model is intended for predicting a future experimental outcome or opti-
mizing it, surrogate modeling with manipulating factors is more useful than that with main
factors, because the main factors cannot be precisely set as planned.
A major challenge in surrogate modeling with manipulating factors is that the manip-
ulation precision to main factors is often limited. The low precision could bring up another
source of variation in the surrogate modeling. The precision may vary from day-to-day, creat-
ing mean shifts and variation in the main factor values even under the exactly same setting of
the corresponding manipulating factor. This would result in a larger variation in the response
variable. With this larger variation, applying conventional GP surrogate modeling directly
with manipulating factors could lead to a bad representation of the experiment. This paper
presents a new approach to a GP surrogate modeling with manipulating factors.
The major development in this paper is related to the existing works regarding the GP mod-
eling with input uncertainty because the lack of the control precision on experimental inputs
would create uncertainty on the input factors. However, what has been discussed in the liter-
ature is a lot simpler than what we are going to study. In the literature, the GP modeling with
input uncertainty has been mainly discussed in the context of noisy inputs (McHutchon and
Rasmussen, 2011; Damianou, Titsias and Lawrence, 2016), where an input x is identifiable
from its observed value u up to a random noise variation δ,
(1) x= u+ δ.
In this case, the input uncertainty given the observation is quantified by a normal distribution
on x, N (x;u,σ2). A more general multivariate normal case was discussed in Girard et al.
(2003). In our problem to the GP modeling with manipulating factors, the main factor x
manipulated by u is modeled as a function of the manipulating factor u, but it is also affected
by a source of variation due to exogenous variables ω,
(2) x= g(u) + δ(ω),
where g(·) is an unknown effect of the manipulating factor to the main factor, and δ(·) is
the variation due to the exogenous variables ω; the δ is not purely white Gaussian noise
but correlated noises, which are modeled in this paper as a Gaussian process. The existing
model (1) can be seen as a special case of (2) when g is a simple linear function and δ is an
independent Gaussian noise. Along with the Gaussian process surrogate model relating the
main factors to the response variable, the GP model (2) for some input variables forms a two-
tiered GP model, where the bottom tier relates the manipulating factors to the corresponding
main factors, and the top tier relates the main factors to the response variable. The two-
tier model explicitly models the propagation of the control uncertainty to the experimental
outcome through the two GP modeling tiers.
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Another existing researches relevant to this paper is the linked Gaussian process model
(Kyzyurova, Berger and Wolpert, 2018), where an input of a Gaussian process regression
model is modeled as another Gaussian process model. This is similar to what we are studying.
If we find the correspondence of the existing work to the proposed model (2), it would be
x= δ˜(u),
where δ˜(·) is a Gaussian process with manipulating factors u. Therefore, the model is not
same as what we are trying to study for our motivating example. In addition, the existing
work mainly provided the analytical closed form solution when a squared exponential co-
variance function is used. Since an exponential covariance function works better for our mo-
tivating example, we also develop the similar results with an exponential covariance function
or equivalently the MatÃl’rn covariance function with ν = 0.5. In addition to the existing
work, linked models in some form or another have been studied in an area of engineering
called partitioned analysis. Stevens et al. (2016) studied validation and uncertainty quantifi-
cation for weakly coupled systems, but without surrogate modeling, and Stevens et al. (2018)
performed similar works in the context of model calibration when the linked models have GP
surrogates.
The remainder of this paper is organized as follows. Section 2 describes our modeling
approach and model estimation. Section 4 presents numerical examples to evaluate the pro-
posed approach with simulated datasets and a real dataset. Section 5 concludes this paper
with discussion.
2. General Approach. Consider an experiment that involves d main factors and a real
response variable y. For the time being, we assume only one of the main factors is manip-
ulated by a p-dimensional manipulating factor u for a concise description of the proposed
approach, and its extension for a more general case with multiple factors manipulated will be
discussed in Section 2.4. Let z denote the main factor manipulated by u and let x denote the
other main factors. Here we used regular fonts for multivariate quantities, x and u, and bold
fonts will be reserved to denote a collection of these quantities later. The control precision
of the main factor z is limited in that z is not only controlled by u but also influenced by
uncontrollable (but still observable) exogenous variables ω,
(3) z = g(u) + δ(ω),
where g is an unknown function that relates u to z, and δ is independent of the manipulating
factor u but depends on the exogenous variable ω. Depending on ω, z is shifted by a random
quantity δ(ω) that imposes the mean shift in z and the variation of z. An example of ω is
dates of control operations or different batches of experiment operations. For different dates,
the resulting z for an applied control u can be different.
We like to estimate an unknown metamodel that relates x and u to y with data fromN past
experiments, D = {(xi, ui, ωi, zi, yi), i = 1, . . . ,N}. Here we assume that the manipulated
main factor z is still measurable during experiments, e.g., temperature is measured for a given
laser power. Since z is measured during experiments, its values are only available for the past
experiments but are not available for any future experiments being performed yet. Therefore,
z cannot be used as a predictor to predict future experiments. To sum up, x,u and ω are set
before experiments, while z and y are measured during experiments. Here we used regular
fonts for multivariate quantities, x and u, and reserved bold fonts for the collections of the
factor values from past experiments, e.g. x = [xi, i= 1, . . . ,N ], x˜ = [(xi, zi), i= 1, . . . ,N ],
z = [zi, i= 1, . . . ,N ], u = [ui, i= 1, . . . ,N ], and ω = [ωi, i= 1, . . . ,N ].
Let f denote an unknown function that relates x and z to y. The observed response variable
yi is assumed a noisy observation of f ,
yi = f(xi, zi) + i for i= 1, ...,N,
4where i ∼N (0, σ2). We assume that the unknown function f is a realization of a zero-mean
Gaussian process with covariance function c(x,x′). The observed factor zi is the observation
of the assumed model (3) at ui with random variation δ(ωi),
zi = g(ui) + δ(ωi), for i= 1, ...,N.
Unless other noisy factors involve, the relation of manipulating factors u to z is deterministic.
We use a general semi-parametric model to represent the deterministic relation,
g(u) =
Q∑
q=1
βqpiq(u),(4)
where {piq(u)} are the set of the fixed basis functions to represent the linear spaces that
g(u) belongs to, and the parameter set, {βq}, are unknown coefficients to represent the two
functions in the linear space. The random variation δ due to noise factors ω is modeled as a
Gaussian process with mean function ρ(ω) and covariance function k(ω,ω′). Accordingly,
zi is a realization of a GP with mean function g(u) + ρ(ω) and covariance function k(ω,ω′).
We use a constant mean function for δ(ω),
ρ(ω) = α,
because taking a general nonparametric or semi-parametric form for ρ would cause the well
identifiability issue in determining ρ. Given observations of zi, identifying g and δ is quite
feasible, mainly because the two terms depend on different independent variables. We also
present numerically in Section 3.1 as for how g and δ are separately estimable.
Given data D, we like to predict the value of f when x and u are specified to x∗ and u∗,
which we denote by f∗. To be more specific, we want the posterior predictive distribution of
f∗ given D. Let p(f∗|x∗, u∗,D) denote the density of the posterior predictive distribution. It
can be achieved by the following integration,
(5) p(f∗|x∗, u∗, ω∗,D) =
∫
p(f∗|x∗, z∗,D)p(z∗|u∗, ω∗,D)dz∗,
where z∗ denotes the unknown value of z given u= u∗ and ω = ω∗, p(z∗|u∗, ω∗,D) denotes
the posterior density of z∗ given D, and p(f∗|x∗, z∗,D) is the conditional density of f∗ given
z∗ and D.
The two parts of the integrand can be obtained using the standard formula for GP regres-
sion. Denote y = [y1, y2, . . . , yN ]T . With the GP prior on f , the joint distribution of (f∗,y)
is
(6) f∗,y|x∗, z∗, x˜∼N
([
0
0
]
,
[
c∗∗ cTx˜∗
cx˜∗ σ2I +Cx˜x˜
])
,
where c∗∗ = c((x∗, z∗), (x∗, z∗)), cx˜∗ = [c((x1, z1), (x∗, z∗)), . . . , c((xN , zN ), (x∗, z∗))]T
and Cx˜x˜ is an N × N matrix with (i, j)th entry c((xi, zi), (xj , zj)). Applying the Gaus-
sian conditioning formula to the joint distribution gives the posterior distribution of f∗,
(7) f∗|x∗, z∗,D ∼N (µ(x∗, z∗), s2(x∗, z∗)).
where
µ(x∗, z∗) = cTx˜∗(σ
2I +Cx˜x˜)
−1y and
s2(x∗, z∗) = c∗∗ − cTx˜∗(σ2I +Cx˜x˜)−1cx˜∗.
Similarly, Given u= u∗ and ω = ω∗, we have the joint distribution of (z∗,z),
(8) z∗,z|u∗, ω∗,u,ω ∼N
([
ρ(ω∗) + g(u∗)
ρ+ g
]
,
[
k∗∗ kTω∗
kω∗Kωω
])
,
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where ρ= [ρ(ω1), . . . , ρ(ωN )]T , g = [g(u1), . . . , g(uN )]T , kω∗ = (k(ω1, ω∗), . . . , k(ωN , ω∗))T ,
k∗∗ = k(ω∗, ω∗), and Kωω is an N ×N matrix with (i, j)th entry k(ωi, ωj). The posterior
distribution of z∗ is
(9) z∗|u∗, ω∗,D ∼N (ν∗, t2∗),
where ν∗ = ρ(ω∗) + g(u∗) + kTω∗K
−1
ωω(z− ρ− g) and t2∗ = k∗∗ − kTω∗K−1ωωkω∗.
Given these, the integral (5) for the posterior predictive distribution cannot be analyti-
cally solved, but its posterior mean and variance can be evaluated using the properties of the
conditional expectation,
E[f∗|x∗, u∗, ω∗,D] =E[E[f∗|x∗, z∗,D]|u∗, ω∗,D]
=E[µ(x∗, z∗)|u∗, ω∗,D],
Var[f∗|x∗, u∗, ω∗,D] =E[Var[f∗|x∗, z∗,D]|u∗, ω∗,D]
+Var[E[f∗|x∗, z∗,D]|u∗, ω∗,D]
=E[s2(x∗, z∗)|u∗, ω∗,D]
+E[µ(x∗, z∗)2|u∗, ω∗,D]−E2[µ(x∗, z∗)|u∗, ω∗,D].
(10)
The posterior predictive distribution of f∗ is approximated locally at x∗ and u∗ by a multi-
variate normal distribution with mean and variance given in (10). We can derive the analytical
forms of the posterior mean and covariance when the covariance function c is a squared expo-
nential covariance or exponential covariance function. Otherwise, they should be numerically
approximated by Monte Carlo integration. In the two subsequent subsections, we will derive
the analytical forms for two popular covariance functions, an exponential covariance function
in Section 2.1 and a squared exponential covariance function in Section 2.2. We will discuss
the maximum likelihood estimates of the model parameters in Section 2.3. Section 2.4 will
include how the proposed model can be extended for a general case of multiple main factors
manipulated by other factors.
2.1. Case for exponential covariance function c. Suppose that the covariance function c
is an anisotropic exponential covariance function as described below,
c((xi, zi), (xj , zj)) = cx(xi, xj)cz(zi, zj), where
cx(xi, xj) = exp
{
−
d−1∑
l=1
|xil − xjl|
bl
}
,
cz(zi, zj) = exp
{
−|zi − zj |
bz
}
, and
(11)
{bl : l = 1, . . . , d − 1} and bz are the hyperparameters of the covariance function. Let
cx∗ = [cx(x1, x∗), . . . , cx(xN , x∗)]T and cz∗ = [cz(z1, z∗), . . . , cz(zN , z∗)]T . Based on (10),
the predictive mean of f∗ is
E[f∗|x∗, u∗, ω∗,D] = E[µ(x∗, z∗)|u∗, ω∗,D]
= E[yT (σ2I +Cx˜x˜)−1cx˜∗]
= yT (σ2I +Cx˜x˜)
−1
∫
(cx∗  cz∗)p(z∗|u∗, ω∗,D)dz∗
= yT (σ2I +Cx˜x˜)
−1
(
cx∗ 
∫
cz∗p(z∗|u∗, ω∗,D)dz∗
)
,
6where  is the element-wise matrix product operator. To simplify the expression, we define
new symbols. Let y˜ = (σ2I+Cx˜x˜)−1y, and c˜z∗ is a N × 1 vector with its ith element equal
to
∫
cz(zi, z∗)p(z∗|u∗, ω∗,D)dz∗. With the new symbols, the predictive mean is
E[µ(x∗, z∗)|u∗, ω∗,D] = y˜T (cx∗  c˜z∗).
The ith element of the vector c˜z∗ can be analytically evaluated as
(c˜z∗)i =
∫
cz(zi, z∗)p(z∗|u∗, ω∗,D)dz∗
=
∫
z∗≤zi
exp
{
−zi − z∗
bz
}
p(z∗|u∗, ω∗,D)dz∗
+
∫
z∗>zi
exp
{
zi − z∗
bz
}
p(z∗|u∗, ω∗,D)dz∗
=
∫
z∗≤zi
exp
{
−zi − z∗
bz
}
1√
2pit2∗
exp
{
−(z∗ − ν∗)
2
2t2∗
}
dz∗
+
∫
z∗>zi
exp
{
zi − z∗
bz
}
1√
2pit2∗
exp
{
−(z∗ − ν∗)
2
2t2∗
}
dz∗
= exp
{
t2∗ + 2(v∗ − zi)bz
2b2z
}
Φ
(
zi − v∗
t∗
− t∗
bz
)
+ exp
{
t2∗ − 2(v∗ − zi)bz
2b2z
}[
1−Φ
(
zi − v∗
t∗
+
t∗
bz
)]
.
Likewise, the predictive variance at x∗ and u∗ is
Var[f∗|x∗, u∗, ω∗,D] =E[s2(x∗, z∗)|u∗,D] +E[µ(x∗, z∗)2|u∗,D]−E2[µ(x∗, z∗)|u∗,D]
=E[c∗∗ − cTx˜∗(σ2I +Cx˜x˜)−1cx˜∗] +E[(yT (σ2I +Cx˜x˜)−1cx˜∗)2]
−E2[yT (σ2I +Cx˜x˜)−1cx˜∗]
=1 +E[−cTx˜∗(σ2I +Cx˜x˜)−1cx˜∗]
+E[cTx˜∗(σ2I +Cx˜x˜)−1yyT (σ2I +Cx˜x˜)−1cx˜∗]
−E2[yT (σ2I +Cx˜x˜)−1cx˜∗]
=1 +
∫
cTx˜∗Qcx˜∗p(z∗|u∗, ω∗,D)dz∗ −
[
y˜T (cx∗  c˜z∗)
]2
=1 + tr
[
Q(cx∗cTx∗) C˜zz
]
− [y˜T (cx∗  c˜z∗)]2 ,
where Q = y˜y˜T − (σ2I +Cx˜x˜)−1, and C˜zz is a N × N matrix with its (i, j)th element
equal to∫
cz(zi, z∗)cz(zj , z∗)p(z∗|u∗, ω∗,D)dz∗
=
∫
z∗≤zm
exp
{
−zi + zj − 2t∗
bz
}
p(z∗|u∗, ω∗,D)dz∗
+
∫
zm<z∗≤zM
exp
{
−zM − zm
bz
}
p(z∗|u∗, ω∗,D)dz∗
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+
∫
z∗>zM
exp
{
zi + zj − 2t∗
bz
}
p(z∗|u∗, ω∗,D)dz∗
= exp
{
2t2∗ + (2t∗ − zi − zj)bz
b2z
}
Φ
(
zm − v∗
t∗
− 2t∗
bz
)
+ exp
{
−zM − zm
bz
}[
Φ
(
zM − v∗
t∗
)
−Φ
(
zm − v∗
t∗
)]
+ exp
{
2t2∗ − (2t∗ − zi − zj)bz
b2z
}[
1−Φ
(
zM − v∗
t∗
+
2t∗
bz
)]
.
where zm = min{zi, zj} and zM = max{zi, zj}.
2.2. Case for squared exponential covariance function c. Now consider that the covari-
ance function c is an anisotropic exponential covariance function as described below,
c((xi, zi), (xj , zj)) = cx(xi, xj)cz(zi, zj),
where
cx(xi, xj) = exp
{
−
d−1∑
l=1
(xil − xjl)2
2b2l
}
and
cz(zi, zj) = exp
{
−(zi − zj)
2
2b2z
}
.
Similar to the case with the exponential covariance, the predictive mean at x∗ and u∗ is in the
form of
E[µ(x∗, z∗)|u∗, ω∗,D] = y˜T (cx∗  c˜z∗).
where c˜z∗ is a N × 1 vector with its ith element equal to
(c˜z∗)i =
∫
cz(zi, z∗)p(z∗|u∗, ω∗,D)dz∗
=
∫
exp
{
−(zi − z∗)
2
2b2z
}
p(z∗|u∗, ω∗,D)dz∗
= (1 + t2∗/b
2
z)
−1/2 exp
{
−1
2
(νx − zi)2
b2z + t
2∗
}
.
The predictive variance at x∗ and u∗ is
Var[f∗|x∗, u∗, ω∗,D] = 1 + tr
[
Q(cx∗cTx∗) C˜zz
]
− [y˜T (cx∗  c˜z∗)]2 ,
where C˜zz is a N ×N matrix with its (i, j)th element equal to∫
cz(zi, z∗)cz(zj , z∗)p(z∗|u∗, ω∗,D)dz∗
=
∫
exp
{
−(zi − z∗)
2 + (zj − z∗)2
2b2z
}
p(z∗|u∗, ω∗,D)dz∗
= (1 + 2t2∗/b
2
z)
−1/2 exp
{
−(ν∗ −
zi+zj
2 )
2
b2z + 2t
2∗
}
exp
{
−(zi − zj)
2
2b2z
}
.
82.3. Hyperparameter Estimation. To achieve the posterior mean and variance in (10), a
set of unknown hyperparameters are needed to be estimated. The parameters to be estimated
are σ2, the covariance parameters for c and k, and the parameters of the two mean functions,
ρ(ω) and g(u). There are two sets of covariance parameters, one set for c(·, ·) and another
set for k(·, ·). Let Θc and Θk denote the two sets respectively. For example, when c is an
exponential covariance given in (11), Θc = {bz} ∪ {bl, l = 1, ..., d − 1}. Let α denote the
parameter for ρ, and let β denote a Q× 1 parameter vector for g with the qth element equal
to βq .
A popular approach to estimate the hyperparamters of a GP model is the marginal likeli-
hood maximization (Rasmussen and Williams, 2006). We follow the approach for estimating
the hyperparameters of the proposed model. The log marginal likelihood of the parameters
given all observations is
L(α,β,Θk,Θc, σ
2|y,z) = log p(y|z)p(z)
= log p(y|z) + log p(z).
where p(y|z) is the density of the conditional probability P (y|z), and p(z) is the density
of the probability P (z). Based on (8), the probability P (z) follows a normal distribution
N (ρ+g,Kωω). With the parametric models (4), ρ= ρ1, where 1 is a N × 1 vector of ones,
and g = Πβ, where Π is a N ×Q matrix with its (i, q)th element equal to piq(ui),. The log
density log p(z) only depends on the choice of the parameters, α,β and Θk,
log p(z) =−N
2
log(2pi)− 1
2
|Kωω| − 1
2
(z − ρ1−Πβ)TK−1ωω(z − ρ1−Πβ).
Based on (6), the conditional probability of y conditioned on z follows a normal distribution
N (0, σ2I +Kx˜x˜), and its log density only depends on σ2 and Θc,
log p(y|z) =−N
2
log(2pi)− 1
2
|σ2I +Kx˜x˜| − 1
2
yT (σ2I +Kx˜x˜)
−1y.
Therefore, the maximum likelihood estimates for α,β and Θk can be achieved independently
of achieving the maximum likelihood estimates of the other parameters.
2.4. Extensions to a General Case. The mathematical modeling and derivation have
been so far shown for an experiment with only one main factor manipulated by other fac-
tors. In this section, we extend the result for a general case with multiple main factors ma-
nipulated. Consider a general case that involves d main factors and a real response variable
y. Among the d factors, m(≤ d) factors are manipulated by other manipulating factors. Let
z(j) denote the ith main factor manipulated by a pj-dimensional manipulating factor u(j) for
j = 1, ...,m. The manipulation precision is limited, so z(j) achieved by applying u(j) could
have bias ρj and random variation δj ,
z(j) = gj(u
(j)) + δj(ω
(j)),
where both of the bias and random variation are independent of the manipulating factor u(j)
but only depends on other process characteristics ω(j). As previously treated, the random
variation δj is assumed to be a zero-mean GP with covariance function k(j). Given all obser-
vations from past experiments, Dm = {xi,{z(j)i },{u(j)i },{ω(j)i }, yi}, the posterior distribu-
tions of z(j) at u(j) = u(j)∗ and ω(j) = ω
(j)
∗ for different j’s can be achieved independently in
the form of
(12) z(j)|u(j)∗ , ω(j)∗ ,Dm ∼N (ν(j)∗ , t(j)∗ ).
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We will skip writing the expression for the mean ν(j)∗ and variance t
(j)
∗ , because it is a simple
repetition of the results (9).
The experimental outcome yi under the ith factor setting is assumed a noisy observation
of an unknown function f with noise i,
yi = f(xi, z
(1)
i , . . . , z
(m)
i ) + i,
where f is a zero-mean GP with covariance function c. Assume that the covariance is de-
fined as a product of the coordinate-wise covariance functions such as exponential or squared
exponential covariances,
(13) c((xi, z
(1)
i , . . . , z
(m)
i ), (xl, z
(1)
l , . . . , z
(m)
l )) = cx(xi, xl)
m∏
j=1
cj(z
(j)
i , z
(j)
l ).
Let f∗ = f(x∗, z
(1)
∗ , . . . , z
(m)
∗ ) denote the value of f at a test setting, (x∗, z
(1)
∗ , . . . , z
(m)
∗ ). The
posterior distribution of f∗ given x∗, z
(1)
∗ , . . . , z
(m)
∗ is a multivariate normal distribution with
mean y˜Tcx˜∗ and variance c∗∗ − cTx˜∗(σ2I +Cx˜x˜)−1cx˜∗. Based on this posterior distribution
and the posterior (12), the posterior expectation of f∗ given x∗ and {u(j)∗ , ω(j)∗ }, is given in
the form of
y˜T (cx∗  c˜1∗  · · ·  c˜m∗),
where c˜j∗ is aN×1 vector with the ith element equal to
∫
cj(z
(j)
i , z
(j)
∗ )p(z
(j)
∗ |u(j)∗ , ω(j)∗ ,Dm)dz(j)∗ .
The value of the ith element should be given in the same form as Section 2.1 for an expo-
nential covariance and as Section 2.2 for a squared exponential covariance. Similarly, the
posterior variance of f∗ given x∗ and {u(j)∗ , ω(j)∗ }, is given in the form of
1 + tr
[
Q(cx∗cTx∗) C˜1  · · ·  C˜m
]
− [y˜T (cx∗  c˜1∗  · · ·  c˜m∗)]2 ,
whereQ= y˜y˜T − (σ2I+Cx˜x˜)−1, and C˜j is a N ×N matrix with its (i, l)th element equal
to
∫
cj(z
(j)
i , z
(j)
∗ )cj(z
(j)
l , z
(j)
∗ )p(z
(j)
∗ |u(j)∗ , ω(j)∗ ,Dm)dz(j)∗ .
3. Simulation Study. This section presents our simulation study designed to show how
the proposed approach works for various test scenarios. Primarily, we are interested in three
major aspects of the proposed model, (1) the identifiability of g(u) and δ(ω), (2) the pre-
dictability of z, and (3) propagation of the errors from z to y. Simulation data are generated
with two main factors, x and z, and z is influenced by a manipulating factor u and an exoge-
nous variable ω. Below is the description of the data generation procedure:
Step 1. Each of the independent variables, ui, xi and ωi, is randomly sampled from the fol-
lowing uniform distribution,
Uniform([0,10]) for i= 1, . . . ,N.
Step 2. The function δ is a realization of a zero mean Gaussian process with the exponential
covariance function,
k(ωi, ωj) = σ
2
z exp
{
−|ωi − ωj |
bω
}
,(14)
and we used g(ui) = 1+0.5ui−0.2(ui−5)2. Given the model, z = (z1, . . . , zN )T is sam-
pled from a multivariate normal distribution with mean g = (g(u1), g(u2), . . . , g(uN ))T
and covariance matrix K whose (i, j)th element is k(ωi, ωj).
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FIG 1. How δ(ω) looks like for different simulated scenarios.
Step 3. The main regression function f is a realization of a zero mean Gaussian process with
the exponential covariance function,
c((xi, zi), (xj , zj)) = σ
2
y exp
{
−|xil − xjl|
bx
}
exp
{
−|zil − zjl|
bz
}
.(15)
This means y = (y1, . . . , yN )T is sampled from a multivariate normal distribution with
zero mean and covariance matrix whose (i, j)th element is c((xi, zi), (xj , zj)).
Step 4. 50 percent of the N samples was randomly drawn to serve training data, and the
remaining 50 percent serve test data. For the training samples, we added a Gaussian noise
N (0, σ2e) to both of the response value yi and the main factor zi.
3.1. First batch of simulation study. In the first batch of the simulation study, we mainly
varied the two parameters, bω and σz , that affect the variation of z due to the exogenous
variable ω, and we like to see how the estimation of g is affected by the variation. The
covariance range parameter bω varied over three possible values, 0.3 (short range), 1 (medium
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FIG 2. Estimation of g(u) and δ(ω) for bω = 0.3 and σz/σe = 20.
range), and 3 (long range). While fixing the noise variance parameter σe = 0.1, we varied the
signal variance parameter σz over 0.5,1 and 2, which makes the signal-to-noise ratio σz/σe ∈
{5,10,20}. The other parameters are fixed with bx = bz = 1, σy/σe = 10, and N = 1,500.
In total, we have nine simulation scenarios, and we perform replicated experiments of 25
runs for each scenario. Without explicit description, all results presented in this section are
averaged over the replications. Figure 1 illustrates some representative trends of δ(ω) that
creates deviates from g(u) for different values of bω and σ2z .
In applying the proposed approach, the unknown function g(u) are defined in the form of
(4) with polynomial basis functions,
piq(u) = u
q−1,
and Q = 5. We used the exponential covariance function, and the hyperparameters are esti-
mated as described in Section 2.3.
First, we looked at how the estimated gˆ(u) is compared to g(u) = 1+0.5ui−0.2(ui−5)2
at the test locations to see how g(u) is identifiable from the noisy observations of z. Table 1
summarizes the mean absolute errors of gˆ for different simulation scenarios. The estimation
errors are not significant relative to the overall estimation error in z (that will be reported in
the next paragraph) for all of the test scenarios as shown in Figure 2-(a). This implies g(u) is
identifiable for various cases of δ.
We also looked at how the estimated zˆ(u) is compared to z for the test data. Table 2
summarizes the mean absolute errors of zˆ for different simulation scenarios. The errors of zˆ
are significantly higher than those of gˆ, which implies the major error source is the estimation
of δ(ω) as shown in Figure 2-(b). The error magnitudes were lower for larger covariance
range parameter values and smaller ratios of σz/σe. For a large covariance range and a small
ratio of σz/σe, δ(ω) is estimable better, which gives a better accuracy in estimating z.
Last, we look at how the estimated yˆ is compared to y for the same simulation scenarios.
The errors in z vary from 0.0132 to 0.0471 under the scenarios, and we are primarily inter-
ested in seeing how the errors in z are propagated to y. Table 3 summarizes the mean absolute
errors of yˆ for different simulation scenarios. The errors in y are not much affected by the
errors in z, which may be mainly because we chose the covariance function for the y process
with mid covariance range and mid variance parameters. Under the chosen covariance, small
errors in z between 0.0132 and 0.0471 may not induce significant difference in the estimation
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bω = 0.3 bω = 1 bω = 3
σz/σe = 5 0.0044 (0.0021) 0.0036 (0.0020) 0.0038 (0.0017)
σz/σe = 10 0.0049 (0.0026) 0.0032 (0.0020) 0.0037 (0.0017)
σz/σe = 20 0.0054 (0.0022) 0.0039 (0.0024) 0.0043 (0.0021)
TABLE 1
Mean absolute errors of the estimated g against test data for different simulation scenarios. The results were
averaged over 25 replications. The first number in each cell is the average, and the second number in round
brackets is the standard deviation.
bω = 0.3 bω = 1 bω = 3
σz/σe = 5 0.0228 (0.0024) 0.0167 (0.0016) 0.0132 (0.0019)
σz/σe = 10 0.0320 (0.0019) 0.0236 (0.0016) 0.0179 (0.0015)
σz/σe = 20 0.0471 (0.0023) 0.0342 (0.0017) 0.0257 (0.0015)
TABLE 2
Mean absolute errors of the estimated z against test data for different simulation scenarios. The results were
averaged over 25 replications. The first number in each cell is the average, and the second number in round
brackets is the standard deviation.
of y. Therefore, we designed the second batch of simulation study as described in Section
3.2.
3.2. Second batch of simulation study. We performed a supplementary simulation study
to see how the errors in z are propagated to the errors in y for different covariance models of
y. In the supplementary study, we mainly tried different values of the covariance range and
the variance parameter for the covariance function c. To be specific, we varied bz ∈ [0.3,1,3]
and also varied σy/σe over 5, 10 and 20 while fixing bω = 1 and σz/σe = 10. Please note
that for bω = 1 and σz/σe = 10, the estimation error for z is 0.0236 on average. We would
like how this error is propagated to estimating y when we have different covariance ranges
and variance parameters for the response variable. Table 4 shows the estimation error for y
with varying bz and σy . The overall error increases as bz decreases and σy increases. If bz
decreases, it would induce more local changes in y, so a small difference in z would affect y
significantly.
The major findings in the simulation study of Sections 3.1 and 3.2 are summarized as
follows:
• The effect g(u) of the manipulating factor u to the main factor z can be identifiable for the
additive model (3) for various testing scenarios.
• The accuracy of estimating z is mainly limited by how δ(ω) is estimable. The variance of δ
and the covariance range of δ could affect the accuracy. Low variance and long covariance
range parameters generally give better estimation accuracy for δ and so do for z.
• The error in estimating z is propagated to the error in estimating the main response variable
y. The propagation is mainly affected by the covariance structure of y, i.e., how y changes
under a small perturbation in z. When the covariance has a short range with respect to
z, the error in z is more amplified. In addition, the error is more amplified for a larger
variance parameter σ2y .
4. GP Surrogate for Nanotube Growth Experiment. We use our motivating exam-
ple of a research robot, Autonomous Research System (ARES), that performs closed-loop
carbon nanotube (CNT) growth experiments, to illustrate and validate the proposed method.
For the past two decades, CNTs have been at the forefront of nanotechnology (Rao et al.,
2018) but their use in large-scale applications has been hampered by our inability to produce
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bω = 0.3 bω = 1 bω = 3
σz/σe = 5 0.0526 (0.0049) 0.0526 (0.0052) 0.0533 (0.0041)
σz/σe = 10 0.0525 (0.0037) 0.0528 (0.0037) 0.0529 (0.0059)
σz/σe = 20 0.0520 (0.0028) 0.0533 (0.0044) 0.0522 (0.0042)
TABLE 3
Mean absolute errors of the estimated y against test data for varying bω and σz , while fixing bz = 1 and
σf/σe = 10. The results were averaged over 25 replications. The first number in each cell is the average, and
the second number in round brackets is the standard deviation.
bz = 0.3 bz = 1 bz = 3
σy/σe = 5 0.0372 (0.0016) 0.0294 (0.0025) 0.0215 (0.0020)
σy/σe = 10 0.0688 (0.0040) 0.0543 (0.0046) 0.0378 (0.0036)
σy/σe = 20 0.1339 (0.0116) 0.0990 (0.0101) 0.0710 (0.0076)
TABLE 4
Mean absolute errors of the estimated y against test data for varying bz and σy . The results were averaged over
25 replications. The first number in each cell is the average, and the second number in round brackets is the
standard deviation.
them with controlled structures and properties. In the growth experiment, single wall carbon
nanotubes are grown using a cold-wall chemical vapor decomposition reactor that is cou-
pled to a Raman spectrometer, which provides the feedback for the closed-loop process. The
detailed description of the experimental setup and the growth experiments can be found in
our previous works (Nikolaev et al., 2016; Rao et al., 2012; Nikolaev et al., 2014). Within a
single CNTs growth experiment, a growth condition is specified by seven factors, including a
reaction temperature, a pressure, the flow rates of three gases (Ar, C2H4, H2) and the concen-
tration of water vapor. For each experiment, the growth rate of the CNTs is experimentally
measured using in situ Raman spectroscopy. Among the seven factors, the reaction temper-
ature is controlled by applying laser heating, and the applied laser power is a manipulating
factor to the temperature. Therefore, the experimental design of this growth experiment is de-
fined by a design matrix of the manipulating factor and the other six main factors. Based on
a prescribed experimental design, 719 experiments were performed (Nikolaev et al., 2016).
The major goal of studying this dataset is to build a predictive model of predicting the growth
rate for a future experiment, and the predictive model will be used as a surrogate model to
optimize the growth experiment in the Bayesian optimization.
The major issue in achieving the goal is that the control precision to the reaction temper-
ature is not high, so the reaction temperature achieved for a given laser power varies with a
mean shift and a random variation. Figure 3-(a) shows the experimentally achieved temper-
atures for applied laser powers from the 719 experiments. From the first look of the scatter
plot, the applied laser powers and the resulting temperatures appear mutually independent.
However, if we split the experimental outcomes by the dates of the experiments and plot the
ratio of the temperature and the applied laser power over different dates of the experiments
as shown in Figure 3-(b), the correlation between the laser power and the temperature is re-
vealed more clearly. In the figure, the ratio values are concentrated around one center per
each date of the experiments, which implies that the laser power and temperature have some
correlation. However, the center value changes in the dates, so aggregating all of the data with
no consideration of the dates of the experiments would blur this correlation. Therefore, the
straightforward application of the Gaussian process model to relate the laser power and other
six factors to the growth rate would not provide a great predictive power of the growth rate as
shown in Table 5. On the other hand, a Gaussian process model that relates the temperature
and the six factors to the growth rate does not help in predicting a future experiment, because
the temperature for the future experiment is only observed after the experiment is done.
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FIG 3. Control precision of the reaction temperature in nanotube growth experiment; (a) shows the relation of
applied laser powers and the resulting temperatures, and (b) shows the variation of the relation for different
experiment dates.
To build a better predictive model, we applied our two-tiered GP modeling approach to
relate the applied laser power and other main factors to the nanotube growth rate. In our
model, the laser power becomes the manipulating factor u, the date of experiment is ω, and
the reaction temperature is the manipulated main factor z, while the remaining six main
factors are composing x. The first tier in our two-tiered GP model relates u to z through an
unknown function g under a source of variation ω, and the second tier relates z and x to the
growth rate y through another unknown function f .
4.1. Tier-1 GP model (3) for temperature vs. laser. The relation of the applied laser
power u to the resulting temperature z varies from day-to-day mainly due to variations in
laser alignment, which affects the focused spot area. Therefore, the experiment operation
dates define an additional process characteristic ω that affects z, so the relation of u and z
is dependent on ω as shown in Figure 3-(b), where the ratios of the observed temperature z
and the applied laser power u are plotted for different experimental dates ω. The ratios are
centered differently, and the variation of the ratios change from days to days. Certainly, the
u-to-z relation could be more complicated than the linear proportionality but this plot of the
ratios is just shown to illustrate the dependency of the relation on ω.
We applied our the modeling (3) to model the dependency of laser power on temperature.
Specifically, δ is modeled as a realization of a zero mean GP with k as an exponential co-
variance function. The relation of u to z should be monotonic, because a higher laser power
results in a higher temperature. The function g(u) is defined in the form of (4) with polyno-
mial basis functions piq ,
piq(u) = u
q−1.
The hyperparameters of the covariance function k and the parameters of ρ and g were learned
using the marginal likelihood maximization described in Section 2.3. The posterior predictive
distribution of the temperature at a test input u∗ and ω∗ was achieved using the result (9).
Considering the estimated mean shift in z due to ω, we first looked at how the laser power
u is related to the reaction temperature z. Figure 4-(b) shows the relation after the estimated
posterior mean of δ(ω) is subtracted from z, which is compared with the raw data in Figure
4-(a). After the mean subtraction, a much clearer relation is revealed. This also improved the
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prediction of z given u. We randomly split 719 experimental records into a training data set
and a test dataset. The training dataset contains 60% of the 719 experimental records, while
the test dataset contains the remaining 40%. The proposed GP model (3) was fitted using the
training data set, and the fitted model was used to predict z for the experimental settings in
the test data set. The mean squared prediction error was 3.703× 103, which is much lower
than 7.1300× 103, the prediction error of a standard GP model with u as an input and z as
an output.
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FIG 4. Temperature versus Laser Power. (a) Raw Temperature versus Laser Power, (b) Temperature minus esti-
mated bias ρ versus Laser Power. In (b), the center line is the mean prediction, while the two dotted lines represent
the predicted mean ± 1.5 times of the predicted variance.
4.2. Combined GP metamodeling for predicting the nanotube growth rates. The relation
f relating x and z to the growth rate y is assumed a realization of a zero-mean GP with
an exponential covariance function. The hyperparameters of the covariance function f were
learned using the marginal likelihood maximization described in Section 2.3. The model was
combined with the Tier-1 GP model described in the previous section to achieve the posterior
predictive distribution of f at a test setting of u∗ and z∗. For evaluating the prediction accu-
racy, we randomly split 719 experimental records into a training data set and a test dataset.
The training dataset contains 60% of the 719 experimental records, while the test dataset
contains the remaining 40%. The proposed GP model was fitted using the training data set,
and the fitted model was used to predict the growth rates for the experimental designs in the
test data set, denoted by {(xt, ut, yt) : t = 1, . . . , T}, where T is the size of the test set. Let
µt and σ2t denote the estimated posterior predictive mean and variance at the tth test condi-
tion. The predicted values were compared using the test data set in terms of two performance
measures. The first measure is the mean squared error (MSE)
(16) MSE =
1
T
T∑
t=1
(yt − µt)2,
16
Proposed Standard GP
MSE (×107) 3.16 (0.81) 4.94 (1.62)
NLPD 10.10 (0.0572) 10.57 (0.2218)
TABLE 5
MSE and NLPD Performance of the Proposed Approach and the Standard GP Approach. 25 replicated
experiments were performed for different random splits of training and test datasets, and the averages and
standard deviations of the results were reported in the table. The first number in each cell is the average, and the
number in round brackets is the standard deviation.
which measures the accuracy of the mean prediction µt at location xt. The second measure
is the negative log predictive density (NLPD)
(17) NLPD =
1
T
T∑
t=1
[
(yt − µt)2
2σ2t
+
1
2
log(2piσ2t )
]
.
The NLPD quantifies the degree of fitness of the estimated predictive distribution N (µt, σ2t )
for the test data. The NLPD is not only affected by the posterior mean prediction but also
affected by the posterior variance, so it can be used to evaluate how the model uncertainty
estimated is fit to the test data. These two criteria are used broadly in the GP regression lit-
erature. A smaller value of MSE or NLPD indicates better performance. As a benchmark, a
standard GP model was also fitted, and its MSE and NLPD were computed. Table 5 sum-
marizes the MSE and NLPD measures for the proposed approach and the standard GP ap-
proach, which are the numbers averaged over 25 replicated experiments of different random
splits of the training and test datasets. Figure 5 also compares the predicted outcomes versus
the actual experimental outcomes. The standard GP model yielded a significant number of
underestimations and overestimations of the growth rates, and the degrees of the wrong esti-
mates are significant. As a result, the MSE and NLPD values of the standard GP model were
much higher than those of the proposed method. The higher predictive power of the proposed
method could be used to predict the future experiment outcome at a specified experimental
setting, and it can be exploited to find the optimal experimental set-up that achieves the de-
sirable experiment outcome.
5. Conclusion and Practical Implication. We presented a new Gaussian process (GP)
surrogate modeling approach for predicting the outcome of a physical experiment for a given
input factor setting where some of the input factors are controlled by other manipulating fac-
tors. We specifically considered the case that the purpose of the GP surrogate is to predict and
optimize the future experimental outcomes. For such cases, the experimental design would
include the settings of the manipulating factors in its design matrix. Therefore, the corre-
sponding surrogate model for the experiment should better take the manipulating factors as
input variables and predicts the experimental outcome, because the main input factors cannot
be directly set. However, the GP surrogate with the manipulating factors is very tricky when
the manipulation precision of the input factors is limited, so the input factor values vary sig-
nificantly even under the same setting of the corresponding manipulating factors. Due to this
variation, the standard Gaussian process surrogate that directly relates the manipulating fac-
tors to the experimental outcome would not provide a great predictive power on the outcome.
To address this challenge, we proposed a two-tiered Gaussian process modeling, where the
bottom tier relates the manipulating factors to the corresponding main factors with potential
biases and variation, and the top tier relates the main factors to the experimental outcome.
The two-tier model explicitly models the propagation of the manipulation uncertainty to the
experimental outcome through the two GP modeling tiers.
The proposed approach was applied to our motivating example of carbon nanotube growth
experiment, providing a superior accuracy of predicting the carbon nanotube growth rates
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FIG 5. Predicted Outcomes Versus Actual Experimental Outcomes. The two dotted lines are added to distinguish
‘good’ estimates (points in between the two dotted lines) versus the under-estimated (points above the left dotted
line) versus the over-estimated (points below the right dotted line).
given a setting of a manipulating factor and other main input factors. This excellent predic-
tion power is practically useful to supplement expensive nanotube growth experiments with
a cheap statistical inference step, and the surrogate modeling can be also used as an objec-
tive function to optimize for optimizing the growth experimental conditions to achieve the
desirable growth rate and ultimately to improve the rate of convergence for ARES.
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