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MONOMIAL IDEALS ARISING FROM DISTRIBUTIVE LATTICES
XINXIAN ZHENG
ABSTRACT. The free resolution and the Alexander dual of squarefree monomial ideals
associated with certain subsets of distributive lattices are studied.
INTRODUCTION
Let L be a finite distributive lattice. By Birkhoff’s fundamental structure theorem,
there is a unique poset (partially ordered set) P such that L is isomorphic to the poset
J (P) consisting of all poset ideals (including the empty set) of P, ordered by inclusion.
In fact, P can be chosen as the set of all join-irreducible elements of L . Let K be a
field and S = K[{xp,yp}p∈P] the polynomial ring in 2|P| variables over K with degxp = 1
and degyp = 1 for all p ∈ P, and let S ⊂ L be any subset of L . The Hibi ideal HS
associated with S is the monomial ideal in S generated by the monomials up with p∈S ,
where up = xℓ(p)yP\ℓ(p) and where ℓ(p) is the principal poset ideal {q ∈ P : q ≤ p} in P.
In [8] it is shown that for any poset ideal I of L , the Hibi ideal HI has a linear
resolution. In this article, we consider more generally the ideal HS where S is a segment
of L (see Definition 2.1). For example, any poset ideal I , or any poset coideal J of
L , as well as their intersection are segments in L . In the third section we describe in
Theorem 3.8 when HI ∩HJ = HI∩J , and in Theorem 3.9 it is said when this ideal
has a linear resolution. In particular this answers a question which was raised in [8], see
Corollary 3.15 and 3.16. We also show in Theorem 3.10 that the ideal HI ∩HJ has
always a linear resolution, if I ∪J = L and I ∩J = /0.
Let G be a Cohen–Macaulay bipartite graph on the vertex set V ∪V ′ with V ∩V ′= /0 and
|V | = |V ′| = n, and S = K[x1, . . . ,xn,y1, . . . ,yn] the polynomial ring over a field K. In [6,
Theorem 2.4] the authors showed that the vertices V = {x1, . . . ,xn} and V ′ = {y1, . . . ,yn}
can be labeled such that there exists a partial order < on V with the property that {xi,y j}
is an edge of G if and only if xi ≤ x j. Moreover it is shown that for P = (V,<) the
distributive lattice J (P) satisfies H∗J (P) = I(G). Here, for any subset S of J (P) we
denote by H∗S the defining ideal of the Stanley–Reisner of the Alexander dual of Γ, where
Γ is the simplicial complex defined by the equation HS = IΓ.
Later, in [8] the authors considered more generally simplicial complexes ∆ on the vertex
set V ∪V ′ with V ∩V ′ = /0 and |V |= |V ′| such that
(1) there is no F ∈F (∆) with F ⊂V ,
(2) G = {F ∈F (∆) : F ∩V 6= /0, F ∩V ′ 6= /0} is a Cohen–Macaulay bipartite graph
with no isolated vertex,
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and studied when the facet ideal I(∆) of ∆ is Cohen-Macaulay. As a further generalization
we consider in the second section of this article simplicial complexes ∆ satisfying only
condition (2), and show (Theorem 2.4) that ∆ is unmixed and each minimal vertex cover
of ∆ has cardinality n if and only if there exists a segment S of some distributive lattice
L such that H∗S = I(∆).
I would like to thank Ju¨rgen Herzog for many helpful comments and discussions.
1. PREPARATIONS
In this section we recall some basic facts on lattices and simplicial complexes and fix
some notation. As a general reference for posets and lattices we refer the reader to [5] and
[9], and to [10], [2] and [11] concerning simplicial complexes, Stanley-Reisner and facet
ideals.
Let P be any finite poset (partially ordered set), and let α,β ∈ P with α ≤ β . The set
[α,β ] = {γ ∈ P : α ≤ γ ≤ β}
is called the interval between α and β in P.
Let P be a poset and α,β ∈ P. If α < β and for each element γ ∈ P with α ≤ γ ≤ β ,
we have either γ = α or γ = β , then we say β covers α , or α is a lower neighbor of β , or
β is an upper neighbor of α .
An element in a poset P may have more than one upper neighbor (resp. lower neighbor)
or have no upper neighbor (resp. lower neighbor). An element in a poset P which has
exactly one lower neighbor is called a join irreducible element of P. The set of all join
irreducible elements with the induced order is a poset, called the join irreducible subposet
of P. Conversely, an element in a poset P which has exactly one upper neighbor is called
a meet irreducible element of P.
A chain is a poset in which any two elements are comparable. A subset C of a poset
P is called a chain if C is a chain when regarded as a subposet of P. The length ℓ(C)
of a finite chain is defined by ℓ(C) = |C| − 1. The length (or rank) of a finite poset
P is ℓ(P) := max{ℓ(C) : C is a chain of P}. If every maximal chain of P has the same
length r, then we say P is graded of rank r. In this case there is a unique rank function
ρ : P→{0, . . . ,r} such that ρ(α)= 0 if α is a minimal element of P, and ρ(β )= ρ(α)+1
if β covers α in P. If ρ(α) = i, then we say α has rank i.
Later, we need the dual poset of P. This is the poset P˜ on the same set as P, but such
that α ≤ β in P˜ if and only if β ≤ α in P.
A lattice is a poset L for which each pair of elements α and β has a least upper bound
(called the join of α and β , denoted by α ∨β ) and a greatest lower bound (called the meet
of α and β , denoted by α ∧β ).
One sees immediately from the definition that in a lattice L , there is a unique element
µ satisfies that µ ≥ α for any α ∈ L . This element is called the maximum of L , and
denoted by ˆ1. Similarly, there is a unique element ν satisfies ν ≤ α for any α ∈L . This
element is called the minimum of L , and denoted by ˆ0.
A poset ideal (coideal) of a poset P is a subset I of P such that if α ∈ I and β < α
(β > α), then β ∈ I. The maximal (minimal) elements in I are called the generators of I.
The set of generators is denoted by G(I).
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Remark 1.1. Let I ⊂ P. Then the following conditions are equivalent:
(1) I is a poset ideal (coideal) in P;
(2) P\ I is a poset coideal (ideal) of P;
(3) I˜ is a poset coideal (ideal) of P˜.
Let P be an arbitrary finite poset and write J (P) for the poset which consists of all
poset ideals of P ordered by inclusion.
For example, if P is an antichain, i.e., any two elements of P are incomparable, then
J (P)∼= BP, where BP is the Boolean lattice consisting of all subsets of P. The rank of
BP is the cardinality of P.
Since the union I∪J and the intersection I∩J of poset ideals I and J of P are also poset
ideals of P, the poset J (P) is in fact a lattice.
We say that a poset P is isomorphic to a poset Q if there exists a bijection θ : P → Q
such that α ≤ β in P if and only if θ(α)≤ θ(β ) in Q.
The most important class of lattices from the combinatorial point of view is the dis-
tributive lattice. And one of the most influential results in the classical lattice theory is
Birkhoff’s fundamental structure theorem for the finite distributive lattice.
Theorem 1.2 (Birkhoff). Let L be a finite distributive lattice. Then there exists a unique
(up to isomorphism) poset P such that L is isomorphic to J (P).
One finds the proof, for example, in [9, Theorem 3.4.1]. In fact, P can be chosen as the
join irreducible subposet of L .
The outline of the proof is as follows: Let L be a finite lattice, and let P be the set of
join irreducible elements of L . As in [8] we associate to each element p ∈L the poset
ideal ℓ(p) = {q ∈ P : q ≤ p} of P. This establishes a map ℓ : L →J (P), which we call
the canonical embedding into the distributive lattice J (P). Note that ℓ is an isomorphism
if and only if L is distributive.
We call the cardinality of ℓ(p) the degree of p, and denote it by deg p.
The map ℓ has the following properties.
Lemma 1.3. Let L be a finite lattice, ℓ the canonical embedding and s, t ∈ L any two
elements. We have
(1) s = t if and only if ℓ(s) = ℓ(t);
(2) s ≤ t if and only if ℓ(s)⊆ ℓ(t);
(3) ℓ(s)∩ ℓ(t) = ℓ(s∧ t).
This lemma implies in particular that ℓ is an injective order preserving map. In general
however, ℓ is not an embedding of lattices.
As a consequence of Remark 1.1 we have the following
Lemma 1.4. L˜ ∼= J (P˜).
Proof. Let q ∈ L˜ . Since the underlying set of L˜ is the same as that of L , we may apply
ℓ : L →J (P) to q. Then L˜ →J (P˜), q 7→ P\ ℓ(q) is the desired isomorphism. 
We now introduce the squarefree monomial ideal HL associated with a finite lattice
L . Let K be a field and S = K[{xp,yp}p∈P] the polynomial ring in 2|P| variables over K.
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For each element q ∈L write
uq = ∏
p∈ℓ(q)
xp ∏
p∈P\ℓ(q)
yp,
and set HL = (uq)q∈L . We call HL the Hibi ideal of L . It is easy to see that the height
of HL is 2.
Recall that a finite lattice L is upper semimodular if L satisfies either of the following
two conditions.
(1) L is graded, and the rank function ρ of L satisfies ρ(α)+ρ(β )≥ ρ(α ∧β )+
ρ(α ∨β ) for all α,β ∈L .
(2) If α and β both cover α ∧β , then α ∨β covers both α and β .
Among the upper semimodular lattices the distributive lattices can be characterized al-
gebraically. For this we need following concept: let I be a monomial ideal in a polynomial
ring with the (unique) minimal set G(I) of monomial generators. The ideal I is called a
linear quotient ideal if the elements of G(I) can be ordered u1, . . . ,um such that the colon
ideals (u1, . . . ,ui−1) : ui are generated by variables. If I is squarefree, then I = (u1, . . . ,um)
is a linear quotient ideal (in this order) if and only if for each i and each j < i there exists
k < i such that uk/[uk,ui] is a variable which divides u j. Here [u,v] denotes the greatest
common divisor of u and v.
It is easy to see that a linear quotient ideal I has a linear resolution, if all generators of
I have the same degree. If I is an ideal with linear resolution, then all generators of I have
the same degree, say d. In this case we also say I has a d-linear resolution.
The following characterization of finite distributive lattices is an immediate conse-
quence of [8, Theorem 1.3].
Proposition 1.5. Let L be an arbitrary finite upper semimodular lattice. The following
conditions are equivalent:
(1) L is distributive;
(2) HL has linear quotients;
(3) HL has a linear resolution;
(4) HL has linear relations.
Now we recall some concepts related to simplicial complex and fix some notation.
Let ∆ be a simplicial complex on the vertex set [n] = {1, . . . ,n}, R = K[x1, . . . ,xn] the
polynomial ring in n variables over a field K. We denote F (∆) the set of facets (maximal
faces) of ∆. The simplicial complex
∆∨ = {[n]\F : F 6∈ ∆}
is called the Alexander dual of ∆. One has (∆∨)∨ = ∆.
A vertex cover of ∆ is a set G ⊂ [n] such that G∩F 6= /0 for all F ∈ F (∆). We say a
vertex cover G of ∆ is minimal, if each proper subset of G is not a vertex cover of ∆. We
denote by C (∆) the set of minimal vertex covers of ∆. If all the minimal vertex cover of
∆ have the same cardinality, then we say ∆ is unmixed. For F = {i1, . . . , ik} ⊂ [n], let PF
be the prime ideal generated by xi1, . . . ,xik , and set Fc = [n]\F . As usual we denote by I∆
the Stanley–Reisner ideal and K[∆] = R/I∆ the Stanley–Reisner ring of ∆. The following
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proposition is an elementary but important property of the Stanley–Reisner ideal. One
finds the proof for example in [2, Theorem 5.1.4].
Proposition 1.6. Let ∆ be a simplicial complex over the vertex set [n]. Then
I∆ =
⋂
F∈F (∆)
PFc.
The facet ideal is defined to be
I(∆) = (xF : F ∈F (∆)),
where xF = ∏i∈F xi.
Let Γ be the unique simplicial complex such that I∆ = I(Γ). Then
I∆ =
⋂
F∈C (Γ)
PF and I∆∨ = (xF : F ∈ C (Γ)).(1)
Set ∆c = 〈Fc : F ∈F (∆)〉. Then
I∆∨ = I(∆c).(2)
The easy proofs can be found for example in [7].
The proof of the following simple lemma can be found for example in [4, Proposition
1.8].
Lemma 1.7. Let ∆ be a simplicial complex on the vertex set [n] and I(∆) the facet ideal
of ∆. Then an ideal P = (xi1, . . . ,xis) is a minimal prime of I(∆) if and only if {i1, . . . , is}
is a minimal vertex cover of ∆.
Let ∆ be a simplicial complex and Γ the unique simplicial complex with IΓ = I(∆). By
using Proposition 1.6 and the previous lemma, we have:
Corollary 1.8. A subset F of [n] is a facet of Γ if and only if Fc is a minimal vertex cover
of ∆.
We say an ideal I in a ring R is Cohen–Macaulay if R/I is a Cohen–Macaulay R-
module. Let ∆ be a simplicial complex such that I(∆) is a Cohen–Macaulay ideal. Since
any Cohen–Macaulay simplicial complex is pure, using Corollary1.8, we have ∆ is un-
mixed.
Let I be a squarefree monomial ideal. Then I = I∆ for some simplicial complex ∆. For
the convenience we write I∗ for I∆∨.
Lemma 1.9. Let I and J be two squarefree monomial ideals. Then
(I∩ J)∗ = I∗+ J∗.
Proof. Let P be a monomial prime ideal in R. Then I∩J ⊆ P if and only if I ⊆ P or J ⊆ P.
The assertion follows from (1). 
The following theorem gives important algebraic properties of Alexander duality.
Theorem 1.10. Let K be a field, ∆ a simplicial complex, I∆ the Stanley–Reisner ideal and
K[∆] the Stanley–Reisner ring of ∆. Then
(1) (Eagon–Reiner [3]) K[∆] is Cohen–Macaulay⇐⇒ I∆∨ has a linear resolution.
(2) (Herzog–Hibi–Zheng [7]) ∆ is shellable⇐⇒ I∆∨ has linear quotients.
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2. A CLASS OF UNMIXED SIMPLICIAL COMPLEXES
A simplicial complex ∆ on the vertex set [n] is Cohen–Macaulay over a field K, if the
Stanley–Reisner ideal I∆ of ∆ is a Cohen–Macaulay ideal, while for a graph G, we say G
is Cohen–Macaulay, if the edge ideal I(G) of G is a Cohen–Macaulay ideal.
A graph G is bipartite if its vertex set V can be partitioned into disjoint subsets V1 and
V2 such that every edge {v1,v2} of G satisfies v1 ∈ V1 and v2 ∈ V2. Let G be a bipartite
graph with no isolated vertex on the vertex set V ∪V ′, where V ∩V ′ = /0 and |V |= |V ′|. In
[6, Theorem 2.4], the authors showed that a bipartite graph G is a Cohen–Macaulay if and
only if I(G) = H∗L for some distributive lattice L . Later in [8], the authors considered
simplicial complexes ∆ on the vertex set V ∪V ′ with V ∩V ′ = /0 and |V |= |V ′|, such that
(1) there is no F ∈F (∆) with F ⊂V , and
(2) G = {F ∈F (∆) : F ∩V 6= /0, F ∩V ′ 6= /0} is a Cohen–Macaulay bipartite graph
with no isolated vertex,
and showed when the facet ideal I(∆) of ∆ is Cohen–Macaulay, see [8, Theorem 4.3].
In this section we will consider a further generalization of Theorem 2.4 in [6]. For this
we need some preparation.
The poset ideals and poset coideals of lattices are special subsets of lattices. Now we
introduce a more general class of subsets of lattices:
Definition 2.1. Let L be a lattice. A subset S of L is called a segment of L , if for all
p,q ∈S with p ≤ q, we have [p,q]⊆S .
It is clear that any poset ideal and any poset coideal of a lattice L are segments of L .
Furthermore, we have
Lemma 2.2. Let L be a lattice, S a subset of L . Then the following statements are
equivalent:
(1) S is a segment of L ;
(2) S is the intersection of a poset ideal and a poset coideal of L .
Proof. (1) ⇒ (2): Let I = {r ∈L : there exists an element s ∈S such that r ≤ s} and
J = {r ∈ L : there exists an element s ∈ S such that r ≥ s}. Then I is a poset ideal
of L and J is a poset coideal of L . For any s ∈S , we have s ∈I ∩J . This implies
S ⊆ I ∩J . Now let r be an arbitrary element in I ∩J . Then there exist p,q ∈ S
such that p ≤ r ≤ q, i.e., r ∈ [p,q]. Since S is a segment, we have r ∈ S . Hence
I ∩J ⊆S .
(2) ⇒ (1): Assume S = I ∩J , where I is a poset ideal of L and J is a poset
coideal of L . Let r ∈ [p,q] with p,q ∈ S and p ≤ q. Since q ∈ I and r ≤ q, we have
r ∈I . Since p ∈J and r ≥ p, we have r ∈J . Hence r ∈I ∩J = S . This implies
that S is a segment of L . 
Remark 2.3. Let S be a segment of a lattice L . The poset ideal I and poset coideal J
with the property S =I ∩J are not uniquely determined. The poset ideal I and poset
coideal J in the proof (1)⇒ (2) of Lemma 2.2 are the minimal one with this property.
Let G be a Cohen–Macaulay bipartite graph on the vertex set V ∪V ′ with V ∩V ′ = /0
and |V | = |V ′| = n, and S = K[x1, . . . ,xn,y1, . . . ,yn] the polynomial ring over a field K.
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Recall from [6, Theorem 2.4] that the vertices V = {x1, . . . ,xn} and V ′ = {y1, . . . ,yn} can
be labeled such that there exists a partial order < on V with the property that {xi,y j}
is an edge of G if and only if xi ≤ x j. Moreover it is shown that for P = (V,<) the
distributive lattice J (P) satisfies H∗J (P) = I(G). We denote this lattice by L (G). As a
generalization of this result we have:
Theorem 2.4. Let ∆ be a simplicial complex on the vertex set V ∪V ′ with V ∩V ′ = /0 and
|V |= |V ′|. Suppose that G= {F ∈F (∆) : F∩V 6= /0, F∩V ′ 6= /0} is a Cohen–Macaulay
bipartite graph with no isolated vertex. Then the following conditions are equivalent:
(1) ∆ is unmixed, and all minimal vertex covers of ∆ have cardinality |V |;
(2) there exists a lattice segment S ⊆L (G) such that H∗S = I(∆).
Proof. (1) ⇒ (2): Let Γ be the (unique) simplicial complex defined by the equation IΓ =
I(∆). Since ∆ is unmixed, we have Γ is pure. Let V = {x1, . . . ,xn} and V ′ = {y1, . . . ,yn}
with the labeling as described before this theorem. Since ∆ is a complex with 2n vertices
and the minimal vertex cover of ∆ has cardinality n, it follows from Corollary 1.8, that
|F|= n for each F ∈F (Γ).
Let Γ0 be the simplicial complex on V ∪V ′ with IΓ0 = I(G). Then any minimal vertex
cover of ∆ is a minimal vertex cover of G. Indeed, a minimal vertex cover C of ∆ is also
a vertex cover of G, and it has cardinality n, by assumption. On the other hand, since G
contains all the edges {xi,yi}, each vertex cover of G has at least cardinality n. Hence C
is a minimal vertex cover of G.
It follows that each facet of Γ is a facet of Γ0. In other words, each minimal nonface of
Γ∨ is a minimal nonface of Γ∨0 . Therefore, G(IΓ∨) ⊂ G(IΓ∨0 ) = G(HL (G)). That is, there
exists a subset S 6= /0 of L (G), such that G(IΓ∨) = {us : s ∈ S }, and this implies that
I(∆) = H∗S .
Now, what we must prove is that for any p,q ∈ S with p ≤ q one has [p,q] ⊆ S .
Suppose, on the contrary, there exist two elements δ and ξ of L (G) with ξ < δ , and
γ ∈L (G) such that γ ∈ [ξ ,δ ] but γ /∈S .
Recall that the elements of L (G) are poset ideals of P = (V,<). To simplify the
notation, we will assume that ξ = {x1, . . . ,xl}, γ = {x1, . . . ,xr} and δ = {x1, . . . ,xk}
with l < r < k. Since ξ = {x1, . . . ,xl} ∈ S , we have x1 · · ·xlyl+1 · · ·yn ∈ G(HS ). Thus
{x1, . . . ,xl,yl+1, . . . ,yn} is a minimal vertex cover of ∆. It follows from Corollary 1.8 that
{y1, . . . ,yl,xl+1, . . . ,xn} ∈F (Γ). By the same reason we have {y1, . . . ,yk,xk+1, . . . ,xn} ∈
F (Γ), but {y1, . . . ,yr,xr+1, . . . ,xn} /∈ F (Γ). Hence there exists a monomial generator u
of IΓ = I(∆) such that u does not divide y1 · · ·ykxk+1 · · ·xn and y1 · · ·ylxl+1 · · ·xn, but di-
vides y1 · · ·yrxr+1 · · ·xn. Hence there exists an i with r < i≤ k, such that xi | u and a j with
l < j ≤ r such that y j | u. By our assumption, u = xiy j. By our labeling of the vertices
it follows that xi < x j in P. Since j ≤ r, we have that x j ∈ γ . Since γ is a poset ideal it
follows that also xi ∈ γ . This is impossible, since i > r.
(2) ⇒ (1): Since all generators of HS are of same degree and since H∗S = I(∆), it
follows that ∆ is unmixed. 
The following two simplicial complexes are unmixed and satisfy the assumption in
Theorem 2.4 with V∆ = {a,b,c,d}, V ′∆ = {u,v,w,x}, and V∆′ = {a,b,c}, V ′∆′ = {u,v,w}.
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◦◦
◦
◦
◦
◦
◦
◦
u
a
v
b
w
c
x
d
∆
◦
◦
◦
◦
◦
◦
u
a
v
b
w
c
∆′
The segments S and S ′ such that I(∆) = H∗S and I(∆′) = H∗S ′ are given in the next
figures. For the simplicity, sets in these figures are written as monomials. For example
abcd stands for {a,b,c,d}. The elements of the segments are indicated by the bullet
vertices.
◦
• •
◦
•
• •
•
•
•
/0
a b c
ab ac bc
abc bcd
abcd
S
◦
• •
• •
•
•
◦
/0
a b c
ab ac bc
abc
S ′
Note that the facet ideal I(∆) of δ is Cohen–Macaulay, while the facet ideal I(∆′) of ∆′
is not. This is because the ideal HS = {avwx,buwx,cuvx,abwx,acvx,bcux,abcx,bcdu}
has a linear resolution, while the ideal HS ′ = {avw,buw,cuv,abw,acv,bcu} has no linear
resolution. It is therefore of interest to know for which kind of segments S of a finite
distributive lattice L , the ideal HS has a linear resolution.
3. LATTICE SEGMENTS AND POSET IDEALS
We use the notation as in the previous sections. We have already seen that S =I ∩J
where I is a poset ideal and J a poset coideal in L . In case HS =HI ∩HJ , necessary
and sufficient conditions for HS to have a linear resolution will be given. We will also
discuss when HS = HI ∩HJ .
Let p ∈L , and set N(p) for the set of lower neighbors, and M(p) for the set of upper
neighbors of p.
Let P be the set of join-irreducible elements of L , and < a total order on L which
extends the partial order on P. For a subset T ⊂ P and q ∈ P we set
λ (q;T ) = |{r ∈ T : r < q}|.
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For each element q ∈ N(p), we have |ℓ(p) \ ℓ(q)|= 1. We denote the unique element in
ℓ(p)\ ℓ(q) by p\q. Let p ∈L , S ⊆ N(p) and T ⊆ M(p). We set p\S = {p\ s : s ∈ S},
and T \ p = {t \ p : t ∈ T}. Note that p\S and T \ p both are subset of P. Let p ∈L and
S ⊂ L . We also set p∨ S = {p∨ s : s ∈ S} and p∧ S = {p∧ s : s ∈ S}. The following
theorem is shown in [8]:
Theorem 3.1 (Herzog-Hibi-Zheng [8]). Let L be finite meet-semilattice.
(1) There exists a finite multigraded free S-resolution F of HL such that for each
i ≥ 0, the free module Fi has a basis with basis elements
b(p;S)
where p ∈ L and S ⊆ N(p) with |S| = i. The multidegree of b(p;S) is the least
common multiple of up and all monomials uq with q ∈ S.
(2) The following conditions are equivalent:
(a) the resolution constructed in (1) is minimal;
(b) for any p ∈L and for any proper subset S ⊂ N(p) the meet ∧{q : q ∈ S} is
strictly greater than the meet
∧
{q : q ∈ N(p)}.
(3) If F is minimal, then the differential ∂ in F is as follows: for each p ∈L and each
S ⊂ N(p), one has
∂ (b(p;S)) = ∑
q∈S
(−1)λ (p\q;p\S)(yp\qb(p;S \{q})− xp\qb(q;q∧ (S \{q})).
Corollary 3.2. Let L be a finite distributive lattice and I a poset ideal (coideal) of L .
Then the minimal free resolution of HI is linear.
Proof. Let I be a poset ideal of L . Then I is a meet-semilattice, and has property
(2)(b) of Theorem 3.1. Hence the free resolution of HI as described in Theorem 3.1(1) is
minimal. For any p∈I and any S⊆N(p), the total degree of b(p;S) equals rankL + |S|.
This shows that the resolution of HI is linear.
Now assume that I is a poset coideal. Then by Remark 1.1, I˜ is a poset ideal in L˜ .
Therefore H
I˜
has a linear resolution by the first part of the proof. By Lemma 1.4 (and its
proof) the canonical labeling ℓ˜ of L˜ is given by ℓ˜(p) = P\ ℓ(p) for all p ∈ L˜ . It follows
that H
I˜
is generated by the monomials u˜p = xℓ˜(p)yP\ℓ˜(p) = xP\ℓ(p)yℓ(p). Now we apply
the following involution
σ : K[{xp,yp}p∈P]→ K[{xp,yp}p∈P], xp 7→ yp and yp 7→ xp,(3)
and we obtain σ(H
I˜
) = HI . This shows that HI has a linear resolution, too. 
As we have already seen that for a poset ideal I and a poset coideal J of a finite
distributive lattice L , the ideal HI and HJ both have linear resolutions, one might
except that if we write S = I ∩J for some poset ideal I and some poset coideal J
of L and if HS = HI ∩HJ , then the ideal HS has a linear resolution. However there
are two questions arising: (1) when HI∩J = HI ∩HJ and (2) whether HI ∩HJ has
a linear resolution. In general, the intersection of two ideals with linear resolutions need
not to have a linear resolution, even for the special ideals HI and HJ . For example,
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consider the Boolean lattice B3 of rank 3, and let I = B3 \ {ˆ1} and J = B3 \ {ˆ0}.
Then HI∩J = HI ∩HJ , but it has no linear resolution.
To see when HI∩J = HI ∩HJ and when HI ∩HJ has a linear resolution, we need
some preparation.
Let I be a poset ideal of a finite distributive lattice L and let F be the minimal free
resolution of HL and P the minimal free resolution of HI . Then by Theorem 3.1 one
sees that P is a subcomplex of F. More precisely we have
Lemma 3.3. For each i ≥ 0 there exists an injective map Tori(K,HI )→ Tori(K,HL )
which maps the basis elements b(p;S) of Tori(K,HI ) to the corresponding basis elements
of Tori(K,HL ).
For convenience, in this lemma and the remaining of this section the basis elements in a
free resolution and corresponding basis in the Tor-groups are denoted by the same symbol.
Let J be a poset coideal of L . Then J˜ is a poset ideal of L˜ . Let F˜ be the min-
imal multigraded free resolution of H
L˜
and T˜ the minimal multigraded free resolution
of H
J˜
, as described in Theorem 3.1. Then T˜ is a subcomplex of F˜, and the injective
map Tori(K,HJ˜ )→ Tori(K,HL˜ ) is as described in Lemma 3.3. Since σ(HL˜ ) = HL ,
we have σ(F˜) is a minimal multigraded free resolution of HL . Since F is also a minimal
multigraded free resolution of HL , it is natural to ask what is the isomorphic chain map
from F˜ to F.
To answer this question we need the following two lemmata:
Lemma 3.4. Let L˜ be the dual of the distributive lattice L and F˜ the minimal multi-
graded free resolution of H
L˜
as in Theorem 3.1. Then
(1) for each i ≥ 0, the free module F˜i has a basis with basis elements b˜(r;T ) with
r ∈L , T ⊆M(r) in L and |T |= i. The multidegree of b˜(r;T ) is the least common
multiple of u˜r and all monomials u˜s with s ∈ T ;
(2) the differential ∂˜ in F˜ is as follows: for each r ∈L and each T ⊆M(r), one has
∂˜ (b˜(r;T )) = ∑
s∈T
(−1)λ (s\r;T\r)(ys\rb˜(r;T \{s})− xs\rb˜(s;s∨ (T \{s}))).
Proof. We may assume that F˜ is a minimal free resolution of H
L˜
as described in Theorem
3.1. Therefore F˜ has a basis b˜(r;T ) where r ∈ L˜ and T is a subset of lower neighbors of
r in L˜ . Moreover, we have
∂˜ (b˜(r;T )) = ∑
s∈T
(−1)λ (r˜\s;r˜\T )(y
ℓ˜(r)\ℓ˜(s)
b˜(r;T \{s})− x
ℓ˜(r)\ℓ˜(s)
b˜(s;s∧ (T \{s})),
where r˜ \ s denote the unique element in ℓ˜(r)\ ℓ˜(s) and r˜ \T the set {ℓ˜(r)\ ℓ˜(s) : s ∈ T}.
Notice that for any element r ∈ L˜ (hence r ∈L , too), a lower (upper) neighbor of r in
L˜ is just a upper (lower) neighbor of r in L , and for any two element p and q in L˜ , the
meet (join) of p and q in L˜ is just the join (meet) of them in L .
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Let r ∈ L˜ and s a lower neighbor of r in L˜ . We have
ℓ˜(r)\ ℓ˜(s) = (P\ ℓ(r))\ (P\ ℓ(s)) = s\ r
and
λ (r˜ \ s; r˜ \T )= λ (ℓ˜(r)\ ℓ˜(s);{ℓ˜(r)\ ℓ˜(s) : s∈ T})= λ (s\r;{s\r : s∈ T})= λ (s\r;T \r).
Thus we obtain the desired formula. 
Let S be any subset of L . We set ∨S = ∨{s : s ∈ S} and ∧S = ∧{s : s ∈ S}.
Lemma 3.5. Let L be a finite distributive lattice, p ∈L and S ⊆ N(p) with |S|= i. Let
r = ∧{q : q ∈ S}, and T the set of all upper neighbors of r in the interval [r, p]. Then
(1) |T |= i and ∨T = p;
(2) lcm(up,{uq}q∈S) = lcm(ur,{us}s∈T );
(3) for any r′ 6= r and T ′ ⊆M(r′), one has lcm(ur′,{us′}s′∈T ′) 6= lcm(up,{uq}q∈S).
Proof. (1) Since L is a distributive lattice, the interval [r, p] is a Boolean lattice. Hence
|T |= |S|= i and ∨T = p.
(2) The monomial associated to p is up = xℓ(p)yP\ℓ(p), where P is the set of join irre-
ducible elements of L . Let q ∈ N(p). Then uq = xℓ(p)\(p\q)y(P\ℓ(p))∪(p\q). Hence
lcm(up,{uq}q∈S) = xℓ(p)y(P\ℓ(p))∪(⋃q∈S(p\q)).
On the other hand, ℓ(r) = ℓ(p) \ (
⋃
q∈S(p \ q)), ur = xℓ(p)\(⋃q∈S(p\q))yP\(ℓ(p)\⋃q∈S(p\q)).
Since ℓ(p) = ℓ(r)∪ (
⋃
s∈T ℓ(s)), we have
lcm(ur,{us}s∈T ) = xℓ(p)yP\(ℓ(p)\(⋃q∈S(p\q))).
Since ℓ(p)⊆ P and
⋃
p∈S(p\q)⊆ P, we have
(P\ ℓ(p))∪ (
⋃
q∈S
(p\q)) = P\ (ℓ(p)\
⋃
q∈S
(p\q)).
Hence (2) follows.
(3) As in the proof of (2) we see that the y-part of lcm(ur′,{us′}s′∈T ′) equals the y-part
of ur′ . Since for any r′ 6= r, we have ℓ(r′) 6= ℓ(r). The assertion follows from (2). 
We fix some notation. For each element r ∈L and T ⊆ M(r), we write rT for the join
of all elements in T , and Tr the set of all lower neighbors of rT in the interval [r,rT ].
The polynomial ring S viewed as a S-module via the involution σ : S → S is denoted
by σ S. Let F˜ be the minimal free resolution of the ideal H
L˜
with basis elements b˜(r;T )
as described in Lemma 3.4. Then F˜
⊗
S
σ S with basis elements b˜(r;T )
⊗
S 1 is a minimal
free resolution of σ(H
L˜
) = HL . We denote the complex F˜
⊗
S
σ S by σ(F˜) and the basis
elements b˜(r;T )⊗S 1 by σ(b˜(r;T )).
Proposition 3.6. Let L be a finite distributive lattice, and let F and F˜ be the minimal
multigraded free resolutions of HL and HL˜ , respectively. Then the map pi : σ(F˜)→ F
with pi(σ(b˜(r;T ))) = (−1)|T |b(rT ;Tr) is an isomorphism of complexes.
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Proof. Let s ∈ T and q = ∨{s′ ∈ T : s′ 6= s}. Let |T |= i. By Lemma 3.4, we have
pii−1(∂˜i(σ(b˜(r;T ))))(4)
= pii−1(∑
s∈T
(−1)λ (s\r;T\r)(ys\rb˜(r;T \{s})− xs\rb˜(s;s∨ (T \{s}))))
= ∑
s∈T
(−1)λ (s\r;T\r)+(i−1)+1(ys\rb(ss∨(T\{s});(s∨ (T \{s}))s)− xs\rb(rT\{s};(T \{s})r))
= ∑
s∈T
(−1)λ (s\r;T\r)+i(ys\rb(ss∨(T\{s});(s∨ (T \{s}))s)− xs\rb(rT\{s};(T \{s})r)).
On the other hand since L is a distributive lattice, the interval [r,rT ] is a Boolean lattice.
Hence q ∈ Tr, rT \q = s\ r and rT \Tr = T \ r. Furthermore, we have
(s∨ (T \{s}))s = Tr \q
and
rT\{s} = q, (T \{s})r = q∧ (Tr \{q}).
These facts together with Theorem 3.1 yields
∂i(pii(σ(b˜(r;T )))) = ∂i((−1)ib(rT ;Tr))(5)
= ∑
q∈Tr
(−1)λ (r
T\q;Tr\rT )+i(yrT\qb(rT ;Tr \q)− xrT\qb(q;q∧ (Tr \{q}))
= ∑
s∈T
(−1)λ (s\r;T\r)+i(ys\rb(ss∨(T\{s});(s∨ (T \{s}))s)− xs\rb(rT\{s};(T \{s})r)).
¿From (4) and (5) one sees that pi is an isomorphism of complexes. 
Let T˜ and F˜ be the minimal free resolutions of H
J˜
and H
L˜
as described in Theo-
rem 3.1, and let ι : T˜→ F˜ be the injective complex homomorphism which maps the basis
elements b˜(r;T ) of T to the corresponding basis elements of F. Then we have the follow-
ing sequence of complex homomorphisms:
T˜
ι
−−−→ F˜
σ
−−−→ σ(F˜)
pi
−−−→ F.
Let ψ be the map from Tor(K,H
J˜
) to Tor(K,HL ) induced by pi ◦σ ◦ ι .
As a consequence of the previous proposition, we now have:
Corollary 3.7. For each i ≥ 0 the map ψi : Tori(K,HJ˜ )→ Tori(K,HL ) is injective and
maps the basis elements b˜(r;T ) of Tori(K,HJ˜ ) to the basis elements (−1)|T |b(rT ;Tr) of
Tori(K,HL ).
Now we are ready to present one of the main results of this section:
Theorem 3.8. Let L be a finite distributive lattice, I a poset ideal and J a poset
coideal of L such that I ∪J = L . Then HI∩J = HI ∩HJ if and only if for each
pair p,q ∈L with q ∈ N(p), either p ∈I or q ∈J .
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Proof. We may assume that |L |> 1, because otherwise the assertions are trivial.
Notice that HI∩J ⊆ HI ∩HJ holds always, and HI ∩HJ ⊆ HI∩J if and only if
all generators of HI ∩HJ have degree r, where r is the rank of L .
Consider the long exact Tor-sequence
−→ Tor1(K,HI )⊕Tor1(K,HJ )
β1
−−−→ Tor1(K,HI +HJ )
α1−−−→ Tor0(K,HI ∩HJ )
−→ Tor0(K,HI )⊕Tor0(K,HJ ) −−−→ Tor0(K,HI +HJ ) −−−→ 0
arising from the short exact sequence
0 −→ HI ∩HJ −→ HI ⊕HJ −→ HI +HJ −→ 0.
Since L = I ∪J , it follows that HL = HI +HJ , and since HL has an r-linear
resolution we have Tori(K,HL )i+ j = 0 if j 6= r, and Tor1(K,HL )1+r 6= 0. Thus we see
that all generators of HI ∩HJ have degree r if and only if α1 is a zero map, i.e, β1 is a
surjective map.
By Lemma 3.3 we have that the K-vector space β1(Tor1(K,HI )) is spanned by the
elements b(p;{q}) with p ∈ I and q ∈ N(p), and by Corollary 3.7 we have that the
vector space β1(Tor1(K,HJ )) is spanned by the elements b(q{p};{p}q) = b(p;{q}) with
q ∈J and p ∈ M(q). It follows that the image of β1 is spanned by the subset
B′ = {b(p;{q}) : p ∈I and q ∈ N(p), or q ∈J and q ∈ N(p)}
of the basis
B = {b(p;{q}) : p ∈L and q ∈ N(p)}
of Tor1(K,HL ). Therefore, β1 is surjective if and only if B′ = B. This implies the asser-
tion. 
It is clear that if I ∩J 6= /0 and HI∩J 6= HI ∩HJ , then not all generators of
HI ∩HJ have the same degree. Therefore in this case, the ideal HI ∩HJ has no linear
resolution. However in case I ∩J 6= /0 and HI∩J = HI ∩HJ we have
Theorem 3.9. Let L be a finite distributive lattice, I a poset ideal and J a poset
coideal of L such that I ∪J = L . If HI∩J = HI ∩HJ , then the following state-
ments are equivalent:
(1) HI ∩HJ has a linear resolution;
(2) for each element p ∈L , either p ∈I or ∧N(p) ∈J ;
(3) for each element r ∈L , either r ∈J or ∨M(r) ∈I .
Proof. We may assume that |L |> 1.
(2) ⇒ (3): Assume there exists some element r ∈L such that r 6∈J and p = ∨M(r)
does not belong to I . Since L is a distributive lattice, the interval [r, p] is a Boolean lat-
tice. Hence ∧N(p) = r. Therefore we have p 6∈I and r = ∧N(p) 6∈J , a contradiction.
By the same argument, one sees that (3) implies (2).
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Now, we prove that the conditions (1) and (2) are equivalent. Consider the long exact
Tor-sequence
· · · → Tori+1(K,HI )⊕Tori+1(K,HJ )
βi+1
−−−→ Tori+1(K,HL )
αi+1
−−−→ Tori(K,HI ∩HJ )
−→ Tori(K,HI )⊕Tori(K,HJ ) −−−→ Tori(K,HL ) −−−→ ·· ·
arising from the short exact sequence
0 −→HI ∩HJ −→ HI ⊕HJ −→HL −→ 0.
Here we used that I ∪J = L , so that HI +HJ = HL . Let r = rankL . Since the
ideal HI ∩HJ = HI∩J is generated in degree r, it has a linear resolution if and only if
Tori+1(K,HL ) j
αi+1, j
−−−→ Tori(K,HI ∩HJ ) j
is the zero map for all j 6= i + r and all i ≥ 0, since the ideals HI and HJ have r-
linear resolutions. Since the ideal HL has an r-linear resolution, the map αi+1, j = 0 for
j 6= i+1+ r. Hence HI ∩HJ has a linear resolution if and only if αi+1,i+1+r = 0 for all
i ≥ 0, and this is the case if and only if βi+1,i+1+r is surjective for all i ≥ 0.
We argue as in the proof of Theorem 3.8. The set
Bi+1 = {b(p;S) : p ∈L and S ⊂ N(p), |S|= i+1}
is a K-basis of Tori+1(K,HL )i+1+r. Using Lemma 3.3 and Corollary 3.7 we see that the
set
B′i+1 = {b(p;S) : p ∈I and S ⊂ N(p), |S|= i+1}
∪ {b(rT ;Tr) : r ∈J and T ⊂M(r), |T |= i+1}
spans the image of βi+1,i+1+r. Thus βi+1,i+1+r is surjective if and only if B′i+1 = Bi+1 for
all i > 0. Note that B′i+1 ⊂ Bi+1. Suppose condition (2) holds, and let b(p;S) ∈ Bi+1. If
p ∈I , then b(p;S)∈ B′i+1. If p 6∈I , then p ∈J . Let r = ∧S. It follows from condition
(2) that r ∈J . Let T be the set of upper neighbors of r in the interval [r, p]. Then p = rT
and S = Tr, and hence b(p;S) = b(rT ;Tr) belongs to B′i+1.
Conversely assume that B′i+1 = Bi+1. In particular, for all p ∈L we have b(p;N(p))∈
B′|N(p)|. So either p ∈ I or there is some r ∈ J and T ⊂ M(r) such that p = r
T and
Tr = N(p). Since ∧Tr = r, it follows that ∧N(p) = r which is in J . 
Up to now, we always assume that I ∪J = L and I ∩J 6= /0. Now we consider
the case I ∪J = L and I ∩J = /0. In this case, HI∩J 6= HI ∩HJ . However, we
have:
Theorem 3.10. Let L be a finite distributive lattice, I a poset ideal and J a poset
coideal of L . If I ∪J = L and I ∩J = /0, then the ideal HI ∩HJ has a linear
resolution.
This theorem follows immediately from the following two lemmata.
Lemma 3.11. Under the assumption of Proposition 3.10, the ideal HI ∩HJ is gener-
ated by the monomials lcm(up,uq) with p ∈ J , q ∈I and q ∈ N(p). In particular, all
generators of HI ∩HJ are of degree rankL +1.
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Proof. Since I ∩J = /0, all generators of HI ∩HJ have degree greater than the rank
of L . Let H = 〈lcm(up,uq) : p ∈ J ,q ∈ I and q ∈ N(p)〉. It is clear that H ⊆ HI ∩
HJ . Since HI and HJ both are monomial ideals, the intersection HI ∩HJ is again
a monomial ideal. Let m be any monomial in HI ∩HJ . Then there exist r ∈ I and
s ∈ J , such that ur|m and us|m. Let C be any chain between r∧ s and r∨ s. Since I
is a poset ideal and J is a poset coideal, and r ∈ I , s ∈ J , we have r∧ s ∈ I and
r∨ s ∈J . Hence there exist p,q ∈C such that q ∈I , p ∈J and q is a lower neighbor
of p. We claim lcm(up,uq)|m. To see this, we write m = ∏ni=1 xaiybi as mxmy where
mx = ∏ni=1 xai and my = ∏ni=1 ybi , and as before we write ut = xℓ(t)yP\ℓ(t), where P is the
set of join irreducible elements of L . Since ℓ(p) ⊆ ℓ(r∨ s), we have xℓ(p)|xℓ(r∨s). Since
ur|m and us|m, we have xℓ(r∨s)|m and hence xℓ(p)|mx. By the same argument we see that
yP\ℓ(q)|my. Hence lcm(up,uq) = xℓ(p)yP\ℓ(q) divides m. 
Lemma 3.12. Let R be a polynomial ring over a field K, I and J ideals in R. Suppose I,
J and I + J have d-linear resolutions. If all elements of G(I∩ J) have degree d +1, then
the ideal I∩ J has a (d +1)-linear resolution.
Proof. Consider the long exact Tor-sequence
· · · → Tori+1(K, I)⊕Tori+1(K,J)
βi+1
−−−→ Tori+1(K, I+ J)
αi+1
−−−→ Tori(K, I∩ J)
−→ Tori(K, I)⊕Tori(K,J) −−−→ Tori(K, I+ J) −−−→ ·· · .
Since I, J and I+J have d-linear resolutions. It follows that Tori(K, I) j = Tori(K,J) j = 0
for any j 6= i+d and Tori+1(K, I+J) j = 0 for any j 6= i+1+d. Hence Tori(K, I∩J) j = 0
for j < i+d or j > i+1+d. Since I∩J is generated in degree d+1, we have Tori(K, I∩
J) j = 0 for j = i+d. Therefore Tori(K, I∩ J) j = 0 for any j 6= i+1+d. Hence I∩ J has
a (d +1)-linear resolution. 
In the remaining of this section we discuss some special classes of segments of a finite
distributive lattice L to which our results apply and where some additional information
can be obtained . As we have already seen, for any segment S there exist a poset ideal
I and a poset coideal J such that S = I ∩J . Now Let L be a finite distributive
lattice of rank r. We consider a special class of segments S of L which consisting of all
elements p in L such that i ≤ rank p ≤ j for some i and j with 0 ≤ i ≤ j ≤ r. We denote
it by Li, j.
Lemma 3.13. Let L be a finite distributive lattice of rank r, and let Li, j be a segment
of L . Then there exists a poset ideal I and a poset coideal J of L such that HLi, j =
HI∩J = HI ∩HJ .
Proof. Let I = {p ∈ L : rank p ≤ j}, and J = {p ∈ L : rank p ≥ i}. Then I is a
poset ideal, J is a poset coideal of L , and Li, j = I ∩J . It remains to show that
HI∩J = HI ∩HJ . Let p,q ∈ L and q ∈ N(p). If p /∈ I , then rank p > j. Hence
rankq = rank p− 1 ≥ j ≥ i, i.e., q ∈ J . The assertion follows from Proposition 3.8.

With the assumptions and notation of the previous lemma, the ideal HLi, j has a linear
resolution if and only if HI ∩HJ has a linear resolution.
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Corollary 3.14. Let L 6= {ˆ0, ˆ1} be a finite distributive lattice and S =L \{ˆ0, ˆ1}. Then
(1) HS has a linear resolution if and only if L is not a Boolean lattice;
(2) in case L is the Boolean lattice Br, the ideal HS has the following minimal free
resolution:
T : 0 −→ Tr−1 −→ ·· ·T1 −→ T0 −→HS −→ 0.
with Ti = S(
r
i)(2
r−i−2)(−r− i) for i = 0, . . . ,r−2 and Tr−1 = S(−2r).
Proof. (1) Let I = {p ∈ L : rank p ≤ rankL − 1}, and J = {p ∈ L : rank p ≥ 1}.
Then by Lemma 3.13, I and J are the poset ideal and poset coideal of L such that
HS = HI ∩HJ . The distributive lattice L is a Boolean lattice if and only if the meet
of all lower neighbors of ˆ1 is ˆ0. Since ˆ1 is the only element which is not in I , and ˆ0 is
the only element which is not in J , by using the Theorem 3.9, we have HS has a linear
resolution if and only if L is not a Boolean lattice.
(2) Choose I and J as in the proof of (1). Hence HS = HI∩J = HI ∩HJ . We
consider long exact Tor-sequence as in the proof of Theorem 3.9. Notice that (ˆ1,N(ˆ1))
is the only pair with the form (p,S) with p ∈ Br and S ⊂ N(p) such that p 6∈ I and
∧S 6∈J . It follows that the map βi is surjective for i < r. Hence for all i < r−1 we have
the exact sequence
0 −→ Tori(K,HS )−→ Tori(K,HI )⊕Tori(K,HJ )−→ Tori(K,HBr)−→ 0,(6)
and so
bi(HS ) = bi(HI )+bi(HJ )−bi(HBr) for i < r−1,
where bi(I) is the i-th Betti number of the ideal I. By using Theorem 3.1, Corollary
3.7 and the combinatorial fact that each Boolean lattice Br contains
(
r
i
)
2r−i Boolean
sublattices Bi, we have bi(HI ) = bi(HJ ) =
(
r
i
)
2r−i−
(
r
i
)
and bi(HL ) =
(
r
i
)
2r−i. Hence
bi(HS ) = 2(
(
r
i
)
2r−i−
(
r
i
)
)−
(
r
i
)
2r−i =
(
r
i
)
(2r−i−2),
for any i < r−1. It also follows from (6) that the resolution of HS is linear up to homo-
logical degree r−2.
Now let i = r−1. Since Torr(K,HI ) = Torr(K,HJ ) = 0, we get the exact sequence
0 → Torr(K,HBr)→ Torr−1(K,HS ) → Torr−1(K,HI )⊕Torr−1(K,HJ )
−→ Torr−1(K,HBr)→ 0.
Since dimK Torr−1(K,HI )⊕Torr−1(K,HJ ) = dimK Torr−1(K,HJ ) = 2r, it follows that
Torr−1(K,HI )⊕Torr−1(K,HJ )→ Torr−1(K,HBr) is an isomorphism. Hence
Torr−1(K,HS )∼= Torr(K,HBr)∼= K(−2r),
as desired. 
Using Lemma 3.13 and Theorem3.9, we have the following two facts:
Corollary 3.15. Let L be a finite distributive lattice, and i an integer. If |Li,i| > 1, then
the ideal HLi,i has no linear resolution.
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Proof. Let I = {p ∈L : rank p ≤ i} and J = {p ∈L : rank p ≥ i}. Then by Lemma
3.13 we have HLi,i = HI∩J = HI ∩HJ . Since L is distributive, there exist elements u
and v in Li,i such that rank(u∨v) = i+1. Hence rank(∧N(u∨v))< ranku = i. Therefore
we have u∨ v 6∈I and ∧N(u∨ v) 6∈J . By Theorem 3.9, HLi,i has no linear resolution.

Corollary 3.16. If L is a finite planar distributive lattice of rank r, then the ideal HLi, j
has a linear resolution, if i < j.
Proof. Let I = {p ∈ L : rank p ≤ j} and J = {p ∈ L : rank p ≥ i}. Then HLi, j =
HI∩J = HI ∩HJ . Since L is a planar distributive lattice, each element p in L has at
most two lower neighbors. Hence rank∧N(p) ≥ p−2. Thus if p 6∈I , then rank p > j.
Therefore since i < j, we have rankq ≥ rank p− 2 ≥ i, i.e., q ∈ J . By Theorem 3.9,
HLi, j has a linear resolution. 
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