Explicit solution of a class of higher-order abstract Cauchy problems  by Hersh, Reuben
JOUFINALOFDIFFERENTIAL EQUATIONS 8, 570-579 (1970) 
Explicit Solution of a Class 
of Higher-Order Abstract Cauchy Problems* 
REUBEN HERSH 
Department of Mathematics and Statistics, The University of New Mexico, 
Albuquerque, New Mexico 87106 
Received September 15, 1969 
Suppose A is a linear operator whose domain D is a dense subset of a Banach 
space B, and 
with real or complex coefficients cij . We consider the abstract Catchy problem 
for P: 
P(&,A).=O, 
d le 
(3 I dt 
u = uk E D”(A) = fi (domain of A”), l<k<‘m-1, 
t=o a=1 
where the desired solution u(t) is a strongly m-times differentiable B-valued 
function whose range is in the domain of AZ. We say the abstract Cauchy 
problem for P is “solvable” for t > 0 (or for -CO < t < co) if u(t) exists for 
any A in a given class of operators and any uj E D”(A). 
Our key assumption is that A generates a group TA(t), -co < t < co. 
In [l] Hille considered the cases 
He found that if n 3 3 the problem is solvable only for bounded A. If 12 = 2, 
it is solvable if and only if A generates a group, and then, if u1 is in the range of 
A, the solution is just 
HT&)(Uo + A-W + Td-Wo - A-W. 
* This research was supported in part by NSF Grant GP-5967. 
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If A = d/dx so that TA(t) U(X) = u(x + t), we recognize the familiar 
d’dlembert solution of the one-dimensional wave equation. 
Thus the condition that A generate a group is the weakest one that will 
permit us to include the vibrating string problem in our theory. 
We will denote as the concrete Cauchy problem for P that special case of the 
abstract problem where B = La( - co, co) and B = d/dx. We will show that 
if A generates a group, then the theory of the abstract Cauchy problem can be 
reduced to that of the concrete Cauchy problem. 
We give an explicit solution of the abstract problem in terms of the 
fundamental solution of the concrete problem. We also treat extensions where 
P is a function of several commutative operators As , where the coefficients 
cii are matrices, and where they depend on t. We find that such notions as 
correctness, parabolicity and hyperbolicity (for single equations or for systems) 
retain much of their meaning in this abstract context. 
Along with our existence and representation theorems, we can give unique- 
ness theorems if A* also generates a group (which is automatically true if B 
is reflexive). The dependence of the solution on the coefficients (regular and 
singular perturbation theory) will be analyzed in a forthcoming paper /13]. 
The special case that B is a Hilbert space and iA is self-adjoint has been 
considered by several authors [2-4], using the spectral representation of A. 
Even in this case, our method is simpler and our theorems are new. 
NOTATION 
We use the notation &(t, X) for a (generalized function) solution of 
P -&&j=o ( for t > 0, --co < x < cc, 
k 
k8 I i% = Sjk S(x) (Kronecker’s delta ‘times Dirac’s delta) f=O 
for O<k<nz-1. 
For definition of such terms as “correct,” “parabolic,” “hyperbolic” as 
applied to P(d/dt, -d/dx), and for properties of &, see Gel’fand and Shilov [SJ. 
We use TA(t) to represent a strongly continuous one-parameter group of 
linear operators on B generated by A. (See Hille-Phillips [6J for definitions.) 
If V(S) is a smooth B-valued function of s, and&t, s) is for each t a generali- 
zed function in s, the integral 
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is to be interpreted by integration by parts, 
Irn gv ds = f=’ (-I)Iyfv(o”) ds, 
--m --m 
where g(t, s) = diyf (t, s)/ds”, where JTmf o(“) ds converges strongly, where 
>pm /I g v@)(s) I/ = 0 for k = 0, l,..., 01, 
and wheref(t, s) is an integrable function which is, for each t, 01 times differ- 
entiable with respect to s in a neighborhood of s = &co. 
We assume once and for all that A generates a strongly continuous group 
T*(t), ----co < t < co. Now we present our main formula: 
u(t) = Irn x$(t, s) TA(s) ui ds. (1) 
--co 
Notice that since ui E D”(A), Tk(s) uj is C” as a function of s, and satisfies 
( 1 -$ Ic (TA(s) uj) = A”T,(s) uj . 
Use of D” is of course merely a convenience; in any particular example some 
finite index k would suffice. On the other hand, D” is dense in B, so we can 
use the approximation in D” to obtain “generalized solutions” for uj E B. 
-We do not require the coefficient of (d/dt)na to equal 1, since our formula (1) 
can be valid without this assumption. A somewhat trivial example is Au, = 0, 
u(O) = u,, , which corresponds to it0 = 0, &O, X) = 6(x). Then 2 = S(x) is 
independent of t, and 
u = 
s 
TA(s) u0 S(s) ds = z+, .
In the case of matrix coefficients (see below), the leading coefficient is not 
the identity if we have a system of equations which are of unequal order in 
d/dt. Such a system would arise, for example, in the study of a vibrating 
medium interacting with a diffusing medium. 
EXISTENCE AND REPRESENTATION OF SOLUTION 
THEOREM 1. If P(d/dt, d/dx) is hyperbolic, then the abstract Cauchy 
problem for P(d/dt, A) is solvable for all t in -to < t < co, and the solution is 
given by (1). 
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Proof. If P(djdt, d/&v) ishyperbolic, &t, S) is defined for all t in (-co, co) 
and has compact support in s for each fixed t. 
By differentiating under the integral sign and sending t to 0, we find that (1) 
formahy satisfies the initial conditions of our abstract Cauchy problem. This 
formalism is made rigorous by interpreting (1) to mean 
where$$ is an oath antiderivative in s of & . For 01 sufficiently large, (2) is llz 
times uniformly differentiable in t, so we can differentiate (2) under the 
integral sign and send t to 0. 
Since dkfj/dtk=O at t=‘O for Kfj, O<j, k<m-1, and since 
(&h(t, s)/dti itti), is the cllth antiderivative of the delta fnnction, the initial 
conditions are verified. 
To check that P(dldt, A) u = 0, we compute: 
P(-&A)u = SmmCCij(~)~61h(t,s)AjT~(s)%ds 
= j 2 cij (-$-r&fk@, s, ($-r T,4(s).uk & 
(since uk E D”(A)) 
THEOREM 2. If P(d/dt, dx) is parabolic of positive genus, thm the abskact 
Catchy problem for P(djdt, A) is solvable $0~ 9 > 0. The soE&m given by (1) 
converges strongly to 0 as t -+ + co, and is holomorphic in a complex neighbor- 
hood,of the positive t axis. 
Proof. For parabolic P(d/dt, d/dx), &t, 3) is holomorphic in a neighborhood 
of the positive t axis, uniformly with respect to s. For each fixed t, d decays, as 
s--f &co,Iikeexp(--ksy),K > 0,~‘s l.AstiT&oo,Jgoestozerouniformly 
in s. A lemma of Hille guarantees that 11 TA(s) uj 11 < Me@ If ~$11 for some 
il4, w. The stated properties of u now follow directly from formula fl), by the 
same computations as in Theorem 1. 
TEIEOREM 3. If P(d/dt, d/dx) is correct in the sense of Petrowsky, and if, 
for some M, .h, JI TA(t)lj < M 1 t lb @zen thk &rstract Cauchy problem fw 
P(djdt, A) is s&able for t > 0 and the sol&m & g&u by (1). 
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Proof. In this case &t, s) exists for t > 0 and decays at s = &co more 
rapidly than any negative power of [ s 1. Therefore formula (1) is justified as 
before. 
Remark. If P is parabolic of negative genus, 6 decays as exp(-k 1 s I’), 
y < 1. Evidently, for such P, it is sufficient to have 11 TA(t)l] < M exp(K’ I t Ia), 
6 <y. 
COMMENTS, EXAMPLES, AND EXTENSIONS 
These theorems show that many features of the theory of differential 
operators really depend only on the fact that d/dx generates a group. 
If we take the trivial example A = d/dx, then TA(s) us = u,,(x + s), and 
after the change of variables sr = -s, (1) becomes the standard formula 
u = uo *g. 
If A = f(x) dldx, and l/f = k’, then 
~,&)Mx)) = uo(W + k-W)). 
In this case (1) is the same solution one would obtain by the change of variables 
x1 = k(x), x = k-l(x,). 
If 
P (3, A) = $ - P,,(A), 
(1) represents a semigroup with generator P,,(A) (see [7]). 
This semigroup can be represented symbolically as etPotA). Similarly, if 
+,A) =&PO(A) 
and U, = 0, (1) represents the operator cos t 1/pa(A). In general, (1) 
represents gj(t, A) where the function gj is defined by 
or, equivalently, by 
P(-+)gj =o, for t = O,i, k = l,..., m - 1. 
In the special case P = (d/dt) - AZ, 6 is a Gaussian density and we obtain 
a formula of Romanoff [g] which was independently rediscovered in a 
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slightly different form by Bragg and Dettman [9] and from a probabilistic 
viewpoint in [lo]. 
If P = (d2/dt2) - A2, then 
go@, 4 = HS(s + t) + 60 - 49 
and we get 
which, like the formula of Hille mentioned earlier, is a generalization of 
d’Alembert’s formula. It has the advantage that it is meaningful even if ur 
is not in the range of A. 
We can just as easily treat the case where P is a function of several 
commuting operators A, ,..., A, . To save notation, we take n = 2. Then if 
we require gj(t, x, y) to be a fundamental solution of 
P(-&g,$ ‘&=o, 
1 
and set 
u = C j j &(t, r, s) TA(r) T’(s) uj dr ds. 
Now integration by parts interchanges A with -d/dr, B with -d/ds, and our 
theorems proceed as before. 
Next, suppose the coefficients cij are n-by-n real or complex matrices, 
Then the solution u(t) is an n-vector with components pi. If, in 
P(d/dt, A) zk = 0, uj is differentiated mj times, then 
= %,k 
t=o 
is prescribed for k < m, - 1. Suppose that there are n, components whose 
kth derivative is prescribed initially. Then these initial conditions can be 
written 
(&)” PkU Itjo = @k * 
P, is an n&-by-n matrix which picks out those components of u whose kth 
derivative is prescribed at t = 0, and uk is an n,-vector whose components are 
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the data z+.~ ,j = l,..., n,,. Now.our%ernel &(f, x) is :an n-by-nlc matrix which 
satisfies 
P(-$,--g).&=O for t>O, 
( ) $ ’ &A(O, x) = a(x) Ai,* , 
where Aj,K is the n,-dimensional null matrix if j f k and is the n,-dimensional 
identity matrix if j = k. With this interpretation, our three theorems again 
are true, with the same proofs as before. 
We can also let the cij be functions of t. Then $ has to be the solution of a 
concrete Cauchy problem with t-dependent coefficients. If, for example, 
c ci,(t)(dP)i (d/d ). x 2 is smooth, and is parabolic (or hyperbolic) for each t, 
uniformly in t, then d exists and has the required properties needed in our 
proofs (see [l I]). 
For concrete applications, one of course needs to recognize that A generates 
a group. Three possible techniques to do this may be mentioned: 
(i) Show that for -co < t, < CO Caucliy’s problem for ut = Au has a 
solution. (This would be applicable, for example, if A is a first-order differ- 
ential operator with variable coefficients.) 
(ii) Show that the real part of the spectrum of A is bounded (for example, 
if A = iH + B, where His self-adjoint and B is bounded). 
(iii) Show that Cauchy’s problem for utt = A% has a solution (see [6, 
Theorem 23.9.51). This would be the most convenient approach if, for 
example, A2 is a second order elliptic differential operator. 
For a related approach to the functional calculus for a group generator, see 
Bade [12]. For an indication of how variable-coefficient partial differential 
equations can be handled by combining the method of the present paper with 
perturbation methods, see [7] and [14]. 
To prove uniqueness we need a lemma. 
LEMMA. Let l(t) be a strongly continuozls B-valuedfunction whose values are 
in D*(A) and in the range of cj cmiAj. If the homogeneous higher order abstract 
problem is solvable for P, then the inhomogeneous problem 
P (-$ , A) v = l(t) for t > 0 
dku 
dtk t-0 = 0, 
k = O,..., m - 1 
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has the sohtion v(t) = $ x(t, ) d s s w em, OY each s in the domain of l(s), x(t, s) h f 
is, a sob&m of the homogeneous abstract problem in t > s, Satisfring, fov 
o<j<m-1, 
dCs( t, s) 
--z--- l = 4s) %,m-1 
(Kronecker delta) 
t=s 
withCj c,$Aj k(s) = Z(s). 
Proof. The formula is an easy extension, to arbitrary m of Duhamel’s 
formula, which is well known in the concrete case for m = 1 or 2. Proof is by 
a straightforward computation. 
THEOREM 4 If A* generates a group on B*, if P is hyperbolic or parabolic 
of positive genus, with constant coejicients, and if & cT&A*)j has a range 
dense in B*, then there exists at most one solution of the abstract Caudiy 
proMem for P and A. 
Proof. Suppose u satisfies Pu = 0 for 0 < t < T, 
d”u 
dt” t=() = 
0 for O<k<rn-1. 
To prove uniqueness we must show u = 0. The hypothesis Pu = 0 includes 
tacitly that u is in the domain of P, in particular, it is m times strongly 
differentiable, it is in the domain of Al, and its derivatives lie in the domain 
of such powers of A that P(djdt, A) u is well-defined. Suppose, for some to, 
that u(t,J $10. We will show that this implies a contradiction. By the Hahn- 
Banach theorem, there exists Z, in B* such that (1, , u(t& F 1. Since D”(A*) 
and the range of Cj cmj(A*)i are both dense in B*, there exists lr in the range 
of zlj c&A*)j and in D”(A*) such that {Zr , u(Q) 2 4. Since u is continuous 
there is some E > 0 such that <II , g(t)) > 2 for 1 t - to 1 < E. We require 
also that E < t, . Let. z(t) be a smooth real-valued positive,function such that 
z(t) 1 1 for 1 t - t, ! < e/2, x(t) = 0 for / t - t, j > E. Let Z(t) f- x(t) II . 
Let T be any number greater than t, + E. Let 
P” = c < (- --&)$ (A”)j. 
Let v satisfy P*v = Z(t) for 0 < t < T, 
d”v 
dt”-= I 0, 
O<k<m-1. 
8-T 
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We know that v exists and is smooth, in view of the lemma together with 
Theorem 1 or 2. The replacement of dldt by -d/dt in P* compensates for the 
fact that the data are given at a final time T instead of an initial time 0. 
Now we have 
0 = jr (v, Pu> dt = j; (P*v, u} dt = j; (Z(t), u(t)) dt = St”+’ NO, 4t)Yt 
to-c 
2 s to+E’2 <z(t), u(t)> dt = j;;;: <Z1 , u(t)) dt > ; > 0. tQ-612 0 E 
In passing from the first integral to the second, we have integrated by parts 
and taken adjoints of A* and complex conjugates (or transposes, if they are 
matrices) of the coefficients cii . (Even if B is not reflexive, (A*)* = A 
when restricted to the natural embedding of B in B**.) The boundary terms 
in the integration by parts are all zero because of the boundary conditions 
satisfied by v or by u. The smoothness required to justify the integration by 
parts is true of v by construction, and of u by assumption. The same is true 
of the regularity to justify operating with powers of A or A*. The contra- 
diction shows that u = 0. 
THEOREM 5. Theorem 4 remains true if P is correct in the sense of Petrowsky, 
provided the groups generated by A (and A*) are bounded in norm by some 
polynomial in t. 
Proof. Same as for Theorem 4; instead of relying on Theorem 1 or 2 for 
the existence of v(t), we now use Theorem 3. 
Remark. For the case of smooth t-dependent coefficients, an obvious 
modification of this proof could be given, where we would set 
P*V = C (- $)’ [c,(t)(A*)j] v(t). 
Remark. If the range of the coefficient of the highest power of dldt in P* 
is not dense, then uniqueness may fail. For example, the equation utz = 0 
has the general solution zl = f (t) + g(x). If our space B is L, of the real 
x axis, then u(t) is in B only if f = 0, and Cauchy’s problem has the unique 
solution u(t, X) E ~(0, x), On the other hand, if B is C(-co, co), we can add 
an arbitrary f(t) such that f(0) = 0. In this example the coefficient of the 
highest power of dldt is -d/d%, and its range is dense in L, but not in C* 
(the space of signed measures). 
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