[1] In this study, we compute the effect of stress change due to previous historical earthquakes on the probability of occurrence of future earthquakes on neighboring faults. Following a methodology developed in the last decade, we start from the estimate of the probability of occurrence in the next 50 years for a characteristic earthquake on known seismogenic structures, based on a time-dependent renewal model. Then a physical model for the Coulomb stress change caused by previous earthquakes on these structures is applied. The influence of this stress change on the occurrence rate of characteristic earthquakes is computed, taking into account both permanent (clock advance) and temporary (rate-and-state) perturbations. We apply this method to the computation of earthquake hazard of the main seismogenic structures recognized in the Central and Southern Apennines region, for which both historical and paleoseismological data are available. This study provides the opportunity of reviewing the problems connected with the estimate of the parameters of a renewal model in case of characteristic earthquakes characterized by return times longer than the time spanned by the available catalogues and the applicability of the concept of characteristic earthquake itself. The results show that the estimated effect of earthquake interaction in this region is small compared with the uncertainties affecting the statistical model used for the basic time-dependent hazard assessment.
Introduction
[2] Seismic hazard in a given region can be assessed in a probabilistic way by the analysis of the effects, e.g. in terms of intensity (MMS) or peak ground acceleration (PGA), of past earthquakes in a suitably long time interval. The average recurrence time for exceedance of a given shaking level is computed on a grid of nodes covering the region, and the results can be shown in terms of contour maps at specific probability levels. Alternatively, the shaking level characterized by a given probability of exceedance in a specific time interval can be estimated and mapped, under a time-independent Poissonian model.
[3] A different and more physical approach to the probabilistic seismic hazard assessment (PSHA) pursues the estimate of the probability of rupturing of most (hopefully all) seismic sources in the concerned region for the time interval of interest. This approach can be applied either in a time-independent Poissonian hypothesis, or assuming a renewal model with memory. In the renewal model the elastic strain energy accumulates over a long period of time after the occurrence of one earthquake before the fault is prepared to release in the next earthquake. This model of earthquake occurrence assumes that the probability of an earthquake is initially low following a segment-rupturing earthquake, and increases gradually as tectonic processes reloads the fault. This probabilistic approach for forecasting the time of the next earthquake on a specific fault segment was initially proposed by Utsu [1972a Utsu [ , 1972b , Rikitake [1974] and Hagiwara [1974] . This model is typically associated with the hypothesis of characteristic earthquake, assuming that on a same seismogenic fault strong earthquakes occur with similar rupture areas, similar mechanisms, similar magnitudes and with time intervals characterized by remarkable regularity, but many other properties are sometimes associated with them [Mc Cann et al., 1979; Shimazaki and Nakata, 1980, Schwartz and Coppersmith, 1984] . They are often assumed to have similar hypocenters, similar displacement distributions within the rupture area, similar source time functions (leading to similar seismograms), or quasiperiodic recurrence.
[4] The seismic gap model connected to this hypothesis assumes therefore that characteristic earthquakes are quasiperiodic with a characteristic recurrence time. According to the gap model, plate boundaries, like faults, are divided into segments, each with its own characteristic earthquake [Fedotov, 1968; Mc Cann et al., 1979; Nishenko, 1989 Nishenko, , 1991 . The faults tend to generate essentially the same size of the earthquake which has a relative narrow range of magnitude near the maximum. The amount of slip that occurred in paste earthquakes will occur also in future [Schwartz and Coppersmith, 1984] . A seismic gap, according to the model, is a fault or plate segment for which the time since the previous characteristic event is close to or exceeds the characteristic recurrence time. In many applications, some past earthquakes are assumed characteristic, and the average time between them is assumed to be the characteristic recurrence interval. The characteristic hypothesis, which implies a sequence of recognizably similar events, provides the logical basis for discussing recurrence. A direct implication of the characteristic earthquake hypothesis is that the occurrence of earthquakes on individual faults and fault segments does not follow a log linear frequency-magnitude relationship of the form (log N = a À bM) described by Gutenberg and Richter [1956] . The characteristic earthquakes are assumed large enough to dominate the seismic moment release and substantially reduce the average stress.
[5] This approach to earthquake forecasting has been widely applied, particularly in Japan and the United States, as a basis for long-term forecasts of future seismic activity. In Italy, a similar approach has been applied by Boschi et al. [1995] . The difference with the methodology followed in this study is that those authors compiled earthquake sequences by selecting earthquakes if their magnitude exceeded a given threshold, and if their epicenters belonged to specific seismic areas. No attention was paid to the association of those events to individual sources. The modest magnitude threshold adopted in their study (4.5) implied also relatively modest recurrence times in comparison with those dealt with in our study.
[6] It is commonly accepted that the regularity of characteristic earthquakes can be affected by interaction between neighboring faults, modifying the probability of occurrence of future events. The interaction may result in three possible ways: the occurrence of an earthquake is advanced or delayed, or the earthquake is triggered instantaneously [Zöller and Hainzl, 2007] . Positive interaction is a well known phenomenon: a large earthquake can change the static stress on surrounding faults up to distances of hundred kilometers promoting their rupture, and activating aftershock sequences. In several cases a clear correlation has been noted between the pattern of positive Coulomb stress change and the increase of the local occurrence rate density, both in normal and in strike fault systems [King et al., 1994; Harris and Simpson, 1998; King and Cocco, 2001] . Focusing our attention on the geographical region considered in this study, a clear example of such correlation has been put in evidence by Murru et al. [2004] and Nostro et al. [2005] , for the Colfiorito earthquake sequence that hit the UmbriaMarche Central Apennines from September 1997 up to April 1998. The correlation appeared significant for Coulomb stress changes larger than 0.02-0.1 MPa.
[7] According to the methodology developed in the last decade [Stein et al., 1997; Toda et al., 1998; Parsons, 2004] , the probability of the next characteristic earthquake on a known seismogenic structure in a future time interval starts from the estimate of its occurrence rate, conditioned to the time elapsed since the previous event. To do it, two characteristic parameters are necessary: the expected recurrence time and the aperiodicity of the renewal process.
Then, a physical model for the Coulomb stress change caused by previous earthquakes on this structure is applied. The influence of this stress change is computed by the introduction of a permanent shift on the time elapsed since the previous earthquake (clock advance), or by a modification of the expected recurrence time.
[8] A further perturbation to the probability can be introduced during a relatively short time following the previous events causing the stress change: this is represented by a non-linear dependence of the variation of seismic rate on the static stress change derived from the rate-and-state model for earthquake nucleation introduced by Ruina [1983] and Dieterich [1986 Dieterich [ , 1992 Dieterich [ , 1994 . This model has been included by Console et al. [2006 in a physical and stochastic epidemic-type algorithm for earthquake clustering. However, Stein et al. [1997] , Toda et al. [1998], and Parsons [2004] have applied it also to estimate the probability of failure of single faults, even if this specific application still represents a controversial and discussed issue [Gomberg et al., 2005a [Gomberg et al., , 2005b .
[9] The present study should be regarded as of methodological nature. We want to test the applicability and the eventual limitations of the above mentioned methodology, and to assess the impact of different assumptions on the estimate of the probability of occurrence of major earthquakes in a well known seismogenic region. The application is made to a wide part of the Apennines chain included in the rectangle of coordinates 40°-43°N and 13°-17°E (Figure 1 ).
Method
[10] A standard procedure for seismic hazard assessment assumes that all relevant earthquakes occur on well recognized faults with characteristic mechanism and size. The procedure needs the adoption of a probability density function f (t) (pdf) for the inter-event time between consecutive events on each fault, together with some basic parameters of the model. One can adopt either a timeindependent Poisson model or a time-dependent renewal model. For the former model, the expected recurrence time T r is the only necessary piece of information. For the latter, also a parameter as the coefficient of variation (also known as aperiodicity) a, defined as the ratio between the standard deviation and the average of the recurrence times, is required.
[11] Several other functions related to the pdf are commonly used in reliability applications. In the following some of the most important in seismic hazard studies are reviewed.
[12] The cumulative density function F(t) (cdf) is the probability that the elapsed time T takes a value less or equal to t. That is (integrating over the recurrence time variable u, and taking into account that u cannot be negative):
Its complement to 1, the survival function S(t), is the probability that the elapsed time T takes a value greater than t:
The hazard function h(t) is the ratio of the pdf f(t) to the survival function, S(t):
Integrating the hazard function for a constant S(t) we obtain the cumulative hazard function H(t), which can be interpreted as the probability that the variable T takes values greater than t and less than t + Dt, conditioned to the fact that T is greater than t:
There are various types of probability distributions used as models for stationary-point processes and adopted in the works published in seismological literature. Stein et al.
[1997] assumed a classical log normal distribution, Toda et al.
[1998] assumed a Weibull distribution, while Parsons [2004] and Pace et al. [2006] preferred the Brownian Passage Time (BPT) distribution introduced by Kagan and Knopoff [1987] and successively described in detail by Ellsworth et al. [1999] and Matthews et al. [2002] . The differences in pdf and cdf among these statistical models are minor, although the differences in the hazard function for large recurrence times may be substantial [Matthews et al., 2002] . In lack of observational evidence, in this study we adopt the BPT to represent the recurrence time probability distribution for earthquakes on single sources in Italy. This distribution is expressed as
with the previously given meaning of T r and a.
[13] The cdf for the BPT can be expressed in terms of the cumulative Gaussian probability function (also known as erf); however, in this study we adopt a method of numerical integration by discretization. By substitution of equation (5) into (4) we may obtain the probability that an event occurs between time t and t + Dt, under the condition that no other event has occurred after time t = 0 (i.e., after the occurrence time of the last characteristic event).
[14] Zöller and Hainzl [2007] describe the BPT model as a purely periodic ''stick-slip'' motion decorated with a stochastic Brownian walk accounting for subscale processes. Events like small earthquakes, aseismic stress release, spatial etherogeneities, or pore pressure changes could be the causes of such minor perturbations. Therefore this model assumes that earthquakes occur on isolated faults, without taking into account major interactions between neighboring faults.
[15] As stated in the introduction, it is supposed that in real circumstances earthquake sources may interact, so that earthquake probability may be either increased or decreased with respect to what would be expected by a simple renewal model. The interaction is taken into consideration by the computation of the Coulomb static stress change, also known as the Coulomb Failure Function (DCFF), caused by previous earthquakes on the concerned fault [King et al., 1994] :
where Dt is the shear stress change on a given fault plane (positive in the direction of fault slip), Ds n is the faultnormal stress change (positive when unclamped), and m 0 is the effective coefficient of friction [King and Cocco, 2001] .
[16] For this computation, the knowledge of the fault parameters (strike, dip, rake, dimensions, and average slip) is necessary for all the triggering earthquakes. An assumption for the earthquake mechanism of the triggered source is also needed. Dealing with old events, for which details as fault shape and slip heterogeneity are not known, we assume rectangular faults with uniform slip distribution. The algorithm for DCFF computation assumes an Earth model such as a half-space characterized by uniform elastic parameters. As DCFF is strongly variable in space, we consider its value in the point of the triggered fault where it may have the largest effect.
[17] As recalled in the introduction, the effect of DCFF on the probability for the future characteristic event through equation (4) can be considered from two viewpoints [Stein et al., 1997; Parsons, 2005] . The first view point assumes that the time elapsed since the previous earthquake is modified from t to t 0 by a shift proportional to DCFF, that is
where _ t is the tectonic stressing rate, supposed unchanged by the stress perturbation.
[18] The second view point works on the idea that the stress change can be equivalent to a modification of the expected recurrence time T r :
Note that the minus sign in equation (8) Figure 15 ] showed the difference in using the two different approaches, i.e., the elapsed time shift (clock change) (equation (7)) and the inter-event time change (equation (8)) for the interaction between the 1906 San Francisco earthquake and the north Hayward fault. The two methods generate different probability values at different times in the earthquake cycle. There is no clear justification for choosing one method over the other, and the differences must be considered as part of the variability associated with interaction probability calculations. In our applications, the choice between the first and the second view has been decided in favor of the first one, under the consideration that the second view has the consequence of producing an asymptotic change of the recurrence time [Parsons, 2005] .
[20] Equations (7) and (8) express what has been called ''permanent effect'' of the stress change by Stein et al. [1997] . We then need to consider also the so-called ''transient effect,'' due to rheological properties of the slipping faults. The application of the Dieterich's [1994] constitutive friction law to an infinite population of faults (imagined as characterized by a complete distribution of states) leads to the expression of the seismicity rate as a function of time after a sudden stress change:
where R 0 is the seismicity rate before the stress change, A is a fault constitutive parameter, s is the normal stress acting on the fault, t a is a time constant equal to As/ _ t, and _ t is the tectonic stressing rate (supposed unchanged by the stress step). The simplified relationship between A À s and stressing rate is only valid during the self-accelerating ratestate time history [Dieterich, 1994] .
[21] Here and in the following of this article, all the seismicity rates are defined as the number of earthquakes of magnitude exceeding a given threshold m 0 , per unit time and area.
[22] In all our applications of equation (9), As works as a single parameter. Its value can be determined by experimental observations on real seismicity, rather than being derived from assumptions on A and s separately. It can be easily recognized that the time-dependent rate R(t) tends to R 0 when time goes to infinity.
[23] We apply equation (9) to individual faults, with the substitution of the appropriate value for the hazard rate in place of the background rate R 0 . For this computation we assume a constant hazard rate, although the conditional probability obtained for the BPT increases with elapsed time, in consideration of the fact that the time constant T r (typically hundreds to thousands of years) is much larger than t a (typically few years) [Stein et al., 1997] .
[24] It may appear unjustified to apply equation (9), originally derived from statistical considerations on an ideal infinite population of faults [Dieterich, 1994] , to a single fault the state of which should be deterministically linked to the time elapsed since the previous failure [Gomberg et al., 2005a [Gomberg et al., , 2005b . The idea is considering a fault plane as an infinite array of nucleation patches.
[25] The justification may be found in three ways:
[26] 1. The fault does not have a homogeneous distribution of stress and strength; each small area of its surface could represent a single sample of the ideal population for which equation (9) holds.
[27] 2. Even if the whole fault is retained as a single object characterized by a well identifiable state, it can be thought as a sample of as many ideal faults as we want; to this single object we may apply the statistical concepts described in equations (1) to (4) exactly in the same way as a single person might make use of statistical tools for estimating the convenience of signing a contract of insurance on his own life.
[28] 3. Geometric variations in fault structure (bends, steps, jogs) or material properties would lead to an array of varying nucleation conditions.
[29] Once the time-dependent rate R(t) is estimated by equation (9), the expected number of events N over a given time interval (t, t + Dt) is computed by integration:
Under the hypothesis of a generalized Poisson process, we may finally estimate the probability of occurrence for the earthquake in the given time interval:
3. The Data
[30] In this study we consider a wide region of the Apennines, limited by the rectangle of coordinates 40°-43°N and 13°-17°E (Figure 1 ). The implementation of the method outlined in the previous section requires quantitative information about the faults that may interact among each other. For this purpose we make use of the most comprehensive source of information available about Italian seismogenic sources: the Database of Individual Seismogenic Sources (DISS) owned by Istituto Nazionale di Geofisica e Vulcanologia [DISS Working Group, 2006] . A short outline of this source of information is given in the following section.
The Database of Italian Seismogenic Sources
[31] The first version of DISS is dated July 2000, and the most recent (version 3.0.3) has been released in 2007.
[32] DISS regards seismogenic sources as a simplified and georeferenced 3D representation of fault planes, identified through geological and geophysical investigations. They are supposed capable of primary slip during a strong earthquake and are assumed to exhibit ''characteristic'' behavior with respect to rupture length/width and expected magnitude. These sources are called Geological and Geophysical sources (GG). According to the authors of DISS, a characteristic behavior does not imply regularity for the occurrence of characteristic earthquakes. Rather then that, the authors claim that the word ''characteristic'' refers only to the shape, size and average slip of each main shock on the same fault. However, according to a simple and intuitive reasoning, it is unlikely that a seismic source that produces earthquakes characterized by quite the same shape, size and slip (and consequently the same magnitude and seismic moment) in a constant regional stress rate regime, doesn't have a regular inter-event time. The perturbations to this regularity due to the interaction among different sources are the subject of the present study.
[33] The DISS database contains also information about seismogenic sources that cannot be reliably assessed using geological and seismological data only. This information is derived from quantitative treatment of historical earthquake data. In this study we shall mainly focus on the first group of individual GG sources. For each of them, DISS stores, among others, the following parameters, estimated from various kinds of geological, geodetic, geomorphological and seismological data, or inferred from other parameters through empirical relationships [e.g., Wells and Coppersmith, 1994] :
[34] (1) location (lat/lon) of the center of the fault, (2) length and width of the fault, (3) minimum and maximum depth, (4) strike, dip and rake of the fault, (5) average slip, (6) slip rate (minimum and maximum), (7) recurrence time (minimum and maximum), (8) maximum magnitude (Mw), (9) date of the latest earthquake, and (10) date of penultimate earthquake (when available).
[35] It may be useful to recall that the DISS database does not deal with renewal models and the coefficient of variation a is not part of the database.
[36] We give in the following a short outline of the information available for some of the reported parameters, leaving the details about the criteria adopted in their compilation to the authors of the database [DISS Working Group, 2006] . In no way this study is aimed at revising the information stored in the DISS database, except for the comparison of such information with data derived from alternative sources, such that obtained from paleoseismological or recent geodetic observations.
[37] DISS 3.0.2 describes 109 Italian individual seismogenic sources (35 of which, whose location is known, fall in Figure 1 ). The magnitude associated to these sources ranges from 5.3 to 7.0. According to standard relationships [Wells and Coppersmith, 1994] these magnitudes are related respectively to a fault length of 5 km with a coseismic slip equal to 0.16 m, and to a fault length of the order of 35 km with a slip larger than 2 m. Therefore the individual sources identified by DISS 3.0.2 are characterized by a fairly wide range of sizes.
[38] For some of the seismogenic sources included in DISS the respective length (L), width (W), slip per event (D) and magnitude (M) are all known from independent observations. In this case the different estimations can be used alternately with the scaling relationships, and the consistency of a seismogenic source with some generalized model can be analyzed. Most likely, only one or two of these parameters are known with confidence and can then be used to determine the others. In case only M is known (e.g., the source is based on an instrumentally recorded earthquake), L, W, and D can be calculated from scaling relationships. Conversely, M can be estimated if one or more of the other parameters are known. When only one among L, W, or D is known and M is known, the compiler first verifies if they agree with one another, then determines the other parameters. If they do not agree, the compiler must choose the best constrained data through independent observations and all other parameters are based on it. This procedure guarantees that the characterization of seismogenic sources does not differ significantly from present knowledge of the earthquake process while preserving at least some seismologic and geologic observations [Basili et al., 2008] .
[39] The slip rate (mm/year) and the recurrence time (year) are the parameters with the largest degree of uncertainty for most of the sources reported in DISS 3.0.2. These two parameters are linked together for a single characteristic earthquake, i.e. slip rate = slip per event/recurrence interval. The slip rate can be determined in three ways: from the displacement of dated geological markers, displacement observed through geodetic measurements and from displacement calculated from seismic or geodetic strain. Assuming that the slip of a characterisitic event is a fairly well constrained parameter, we may infer that the relative errors of the slip rate and of the recurrence time are approximately proportional to each other.
[40] Because of lack of reliable geodetic measurements of crustal strain in Italy, the slip rate is, in many cases, assumed to fall in the range 0.1 -1.0 mm/year by geodynamic constraints. For little more than 20 sources, thanks to paleoseismological or geomorphological constraints, the slip rates and the recurrence times are known within a smaller range of variation. As the recurrence time T r is one of the most critical parameters to be used in seismic hazard analysis, we have made a small statistical analysis of this parameter as reported by DISS 3.0.2. The minimum T r ranges from 570 y to 2500 years, and its average is 902 ± 387 years. The maximum T r ranges from 833 y to 25,000 years, and its average is 4,947 ± 3,782 years.
[41] The date of the latest earthquake is unknown for 13 individual sources. For the other 93 sources, the exact year of the last event is known by historical reports, while for four of them the date is estimated with a degree of uncertainty of the order of 50% by paleoseismological information. The average elapsed time since the latest event is 228 years with a standard deviation of 262 years. In a couple of cases out of all the 93 sources, the date of the penultimate event can be inferred from historical reports and for other 9 of them, it can be estimated with an error of about 50% by paleoseismological observations. This means that it is impossible to estimate the recurrence time directly from historical series of events, but for some of them paleoseismological series are available.
[42] While the dates of the events in historical catalogs are generally well constrained, it could be questionable if the fault assignments for these events (especially the oldest ones) are certain. Again, we repeat that the aim of this study is not to assess the reliability of the data stored in the DISS database. We assume that this information has been obtained with the highest possible accuracy, and use it for analyzing the consequences on the earthquake hazard through our statistical models.
[43] It is interesting to make a comparison between the time elapsed since the latest event and the recurrence time for each individual source. We have computed the logarithmic average of the minimum and maximum recurrence time for each individual source, whose average is 2020 years with a standard deviation of 1060 years. We have then computed, for each seismogenic source, the ratio between the elapsed time and the minimum, average and maximum recurrence time. The average of these ratios is respectively 0.262, 0.129 and 0.070. Considering the average recurrence time, only for one source the ratio is larger than 1. This means that the elapsed time of the earthquakes related to the individual sources reported in DISS 3.0.2 is much shorter than the respective recurrence time, even considering its shortest values.
[44] In addition to the individual sources, the DISS latest version (3.0.3) stores seismogenic areas, crustal bodies capable of M ! 5.5 earthquakes for which a geographic outline, predominant faulting mechanism, effective depth, and expected maximum magnitude are supplied. A seismogenic area is essentially an inferred structure based on regional surface and subsurface geological data that are exploited well beyond the simple identification of active faults. The effective depth of the seismogenic area is determined by the combined analysis of four data: depth distribution of instrumental earthquakes, geological sections across the active fault system, rheological profiles of the region, seismic tomography and combined analysis with the estimation of width of the region. In many cases, these seismogenic areas have an elongated, slightly curved, shape, and are not associated to a unique characteristic earthquake [Basili et al., 2008] .
The Case of Sources With Paleoseismological Information
[45] As stated above, for some of the individual sources of the DISS database falling in the area of our analysis, results of paleoseismological observations are also available [Pantosti et al., 1993] . The information used in this study has been obtained from the Database of ''Earthquake recurrence from paleoseismological data'' developed in the frame of the ILP project ''Earthquake Recurrence Time'' (http://www.ingv.it/$wwwpaleo/ilp) [Pantosti, 2000] . We have considered these data with the aim of obtaining the mean recurrence time T r and the aperiodicity a for some of the sources. For our study area, Table 1 reports the occurrence times of the characteristic earthquakes obtained by C 14 dating technique, with their error range, except for the events for which historical reports do exist and there is no uncertainty on the year of occurrence.
[46] We compute the mean recurrence time T r for each time series by averaging the time differences between pairs of consecutive earthquakes. This means that for the series of which only three events have been dated, only two interevent times are available. Occurrence times are generally reported with a wide range of uncertainty. Rhoades et al. [1994] and Rhoades and Van Dissen [2003] have analyzed theoretically the problem of reporting uncertainties and their Parsons [2008] has published a thorough study about earthquake recurrence parameters and their uncertainties from short paleoseismic catalogs applying a Monte Carlo method. His study focuses with particular attention on the cases when the paleoseismic records encompass a small (10 or less) number of events. Our database shown in Table 1 is characterized by a dramatically smaller number of events, ranging from 3 to 6 for all the six considered paleoseismological series. Note that the ITGG077 Irpinia series includes an open interval for the oldest event. In principle this is a piece of information that could contribute to constrain the recurrence time. However, in this exercise, in order to have a homogeneous procedure among all the six paleoseismological series, we have simply ignored such information. The number of known events is therefore only 5 (i.e. 4 inter-event times) also for this specific series.
[47] Here in order to take account of the dating uncertainties in the occurrence time of each paleoseismological event, we apply a Monte Carlo technique, though following a different procedure from that developed by Parsons [2008] . Each occurrence time is drawn randomly and with a uniform probability density within the interval of uncertainty of each single event in a series, and the process is repeated one thousand times. Averaging over the one thousand outcomes, we obtain not only the mean recurrence time, which is virtually identical to the arithmetic mean of the inter-event times taken between the central points of each interval of uncertainty, but also its standard deviation for a specific source. For the estimate of the aperiodicity a and its standard deviation we apply a similar procedure: A single value of the aperiodicity is computed by the ratio of the standard deviation and mean recurrence time from a random draw of the occurrence time for each single event within its interval of uncertainty. Again, the average aperiodicity and its standard deviation is computed from the set of one thousand outcomes of the Monte Carlo procedure. The results of these computations are reported in Table 2 . We shall discuss in section 4.1 the clear discrepancies between the recurrence times obtained from the paleoseismological information and the geodetic strain, respectively.
[48] Computing the standard deviation on aperiodicity (which is itself a standard deviation divided by the mean) may be a confusing procedure. For sake of clarification, we recall that the mean and the standard deviation for the computation of the aperiodicity relatively to a single series are computed over the few (2 -4) inter-event times of such series. The Monte Carlo procedure reiterates the same computations a large (i.e. 1000) number of times with a random choice of the occurrence times within the respective uncertainty intervals of every earthquake. Then the average and the standard deviation of the one thousand results are computed. This overall standard deviation of the aperiodicity can be regarded a way of assessing the confidence intervals associated with the uncertainty of the paleoseismological datings. If all the uncertainty intervals had a zero width (i.e. for a series composed by historical earthquakes only), the standard deviation of the aperiodicity would consequently be zero.
[49] It is obvious that the small number of events reported for each fault, makes the statistical meaning of the results very poor. This is particularly true for the cases of faults with only three events reported. For these three faults the observed aperiodicity is ranging about 0.5, while for the other two (Fucino and Irpinia), it is significantly smaller. Note also that for the latter sources (ITGG002 and ITGG077) the standard deviation for the aperiodicity is smaller than for the others, and only of the order of 0.1. This is clearly related to the narrow intervals of uncertainty of the paleoseismic datings.
[50] Note that two of the faults (Ovindoli-Pezza and Isola del Gran Sasso) exhibit a much larger average recurrence time with respect to the others. This is clearly due to the fact that the oldest event on these faults is dated with a very large uncertainty.
[51] As noted by Ellsworth et al. [1999] and discussed in great detail by Parsons [2008] , both the recurrence time T r and the aperiodicity a obtained from a sample of a small number of inter-event times are affected by large uncertainties. Generally, the estimate of these parameters for series containing less than 10 events are considered unreliable. It can be also shown that these estimates are systematically biased with respect to the theoretical values of the same parameters that would be obtained from a large number of observations (I. Mosca et al., Renewal models of seismic recurrence applied to paleoseismological data, submitted to Tectonophysics, 2008). The reason of this bias can be ascribed to the fact that the records containing events whose intervals are observed have a limited length. So the longest inter-event times are systematically eliminated from the average. For instance, the average inter-event time estimated from records of 1000 years, all containing two events, is 333 years. If there are three events in 1000 years, the average interval between them is 250 years, and so on. In order to assess and correct this effect, we have adopted a bootstrap procedure. This procedure consists in making synthetic sequences, modelled by a BPT (or eventually an exponential) distribution with assigned parameters, with the same number of events and the same total time covered by the observed data. The computer code allows the arbitrary choice of the recurrence time (input) and of the coefficient of variation a (input). For each of these synthetic distributions, the corresponding T r (output) and a (output) are computed. Repeating the procedure one thousand times, we obtain an average T r (output) and a (output), which are generally different from the respective input parameters of the parent distribution, and we call average apparent estimates. By means of a trial and error search, it is easy to find a pair of input parameters T r (input) and a (input) that provides output values close to those observed from the real seismic sequence. We assume that these input parameters are those of an ideal process that would exhibit the same apparent parameters of the real one in the same observational situation. The results of these simulations, reported in Table 3 , confirm that both the apparent recurrence time T r (output) and the apparent coefficient of variation a (output) are significantly smaller than the respective T r (input) and a (input) of the parent distributions.
[52] This procedure has a similar aim, though conceptually different from the Monte Carlo procedure developed by Parsons [2008] . The latter starts with the same random draw of a series of events under a BPT distribution of randomly chosen parameters. Then, the set of parameters is tallied if the events of the synthetic series fall all within the interval of uncertainty of the real observed earthquake series. The process is reiterated until a consistent number of synthetic series matching the real one is obtained. This method requires millions of iterations for matching series composed by a fairly large number of events (let say larger than 10), and narrow intervals of uncertainty.
[53] In spite of the substantial difference between the approach adopted in this study and that described by Parsons [2008] , it is clear that both procedures consistently show a systematic underestimation of the parameters obtained directly from the observed inter-event times, when series containing very few events are analyzed. A clear example is given by Parsons [2005, Figures 3 and 4] .
[54] For the three sources that have only three events (i.e., two inter-event times) reported, we decided to adopt a plain Poisson model for the recurrence time distribution given as input of the simulations. This is justified by the fact that for a sequence composed by three events only, even if it is modelled by a plain Poisson distribution, the apparent aperiodicity obtained by the Monte Carlo procedure described above, from a time-independent random choice of occurrence times, is very close to 0.5. There is no point in adopting a two-parameter model if a single parameter model does the same job.
[55] The main results of this analysis are:
[56] For only two faults (Fucino Basin and Irpinia) the paleoseismological data provide evidence of a quasiperiodical behavior of the occurrence times for the characteristic earthquakes;
[57] For these two faults the statistical analysis allows to correct a biasing effect due to the limited number of events in the sample, that significantly reduces the apparent average value of the recurrence time and coefficient of variation obtained from the observations;
[58] Taking into account this biasing effect, only for the Fucino Basin fault the adoption of a coefficient of variation smaller than 0.5 seems justified;
[59] For two of the other three faults the time limits by which the oldest event is dated are too large to give a meaningful assessment of the average inter-event time;
[60] For the remaining fault (Aremogna), the paleoseismological observations provide a fairly reliable estimate of the average recurrence time; however, a set of only two inter-event times does not allow a reliable estimate of the coefficient of variation a;
[61] The results of statistical simulations show that a value of 0.5 for the aperiodicity is likely to be obtained as an artifact caused by the limited number of events for which the occurrence time is known, in this case only three, even if the parent distribution is obtained from a Poissonian model.
Data Analysis
[62] We apply the methodology outlined in section 2 to a selected set of the earthquake sources shown in Table 4 whose characteristics are described in section 3. The purpose of this exercise is comparing the hazard estimated by a simple Poisson model with that deduced from a renewal time-dependent model, without and with the consideration of both the permanent and transient effect of the Coulomb stress change. In this way, we shall also assess the impact of uncertainties affecting the relevant parameters used in the models on the results.
The Selected Sources and Their Poissonian and Renewal Recurrence Models
[63] Table 4 shows, for the 35 individual sources included in the rectangle of coordinates 40°-43°N and 13°-17°E (Figure 1 ), the code, name, date of the latest earthquake (unknown for three of them), the expected magnitude, depth, size, slip and focal mechanism, as reported by the DISS 3.0.2 database. It is remarkable that in one case two different sources (ITGG008 and ITGG010) nucleated their latest characteristic earthquake nearly at the same time (producing one event known as the Val D'Agri earthquake of 16 December 1857). Another, even more complicated case reported in DISS 3.0.2 consists in the almost simultaneous rupture of three different sources (ITGG077, ITGG078 and ITGG079, the latter of which characterized by a significantly different focal mechanism with respect to the others) in the most recent 23 November 1980, destructive Irpinia earthquake, These two cases may well represent the phenomenon of instantaneous triggering described by Zöller and Hainzl [2007] . We can infer that multiple ruptures could have happened also in other strong earthquakes, reported by historical catalogs as only one event because of the poor time resolution. As it seems unjustified to assume that the above mentioned Val D'Agri and Irpinia sources have ruptured simultaneously in the past events, and will rupture simultaneously in future, in this study we have considered them as separate sources. However, we have neglected the effect of stress interaction of the two and three segments of these multiple ruptures among themselves.
[64] The study area is dominated by a fairly uniform extensional regime with a sub-horizontal s 3 axis normal to the Apenninic trend (i.e. South/West-North/East direction). Most of the sources exhibit a normal focal mechanism characterized by North/West -South/East strike, but we can also observe right-lateral strike-slip faults with almost pure east -west trend.
[65] Although no evidence, except for the ITGG003 (Fucino Basin) and ITGG077 (Irpinia) faults, exists of a renewal behavior of the inter-event times on the Italian individual sources, in this study we apply the BPT renewal model with the purpose of a methodological investigation about its properties. In order to make use of the BPT model described by equation (5), we need the mean recurrence time T r , the aperiodicity parameter a, and the time elapsed since the latest event for each of the 35 seismogenic sources. These parameters are known with a different degree of accuracy and reliability.
[66] The recurrence time is, together with the slip rate, the parameter reported with the largest degree of uncertainty in DISS 3.0.2. As recalled above, these two parameters are linked together for a single characteristic earthquake. For sake of comparison, besides the recurrence times from DISS 3.0.2 with their large error range, we make use, whenever possible, of the most recent information available from the literature about the strain rate obtained through geodetic (GPS) measurements in the Italian region [Serpelloni et al., 2005] . The slip rate can be obtained from the strain rate (resolved on the slip direction of every specific fault) through a method described in Appendix A. The strain rate and the slip rate are reported, with their uncertainties, respectively in column 3 and 4 of Table 5. The average slip (reported by DISS 3.0.2 with high accuracy for each individual source), divided by the slip rate, gives the average inter-event time of the characteristic event. An alternative method for obtaining the recurrence time could be estimating the tectonic stress rate on every source through the strain rate obtained by geodetic observations. Assuming that the stress drop is fairly constant for every characteristic earthquake, the average inter-event time of this characteristic earthquake should be equal to the average value of the stress drop divided by the tectonic stress rate. We show in Appendix A that these two procedures are not independent of each other, both being based on the hypothesis of a constant known stress drop. Another important assumption on which both procedures are based is that all the tectonic strain is released through characteristic earthquakes. However, according to the Guntenberg-Richter frequency-magnitude law, a part of the seismic moment is also released by smaller earthquakes. The problem has been analyzed in detail by Field et al. [1999] , but we have followed the approximation of ignoring the contribution of smaller earthquakes, in consideration of the large uncertainties that affect other parts of the procedures.
[67] Columns 3 and 4 of Table 2 allow a comparison between the (uncorrected) paleoseismological and geodetic recurrence times computed for the same five faults. The results appear quite inconsistent, and without a systematic trend. The largest discrepancy concerns the Irpinia fault, for which the geodetic value is larger than the paleoseismological one by a factor of five times. This circumstance can be ascribed to the low strain rate reported by Serpelloni et al. [2005] for the whole region, and explained by the fact that the geodetic strain is the average over a wide region, some areas of which could exhibit strain concentrations.
[68] It appears clearly that the geodetic estimates of the recurrence times are characterized by much narrower uncertainties than the DISS 3.0.2 estimates. Nevertheless, we consider the geodetic estimates not so reliable as they appear from the observation errors only, because of possible systematic unknown factors, such as the fraction of strain released aseismically (or from the smaller earthquakes) and the inaccuracy due to the very sparse grid of geodetic stations that could encompass areas of inhomogeneous strain rate.
[69] To keep track the large uncertainties and discrepancies that affect the recurrence times of most of the 35 sources considered in our study, we have adopted the most conservative approach. We have taken the minimum and maximum among the values obtained from DISS 3.0.2 or from the geodetic method, with their uncertainties, and computed their mean. We have also included the paleoseismic values in the same computation, when they were available. Only for the Fucino (ITGG002) and Colliano (ITGG077) faults we have retained the paleoseismological information most reliable and adopted the paleoseismological recurrence times with their associated uncertainties. For the error analysis reported later in section 5, we shall take in consideration the largest uncertainty interval spanned by the various methods. The central values of the recurrence times and their uncertainties are reported in column 5 of Table 5 .
[70] As for the recurrence times, for the 35 individual sources of this study the coefficients of variation (or aperiodicity) a, cannot be inferred from historical sequences of events on the same fault. In fact, this information is unknown, due to the fact that the recurrence time is generally longer than the duration of the historical record. In consideration of the methodological character of our work, we decided to consider a wide range of values, starting from a = 0.4 (adopted by Wells and Coppersmith [1994] ) up to the upper limit of a = 1.0. We recall that Ellsworth et al. [1999] and Matthews et al. [2002] adopted for this parameter the value a = 0.5. Only for the Fucino fault, the paleoseismological data (see the detailed analysis in section 3.2 above) suggest the adoption of a smaller Table 5 .
[71] For purposes of comparison, our analysis includes also the hypothesis that the events behave as a plain Poisson time-independent model, for which a = 1.0. The time-independent probabilities of occurrence for the next 50 years, under this hypothesis, are reported in column 3 of Table 6 .
[72] Finally, we must take into consideration the time elapsed since the latest event on every fault. This piece of information is reported in DISS 3.0.2 for all the sources of the study area, except for three individual sources (ITGG001, ITGG003 and ITGG020), for which no reliable historical report is available. For the first two of these faults (OvindoliPezza and Aremogna), we make use of paleoseismological information, adopting the mean of the occurrence time range as elapsed time. For ITGG020 (Monte Sant'Angelo) the half of the recurrence time reported in Table 5 is taken as the most probable elapsed time. The elapsed times, estimated in this way for all the 35 sources are reported in column 4 of Table 6 .
[73] As shown in section 2, the computation of the hazard function conditional to the time elapsed since the latest characteristic earthquake, under the BPT renewal model, allows the estimate of the probability of occurrence of the next possible event in a future time interval (in our case assumed 50 years long starting on January 2007). Having considered the mean values for all the parameters, we obtained the probabilities reported in the last column of Table 6 for each of the seismogenic sources.
The Permanent Effect of Stress Changes
[74] We must now consider how the stress changes caused by earthquakes occurred on neighboring faults might affect the probability of occurrence of future earthquakes on the individual sources.
[75] Among the causative events that could have potentially changed the stress conditions on the 35 studied faults, we have considered:
[76] 1. The characteristic events associated to the seismogenic sources themselves (as reported in DISS 3.0.2);
[77] 2. The events reported in the Parametric Catalog of the historical Italian earthquakes [CPTI04, 2004] [79] Obviously, all these events have been considered only once in case that they were reported by more than one information source, with preference to the information coming from the source in the order as they are listed.
[80] The stress change DCFF on an individual fault is computed adding the contributions from all the other sources that have ruptured after the latest known earthquake on the considered fault. The computation is carried out at the hypocentral depth of this latest earthquake, as reported in Table 4 . Of course, this is just an assumption because we ignore the depth of the real nucleation point of every source, where the next characteristic earthquake will be initiated. However, a small change in the depth where DCFF is estimated doesn't critically affect the results.
[81] Every single contribution is computed by equation (6) through the method explained in section 2. The effective coefficient of friction adopted in this study is m 0 = 0.5 ± 0.2. As the stress change is spatially variable, and the horizontal projection of every individual source is a rectangle with a given size, there is not a univocal solution for the value of DCFF to be used in equation (9). So we have considered three different choices for this parameter: the minimum, mean, and maximum computed values and consequently we have also obtained three different clock changes values (Table 7) . As an example, the computation of DCFF on the Sulmona Basin individual source is shown in Figure 2 . It is possible to note how the subsequent events caused on the different parts of this structure a stress change ranging from À0.1 and +0.06 MPa. The positive change leads to an advance of the expected occurrence time (clock change) of the next earthquake on the concerned source.
[82] For the computation of the clock change through equation (7), we need the knowledge of the tectonic stressing rate _ t. To do so, as for the estimation of the recurrence times, the strain tensor has been resolved on the specific source taking into account the mechanism of its characteristic earthquakes. The time change is positive (the fault becomes closer to failure) if the Coulomb stress change is positive. In the opposite case (negative change) the fault becomes farther from failure.
[83] Table 7 contains, for our 35 seismogenic sources, the physical parameters relevant for the computation of the clock advance: the stress rate obtained from geodetic observations, the stress change caused by the subsequent earthquakes, and the time change. For each of the latter two parameters, the minimum, mean and maximum values are reported.
[84] By the use of equation (7), that affects the elapsed time, rather than the equivalent recurrence time, we computed the minimum, mean and maximum probabilities of occurrence of the next characteristic event on the studied seismogenic sources, under the effect of the stress changes (Table 8) . These values, which have been computed starting from the mean values for the parameters of the BPT model, should be compared with the corresponding values of the Poissonian and conditional probabilities shown in Table 6 .
The Transient Effect of Stress Changes
[85] As described in the method section, a stress change caused by an earthquake occurred on a neighboring fault, may produce a temporary effect of increasing or reducing the hazard rate for the next earthquake on the considered fault. This change is then followed by a decay toward the previous steady state, as described by equation (9), modeled by the rate-and-state friction law [Dieterich, 1994] .
[86] The application of the rate-and-state theory to our 35 seismogenic sources has been carried out by means of an algorithm implemented on a computer code. This algorithm [87] The As free parameter of the model has been taken from a previous unpublished analysis of the Italian seismicity, that had given the result of As = 0.002 MPa. The hazard rate is computed at a specified date, taking into account the time elapsed after each of the causative earthquakes. The effect is negligible if the causative events occur far in geographical distance and back in time with respect to the considered individual fault.
[88] Table 9 shows, for each of the 35 considered faults, the mean hazard rates as of 1 January 2007 under the four different hypotheses: (1) plain time-independent Poisson model, (2) BPT renewal model conditional to the time elapsed since the latest earthquake, (3) the same BPT model taking into account the permanent effect of stress interaction, and (4) model (5) taking into account the transient effect of stress interaction.
Results and Discussion
[89] We examine in the following sub-sections some of the most relevant results obtained from this exercise and make a quantitative analysis of the uncertainties affecting the whole methodology.
Probability Assessment Under Different Hypotheses
[90] The first remarkable result of our analysis is that for most of the sources, the renewal model forecasts a negligible probability of occurrence for the next 50 years, while for the Poisson model this probability is more uniformly distributed in the range from slightly less than one to a few percent. This is due to the relatively short elapsed time, compared with the mean recurrence time of the seismogenic sources reported by DISS 3.0.2. As a consequence, only for four sources out of the 35 considered in this study the occurrence conditional probability for the next 50 years is larger than one percent (Table 6 ). Only for three of these four sources (Aremogna-Cinque Miglia, Monte Sant'Angelo and Sulmona) the conditional probability of occurrence obtained from the renewal model is larger than the Poisson one. These are in fact the faults for which the time elapsed since the latest earthquake is not much lower than the recurrence time (column 4 of Table 6 and column 5 of  Table 5 , respectively).
[91] The evident feature that for the next 50 years the time-dependent renewal model based on the (mean) BPT distribution forecasts a number of events much smaller than the average of the past 300 years appears suspicious for the credibility of the parameters adopted for this model or for the concept of the characteristic earthquake model itself.
[92] Table 7 shows that in general the computed Coulomb stress change is variable over the geographical extension of the concerned fault, and in many cases it ranges from negative to positive values, due to its spatial variability with respect to the source dimensions. This circumstance makes it difficult to predict the effect of the stress change on the next occurrence time, as we don't have an idea of the future nucleation point. In this circumstance we have considered the minimum, mean and maximum DCFF, as well as the minimum, mean and maximum clock advance Dt.
[93] It is interesting to note also that, even taking the maximum clock advance as a conservative measure, only for one source the stress change due to the subsequent events has significantly affected the estimated probability of occurrence, increasing its value. This is the case of OvindoliPezza for which the probability has increased from 1.5% (column 5 of Table 6 ) to 2.8% (column 8 of Table 8 ). For other sources, the change was less important. Among these cases, we can notice Monte Sant'Angelo (from 4.2% to 4.7%, column 5 of Table 6 and column 8 of Table 8 , respectively) and Sulmona (from 6.2% to 6.6%, column 5 of Table 6 and column 8 of Table 8 , respectively).
[94] Looking at Table 9 , the last column of which reports the hazard rate computed at the present time, taking into account the transient effect of the Coulomb stress change, it can be noted that this effect does not have influence on the hazard estimate. This is easily explained by the fact that the most important events that could have produced such transient effect are dated centuries ago. Even the most recent failures (those breaking the ITGG053 and ITGG054 sources) occurred in October -November 2002 that is about 5 years before the date of computation (1 January 2007), the transient effect is negligible. During this time the rate modeled by the decay law of equation (9), similar to the Omori law, might have nearly returned back to its background value.
Uncertainty Analysis
[95] The overall methodology appears affected by large uncertainties on several of its key points. The largest factors that contribute to such uncertainties come from:
[96] 1. The recurrence times adopted in the renewal model;
[97] 2. The value of the coefficient of variation;
[98] 3. The stress rate on the seismogenic structures obtained from geodetic information;
[99] 4. The value of the Coulomb stress change computed through the elastostatic model, approximating the causative fault to a rectangular shape with uniform stress drop, and its variability across the triggered fault;
[100] 5. The date of the latest characteristic earthquake, for some sources the historical information of which is lacking.
[101] Moreover, other factors of uncertainty should also be taken into account. Among them the uncertainty affecting source parameters (strike, slip and rake) and the friction coefficient. [102] To get an idea of the effect of the compounded uncertainty from all of the above mentioned factors, we have applied a decision tree approach to the problem. There are eight uncertainty factors. If we consider for each of them the minimum and maximum value for each parameter according to its assumed uncertainty, this gives 256 possible combinations. We have developed a computer code for computing the 50 years probability of occurrence for all the 256 combinations of uncertainties. Figure 3 gives a sketch of our decision tree.
[103] For each of the 35 individual sources we obtain a distribution for the 256 values of the probability of failure for the next 50 years. Figure 4 shows a typical histogram of this distribution for the source ITGG037 (Sulmona Basin). As for many other cases, this distribution is bimodal, with a peak at 0% and another peak at some values around a few %. This peak at higher probability values is probably related to the minimum values of the recurrence time and/or the largest aperiodicity.
[104] For each of the 35 sources, we have estimated the 10, 50 and 90 percentile of the respective probability distribution. The results are shown in Figure 5 , In the same figure, for sake of comparison, we have also represented, for each source, the probabilities obtained from the Poisson model and the mean of the BPT renewal model. The 90 percentiles are, in 28 cases out of 35, larger than the Poisson estimates, while the 10 and 50 percentiles are systematically smaller. This is due to the large proportion of zero values over each set of 256 probability samples for the renewal model. The mean probabilities obtained from the average of each set are of the same order of magnitude of, but more often larger than the Poisson probabilities for the same source. This is related with the extreme asymmetry of the probability distributions.
Conclusions
[105] We have applied a renewal model based on the BPT distribution, including the permanent and transient effect of the stress interaction among faults, to 35 seismogenic faults of the Southern Apennines in Italy, that are described in the DISS 3.0.2 database. The recurrence times reported in this database, jointly with the values obtained from geodetic observations, range typically from 2,000 to 10,000 years.
[106] According to the results of our analysis, the number of large earthquakes occurred during the latest hundreds years in Italy has been much larger than would have been expected from the methodology adopted in this study. Besides the hypothesis that the latest centuries might have been anomalously active, this circumstance can be explained in three ways: (1) the recurrence times are strongly overestimated, or (2) there are many more sources, still unknown because they have not ruptured in the latest few centuries, that are missing in the database, or (3) the application of the characteristic earthquake model to the Italian seismicity is questionable. Any of these three cases has large impact on seismic hazard assessment in Italy.
[107] The most important conclusion that can be drawn from our study is that the renewal model predicts probabilities of failure of these faults for the next 50 years that are substantially lower than those based on the Poisson timeindependent model. This result is easily explained by the fact that the time elapsed since the latest characteristic earthquake is shorter than the estimated recurrence time for most of the sources examined in this study. The permanent effect of the stress change doesn't affect very much the conditional probability obtained from the unperturbed model, and the transient effect, modeling a sort of aftershock rate decay, has also a minor role after more than 5 years since the latest event reported in the database, the San Giuliano di Puglia, 2002 earthquake.
[108] A comparison between the recurrence times inferred from the analysis carried out on five faults for which paleoseismological information was available, and those obtained through the geodetic slip rate has shown relevant discrepancies between these results. The paleoseismological data are, in our study, the only source of information concerning the coefficient of variation, or aperiodicity, for modeling the inter-event time distribution by a renewal process such as the BPT distribution. For only two sources of five, this analysis has given some evidence of an aperiodicity value significantly smaller than 1.0.
[109] An application of the decision tree approach has shown a wide variability of the probability of failure for all the characteristic sources in the next 50 years. While the 10th and 50th percentiles of these probabilities are generally zero, the 90th percentiles go up to even more than 10%.
[110] We reach the conclusion that the present status of both the methodology and the quality of input data for timedependent earthquake hazard assessment in Southern Italy are still at a premature stage for drawing results that can reliably substitute the time-independent Poisson hypothesis based on the Gutenberg-Richter relationship.
