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1. Introduction
Since, in 1870, Benjamin Peirce used the term “algebra” to denote a linear space A provided with a bilinear map
(a,b) → ab, A × A → A, satisfying the associative property a(bc) = (ab)c, for every a,b, c in A (see [6] for a historical
account), it is usual to understand that Banach algebras are, by deﬁnition, associative algebras. In spite of the fact that
associativity gives rise to very valuable results, it does not seem very natural to assume such a strong property in advance.
Actually if, in the canonical way, we deﬁne a bilinear map on a linear space A then it will not likely satisfy associativity
and, even if it does, it might not be easy to check it. Indeed there are many interesting types of non-associative algebras
(see for instance [2,11], or [5] where it is said that “the author aims to familiarize researchers and graduate students in both
physics and mathematics with the application of non-associative algebras in physics”). Therefore, it seems that there is no
reason to unfailingly assume the associativity of the product when we deal with Banach algebras.
Throughout this paper, “non-associative” stands for “not necessarily associative.” Thus associative algebras have to be un-
derstood as a particular type of non-associative algebras.
A typical way to extend the associative spectral theory to the non-associative framework consists in replacing the asso-
ciative property by a weaker equality (say for instance (a2b)a = a2(ba), for every a,b in A). Then, according to the equality
that we use to replace the one given by associativity, we obtain a concrete type of non-associative algebra, and its corre-
sponding spectral theory (the above formula yields the so-called Jordan Theory). In this work, we try to free the product
of any additional requirement except the one of being a bilinear form (that is compatibility with the algebraic structure) in
order to get results in the highest possible level of generality.
From now on, an algebra means a complex linear space A endowed with a product, that is a bilinear map, (a,b) → ab
from A × A → A. In the particular case that (ab)c = a(bc) for every a,b, c ∈ A it is said that the algebra A is associative, and
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ae = ea = a for every a ∈ A. Note that such a unit element, e, is unique whenever it exists.
A normed algebra A is an algebra whose underlying vector space is endowed with a norm ‖ · ‖ such that ‖ab‖ ‖a‖‖b‖
for every a,b ∈ A. Therefore, up to an equivalent norm, a normed algebra is nothing but an algebra provided with a norm
making the product continuous.
In this paper we develop a basic spectral theory for complete normed algebras, in this general setting. The keystone of
this spectral theory is the deﬁnition of invertible element introduced in Deﬁnition 2 jointly with the corresponding notion
of spectrum. There it is said that an element in an algebra with a unit is invertible if it has both a left-inverse and a right-
inverse. Since this deﬁnition is so natural, to study it is more than justiﬁed. Nevertheless, Proposition 1 helps to understand
the convenience of deﬁning the invertible elements in this way, in order to get that complete algebra norms become spectral
norms (see Section 2).
Applications of this (non-associative) spectral theory are shown in the framework of Automatic Continuity, which is a
main area for applications of the Banach algebra theory.
The automatic continuity problem for homomorphisms (see [1] for an extensive overview) can be formulated as follows:
Let A and B be complete normed algebras and let φ be a homomorphism from A into B. Under which algebraic conditions
on A and B is φ automatically continuous? The beauty of this topic lies in the fact that desirable topological conditions,
like continuity, follow from purely algebraic hypotheses. This problem shows how much Banach algebra theory is a hybrid
between algebra and analysis.
Concerning this topic, in 1950, Charles E. Rickart [7] made a penetrating study of the problem for associative algebras,
showing that if A and B are Banach algebras, if B is strongly semisimple, and if φ : A → B is a dense-range homomorphism,
then φ is continuous. This result was complemented by Barry Johnson [3], in 1967, proving that if B is semisimple and φ
is surjective then φ is continuous. Note that in Johnson’s theorem, one of the hypotheses of Rickart’s theorem (namely the
density of the rank of φ) was strengthened, while the other one (the strong semisimplicity of B) was weakened.
In relation to the uniqueness of norm question, the resulting Johnson–Rickart theorem asserts that every semisimple
associative complete normed algebra has a unique complete norm topology [6, Theorem 6.1.1]. Paraphrasing Theodore W. Palmer,
this result is a cornerstone of general Banach algebra theory [6, p. 554].
Here, we are interested in clarifying the role of the associativity in this theory. Since the deﬁnitions of modular ideal,
or radical, or strong radical, do not involve associativity explicitly, these notions can be formulated “mutatis mutandis” for
algebras that are not necessarily associative (see Section 1 for details). Actually Ángel Rodríguez-Palacios [8] showed that
Johnson’s result remains true in the non-associative case, providing an original approach suitable for surjective homomor-
phisms. Consequently complete normed semisimple algebras (not necessarily associative) have a unique complete norm topology [8,
Theorem 3.3]. Therefore it would be interesting to know to what extent Rickart’s theorem remains true for non-associative
algebras.
In a preliminary check of this question we will see that, in contrast to the case of semisimple algebras, it is quite easy
to give a direct proof of the fact that strongly semisimple (not necessarily associative) complete normed algebras have a unique
complete norm topology (see Proposition 9). After that, in Section 3, we will provide suﬃcient conditions for automatic
continuity of dense-range homomorphisms from a complete normed algebra to a strongly semisimple complete normed
algebra, in the general non-associative setting (we refer to [9] for an extensive overview about this particular problem). Our
approach also sheds some light on the classical associative theory.
2. Basic spectral theory for non-associative algebras, and some simple applications
It is well known (see for instance [10, p. 231]) that perhaps the most widely used result in the theory of Banach algebras
is the one that, given an (associative) Banach algebra A with a unit, e, and an element a ∈ A, if ‖a‖ < 1 then e − a is
invertible with inverse
∑∞
n=0 an . Note that, as soon as
∑∞
n=0 an converges in a normed algebra A with a unit e, it follows
that (e − a)∑∞n=0 an =∑∞n=0 an(e − a) = e. Therefore we are looking at the property
∞∑
n=0
an converges for every a ∈ A, such that ‖a‖ < 1, (1)
which is obviously satisﬁed whenever ‖ · ‖ is complete. It is very easy to check (see Proposition 3 below) that the above
property can be formulated as follows
σ(a) ⊆ BC
(
0,‖a‖) (a ∈ A), (2)
where σ(a) denotes the spectrum of a, and BC(0,‖a‖) the closed complex disk of center zero and radius ‖a‖. Seminormed
algebras satisfying Property (1), or equivalently Property (2), are called spectral algebras. The relevance of these algebras can
be derived from the fact that the extensive monograph of T. Palmer [6] is addressed to them as a more appropriate frame-
work for establishing the main results of standard Banach algebra theory. Therefore, it can be said that the fundamental
property that a Banach algebra has is that it is a spectral algebra.
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deﬁnition of invertible element and hence of spectrum. Actually there are many ways to extend the notion of inverse of an
element in an associative algebra with a unit.
Given an algebra A with a unit e, an element a ∈ A is said to have a left inverse if there exists some b ∈ A such that
ba = e and, analogously, a is said to have a right inverse if there exists some c ∈ A such that ac = e. We denote by invleft(A)
and invright(A) the set of all elements in A having a left or a right inverse, respectively.
We note that if A is a normed algebra with unit e, if a ∈ A is a left (resp. right) invertible element, and if ‖e − a‖ < 1,
then a has a unique left (resp. right) inverse. Indeed, if b1a = b2a = e, then b1 = b2 because, otherwise,
‖b1 − b2‖ = ‖b1 − b1a + b2a − b2‖ ‖b1 − b2‖‖e − a‖ < ‖b1 − b2‖,
a contradiction.
Given a (non-associative) algebra A with unit, e, and a ∈ A deﬁne a0 =: e, a3left := aa2, a3right := a2a, and anleft := aan−1left ,
anright := an−1righta, for n 3.
Proposition 1. Let A be a normed algebra with a unit, e, and let a ∈ A be such that ‖a‖ < 1. Then:
(a) The element (e − a) has a left inverse b ∈ A if and only if∑∞n=0 anright converges in A, in which case b =∑∞n=0 anright.
(b) The element (e − a) has a right inverse c ∈ A if and only if∑∞n=0 anleft converges in A, in which case c =∑∞n=0 anleft.
Proof. Let Â be equal to A whenever A is complete, or the completion of A otherwise. Let a ∈ A such that ‖a‖ < 1. Since∑∞
n=0 anright and
∑∞
n=0 anleft are, respectively, the unique left and right inverses of (e − a) in Â, the result follows. 
The above facts lead to the following deﬁnition of invertibility.
Deﬁnition 2. Let A be an algebra with a unit, e. We say that a ∈ A is invertible whenever a has both left and right inverses.
We denote by inv(A) the set of all invertible elements in A. Thus inv(A) = invleft(A) ∩ invright(A). The spectrum of a ∈ A is
deﬁned as the set given by
σ(a) = {λ ∈ C: a − λe is not invertible in A}.
In the case of an associative algebra A, if an element a ∈ A has a left inverse b ∈ A and a right inverse c ∈ A, then
b = be = b(ac) = (ba)c = ec = c, so we write a−1 = b = c and say that a−1 is the inverse of a. In the non-associative case,
there is no reason to expect in general that an element has a unique left or right inverse and, even less, that left and right
inverse elements be equal. Nevertheless, in some special cases something can be said. For instance, if the algebra has no
left (resp. right) divisors of zero, then the left (resp. right) inverse of an element has to be unique whenever it exists. Also
the above proposition has this ﬂavour somehow. Moreover, if A is power-associative (that is an algebra in which every singly
generated subalgebra is associative), and if a ∈ A is such that ‖a‖ < 1, then left and the right inverses of (e − a) coincide
whenever they exist.
As we said, there are many ways to extend the notion of invertible element in an associative algebra with a unit, to
the non-associative framework. However we have to be careful when we think about a stronger deﬁnition of invertible
element than the one established here, by considering some additional algebraic requirement. For instance, suppose that
we require that the right inverse, c, of an element a must also satisfy the equality a2c = a. Then by differentiating the
equality (e − ta)2∑∞n=0 tnanleft = (e − at) that preserves the spectral character, we obtain that the algebra A should be
power-associative, so we would have lost the level of generality of Deﬁnition 2.
On the other hand, the deﬁnition of invertible element, and hence of spectrum, established here allows us to extend the
equivalence between Properties (1) and (2) to the non-associative setting as follows.
Proposition 3. Let A be a normed algebra with a unit. The following assertions are equivalent:
(a)
∑∞
n=0 anleft and
∑∞
n=0 anright converge for every a ∈ A, such that ‖a‖ < 1,
(b) σ(a) ⊆ BC(0,‖a‖) (a ∈ A).
Proof. Obviously (a) ⇒ (b), since σ(λa) = λσ (a) for every a ∈ A and every λ ∈ C. Conversely, if ‖a‖ < 1, then from (b)
we have that e − a is invertible in A. Since e − a also is invertible in the completion of A it follows that ∑∞n=0 anleft and∑∞
n=0 anright converge in A. 
For an element x in a normed space (X,‖ · ‖) and r > 0, let BX (x, r) denote the open ball of centre x and radius r, that
is BX (x, r) := {y ∈ X: ‖x− y‖ < r}. Also, let d(x, Y ) stand for the distance from x ∈ X to the subset Y ⊆ X .
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An ideal of A is a linear subspace M of A which is both a left and a right ideal.
Proposition 4. Let A be a normed algebra with a unit, e, and consider the following assertions:
(a) BA(e,1) ⊆ invleft(A).
(b) For every a ∈ BA(e,1), the left ideal of A generated by a is A.
(c) If M is a left ideal of A, then M is proper if and only if d(e,M) 1.
(d) If M is a left ideal of A, then M is proper if and only if M is proper.
(e) Every maximal left ideal of A is closed.
Then (a) ⇒ (b) ⇔ (c) ⇔ (d) ⇔ (e), and “left” can be replaced by “right.” Moreover, if A is associative then also (b) ⇒ (a).
Proof. The assertion (a) ⇒ (b) is obvious. To prove (b) ⇒ (c), let M be a left ideal such that d(e,M) < 1. Then there exists
a ∈ M such that ‖e − a‖ < 1, and hence the left ideal of A generated by a is A, so that M = A. The implication (c) ⇒ (d)
follows from the equality d(e,M) = d(e,M). Assertion (d) ⇒ (e) is obvious. To prove (e) ⇒ (b) let a in A be such that
‖e − a‖ < 1. Suppose that the left ideal of A generated by a is proper and, by Zorn’s lemma, let M be a maximal left ideal
containing it. From the equality
(e − a) − (e − a)nright =
n−1∑
k=1
(e − a)krighta
we have that (e − a) − (e − a)nright ∈ M. Since M is closed and ‖e − a‖ < 1, we conclude that e ∈ M , a contradiction. Finally
assertion (b) ⇒ (a) follows straightforwardly from the associativity of A. 
In the next results we characterize non-associative spectral algebras and show some of their basic properties.
Proposition 5. Let A be a normed algebra with a unit, e. Then the following assertions are equivalent:
(a) σ(a) ⊆ BC(0,‖a‖), for every a ∈ A,
(b) BA(e,1) ⊆ inv(A).
Proof. To prove (a) ⇒ (b), let a ∈ A be such that ‖e − a‖ < 1. Then 1 is not in σ(e − a) so a is invertible. Conversely, to
prove (b) ⇒ (a), let a ∈ A and λ ∈ C be such that |λ| > ‖a‖. Then e − a
λ
∈ BA(e,1) ⊆ inv(A) so λ is not in σ(a). 
Since inv(A) = invleft(A) ∩ invright(A), from the above three propositions we derive the next result.
Corollary 6. Let A be a normed algebra with a unit, e, and consider the following assertions:
(a)
∑∞
n=0 anleft and
∑∞
n=0 anright converge for every a ∈ A, such that ‖a‖ < 1.
(b) σ(a) ⊆ BC(0,‖a‖), for every a ∈ A.
(c) BA(e,1) ⊆ inv(A).
(d) For a ∈ BA(e,1), both the left and the right ideal of A generated by a is A.
(e) If M is either a left or a right ideal of A, then M is proper if and only if d(e,M) 1.
(f) If M is either a left or a right ideal of A, then M is proper if and only if M is proper.
(g) Every maximal left or right ideal of A is closed.
Then (a) ⇔ (b) ⇔ (c) ⇒ (d) ⇔ (e) ⇔ (f) ⇔ (g). If A is associative then also (d) ⇒ (c). Moreover, if A is complete, then all these
assertions are fulﬁlled.
Proof. All the implications in the conclusion are clear. Moreover, if A is complete then assertion (a) is fulﬁlled. 
We see how, for a complete normed algebra A, the existence of a unique left and right inverses for every element
a ∈ BA(e,1), lies at the heart of the issue and illuminates many other properties.
As in the associative case, if A is an algebra, then we deﬁne the formal unitization of A as the algebra A1 := A ⊕ C1
endowed with the product (a + λ1)(b + μ1) = ab+λb + μa + λμ1, to obtain an algebra with a unit, 1, containing A as an
ideal. Then, in the case that A does not have a unit, we deﬁne the spectrum of a ∈ A as the set of complex numbers given
by σA(a) := σA1 (a).
It is said that a ∈ A has a left quasi-inverse if there exists b ∈ A such that a + b − ba = 0, which means that
(u− b)(u− a) = u, where u denotes either the unit of A whenever A has a unit, or the unit of A1 otherwise. Similarly
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both left and right quasi-invertible. We denote the set of quasi-invertible elements in A by q-inv(A) and, independently of
the existence of a unit in A, we have that, for a ∈ A,
a ∈ q- inv(A) ⇔ 1 /∈ σ(a).
A modular left ideal of A is a left ideal M for which there exists a right modular unit, that is u ∈ A such that a−au belongs
to M , for every a ∈ A. In a similar way the modular right ideals of A are deﬁned. If M is a two-sided ideal for which there
exists u ∈ A such that a − au and a − ua belong to M , for every a ∈ A, then we say that M is a modular ideal of A and
that u is a modular unit for M . Obviously, for an algebra with a unit e, every ideal is modular by putting u = e.
Let M be a modular left ideal and u ∈ A be a right modular unit for M. If u belongs to M then A = M because
a = (a − au) + au ∈ M + M , for every a ∈ A. Therefore if M is proper then u is not in M , and it follows from Zorn’s lemma
that every proper modular left ideal is contained into a maximal modular left ideal.
Finally we note that the formal unitization A1 of a normed algebra A is also a normed algebra, in the canonical way,
and that A1 is complete precisely when A is complete. It is straightforward to check that the above corollary remains true
for an algebra without a unit, A, by replacing “invertible” with “quasi-invertible,” inv(A) with q-inv(A), “unit” by “modular
unit,” “ideal” with “modular ideal,” and BA(e,1) with BA(0,1). More precisely we have the following result.
Proposition 7. Let A be a normed algebra, and consider the following assertions:
(a) σ(a) ⊆ BC(0,‖a‖), for every a ∈ A.
(b) BA(0,1) ⊆ q- inv(A).
(c) If a modular left (resp. right) ideal M has a right (resp. left)modular unit in B A(0,1) then M = A.
(d) If M is a modular left (resp. right) ideal of A, and u is a right (resp. left) modular unit for M, then M is proper if and only if
d(u,M) 1.
(e) If M is either a modular left or a right ideal of A, then M is proper if and only if M is proper.
(f) Every maximal modular left or right ideal of A is closed.
Then (a) ⇔ (b) ⇒ (c) ⇔ (d) ⇔ (e) ⇔ (f). If additionally A is complete, then all these assertions are fulﬁlled.
Proof. (a) ⇔ (b) follows from the fact that a ∈ q- inv(A) if and only if 1 /∈ σ(a). Actually, if σ(a) ⊆ BC(0,‖a‖), and if
‖a‖ < 1, then 1 /∈ σ(a), so that a ∈ q- inv(A). Conversely, if BA(0,1) ⊆ q-inv(A), if a ∈ A, and if λ ∈ C is such that ‖a‖ < |λ|,
then since ‖ a
λ
‖ < 1, we have that a
λ
∈ q- inv(A), so that 1 /∈ σ( a
λ
), and hence λ /∈ σ(a), which shows that σ(a) ⊆ BC(0,‖a‖).
To prove (b) ⇒ (c) let M be a modular left ideal and let u be a right modular unit for M. If u ∈ B A(0,1), then by hypothesis
there exists b ∈ A such that b+ u − bu = 0, so that u = −(b− bu) ∈ M , and hence M = A. The case of a modular right ideal
can be handled in a similar way. To prove (c) ⇒ (d) suppose that M is a modular left (resp. right) ideal and that u is a
right (resp. left) modular unit such that d(u,M) < 1. Then there exists m ∈ M such that ‖u −m‖ < 1, and because u −m
also is a right (resp. left) modular unit for M , it follows that M = A. Assertions (d) ⇒ (e) and (e) ⇒ (f) are obvious. Finally,
to see (f) ⇒ (c), let u ∈ BA(0,1) be a left modular unit for a modular left ideal M. If M is proper then M is contained in a
maximal modular left ideal M0 which is closed, and we have
u − unright =
n−1∑
k=1
(
ukright − ukrightu
) ∈ M ⊆ M0,
so that u ∈ M0, a contradiction. This concludes the proof because it is clear that if additionally A is complete then the above
assertions are fulﬁlled. 
The strong radical of an algebra A is deﬁned as the intersection of all maximal modular (two-sided) ideals, and is denoted
by s-rad(A). If A has a unit, then the strong radical is just the intersection of all maximal (two-sided) ideals, since every
ideal of A is modular. As in the associative case, we say that an algebra A is strongly-semisimple whenever s-rad(A) = {0}.
The radical of an algebra A is given by the intersection of all its maximal modular left ideals (if A has a unit then
“modular ideal” can be replaced by “ideal”). We say that A is semisimple whenever its radical is zero. The strong radical of
an algebra A contains the radical of A and, consequently, strongly semisimple algebras are semisimple. We recall that an
algebra A is called simple if A has non-zero product and has no non-zero proper ideals.
As quoted in the Introduction, Proposition 9 below holds in the more general setting of semisimple algebras in the
meaning of [8]. However, we establish this result here because it is quite easy to prove and instructive for our approach.
Unfortunately we do not know such an elementary proof for the case of semisimple algebras. For a normed algebra A,
denote by L(A) the (associative) algebra of all bounded linear operators on A. We recall that the surjective spectrum of an
operator T ∈ L(A) is given by
σsu(T ) = {λ ∈ C: T − λI is not surjective},
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tion 1.3.2]). Also we recall that given a linear map φ : X → Y between normed spaces X and Y , the separating subspace of φ
is the closed subspace of Y given by
S(φ) = {y ∈ Y : ∃xn → 0 in X such that φ(xn) → y},
and that the closed graph theorem asserts that φ is continuous precisely whenever S(φ) = {0}. Moreover, if A and B are
normed algebras and if φ : A → B is a dense-range homomorphism, then S(φ) is a closed ideal of B , as can be easily shown.
Lemma 8. Let A be a complete normed algebra, B a simple complete normed algebra with a unit, and φ : A → B a surjective homo-
morphism. Then φ is continuous.
Proof. First we claim that σsu(Lφ(a)) ⊆ σsu(La), where La denotes the left multiplication operator on A, given by La : b → ab.
To this end, let λ in C\σsu(La) be given. Thus La −λI A : A → A is surjective. Hence, for every v ∈ A, there exists some u ∈ A
such that (La − λI)u = v , and therefore (φ(a) − λ)φ(u) = φ(v). Since φ is surjective, it follows that Lφ(a) − λI B is surjective
on B , which means that λ ∈ C\σsu(Lφ(a)) and proves the claim. Consequently,
∂σ (Lφ(a)) ⊆ σsu(Lφ(a)) ⊆ σsu(La) ⊆ σ(La).
Since σ(La) ⊆ BC(0,‖a‖) by Corollary 6, we have that σ(Lφ(a)) ⊆ BC(0,‖a‖). Also, σ(Lφ(a)) is not empty because L(B) is
associative [6, Theorem 2.2.2]. Thus, if λ ∈ σ(Lφ(a)), then 1− λ ∈ σ(I − Lφ(a)) = σ(Le−φ(a)) ⊆ BC(0,‖e − φ(a)‖) so that
1 = λ + (1− λ) ‖a‖ + ∥∥e − φ(a)∥∥.
This shows that e is not in the separating subspace, S(φ). Since B is simple it follows that S(φ) = {0}, so φ is continuous. 
An alternative proof of the above result, which is also very easy, may be derived from [8, Remarks 2.4].
Proposition 9. Every homomorphism from a complete normed algebra onto a strongly semisimple complete normed algebra is auto-
matically continuous. Consequently strongly semisimple algebras have a unique complete norm topology.
Proof. Let A and B be complete normed algebras and assume that B is strongly semisimple. Let φ : A → B be a surjective
homomorphism. Let M be a maximal modular ideal of B . By Proposition 7, M is closed. Let π : B → B/M be the canonical
projection. Then, B/M is a simple algebra with a unit and πφ : A → B/M is a surjective homomorphism, so that πφ is
continuous by Lemma 8. Hence S(πφ) = {0}, and consequently S(φ) ⊆ kerπ = M . Therefore S(φ) ⊆ s-Rad(B) = {0} and
thus φ is continuous from the closed graph theorem. 
As stated in the introduction, because in the above results the associativity property has been easily removed, and more
generally because Johnson’s theorem ([3], see also [1, Theorem 5.1.5]) can be extended to the non-associative setting [8], it
is natural to wonder to what extent associativity can be removed from Rickart’s theorem. The aim of the remaining part of
the paper is to study this question.
3. The role of the spectrum for Rickart’s problem
Let A and B be complete normed algebras over C, and φ : A → B be a dense-range homomorphism. We are discussing
whether strongly semisimplicity of B implies continuity of φ. Because simple algebras are strongly semisimple, to study
whether φ is continuous when B is simple with a unit, seems to be more restrictive. But it is not, as we establish in
the next result, which follows from the standard proof given in Proposition 9, by replacing “surjective” homomorphism by
“dense-range” homomorphism. Therefore the two problems become equivalent.
Proposition 10. For a complete normed algebra, A, the following assertions are equivalent:
(a) For every complete normed strongly semisimple algebra B, all dense-range homomorphisms from A to B are continuous.
(b) For every complete normed simple algebra B having a unit, all dense-range homomorphisms from A to B are continuous.
The above result is a particular case of [9, Lemma 1.2] (by taking there C as the class of all algebras over K and K = C).
From now on, for convenience, to extend the theorem of Rickart to the non-associative setting, we will focus our attention
on the case of a simple algebra B with a unit.
If A and B are algebras over C, both of them provided with a unit, eA and eB respectively, and if φ : A → B is an algebra
homomorphism, then it is said that φ is unital whenever φ(eA) = eB and consequently
σB
(
φ(a)
)⊆ σA(a) (a ∈ A).
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that A and B are complete normed algebras and let φ : A → B be a dense-range homomorphism. If A has a unit, then B
also has a unit, so φ becomes unital and hence σB(φ(a)) ⊆ σA(a), for every a ∈ A. The above inclusion also holds if both A
and B do not have units, because then the unital homomorphism φ1 : A1 → B1 given by φ1(a + λ1) = φ(a) + λ1, is an
extension of φ having dense-range, so that
σB
(
φ(a)
)= σB1(φ(a))⊆ σA1 (a) = σ(a) (a ∈ A).
Finally let us consider the case that B has a unit and A does not have a unit. Then it is easy to check that σB(b)\{0} =
σB1 (b)\{0}, and that 0 ∈ σB1 (b), so we ﬁnally obtain that σB(φ(a)) ⊆ σB1 (φ(a)) ⊆ σA1 (a) = σ(a), for every a ∈ A. Therefore,
independently of the existence of a unit for A or B , we conclude the following result.
Lemma 11. If A and B are complete normed algebras and if φ : A → B is a dense-range homomorphism, then σ(φ(a)) ⊆ σ(a), for
every a ∈ A.
The next lemma is quite simple but nevertheless the “soul” of the theorem of Rickart lies in it.
Lemma 12. Let A and B be complete normed algebras, B having a unit, e, and let φ : A → B be a dense-range homomorphism. If a ∈ A
is such that σ(φ(a)) is not empty, then 1 ‖a‖ + ‖e − φ(a)‖.
Proof. As asserted above, σ(φ(a)) ⊆ σ(a), and also, by Corollary 6, we have the inclusions σ(a) ⊆ BC(0,‖a‖) and
σ(e − φ(a)) ⊆ BC(0,‖e − φ(a)‖). Therefore
σ
(
φ(a)
)+ σ (e − φ(a))⊆ BC(0,‖a‖)+ BC(0,∥∥e − φ(a)∥∥).
Since σ(φ(a)) = ∅, and λ ∈ σ(φ(a)) means nothing but (1− λ) ∈ σ(e − φ(a)), it follows that
1 = λ + (1− λ) ‖a‖ + ∥∥e − φ(a)∥∥,
as desired. 
The above lemma also remains true for arbitrary unital homomorphisms whether they have dense-range or not.
Theorem 13. Let B be a complete normed algebra which is simple with a unit. If B has no elements with empty spectrum then dense-
range homomorphisms from a complete normed algebra to B are continuous.
Proof. Let φ : A → B be such a homomorphism. By Lemma 12 we have that 1 ‖a‖ + ‖e − φ(a)‖, for every a ∈ A. Conse-
quently e is not in S(φ). Since B is simple this proves that S(φ) = {0} so φ is continuous by the closed graph theorem. 
In the particular case of an associative (complete) normed algebra B , it is well known [6, Theorem 2.2.2] that σ(b) is
not empty for every b ∈ B , and hence Rickart’s theorem [7] follows from the above theorem, even in the more general
setting of homomorphisms from an algebra A which does not need to be associative. Therefore it can be said that Rickart’s
theorem is a consequence of the nonemptiness of the spectrum of an element in an associative (complete) normed algebra,
independent of the paraphernalia arising in the literature to prove such a theorem (involving the spectral radius and the
Gelfand–Beurling formula). However, in the non-associative framework this spectrum is not so well behaved because it may
be empty, even for elements in a commutative power-associative algebra. The following simple example shows that such a
case may be found in ﬁnite dimensions.
Example 1. Let B stand for the algebra of all 2 × 2 complex matrices endowed with the Jordan product a ◦ b = ab+ba2 , for
every a,b ∈ B , where the standard matrix product is denoted by juxtaposition. This algebra is a commutative and power-
associative (actually Jordan) algebra with a unit, e = ( 1 0
0 1
)
. After some calculations it turns out that a = ( a11 a12a21 a22 ) is invertible
in B if either a11 + a22 = 0 and a = 0 (in which case a has an inﬁnite number of inverse elements) or (a11 + a22)|a| = 0
(in which case the inverse of a is unique), where |a| denotes the determinant of the matrix a. Therefore the elements of B
having empty spectrum are those a ∈ B\Ce such that
(a11 + a22)2 = 4|a|.
Actually, for such an element a ∈ B and λ ∈ C we have either |a−λe| = 0 or (a11 −λ)+ (a22 −λ) = 0. For instance a =
( 0 1
0 0
)
has empty spectrum; more precisely
( 1 0
2 −1
)
is an inverse of a, while
(− 1
λ
− 1
λ2
0 − 1
λ
)
is an inverse of a − λe, for λ = 0. Finally
note that B is simple so, by Lemma 8, dense-range homomorphisms from complete normed algebras to B are continuous,
because such homomorphisms are certainly surjective.
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of every element is not empty, and hence Theorem 13 applies.
Example 2. Let C([0,1]) denote the Banach space of all continuous functions x(t) : [0,1] → C. Given a ﬁxed number
t0 ∈ [0,1], consider the commutative algebra B = Bt0 := C([0,1]) × C whose product is given by(
x(t), λ
)(
y(t),μ
) := (μx(t) + λy(t) + x(t)y(t), λμ + x(t0)y(t0)),
for x(t), y(t) ∈ C([0,1]) and λ,μ ∈ C. This is an algebra, with a unit (0,1), which is not even power-associative because
elements (x(t), λ) ∈ B for which the equality(
x(t), λ
)2(
x(t), λ
)2 = (x(t), λ)[(x(t), λ)(x(t), λ)2]
does not hold, are easily provided. Let x(t) ∈ C([0,1]) be a non-constant function and let t1 in [0,1] be such that both
x(t1) = 0 and x(t1) = x(t0). Put λ = x(t1) and suppose (y(t),μ) ∈ B such that (x(t),−λ)(y(t),μ) = (0,1). Then(
y(t)
(
x(t) − λ)+ μx(t),−λμ + x(t0)y(t0))= (0,1) (t ∈ [0,1]).
For t = t1 we get μx(t1) = 0 and hence μ = 0. Then y(t)(x(t) − λ) = 0 which means that y(t) = 0 for every t ∈ [0,1] such
that x(t) = λ. Consequently y(t0) = 0, which contradicts the assumption that x(t0)y(t0) = 1. This proves that λ ∈ σ((x(t),0)).
Now, let x(t) = c = 0 be a constant function, and λ ∈ C be such that c2 − λ2 + cλ = 0 (which implies λ = c). If, for some
(y(t),μ) ∈ B , we have that (x(t),−λ)(y(t),μ) = (0,1), then we obtain that y(t) = cμ
λ−c and y(t0) = 1+μλc . From the equality
cμ
λ−c = 1+μλc we get
c2μ = (λ − c)(1+ μλ) = λ − c + μλ2 − cμλ.
It follows that 0 = μ(c2 − λ2 + cλ) = λ − c = 0, a contradiction that shows that λ ∈ σ((x(t),0)). Thus, we conclude that
σ((x(t),0)) is not empty for every x(t) in C([0,1]), and therefore there are no elements in B having empty spectrum.
Again let A and B be complete normed algebras, assume that B is simple with a unit, and let φ : A → B be a dense-
range homomorphism. Our next goal is to show that if the set of elements in B having empty spectrum, say σ∅(B), does
not have too many elements, then some diﬃculties can be overcome. Once we have shown that φ is continuous whenever
the image of φ does not intersect σ∅(B), we shall examine the role of σ∅(B) in relation to the kernel of φ. We recall that a
necessary condition for the continuity of φ is that kerφ be closed. As far as we know, it is an open problem if the closedness
of kerφ is a suﬃcient condition for the continuity of φ, in this general non-associative setting. Next, we will show that if
the algebra B is power-associative, then this question is answered aﬃrmatively. The wide class of power-associative algebras
includes, among other important types of algebras, the Jordan algebras, the alternative algebras, and therefore the associative
algebras.
Theorem 14. Let A and B be complete normed algebras, let φ : A → B be a dense-range homomorphism, and assume that B is
power-associative and strongly semisimple. If kerφ is closed, then φ is continuous.
Proof. If kerφ is closed then A/kerφ is isomorphic to a subalgebra of the power-associative algebra B , so that A/kerφ
is power-associative too. Note that φ factorizes canonically as φ = τπ where π : A → A/kerφ is the canonical projection,
while τ : A/kerφ → B is the homomorphism induced by φ. Since τ is a dense-range homomorphism between two power-
associative complete normed algebras, it follows from [9, Theorem 1.5] that τ is continuous. Therefore φ is continuous. 
Theorem 15. Let A and B be complete normed algebras, and φ : A → B a dense-range homomorphism. Assume that B is simple with
a unit, e. If the set of elements in φ(A) + Ce having empty spectrum is not dense in B then kerφ is closed in A.
Proof. Let a ∈ kerφ be such that σB(φ(a)) = ∅. By Lemma 12 we have
1 ‖a +m‖ + ∥∥e − φ(a)∥∥ (m ∈ kerφ).
Since a ∈ kerφ it follows that 1  ‖e − φ(a)‖. Hence, σB(φ(a)) = ∅ for every a ∈ kerφ such that ‖e − φ(a)‖ < 1. Suppose
that kerφ is not closed. Then φ(kerφ) is a non-zero ideal of the simple algebra B , so that φ(kerφ) = B . Now let b ∈ B and
let 0 < ε < 1. Take M > 0 such that 1+‖b‖M < ε, put c := bM + e, and take a ∈ kerφ be such that ‖φ(a) − c‖ < 1M2 < ε. Then,
since M > 1, we obtain
∥∥φ(a) − e∥∥ ∥∥φ(a) − c∥∥+ ‖c − e‖ < 1+ ‖b‖
M
< ε < 1.
Therefore we have σB(φ(a)) = ∅, and hence σB(M(φ(a) − e)) = ∅. Moreover
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M
< ε.
This proves that the set of elements in φ(A) + Ce having empty spectrum in B is dense in B , as desired. 
Concerning the above theorem, note that if A is an algebra, if B is an algebra with a unit, e, and if φ : A → B is a
homomorphism, then[
φ(A) + Ce]∩ σ∅(B) = [φ(A) ∩ σ∅(B)]+ Ce,
where σ∅(B) denotes the set of all elements in B having empty spectrum. Moreover, if e ∈ φ(A) then φ(A) + Ce = φ(A).
This happens, for instance, when both A and B have a unit, since dense-range homomorphism between normed algebras
with a unit are unital. Therefore:
If A and B are complete normed algebras with a unit and φ : A → B is a dense-range homomorphism, then kerφ is closed in A
whenever the set φ(A) ∩ σ∅(B) is not dense in B.
By combining Theorems 14 and 15 we obtain the following result.
Corollary 16. Let B be a complete normed, power-associative, simple algebra with a unit. If σ∅(B) is not dense in B, then every
dense-range homomorphism from a complete normed algebra to B is continuous.
Actually, if both A and B be are complete normed algebras with a unit, and if B is power-associative and simple, then every
dense-range homomorphism φ : A → B is continuous whenever the set φ(A) ∩ σ∅(B) is not dense in B.
We conclude the section showing an example of a power-associative simple algebra B , with a unit, in which it is easy to
detect those elements having empty spectrum.
Example 3. Let X be a complex Banach space, and f : X × X → C be a continuous bilinear form. Consider the complete
normed complex algebra B = J (X, f ) whose Banach space is C ⊕l1 X and whose product is given by
(α, x)(β, y) := (αβ + f (x, y), βx+ αy).
It is easy to check that B is power-associative, and that e := (1,0) is a unit for B . Moreover B is commutative if and only if f
is symmetric. An element (α, x) ∈ B has a left inverse whenever either α = 0 and f (X, x) = 0, or α = 0 and f (x, x) = α2.
Similarly, (α, x) has a right inverse whenever either α = 0 and f (x, X) = 0, or α = 0 and f (x, x) = α2. Consequently,
(α, x) ∈ B has empty spectrum if and only if f (x, x) = 0, f (X, x) = 0, and f (x, X) = 0. Therefore, if f is antisymmetric and
non-degenerate, then σ∅(B) = B\Ce. Nevertheless, since σ∅(B) is contained in the closed set {(α, x) ∈ B: f (x, x) = 0}, we
conclude that if f is not antisymmetric, then σ∅(B) is not dense in B. On the other hand, it is easy to realize that, if the
dimension of X is different from 1, and if f is non-degenerate, then B is simple (in fact, ﬁxed an element in B , it is easy to
multiply it by others suitably chosen to obtain the identity). Therefore, if the dimension of X is different from 1, and if f is
non-degenerate and nonantisymmetric, then, by the above corollary, every dense-range homomorphism from an arbitrary
complete normed algebra to B = J (X, f ) is continuous.
4. Concluding remark
The approach to non-associative automatic continuity developed here lies in the deﬁnition of invertible element given in
Section 2. Namely, an element a in an algebra A with a unit, e, is invertible whenever there exist elements b and c in A
such that ba = e = ac. This deﬁnition is quite natural and, in our opinion, deserves to be studied. On the other hand, assume
that we are provided with a certain deﬁnition of invertible elements in an arbitrary complex algebra A with a unit e, and
let I(A) be the corresponding subset of “invertible elements” relative to this new deﬁnition of invertibility. Suppose that the
following two properties are satisﬁed:
1. If A is a complete normed algebra and a ∈ A is such that ‖a − e‖ < 1, then a ∈ I(A).
2. For all complex algebras with a unit A and B , and every unital homomorphism φ : A → B , we have φ(I(A)) ⊆ I(B) (that
is nothing but σB(φ(a)) ⊆ σA(a) for every a ∈ A).
Then our approach remains true, result by result, whenever invertible elements (and hence the spectrum) are considered
in the meaning of such an abstract new deﬁnition. Nevertheless, we should admit that, for non-associative algebras, to
speak about “invertibility” and related spectrum is somewhat tricky, and actually there are different ways to introduce such
notions. For instance, a deﬁnition of invertibility, which arises often in the literature, says that an element a in an algebra A
is invertible whenever the multiplication (left and right) operators La and Ra are bijective. However such a deﬁnition of
invertibility fails to fulﬁll condition (2) above (where φ does not need to be bijective), in the non-associative setting we
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straightforward way. Obstacles of the kind just discussed become perhaps the main reason for which the spectral theory of
arbitrary non-associative algebras still has not been extensively developed.
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