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1. Introduction
Smoothed particle hydrodynamics (SPH) was developed by Lucy [1] and by Gingold and Monaghan [2,3] to simulate
astrophysical phenomena in the absence of symmetry. It is a meshfree Lagrangian particle method whichmodels fluid flow.
In this paper, by SPHmethods wemean the meshfree technique that mainly consists of transposing to a well-chosen kernel
the gradient and Laplacian operators encountered in a system of equations governing the motion of ‘‘fluid particles’’. When
the kernel is continuously differentiable (a sufficient number of times), we can apply Green’s identities to justify these
operations. The original problem is then transformed to that of a system of ordinary differential equations (with respect to
time) which are then solved numerically [4–6]. This original method of handling astrophysical problems has also been used
to simulate fluid motion encountered in everyday life [7–12]. With respect to numerical calculations, the effectiveness of
this approach depends not only on the choice of the kernel, but also on its gradient and Laplacian. In the literature, several
kernels are proposed to provide a good simulation of the component of the fluid flow due to pressure, which depends on the
gradient, and of that due to viscosity, which depends on the Laplacian [13,14,6]. Our purpose here is to apply the methods
of generalized functions to well-chosen non-differentiable kernels. In doing so, we provide a mathematically justifiable
intuitive technique that improves the accuracy of the numerical calculations when the number of particles is low.
In SPH, we are given a finite number N of particles occupying positions {xi}Ni=1 ⊂ R3 and, for each h > 0, we choose
a kernel kh : R3 → [0,∞[ (preferably a twice continuously differentiable function of bounded support about the origin)
such that, for any continuous function f , limh↓0 (f ∗ kh) (x0) = f (x0) where ∗ denotes convolution. In the literature, if
mi (i = 1, . . . ,N) designates themass of the particle at position xi then the density ρj at position xj ∈ R3 is approximated by
ρj ≈
N∑
i=1
mikh
(
xj − xi
)
. (1)
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If mi is viewed as the total mass of a fluid occupying the space Ui ⊂ R3 (of volume |Ui|), then ρi = mi/ |Ui| and so (1) is
equivalent to
ρj ≈
N∑
i=1
ρikh
(
xj − xi
) |Ui| . (2)
The gradient of the pressure field p (x) at xj is then approximated by
∇pj ≈
N∑
i=1
pi
mi
ρi
∇kh
(
xj − xi
) = N∑
i=1
pi∇kh
(
xj − xi
) |Ui| (3)
where kh is chosen continuously differentiable and the pressure pi = p (xi) is obtained as a function of the density ρi by way
of a state equation. Furthermore, the Laplacian of the velocity field v (x) at xj is approximated by
∇2vj ≈
N∑
i=1
vi
mi
ρi
∇2kh
(
xj − xi
) = N∑
i=1
vi∇2kh
(
xj − xi
) |Ui| (4)
where vi = v (xi) and kh is chosen twice continuously differentiable. In SPH one seeks a kernel kh and values for ρi that give
a good approximation and accelerate calculations in (2)–(4).
In one dimension (or in terms of radial symmetry) the Gaussian kernel
kh,gauss (x) = 1h√pi e
−x2/h2 x ∈ R (5)
was first used by Gingold and Monaghan [2] in the study of stellar formation. This kernel of unbounded support is smooth
in the sense that it is infinitely differentiable. To calculate the density by means of (1), the kernel
kh,poly6 (x) = 31564pih9
{(
h2 − x2)3 if − h ≤ x ≤ h
0 otherwise
(6)
was introduced in [6], while
kh,spiky (x) = 15
pih6
{
(h− |x|)3 if − h ≤ x ≤ h
0 otherwise (7)
was used in [13] to calculate (3). When normalized for R, (6) becomes
kh,poly6 (x) = 3532h7
{(
h2 − x2)3 if − h ≤ x ≤ h
0 otherwise.
(8)
In the one-dimensional case, for any x0 ∈ R, (2)–(4) generalizes to
f (x0) ≈
N∑
i=1
f (xi) kh (x0 − xi) |Ui| ≈ (f ∗ kh) (x0) , (9)
f ′ (x0) ≈
N∑
i=1
f (xi) k′h (x0 − xi) |Ui| ≈
(
f ∗ k′h
)
(x0) (10)
and
f ′′ (x0) ≈
N∑
i=1
f (xi) k′′h (x0 − xi) |Ui| ≈
(
f ∗ k′′h
)
(x0) (11)
whenever f : R → R and kh are continuously differentiable a sufficient number of times and ∗ denotes the convolution
operator. In this paper we propose discontinuous kernels in place of kh, k′h and k
′′
h in (9)–(11). The error in approximating
f (x0), f ′ (x0) and f ′′ (x0) by the corresponding convolution will be shown to be of order O
(
h2
)
. The convolutions will in
turn be estimated by Newton–Cotes integration formulas in conjunction with a polynomial interpolation obtained from the
values of f at the points {xi}Ni=1. It will be shown that, when |xi − xi−1| < h for all i = 1, . . . ,N , the error between the
convolutions and the estimations is also of order O
(
h2
)
.
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2. Some natural discontinuous kernels on R
For any interval [a, b] ⊂ R, let δ[a,b] be the discontinuous function on R defined by
δ[a,b] (x) =
{
1/ (b− a) if a ≤ x ≤ b
0 otherwise. (12)
Our first kernel is the function δ[−h,h] for all h > 0. Clearly we have∫ ∞
−∞
δ[−h,h] (x0 − x) dx = 1,∫ ∞
−∞
xδ[−h,h] (x0 − x) dx = x0,∫ ∞
−∞
x2δ[−h,h] (x0 − x) dx = x02 + h2/3.

(13)
The above conditions are often called reproducing conditions (see for example [15]) because, aswe can see, the representation
of a polynomial of first degree by a convolution involving this kernel and the polynomial is exact. Given x0 ∈ R and given f
in the class Ch (x0) of real functions on Rwhich are continuous on some open interval containing [x0 − h, x0 + h], we have
the well-known identity
f (x0) = lim
h↘0
(
f ∗ δ[−h,h]
)
(x0) . (14)
In this way, (14) defines the generalized function δ on R for which, in the sense of distributions,
f (x0) = (f ∗ δ) (x0)
for all f ∈ Ch (x0).
Remark 1. In the one-dimensional case, (1) with δ[−h,h] in place of kh becomes
ρj ≈
N∑
i=1
miδ[−h,h]
(
xj − xi
)
(15)
which, by virtue of (12), is the total mass in the segment [x0 − h, x0 + h] divided by its length. Thus, in the context of particle
hydrodynamics, δ[−h,h] is an intuitive kernel for estimating the (linear) density in the sense that the right-hand side of (15)
is precisely the average density in the segment [x0 − h, x0 + h] centered at x0.
Our second kernel on R is given by
δ′[−h,h] (x) =
1
h
δ[−h,0] (x)− 1h δ[0,h] (x) (16)
or equivalently
δ′[−h,h] (x) =
1/h
2 if − h ≤ x ≤ 0
−1/h2 if 0 < x ≤ h
0 otherwise.
It is easy to show that∫ ∞
−∞
δ′[−h,h] (x0 − x) dx = 0,∫ ∞
−∞
xδ′[−h,h] (x0 − x) dx = 1,∫ ∞
−∞
x2δ′[−h,h] (x0 − x) dx = 2x0,∫ ∞
−∞
x3δ′[−h,h] (x0 − x) dx = 3x02 + h2/2.

(17)
Our third kernel is defined by
δ′′[−h,h] (x) =
2
h2
δ[−h,−h/2] (x)− 4h2 δ[−h/2,h/2] (x)+
2
h2
δ[h/2,h] (x) (18)
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or equivalently
δ′′[−h,h] (x) =
4/h
3 if h/2 < |x| < h
−4/h3 if 0 ≤ |x| < h/2
0 otherwise.
We can easily show that∫ ∞
−∞
δ′′[−h,h] (x0 − x) dx = 0,∫ ∞
−∞
xδ′′[−h,h] (x0 − x) dx = 0,∫ ∞
−∞
x2δ′′[−h,h] (x0 − x) dx = 2,∫ ∞
−∞
x3δ′′[−h,h] (x0 − x) dx = 6x0,∫ ∞
−∞
x4δ′′[−h,h] (x0 − x) dx = 12x02 + 3h2/2.

(19)
3. A justification for δ[−h,h], δ′[−h,h] and δ
′′
[−h,h]
Given x0 ∈ R, let f lie in the class C2h (x0) of real valued functions on Rwhich are twice continuously differentiable in an
open interval containing [x0 − h, x0 + h]. Then, for x ∈ [x0 − h, x0 + h] ,we have by Taylor’s theorem
f (x) = f (x0)+ f ′(x0)(x− x0)+ f ′′(x) (x− x0)
2
2
(20)
for some x between x and x0. Thus, for h > 0 small enough for (20) to hold, we have(
f ∗ δ[−h,h]
)
(x0) =
∫
f (x)δ[−h,h] (x0 − x) dx
=
∫ (
f (x0)+ f ′(x0)(x− x0)+ f ′′(x) (x− x0)
2
2
)
δ[−h,h] (x0 − x) dx
and so, by (13),∣∣f (x0)− (f ∗ δ[−h,h]) (x0)∣∣ = O (h2) ∀f ∈ C2h (x0) (21)
since an upper bound for the right-hand term is given by
h2
6
sup
γ∈(x0−h,x0+h)
|f ′′(γ )|.
Furthermore, (20) and (17) in conjunction with∣∣∣∣∫ f ′′(x) (x− x0)22 δ′[−h,h](x0 − x)dx
∣∣∣∣ ≤ h sup
γ∈(x0−h,x0+h)
|f ′′(γ )|
yields ∣∣f ′(x0)− (f ∗ δ′[−h,h]) (x0)∣∣ = O(h) ∀f ∈ C2h (x0) . (22)
As for the second derivative, it is possible to prove that
(
f ∗ δ′′[−h,h]
)
(x0) convergences to f ′′ (x0) (as h ↓ 0) by virtue of the
fact that f ∈ C2h (x0) implies that f ′′ in (20) is uniformly continuous on the interval [x0 − h, x0 + h]. If we want a precise
order of convergence for
(
f ∗ δ′′[−h,h]
)
(x0)wemust add an additional regularity assumption on f . For example, f ′′ is α-Hölder
continuous at x0 (i.e. f ∈ C2,αh (x0)) for some α ∈]0, 1] if, by definition, there exists a constant C > 0 such that∣∣f ′′(x)− f ′′(x0)∣∣ ≤ C |x− x0|α
for all x. Applying the reproducing conditions (19) to (20) for the case f ∈ C2,αh (x0)we get∣∣f ′′(x0)− (f ∗ δ′′[−h,h]) (x0)∣∣ = ∣∣∣∣∫ (f ′′(x0)− f ′′(x)) (x− x0)22 δ′′[−h,h](x0 − x)dx
∣∣∣∣
≤ 4Chα
= O(hα) ∀f ∈ C2,αh (x0) . (23)
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To obtain convergence results better than (22) we can, for instance, assume that f lies in the class C3h (x0) of real valued
functions on R which are three times continuously differentiable in a open interval containing [x0 − h, x0 + h]. Then for
x ∈ [x0 − h, x0 + h] we have by Taylor’s theorem
f (x) = f (x0)+ f ′(x0)(x− x0)+ f ′′(x0) (x− x0)
2
2
+ f ′′′(x) (x− x0)
3
6
(24)
for some x between x and x0. Thus, for h > 0 small enough for (24) to be valid, we have(
f ∗ δ′[−h,h]
)
(x0) =
∫ (
f (x0)+ f ′(x0)(x− x0)+ f ′′(x0) (x− x0)
2
2
)
δ′h (x0 − x) dx
+
∫
f ′′′(x)
(x− x0)3
6
δ′[−h,h] (x0 − x) dx
and so, by (17),∣∣f ′(x0)− (f ∗ δ′[−h,h]) (x0)∣∣ ≤ h212 supγ∈(x0−h,x0+h) ∣∣f ′′′(γ )∣∣
which implies that∣∣f ′(x0)− (f ∗ δ′[−h,h]) (x0)∣∣ = O (h2) ∀f ∈ C3h (x0) . (25)
We can also obtain convergence results better than (23) by assuming that f lies in the class C4h (x0) of real valued
functions on R which are four times continuously differentiable in an open interval containing [x0 − h, x0 + h]. Then for
x ∈ [x0 − h, x0 + h], we have by Taylor’s theorem
f (x) = f (x0)+ f ′(x0)(x− x0)+ f ′′(x0) (x− x0)
2
2
+ f ′′′(x0) (x− x0)
3
6
+ f iv(x) (x− x0)
4
24
(26)
for some x between x and x0. Thus, for h > 0 small enough for (26) to hold, we have(
f ∗ δ′′[−h,h]
)
(x0) =
∫ (
f (x0)+ f ′(x0)(x− x0)+ f ′′(x0) (x− x0)
2
2
)
δ′′[−h,h] (x0 − x) dx
+
∫ (
f ′′′(x0)
(x− x0)3
6
+ f iv(x) (x− x0)
4
24
)
δ′′[−h,h] (x0 − x) dx
and so, by (19),∣∣f ′′ (x0)− (f ∗ δ′′[−h,h]) (x0)∣∣ ≤ h216 supγ∈(x0−h,x0+h) ∣∣f iv(γ )∣∣
from which we get∣∣f ′′ (x0)− (f ∗ δ′′[−h,h]) (x0)∣∣ = O (h2) ∀f ∈ C4h (x0) . (27)
4. Approximating (f ∗ δ[a,b])(x0), (f ∗ δ′[−h,h])(x0) and (f ∗ δ′′[−h,h])(x0) by sums
We have for all f ∈ Ch (x0) ,(
f ∗ δ[−h,h]
)
(x0) =
∫ x0+h
x0−h
f (x) δ[−h,h] (x0 − x) = 12h
∫ x0+h
x0−h
f (x) dx
and so
(
f ∗ δ[−h,h]
)
(x0) can be approximated by any of the well-known methods of numerical integration. In addition, we
have (
f ∗ δ′[−h,h]
)
(x0) = 1h2
[∫ x0
x0−h
f (x) dt −
∫ x0+h
x0
f (x) dt
]
(
f ∗ δ′′[a,b]
)
(x0) = 4h3
[∫ x0−h/2
x0−h
f (x) dt −
∫ x0+h/2
x0−h/2
f (x) dt +
∫ x0+h
x0+h/2
f (x) dt
]
and so (f ∗ δ′[−h,h])(x0) and (f ∗ δ′′[−h,h])(x0) can also be approximated by any of the well-known methods of numerical
integration. The following is the most elementary example of this approach.
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4.1. The trapezoidal rule
Let P (x0, h) = {xi : i = 1, . . . , n} be a set of points in the closed interval [x0 − h, x0 + h] such that
x0 − h = x1 < x2 < · · · < xi < xi+1 < · · · < xn−1 < xn = x0 + h (28)
and define the sum
T (f , P (x0, h)) = 12h
n−1∑
i=1
(
f (xi+1)+ f (xi)
2
)
(xi+1 − xi) . (29)
Then, by the well-known error bound associated with the trapezoidal rule (Eq. (30) is a direct consequence of Eq. (5.12) on
page 217 of [16]) we have for all f ∈ C2h (x0)∣∣(f ∗ δ[−h,h]) (x0)− T (f , P (x0, h))∣∣ ≤ |P (x0, h)|212 supγ∈(x0−h,x0+h) ∣∣f ′′∣∣ (30)
where
|P (x0, h)| = sup {|xi+1 − xi| : i = 1, . . . , n− 1}
and so∣∣(f ∗ δ[−h,h]) (x0)− T (f , P (x0, h))∣∣ = O (|P (x0, h)|2)
= O(h2) ∀f ∈ C2h (x0) .
The trapezoidal rule yields the following useful properties which are the counterparts of the reproducing conditions (13):
T
(
δ[−h,h] (x0 − x) , P (x0, h)
) = 1,
T
(
xδ[−h,h] (x0 − x) , P (x0, h)
) = x0.
}
(31)
Now using Taylor’s series expansion (20) along with (31) and (21), we get
|f (x0)− T (f , P (x0, h))| = O
(
h2
) ∀f ∈ C2h (x0) .
Remark 2. In general the value of the function f is unknown at the points x0 ± h. To overcome this problem we can
approximate f (x0 ± h) by linear interpolation byway of the closest points on either side of x0±h or by linearly extrapolating
f by the two distinct points closest to x0±h either inside or outside the interval [x0 − h, x0 + h]. In the latter case, if we take
the closest points inside the interval [x0 − h, x0 + h], we are assured of greater accuracy when using the trapezoidal rule,
but we require at least two points (which is seldom a problem in SPH). In this paper we approximate f (x0 ± h) by linear
interpolation via the closest points on each side of x0 ± h.
Given P (x0, h) ordered as in (28), we define
T ′ (f , P (x0, h)) = 2hT
(
f , P
(
x0 + h2 ,
h
2
))
− 2
h
T
(
f , P
(
x0 − h2 ,
h
2
))
(32)
T ′′ (f , P (x0, h)) = 8h2
(
T
(
f , P
(
x0 + 3h4 ,
h
4
))
+ T
(
f , P
(
x0 − 3h4 ,
h
4
)))
− 8
h2
T
(
f , P
(
x0,
h
2
))
(33)
where P
(
x0 + h2 , h2
)
, P
(
x0 − h2 , h2
)
, P
(
x0 + 3h4 , h4
)
, P
(
x0 − 3h4 , h4
)
, and P
(
x0, h2
)
consist, respectively, of the points of
P (x0, h) in [x0, x0 + h], [x0 − h, x0], [x0 + h/2, x0 + h], [x0 − h, x0 − h/2], and [x0 − h/2, x0 + h/2]. It is then easy to show
that these sums fulfill the reproducing conditions
T ′
(
δ′[−h,h] (x0 − x) , P (x0, h)
) = 0
T ′
(
xδ′[−h,h] (x0 − x) , P (x0, h)
) = 1
}
(34)
and
T ′′
(
δ′′[−h,h] (x0 − x) , P (x0, h)
) = 0
T ′′
(
xδ′′[−h,h] (x0 − x) , P (x0, h)
) = 0
}
(35)
which are respectively the analog of the reproducing conditions (17) and (19). Again by Taylor’s series expansion (20) along
with the reproducing conditions (34) and (35), and the estimates (22) and (23), we get∣∣f ′(x0)− T ′ (f , P (x0, h))∣∣ = O (h) ∀f ∈ C2h (x0)∣∣f ′′(x0)− T ′′ (f , P (x0, h))∣∣ = O (hα) ∀f ∈ C2,αh (x0) , 0 < α ≤ 1.
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4.2. Error bounds for trapezoidal rule
Given an increasing sequence of distinct points {xi}Ni=1 in a finite open interval ]a, b[ and a function f in the class C2 [a, b]
of real functions on [a, b] extendable to a twice continuously differentiable real function on an open interval containing
[a, b], we construct the piecewise real linear function f on [a, b] given by the Lagrange interpolation polynomials
f (r) = [f (x1) (x2 − r)+ f (x2) (r − x1)] / (x2 − x1)
if r ≤ x1,
f (r) = [f (xir ) (xir+1 − r)+ f (xir+1) (r − xir )] / (xir+1 − xir )
if x1 ≤ xir < r ≤ xir+1 ≤ xN and
f (r) = [f (xN−1) (xN − r)+ f (xN) (r − xN−1)] / (xN − xN−1)
if xN < r . As a direct consequence of Eq. (3.8) on page 110 of [16] (for example), we have with respect to the uniform norm
‖·‖∞ on C2 [a, b],∥∥f − f ∥∥∞ ≤ d2 ∥∥f ′′∥∥∞
where
d = sup {|xi+1 − xi| : i = 0, . . . ,N; x0 = a, xN+1 = b} .
Hence, for any x ∈]a, b[we have∣∣(f ∗ δh) (x)− (f ∗ δh) (x)∣∣ ≤ d2 ∥∥f ′′∥∥∞
whenever h > 0 is small enough so that [x− h, x+ h] ⊂ [a, b]. Since the trapezoidal rule is exact for polynomials of degree 1
or less, we have(
f ∗ δh
)
(x) = T (f , P (x, h)) ,
= T (f , P (x, h))
and so∣∣(f ∗ δh) (x)− T (f , P (x, h))∣∣ = |(f ∗ δh) (x)− T (f , P (x, h))| ,
≤ d2 ∥∥f ′′∥∥∞ .
Thus in addition to an error of order O
(
h2
)
in approximating f by (f ∗ δh) (x), there is an error of at most d2
∥∥f ′′∥∥∞ in
approximating (f ∗ δh) (x) by T
(
f , P (x, h)
)
.
We also have∣∣(f ∗ δ′h) (x)− T ′ (f , P (x, h))∣∣ = ∣∣(f ∗ δ′h) (x)− T ′ (f , P (x, h))∣∣ ,
≤ d2 ∥∥f ′′∥∥∞ ∫ h−h ∣∣δ′h (x− r)∣∣ dr
where∫ h
−h
∣∣δ′h (x− r)∣∣ dr = 2/h.
Hence, for any f in the class C3 [a, b] of real functions on [a, b] extendable to a three times continuously differentiable real
function on an open interval containing [a, b], in addition to an error of order O
(
h2
)
in approximating f ′ (x) by
(
f ∗ δ′h
)
(x),
there is an error of atmost 2d2
∥∥f ′′∥∥∞ /h in approximating (f ∗ δ′h) (x)by T ′ (f , P (x, h)) (and consequently by T ′(f , P (x, h))).
Similarly, for any f in the class C4 [a, b] of real functions on [a, b] extendable to a four times continuously differentiable real
function on an open interval containing [a, b], in addition to an error of order O
(
h2
)
in approximating f ′′ (x) by
(
f ∗ δ′′h
)
(x),
there is an error of at most 8d2
∥∥f ′′∥∥∞ /h2 in approximating (f ∗ δ′′h ) (x) by T ′′ (f , P (x, h)). This undesirable additional error
margin when estimating a second derivative is the motivation behind replacing f and the trapezoidal rule by a piecewise
quadratic polynomial (denoted f˜ ) and Simpson’s rule (respectively) in Section 5.
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4.3. A sum satisfying higher order consistency conditions
In this subsection, we will assume that we are dealing with smoother functions than those previously considered. To
be more specific, we shall assume either f ∈ C3h (x0) or f ∈ C4h (x0). Recall that the partition P (x0, h) consists of n points{xi}ni=1 ⊂ [x0 − h, x0 + h] ordered as in (28). Suppose for now that there exist m, K ∈ N r {0} such that n = Km + 1. If
{Ik}Kk=1 denotes the sequence of closed subintervals of [x0 − h, x0 + h] given by
Ik =
[
x(k−1)m+1, xkm+1
]
then each Ik contains m + 1 consecutive points of P (x0, h). If pk(x) designates the unique interpolation polynomial
(necessarily of degree no greater thanm) for which pk(x) = f (x) at all points x ∈ Ik ∩ P (x0, h), then the sum
Sm (f , P (x0, h)) = 12h
K∑
k=1
∫
Ik
pk(x) dx (36)
approximates
(
f ∗ δ[−h,h]
)
(x0). In particular S1 (f , P (x0, h)) = T (f , P (x0, h)). Due to uniqueness of polynomial interpola-
tion on a given set of points, the sum Sm (f , P (x0, h)), like the trapezoidal rule, is linear in f . But, if we are givenm to begin
with, the condition n− 1 = Kmwill generally not be satisfied for some K ∈ N r {0}. Nevertheless, there exists K such that
there arem+1 consecutive points of P (x0, h) in Ik for 1 ≤ k ≤ K−1 and nomore thanm+1 points in IK .We can then borrow
points from IK−1 in order to obtain the desired polynomial interpolation on IK based on the lastm+ 1 points of P (x0, h).
It is quite clear from our construction that the sum Sm (f , P (x0, h)) satisfies the reproducing conditions
Sm
(
δ[−h,h] (x0 − x) , P (x0, h)
) = 1,
Sm
(
xδ[−h,h] (x0 − x) , P (x0, h)
) = x0.
}
(37)
It is now possible to define Sm′ (f , P (x0, h)) and Sm′′ (f , P (x0, h)) as we did T ′ (f , P (x0, h)) and T ′′ (f , P (x0, h)) via (32) and
(33). Moreover, we also have the reproducing conditions
Sm′
(
δ′[−h,h] (x0 − x) , P (x0, h)
) = 0
Sm′
(
xδ′[−h,h] (x0 − x) , P (x0, h)
) = 1
Sm′
(
x2δ′[−h,h] (x0 − x) , P (x0, h)
) = 2x0
 (38)
and
Sm′′
(
δ′′[−h,h] (x0 − x) , P (x0, h)
) = 0
Sm′′
(
xδ′′[−h,h] (x0 − x) , P (x0, h)
) = 0
Sm′′
(
x2δ′′[−h,h] (x0 − x) , P (x0, h)
) = 2
Sm′′
(
x3δ′′[−h,h] (x0 − x) , P (x0, h)
) = 6x0.
 (39)
Thus, for any f ∈ C3h (x0) (respectively f ∈ C4h (x0)), Taylor’s series expansion (24) (respectively (26)) and the previous
reproducing conditions (38) (respectively (39)) yield∣∣(f ∗ δ′[−h,h]) (x0)− S2′ (f , P (x0, h))∣∣ = O(h2) ∀f ∈ C3h (x0)∣∣(f ∗ δ′′[−h,h]) (x0)− S2′′ (f , P (x0, h))∣∣ = O(h) ∀f ∈ C3h (x0)∣∣(f ∗ δ′′[−h,h]) (x0)− S3′′ (f , P (x0, h))∣∣ = O(h2) ∀f ∈ C4h (x0) .
Finally, using the estimates (25) and (27), we obtain∣∣f ′(x0)− S2′ (f , P (x0, h))∣∣ = O(h2), ∀f ∈ C3h (x0) ,∣∣f ′′(x0)− S2′′ (f , P (x0, h))∣∣ = O(h), ∀f ∈ C3h (x0) ,∣∣f ′′(x0)− S3′′ (f , P (x0, h))∣∣ = O(h2), ∀f ∈ C4h (x0) .
5. Numerical results
In what follows, we construct an ordered sequence of N points {xi}Ni=1 chosen at random (with uniform probability
distribution) in [−2, 2], and compare for different values of h (i.e. h = 0.5, 0.25, 0.12, 0.06, 0.03, 0.01) and for N = 250,
500, 1000, 2000 the average error in estimating by methods based on both old and new techniques of SPH, the values of the
functions f (x) = 2x+ 5, f (x) = sin (10pix), f (x) = sin (pix), f (x) = x2 and f (x) = exp (x) at the points xi ∈ [−1, 1]. First,
for comparison with our new methods, we obtained numerical results using classic SPH with kernel (8). As is well known,
acceptable errors are obtained in classic SPH provided we have a large number of points {xi}Ni=1. Otherwise the errors can be
catastrophic for small N and h, as can be seen in Tables 1–5. We included these results so as to show in Tables 6–25 that SPH
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Table 1
clEh,6 , clE ′h,6 and clE
′′
h,6 in classic SPH for f (x) = 2x+ 5.
h clEh,6 clE ′h,6 clE
′′
h,6 clEh,6 clE
′
h,6 clE
′′
h,6
N = 2000 N = 1000
0.50 0.06334 0.56937 4.5181 0.09730 0.78595 6.3623
0.25 0.08594 1.2466 21.726 0.11489 1.7116 29.899
0.12 0.09886 3.0268 108.85 0.13917 4.1362 144.90
0.06 0.14494 9.2762 673.98 0.23348 16.236 1133.9
0.03 0.19963 27.376 4355.6 0.30146 43.813 6412.3
0.01 0.32485 158.01 70293 0.35943 245.65 109625
N = 500 N = 250
0.50 0.15347 1.2541 10.334 0.36387 2.4518 18.983
0.25 0.17213 2.6623 52.424 0.25278 3.7328 51.313
0.12 0.28619 9.4018 301.02 0.23017 7.4677 260.53
0.06 0.30874 24.609 1728.1 0.29776 32.991 2480.4
0.03 0.39454 70.143 9835.4 0.35370 90.205 15543
0.01 0.20204 256.44 142887 0.12151 192.05 180851
techniques based on our discontinuous kernels (12), (16) and (18) in conjunction with Newton–Cotes integration formulas,
yield acceptable errors for these same small values of N and h as above. It may seem plausible that comparable results could
be obtained by applying the Newton–Cotes integration formulas to any twice continuously differentiable kernel in place of
our discontinuous kernels. This is false, as shown in Tables 6–25where the numerical results derived fromour discontinuous
kernels are compared to those obtained by applying the same techniques to kernel (8).
5.1. Using classic SPH
In classic SPH, the approximations of f (xi), f ′ (xi) and f ′′ (xi) with respect to a twice continuously differentiable kernel
kh, are given by the sums
clf (xi) =
∑
j
mj
ρj
f
(
xj
)
kh
(
xi − xj
)
,
clf ′ (xi) =
∑
j
mj
ρj
f
(
xj
)
k′h
(
xi − xj
)
and
clf ′′ (xi) =
∑
j
mj
ρj
f
(
xj
)
k′′h
(
xi − xj
)
respectively, wheremi is the mass of the particle at point xi and ρi, the density at the same point, is given by
ρi =
∑
j
mjkh
(
xi − xj
)
.
For each N , h and xi ∈ [−1, 1] we measured numerically the errors cleh,6 (f , xi), cle′h,6 (f , xi) and cle′′h,6 (f , xi) given by
cleh,6 (f , xi) = |f (xi)− clf (xi)| ,
cle′h,6 (f , xi) =
∣∣f ′ (xi)− clf ′ (xi)∣∣
and
cle′′h,6 (f , xi) =
∣∣f ′′ (xi)− clf ′′ (xi)∣∣
for kh = kh,poly6 (defined by (8)) and mj = 1 (for all j). We then took the average clEh,6 of all cleh,6 (f , xi), the average clE ′h,6
of all cle′h,6 (f , xi) and the average clE
′′
h,6 of all cle
′′
h,6 (f , xi) for all xi ∈ [−1, 1]. The results are found in Tables 1–5.
5.2. Using trapezoidal rule
For the functions f above and for each N , h and xi ∈ [−1, 1] we calculated the errors
eh,6 (f , xi) =
∣∣f (xi)− Th,6 (f , P (xi, h))∣∣
and
eh,δ (f , xi) =
∣∣f (xi)− Th,δ (f , P (xi, h))∣∣
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Table 2
clEh,6 , clE ′h,6 and clE
′′
h,6 in classic SPH for f (x) = sin (10pix).
h clEh,6 clE ′h,6 clE
′′
h,6 clEh,6 clE
′
h,6 clE
′′
h,6
N = 2000 N = 1000
0.50 0.63638 20.048 627.97 0.65533 19.669 651.43
0.25 0.64784 20.424 639.33 0.66786 20.059 663.99
0.12 0.36560 11.659 359.64 0.36062 11.165 357.41
0.06 0.11678 3.9630 134.65 0.10669 4.1896 164.47
0.03 0.03898 4.4517 563.04 0.04850 6.5385 842.24
0.01 0.04373 21.252 9043.4 0.05191 32.174 13569
N = 500 N = 250
0.50 0.63797 19.514 655.97 0.65512 19.109 662.45
0.25 0.63892 19.929 667.04 0.65482 19.543 672.72
0.12 0.34136 11.374 357.75 0.33447 11.363 339.87
0.06 0.10605 5.8738 221.34 0.10315 7.3790 287.25
0.03 0.06522 10.890 1328.0 0.06649 13.693 1722.6
0.01 0.03560 37.362 18460 0.02188 33.785 24052
Table 3
clEh,6 , clE ′h,6 and clE
′′
h,6 in classic SPH for f (x) = sin (pix).
h clEh,6 clE ′h,6 clE
′′
h,6 clEh,6 clE
′
h,6 clE
′′
h,6
N = 2000 N = 1000
0.50 0.08164 0.23033 0.92945 0.07827 0.18813 0.91038
0.25 0.02292 0.22139 3.6371 0.02275 0.23981 4.0089
0.12 0.01366 0.38487 14.630 0.01828 0.49429 18.882
0.06 0.01858 1.1575 88.021 0.02931 2.0094 138.89
0.03 0.02609 3.6291 584.99 0.03830 5.6103 873.57
0.01 0.04171 19.948 8554.2 0.04786 32.262 14173
N = 500 N = 250
0.50 0.07529 0.21708 1.2715 0.06020 0.24736 1.9444
0.25 0.02642 0.43426 7.9679 0.03442 0.46862 6.5698
0.12 0.03651 1.1454 41.076 0.03129 0.96801 38.962
0.06 0.04069 2.9824 223.23 0.04602 4.3273 325.45
0.03 0.05577 9.6304 1348.8 0.05440 12.975 2100.1
0.01 0.02925 35.330 19545 0.02017 29.722 26197
Table 4
clEh,6 , clE ′h,6 and clE
′′
h,6 in classic SPH for f (x) = x2 .
h clEh,6 clE ′h,6 clE
′′
h,6 clEh,6 clE
′
h,6 clE
′′
h,6
N = 2000 N = 1000
0.50 0.02815 0.04582 0.37081 0.02815 0.05782 0.50829
0.25 0.01098 0.10459 1.6687 0.01349 0.15578 2.2812
0.12 0.00732 0.21517 8.0680 0.00863 0.25802 8.4689
0.06 0.01216 0.80745 55.183 0.01660 1.1773 81.021
0.03 0.01483 2.0087 303.01 0.02045 3.0051 419.72
0.01 0.02274 10.925 4882.0 0.02501 16.750 7266.6
N = 500 N = 250
0.50 0.02929 0.08598 0.81158 0.03766 0.19679 1.5385
0.25 0.01344 0.18031 3.1379 0.01933 0.21296 2.9291
0.12 0.01704 0.65781 22.020 0.01181 0.45869 17.543
0.06 0.02369 1.5615 115.35 0.01778 2.1412 180.60
0.03 0.02575 4.3052 598.17 0.02003 5.2929 956.10
0.01 0.01231 15.802 10256 0.00571 9.8614 11455
where P (xi, h) is the set of all points of
{
xj
}N
j=1 in [xi − h, xi + h] augmented by xi ± h,
Th,6 (f , P (xi, h)) = f (xm) kh,poly6 (xi − xm) (xm − (xi − h)) /2
+
n−1∑
j=m
[
f
(
xj
)
kh,poly6
(
xi − xj
)+ f (xj+1) kh,6 (xi − xj+1)] (xj+1 − xj) /2
+ f (xn) kh,poly6 (xi − xn) ((xi + h)− xn) /2
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Table 5
clEh,6 , clE ′h,6 and clE
′′
h,6 in classic SPH for f (x) = exp (x).
h clEh,6 clE ′h,6 clE
′′
h,6 clEh,6 clE
′
h,6 clE
′′
h,6
N = 2000 N = 1000
0.50 0.01859 0.15234 1.1641 0.02516 0.21077 1.6825
0.25 0.01880 0.28569 4.8171 0.02911 0.43754 7.2151
0.12 0.02193 0.72091 25.624 0.03273 1.0157 33.318
0.06 0.03428 2.1445 157.01 0.05672 3.9492 277.20
0.03 0.04653 6.4391 1026.4 0.07041 10.298 1476.9
0.01 0.07518 36.383 16535 0.08562 56.782 25460
N = 500 N = 250
0,50 0.03881 0.33477 2.7180 0.08594 0.58379 4.4095
0.25 0.04269 0.64195 11.883 0.05730 0.84537 11.129
0.12 0.06886 2.4025 71.903 0.05047 1.7230 56.769
0.06 0.07361 5.8303 412.46 0.06768 7.3782 581.76
0.03 0.08902 15.774 2225.0 0.07576 20.715 3651.0
0.01 0.04564 57.381 32259 0.02438 40.975 40705
and
Th,δ
(
f , P (xi, h)
) = [f (xm)+ f (xi − h)] (xm − (xi − h)) /4h+ n−1∑
j=m
[
f
(
xj
)+ f (xj+1)] (xj+1 − xj) /4h
+ [f (xn)+ f (xi + h)] ((xi + h)− xn) /4h
with
f (xi − h) = f (xm)− f (xm)− f (xm−1)xm − xm−1 (xm − (xi − h))
and
f (xi + h) = f (xn)+ f (xn+1)− f (xn)xn+1 − xn ((xi + h)− xn)
where xm is the first element of
{
xj
}N
j=1 in
[
xi − h, xi + h] and xn is the last. We then took the average Eh,6 of all eh,6 (f , xi)
and the average Eh,δ of all eh,δ (f , xi). The results are given in Tables 6–10.
These results can be explained as follows. Fix x0 ∈ [−1, 1], choose an arbitrary h > 0 small enough so that [x0 − h,
x0+h] ⊂ [−2, 2] and let f be a smooth (i.e. infinitely differentiable) real function onR. Like δh, the kernel kh,poly6 also satisfies
the reproducing conditions for polynomials of degree 1 or less. Thus, the difference between f (x0) and
(
f ∗ kh,poly6
)
(x0) is of
the same order O
(
h2
)
as that between f (x0) and (f ∗ δh) (x0). Moreover, the bell shape of the graph of r → kh,poly6 (x0 − r)
will result in more weight being placed in the vicinity of the point x0 than is the case with δh which distributes the weight
evenly. Thus, the approximation of f (x0) by
(
f ∗ kh,poly6
)
(x0) will be better than that by (f ∗ δh) (x0). When the density
of the set of points xi ∈ [−1, 1] is high and somewhat uniform, the trapezoidal rule gives a very close approximation of(
f ∗ kh,poly6
)
(x0). But as shown in Section 4.2, in addition to an error of order O
(
h2
)
in approximating f (x0) by (f ∗ δh) (x0)
there is an error of at most d2
∥∥f ′′∥∥∞ in approximating (f ∗ δh) (x0) by (f ∗ δh) (x0) (which is precisely Th,δ (f , P (x0, h))). For
these reasons kh,poly6 may perform better than δh under high density. On the other hand, when f is a polynomial of degree
1 or less, integration of f (but not of r → f (r) kh,poly6 (x0 − r)) by the trapezoidal rule is exact regardless of the density of
the set of points xi ∈ [−1, 1]. This explains Table 6. Now we consider what happens when the density of the set of points
xi ∈ [−1, 1] is low (and yet d ≤ h). As h becomes small the variation of any smooth function f on [x0 − h, x0 + h] also be-
comes small. That is not the case for r → f (r) kh,poly6 (x0 − r). Hence, when there are few points xi ∈ [x0 − h, x0 + h], the
value of Th,6 (f , P (x0, h)) can differ greatly from that of Th,δ
(
f , P (x0, h)
)
(which is within d2
∥∥f ′′∥∥∞ of (f ∗ δh) (x0), which is
small for small hwhen d ≤ h) depending on the distribution of these points. This explains the superiority of δh over kh,poly6
for small h. But if the variation of f remains high on [x0 − h, x0 + h], then no kernel can be expected to provide a good ap-
proximation of the convolutions regardless of the method of numerical integration. We provide Table 7 to illustrate this for
the highly oscillatory function sin (10pix).
Next we calculated the errors
e′h,6 (f , xi) =
∣∣f ′ (xi)− T ′h,6 (f , P (xi, h))∣∣
and
e′h,δ (f , xi) =
∣∣f ′ (xi)− T ′h,δ (f , P ′ (xi, h))∣∣
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Table 6
Eh,6 and Eh,δ for f (x) = 2x+ 5.
h N = 2000 N = 1000 N = 500 N = 250
Eh,6 Eh,δ Eh,6 Eh,δ Eh,6 Eh,δ Eh,6 Eh,δ
.50 .00005 2e−15 .00021 2e−15 .00063 1e−15 .00696 1e−15
.25 .00016 2e−15 .00096 1e−15 .00368 8e−16 .03708 5e−16
.12 .00103 1e−15 .00666 1e−15 .03333 1e−15 .08569 8e−16
.06 .00431 3e−15 .02224 3e−15 .10255 3e−15 .17801 2e−15
.03 .02297 3e−15 .07107 4e−15 .17228 4e−15 .28514 4e−15
.01 .13674 4e−15 .24679 4e−15 .34626 4e−15 .42161 4e−15
Table 7
Eh,6 and Eh,δ for f (x) = sin (10pix).
h N = 2000 N = 1000 N = 500 N = 250
Eh,6 Eh,δ Eh,6 Eh,δ Eh,6 Eh,δ Eh,6 Eh,δ
.50 .63645 .63544 .62636 .62561 .60476 .60517 .59261 .59421
.25 .64827 .55464 .63781 .54622 .61493 .52898 .60140 .52423
.12 .36593 .73431 .36009 .72208 .34730 .69409 .32111 .67217
.06 .11567 .31534 .11314 .31179 .10765 .30685 .10244 .31008
.03 .03057 .09087 .02987 .09179 .03784 .09777 .05063 .11349
.01 .01868 .01134 .03388 .01319 .04563 .01814 .05438 .02818
Table 8
Eh,6 and Eh,δ for f (x) = sin(pix).
h N = 2000 N = 1000 N = 500 N = 250
Eh,6 Eh,δ Eh,6 Eh,δ Eh,6 Eh,δ Eh,6 Eh,δ
.50 .08277 .23203 .08398 .23547 .08199 .22986 .08026 .22507
.25 .02158 .05881 .02188 .06462 .02130 .06320 .01979 .06237
.12 .00501 .01503 .00497 .01528 .00543 .01505 .01235 .01528
.06 .00133 .00378 .00237 .00387 .01317 .00391 .02466 .00432
.03 .00292 .00096 .00858 .00099 .02196 .00108 .03595 .00140
.01 .01824 .00011 .03155 .00013 .04278 .00019 .05055 .00032
Table 9
Eh,6 and Eh,δ for f (x) = x2 .
h N = 2000 N = 1000 N = 500 N = 250
Eh,6 Eh,δ Eh,6 Eh,δ Eh,6 Eh,δ Eh,6 Eh,δ
.50 .02778 .08334 .02777 .08335 .02775 .08339 .02775 .08360
.25 .00694 .02084 .00691 .02085 .00693 .02089 .00837 .02108
.12 .00161 .00480 .00194 .00481 .00352 .00486 .00750 .00501
.06 .00053 .00120 .00230 .00121 .00707 .00125 .01061 .00139
.03 .00138 .00030 .00490 .00031 .01147 .00034 .01663 .00044
.01 .00916 .00004 .01612 .00004 .02327 .00006 .02834 .00010
where P ′ (xi, h) is the set of all points of {xi}Ni=1 in [xi − h, xi + h] augmented by xi ± h (and so P ′ (xi, h) = P (xi, h)),
T ′h,6
(
f , P ′ (xi, h)
) = f (xm) k′h,pooly6 (xi − xm) (xm − (xi − h)) /2
+
n−1∑
j=m
[
f
(
xj
)
k′h,poly6
(
xi − xj
)+ f (xj+1) k′h,poly6 (xi − xj+1)] (xj+1 − xj) /2
+ f (xn) k′h,poly6 (xi − xn) ((xi + h)− xn) /2
where xm and xn are respectively the first and last points of
{
xj
}N
j=1 in [xi − h, xi + h] and
T ′h,δ
(
f , P ′ (xi, h)
) = n−1∑
j=i
[
f
(
xj
)+ f (xj+1)] (xj+1 − xj) /2h2 + [f (xn)+ f (xi + h)] ((xi + h)− xn) /2h2
− [f (xm)+ f (xi − h)] (xm − (xi − h)) /2h2 − i−1∑
j=m
[
f
(
xj
)+ f (xj+1)] (xj+1 − xj) /2h2
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Table 10
Eh,6 and Eh,δ for f (x) = ex .
h N = 2000 N = 1000 N = 500 N = 250
Eh,6 Eh,δ Eh,6 Eh,δ Eh,6 Eh,δ Eh,6 Eh,δ
.50 .01675 .05059 .01758 .05311 .01743 .05292 .01798 .05347
.25 .00417 .01253 .00430 .01316 .00437 .01314 .01213 .01337
.12 .00100 .00288 .00234 .00303 .00998 .00305 .02161 .00317
.06 .00102 .00072 .00630 .00076 .02732 .00079 .04422 .00087
.03 .00529 .00018 .01695 .00020 .04083 .00022 .06694 .00027
.01 .03142 .00002 .05761 .00003 .08255 .00004 .10094 .00006
Table 11
E ′h,6 and E
′
h,δ for f (x) = 2x+ 5.
h N = 2000 N = 1000 N = 500 N = 250
E ′h,6 E
′
h,δ E
′
h,6 E
′
h,δ E
′
h,6 E
′
h,δ E
′
h,6 E
′
h,δ
.50 .00036 5e−15 .00178 3e−15 .00560 2e−15 .06120 2e−15
.25 .00320 7e−15 .01838 5e−15 .05639 3e−15 .53276 4e−15
.12 .03472 1e−14 .23474 1e−14 1.0807 1e−14 3.6529 9e−15
.06 .31072 2e−14 1.6165 2e−14 8.4953 2e−14 21.076 2e−14
.03 3.5035 3e−14 11.980 3e−14 36.918 2e−14 72.706 2e−14
.01 77.430 7e−14 179.59 6e−14 229.70 7e−14 229.06 8e−14
with
f (xi + h) = f (xn)+ f (xn+1)− f (xn)xn+1 − xn [(xi + h)− xn]
and
f (xi − h) = f (xm)− f (xm)− f (xm−1)xm − xm−1 [xm − (xi − h)] .
We then took the average E ′h,6 of all e
′
h,6 (f , xi) and the average E
′
h,δ of all e
′
h,δ (f , xi) as ameasure of the error in approximating
f ′ by T ′h,6 and T
′
h,δ respectively. The results, are given in Tables 11–15.
To interpret these tables, fix x0 ∈ [−1, 1], choose an arbitrary h > 0 small enough so that [x0 − h, x0 + h] ⊂ [−2, 2] and
let f be a smooth real function onR. Both δ′h and k
′
h,poly6 satisfy the reproducing conditions for polynomials of degree 1 or less
and so the difference between f ′ (x0) and
(
f ∗ k′h,poly6
)
(x0) is of the sameorderO
(
h2
)
as that between f ′ (x0) and
(
f ∗ δ′h
)
(x0).
But
(
f ∗ k′h,poly6
)
(x0) is equal to
(
f ′ ∗ kh,poly6
)
(x0) and so, since the bell shape of the graph of r → kh,poly6 (x0 − r) results
in more weight being placed in the vicinity of the point x0,
(
f ′ ∗ kh,poly6
)
(x0) will give a better approximation of f ′ (x0)
than does the divided difference (f (x0 + h)− f (x0 − h)) /2h. On the other hand,
(
f ∗ δ′h
)
(x0) is a close approximation of
the divided difference (f (x0 + h)− f (x0 − h)) /2h (when h > 0 is small enough). Furthermore, as seen in Section 4.2,
there is an error no greater than 2d2
∥∥f ′′∥∥∞ /h in approximating (f ∗ δ′h) (x0) by T ′h,δ (f , P ′ (x0, h)). Thus when the density
of the set of points xi ∈ [−1, 1] is high and somewhat uniform (i.e. d is small), we have that T ′h,6
(
f , P ′ (x0, h)
)
gives a close
approximation of
(
f ∗ k′h,poly6
)
(x0)while T ′h,δ
(
f , P ′ (x0, h)
)
gives a close approximation of
(
f ∗ δ′h
)
(x0). For these reasons the
superiority of T ′h,δ
(
f , P ′ (x0, h)
)
over T ′h,6
(
f , P ′ (x0, h)
)
in approximating f ′ (x0) is less evident under high density. But when
f is a polynomial of degree 1 or less, integration of f (but not of r → f (r) k′h,poly6 (x0 − r)) by the trapezoidal rule is exact
regardless of the density. This explains Table 11 for both high and low densities. Now consider the case when the density
of the set of points xi ∈ [−1, 1] is low. As h becomes small the variation of any smooth function f on [x0 − h, x0 + h] also
becomes small. Such is not the case for r → f (r) k′h,poly6 (x0 − r). Hence, when there are few points xi ∈ [x0 − h, x0 + h],
the value of T ′h,6
(
f , P ′ (x0, h)
)
can differ greatly from that of T ′h,δ
(
f , P ′ (x0, h)
)
(which is close to the value of
(
f ∗ δ′h
)
(x0)
when d ≤ h is small). This explains the superiority of δ′h over k′h,poly6 for small h. But if the variation of f remains high on
[x0 − h, x0 + h], then no kernel can be expected to provide a good approximation of the convolutions by any method of
numerical integration. We provide Table 12 to illustrate this fact.
We also calculated the errors
e′′h,6 (f , xi) =
∣∣f ′′ (xi)− T ′′h,6 (f , P (xi, h))∣∣
and
e′′h,δ (f , xi) =
∣∣f ′′ (xi)− T ′′h,δ (f , P ′′ (xi, h))∣∣
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Table 12
E ′h,6 and E
′
h,δ for f (x) = sin (10pix).
h N = 2000 N = 1000 N = 500 N = 250
E ′h,6 E
′
h,δ E
′
h,6 E
′
h,δ E
′
h,6 E
′
h,δ E
′
h,6 E
′
h,δ
.50 20.285 19.924 20.502 20.140 20.863 20.502 21.080 20.736
.25 20.662 19.596 20.884 19.811 21.260 20.174 21.563 20.401
.12 11.663 15.105 11.806 15.297 12.146 15.697 12.504 16.203
.06 3.7040 5.3546 3.9608 5.5002 5.147 5.9686 7.9410 7.0296
.03 1.3272 1.4871 2.7228 1.6181 6.969 2.1465 13.173 3.5428
.01 10.591 .23358 23.788 .45702 30.086 1.0699 30.336 2.5394
Table 13
E ′h,6 and E
′
h,δ for f (x) = sin (pix).
h N = 2000 N = 1000 N = 500 N = 250
E ′h,6 E
′
h,δ E
′
h,6 E
′
h,δ E
′
h,6 E
′
h,δ E
′
h,6 E
′
h,δ
.50 .25569 .37370 .25201 .36861 .25779 .37680 .27537 .39100
.25 .06656 .09936 .06546 .09804 .06999 .10059 .14290 .10730
.12 .01662 .02328 .02933 .02302 .13239 .02395 .54650 .02930
.06 .04180 .00586 .15901 .00586 1.0951 .00720 3.0543 .01498
.03 .46160 .00151 1.3124 .00176 4.8752 .00590 9.5777 .01893
.01 10.108 .00095 22.131 .00272 26.727 .00809 27.011 .02427
Table 14
E ′h,6 and E
′
h,δ for f (x) = x2 .
h N = 2000 N = 1000 N = 500 N = 250
E ′h,6 E
′
h,δ E
′
h,6 E
′
h,δ E
′
h,6 E
′
h,δ E
′
h,6 E
′
h,δ
.50 .00003 .000002 .00022 .00001 .00057 .00003 .00618 .00031
.25 .00016 .000005 .00188 .00002 .00478 .00008 .04041 .00090
.12 .00217 .000012 .02310 .00007 .07748 .00028 .27295 .00173
.06 .01948 .000028 .14887 .00017 .54023 .00078 1.2799 .00276
.03 .20457 .000077 .90046 .00030 2.6366 .00151 4.7826 .00490
.01 4.9085 .000283 11.536 .00094 16.780 .00255 16.188 .00709
Table 15
E ′h,6 and E
′
h,δ for f (x) = ex .
h N = 2000 N = 1000 N = 500 N = 250
E ′h,6 E
′
h,δ E
′
h,6 E
′
h,δ E
′
h,6 E
′
h,δ E
′
h,6 E
′
h,δ
.50 .01676 .02519 .01755 .02645 .01734 .02637 .01967 .02671
.25 .00424 .00656 .00680 .00658 .01538 .00658 .13437 .00683
.12 .00774 .00144 .06827 .00151 .30777 .00153 .93064 .00187
.06 .07000 .00036 .45781 .00040 2.2478 .00074 5.2070 .00175
.03 .81169 .00010 2.9515 .00024 8.8287 .00104 17.062 .00306
.01 17.866 .00016 42.002 .00054 57.692 .00158 59.157 .00429
where P ′′ (xi, h) is the set of all points of {xi}Ni=1 in [xi − h, xi + h] augmented by xi ± h and xi ± h/2,
T ′′h,6 (f , P (xi, h)) = f (xm) k′′h,poly6 (xi − xm) (xm − (xi − h)) /2
+
n−1∑
j=m
[
f
(
xj
)
k′′h,poly6
(
xi − xj
)+ f (xj+1) k′′h,6 (xi − xj+1)] (xj+1 − xj) /2
+ f (xn) k′′h,poly6 (xi − xn) ((xi + h)− xn) /2
and
T ′′h,δ
(
f , P ′′ (xi, h)
) = 4
h3
S (f , P (xi, h))− 8h3 S (f , P (xi, h/2))
where
S (f , P (xi, h)) =
[
f (xm)+ f (xi − h)
]
(xm − (xi − h)) /2+
n−1∑
j=m
[
f
(
xj
)+ f (xj+1)] (xj+1 − xj) /2
+ [f (xn)+ f (xi + h)] ((xi + h)− xn) /2
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Table 16
E ′′h,6 and E
′′
h,δ for f (x) = 2x+ 5.
h N = 2000 N = 1000 N = 500 N = 250
E ′′h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ
.50 .01503 6e−14 .05847 7e−14 .20737 3e−14 .98775 3e−14
.25 .21858 2e−13 .75246 2e−13 3.4114 1e−13 19.453 1e−13
.12 4.1988 2e−12 19.883 2e−12 78.396 1e−12 208.54 1e−12
.06 61.305 4e−12 251.14 4e−12 971.42 3e−12 1995.5 4e−12
.03 920.78 1e−11 2886.9 1e−11 7828.9 1e−11 157402. 1e−11
.01 47942. 9e−11 111513. 8e−11 193204. 6e−11 257824. 6e−11
Table 17
E ′′h,6 and E
′′
h,δ for f (x) = sin (10pix).
h N = 2000 N = 1000 N = 500 N = 250
E ′′h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ
.50 628.16 624.56 618.61 615.07 598.60 595.24 583.90 580.76
.25 639.83 652.11 630.05 642.05 609.40 620.64 593.56 603.57
.12 631.65 394.38 357.96 389.66 352.88 382.41 341.50 382.27
.06 116.00 128.33 120.66 128.75 165.33 133.99 246.77 147.35
.03 103.29 35.005 340.49 37.001 941.32 56.923 1833.2 104.01
.01 6327.7 26.641 14180 82.208 23989 257.38 30868 665.13
Table 18
E ′′h,6 and E
′′
h,δ for f (x) = sin(pix).
h N = 2000 N = 1000 N = 500 N = 250
E ′′h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ
.50 .81720 .91403 .82944 .92780 .80564 .90633 .77843 .88873
.25 .19260 .23934 .15161 .24328 .26032 .23778 2.4921 .22345
.12 .48103 .05572 1.9608 .05615 8.2613 .05953 28.563 .13330
.06 7.7832 .01462 27.407 .02341 121.62 .15326 286.29 .52523
.03 117.75 .02985 330.81 .09363 992.13 .44411 2082.5 1.6909
.01 6226.7 .27869 14093 .7679 23775 2.6371 30716 8.1718
and
S (f , P (xi, h/2)) =
[
f
(
xp
)+ f (xi − h/2)] (xp − (xi − h/2)) /2+ q−1∑
j=p
[
f
(
xj
)+ f (xj+1)] (xj+1 − xj) /2
+ [f (xq)+ f (xi + h/2)] ((xi + h/2)− xq) /2
with
f (xi − h) = f (xm)− [f (xm)− f (xm−1)]xm − xm−1 (xm − (xi − h))
f (xi − h/2) = f
(
xp
)− [f (xp)− f (xp−1)]
xp − xp−1
(
xp − (xi − h/2)
)
f (xi + h/2) = f
(
xq
)+ [f (xq+1)− f (xq)]
xq+1 − xq
(
(xi + h/2)− xq
)
f (xi + h) = f (xn)+ [f (xn+1)− f (xn)]xn+1 − xn ((xi + h)− xn)
and xm is the first element of {xi}Ni=1 in [xi − h, xi + h] and xn is the last while xp is the first element of {xi}Ni=1 in
[xi − h/2, xi + h/2] and xq is the last. We then took the average E ′′h,6 of all e′′h,6 (f , xi) and the average E ′′h,δ of all e′′h,δ (f , xi) as
a measure of the error in approximating f ′′ by T ′′h,6 and T
′′
h,δ respectively. The results, are given in Tables 16–20.
These numerical results for the second derivative can be explained in a manner similar to that for the first derivative. In
this case the error term 8d2
∥∥f ′′∥∥∞ /h2 derived in Section 4.2 becomes significant when h decreases, even when d ≤ h. This
motivates the following section.
5.3. Using Simpson’s rule
We now present results on estimating f ′′ by the discontinuous kernel δ′′[−h,h] combined this time to a quadratic rather
than a linear approximation of f (in conjunction with Simpson’s rule in place of the trapezoidal rule). If f is three times
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Table 19
E ′′h,6 and E
′′
h,δ for f (x) = x2 .
h N = 2000 N = 1000 N = 500 N = 250
E ′′h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ
.50 .00178 .00002 .00760 .00007 .02119 .00022 .09696 .00240
.25 .01546 .00006 .05997 .00038 .26778 .00144 1.7848 .01394
.12 .26940 .00039 1.7767 .00243 6.3538 .01220 15.870 .03951
.06 3.8397 .00180 21.011 .00843 66.960 .04492 123.81 .13815
.03 56.647 .00955 204.26 .03531 510.22 .13625 962.70 .49943
.01 3160.8 .08591 7430.7 .26988 12964 .85012 17103 2.4979
Table 20
E ′′h,6 and E
′′
h,δ for f (x) = ex .
h N = 2000 N = 1000 N = 500 N = 250
E ′′h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ E
′′
h,6 E
′′
h,δ
.50 .01259 .01886 .00671 .01981 .03795 .01967 .26877 .02008
.25 .04762 .00469 .17563 .00483 .87448 .00474 5.2841 .01273
.12 .97342 .00111 5.3256 .00241 22.118 .01066 51.526 .02448
.06 14.765 .00105 65.430 .00663 253.84 .03425 488.82 .09683
.03 212.60 .00533 706.18 .02345 1883.2 .09219 3600.3 .28659
.01 11044 .04720 25632 .15053 45458 .49424 61898 1.4185
continuously differentiable and if xα, xβ , xγ ∈
{
xj
}N
j=1 are three distinct points, then the quadratic approximation formula
of Lagrange for f yields
fα,β,γ (x) = f (xα)
(
x− xβ
) (
x− xγ
)(
xα − xβ
) (
xα − xγ
) + f (xβ) (x− xα) (x− xγ )(
xβ − xα
) (
xβ − xγ
) + f (xγ ) (x− xα) (x− xβ)(
xγ − xα
) (
xγ − xβ
) .
For any xi ∈
{
xj
}N
j=1 we write xi′ for the point in
{
xj
}i−1
j=1 closest to (yet distinct from) xi and xi′′ that in
{
xj
}N
j=i+1 (when they
exist). We then introduce the real function f˜ on [x0 − h, x0 + h] defined by
f˜ (x) =
{fm′,m,m′′ (x) if x0 − h ≤ x < xm,m+1
fj′,j,j′′ (x) if x(j−1),j ≤ x < xj,(j+1),m < j < n
fn′,n,n′′ (x) if x(n−1),n ≤ x ≤ x0 + h
where xm and xn are respectively the first and last points of
{
xj
}N
j=1 contained in [x0 − h, x0 + h] and
xi,j = xi + xj2 .
Similarly, let xp and xq are respectively the first and last points of
{
xj
}N
j=1 contained in [x0 − h/2, x0 + h/2]. Let us define
Q ′′h,δ
(˜
f , P ′′ (x0, h)
) = 4
h3
∫ x0+h
x0−h
f˜ − 8
h3
∫ x0+h/2
x0−h/2
f˜
where∫ x0+h
x0−h
f˜ =
∫ (xm−1+xm)/2
x0−h
f˜ +
n∑
j=m
∫ (xj+xj+1)/2
(xj−1+xj)/2
f˜ +
∫ x0+h
(xn+xn+1)/2
f˜
and ∫ x0+h/2
x0−h/2
f˜ =
∫ (xp−1+xp)/2
x0−h/2
f˜ +
q∑
j=p
∫ (xj+xj+1)/2
(xj−1+xj)/2
f˜ +
∫ x0+h/2
(xq+xq+1)/2
f˜ .
To each of the subintegrals we apply Simpson’s rule∫ b
a
g ≈ (b− a)
6
[
g (a)+ 4g
(
a+ b
2
)
+ g (b)
]
(40)
(which is precise when g is quadratic on the subintervals, as is the case for f˜ ).
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Table 21
qdE ′′h,6 and qdE
′′
h,δ for f (x) = 2x+ 5.
h N = 2000 N = 1000 N = 500 N = 250
qdE ′′h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ
.50 .06217 1e−13 .19007 6e−14 .67015 3e−14 1.8283 3e−14
.25 .65550 2e−13 2.6961 2e−13 11.123 1e−13 29.328 1e−13
.12 11.021 2e−12 42.201 2e−12 133.67 1e−12 247.62 1e−12
.06 132.22 4e−12 487.25 4e−12 1251.4 4e−12 1763.6 5e−12
.03 1709.4 1e−11 4325.5 1e−11 7515.9 1e−11 9887.5 3e−11
.01 56643 1e−10 82555 9e−11 107792 1e−10 147700 5e−10
Table 22
qdE ′′h6 and qdE
′′
h,δ for f (x) = sin (10pix).
h N = 2000 N = 1000 N = 500 N = 250
qdE ′′h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ
.50 628.50 624.56 618.97 615.06 599.11 595.21 584.49 580.53
.25 644.05 652.15 634.20 642.24 613.64 621.52 596.88 606.49
.12 273.05 393.99 272.72 387.99 273.40 375.17 285.80 362.03
.06 55.004 127.49 67.385 125.54 135.55 122.25 239.31 130.59
.03 318.57 34.099 606.71 33.918 966.72 37.702 1205.4 70.362
.01 7400.9 4.8847 10382 11.231 13316 28.024 19328 77.686
Table 23
qdE ′′h,6 and qdE
′′
h,δ for f (x) = sin(pix).
h N = 2000 N = 1000 N = 500 N = 250
qdE ′′h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ
.50 1.0108 .91392 1.0255 .92741 .99686 .90490 .99755 .88394
.25 1.8582 .23925 2.0685 .24278 2.6724 .23689 4.5225 .23151
.12 2.9782 .05578 6.2623 .05661 17.439 .05527 31.901 .05423
.06 17.746 .01398 61.854 .01420 152.75 .01488 229.71 .02583
.03 215.91 .00349 511.98 .00483 930.64 .01363 1148.5 .03819
.01 7263.5 .00222 10340 .01007 13059 .02758 17496 .06921
Table 24
qdE ′′h,6and qdE
′′
h,δ for f (x) = x2 .
h N = 2000 N = 1000 N = 500 N = 250
qdE ′′h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ
.50 .66174 7e−15 .65222 5e−15 .59945 5e−15 .54680 3e−15
.25 .63059 2e−14 .57494 1e−14 .95113 1e−14 2.3073 9e−15
.12 .89221 1e−13 3.2750 1e−13 10.710 1e−13 17.376 1e−13
.06 9.0254 2e−13 34.967 2e−13 79.066 2e−13 109.71 2e−13
.03 112.91 1e−12 285.38 1e−12 477.69 1e−12 607.18 1e−12
.01 3907.8 8e−12 5409.8 7e−12 7332.3 7e−12 9811.5 2e−11
Table 25
qdE ′′h,6 and qdE
′′
h,δ for f (x) = ex .
h N = 2000 N = 1000 N = 500 N = 250
qdE ′′h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ qdE
′′
h,6 qdE
′′
h,δ
.50 .41096 .01825 .40421 .01979 .26527 .01971 .35892 .01986
.25 .29629 .00469 .56251 .00492 2.8432 .00490 7.9090 .00495
.12 2.5358 .00108 10.535 .00113 35.835 .00115 60.577 .00139
.06 31.271 .00027 118.83 .00029 310.40 .00044 422.52 .00164
.03 402.65 .00007 1052.3 .00016 1834.5 .00083 2403.2 .00285
.01 13333 .00011 19877 .00059 25765 .00175 35259 .00454
The same techniques were applied to the continuous kernel k = kh,poly6. Given a function f three times continuously
differentiable, we constructed its quadratic approximation f˜ via Lagrange’s formula. Then f ′′ which is approximated by
f ∗ k′′h,poly6, is in turn estimated by f˜ ∗ k′′h,poly6. If we define
Q ′′h,6
(˜
f , P (x0, h)
) = (˜f ∗ k′′h,poly6) (x0)
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then
Q ′′h,6
(˜
f , P (x0, h)
) = ∫ x0+h
x0−h
f˜ (t) k′′h,poly6 (x0 − t) dt
=
∫ (xm−1+xm)/2
x0−h
f˜ (t) k′′h,poly6 (x0 − t) dt +
n∑
j=m
∫ (xj+xj+1)/2
(xj−1+xj)/2
f˜ (t) k′′h,poly6 (x0 − t) dt
+
∫ x0+h
(xn+x ln+1)/2
f˜ (t) k′′h,poly6 (x0 − t) dt
where, by Simpson’s rule (40), each subintegral can in turn be approximated by the formula∫ b
a
f˜ (t) k′′ (x0 − t) dt ≈ (b− a)6 f˜ (a) k
′′ (x0 − a)+ 4 (b− a)6 f˜
(
a+ b
2
)
k′′
(
x0 − a+ b2
)
+ (b− a)
6
f˜ (b) k′′ (x0 − b) .
For each N , h and xi ∈ [−1, 1] we calculated the errors
qde′′h,6 (f , xi) =
∣∣f ′′ (xi)− Q ′′h,6 (˜f , P (xi, h))∣∣
and
qde′′h,δ (f , xi) =
∣∣f ′′ (xi)− Q ′′h,δ (˜f , P ′′ (xi, h))∣∣ .
We then took the average qdE ′′h,6 of all qde
′′
h,6 (f , xi) and the average qdE
′′
h,δ of all qde
′′
h,δ (f , xi) as a measure of the error in
approximating f ′′ (xi) by Q ′′h,6
(˜
f , P (xi, h)
)
and Q ′′h,δ
(˜
f , P ′′ (xi, h)
)
respectively. The results are given in Tables 21–25.
These numerical results can be explained as follows. In general, let {xi}Ni=1 be an increasing sequence of distinct points in
a finite open interval ]a, b[ and let f ∈ C3 [a, b]. As a direct consequence of Eq. (3.8) on page 110 of [16] (for example), we
have with respect to the uniform norm ‖·‖∞ on the space C3 [a, b],∥∥f − f˜ ∥∥∞ ≤ d3 ∥∥f ′′′∥∥∞ .
Hence, for any x0 ∈]a, b[we have∣∣(f ∗ δ′′h ) (x0)− (˜f ∗ δ′′h ) (x0)∣∣ ≤ d3 ∥∥f ′′′∥∥∞ ∫ h−h ∣∣δ′′h (x0 − r)∣∣ dr
whenever h > 0 is small enough so that [x0 − h, x0 + h] ⊂ [a, b]. Since∫ h
−h
∣∣δ′′h (x0 − r)∣∣ dr = 8/h2
we obtain∣∣(f ∗ δ′′h ) (x0)− (˜f ∗ δ′′h ) (x0)∣∣ ≤ 8d3 ∥∥f ′′′∥∥∞ /h2.
Simpson’s rule is exact for polynomials of degree 2 or less, and so we have(˜
f ∗ δ′′h
)
(x0) = Q ′′h,δ
(˜
f , P ′′ (x0, h)
)
,
= Q ′′h,δ
(
f , P ′′ (x0, h)
)
from which it follows that∣∣(f ∗ δ′′h ) (x0)− Q ′′h,δ (˜f , P ′′ (x0, h))∣∣ = ∣∣(f ∗ δ′′h ) (x0)− Q ′′h,δ (f , P ′′ (x0, h))∣∣
≤ 8d3 ∥∥f ′′′∥∥∞ /h2.
Thus, in addition to the error of order O
(
h2
)
in approximating f ′′ (x0) by
(
f ∗ δ′′h
)
(x0), there is an additional error of at most
8d3
∥∥f ′′′∥∥∞ /h2 in approximating (f ∗ δ′′h ) (x0) by Q ′′h,δ ( f˜ , P ′′ (x0, h)).
Both δ′′h and k
′′
h,poly6 satisfy the reproducing conditions for polynomials of degree 2 or less and so for any smooth real
function f on R the difference between f ′′ (x0) and
(
f ∗ k′′h,poly6
)
(x0) is of the same order O
(
h2
)
as that between f ′′ (x0)
and
(
f ∗ δ′′h
)
(x0). When the density of the set of points xi ∈ [−1, 1] is high and somewhat uniform, Q ′′h,δ
(
f˜ , P ′′ (x0, h)
)
gives a close approximation of
(
f ∗ δ′′h
)
(x0) (with margin of error no greater than 8d3
∥∥f ′′′∥∥ /h2), which in turn is a close
approximation of the divided difference (f (x0 + h) − 2f (x0) + f (x0 − h))/h2, and this approximates f ′′ (x0). Similarly
Q ′′h,6
(
f˜ , P (x0, h)
)
gives a close approximation of
(
f ∗ k′′h,poly6
)
(x0) which is equal to
(
f ′′ ∗ kh,poly6
)
(x0) and so since the
J.-M. Belley et al. / Computers and Mathematics with Applications 58 (2009) 1253–1272 1271
bell shape of the graph of r → kh,poly6 (x0 − r) will result in more weight being placed in the vicinity of the point
x0, Q ′′h,6
(
f˜ , P (x0, h)
)
may be a better approximation of f ′′ (x0) than is (f (x0 + h)− 2f (x0)+ f (x0 − h)) /h2 under high
density. For these reasons the superiority of Q ′′h,δ
(
f˜ , P (x0, h)
)
over Q ′′h,6
(
f˜ , P (x0, h)
)
in estimating f ′′ (x0) under high
density is not as great as under low density. But when f is a polynomial of degree 2 or less, integration of f (but not
of r → f (r) k′h,poly6 (x0 − r)) by Simpson’s rule is exact under both high and low densities. This explains Tables 21 and
24. Now consider the case when the density of the set of points xi ∈ [−1, 1] is low. As h becomes small the variation
of f on [x0 − h, x0 + h] vanishes. Such is not the case for r → f (r) k′′h,poly6 (x0 − r). Hence, when there are few points
xi ∈ [x0 − h, x0 + h], the value of Q ′′h,6
(
f˜ , P (x0, h)
)
can differ greatly from that of Q ′′h,δ
(
f˜ , P (x0, h)
)
(which by above is
within 8d3
∥∥f ′′′∥∥ /h2 of (f ∗ δ′′h ) (x0)), depending on the distribution of the set of points xi ∈ [−1, 1]. This explains the
superiority of δ′′h over k
′′
h,poly6 for small h. But if the variation of f remains high on [x0 − h, x0 + h], then no kernel can be
expected to provide a good approximation of the convolutions, whatever the method of numerical integration. We provide
Table 22 to illustrate this point.
6. Conclusion
We introduced, for arbitrary h > 0, discontinuous kernels (12), (16) and (18) with support in [−h, h] such that their
convolution with a given function f yields an approximation of the function, along with its first and second derivatives,
respectively. It was shown that such an approximation is subject to an error of orderO
(
h2
)
. Since the values of f are assumed
known only on a finite set of points, (denoted by the ordered sequence
{
xj
}N
j=1) we further approximated the convolutions by
numerical methods based on the trapezoidal rule applied to a linear approximation of f . In the case of the second derivative,
we also used Simpson’s rule applied to a quadratic approximation of f . In doing so, we obtained for h > 0 small enough a
significant improvement in the estimates when compared with the classic methods of SPH. In fact, our methods were more
accurate and numerically stable than those based on classic SPH for small h and/orN . Furthermore, Simpson’s rule proved to
be significantly better than the trapezoidal rule in estimating a second derivative as h got smaller.When the same techniques
were applied to the smooth kernel kh,poly6 given by (8) (and its derivatives) in place of our discontinuous kernels (12), (16)
and (18), we obtained numerical results for small h and/or N no better than those obtained by classic SPH. This justifies, for
small h and/orN , the use of discontinuous kernels like (12), (16) and (18) over continuous kernels, when used in conjunction
with a Newton–Cotes integration formula of which the trapezoidal rule and Simpson’s rule are the most elementary.
In this paperwe gave bounds for approximations based on SPH techniques.We showed thatwhen f is twice continuously
differentiable, and when d < h, then the error in approximating f by the trapezoidal rule in conjunction with a linear
approximation of f is of orderO
(
h2
)
. A similar result was obtained for the derivative whenever f is three times continuously
differentiable, and for the second derivative whenever f is four times continuously differentiable.
Even though the extension of the discontinuous kernels to the multi-dimensional case can be easily derived from the
one-dimensional case, there are still some problems to be overcome regarding the definition of simple and elegant sums
satisfying the discrete reproducing conditions. For this reason, it remains our aim to study discontinuous kernels in the
multi-dimensional setting.
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