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Abstract A new type of integral representation is proposed
for the propagators of the massive Klein-Gordon field mini-
mally coupled to the gravity of the de Sitter expanding uni-
verse. This representation encapsulates the effects of the Heav-
iside step functions of the Feynman propagators making pos-
sible for the first time the calculation of Feynman diagrams
involving scalar particles on this background. In order to
convince that, a simple example is given outlining the am-
plitudes in the second order of perturbations of the Compton
effect in the de Sitter scalar quantum electrodynamics..
Pacs: 04.62.+v
1 Introduction
The classical or quantum scalar fields are the principal pieces
used in various models on curved spacetime. Of a special
interest in cosmology is the de Sitter expanding universe
carrying scalar fields variously coupled to gravity whose
quantum modes can be analytically solved [1–6]. Neverthe-
less, despite of this opportunity, we have not yet a complete
scalar quantum field theory (QFT) on de Sitter backgrounds
based on perturbations and renormalization procedures able
to describe all the processes involving scalar bosons. This is
because of the technical difficulties in calculating Feynman
diagrams affecting the fields of any spin on the de Sitter ex-
panding universe.
The source of these difficulties is the fact that the causal
propagators, expressed explicitly in terms of Heaviside step
functions depending on time, lead to the fragmentation of
the time integrals of the chronological products of free fields
giving the transition amplitudes in different orders of pertur-
bations. Under such circumstances, these integrals cannot be
evaluated forcing one to restrict so far only to the first order
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amplitudes of the de Sitter QFT which do not involve prop-
agators [7–17]. Note that the processes in the first order of
perturbations which are forbidden in special relativity by the
energy-momentum conservation are allowed on the de Sit-
ter spacetimes where the momentum and energy cannot be
measured simultaneously [18]. However, the calculations in
the first order of perturbations are only the first step to a
complete QFT involving propagators for which we must get
over the above mentioned difficulties.
In the traditional QFT on the Minkowskian spacetime
this problem is solved by the Fourier representations of the
causal propagators which encapsulate the effect of the Heav-
iside step functions [19]. Unfortunately, in the de Sitter case
such Fourier representations do not hold as we shall explain
in what follows. Therefore, we must look for another type
of integral representation able to take over the effects of
the Heaviside functions. Recently we succeeded to find a
new integral representation of the propagators of the Dirac
field on the de Sitter [20] or any spatially flat FLRW [21]
spacetimes which is different from the usual Fourier inte-
grals allowed in special relativity. Here we would like to
continue this study applying the same method to the massive
and charged Klein-Gordon fields, minimally coupled to the
gravity of the de Sitter expanding universe, writing down for
the first time the new integral representation of their propa-
gators.
Moreover, we show that this new integral representation
plays the same role as the familiar Fourier one in special rel-
ativity, helping us to calculate the Feynman diagrams of the
de Sitter scalar quantum electrodynamics (SQED) in a sim-
ilar manner as in the flat case. In order to convince that we
present as a premiere the amplitudes of the Compton effect
on the de Sitter expanding universe, written in a closed form
thanks to our integral representation.
We start in the second section presenting briefly the mas-
sive scalar field whose mode functions are written in the
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conformal local chart with Cartesian coordinates. The next
section is devoted to our principal result reported here, demon-
strating that the integral representation we propose gives just
the Feynman propagator after applying the method of con-
tour integrals [19]. In the third section we derive the am-
plitudes of the Compton effect on the de Sitter expanding
portion. Finally some concluding remarks are presented.
2 Massive scalar field
Let us consider the de Sitter expanding universe defined as
the expanding portion of the (1+ 3)-dimensional de Sit-
ter manifold, equipped with the spatially flat FLRW chart
whose coordinates, xµ (α, ...µ,ν , ...= 0,1,2,3), are the proper
time x0 = t and the Cartesian coordinates xi (i, j,k, ...= 1,2,3)
for which we use the vector notation, x = (x1,x2,x3). For
technical reasons we work here mainly in the conformal
chart having the conformal time
tc =− 1ω e
−ωt < 0 , (1)
and the same space coordinates. In these charts the line ele-
ment reads [22]
ds2 = gµν(x)dxµdxν = dt2−a(t)2(dx ·dx)
= a(tc)2(dt2c −dx ·dx) , (2)
where
a(t) = eωt → a(tc) =− 1ωtc , (3)
depend on the Hubble constant of the de Sitter spacetime
denoted here by ω .
In the conformal chart, the Klein-Gordon equation of a
charged scalar field of mass m takes the form(
∂ 2tc −∆ −
2
tc
∂tc +
m2
ω2t2c
)
φ(tc,x) = 0 , (4)
allowing the well-known solutions that can be expanded in
terms of plane waves of positive and negative frequencies as
[22]
φ(x) = φ (+)(x)+φ (−)(x)
=
∫
d3p
[
fp(x)a(p)+ f ∗p (x)b
∗(p)
]
, (5)
where the fundamental solutions have the general form
fp(x) = fp(tc,x) =
1√
piω
eip·x
[2pia(tc)]
3
2
Fν(tc) . (6)
The time modulation functionFν may be any arbitrary lin-
ear combination of Bessel functions. In what follows it is
convenient to consider modified Bessel functions Kν instead
of the usual Hankel ones such that we can write
Fν(tc) = c1Kiν(iptc)+ c2Kiν(−iptc) , (7)
where ν =
√
m2
ω2 − 94 (in the minimal coupling) while c1 and
c2 are arbitrary complex valued constants.
The fundamental solutions must satisfy the orthonormal-
ization relations
〈 fp, fp′〉=−〈 f ∗p , f ∗p′〉 = δ 3(p−p′) , (8)
〈 fp, f ∗p′〉 = 0 , (9)
with respect to the relativistic scalar product [22]
〈φ ,φ ′〉= i
∫ d3x
(ωtc)2
φ ∗(x)
↔
∂tc φ
′(x) , (10)
that hold only if we set
|c1|2−|c2|2 = 1 , (11)
as it results from Eqs. (10) and (32). These constants define
the vacuum [24] as in the case of the Bunch-Davies vacuum
[23], where c1 = 1 and c2 = 0, which is a particular case
of adiabatic vacuum [25–30]. In what follows we use this
vacuum for brevity but all our formulas we derive here can
be rewritten easily in any other vacuum.
After fixing he constants c1 and c2 the quantization can
be done in a canonical manner replacing the wave func-
tions of the field (5) by field operators, a(p)→ a(p) and
b(p)→ b(p), such that b∗→ b† [19]. Then we assume that
the particle (a, a†) and antiparticle (b, b†) operators fulfill
the standard commutation relations in the momentum repre-
sentation, among which the non-vanishing ones are
[a(p),a†(p ′)] = [b(p),b†(p ′)] = δ 3(p−p ′) . (12)
In the configuration representation the partial commuta-
tor functions of positive or negative frequencies,
iD(±)(x,x′) = [φ (±)(x),φ (±)†(x′)] (13)
give the total one, D=D(+)+D(−). These functions are so-
lutions of the Klein-Gordon equation in both the sets of vari-
ables and obey [D(±)(x,x′)]∗ = D(∓)(x,x′) such that D is a
real valued function. These functions can be written as mode
integrals as,
iD(+)(x,x′) = iD(+)(tc, t ′c,x−x′) =
∫
d3p fp(x) fp(x′)∗
=
1
piω
1
[4pi2a(tc)a(t ′c)]
3
2
×
∫
d3peip·(x−x
′)Kiν(iptc)Kiν(−ipt ′c) , (14)
iD(−)(x,x′) = iD(−)(tc, t ′c,x−x′) =−
∫
d3p fp(x)∗ fp(x′)
= − 1
piω
1
[4pi2a(tc)a(t ′c)]
3
2
×
∫
d3peip·(x−x
′)Kiν(−iptc)Kiν(ipt ′c) , (15)
taking similar forms after changing p→−p in the last in-
tegral. Note that these integrals can be solved in terms of
hypergeometric functions obtaining well-known closed for-
mulas [22].
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3 Integral representations of the scalar propagators
The commutator functions allow us to construct the propa-
gators, i. e. the Green functions corresponding to initial con-
ditions at t =±∞, without solving the Green equation. As in
the scalar theory on Minkowski spacetime, we may use the
Heaviside step functions for defining the retarded, DR, and
advanced, DA, propagators,
DR(tc, t ′c,x−x′) = θ(tc− t ′c)D(tc, t ′c,x−x′) , (16)
DA(tc, t ′c,x−x′) = −θ(t ′c− tc)D(tc, t ′c,x−x′) , (17)
while the causal Feynman propagator has the well-known
form [19],
iDF(tc, t ′c,x−x′) = 〈0|T [φ(x)φ †(x′)] |0〉
= θ(tc− t ′c)D(+)(tc, t ′c,x−x′)
− θ(t ′c− tc)D(−)(tc, t ′c,x−x′) . (18)
Our main goal here is to find the suitable integral represen-
tation of these propagators which should encapsulate the ef-
fect of the Heaviside step functions.
As mentioned, the propagators (16), (17) and (18) can-
not be used in the concrete calculations of Feynman dia-
grams as they stay because of their explicite dependence
on the Heaviside θ -functions. In the case of the Minkowski
spacetime this problem is solved by representing these prop-
agators as 4-dimensional Fourier integrals which take over
the effects of the Heaviside functions according to the method
of the contour integrals [19]. In this manner one obtains a
suitable integral representation of the Feynman propagators
allowing one to work exclusively in momentum representa-
tion.
In de Sitter spacetimes we also have a momentum rep-
resentation but we do not know how to exploit it since in
this geometry the propagators are functions of two time vari-
ables, t−t ′ and tt ′, instead of the unique variable t−t ′ of the
Minkowski case. This situations generates new difficulties
since apart from a Fourier transform in t − t ′ ∈ R a suple-
mentary Mellin transform for the new variable tt ′ ∈R+ [31]
might be considered. Obviously, an integral with two more
variables of integration is not a convenient solution for rep-
resenting the Feynman propagators.
This means that we must look for an alternative inte-
gral representation based on the method of the contour in-
tegrals [19] but avoiding the mentioned Fourier or Mellin
transforms. As in the Dirac case [20, 21], the explicit forms
of the partial commutator functions (14) and (15) suggest
us to postulate the following integral representation of the
Feynman propagator
DF(x,x′)≡ DF(tc, t ′c,x−x′) =
1
pi2ω
1
[4pi2a(tc)a(t ′c)]
3
2
×
∫
d3peip·(x−x
′)
∫ ∞
−∞
ds |s| Kiν(istc)Kiν(−ist
′
c)
s2− p2− iε . (19)
Fig. 1 The contours of integration in the complex s-plane, C±, are the
limits of the pictured ones for R→ ∞.
It remains to prove that this integral representation gives just
the Feynman propagator (18) according to the well-known
method of contour integrals [19]. Focusing on the last inte-
gral of Eq. (19) denoted as
I (tc, t ′c) =
∫ ∞
−∞
dsM(s, tc, t ′c) , (20)
we observe that for large values of |s| the modified Bessel
functions can be approximated as in Eqs. (33) obtaining the
asymptotic behavior
M(s, tc, t ′c)∼
e−is(tc−t ′c)
s
. (21)
Now we can estimate the integrals on the semicircular parts,
c±, of the contours pictured in Fig. 1 taking s ∼ Reiϕ and
using Eq. (3.338-6) of Ref. [31] which gives∫
c±
dsM(s, tc, t ′c)∼ I0[±R(tc− t ′c)]∼
1√
R
e±R(tc−t
′
c) , (22)
since the modified Bessel function I0 behaves as in the first
of Eqs. (33). In the limit of R→ ∞ the contribution of the
semicircle c+ vanishes for t ′c > tc while those of the semicir-
cle c− vanishes for tc > t ′c. Therefore, the integration along
the real s-axis is equivalent with the following contour inte-
grals
I (tc, t ′c) =
{ ∫
C+ dsM(s, tc, t
′
c) =I+(tc, t
′
c) for tc < t
′
c∫
C− dsM(s, tc, t
′
c) =I−(tc, t ′c) for tc > t ′c
,
where the contours C± are the limits for R→ ∞ of those of
Fig. 1. Then we may apply the Cauchy’s theorem [32],
I±(tc, t ′c) =±2pii Res
[
M(s, tc, t ′c)
]∣∣
s=∓p±iε , (23)
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taking into account that in the simple poles at s = ±p∓ iε
we have the residues
Res
[
M(s, t, t ′)
]∣∣
s=±p∓iε =±
1
2
Kν(±iptc)Kν(∓ipt ′c) . (24)
Consequently, the integral I−(tc, t ′c) gives the first term of
the Feynman propagator (18) with D(+) expanded as in Eq.
(14) while the integralI+(tc, t ′c) yields its second term with
D(−) in the form (15), proving that the integral rep. (19) is
correct.
The other propagators, DA and DR, can be represented in
a similar manner by changing the positions of the poles as
in the flat case [19],
DR
A
(x,x′) = DR
A
(tc, t ′c,x−x′) =
1
pi2ω
1
[4pi2a(tc)a(t ′c)]
3
2
×
∫
d3peip·(x−x
′)
∫ ∞
−∞
ds |s| Kiν(istc)Kiν(−ist
′
c)
(s± iε)2− p2 , (25)
but in our integral representation instead of the Fourier one.
Finally we note that the above integral representations
can be rewritten at any time in the FLRW chart, {t,x)}, sub-
stituting tc → t and a(tc)→ a(t) according to Eqs. (1) and
(3).
4 Example: Compton effect in SQED
We succeeded thus to derive the specific integral represen-
tations of the scalar propagators on the de Sitter expanding
universe that can be used for calculating the Feynman di-
agrams of the physical effects involving the Klein-Gordon
field. Here we give a simple example outlining how our ap-
proach works in the SQED on the de Sitter expanding uni-
verse, deriving the amplitudes of the Compton effect in the
second order of perturbations.
We consider that our massive charged scalar field φ is
coupled minimally to the electromagnetic field Aµ through
the interaction Lagrangian
Lint =−ie
√
g(x)gµν(x)Aµ(x)
[
φ †(x)
↔
∂ν φ(x)
]
, (26)
where e is the electrical charge. We know that in the chart
{tc,x} the electromagnetic potential can be expanded in terms
of similar plane waves as in the Minkowski spacetime since
the Maxwell equations are conformally invariant if we work
exclusivelly in the Coulomb gauge where A0 = 0 [15, 33].
Therefore, we may write the expansion
Ai(x) =
∫
d3k∑
λ
[
µk,λ ; i(x)α(k,λ )+µk,λ ; i(x)∗α†(k,λ )
]
,
(27)
in terms of the mode functions,
µk,λ ; i(tc,x) =
1
(2pi)3/2
1√
2k
e−iktc+ik·x εi(k,λ ) , (28)
depending on the components of the polarization vectors
εi(k,λ ) of momentum k (k= |k|) and helicity λ =±1 [15].
Note that the polarization vector is orthogonal to momen-
tum, kiεi(k,λ ) = 0.
With these preparations we can write the first Compton
amplitude [19] with a self-explanatory notation as
Aλ1,λ2(p1,k1,p2,k2)≡ 〈out p2,(k2,λ2)|inp1,(k1,λ1〉
=−i e
2
2
∫
d4xd4x′
√
g(x)g(x′)gi j(x)gkl(x′)
×µk2,λ2, j(x)∗µk1,λ1,l(x′)
[
f ∗p2(x)
↔
∂i DF(x,x′)
↔
∂ ′k fp1(x
′)
]
,
(29)
where DF is given by our integral representation (19). We
perform first the space integrals generating Dirac δ -functions
which have to assure the momentum conservation after in-
tegrating over the internal momentum p of DF . Thus, after a
little calculation we may write
Aλ1,λ2(p1,k1,p2,k2) =−i
e2
2
δ 3(p1+k1−p2−k2)
× pi1εi(k1,λ1)p j2ε j(k2,λ2)∗
×
∫ ∞
−∞
ds|s|V (p2,k2,s)
∗V (p1,k1,s)
s2−|p1+k1|2− iε , (30)
where we introduced the vertex functions defined up to a
phase factor as
V (p,k,s) =
1
2ω2pi3
√
k
×
∫ ∞
0
dτKiν
(
−i p
ω
τ
)
Kiν
(
i
s
ω
τ
)
ei
k
ω τ , (31)
after changing the variable of integration tc→ τ =−ωtc. We
obtained thus a closed form of the first Compton amplitude
bearing in mind that the second one can be obtained directly
by changing k1 ↔ k2 in Eq. (30) [19]. We must stress that
this result is due to our integral representation since other-
wise the Heaviside step functions of the original form (18)
would have mix up the time integrals.
The Compton amplitudes obtained here are complicated
since, in general, the quantum effects in de Sitter spacetimes
are described by formulas involving integrals of the form
(31). For example, in the de Sitter QED in Coulomb gauge
[15] the amplitudes in the first order of perturbations are
given by integrals of this form whose analyze required an
extended analytical and numerical study [15–17]. A similar
study can be performed in the case of the Compton effect
calculated here but this exceeds the purposes of this paper
where the principal objective was to define our new integral
representation of the scalar propagators.
5 Concluding remarks
The above example shows that the integral representation of
the scalar propagators proposed here is crucial for calculat-
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ing the Feynman diagrams in any order of the SQED in the
presence of the gravity of the de Sitter background. Thus
one could find new observable effects involving interacting
fields, allowed by the local gravity, whose indirect influence
could be better measured than its direct interaction with the
quantum matter which is very weak.
It remains to study the renormalization observing that
here it is not certain that the standard regularization proce-
dures, as for example the Pauli-Villars method, will work as
in the flat case. This is because of the structure of the prop-
agators studied here which depend on mass only indirectly
through the index of the K-functions. Thus a priority task
is to find suitable methods of regularization and renormal-
ization looking for alternative methods or adapting the well-
known regularization procedures of the two-point functions
[34–38].
Concluding we can say with a moderate optimism that
now we have all the tools we need for calculating at least
the non-gravitational effects of the massive scalar field in the
presence of the gravity of the de Sitter expanding universe.
Appendix A: Modified Bessel functions
The modified Bessel functions Iν (z) and Kν (z) = K−ν (z) are related to
the Hankel ones such that their Wronskian [39] gives the identity
Kν (is)
↔
∂s Kν (−is) =W [Kν (is),Kν (−is)] = ipis . (32)
For |z| → ∞ and any ν we have,
Iν (z)→
√
pi
2z
ez , Kν (z)→ K 1
2
(z) =
√
pi
2z
e−z . (33)
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