In this Commentary, we discuss two sets of genetically encoded molecular tools that have significantly enhanced our ability to observe and manipulate complex biochemical processes in their native context and that have been essential in deepening our molecular understanding of how intracellular signaling networks function. In particular, genetically encoded biosensors are widely used to directly visualize signaling events in living cells, and we highlight several examples of basic biosensor designs that have enabled researchers to capture the spatial and temporal dynamics of numerous signaling molecules, including second messengers and signaling enzymes, with remarkable detail. Similarly, we discuss a number of genetically encoded biochemical perturbation techniques that are being used to manipulate the activity of various signaling molecules with far greater spatial and temporal selectivity than can be achieved using standard pharmacological or genetic techniques, focusing specifically on examples of chemically driven and light-inducible perturbation strategies. We then describe recent efforts to combine these diverse and powerful molecular tools into a unified platform that can be used to elucidate the molecular details of biological processes that may potentially extend well beyond the realm of signal transduction.
Introduction
Inter-and intracellular communication is the key for living systems to cope with an ever-changing environment. Effective cell communication utilizes highly regulated signal transduction networks that convert input signals into specific cellular responses. To achieve these specific responses, each network comprises numerous signaling molecules, such as second messengers, kinases, phosphatases, ligands, etc., whose dynamics are in turn subject to rigorous spatial and temporal control (Kholodenko et al., 2010) . Various molecular mechanisms are put in place to maintain the tight spatiotemporal control of signal transduction, and these frequently involve the compartmentalization of signaling molecules. For example, scaffolding proteins play a major role in partitioning signaling enzymes into distinct macromolecular complexes and in directing these nanomachines to different subcellular locations (reviewed in Pan et al., 2012; Scott and Pawson, 2009 ). In particular, various components of the 39,59-cyclic adenosine monophosphate (cAMP)-dependent protein kinase (PKA)-signaling pathway are known to be assembled onto A-kinase anchoring proteins (AKAPs) that are targeted throughout the cell (Wong and Scott, 2004) , and a number of different scaffold proteins are involved in regulating mitogen-activated protein kinase (MAPK)-signaling pathways (Brown and Sacks, 2009; Kolch, 2005) . Anchored signaling enzymes can further impose spatial control over diffusible signaling molecules, giving rise to dynamic gradients and microdomains of signaling activity (Dehmelt and Bastiaens, 2010; Kholodenko et al., 2010) .
Thus, in order to dissect the molecular mechanisms that are involved in signal transduction, it is imperative to study these dynamic processes in the native context of a living cell, tissue or organism, as this ensures that the entire signaling network, together with its regulatory mechanisms, remains intact. Classic methods of studying signal transduction, which usually involve cell fixation or lysis, provide only limited temporal and spatial resolution, and often fail to capture biologically relevant singlecell behaviors such as oscillations owing to their reliance on cell populations. Similarly, classic cell perturbation strategies often lack the spatial and temporal resolution that are needed to investigate the relationship between specific signaling molecules. Many genetically encoded probes have, therefore, been developed to help to directly visualize and capture dynamic signaling processes in living biological systems, as well as to directly manipulate signaling molecules with greater precision. Because they are genetically encoded, these tools can be introduced into living systems as DNA and undergo de novo protein synthesis, followed by subcellular targeting through the use of appended localization signals. Furthermore, when these two sets of genetically encoded molecular tools are combined, they provide a powerful platform for dissecting the roles of specific signaling molecules in guiding cellular behaviors.
In this Commentary, we focus on two complementary types of genetically encodable molecular probe that can be utilized to either monitor or perturb the behaviors of various signaling molecules. To begin with, we will present an overview of the main varieties of genetically encoded, fluorescent protein (FP)-based biosensors and illustrate how different biosensor designs can be used to monitor various signaling events. This is followed by specific examples of the two main classes of molecular toolschemically inducible perturbation systems and light-inducible perturbation systems -that enable the targeted manipulation of discrete biochemical processes within signaling pathways in living cells. We then discuss recent examples from the literature in order to highlight specific instances in which the combined application of these complementary technologies helped to provide new insights into the regulation and function of intracellular signaling pathways. Finally, we offer some of our thoughts regarding the future prospects of these exciting techniques.
Genetically encoded biosensors to monitor signaling dynamics
Our understanding of how specificity in signaling is achieved has been greatly enhanced by our ability to study real-time signaling dynamics in living cells. Early on, optical detection of cellular signaling was often accomplished using chemical dyes. For instance, upon its introduction in the 1980s, the fluorescent dye and Ca 2+ indicator Fura-2 helped revolutionize the study of Ca 2+ signaling and remains one of the most popular fluorescent probes for live cell imaging. Over the past two decades, the advent of FP technology, in conjunction with advances in microscopy, has enabled the visualization of a much wider range of signaling events with high spatiotemporal resolution (Box 1). A plethora of FP-based biosensors has been generated to monitor a variety of signaling molecules, such as cyclic nucleotide messengers, ligands, phosphoinositides, kinases, phosphatases, GTPases and many others (reviewed in Balla, 2009; Newman et al., 2011; Tantama et al., 2012) . All biosensors consist of a sensing element that is coupled to a reporting unit. The sensing element usually comprises endogenous proteins or de novo peptide sequences that target the biochemical activity of interest, whereas the reporting unit consists of one or more fluorescent proteins, wherein fluorescence serves as an indicator for the biochemical status of the sensing element. The simplest biosensor design consists of the fusion of a single FP to a protein or protein domain of interest. Because FPs typically do not encode any innate localization, the distribution of the fluorescent signal can serve as a proxy for the localization of the target protein. However, appropriate controls are always needed to eliminate potential artifacts of FP fusions, as some FPs may spontaneously accumulate in the nucleus (Seibel et al., 2007) or have a tendency to form aggregates in certain cell types. In addition, the size of an FP can sometimes sterically hinder the formation of signaling complexes. Smaller fluorescent tags could thus be used when size matters (Fessenden and Mahalingam, 2013; Jung et al., 2013; Zürn et al., 2010) . Alternatively, an FP can be linked to a sensing domain that specifically binds to a molecule of interest that typically resides in a cellular membrane, such as the pleckstrin homology (PH) domain of Akt, which recognizes 39 phosphoinositides in the plasma membrane (Gray et al., 1999) (Fig. 1A) . The production or degradation of the target molecule results in the translocation of these probes to or from the membrane, which can be measured as a change in the fluorescence intensity at the compartment of interest.
Another class of single-FP biosensors exploits the photophysical properties of the chromophore itself in order to report on physiological events. In this case, the sensing unit comprises a molecular switch that is inserted within the fluorescent protein. A popular reporter of this type is derived from the fusion of green fluorescent protein (GFP), calmodulin (CaM) and M13 into GCaMP, an intensity-based Ca 2+ indicator (Nakai et al., 2001) (Fig. 1B) . GCaMP incorporates a circularly permuted variant of GFP, in which the native N-and C-termini of GFP are linked together and new termini are generated from within the core bbarrel structure of GFP. The Ca 2+ -binding protein CaM is fused to the new C-terminus, and the CaM-binding peptide M13 is fused to the new N-terminus, thereby serving as the molecular switch. Crystal structure studies of this reporter have shown that in the Ca 2+ -free state, the chromophore is exposed to the solvent and, thus, exists in its protonated, non-fluorescent state. Upon Ca 2+ binding, the molecular switch undergoes a conformational change, partially blocking access of the solvent to the chromophore and resulting in increased fluorescence intensity from the non-protonated fluorescent species (Akerboom et al., 2009) . Recently, the repertoire of intensiometric Ca 2+ indicators has been expanded to include FPs of different hues ranging from blue to red (Akerboom et al., 2013; Zhao et al., 2011) , thus providing great promise for multicolor imaging with other FP-based biosensors.
The largest class of FP biosensors features a generalized, modular design, wherein the molecular switch is sandwiched between a pair of FPs (Fig. 1C ) that are capable of undergoing Förster resonance energy transfer (FRET) (for review, see Campbell, 2009; Ibraheem and Campbell, 2010; Newman et al., 2011; Zaccolo, 2004) . FRET is a biophysical phenomenon that is characterized by the non-radiative Box 1. Using fluorescence in order to probe cellular function Methods that can be used to chemically modify purified antibodies without altering their reactivity towards antigens were first demonstrated in the 1930s (discussed in Coons, 1971) . At the time, Albert Coons was testing for streptococcal antigens in lesions of rheumatic fever and generated the first fluorescein-conjugated antibodies (Coons, 1971; Coons et al., 1942) . The field of immunology was soon ablaze with immunofluorescence. Initially used to visualize disease-related antigens (Mellors, 1968) and for diagnostic purposes (Nelson et al., 1964) , immunofluorescence later became a powerful tool for localizing native cellular components (see Bloom et al., 1973) . Eventually, researchers began to directly label purified cellular proteins with fluorescent tags (Taylor and Wang, 1978; Taylor et al., 1984) . These fluorescent analogs could be introduced into living cells, making it possible to continuously record the dynamics of labeled molecules, rather than rely on static snapshots of fixed cells.
Scientists also began synthesizing dyes whose fluorescent properties were sensitive to particular conditions in the cell, such as pH, membrane potential or ion concentrations (reviewed in Tsien, 1989 -bound state; the ratio of emission intensity from the excitation at these two wavelengths serves to indicate Ca 2+ concentration (Grynkiewicz et al., 1985) . When FP technology first emerged (Tsien, 1998; Zhang, 2009) , FPs were also used as passive markers of protein localization. Given their genetic encodability, along with the relative ease of recombinant DNA technology, FP tagging soon replaced the use of fluorescent analogs (Whitaker, 2000) . Meanwhile, improved spectrally distinct FPs (Day and Davidson, 2009; Sample et al., 2009; Shaner et al., 2005) enabled the construction of FRET-based biosensors, with changes in FRET actively reporting on biochemical events in cells. The first such biosensor, the Ca 2+ probe Cameleon, featured CaM and the M13 peptide sandwiched between either GFP and BFP or CFP and YFP (Miyawaki et al., 1997) . Reporters for kinase activity were soon developed (Ting et al., 2001; Zhang et al., 2001 ) releasing a flood of biosensors, whose modular design is adaptable to detecting a seemingly endless variety of biochemical processes (Mehta and Zhang, 2011; Newman et al., 2011). transfer of excited-state energy from a donor fluorophore to an acceptor fluorophore through dipole-dipole coupling. Efficient energy transfer requires a sufficient amount of overlap between the donor emission spectrum and the acceptor absorption spectrum, as well as the spatial proximity (,10 nm) between the two fluorophores and their relative orientation with respect to each other. Thus, when the signaling activity of interest is turned on, the molecular switch undergoes a conformational change that alters the distance between and/or relative orientation of the two fluorophores, resulting in a change in FRET.
The modular nature of these biosensors facilitates the incorporation of diverse molecular switch designs, making this a broad and versatile class of reporters (Newman et al., 2011) . For example, multiple FRET-based GTPase biosensors have been generated by tethering a GTPase of interest to a particular effector protein or domain and sandwiching this molecular switch between two FPs (Kiyokawa et al., 2011; Mochizuki et al., 2001; Nakamura et al., 2005) . In the GDP-bound state, the GTPase is inactive and does not interact with the effector. However, when GDP is exchanged for GTP, the GTPase becomes activated and binds the effector, altering the conformation of the molecular switch and producing a FRET change. Similarly, kinase activity reporters (KARs) feature a molecular switch that is composed of a kinase-specific substrate tethered to a phosphoamino-acid-binding domain (PAABD), which is inserted between the two FPs ( Fig. 1C) (Fuller et al., 2008; Gavet and Pines, 2010; Harvey et al., 2008; Violin et al., 2003; Zhang et al., 2001) . Phosphorylation of the substrate by the cognate kinase induces binding between substrate and PAABD, thereby promoting a conformational rearrangement and a change in FRET.
An important consideration when using FP-based biosensors is the potential for these probes to perturb the processes they are used to monitor (Miyawaki, 2003) , particularly when overexpressed reporters compete with endogenous targets for a limited supply of signaling molecules or when the sensing domain of a reporter contains an active enzyme. It is, therefore, essential to introduce as little of the biosensor as possible into the cells and to design controls to verify that the system is not adversely affected by the biosensor. Controls should also be performed to verify biosensor responses. For instance, controlling for correct interactions of the sensors with upstream regulators, their insertion into the correct activating compartments, and the proper recycling of sensors back into inactive compartments are all crucial to reading out physiologically relevant GTPase activation dynamics. Similarly, it is important to keep in mind that biochemical pathways are often regulated by the action of opposing processes. For example, the FRET response from a KAR can be reversed upon dephosphorylation of the substrate peptide through endogenous phosphatases. Thus, it should be noted that these biosensors do not strictly report kinase activity per se so much as they reflect how the balance between kinase and phosphatase activity -itself a crucial aspect of the native signaling environment -is influencing the action of a particular kinase. These dynamic changes in the steady-states of biochemical reactions are central to the processing of cellular information (Dehmelt and Bastiaens, 2010) , and biosensors allow us to directly visualize these dynamics and tease apart the underlying molecular mechanisms.
Genetically encoded tools that can be used to perturb biochemical events in living cells
Dissecting causal relationships between specific signaling molecules within a dynamic and interconnected signaling network requires not only tools to monitor but also methods to perturb signaling events with spatial and temporal precision. Although pharmacological and genetic perturbations can be specific, only a limited degree of subcellular spatial control can be achieved when using these approaches. Below, we discuss examples of the two main strategies for targeted perturbation that are currently available, and that are based on either chemically or optically inducible switches. A list of currently available perturbation tools is provided in Table 1 . The fusion of an FP such as GFP (green) to a specific binding domain (gray) can be used to report on the production of certain signaling molecules (blue circle), for example through the redistribution of the probe -and thus fluorescencefrom the cytosol (left) to the plasma membrane (right). (B) The Ca 2+ sensor GCaMP consists of a molecular switch that contains calmodulin (CaM) and M13 inserted into a circularly permuted GFP (green), in which the native Nand C-termini of GFP are linked together, and new termini are generated from within the core b-barrel structure of GFP; the addition of Ca 2+ causes CaM to bind to M13, which leads to increased GFP fluorescence. (C) FRETbased reporter for kinase activity. A kinase-specific substrate peptide and a phosphoamino-acid-binding domain (PAABD) are sandwiched between two FPs that can undergo FRET (e.g. CFP and YFP). Phosphorylation (P) of the substrate through the cognate kinase induces binding of the substrate peptide by the PAABD, resulting in a conformational rearrangement that produces a change in FRET.
Many proteins are controlled by oligomerization. Exogenously triggered dimerization is a very effective strategy for precisely controlling the activation of discrete biochemical pathways (Crabtree and Schreiber, 1996) , and chemically inducible dimerization (CID) has been used to control protein activity for many years (reviewed in DeRose et al., 2013) . This approach involves generating chimeric proteins that are based on a pair of binding domains that specifically interact with one another in the presence of the immunosuppressive compound rapamycin. These systems are easily introduced into living cells because the protein components are genetically encoded and because rapamycin can easily permeate cellular membranes. CID is generally used to perturb local enzyme activity through a translocation-based approach, wherein the addition of rapamycin triggers the relocalization of an enzyme of interest from a substrate-poor region to a substrate-rich region ( Fig. 2A) . For example, constitutively active and dominant-negative forms of the GTPase Rac were inducibly translocated to the plasma membrane in order to rapidly and selectively perturb local Rac signaling (Inoue and Meyer, 2008; Inoue et al., 2005) . Similarly, the induced translocation of a yeast inositol phosphatase, as well as phosphoinositide 3-kinase (PI3K), was used to perturb plasma membrane phosphoinositide signaling (Inoue and Meyer, 2008; Suh et al., 2006) . In addition, the focal activation of caged rapamycin can also be used to achieve an even more spatially localized control of enzyme activity (Karginov et al., 2011; Umeda et al., 2011) .
More recently, a number of alternative CID systems have also been developed that are orthogonal to rapamycin-based CID, in that they can be used in cells at the same time as rapamycin without producing unwanted cross-talk. For example, two CID systems have been constructed on the basis of hormone signaling in plants; one involves the dimerization of the proteins gibberellin insensitive dwarf 1 (GID1) and gibberellin insensitive (GAI) upon the addition of the hormone gibberellin (Miyamoto et al., 2012) ; the other utilizes the plant hormone abscisic acid (ABA) to induce dimerization between the PYR1-like (PYL) and ABA insensitive 1 (ABI1) proteins (Liang et al., 2011) . In another variation, a kinase-inducible biomolecular switch (KIBS) was used to induce dimerization. Here, the molecular switch consists of two fragments -a kinase-specific substrate and a PAABD -that are induced to associate upon phosphorylation ( Fig. 3B ) (Sample et al., 2013) . Because dephosphorylation can then trigger the dissociation of the switch, it may be possible to dynamically control local enzyme activity using this system. One complication of CID is that the enzyme that is to be translocated is present in the cytosol prior to dimer formation and may, therefore, exhibit ectopic activity. Other modifications of CID have thus been introduced to reduce this background activity, such as by initially sequestering the enzyme into an inactive pool elsewhere within the cell (DeRose et al., 2013) . It has also proven possible to adapt CID for the direct allosteric (C) Light-inducible control of protein-protein interactions using phytochrome B (PhyB) and a phytochrome-interacting factor (PIF). Phycocyanobilin (PCB) is covalently bound to the PhyB protein, which is tethered to the plasma membrane. Upon illumination with red light, PCB undergoes a photoisomerization reaction that results in the binding of PhyB to the PIF. This can be used to control the translocation of a PIF-tethered effector enzyme from the cytosol to the plasma membrane. In this example, a guanine nucleotide exchange factor for a Rho-family GTPase (Rho-GEF) is tethered to PIF and used to activate a Rho-family GTPase (Rho) in the plasma membrane.
(D) Optical control of enzyme activity with a photoswitchable FP. A weakly oligomerizing Dronpa mutant (Dronpa145N; green) is tethered to the N-and C-termini of an effector enzyme; in the fluorescent state (Dronpa ON), two of the fusion proteins associate to form a Dronpa145N tetramer, thereby blocking enzyme activity. Switching Dronpa145N into the non-fluorescent state (Dronpa OFF) by using blue light causes dissociation of the tetramer and releases the active enzyme.
regulation of enzymes. For example, the rapamycin-induced activation of the focal adhesion kinase (FAK), as well as the Src and p38 MAPKs, was recently achieved by inserting one of the aforementioned rapamycin-binding domains into the catalytic domain of each kinase (Karginov et al., 2010) . Further engineering of this system resulted in the incorporation of both rapamycin-binding domains into a rationally designed unimolecular switch, dubbed uniRapR (Dagliyan et al., 2013) . This modular conformational switch has also been successfully inserted into Src, enabling the direct and specific allosteric control of Src kinase activity both in vitro and in vivo (Dagliyan et al., 2013) . Whereas CID systems are generalizable and can be adapted for the control of several different enzymes and signaling pathways, other chemically induced perturbation systems are more narrowly applicable and are tailored to specific signaling pathways. For instance, we recently described a novel method for the spatiotemporal manipulation of cAMP using soluble adenylyl cyclase (SMICUS) that can be used to control the duration, magnitude and location of a cAMP signal (Sample et al., 2012) . Classic techniques for manipulating cAMP concentrations usually produce large-scale variations in cAMP concentrations throughout the cell; however, our system utilizes a truncated version of soluble adenylyl cyclase (sAC) that retains the ability to catalytically produce cAMP from ATP and can be localized to different parts of the cell through tagging with endogenous targeting motifs. Furthermore, sAC is exclusively activated by CHO 3 2 and not by direct activators of transmembrane adenylyl cyclase or ligands for G-protein-coupled receptors (GPCRs). Therefore, sAC serves as an orthogonal source to produce a local cAMP signal within a designated cellular space.
Light-inducible perturbation tools
In contrast to the more passive role light plays in monitoring signaling dynamics, it can also provide a powerful, non-invasive and, in most cases, orthogonal means for targeted perturbations. The high resolution with which light can be manipulated, both spatially and temporally, enables the investigation of rapid processes that either occur specifically in a subcellular compartment or in a subset of cells. Several techniques have been developed to harness light to control signaling processes (Gorostiza and Isacoff, 2008) . A number of photoactivatable proteins, both naturally occurring and engineered, are available that provide optical control of channel activity, enzyme activity, and protein-protein interaction.
Naturally occurring, photoisomerizing chromophores can rapidly and reversibly switch the activation state of certain proteins. A classic example is the chromophore retinal, which binds the opsin proteins that are used in visual transduction in the eye. Certain recently discovered, naturally light-driven bacterial opsins, such as channelrhodopsin-2 (ChR2) (Nagel et al., 2003) and halorhodopsin (NpHR) (Zhang et al., 2007) , represent new and useful members of the opsin family. Upon absorption of a photon, retinal isomerizes and triggers a set of structural changes that lead to channel opening, ion transport or interaction with downstream transducers (Fig. 3A) (Nagel et al., 2003; Nagel et al., 2005; Zhang et al., 2011) . A modified ionotropic glutamate receptor (iGluR) has also been engineered that can be turned on and off by irradiation with different wavelengths of light, thereby functioning as both a light-and ligand-gated ion channel (Volgraf et al., 2006) . Both of these approaches utilize light to drive ion channel activity. Similarly, the optogenetic control of biochemical pathways has been achieved by generating chimeras between vertebrate rhodopsin (vRh) and GPCRs (Airan et al., 2009; Kim et al., 2005) . Here, the intracellular loops of vRh were replaced with those from the b 2 -adrenergic receptor to activate cAMP/PKA signaling through the heterotrimeric G protein G s a subunit (Airan et al., 2009; Kim et al., 2005) , or from the a 1a -adrenergic receptor to activate phospholipase C (PLC) and Ca 2+ signaling through the G q a-subunit (Airan et al., 2009 ). These chimeric receptors were designated OptoXRs. In addition, the photoactivatable adenylyl cyclases, which are derived from light-sensitive adenylyl cyclases found in Euglena gracilis (Schröder-Lang et al., 2007) and certain soil bacteria (Beggiatoa spp.) (Stierl et al., 2011) , can serve as alternatives to chemically activated sAC (see above).
An example of the rapid and reversible control of an enzyme using light is the fusion of the GTPase Rac1 to the photoreactive light-oxygen-voltage (LOV) domain and the C-terminal helical extension (Ja) from phototropin (Fig. 3B) . In the dark, the flavinbinding LOV domain interacts with the Ja extension, occluding the effector-binding domain of Rac1. Illumination using light with a wavelength of 458 or 473 nm results in the formation of a covalent bond between a cysteine residue in the LOV domain and the associated flavin chromophore. This induces conformational changes that lead to the dissociation and unwinding of the Ja helix and, thus, opens up the Rac1 interaction domain for binding to effector molecules (Wu et al., 2009 ). This photoactivatable Rac variant has been utilized to study the role of Rac in cell migration in both Drosophila and Xenopus transgenic animals (Wang et al., 2010; Yoo et al., 2010) .
Light can also be exploited to induce protein-protein interactions, which can be used to drive the translocation of proteins from one subcellular compartment to another. For instance, in plants, many light-sensitive processes are mediated by photoreceptive signaling proteins called phytochromes. These associate covalently with the chromophore phycocyanobilin (PCB), which photoisomerizes between two conformational states: P r (red absorbing) and P fr (far-red absorbing). Upon stimulation with red light, the phytochrome protein binds directly to its effector phytochrome interaction factor 3 (PIF3), and the Phy-PIF photoswitchable membrane recruitment system has been developed based on this interaction (Fig. 3C) (Levskaya et al., 2009) . In this example, PhyB is tethered to the plasma membrane and a domain derived from the N-terminus of PIF6 is fused to a GEF that acts specifically on Rho-family GTPases. Irradiation with red light (650 nm) results in the isomerization of the chromophore to the P fr state, thereby inducing translocation of the PIF-bound GEF to the plasma membrane and activation of the corresponding G-protein (Levskaya et al., 2009) . In a similar concept, light-induced binding of the photolyase homology region (PHR) of cryptochrome 2 (CRY2) to the N-terminal portion of the transcription factor CIB1 has been exploited to control protein-protein interactions (Kennedy et al., 2010) and phosphoinositide metabolism (Idevall-Hagren et al., 2012) .
Fluorescent proteins themselves can also be engineered into perturbation tools. Recently, it was shown that the reversibly photoswitchable GFP variant Dronpa can be used to regulate enzyme activity. Dronpa fluorescence is switched on by illumination with UV light (e.g. 405 nm) and switched off by illumination with blue light (e.g. 515 nm). Like most FPs, Dronpa is derived from a tetrameric parent molecule. The b strand 7 of Dronpa, which forms part of the dimer interface in the parent protein, becomes flexible in response to off-switching, and a weakly multimeric Dronpa mutant that contains a Lys-to-Asn substitution in b strand 7 (Dronpa145N) was shown to undergo reversible oligomerization in response to on-and off-switching (Zhou et al., 2012) . As a proof of principle, the authors of this study then use this characteristic to enable the light-induced control of Cdc42 activity by fusing Dronpa145N to the N-and Ctermini of the Cdc42 GEF intersectin. In the dark, the Dronpa subunits from a pair of chimeric proteins associate to form a Dronpa tetramer, as illustrated in Fig. 3D ; this blocks its interaction with Cdc42 and produces 'caged' intersectin. Switching Dronpa off using blue light then dissociates the Dronpa tetramer, leading to the uncaging of intersectin and the subsequent activation of Cdc42 (Fig. 3D) . The same effect can also be achieved when one of the Dronpa145N domains is substituted with wild-type Dronpa; in this case, the enzyme of interest is caged by an intramolecular Dronpa dimer, rather than by an intermolecular Dronpa tetramer (Zhou et al., 2012) .
Genetically encoded biosensors and perturbation tools combine to provide new biological insights As discussed above, genetically encoded molecular tools can facilitate both the visualization and perturbation of a variety of biochemical events within living cells. Combining perturbation tools with live cell imaging is increasingly used to delve into the organization of signaling networks and to uncover the molecular mechanisms that allow cells to integrate diverse inputs and achieve specific biological outputs. Below we highlight a few recent studies that specifically combined the use of genetically encoded biosensors with targeted perturbation tools to provide new insights into the spatiotemporal regulation of intracellular signaling and, thereby, illustrate the power of applying these strategies in tandem to the study of biological systems.
The precise spatial control of signaling pathways is often achieved through a balance between the synthesis and degradation of signaling molecules (e.g. cAMP) (Baillie, 2009; Cooper, 2003; Houslay, 2010; Stangherlin and Zaccolo, 2012) , as well as through structural factors, such as cellular compartments and scaffold proteins (Dodge-Kafka et al., 2006) , which establish local microdomains that contain varying concentrations of these molecules. To probe how local cAMP concentrations affect the specificity of cAMP-PKA signaling, we developed the aforementioned method for generating site-specific cAMP signals using soluble adenylyl cyclase (Sample et al., 2012) . Using this method in conjunction with real-time imaging and mechanistic modeling, we were able to infer the existence of a pool of PKA holoenzyme that resides in the nucleus in HEK-293 cells. The existence of a resident pool of nuclear PKA had heretofore been a standing controversy in the field, with the traditional dogma holding that nuclear PKA activity only occurs through the slow translocation of activated PKA from the cytosol into the nucleus. However, by tuning cAMP signals in different subcellular compartments, such as the nucleus, cytoplasm or plasma membrane, and by monitoring PKA activity exclusively in the nucleus, we observed clear differences in the rate at which PKA activity arises in the nucleus. Specifically, when cAMP signals that are produced in or around the nucleus passed a critical threshold, we unequivocally demonstrated the rapid activation of a resident nuclear pool of PKA. However, cAMP that is produced at the plasma membrane activates a cytoplasmic pool of PKA, which then enters the nucleus by diffusion, as evidenced by the slow responses of the PKA activity reporter (Sample et al., 2012) .
Targeted perturbations are also tremendously useful in unraveling the molecular events that are involved in complex processes such as cell migration. Cell migration depends on polarized morphogenesis, in which an initially stationary cell undergoes a symmetry-breaking event to form a migratory protrusion; and this typically involves the spontaneous selforganization of the intracellular machinery in response to stochastic variations in signaling molecules and interacting local and global feedback circuits that amplify these signals at the future site of polarization, while suppressing them elsewhere in the cell (Dehmelt and Bastiaens, 2010) . For example, phosphoinositide signaling through PI3K has been shown to play an important role in regulating spontaneous membrane protrusions. To probe the feedback mechanisms that control PI3K signaling during this process, a recent study used a CID system to selectively induce plasma membrane PI3K activity in fibroblasts (Thevathasan et al., 2013) . Using a genetically encoded biosensor that specifically detects 39 phosphoinositides produced by PI3K, the authors initially observed a uniform biosensor response upon the induction of PI3K activity; however, this is rapidly followed by a spontaneous increase in PI3K activity in one part of the membrane, culminating in the formation of a robust cell protrusion. The authors then used this system to identify the GTPase HRas as a key component in the feedback process, as an HRas-targeted siRNA was shown to be able to abolish the local PI3K amplification (Thevathasan et al., 2013) .
Similarly, another study sought to evaluate the effect of local Rac activation on Drosophila border cell migration (Wang et al., 2010) . Border cells comprise a small group of six to eight cells that are derived from the follicular epithelium within each egg chamber of the Drosophila ovary. During stage 9 of oogenesis, these cells migrate en masse through the nurse cells to make contact with the developing oocyte, and it has long been known that Rac activity is required for this process. To investigate this further, transgenic flies were generated that express photoactivatable Rac (PA-RacQ61L) only in border cells. Light activation of PA-RacQ61L in a cell directly adjacent to the leading cell of the migrating cluster (characterized by a prominent, forward-directed protrusion) was shown to induce lateral movement away from the original path. This was followed by the subsequent activation of PA-RacQ61L in yet another cell, thereby further redirecting the cluster (Wang et al., 2010) . Furthermore, when they expressed a FRET-based Rac GTPase biosensor in these cells, the authors observed an asymmetric pattern of Rac activity in endogenously migrating border cells, with the highest activity in elongating protrusions. Thus, through a combination of PA-Rac analogs and a FRET-based Rac biosensor, it was shown that local increases in Rac activity are sufficient to control the direction of a migrating cell cluster, indicating that asymmetric Rac GTPase activity is a key factor in direction sensing in vivo (Wang et al., 2010) .
Photoactivatable signaling proteins are especially useful in unraveling the intricate signaling dynamics that characterize neuronal circuitry. For instance, light-induced ion channels such as channelrhodopsins can be used to generate action potentials within a selected neuron in order to map out specific synaptic connections (Petreanu et al., 2007) . Furthermore, such optogenetic tools now often complement the use of genetically encoded Ca 2+ indicators (GECIs), which are popular for measuring neuronal activity by monitoring Ca 2+ transients that are evoked by action potentials and various synaptic inputs; and integrating these parallel approaches might dramatically alter the way neuronal signaling is studied. However, the activation spectra of different light-induced channels (e.g. channelrhodopsin, halorhodopsin, etc.) overlap significantly with the excitation spectra of commonly used GECIs (e.g. GCaMP, Yellow Cameleon, etc.), which makes it difficult to monitor Ca 2+ without also activating the channel (Akerboom et al., 2013) . Thus, numerous protein engineering efforts are underway to produce spectrally shifted variants of both channelrhodopsins (Prigge et al., 2012) and GECIs (Akerboom et al., 2013; Ohkura et al., 2012; Wu et al., 2013) in order to facilitate their simultaneous use. For example, a recently published study describes the construction of multiple color variants of GCaMP, including the red-shifted RCaMP (Akerboom et al., 2013) . Using transgenic C. elegans that express RCaMP in muscle cells and ChR2 in either muscle or upstream motor neurons, the authors were able to successfully induce and monitor muscle contractions simultaneously in vivo.
Perspectives
The ability to precisely and dynamically alter and observe the state of various biological processes is becoming increasingly fundamental to furthering our understanding of how living systems function. With the aid of genetically encoded molecular tools, it has become possible to both perturb and visualize the dynamics of signaling molecules with spatial and temporal precision in living biological systems. By simultaneously applying these complementary techniques, researchers can more directly interrogate signaling networks and delineate causal relationships between the different molecular players. As discussed in this Commentary, these efforts have already yielded many new insights into the regulation and function of signaling pathways, although they are still largely in their infancy.
As with any emerging technology, there is always room for the development of new and innovative alternatives. In a recent study, for example, magnetic particles conjugated to either the GTPase Ran1 or the GEF Rcc1 were added to cytoplasmic extracts and then used to nucleate microtubule formation in response to an applied magnetic field (Hoffmann et al., 2013) . Pushing this concept further, another study demonstrated the use of a magnetic tip to precisely control the location of a single magnetic particle that was conjugated to either Cdc42, Rac1 or a Rac1 GEF, within a living cell and, thus, spatially regulate actin polymerization (Etoc et al., 2013) . Magnetic manipulation is an exciting approach that is complementary to existing perturbation tools and could offer remarkably precise spatiotemporal control over in vivo biochemistry. However, many challenges remain to be overcome, especially with regard to the development of genetically encoded magnetic particles, before this technique matures.
Although signaling molecules have been at the forefront in the application of these genetically encodable molecular probes, the potential scope for applying this approach to probe molecular and cellular processes goes beyond cell signaling. For instance, signaling is deeply integrated with other crucial cellular systems, in particular energy metabolism and gene regulation. Metabolic pathways, much like signaling pathways, are highly dynamic and perhaps even spatially compartmentalized (Deuschle et al., 2005) , and researchers have already begun developing tools, including biosensors for metabolic markers, such as the ATP:ADP ratio (Berg et al., 2009 ) and the NADH-NAD + redox state (Hung et al., 2011) , that are aimed at dissecting the spatiotemporal organization of metabolic pathways. Furthermore, a recent study describing the generation of light-induced transcriptional effectors (LITEs) offers a genetically encoded system that not only enables the dynamic optical control of transcription but also of epigenetic regulation in living cells (Konermann et al., 2013) .
Genetically encoded molecular tools are also shedding light on molecular processes within the context of intact animals (Akerboom et al., 2009; Dagliyan et al., 2013; Kittelmann et al., 2013; Lissandron et al., 2007; Tsuyama et al., 2013) . However, outside of small or optically clear specimens, the ability to penetrate beyond superficial tissue layers to investigate processes in vital tissues remains a major barrier to whole-animal studies. This can be particularly problematic for chemical perturbation systems. In a recent study, for instance, the allosteric activation of a kinase in transgenic zebrafish embryos required the expression of the kinase in epidermal cells and the bathing of the embryos in a rapamycin solution (Dagliyan et al., 2013) . Furthermore, both optogenetic systems and FP-based biosensors are also limited by their reliance on visible light, which penetrates poorly into biological tissues, whereas light with a wavelength between 650 and 900 nm is more suitable (Jöbsis, 1977; Weissleder and Ntziachristos, 2003) . To this end, the development of several red-shifted FP variants (Miyawaki et al., 2012) , together with similar efforts yielding red-shifted optogenetic perturbation tools (Prigge et al., 2012) , may lead to the development of new probes that operate in this part of the spectrum. Similarly, technical advances, such as two-photon excitation (Helmchen and Denk, 2005) of both FPs (Drobizhev et al., 2011; Kawano et al., 2008) and optogenetic tools (Oron et al., 2012) , to enable the use of standard probes with long wavelength illumination (Andrasfalvy et al., 2010; Breart et al., 2008; Kamioka et al., 2013) as well as the use of optical fibers for more direct application of light onto target areas (Jego et al., 2013; Sparta et al., 2011) , are helping to overcome some of the constraints of using these tools intravitally. Thus, as these various strategies mature and become integrated (Dhakal et al., 2013) , we can begin to glimpse the future uses of genetically encoded molecular tools to illuminate all aspects of biological function.
