We discover a new relationship between two seemingly different image modeling methodologies; he Besov space theory and the wavelet-domain statistical image models. Besov spaces characterize the set of real-world images through a deterministic characterization of the image smoothness, while statistical image models capture the probabilistic properties of images. By establishing a relationship between the Besov norm and the normalized likelihood function under an independent waveletdomain generalized Gaussian model, we obtain a new interpretation of the Besov norm which provides a natural generalization of the theory for practical image processing. Based on this new interpretation of the Besov space, we propose a new image denoising algorithm based on projections onto the convex sets defined in the Besov space. After pointing out the limitations of Besov spaces, we propose possible generalizations using more accurate image models.
INTRODUCTION 1.Model-based statistical image processing
Statistical modeling of signals and images has led to many successful processing algorithms in areas such as speech coding, spectral estimation, and image compression. The model approximates the joint probability density function (pdf) of the random process underlying the generation of the signals of interest, and the observed signal is considered to be a realization of the modeled random process.
A good model captures the key properties of the signals of interest; that is, the model provides a priori knowledge of the signal to be processed. Bayesian statistical inference techniques directly lead to successful signal processing algorithms for such problems as estimation, detection/classification, and compression. For example, in signal compression, the model characterizes the statistics of the source, enabling the reduction of the amount of the data down to the entropy level of the source. A bad (wrong or inaccurate) model will convey incorrect information, resulting in poor performance of the subsequent processing.
In statistical image modeling, we regard the image X as a random realization from a family or distribution of images with joint pdf 1(x) . If the model describes the set of images of interest correctly, the likelihood f(x) will be large for an image z of interest and small for an image of less interest. Thus, the model distinguishes the images of interest, and the likelihood is a measure of this "degree of interest." The power of the model-based image processing stems from this ability of models to differentiate the images of interest and adapt the processing algorithms to match those images. In this paper, we investigate statistical image models and the set (or space) of images of interest described by a given model and the measure of the degree of interest based on likelihood. While the models are general and can be used for a variety of statistical image processing tasks, we will concentrate on the problem of image estimation from noisy observations.
Statistical models and wavelets
Ideally a model describes the complete pdf of the random process of which the given sigual is a realization. However, the complete pdf is typically unavailable in practice or overly complicated, and so models are typically designed to focus on just the key properties.
flansform-damakri image models are based on the idea that often a linear, invertible transform will "restructure" the image, leaving transform coefficients whose structure is simpler" to model. Most real-world images, especially texture images, are well characterized by their singularity (edge and ridge) structure. The wavelet transform provides a powerful transform domain for modeling real-world images containing sin gularities. ' The wave let transform can be interpreted as a multiscale edge detector representing the singularity content of the image at multiple scales at three different orientations -horizontal, vertical and diagonal. Each singularity in the image is represented by a cascade of large wavelet coefficients across scale. ' If the singularity is within the support of a wavelet basis function, the corresponding wavelet coefficient is large. Hence the wavelet coefficients at the singularity location tend to be large. likewise, a smooth image region is represented by a cascade of small wavelet coefficients across scale. Thus, the wavelet coefficients represent the edges in the image at multiple scales. The wavelet transform of an N x N discrete image can be efficiently computed using a filter bank or lifting algorithm in 0(N2) computation&28
The following salient features of wavelet transforms make the wavelet-domain statistical image processing attractive:"2 -WI. Locality: Each wavelet coeffident represents the image content localized in spatial location and frequency.
W2. Multiresolution: The wavelet transform analyzes the image at a nested set of scales.
W3. Euergy Compaction:
The wavelet transforms of real-world images tend to be sparse. A wavelet coefficient is large only if singularities are present within the support of the wavelet basis.
W4. Decorrelation: The wavelet coefficients of real-world images tend to be apro,dmately decorreisted.
The Locality and Multiresolution properties (WI, W2) enable the wavelet transform to efficiently represent the local edge content of images with large coefficients, resulting in the Compaction property (W3), because only a very small portion of a typical imaee contains edges. The Compaction and Decorrelation properties (W3, W4) simpli the statistical modeling of real-world images in the wavelet domain as compared with a direct spatialdomain modeling. Because most of the wavelet coefficients tend to be email, we need model only a small number of coefficients accurately. The Compaction (W3) of signAl energy in wavelet domain can be restated in terms of a distinctive marginal distribution of the wavelet coefficients: W5. NonGaussianity: The wavelet coefficients have peaky, heavy-tailed, nonGaussian marginal statistics.
The Decorrelation property (W4) inspires simple spatially localized modeling of the wavelet coefficients. There have been several approaches to model each wavelet coefficient independently with a nonGaussian marginal distribution, such as the generalized Gaussian distribution (GOD)45 or the Gaussian mixture (GM) distribution.8 '7 The parameters of the model can be determined by an empirical estimation based on the observed data,5'6 enabling subsequent empirical Bayesian processing. For true Bayesian processing, we can specify the model parameters based on the general properties of the images. For example, Silverman et al.7 impose &certain structure on the wavelet coefficient energy decay across scale. Their model is based on the Energy Compaction property (Wa) and the lJf-type spectral behavior of the real-world images, stated as:
W6. Exponential decay across scale: The magnitude of the wavelet coefficients of real-world images tend to decay exponentially across scale.
Although independent models are simple and easy to handle, modeling the residual dependencies between the wavelet coefficients improves the modeling of real-world images considerably.°'5 The relation between the singularities and the behavior of the wavelet coefficients across scale indicates the Loll owing strong dependendes between the wavelet coefficients:
W7. Persistence and Clustering: Large/small values of the wavelet coefficients tend to propagate across scales.
This property tells us that the wavelet transforms of the real-world images have a local dependency structure that should not be ignored. Modeling this property lead to a major breakthrough in wavelet-domain image compression.'°T he wavelet-domairi hidden Markov tree (HMT) model captures the persistence of the wavelet coefficient magnitudes across scale.6 By modeling each nonGaussian marginal pdf as a 2-density Gaussian mixture with the hidden state signifying large/small magnitude of the coefficient, the persistence of the wavelet coefficient magnitudes across scale is modeled by linking the hidden states across scale in a Markov-l tree and specifying the state transition probability matrix for each link to statistically quantify the degree of persistence of the large/small coefficients.
Although the parameters of HMT model can be trained to match a set of training data, the universal HMT (uHMT) model of Romberg et al. ' 1 enables truly Bayesian processing based on the HMT model. The uHMT specifies the model parameters a priori based on the general properties of the images of interest, providing a general model for a broad class of imagery.
Besov spaces vs. wavelet statistical models
We can differentiate between two fundamentally different ways of modeling the images. One constructs a set (or space) containing the images of interest along with a function quantifying how much a given image is like a real image. Besov space (with the Besov norm) is one of these deterministic modeling methods. The other involves constructing a statistical model for images. If the model characterizes the properties of typical real-world images, then the likelihood function specified by the model tells us how much a given image is like a real image.
The decay of the wavelet coefficient magnitude across scale is related to the local smoothness of the signal.' Thanks to the ability of wavelet transforms to represent signal smoothness, wavelets provide unconditional bases for the Besov spaces that characterize the signal smoothness deterministically. '2 Because, many images encountered in the real world consist of textured regions separated by edges, they possess particular smoothness characteristics, which are also exhibited by the exponential decay of coefficient magnitudes in the wavelet domain (W6). Besov spaces contain the real-world images through a deterministic characterization of the smoothness properties.
Besov spaces have been utilized mainly to assess the performance of signal estimation'3 or compression'4 algorithms. For example, signal estimation by wavelet thresholding'3 was proved optimal for signals in Besov spaces. For image compression, it was shown that the asymptotic decay of the approximation error is related to the smoothness parameters of the Besov space to which the image belongs.
Wavelet-domain statistical models have been used in various contexts of statistical signal and image processing. In particular, with the model specifying the joint pdfs, they have been used for the signal estimation under Bayesian settings signal detection/classification,6 and image segmentation.'6 Because both Besov spaces and wavelet-domain statistical models characterize typical real-world images, certain relationships between them exist. In Silverman et al.,7 the realization of their statistical model was shown to belong to certain scales of Besov spaces with probability 1. This is because their model specifies an exponential energy decay across scale in the wavelet domain that is directly related to the smoothness of the signal, and thus to Besov spaces.
Although both Besov spaces and the wavelet statistical models characterize the real-world signals and images, there has been very little research on the relationship between them. Silverman et al. 7 showed that their independent wavelet-domain model is related to the Besov spaces. However, the general relationships between Besov spaces and the wavelet-domain models were never clear. In this paper, we uncover new relationship between these two seemingly different modeling frameworks that opens up generalizations of the Besov space concept both for more accurate modeling and for practical application.
As suggested in the model of Silverman et al.,7 Besov spaces are related to independent statistical models of the wavelet coefficients. Because independent models ignore the key dependencies between the wavelet coefficients, Besov spaces leave much to be desired as models for real-world images. As we improve the wavelet-dornain independent models by modeling dependencies, we can constrain Besov spaces more tightly to contain only the images of interest.
Besov spaces have other limitations, as well. Because Besov spaces are defined in terms of functions of continuous variables, they are not directly applicable to sampled, discrete signals and images. The original definition of Besov spaces was concerned with the asymptotic behavior of the signal at infinitely fine scales. However, in practical image processing, the very fine scale information is lost when the image is discretized through sampling, and the asymptotic behavior is impossible to characterize. To deal with discretized images, we need to adapt the theory of Besov spaces to finite-dimensional, sampled data.
Another important point to note in Besov space theory is the interpretation of the Besov norm. The definition of Besov spaces is concerned with whether the Besov norm (of a continuous-time function) is finite or not. Although the Besov norm is actually a norm, it is not so clear what the Besov norm indicates. Some implicitly assume that the Besov norm measures the degree how much an image is like a real-world image, but this interpretation has never been made lucid.
Paper organization
In this paper, we investigate these unclear issues regarding Besov spaces and Besov norms by considering the relationship between Besov spaces and wavelet-domain statistical models. We establish a connection between the Besov norm and the likelihood function under the commonly used independent statistical model in the wavelet domain. This connection enables us to extend the concept of Besov spaces to finite, sampled data and also to endow a useful meaning to the Besov norm. Further generalization is possible by considering more powerful wavelet-domain statistical models and utilizing the same interpretation of the likelihood functions.
In Section 2, we review the theory of wavelets and Besov spaces. Section 3 considers two independent wavelet models and their connection with the Besov space. Section 4 establishes a new relationship between the Besov norm and one of the independent wavelet models, enabling us to generalize the concept of Besov space to finite, sampled data. Section 5 demonstrates an application of the generalized Besov theory to image denoising applications using projections. We discuss further generalizations of the concepts using other wavelet-domain models in Section 6. Section 7 summarizes the paper and discusses future research directions in image modeling.
WAVELETS AND BESOV SPACE 2.1. Wavelet transform
The discrete wavelet transform (DWT) represents a one-dimensional (1-D) signal z(t) in terms of shifted versions of a lowpass scaling function (t) and shifted and dilated versions of a prototype bandpass wavelet function t'(t). '2 For special choices of 4(t) and i,b(t), the functions l/.',k(t) = 2/2L(2it -k) and 4,k(t) = 22/2(23t -k) with j, k E Z form an orthonormal basis, and we have the representation'2 Z = Uj0,kj0,k + We can easily construct two-dimensional (2-D) wavelets from the l-D 1' and q5 by setting for
, and '(x,y) = qS(x)(y). If we let I' {,HL j,LH, 1/,HH}, then the set of functions {bI,k 21ii'(2x -k)},l,ew,jEz,kEz2 and {j,k E 2'(23x -k)}jEz,kez2
forms an orthonormal basis for L2 (1R2). That is, for every z E L2 (12), we have Uj0,kjo,k. with Wj,k,t fIR2 z(x)j,k(x)dx and Ujo,k = fIR2 z(x)cb0,k(x)dx.
For the discrete processing of images, the original image is given as the discrete samples of the continuous image z(x). With proper prefiltering, we can approximate the discrete samples as the scaling coefficients of z(x) at a certain scale J, that is, the sampled image z(k) = uJ,k. Equivalently, we can build a continuous-time image corresponding to z(k) as
or, using the wavelet coefficients -W3,k,&7,b3,k + Uj0,k4j0,k.
jo<j<J,kEZ2,'Ei' kEZ2
The coefficients Wj,k,,b and Uj0,k are easily computed using the 2-D discrete-time wavelet filters and decimaLors operating on the samples z(k).'2
Besov function spaces
The theory of smoothness function spaces plays an ever more important role in signal and image processing. We shall consider the family of Besov spaces B(L(I)) over a finite domain I, e.g., the square [0, 1]2, for 0 <a < cc, o <p < cc, and 0 < q cc. These spaces have, roughly speaking, "a derivatives" in L(I); the parameter q allows us to make finer distinctions in smoothness. '4 For r > 0 and h 1R2, define the r-th difference of a function z as )(_1)kZ(t+kh) (5) for t E I {t E lit + rh E I}. The L(I)-modulus of smoothness for 0 <p < cc is defined as sup ii4 'ZIIL('hi
The Besov seminorm of index (a,p, q) is defined for r> a, where 1 p, q cc, by IZ1B;(L,(I)) {f°° (wr(zt))7 dt}'k if 0 q < 00 (7) andby -- (8) 0<t<ool.
)
The Besov space norm is given by ItZItB;(L(I)) IZiB;(L(I)) + IIZIIL(I).
The Besov space B(L9(I)) is then the class of functions z : I -4 IR satisfying z E L(I) and IZIB;(L(I)) < 00.
Various settings of the parameters yield more familiar spaces. For example, when p q = 2, B (L2 (I)) is the Sobolev space Wa(L2(I)), and when a < 1, 1 ç p < cc, q = cc, B,(L(I)) is the Lipschitz space. Wavelets provide a simple characterization for the Besov spaces B0(L(I)), 0 < a <cc, 0 <p cc, 0 < q cc. The three hyperparameters have natural interpretations: a p-norm of the wavelet coefficients is taken within each scale j, a q-norm is taken across scale, and the smoothness parameter a controls the rate of decay of the Wj,k, across scale (frequency). We will take (10) as the definition of the Besov norm in the following.
In signal and image processing applications, we have two particular cases of interest. First, when p =q, the Besov norm reduces to f IIZIIB;(Lp(I)) X lUjo,kl + ( ) (11) \j jo,k,'EW J which is a weighted 1,, norm of the wavelet coefficients. The second space of interest in image processing is B, (L1), because we have B,' (L, (I)) C BV(I) C B, (L, (I)), and typical real-world images belong to BV(I). The corresponding Besov norm is given by IIZII,,(L(I)) X jtLj0,kI f SUP IWj,k,.JI (12) J 3O k,&E'I'
INDEPENDENT WAVELET-DOMAIN STATISTICAL MODELS
The simplest wavelet-domain statistical models are obtained by assuming that the coefficients are independent of each other (based on the approximate decorrelation property (W4)). Under the independence assumption, modeling reduces to simply specifying the marginal distribution of each wavelet coefficient. The popular Gaussian distribution is not accurate enough to model the peaky, heavy-tailed marginal distribution (W5) of wavelet coefficients. After Mallat et al.4 discovered that the statistics of wavelet coefficients of the real-world images are well approximated by the generalized Gaussian distribution (GGD), there have been attempts to model the wavelet coefficients statistically using the GGD priors in the context of the Bayesian inference.5'15 Another distribution commonly used to approximate nonGaussian density is the mixture of multiple Gaussian distributions. The 2-density Gaussian mixture (GM) model has been successfully used to model the statistics of wavelet coefficients (see Crouse et al.6 and the references therein).
Because typical real-world images have a 1/f-type spectral behavior across scales (W6), for an independent wavelet model of real-world images, the variance of the marginal distribution tends to decay exponentially across scale. The asymptotic decay of the wavelet coefficient magnitudes is directly related to the local signal smoothness, and thus the independent wavelet model with the exponentially decaying variance is closely related to the theory of Besov spaces. The connection between wavelet-domain statistical models and Besov spaces was first noticed by Silverman et al.7 in their variation of the Gaussian mixture model. Observation of the relationship between the wavelet-domain models and Besov spaces is important for resolving the practical problems of Besov space theory pointed out in Section 1.3. With the interpretation of the Besov space and Besov norm in terms of the wavelet-domain image models, the generalization of the Besov theory for practical image processing is at hand.
Before we establish the strong and useful relationship between the Besov space and the wavelet-domain statistical models through likelihood functions, we generalize the results of Silverman et al.7 to more general cases of the independent GGD and GM wavelet-domain models.
Independent Generalized Gaussian model
The zero-mean generalized Gaussian density GGDV (0, o) with shape parameter v and variance (,.2 is defined as .) _2r(l/v)exP{.1'd} (13) where n(") =
The GGD model contains the Gaussian and Laplacian distribution as special cases, using -ii = 2 and ii = 1, respectively.
In an independent GGD wavelet model, each wavelet coefficient is generated independently according to a zeromean GGD. For the tractability of the model, all wavelet coefficients at each scale are assumed to be independent and identically distributed (iid). We refer the model with this assumption to be iid in scale. That is, under the independent GGD model, we have GGDV, (0, o). Due to the lid-in-scale assumption the shape parameter v, and the variance do not depend on the spatial location k.
The shape parameter v of the GGD function at scale j is determined to characterize the peakiness and heavy tail of the actual distribution of the wavelet coefficients. We may specify the shape parameters without reference to the given data, because most real-world images tend to have similar energy compaction in the wavelet domain.5 For practical applications, further simplification of the model comes from assuming that the shape parameter v3 is the same over all scales.
The variance oj represents the signal energy at scale j. It can be empirically estimated based on the given data by estimating the variance of wavelet coefficients at scale j, or it can be specified to decay exponentially (property W6).
The successof the independent GGD wavelet model in image denoisiug pmb1erns deniojstrates thai the model is useful for real-world images. With the exponential decay of wavelet coefficients of real-world images (W6), the GGD model of interest takes the form: Wj,k,,,, GGD(O,r) with o = 23a0, (14) Because the decay of wavelet coefficients across scale determines the smoothness of the underlying signal, the realizations of the independent GGD model in (14) with exponentially decaying variance can be shown to belong to certain scales of Besov space. More specifically, we have the following theorem:t THEOREM 3.1. Suppose each wavelet coefficient Wj,k,,, is distributed as in (14) with /3 > 0 and o0 > 0. Then, for 0 <p, q < oo, the realizations of the independent GGD model are almost surely in B(L(I)) if and only if/3> c+ 1.
Independent Gaussian mixture model
A zero-mean GM distribution with M mixture densities is defined as f(x) = pmfm(X), where fm(X) is a zeromean Gaussian density with variance , and the Pm'S are mixture probabilities such that Eri Pm = 1. While we can increase the number of mixture densities M to approximate the distribution of each wavelet coefficient with arbitrary fidelity, even with only 2 mixture densities, a GM models the key properties of the wavelet transform.7 '6 For independent GM models, we assume the models are iid in scale.
With the lid-in-scale assumption, a GM model with 2 mixture densities is specified by 4 parameters at each scale, the variances and the mixture probabilities Pj,m, for m = 1,2. The variances characterize the decay of the density function as we move away from zero, and the mixture probabilities represent the degree of energy compaction in the wavelet domain.
To model the exponential decay of the wavelet coefficient magnitudes across scale, we assume that 1j,m = ao,m2tm for some 13m > 0. Furthermore, we assume that the mixture probabilities converge at fine scales, that is Pj,m * Pm, as j -oo. Then, we can prove the following relationship with the Besov space:t THEOREM 3.2. Suppose we have an independent Gaussian mixture wavelet model such that each Wj,k, is distributed according to the GM density Pj,mfj,m(Wj,k,,/,) with Cj,m = CO,m2m for 13m > 0 and Pj,m Pm exponentially as j -* oo. Suppose that the mixture densities are ordered such that f3m does not decrease as in increases and that P1 > 0. Then, the realizations of the model are almost surely in B(L) for p, q < if and only if /3 > + 1.
Besov space as a model of real-world images
In view of Theorems 3.1 and 3.2, certain Besov spaces contain the images that are modeled by the independent GGD and GM models. These results agree with the fact that typical real-world images possess smoothness properties, which are captured by the Besov spaces.
However, we should not be misled by the above two theorems to conclude that all functions in a Besov space look like real-world images. The theorems merely tell us that the images generated by the above wavelet-domain models are contained in the Besov spaces almost surely. While most real-world images may belong to a Besov space with very high probability, there exist other elements in the same space that are far from resembling real-world images. In words, Besov spaces contain many signals of less interest to us.
The proof of the theorem parallels the proof of Theorem 1 in Silverman et al. 7 tProof is similar to that of Theorem 3.1.
Another point to note is that, as illustrated by Theorems 3.1 and 3.2, a Besov space is closely related to independent wavelet-domain models. Because the residual key properties of wavelet coefficients are missed by these independent models (e.g., the persistence property W7), the categorization of images using Besov spaces ignores these unmodeled properties. We will revisit these points in Section 5.
STATISTICAL INTERPRETATION OF BESOV SPACE
Although typical real-world images belong to the Besov space with proper smoothness parameters, we have several problems when we apply the theory to the practical image processing.
The first problem is a proper interpretation of Besov norm. The definition of Besov space is only related to whether the Besov norm is finite. If the Besov norm is finite, then the signal is in the corresponding Besov space. However, it is not clear how we can compare the (smoothness) properties of the signal with other signals in the space. Intuitively, the size of the Besov norm is related to the smoothness of the signal, meaning small Besov norms correspond to smooth signals and vice versa. However, it is not easy to interpret the Besov norm as an indicator of how much a given image "looks like" a real-world image.
The second problem, as mentioned in Section 1.3, comes from the fact that Besov spaces are spaces of continuoustime functions. However, in practice, only a discrete sampled version of the underlying continuous-time image is available. Given a sampled image, the natural question would be whether the given image belongs to a certain Besov space. Because the Besov space contains continuous-time images, the direct answer to this question would come from seeing if the original continuous-time image (before sampling) belongs to that space. However, because we lose the fine-scale information when we sample the image and the Besov spaces are concerned with the asymptotic behavior of the image at infinitely fine scales, it is not straightforward to check the smoothness of the original image.
Other related problems involve computing the Besov norm from the sampled data and its interpretation. Having the wavelet coefficients available only down to a certain fine scale, the Besov norm completely depends on what we assume for the unknown coefficients. An obvious way of computing the Besov norm of a sampled image would be assuming all the unknown coefficients to be zero, yielding the truncated Besov norm obtained by truncating the summation in (11) at a certain scale. However, it is not justified to define this truncated Besov norm as the Besov norm of the original sampled data.
To overcome these difficulties, we establish a new interpretation of the Besov norm in terms of the likelihood function under a statistical image model. We show that the likelihood with proper normalization under the independent GGD model is equivalent to the Besov norm for certain Besov spaces. This naturally endows a meaning to the magnitude of the Besov norm as well as provides a natural framework for developing a Besov-like theory for finite sampled images.
We first define the normalized likelihood function under the wavelet-domain statistical models. Then, we show that the normalized likelihood is equivalent to the Besov norm for B(L). In Section 4.3, a generalization of the Besov space to finite sampled data is made.
Normalized likelihood function
Given a pdf f(xIO) of the random variable x under the model 0 and the realizations Xj and z2, we can compute the likelihoods of the data f(xi 0) and f(x2 I®). Because the likelihoods indicate how "likely" the given data are under the given pdf, f(xiIO) > f(x8) implies x1 is more likely than X2 under the model. However, the likelihood f(xj 8) is meaningful only when it is compared with another likelihood such as f(x2 0), and we cannot tell how likely x1 is merely based on the value f(x1J0). To be able to tell how likely an observation is under a given pdf model, we must normalize the likelihood appropriately. A natural way of accomplishing the normalization is to compare the likelihood with the maximum likelihood achievable. We define the normalized likelihood function f''(xl8) by -fN(xI9) su0)' (15) with the assumption that 0 < sup, f(xIO) < cc. Then, fN(xIO) e [0, 1] and we can tell that an observation x is "likely" if fN (xl 8) is close to 1 and "not likely" if it is close to 0. We can easily generalize the concept of the normalized likelihood to finite random vectors using their joint pdfs.
For discrete random processes, the joint pdf of an infinite random vector is not defined, and we cannot define the normalized likelihood as in (15) . However, we can generalize the normalized likelihood using the limit of the normalized likelihood when the limit exists. Let X1, X2,... be an infinite sequence of random variables. Then for the vector of the first n random variables x, = {Xk}1, we define the normalized likelihood f(x) using (15) .
f' exists, we define the normalized log likelihood of the infinite sequence to be the limit. For the independent wavelet-domain models considered in Section 3, we can take the limit as we move to the fine scales, defining the normalized likelihood N Uk , For the independent GGD and GM models with exponentially decaying variance as defined in Section 3, the normalized likelihood is well defined because the supremum is finite and the limit exists.
Besov spaces and the GGD model
Consider an independent GGD wavelet model with exponentially decaying variance across scale: Computing the negative log of the normalized likelihood function, we obtain the negative log normalized likelihood function: _logfN(w) = = (zi) (2i(a+2_2/wj,k,,I)1, (19) which is equivalent to IIZII(L the homogeneous Besov norm of the function z. When p = 2, we obtain the Ud Gaussian model for wavelet coefficients, and the corresponding normalized negative log likelihood is equivalent to the Sobolev norm of the function.
In terms of the normalized likelihood function for the iid GGD model 8, the Besov space B(L) can be -equivalently defined as the set {w : fN(wIe) o}. 
Besov balls for sampled data
In practice, the available data are given as finite samples of the image, and we have no access to the wavelet coefficients beyond a certain finest scale. Suppose we have wavelet coefficients up to scale J and the coefficients with scale j > J are unknown. Let wj be the vector of available wavelet coefficients. Because the definition of Besov spaces is concerned with the asymptotic decay of the signal energy across scale, it is not clear how the Besov space theory can be applied to practical signal/image processing. Through the generalization of the theory for finite data based on the statistical connection in (20), we can modify the Besov space definition for finite data wj.
The set of "likely" signals can be modified as {wj f5r(wJIe) €},
where f (wj I€) is the normalized pdf of the (finite) vector wj, and is a positive constant controlling the "likelihood" of signals. We can choose f so that the set contains the signals of interest. This is the generalization of the Besov space for finite data. This generalization of the Besov space for finite data is meaningful in its own right, and we can extend the theory of Besov spaces to the problems with finite data.
Under the independent GGD model, the negative log likelihood function is the truncated form of the Besov norm defined in (11) , and the set of signals is a "ball" in Besov space defined as {x : lxIIB <R}, where R is the radius of the ball and II lB is the truncated Besov norm for finite samples. Although we considered Besov spaces B; (Lv) above, the Besov balls can be defined for other scales of Besov spaces in the same way. In particular, the space B(L1) is desirable for modeling images.'7 If p,q 1, the Besov balls are convex sets in L.
SIGNAL ESTIMATION USING PROJECTIONS ONTO BESOV BALLS
The notion of a Besov ball for finite sampled data leads us to an intuitively appealing signal denoising algorithm. Given a noisy signal, we can project it onto a Besov ball defined as above to obtain an estimate of the original signal that is close to the give data and is "likely" in terms of the underlying wavelet statistical model. Given an image z, we model the noisy observation as z + n, where n is an additive Gaussian white noise with variance o.2 corrupting the observation. The estimation problem is to restore the original image z from the noisy observation z + ii.
Suppose that we have M different wavelet bases, W,, . . . ,W, and that the number of vanishing moments of each wavelet basis is greater than the Besov smoothness parameter c of the Besov space under consideration. For each wavelet basis W, we define the Besov B2(r) with radius r as B2(r) = {z IIXIIB < r} where the norm is the Besov norm defined using wavelet basis W2. With properly chosen r, the original signal z is in B (r1) for all i, and hence we have z E fl2B2(ri). To obtain an estimate of z, we project the noisy signal x + n onto fl B (ri) in the 12 sense. We can find the projection using the method of projection onto convex sets (POCS)'9 starting at z + ii. For an N x N image, each Besov ball B1(r) is a convex set in IRN2.
As we change the radius r, the size of the Besov ball changes. In IRN2, the change of basis from a orthonormal wavelet domain to another orthonormal wavelet domain corresponds to a rotation of the coordinate axes, and hence each Besov ball B2 (r2) is a rotation of other Besov balls defined using other wavelet transforms. Multiple wavelet bases define Besov balls with different rotations and possibly with different sizes, but all contain the original signal z. As we increase the number of wavelet domains, the size of the intersection fl2B2 (r2) never increases, and it defines a smaller set of feasible signals. By projecting the noisy signal onto this small convex set, we can improvement wavelet denoising over single basis algorithms.
The proper choice of the radius of each Besov ball is essential for the success of the algorithm. This is analogous to choosing the threshold in wavelet thresholding. We should choose r2 so that the Besov ball B2(r) contains the true noise-free signal z. At the same time, r2 should be chosen as small as possible to make the ball small for accurate denoising. Ideally, r2 should be chosen as r1 = llzllB, where the norm is the truncated Besov norm defined using basis W2. However, because z is unknown, we must estimate I z J . A method of estimating the Besov norm of z is to compute the Besov norm of an estimate of z obtained using some other method. One natural choice is the Besov norm of the denoised signal using Donoho and .Johnstone's universal thresholding.
However, because the signal is over-smoothed by this universal thresholding, we need to choose somewhat larger r2 than the Besov norm of the thresholded signal. For real images, we found out that 1.5 to 2 times the Besov norm of the SureShrink signal estimate provides a good estimate of the actual Besov norm. The choice of underlying Besoy spaces 8(L,) depends on the property of the signal to be denoised. Fbr real world images, we found that B,(Li) yields good performance as well as simple numerical implementation. Figure 1 compares the PSNR (10 log10(ff)) of various denoiimg methods for a real image. As the wavelet bases, we used Daubechies orthonormal wave let filters. Here, D, refem to the Daubechies length nfllter. We observe that the proposed denoising algorithm outperforms other existing methods both visually and in MSE. In the denoising simulations involving many different images and different noise variances, the Besov bali algorithm demonstrated piccellent performance, especially when the SNR of the noisy observation was low.
TOWARD GENERALIZATIONS OF BESOV SPACE 6.1. Limitations of Besov space
Because the Besov norm is closely related to zero-mean wavelet-domain statistical models that are lid in scale, it has several limitations.
As is easily observed from the definition of the Besov norm in (11), the Besov norm is invariant to coefficient shuffling (permuting) within scale. Because the shuffling of wavelet coefficients destroys the edge structure of the image, the image resulting after the coefficient shuffling does not resemble a real-world image (see Fig. 2(b) ) However, the wavelet-ahuffled image in Fig. 2(b) belongs to the same Besov space (with identical Besov norm) as the original image in Fig. 2(a) . This implies that not all elements of the Besov space look like real-world images. Shuffle invariance is related to the relationship of the Beeov space with the independent GGD model. Because independent models ignore the persistence of wavelet coefficients (WI) related to the edges in the image, the Besov space suffers from the same problem.
Another problem of the Besov norm is that it is invariant to sign changes of the wavelet coefficients. Because the wavelet basis is an mtconditionai basis for Besov spaces, it is invariant to sign changes. As observed in Fig. 2(c) , the image resulting from random sign flips of wavelet coefficients does not look like a real image at all, while it belongs to the same Besov space as the original image with identical Besov norm. This invariance to the sign change is related to the relationship of the Besov space with the zero-meanstatistical model in the wavelet domain, because a zero-mean distribution symmetric aromid zero is insensitive to sign changes.
lb overcome these limitations of the Besov space as a characterization of the real-world images, we need to construct new spaces or sets based on more accurate image models.
Possible generalizations
The normalized likelihood function in (20) and the space or set defined iii (20) and (22) are very general, and they can be applied to other statistical image models without modification. By using more accurate models than the independent models, the correspondingly defined space or set would be more tightly constrain the real-world images.
One possible generalization of Besov space is using the wavelet-do main HMT model° that captures the persistence property of the wavelet coefficients for the read-world images. The universal HMT (uHMT)" is a general image model that captures the interseale dependencies of the wavelet coefficients. The normalimed likelihood function for the uHMT model is shuThe variant because it captures edge information, However, the set of nonzero normalized likelihood defined using the wavelet-domain HMT model using (20) is no longer a linear space, and the normalized likelihood function does not correspond to a norm. Further complication results for practical applications, because the normalized likelihood function has many local maxim. The sign invariance problem of the Besov norm can be cured by developing a model that captures the sign of wavelet coefficients. For this purpose, the wavelet-domain HMT model With more than 2 mixture densities looks promising. For example, we can use 3-density GM distribution with the 3 Gaussian densities modeling small, large positive, and large negative wave let coefficients, respectively. The correlations of the wavelet coeficient signs are modeled through the hidden state transition probabilities between the 3 densities across scale.
For more accurate modeling of the images, the model should capture the edge structure or the geometry informa. tion contained in images. In general, as we make the model more accurate to incorporate more detailed properties of real-world images, the set of real-world images constructed based on the model will become more complicated and harder to manipulate.
CONCLUSIONS
In this paper, we have developed relations between Besov spaces and wavelet-domain statistical models. We have shown that the Besov norm is equivalent to the normalIzed log likelihood function under an independent GGD model In the wavelet domain. This relationship enabled us to generalize the Besov space theory to the finite sampled data which is applicable in practical image processing. Based on the generalization of the Besov theory to discrete sampled data, we defined the Besov ball containing the real-world images in the sampled, discrete domain. The Besov ball concept inspired a new image denoising algorithm that uses multiple wavelet bases. This is in contrast to the shift invariant wavelet denoising that uses a tight frame consisting of different shifts of a single wavelet basis.
Besov spaces have several limitations as a set of real-world images, because they contain many non-realistic images. The relationship between Besov space and the wavelet-domain statistical model developed in this paper can be generalized to more general image models. The development of other general models and the corresponding theory of Besov-like sets remain future research topics.
