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In recent years, there have been significant developments in the research on 5th Generation (5G) networks. Several
enabling technologies are being explored for the 5Gmobile system era. The aim is to evolve a cellular network that is
intrinsically flexible and remarkably pushes forward the limits of legacy mobile systems across all dimensions of
performance metrics. All the stakeholders, such as regulatory bodies, standardization authorities, industrial fora,
mobile operators and vendors,mustwork in unison to bring 5G to fruition. In this paper, we aggregate the 5G-related
information coming from the various stakeholders, in order to i) have a comprehensive overview of 5G and ii) to
provide a survey of the envisioned 5G technologies; their development thus far from the perspective of those
stakeholders will open up new frontiers of services and applications for next-generation wireless networks.1. Introduction
The fast development of electronic devices has brought about the
advent of various emerging applications (e.g., big data analysis, artificial
intelligence and 3-Dimensional (3D) media, Internet of everything, and
so on), which requires significant amount of data traffic. While mobile
networks are already indispensable to our society for “anywhere anytime
connection,” one main characteristic of 5G and Beyond (B5G) mobile
networks is the huge amount of data, which requires very high
throughput per device (multiple Gbps) and per area efficiency (bps/km2).
For instance, it is predicted that the worldwide monthly data traffic in
smartphones will be about 50 petabytes in 2021 [1], which is about 12
times the traffic in the year 2016. From these figures, we can also esti-
mate that the traffic will continuously increase at a very rapid pace. Other
characteristics include low delay communications, high reliability, and
large heterogeneous connected devices.
Among the various kinds of data traffic, video data is more dominant.
Video traffic already constitutes a significant fraction of the mobile traffic
volume and is expected to reach 67% of the total traffic by 2017 and
more in the future. Video traffic has already presented very severe
challenges to mobile networks, including the forthcoming 5G mobile
networks. For instance, it is expected that at least 10 Gbps traffic is
needed for one Virtual Reality (VR) device. Moreover, full High-Defini-
tion (HD) video is becoming increasingly important for mobile devices;
further, devices Using Ultra HD (UHD) (4K and 8K) and 3D rendering aretember 2017; Accepted 19 Septembe
ecommunications. Production and hoexpected to become widely available in the not so distant future. An
uncompressed UHD video may reach a rate of 24 Gbps, and an uncom-
pressed 3D video with UHD can reach 100 Gbps [2].
Based on the above observations, the main technical objectives for 5G
systems will be
 Extremely high data rates per device (multiple tens of Gbps).
 High data rates per area and massive a large number of connected
devices. Thus, the interference among transmitters should be
minimized.
 Ultra-low latency (round time of less than a microsecond), especially
for multimedia and interactive 3D video/VR applications.
 Ultra-reliable support for various critical applications such as Vehicle-
to-Vehicle (V2V) communications, industrial control, and healthcare.
From the list of technologies developed in recent years [3] by the
stakeholders (standardization, regulatory bodies and industrial organiza-
tions), we briefly describe the ones that are most promising for 5G. To the
best of our knowledge, this is the first attempt to summarize 5G technolo-
gies from industrial, standardization, and regulatory perspectives.
This paper is organized as follows. Section II provides a brief over-
view of the most anticipated 5G technologies. Section III presents the 5G
use cases and key performance indicators (KPI). Sections IV and V
describe novel radio development and field trials for 5G, respectively.
Finally, the paper is concluded in Section VI.r 2017
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Table 2
Candidate high-band frequencies.
ITU-R (IMT-2020 candidate bands) - Resolution 238 of
WRC 2015 [4]
Allocated to mobile on
primary basis?
24.25–27.5 GHz Yes
31.8–33.4 GHz (Shared with the fixed service) No
37–40.5 GHz (Shared with fixed-satellite service in
39.5–40 GHz in Region 1 and in 40–40.5 GHz
Yes
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2.1. Radio Access Network (RAN)
2.1.1. Millimeter-Wave (mmWave)
The distinctive feature of 5G is its intrinsic flexibility, which will
allow it to support several use cases in an optimized way, either using
low-band spectrum below 1 GHz, mid-band frequencies from 1 GHz to
6 GHz, or high-band spectrum above 6 GHz.
The low-band spectrum is deemed essential for use cases that require
seamless coverage and high mobility, as is the case with ultra-Reliable
Low Latency Communications (uRLLC) and massive Machine Type
Communications (mMTC). The mid-band spectrum is going to be utilized
by the first 5G networks to support enhanced Mobile Broadband (eMBB),
which is vital to demonstrate the 5G business case and promote invest-
ment in 5G networks. When 5G networks become mature, eMBB will
have to offer peak data rates of 20 Gbps and experienced user data rates
of 100 Mbps to a very high number of users. With the feasible spectral
efficiencies, such transmission speeds can only be delivered using
channels with bandwidths in the order of several hundred megahertz,
which are available only in the high-band at mmWave [52] frequencies.
International Telecommunication Union (ITU) has already allocated
several bands from 450 MHz to 6 GHz for IMT (International Mobile
Telecommunications) as indicated in Table 1 [4]. In principle, 5G may be
used in any of these bands, although some preferences are being defined:
 The USA is willing to use the recently cleared 600 MHz licensed band
(617–652/663-698 MHz), as well as the 3.5 GHz shared band
(3550–3700 MHz) [5]. The Advanced Wireless Services (AWS-3)
bands, i.e., 1695–1710 MHz, 1755–1780 MHz, and 2155–2180 MHz
can also be used if desired [5]. It should be noted that although the
600 MHz band is not an IMT band, ITU has already decided to review
the situation of TV broadcasting band (470–694/8 MHz) in the year
2023, in view of releasing more spectrum for mobile systems if
necessary.
 Europe selected 700 MHz (694–790 MHz) as the band below 1 GHz
for 5G, while the leading pioneer 5G band should be 3.4–3.8 GHz. It is
in this band that each European country is expected to deliver 5G
services at least in one city by 2020. The 1.5 GHz band (1427–1452/
1492-1518 MHz) is being studied to provide supplementary down-
links [6–8]. 5G may also be used in any other band harmonized at the
European level for mobile services and licensed under technology
neutrality paradigm (800 MHz, 2 GHz, 2.3 GHz and 2.6 GHz).
 Japan is trialing 5G in the 3600–4200 MHz and 4400–4900 MHz
bands [9].
 China is testing 5G in the 3300–3600 MHz and 4800–4990 MHz
bands [9].
Regarding the high-band, 11 mmWave bands, between 24.25 GHz
and 86 GHz, were indicated as candidate 5G bands during the last 2015
World Radio Conference (WRC-2015), as can be seen in Resolution 238Table 1
Low and mid-band frequencies.












88of [4]. As indicated in Table 2, three of these candidate bands may be
available only in the long term, as currently they are not allocated to
mobile communications on a primary basis.
Although the decision on globally harmonized 5G millimeter wave
bands will only take place at WRC-2019, the regulatory bodies of the
countries with strong 5G initiatives are already trying to influence the
final decision:
 In the USA, the Federal Communications Commission (FCC) selected
3.85 GHz of the licensed spectrum in the 27.5–28.35 GHz and
37–40 GHz bands (37–37.6 GHz is allocated to 5G on a shared basis),
along with 7 GHz of the unlicensed spectrum in the 64–71 GHz band
[10]. Although these choices are not fully aligned with ITU plans, FCC
is analyzing the possibility to open up to 18 GHz of additional spec-
trum in all ITU candidate bands, except 42.5–47.2 GHz [10].
 The European Union followed ITU guidelines and designated
3.25 GHz of spectrum in the 24.25–27.5 GHz band as a pioneer 5G
band. Europe also considers the bands 31.8–33.4 GHz and
40.5–43.5 GHz as promising bands in the future [6,8].
 South Korea intends to offer 5G in time for the 2018Winter Olympics,
for which they have decided to use the 27.5–28.35 GHz and
37.5–40 GHz bands, i.e., very similar choices to those of the USA [9].
 Japan intends to commercially roll out 5G in time for the 2020
Summer Olympics, using the spectrum from 27.5 to 29.5 GHz [9].
 China is adopting 24.25–27.5 GHz, which ensures compatibility with
Europe, and 27.5–29.5 GHz, which also ensures compatibility with
USA, South Korea, and Japan [9].
These high-band frequencies have higher path losses, and therefore,
the coverage will be limited. This drawback can be mitigated by the use
of high power gain antennas or antenna arrays. However, these antennas
exhibit very narrow beam widths (a few degrees), a feature that is both
desirable, as it allows to confine interference over limited regions, as well
as challenging because it requires precise beam steering algorithms and a
careful planning of the number of beams that would be necessary. Due to
path-loss constraints, millimeter waves are best suited for use in indoor
hotspots and outdoor small cell scenarios.
2.1.2. Spectrum sharing
In an urban environment, 5G will rely on dense networks with
reduced cell sizes, which may share the same band with other services
operating in different territories [11]. 5G can perfectly use the spectrum
sharing schemes developed in the last fifteen years, getting additionalworldwide. Shared with fixed service in 37–40 GHz)
40.5–42.5 GHz (Shared with fixed-satellite service in








47.2–50.2 GHz (Shared with fixed satellite service in
47.5–47.9/48.2–48.54/49.44–50.2 GHz in Region 1,
and in 48.2–50.2 GHz in Region 2. Band
48.94–49.04 GHz is forbidden for airborne stations.)
Yes
50.4–52.6 GHz (Shared with fixed service in
51.4–52.6 GHz)
Yes
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2.1.2.1. TV White Spaces (TVWS). In the last two decades, several
measurement campaigns demonstrated that spectrum licensing methods
had to be changed as they resulted in inefficient use of radio resources.
While the appearance of software-defined radio and cognitive radio
technologies provided the tools to adopt dynamic spectrum access
schemes, the digital dividend, resulting from the migration to digital TV,
provided an excellent first real-life test environment for introducingmore
efficient spectrum usage methods.
One such method, TV white spaces, originated in the USA in 2002. It
was proposed by the FCC [12,13] for the sharing TV frequencies that
were not used in certain areas (TV white spaces) by unlicensed
low-power devices. In TV white spaces, the TV receivers are called pri-
mary users, and they have higher priority to transmit and are protected
against interference. The unlicensed low-power devices are called sec-
ondary users, and they have lower priority to transmit and are not pro-
tected from the interference coming from the primary or secondary users
(i.e., several secondary users may use the same frequencies in the same
place at the same time). To avoid interference with the primary users
before transmitting, the secondary users must consult a geolocation
database to determine which spectrum is left available by the primary
users at their current locations. In the USA, the final TV white space rules
were published in 2010 [14] and updated in 2012 [15]. TV white spaces
are commercially available to the public since the first database was
approved by FCC in January, 2012 [16].
In 2007, the UK also decided to regulate the use of TV white spaces by
unlicensed devices [17]. After a period of preliminary studies, in 2009,
the UK selected geolocation databases as a more reliable method to
protect primary users [18], and in 2013, it proposed the complete TV
white spaces rules [19], which were updated in 2015 [20]. TV white
spaces are commercially available in the UK since this regulation came
into force, i.e., since December, 2015 [21].
Europe started looking into TV white spaces in 2008 as part of the
digital TV switchover [22]. As in the UK, several studies were conducted
[23,24], which culminated in the definition of regulatory guidelines very
similar to those of the UK. These guidelines intended to harmonize the
use of TV white spaces in European countries also using geolocation
databases [25,26].
Although the USA and UK/Europe follow identical approaches, the
implementation of geolocation databases is very different in the USA and
UK/Europe. The USA geolocation databases draw exclusion zones around
the protected stations to define a region where no unlicensed devices,
which are assumed to be always transmitting at the maximum power, are
allowed. On the other hand, the UK/European geolocation databases
divide the territory into squares of 100 m  100 m, called pixels, and
compute the maximum power that the unlicensed device may use so that
the protected TV service is not degraded beyond a predefined threshold.1
To avoid different results from different databases, the UK regulator pre-
computes the maximum power that may be used by a single unlicensed
device in each TV channel in each pixel, and sends this information to all
database operators. Although more complex, the UK/European geo-
location database allows the sharing of spectrum resources by a higher
number of secondary users than the USA database.
2.1.2.2. Licensed Shared Access (LSA). Since TV white spaces do not
offer the required quality of service to secondary users, mobile telecom
operators do not see this spectrum sharing scheme as a viable option to
get additional spectrum. Therefore, in 2011, a different method called
Authorized Spectrum Access (ASA) appeared in Europe specially; this
method was tailored for mobile operators [27]. The idea of ASA was that1 The white space device power may only cause a rise of 1 dB in the noise-plus-
interference floor at the edge of TV coverage. Greater rise in the noise plus interference
floor is allowed in areas within TV coverage.
89the spectrum owners, i.e., the incumbents, of underutilized bands could
allow a limited number of mobile telecom operators to share the spec-
trum when the incumbent is not using it. The sharing conditions should
be previously agreed between the spectrum owner (incumbent) and the
new licensees (mobile operators), probably defining a monetary
compensation paid by the new licensee to the incumbent. Initially, it was
thought that the sharing agreement should also include a pre-defined
channel plan to allocate specific parts of the band to each mobile oper-
ator, thus avoiding the need for coordination among mobile operators.
After signing the sharing agreement, whenever the new licensee needs
spectrum, it should contact a database to see if the incumbent is planning
to use the spectrum in a specific period in a given location. If it is not, the
new licensee may exclusively use that spectrum.
Meanwhile, the Radio Spectrum Policy Group (RSPG) and the Euro-
pean Conference of Postal and Telecommunications Administrations
(CEPT) decided that this concept should not be restricted to mobile
networks, and therefore, they extended it to all radio services. The
extended sharing scheme was called Licensed Shared Access [28–30].
Unlike TVWS, in LSA, the new licensees are protected against interfer-
ence and thus can access the spectrum with a predictable quality of
service. LSA is beneficial both for the LSA licensee (because it can access
an underutilized band cost-effectively while the band cannot be cleare-
d/reformed), and for the incumbent who can be authorized to stay longer
in the band and eventually receive monetary compensation. The first
band allocated to LSA in Europe was the 2300–2400 MHz band [31–33].
2.1.2.3. Spectrum access system (SAS). In the USA, another sharing
scheme, called Spectrum Access System, was proposed in 2012 for the
3550–3700 MHz band, as a means to provide additional spectrum for
mobile broadband [34,35]. Unlike LSA, SAS shares the spectrum among
two types of users (i.e., incumbents and LSA licensees). In addition, SAS is
a three-tier sharing scheme that allows three types of users to share the
spectrum inside each administrative region (census tract): federal users,
Priority Access Licensed (PAL) users, and General Authorized Access
(GAA) users. The federal users take precedence over all the others and are
protected against all types of interference, either through the definition
of exclusion zones or by using the Environment Sensing Capability (ESC)
networks that detect emissions from the federal users and inform the SAS,
which will then instruct all other users to abandon the band. The PAL
users will apply to geographic licenses through auctions. They may use
the spectrum exclusively when the federal users do not use it and are
protected from interference from the other PAL and GAA users, but not
from the federal users. In the last priority level are the general authorized
access users, which are unlicensed devices that use the spectrum
opportunistically and are not protected against any interference. The
final regulations of SAS were approved in April, 2016 [36].
2.1.3. Carrier aggregation
Carrier aggregation is a technique introduced in 4th Generation (4G)
mobile systems, more specifically in Release 10 of the 3rd Generation
Partnership Project (3GPP) specifications. It allows the aggregation of up
to five Long-Term-Evolution (LTE) carriers, a.k.a. Component Carriers
(CC), thus allowing the increase in system bandwidth up to 100 MHz
(5  20 MHz). The mobile terminal of the user may receive one or more
CCs depending on its capabilities. It is also possible to aggregate a
different number of CC, eventually of different bandwidths, in the uplink
and downlink, with the constraint that the number of aggregated CC in
the uplink is not higher than the number of aggregated CC in the
downlink. The CC being aggregated may belong to the same band (intra-
band carrier aggregation) or different spectrum bands (inter-band carrier
aggregation). Within intra-band carrier aggregation, it is possible to
aggregate contiguous component carriers (contiguous carrier aggrega-
tion) or non-contiguous component carriers (non-contiguous carrier
aggregation).
When using carrier aggregation, in each direction (uplink, downlink),
Fig. 2. Dual connectivity between MeNB and SeNB (downlink direction) with
EPS bearer splitting.
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while the others are called Secondary Component Carrier (SCC). There is
one serving cell associated with each component carrier, eventually with
different coverage areas due to propagation issues. The serving cell
associated with the PCC is called the Primary serving Cell (PCell),
whereas the serving cells associated with the SCC are called Secondary
serving Cells (SCell). The signaling traffic is exchanged only in the PCell,
whereas data traffic is exchanged in both the PCell and SCell.
Carrier aggregation was introduced to the Third Generation Part-
nership Project (3GPP) specifications using a stepwise method: in Release
10, only two CC could be aggregated in the DownLink (DL) and there was
no carrier aggregation in the UpLink (UL); in Release 11, carrier aggre-
gation was improved by allowing up to two CCs in the uplink; Release 12
added Time Division Duplex (TDD)/Frequency Division Duplex (FDD)
carrier aggregation. In Release 13, the number of 20 MHz component
carriers that can be aggregated was increased from 5 to 32. This will be of
great value, especially for using large blocks of unlicensed spectrum in
the 5 GHz band.
Although a powerful technique, the hardware circuitry behind carrier
aggregation is complex, not only because the number of components is
higher in carrier aggregation, but also because the reception of multiple
signals with different frequencies generates intermodulation products
that may interfere with the desired signals.
2.1.4. Dual connectivity
Dual connectivity is a feature recently added to 4G systems to
improve the performance of heterogeneous networks. It involves the
establishment of several parallel bearers associated with the same mo-
bile, thus allowing extension of the bandwidth allocated to that terminal.
The different bearers are combined in the mobile terminal and the core
network. For dual connectivity, the mobile is connected with several base
stations, one Master eNB (MeNB), and at least one Slave eNB (SeNB),
each using different carrier frequencies and controlled by a different
Medium Access Control (MAC) entity. The control traffic is transmitted
solely by the master eNB, while the user data is split between the MeNB
and several SeNBs.
This behavior is implemented using a protocol stack, which includes
the control-plane, Radio Resource Control (RRC) entities (only in the
MeNB), and the mobile terminal. Therefore, only the MeNBmay send the
RRC signals and control the RRC procedures.
In the user-plane, there are two protocol-stack alternatives to imple-
ment dual connectivity:
- SeNB connects directly to the Serving Gateway (S-GW) in the core
network. Each Evolved Packet System (EPS) bearer is directed
entirely to a different base station, so that there is no split of EPS
bearers among different base stations. See Fig. 1, which illustrates the
downlink direction.
- SeNB connects to the S-GW in core network through the MeNB.
Therefore, some EPS bearers (marked in green in Fig. 2) are split
between the MeNB and an SeNB. This is depicted in Fig. 2, taking the
downlink direction as an example.Fig. 1. Dual connectivity between MeNB and SeNB (downlink direction)
without splitting EPS bearer.
90Although dual connectivity has similarities with carrier aggregation,
dual connectivity is different from carrier aggregation, because carrier
aggregation has only one MAC entity due to the use of a signal base
station, whereas dual connectivity has many MAC entities as a number of
base stations are employed.
Dual connectivity is different from Coordinated MultiPoint (CoMP)
transmission because several base stations transmit different information
simultaneously to a specific mobile. Another difference is that dual
connectivity assumes that the base stations are connected using non-ideal
backhaul, which is not the case in CoMP.
2.1.5. Unlicensed spectrum
Licensed spectrum should be the core 5G spectrum; however, unli-
censed spectrum can play a complementary role [11]. Therefore, the two
different ways of using unlicensed spectrum developed for 4.5G (LTE--
Pro) should also be useful for 5G.
2.1.5.1. Licensed Assisted Access (LAA). LAA is a new spectrum sharing
scheme defined in 3GPP Release 13. Instead of alleviating radio network
congestion by offloading cellular LTE traffic to Wireless Local Area
Networks (WLAN), LAA proposes to deploy inter-band carrier aggrega-
tion using a primary LTE carrier component from a licensed band and a
secondary LTE carrier component from an unlicensed band. LAA pro-
poses to use the 5 GHz unlicensed band opportunistically to boost data
rate, ensuring coexistence with Wi-Fi devices already deployed in the
band by adopting a listen before talk scheme. LAA also proposes to use
dynamic frequency selection in some regulatory domains, and ensure
coexistence with radar, which is also deployed in the 5 GHz band. In
3GPP Release 13, the secondary LTE carrier component in the unlicensed
band can only be used in the downlink. In Release 14, LAA is being
enhanced to allow the use of the secondary LTE carrier component from
the unlicensed band in the uplink also. In Release 13, the number of
20 MHz component carriers that can be aggregated increased from 5 to
32. This will be of great value, especially for LAA to use large blocks of
unlicensed spectrum in the 5 GHz band.
2.1.5.2. LTE-WLAN Aggregation (LWA). LWA is a new spectrum aggre-
gation scheme defined in 3GPP Release 13. LWA proposes to connect a
mobile terminal simultaneously to an LTE base station and a WLAN ac-
cess point. In the downlink, packets going to a specific User Equipment
(UE) are split in the eNB. Some of them are transmitted through the LTE
air interface, while the others are directed to the Wi-Fi access point, and
these packets are then reordered and combined in the UE. Due to the
unlicensed nature of Wi-Fi, the packets going through Wi-Fi use a secure
IP (IPSec) tunnel. In Release 13, Wi-Fi Access Point (AP) can be used for
the downlink only. In Release 14, LWA is going to be extended to allow
the use of Wi-Fi AP in the uplink also.
2.1.6. New waveforms for 5G
Due to the high diversity of services that need to be supported in 5G,
with very different requirements regarding throughput, delay, robust-
ness, and energy consumption, the 5G air interface should be flexible
enough so that it can be adjusted to the specific service being delivered,
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We consider that the 5G system should have a unified and flexible
frame structure, in which the number of resources allocated to uplink and
downlink is allowed to vary. It should also be scalable, in both the fre-
quency and time domains, so that the number of subcarriers and the
length of the time transmission interval allocated to a given user can be
adjusted to achieve the required throughput and latency. Taking into
account that 5G may have to be used in very different frequency bands,
from 450 MHz to 86 GHz, and support a wide range of terminal speeds,
from 0 to 500 km/h, the subcarrier spacing should be configurable in
order to avoid inter-carrier interference caused by the Doppler effect.
The air interface should also support orthogonal and non-orthogonal
multiple access schemes (e.g., Orthogonal Frequency Division Multiple
Access (OFDMA), Interleave Division Multiple Access (IDMA), Non-
Orthogonal Multiple Access (NOMA) [53–55], Sparse Code Multiple
Access (SCMA), etc.), as well as synchronous and asynchronous traffic
(e.g., Carrier Sense Multiple Access (CSMA)). Regarding the waveforms,
most of the candidates for the 5G interface are of the filtered multicarrier
type. These waveforms help maintain the InterCarrier Interference (ICI)
and InterSymbol Interference (ISI) below an unrecoverable level, to relax
the synchronism requirements and increase spectral efficiency.
In Europe, several research projects have been working on the 5G air
interface. For example, 5GNOW [37] proposes a unified frame structure
combining orthogonal and non-orthogonal multiple access, as well as
synchronous and asynchronous traffic. This frame structure may have
several signal layers superimposed using IDMA. 5GNOW also studies
several filtered multicarrier waveforms (Generalized Frequency Division
Multiplexing (GFDM), Filter Bank Multicarrier (FBMC), Universal
Filtered Multicarrier (UFMC), and Bi-Orthogonal OFDM (BFDM)) to be
used in 5G and identifies the pros and cons of each waveform. In order to
support asynchronous traffic in uplink, which would be advantageous for
machine type communications, the project proposes an uplink random
access scheme where the base station uses the joint sparsity of the mes-
sage, propagation channel, and user activity, to fully recover the random
access packet just by decoding a reduced number of samples.
Prior to 5GNOW, the project FANTASTIC-5G [38] considered a uni-
fied multi-service air interface where the frequency-time resources are
grouped into elementary blocks called tiles. Each tile can be indepen-
dently configured in terms of forward error coding, modulation, sub-
carrier spacing, time transmission interval, and waveform. For Forward
Error Correction (FEC), FANTASTIC-5G proposes the use of enhanced
turbo codes, which exhibit superior performance when compared with
other solutions like Low-Density Parity-Check (LDPC) and Polar codes.
Regarding waveforms, FANTASTIC-5G studies several OFDM-based
waveforms belonging to two families:
 Subband-wise filtered waveforms:
- Universal Filtered OFDM (UF-OFDM) - one filter is used to filter each
group of adjacent subcarriers. The length of the filter/number of
subcarriers in each group is equal to the length of the cyclic prefix.
- Filtered OFDM (F-OFDM)– similar to UF-OFDM; however, the sub-
band filter can have lengths higher than the cyclic prefix length
- Block-filtered OFDM (BF-OFDM).
 Subcarrier-wise filtered waveforms:
- Flexibly Configured OFDM (FC-OFDM) – this waveform can be
configured to become multi-carrier, DFT-spreading, zero-tail DFT-
spreading, etc. These different formats can be multiplexed in the
frequency or time domain.
- Pulse-shaped OFDM (P-OFDM): identical to conventional OFDM,
except that pulse shapes other than the rectangular pulse may be
used.
- Frequency Spreading Filter-Bank Multicarrier/Filter-Bank Multi-
carrier (FS-FBMC/FBMC): similar to FBMC-OQAM, except in the91method used to implement the prototype filters. They are generated
by applying a frequency sampling technique instead of using a poly-
phase network implementation. This is advantageous for channels
with large delay spread or when there are synchronization errors.
- FBMC with Quadrature Amplitude Modulation (QAM) signaling
(QAM-FBMC): an FBMC system using QAM symbol mapping instead
of offseting QAM (OQAM). This reveals the advantage of increasing
the transmission rate at the expense of reduced orthogonality.
- Zero-Tail-spreading OFDM (ZT-DFT-S-OFDM): similar to Single-Car-
rier Frequency Division Multiple Access (SC-FDMA) waveform, with
zeros in the borders of the Discrete Fourier Transform (DFT).
FANTASTIC-5G concludes that none of these waveforms is ideal for
all kinds of situations; therefore, it makes some recommendations on the
criteria to follow when selecting a waveform for a specific situation.
FANTASTIC-5G made numerous contributions to standardization bodies
regarding the specification of the 5G air interface to be used in bands
below 6 GHz, while mmMAGIC [39] proposes the specification of air
interface for bands above 6 GHz using millimeter wave bands.
2.1.7. Non-Orthogonal Multiple Access (NOMA)
Thus far, multiple access schemes multiplex the users' signals
orthogonally, so that when they reach the receiver, the interference
among them is low, which allows robust detection with simpler receivers.
With the computational power available in the current generation of
mobile chipsets, a substantial amount of interference can be allowed as it
can be removed at the receiver.
In NOMA, non-orthogonality is deliberately introduced in the trans-
mitter by superimposing the signals in the power domain, thus allowing
the reuse of the same radio resources by more users, and improving the
network capacity. If the power of each signal is reasonably different from
the powers of the other signals that are superimposed, it is possible to
recover the weaker signals through successive interference cancellation.
The stronger signals will also be recoverable because they will be much
stronger than the interference.
By allowing more users to share the same radio resources at the same
time, NOMA improves the system capacity, although requiring more
complex receivers. NOMA does not require instantaneous Channel State
Information (CSI) at the transmitter, although the information on the
expected path loss could be used to optimize the power allocation.
2.1.8. Massive MIMO
The 5G radio access network will use massive MIMO in “macro-
assisted small cells,” where the macro cell uses the lower bands to provide
control-plane traffic omnidirectionally, and the small cells use the
mmWave band to carry user-plane traffic delivered using highly-directive
massive-MIMO beams [40].
Massive MIMO is a fundamental technology for 5G, especially when
deployed at millimeter wave bands. At such frequencies, arrays with
several hundred elements can be feasible. Such a high number of ele-
ments can be used to produce very narrow high-power beams to coun-
teract the mmWave high path loss or open the possibility to implement
higher-order MultiUser MIMO (MU-MIMO) to boost small cell capacity.
Recent trials in Japan using a base station with up to 8 arrays of 64
elements spaced 0.7λ (at 15 GHz) could achieve the transmission of eight
spatial streams for MU-MIMO. In another trial, at a frequency below
6 GHz, a base station with 192 elements was able to maintain a
connection with 23 mobile terminals, each of them having a linear array
with 8 elements. In this trial, by using MU-MIMO, the base station could
deliver up to 24 spatial streams to different terminals, and each terminal
could receive up to 3 streams [44].
Another possibility brought about by massive MIMO is the use of
distributed MIMO, i.e., the use of several beams that are transmitted
simultaneously to the same mobile terminal from base stations at
different locations, which reduces the correlation among the antenna
panels and improves throughput [44]. In addition, when the terminal is
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lowest beam correlation by different beam combinations along the tra-
jectory of the terminal. Therefore, instead of selecting the beams received
with the highest power, higher throughputs are obtained in larger parts
of the cell when beam selection is done based on the channel state in-
formation sent from the mobile to the base station during transmission
[44]. In this way, the beams with the lowest correlation can be reselected
as the mobile moves. In another experiment in Japan, it was demon-
strated that beam reselection every 10 ms is feasible when using massive
MIMO, which helps in maintaining a 28 GHz link with a terminal moving
at 150 km/h [44].
A question that frequently arises in massive MIMO scenarios is that
when the beams do not overlap, the throughput delivered to each mobile
is high; however, when the beams overlap, they interfere and the
throughput reduces tremendously. One of the techniques that may be
used to avoid inter-beam interference is to deploy orthogonal beams, e.g.,
using Eigen-Zero-Forcing (EZF) precoding [44].
In short, when massive MIMO is deployed in higher frequency bands
(e.g., mmWave), the performance is improved when the transmission to a
specific terminal uses beams from base stations at different locations, or
when beams are continuously reselected (based on CSI) so that the beams
reflected from buildings can be used to obtain lower inter-beam corre-
lation. Beam selection every 10 ms is feasible.
2.1.9. Separation of control and data planes in the RAN
Traditionally, the traffic that circulates in the radio access network is
classified as belonging to either the user plane or the control plane. Each
base station in every cell always processes both planes.
During the specification of 3GPP Release 12, a concept called
“phantom cell” was proposed. This concept involves splitting the control
plane and user data plane between the macro cell and small cells using
different frequency bands. The small cells handle traffic for high-
throughput user data sessions, while the macro cellular layer controls
signaling (e.g., RRC). The macro and small cells form a master-slave
relationship, through which the macrocell sends control information
relevant to the user connected to the small cells [40].
As signaling traffic requires reduced bandwidth when compared with
user traffic, the macro cell can “control” a large number of small cells,
which allows an easier implementation of reconfiguration, self-
optimization, and mobility management algorithms. At the same time,
the user traffic can use much larger channel bandwidths because the
small cells allow a higher frequency reuse and will have fewer users than
the macro cells.
2.1.10. Cloud RAN (C-RAN)
C-RAN [41,59], uses centralized BaseBand Units (BBU) connected to
Remote Radio Units (RRU) via fiber fronthaul [56–58]. The RRU acts as a
repeater, transforming the optical signal into radio waves and vice-versa,
while the BBU is in charge of implementing all features of the base station
and interfacing with the core network. In Fig. 3, we present a C-RANFig. 3. C-RAN commu
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As the RRU just contains a compact antenna and an optoelectronic
converter, it does not need a large space to be installed; it does not
require high amount of energy to operate, and also does not need air
conditioning. This makes C-RAN very appealing to be deployed for Ultra-
Dense Networks (UDN), e.g., installing an RRU on every lamp post 20 m
apart. C-RAN can also be used to deploy heterogeneous networks, so that
the macro cells ensure basic connectivity and the small cells provide
additional capacity in specific areas using dual connectivity and higher
frequency bands.
Another merit of C-RAN comes from the fact that, as several BBUs are
centralized in the same location, it is possible to use a single backhaul
link to connect several BBU to the core network. Moreover, the BBUs can
exchange traffic among themselves when required, thus reducing the
amount of traffic exchanged with the core network.
As a final remark, the need for fiber fronthaul makes this solution
tailored for urban networks where fiber is already available; however, it
may not be adequate for rural networks where fiber cannot be installed or
is simply too expensive.
2.1.11. Device to Device (D2D)
D2D [42,59] is also a promising technology for 5G, in the sense that it
will be fundamental to support, e.g., applications associated with the
vertical automotive sector, which traditionally has reduced range and
requires very short latency. In Fig. 4, we depict a network architecture
with D2D system. D2D proximity services (ProSe) were introduced in 4G
(3GPP Release 12) to allow the deployment of non-traditional cellular
services, initially focusing on public safety applications.
From the perspective of radio communication, one of the essential
requirement is that the network is always in control of the uplink radio
resources assigned to the communication path of ProSe, enabling it to
change these assignments adaptively among ProSe and other RAN ser-
vices whenever required (i.e., dynamic resource allocation must be
possible). It is assumed that ProSe uses the uplink spectrum and uplink
sub-frames of the cell providing coverage. It is also desirable that the eNB
exchange information on resources used for D2D in neighbor cell are
transmitted directly through the X2 interface.
The coexistence between device-to-device ProSe and uplink cellular
communications using the same carrier frequency is done in the time
domain, i.e., when ProSe uses a sub-frame, it cannot be shared with
cellular communications, and vice-versa. In the case of collision, the
uplink cellular transmissions are always prioritized. The ProSe mobile
terminals use SC-FDMA with normal or extended cyclic prefix.
To provide device-to-device proximity services, three procedures
might be necessary: synchronization (time and frequency), discovery,
and direct communication between devices.
 D2D synchronization: ProSe-enabled devices under cellular coverage
use the cell's primary and secondary synchronization signals broad-
casted by the eNB, to obtain ProSe time and frequencynication network.
Fig. 4. D2D system.
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nization signals for synchronizing with neighboring ProSe devices,
e.g., when there is no cellular network coverage. When a mobile
terminal detects multiple synchronization signal sources, it should
give priority to the eNB synchronization signal, then to the synchro-
nization signal from the terminals under cellular coverage, and then
to terminals out of cellular coverage.
 D2D Discovery: the discovery of ProSe terminals is needed for point-
to-point D2D communication; however, it is not required for group-
cast or broadcast D2D communications. When required, the discovery
procedure is implemented through the transmission of a discovery
signal by each ProSe terminal that has information to send. The dis-
covery resources2 that may be used by ProSe terminals, under cellular
coverage, to transmit discovery signals, are allocated by the eNB in a
“semi-static manner” and included in the system information broad-
casted in the cell. Then, the ProSe terminal randomly selects one of
the available discovery resources to transmit its discovery signal. It is
assumed that the IP layer is not used, and therefore, Robust Header
Compression is not needed, and security is not applied in the access
stratum.
 D2D communication: radio resource allocation and scheduling as-
signments for D2D communication may be performed by the eNodeB
when the mobile terminal wishing to transmit is under good cellular
coverage, or by the mobile terminal itself when it is in the cell-edge or
not under cellular coverage. A UE operating in the “scheduled mode”
(Mode 1) needs to have an active signaling connection with an eNB in
order to transmit the D2D communication. Before transmitting, the
UE sends a scheduling request to the eNodeB followed by a Buffer
Status Report (BSR) based on which the eNodeB can understand that
the UE intends to perform a D2D transmission and determine the
required amount of resources. The eNodeB then schedules radio re-
sources for transmission. A UE under cellular coverage may also be
allowed by the eNodeB to operate in the “autonomous mode” (Mode
2). Out-of coverage UE operates necessarily in the “autonomous
mode” (Mode 2). In this mode, the UE is provided with a resource
pool (time and frequency) from which it chooses the resources
required for transmitting the D2D communication. All the ProSe
enabled terminals need to be aware of the resource pools (time/fre-
quency) to be used in the reception of D2D communications and
scheduling assignments.
In Release 14, 3GPP is already expanding the D2D communications to
support vehicle-to-everything (V2X) applications, adding enhancements2 specific resource blocks within specific subframe(s) within a specific discovery period.
93for high speed, high user density, improved synchronization, and low
latency (e.g., through shortened processing time, and shortened Time
Transmission Interval (TTI) using one timeslot with 2 or 4 OFDM
symbols).
2.1.12. Machine to Machine (M2M) and Internet of Things (IoT)
communication
One of the use cases that have to be addressed by 5G is the massive
machine type communications. In this scenario, a very large number of
sensors and actuators will be connected to the Internet. They will send
low amount of information during short periods of time using low data
rates and reduced bandwidth channels. The transceivers must be as
simple as possible, so that they are low-cost and low power consuming,
capable of operating with the same battery for several years.
In the last few years, several M2M standards have appeared. Some of
them are proprietary and use the unlicensed band, while the others are
extensions of cellular mobile technologies that support M2M communi-
cations efficiently in the licensed spectrum.
In 3GPP, three cellular M2M/IoT standards were defined for use in
the licensed spectrum bands: Machine Type Communication (MTC),
Narrowband – IoT (NB-IoT), and Enhanced Coverage GSM–IoT (EC-GSM-
IoT). Compared to proprietary solutions, 3GPP solutions offer the bene-
fits of being supported by a huge number of companies, interoperability
across vendors, and reliable performance.
To achieve reduced power consumption, all the 3GPP M2M tech-
nologies include a Power Saving Mode (PSM), which enables the termi-
nals to enter deep sleep mode when they do not need to transmit or
receive. During the sleep time, they remain registered in the network, so
that when the terminals decide to become active again, they do not need
to re-attach or re-establish the connection. While the terminals are in
deep sleep mode, they are not reachable by the network.
Another technique for reducing power consumption involves using
discontinuous reception with an extended sleeping cycle in the idle-
mode, during which the circuits are turned off to save power. During
the sleeping period, the terminals are not reachable by the network;
however, they become reachable periodically during the on cycle.
2.1.12.1. MTC. In 3GPP, M2M communications are available for both
LTE and GPRS/EDGE networks. M2M communications using LTE tech-
nology have been supported since Release 8 by Category 1 mobile ter-
minals, which are full-featured LTE devices with two receiver chains,
supporting full duplex operation (FDD, TDD) and achieving 5Mbps in the
uplink and 10 Mbps in the downlink.
In 3GPP Release 12, a Category 0 device is specified in order to reduce
LTE device complexity to a level similar to GPRS devices. Category
0 devices operate with only one Rx chain, support half-duplex operation,
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In 3GPP Release 13, a low-cost Category M1 device is added, which
has reduced bandwidth (1.4 MHz, 6 physical resource blocks), reduced
transmission power (23 or 20 dBm), and ultra-long battery life (more
than 10 years), and is capable of supporting half-duplex and full-duplex
FDD and TDD transmissions and extended coverage operation. The goal
is to reduce the sensitivity level of these devices by 15 dB, so that the
network operators can reach these devices in poor coverage conditions
such as in basements (155 dB link budget). It adopts in-band LTE
deployment (i.e., MTC selects any physical resource block from a con-
ventional LTE carrier), uses OFDMA in the downlink and SC-FDMA in the
uplink, and utilizes 16QAM symbols to achieve a peak data rate of 1Mbps
in both UL and DL.
2.1.12.2. NB-IoT. NB-IoT reuses various principles and building blocks
of the LTE physical layer. However, the new physical layer signals and
channels, such as synchronization signals and physical random access
channel, have been added to the LTE platform to meet extended coverage
and ultra-low device complexity required by the lower end of the market.
NB-IoT allows in-band, guard band, or standalone deployments. Stand-
alone deployment uses any available carrier only for M2M connections.
In-band deployment allows multiplexing M2M services together with
other services in a conventional LTE carrier. Guard-band deployments
select physical resource blocks from the guard bands of the conventional
LTE carrier to deliver M2M services.
NB-IoT uses LTE Category 0 devices, signal bandwidths of 180 kHz
(in-band, guardband) or 200 kHz (standalone), and maximum trans-
mitter power of 23 dBm, and supports half-duplex FDD transmissions. It
uses OFDMA in the downlink, although in the uplink it may use a single
tone with 3.75 kHz spacing or SC-FDMA with 15 kHz spacing. NB-IoT
achieves peak data rates of around 60 kbps in the downlink and
around 20 kbps (using single tone) or around 50 kbps (using SC-FDMA)
in the uplink. It was designed to support a link budget of 164 dB.
2.1.12.3. EC-GSM-IoT. EC-GSM-IoT [45] was introduced in Release 13
as an additional M2M standard to make GPRS/EDGE markets prepared
for IoT. It provides enhancements based on EDGE technology, and is
designed for high capacity, long range, low energy, and low complexity
cellular systems that can be used for IoT communications in challenging
radio coverage conditions.
EC-GSM-IoT adopts in-band GSM deployment, uses 200 kHz chan-
nels, admits two transmission powers classes (23 dBm, 33 dBm), and
supports 164 dBm (33 dBm power class) or 154 dBm (23 dBm power
class) link budgets. It is a Time-Division Multiple Access (TDMA) system,
uses half-duplex FDD transmissions, uses Gaussian Minimum Shift Key-
ing (GMSK) or 8PSK (Phase Shift Keying) waveforms, and achieves a
peak data rate of around ~70 kbps (using 4 TDMA time slots and GMSK
waveform) or around 240 kbps (using 4 time slots and 8PSK). This
technology is backward compatible with previous GSM releases, which
allows it to be introduced to existing GSM networks as a software up-
grade on the radio and core networks.
The following are some of the proprietary M2M standards:
 Weightless: proprietary technology using the TV white spaces or the
unlicensed bands below 1 GHz. The base stations allocate a specific
time and frequency for each device to transmit its data back to the
base station.
 SigFox: proprietary technology that enables communication using the
868 MHz (Europe) and 915 MHz (USA) unlicensed bands. It utilizes
“ultra narrowband” modulation technology.
 LoRa [46]: a proprietary, Chip Spread Spectrum (CSS) radio tech-
nology, using unlicensed spectrum bands below 1 GHz. Devices in the
network are asynchronous and transmit when they have data avail-
able to send.942.2. Core network
2.2.1. Software Defined Networks (SDN)
The basic idea behind SDN is the separation of the control and user
data planes. Although this separation has existed in other network
technologies, especially in legacy technologies that existed in the net-
works of telecom operators (e.g., Signaling System no. 7 (SS#7)), the
adoption of IP technology in most of the current networks of telecom
operators have brought both the planes together.
The splitting of the control and user data planes, which is proposed by
SDN, allows centralization of the control plane functions in a single entity
(the SDN controller). It is capable of providing a centralized view of the
available resources and making the network more dynamic and reactive
than it would be possible if the network had a distributed control plane.
On the other hand, the SDN controller offers an abstraction layer that
allows hiding the specific characteristics of the infrastructure, and makes
the network programmable through a standardized Application Pro-
gramming Interface (API), in a way that is independent of the technology.
2.2.2. Network slicing (multi-tenant networks, support to verticals)
5G networks will have to be multi-tenancy networks. 5G will have to
support very different services, and these services should be created
quickly, preferably by those who are interested in commercializing them.
In other words, it would be suitable that mobile networks could be rented
by different service providers, each of them offering a different service.
This requires that mobile networks can be rapidly subdivided into several
independent subnetworks, which are called network slices. Each network
slice would then be configured according to the requirements placed by
the service that it is going to deliver.
In network slicing, the roles of connectivity provider and service
provider are separated. The mobile operator would be responsible for
providing connectivity services, although it may continue to play both
roles. Although not necessary, network slicing [51] can be implemented
more easily when the network functions are virtualized. The network
slices would also be more flexible if they are implemented using the SDN
concept.
2.2.3. Network Function Virtualization (NFV)
Recently, the concepts of Network Function Virtualization and Soft-
ware Defined Networking have gainedmuch visibility within the telecom
industry. Although the two concepts are independent and have distinct
origins, they have a complementary relationship, which provides sig-
nificant benefits when they are used jointly. Together, these two evolu-
tion trends have the potential to produce a radical change in the way of
building, maintaining, and controlling telecommunication networks.
From a general perspective, NFV can be understood as the set of
technologies that support the virtualization of network functions. This
means that the functions that traditionally depended on specific and
proprietary hardware platforms may migrate to a cloud infrastructure
and have their lifecycle managed and controlled in a similar perspective,
i.e., through self-service and with fast elasticity.
2.2.4. Multi-access Edge Computing (MEC)
MEC [47– 50] is a result of the convergence between Information
Technology (IT) and telecom networks. It offers cloud-computing capa-
bilities and IT services near the edge of the network to software de-
velopers and content providers. By doing so, applications may have
real-time access to the radio network information, and innovative ser-
vices with ultra-low latency and high bandwidth, addressing subscribers,
enterprises, and vertical segments, can be implemented.
MEC has a fundamental impact on the design and manufacturing of
base stations, which will have to include additional computing and
storage hardware to extend the cloud infrastructure to the place where
people and objects connect to the network. From the perspective of core
networks, by deploying various services and caching content at the
network edge, the core networks can also be relieved from congestion.
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ITU started its activities on IMT-2020, and beyond, the name ITU
gives to the 5G mobile system in 2012. From 2012 to 2015, several
studies have been performed in order to build ITU's 5G vision: updated
technology trends have been investigated, traffic estimates for the year
2020–2030 have been collected, and studies on millimeter-wave channel
models concluded that IMT-2020 is feasible on bands above 6 GHz. In
September, 2015, the ITU vision on 5G was finalized; it established the
key capabilities that 5G had to meet in three usage scenarios: enhanced
Mobile BroadBand (eMBB), ultra-Reliable and Low Latency Communi-
cations (uRLLC), and massive Machine Type Communications (mMTC).
According to the draft report on “Minimum requirements related to
technical performance for IMT-2020 radio interfaces”, available in
February, 2017 [60], the following performance indicators as shown in
Table 3 have to be achieved in each 5G use case:
ITU-R will base its decision regarding the acceptance of the candidate
technologies for IMT-2020, probably in the last quarter of 2019. It seems
reasonable to consider that the production of the recommendation,
which includes the accepted IMT2020 specifications, should be ready
during the first half of 2020. The deployment of IMT2020 networks
should occur during 2020.
4. Development of novel radio technology for 5G by
standardization body
New Radio (NR) is the 5G radio technology developed by 3GPP. It
uses Time-Division-Duplex (TDD) and OFDM-based waveforms.Table 3
Key performance indicators associated with 5G use cases.
# Technical performance requirement
eMBB usage scenario
1 Peak data rate (Gbit/s) NOTE: all resources allocated to a single user
2 Peak spectral efficiency (bit/s/Hz) NOTE: these values assume 8 8MIMO in DL and 4
UL, but this is not mandatory
3 User experienced data rate (Mbit/s) NOTE: 5% point of the CDF of the user throughpu
4 5th percentile user spectral efficiency (bit/s/Hz)
5 Average spectral efficiency (bit/s/Hz/TXRX) NOTE: aggregate throughput of all users
channel bandwidth divided by number of TX-RX points
6 Area traffic capacity (Mbit/s/m2)
7 User plane Latency NOTE: one-way time measured above layer 3, considering single u
packet with 0 bit payload
8 Control plane latency NOTE: idle to active transition
9 Energy efficiency
10 Mobility (bit/s/Hz)
11 Mobile interruption time
12 Bandwidth NOTE: maximum aggregated system bandwidth
uRLLC usage scenario
1 User plane Latency NOTE: one-way time measured above layer 3, considering single u
packet with 0 bit payload
2 Control plane latency NOTE: idle to active transition
3 Reliability NOTE: probability of successful transmission of layer-2 Packet Data Unit (PD
bytes, within 1 ms, considering cell- Edge channel quality
4 Mobile interruption time
5 Bandwidth NOTE: maximum aggregated system bandwidth
mMTC usage scenario
1 Connection density
2 Bandwidth NOTE: maximum aggregated system bandwidth
954.1. Frame structure
The frame structure contains a flexible and non-uniform grid of time-
frequency resources. In the frequency domain, the grid is divided into
Physical Resource Blocks (PRB), always with 12 subcarriers each. The
subcarrier spacing can assume any value of the form 2m * 15 kHz between
3.75 kHz and 960 kHz (m¼2,-1,0,1,8), so that the bandwidth occupied
by a PRB may be adjusted. For each subcarrier spacing, multiple cyclic
prefix lengths are available.
In the time domain, this grid is composed of subframes, and each
subframe is divided into an integer number of slots and/or mini-slots.
Although the duration of a subframe is fixed at 1 ms, the durations of
the slots and mini-slots are adjustable, with the constraint that there
cannot be slots/mini-slots crossing the time boundary of a subframe. The
slots always have 7 OFDM symbols, and the mini-slots have a lower
integer number (z< 7) of OFDM symbols. The slot/mini-slot can be freely
allocated to the uplink or downlink, provided that a guard period is
included when there is a change from uplink to downlink, and vice-versa.
The first or last OFDM symbols of a slot/mini-slot may be used for
control signals/channels. In NR, both the bandwidth of the PRB and the
length of the mini-slots are adjustable. In Table 4, we describe the
flexibility/degrees of freedom added in NR design. The basic scheduling
unit is the PRB in the frequency domain and the slot/mini-slot in the time
domain.
Although very flexible, the NR frame structure can easily be aligned
with LTE (1 ms subframes, 2 slots per subframe, 7 symbols per slot,
15 kHz subcarrier spacing) allowing it to support LTE plus NR dual
connectivity efficiently and reduce the complexity of dual-mode NR/LTE
terminals.Indoor hotspot Dense urban Rural
UL DL UL DL UL DL
10 20 10 20 10 20
4MIMO in 15 30 15 30 15 30
t – – 50 100 – –
0.21 0.3 0.15 0.225 0.045 0.12
divided by 6.75 9 5.4 7.8 3.3 1.6
10 – – – –
ser and IP 4 ms
20 ms
Support high sleep ratio (network) and long sleep duration (terminal).











At least 100 MHz (In bands above 6 GHz, this should be higher, e.g.
1 GHz)
ser and IP 1 ms
20 ms
U) with 32 99.999% (Packet error rate less than 105)
0 ms
At least 100 MHz (In bands above 6 GHz, this should be higher, e.g.,
1 GHz)
1 000 000 devices/km2
At least 100 MHz (In bands above 6 GHz, this should be higher, e.g.,
1 GHz)
Table 4
Flexibility/Degrees of freedom added in NR design.
Network degrees of
freedom
PHY problem PHY degrees of
freedom
Mobile terminal speed Inter-carrier Frequency (ICI) Subcarrier spacing
Frequency band
Inter-site distance Inter-Symbol Interference
(ISI)
Cyclic Prefix length
Latency Propagation Delay Mini-slot Length
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NR is more flexible in this respect than previous 3GPP technologies. It
supports the use of orthogonal, non-orthogonal, synchronous, and
asynchronous multiple access schemes. In the downlink, only an
orthogonal synchronous multiple access scheme is supported. NR uses
OFDMA to allocate an integer number of resource blocks and slots/mini-
slots to a specific user. A non-orthogonal scheme was also studied, i.e.,
downlink Multiuser Superposition Transmission (MUST); however, at
present, it is not included in the NR specifications, and is included only in
the specifications. In uplink, both orthogonal/synchronous and non-
orthogonal/asynchronous multiple access schemes are supported. Thus,
NR may use OFDMA to support uplink services, which demand very high
throughput (e.g., mobile broadband) or very high reliability (ultra-reli-
able low latency communications). Additionally, for services demanding
an extremely large number of power constrained low-datarate links
(uplink machine-type communications), a non-orthogonal asynchronous
scheme will also be available in the uplink, which allows several users to
share the same time-frequency resources. For the uplink, 3GPP currently
considers the following non-orthogonal asynchronous schemes:
 Code Division Multiple Access (CDMA). As the transmissions would
be asynchronous, the orthogonality of the spreading codes will be
destroyed, and the receivers will need to deal with multiuser inter-
ference. Appropriate receivers are the Successive Interference
Cancellation (SIC) or Message Passing Algorithm (MPA) receivers,
among others.
 Sparse Code Multiple Access (SCMA).
 Multiuser Shared Access (MUSA).
 Pattern Division Multiple Access (PDMA).
5. Simulations and field trials for 5G technologies by operators
and vendors
DOCOMO started working on a real-time 5G system simulator in
2012. Using this ray-tracing tool, they showed that 5G achieves a
thousand-fold increase in system capacity when compared3 with LTE
macrocells, with 90% of the 5G users experiencing data rates above
1Gbps [40]. In late 2012, DOCOMO performed 5G uplink field trials
using a base station and 2 mobile terminals in an outdoor environment,
and each user obtained an uplink data rate of 10 Gbps with a 400 MHz
bandwidth in the 11 GHz band, using 8 transmiting and 16 receiving
antennas [43].
In December, 2014 and in October, 2015, Docomo & Nokia con-
ducted indoor field trials to demonstrate super-wideband single carrier
transmission and beamforming using the 1 GHz channel in the 73 GHz
band, achieving a transmission speed above 2 Gbps. In May, 2016, this
system was used to demonstrate 8K video transmission. The 48 Gbps 8K
video signal was encoded into signals with speeds ranging from 85 Mbps
to 145 Mbps and transmitted without any delay [43].3 The simulator simulated 7 LTE tri-sectored macro cells. Each sector of the LTE macro
cell uses a 20 MHz channel in the 2 GHz band and two transmitting antennas. In each
sector of the LTE macro-cell, the 5G system deployed 12 small cells, each using a 1 GHz
channel in the 20 GHz band. The 5G system also used massive MIMO with 64 antennas in
each small cell. The mobile terminals had 4 receiving antennas for both LTE and 5G.
96In February, 2015, Docomo & Ericsson completed an outdoor field
trial to demonstrate new air interface concepts and the massive MIMO
technology, achieving 4.5 Gbps using 800 MHz bandwidth in the 15 GHz
band. The field trial was improved in November, 2015, achieving
10 Gbps in the 15 GHz band at a distance of 10 m from the base station.
This distance was increased to 70m in February, 2016. Further im-
provements were made in February, 2016, when 8 arrays with 64-an-
tennas were used, achieving a cumulative throughput of 20 Gbps by
using MU-MIMO to connect 2 mobile terminals to the base station
simultaneously, each with 10 Gbps downlink bit rate [43].
In October, 2015, Docomo & Fujitsu conducted a field trial to
demonstrate a cooperative transmission system, which achieved 11 Gbps
in four mobiles, using the 4.6 GHz band [43].
In November, 2015, Docomo & Samsung conducted an outdoor field
trial to demonstrate super-wideband hybrid beamforming and beam
tracking, capable of transmitting 5G signals to a terminal moving at
60 km/h, and achieved 2.5 Gbps using 800 MHz bandwidth in the
28 GHz band. This was improved in November, 2016, when similar
transmission speeds were maintained for a terminal moving at 150 km/h.
The experiments used 2 arrays with 48 elements each in the base station
and 2 subarrays with 4 elements each in the mobile terminal [43].
In November, 2015, Docomo & Huawei performed an outdoor field
trial in China to demonstrate MU-MIMO technology, and achieved a
spectral efficiency of 43.9bps/Hz/cell, which is 3.6 times higher than
that of the previous outdoor MU-MIMO LTE-Advanced trials. In October,
2016, Docomo/Huawei performed a large outdoor field trial in Japan,
where a 200 MHz system bandwidth in the 4.5 GHz band was used. In
this trial, a base station maintained a simultaneous connection with 23
mobile terminals, distributed within 100 000 square meters, achieving an
aggregated throughput of 11.29 Gbps and latency below 0.5 ms. The base
station used 64 subarrays with 3 antennas each, and the mobile terminal
used a linear array with 8 antennas. This allowed the base station to
perform MU-MIMO, transmitting up to 24 streams at the same time, and
achieved a spectral efficiency of 79.82bps/Hz/cell [43].
In February, 2016, Docomo agreed to form a global initiative with
three other telecom operators (KT, SK Telecom, Verizon), called the 5G
Open Trial Specification Alliance, which aims to define a common trial
platform and trial specifications. The focus will be on 5G air interface,
both above and below 6 GHz band [43].
In May, 2017, Docomo opened “5G Trial Site” in Tokyo, operating in
the 28 GHz band, using network equipment from Ericsson and handset
chipsets from Intel. Additional trial sites will be developed later using the
4.5 GHz band [43].
Before June, 2018, Docomo will perform trials of 3GPP 5G air
interface standard (Release 15), in the 4.5 GHz and 28 GHz bands, using
base stations from Ericsson and mobile device prototypes from Qual-
comm [43].
6. Conclusions
In this paper, we presented technologies that will be incorporated in
the RAN and the core network of 5G systems. Regarding the RAN, we
have described the technologies that intend to increase the system
bandwidth (mmWave band, spectrum sharing, carrier aggregation, dual
connectivity, operation in unlicensed spectrum); increase the spectral
efficiency (unified air interface, improved waveforms, massive MIMO,
non-orthogonal multiple access); and enhance the flexibility of the RAN
(Phantom Cell, C-RAN, D2D, M2M). Regarding the network architecture,
we assume the use of Network Slicing, NFV, SDN, and MEC to be
essential.
The aforementioned 5G technologies represent an attempt to realize
the prospects envisioned by the mobile industry through significant ad-
vancements in research and 5G field trials. Such technologies are being
combined into worldwide 5G standards, capable of respecting the con-
straints imposed by the regulatory authorities of each country. This paper
holistically presented 5G, by describing the requirements, regulatory
A. Morgado et al. Digital Communications and Networks 4 (2018) 87–97frameworks, technologies, and standardization efforts in a single
document.
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