Abstract. Recently, medical data mining has become one of the most popular topics in the data mining community. This is due to the societal importance of the field and also the particular computational challenges posed in this domain of data mining. Early researches concentrated on sequential heuristics and later moved to meta-heuristic approaches due to the ability of these approaches to generate better solutions. The aim of this paper is to introduce the basic principles of a new meta-heuristic algorithm called Electromagnetism-like Mechanism (EMag) for neural network training. EMag simulates the electromagnetism theory of physics by considering each data sample to be an electrical charge. For neural network, EMag simulates the attraction-repulsion mechanism of each weight connection as charge partials to move towards the optimum without being trapped into local minimum. The performance of the proposed algorithm is evaluated in 12 of benchmark classification problems, and the computational results show that the proposed algorithm performs better than the standard back propagation algorithm.
INTRODUCTION
Classification problems need the development of a classification model that identifies properties of available object. In classification problems, the input data is assigned into a predefined category based on various features. Many theoretical and practical developments have been made in the last years regarding the development of approaches for inferring classification models from training data. Many classification algorithms have been developed, and can be classified into the following categories: Artificial Neural Networks (ANNs) [1, 2] , Decision Trees [1-4], Statistical Learning Theory [4] , Support Vector Machines [4] [5] [6] , Linear Programming [7] , Naive Bayes [8] [9] [10] , K-nearest neighbours [11, 12] , and Rule Based Classifier [13] . Current classification approaches may work well with some training datasets, while they may perform poorly with other datasets for no obvious reason.
Classification has been one of the most active areas of neural networks since the late 1980s. Neural networks have been successfully applied to a variety of real world classification tasks in industry, business, and science [14] . It is a parallel distributed information processing structure consisting of a number of nonlinear processing units (neurons) interconnected by weighted links, which can be trained to recognize features and to identify incomplete data. The ANN training algorithms methods can be broadly divided into supervised, unsupervised and reinforced training methods. Neural network architecture generally can be categorized into single layer feed-forward network(FNN), multilayer feed-forward network and recurrent network. The goal of the training process is to find the set of weight values that will cause the output from the neural network to match the actual target values as closely as possible. The back propagation training algorithm is a powerful training technique and is widely used.
Back-propagation neural network (BpNN)is an extension of feed-forward neural network, the back-propagation neural network compares the actual data with the network's outputs, then the quadratic error is used to modify the connection weights from the output layer to the hidden layer(s). However, training the neural network and finding the global optimization are important [15] . Recently, many improved optimization algorithms of neural networks are proposed, such as, genetic algorithm [16] , particle swarm optimization [17] , evolutionary programming [18] .
The Electromagnetism-like Mechanism originally came from the electromagnetism theory in physics, which simulates the electromagnetism theory by considering each particle to be an electrical charge. The charge of each particle is determined by a fitness function, and each particle moves based on the degree of the attraction or repulsion among them. The original EMag was revised by [19] in order to make it convergent and after some modifications in the original EMag, they proved that their new revised EMag exhibits global convergence with probability one. In recent years, a meta-heuristic algorithm Electromagnetism-like Mechanism (EMag) was proposed in various areas of research [15, [20] [21] [22] . The work in [20] was the first to use EMag for training neural network for analysis of textile retail operation. Since the Electromagnetism-like Mechanism is a new heuristic algorithm for global optimization and there are fewer investigations on it until now, we are motivated to utilize the EMag algorithm for neural network training with great saving on training time.
The paper is organized as follows: Next Section describes the proposed algorithm of EMag. Experimental results and conclusion are presented in last two Sections.
THE PROPOSED ALGORITHM
The goal of the supervised training process is to find the set of weight values that will cause the output from the neural network to match the actual target values as closely as possible. Before training, a number of samples for training are chosen. According to the previously mentioned concept, we utilize the EMag algorithm for backpropagation neural network training, as shown in Fig.1 .
FIGURE 1. Process flow chart
Our system operates in two phases: fitness function measurements and EMag optimization algorithm.
i.
The fitness function is important for successful application of the EMag optimization algorithm. The fitness value of the sum of squared error for each neural network output is calculated. Each weight measures its effectiveness by the fitness function. In this work, the fitness function f(x) is defined as follows:
(
Where m is the number of samples in training set; k is the number of neurons of the output layer; y i,j is the actual output from the j th output of the i th sample, and t i,j is the actual target output from the j th output of the i th sample.
ii. The optimization procedure EMag is used to find the proper neurons connection weights by minimizing the fitness function as follows:
1. Local Search of EMag Algorithm: In the training algorithm, each particle represents a string including all the neurons connection weights and bias. The charge of each particle is determined according to the network error in the current connection weights and bias. The algorithm seeks to minimize the fitness function because smaller value implies higher accuracy with low computation memories and training time.
2. Calculation of Charge: From the electromagnetism theory which states that ''the force exerted on a point via other points is inversely proportional to the distance between the points and directly proportional to the product of their charges" [23] , the particle (current neurons connection weights) moves following the resultant Coulomb's force which is produced among particles as a charge-like value. The charge of the current neurons connection weights is determined by its fitness value and obtained as follows [24] : (2) where q i is the charge of particle i, f(x i ), and f(x k ) are the values of fitness function for connection weights x i and x k , respectively; f(x best )is the best connection weights (optimum value); n is the population size. The overall resultant force between all connection weights determines the actual effect of the optimization process. The final force vector for each connection weight is evaluated using Coulomb's law as follows [24] : (3) f(x j ) < f(x i ) corresponds to attraction and f(x j ) > f(x i ) represents repulsion.
Movement:
After determining the total force vector F i , particle x i moves in the direction of the total force by a random step length as follows: (4) particles. A set of new solutions is generated in each iteration, and the best one is selected according to the object function.
EXPERIMENTAL RESULTS AND DISCUSSION
The experimental results are presented to show the effectiveness of the proposed algorithm, which is based on the attraction-repulsion mechanism of each weight connection as charge partials. Our classification system was carried out on a 3.00 GHz Intel (R) Core TM 2Duo processor with 4 GB RAM on Windows 7 platform using MATLAB R2013a.
In this study, 12 of benchmark classification problems are chosen [25] . These problems include Appendicitis(AP), Australian credit approval(ACA), Breast Cancer(BC), Liver disorders(LD), Ionosphere (INS), Fourclass(FC), Parkinsons (PA), Pima_Indians(PI), SPECTF(SF), STALOG(SG), German credit data(GCD), and Hamerman's survival(HSS).
The details of those benchmark problems are shown in Table 1 . Hamerman's survival(HSS) 283 3
Each of these benchmark classification problems, are used to identify a certain problem, for example the Breast cancer problem is used to diagnose breast cancer as either cancer or normal based on data from cells test. The problem consists of 211 number of instances and each sample contains 9 attributes. The output is classified as cancerous or classified as normal.
The architecture of the neural network is chosen to be a three-layers. The input, hidden and output layers fully connected feed-forward network. The input and target samples are automatically divided into training, validation and test sets. The training set is used to teach the network. Training continues as long as the network continues improving on the validation set. The test set provides a completely independent measure of network accuracy.
The trained neural network be tested with the testing samples. The testing data is not used in training in any way and hence provides an "out-of-sample" dataset to test the network on. This will give us a sense of how well the network will do when tested with data from the real world.
In order to evaluate the performance of the proposed algorithm, we compare the computational results with that of FNN-Bp. In the standard Bp algorithm, the learning rate is set 0.7 and the momentum factor is set 0.8, and the initial connection weights are random numbers in the range [-1, 1].
The results for 12 datasets show EMag-NN performs better than standard Bp algorithm in terms of classification accuracy (Fig. 2 ) and classification time (Fig. 3) . This is due to the effect of the better solution which enforces other particles to converge to attractive valleys while a bad solution discourages particles to move toward this region. As the results of this action neural network connection weights are moved towards the optimum without being trapped into local minimum, which lead to increase the classification rate and decrease the classification time. 
CONCLUSION
In this paper, we have presented a novel algorithm for neural network training based on electromagnetism optimization with great saving on the computation time. The proposed algorithm takes the advantages of the electromagnetism theory of physics, which simulates the electromagnetism theory by considering each connection weight between neurons to be an electrical charge. The charge of each connection weight is determined by a fitness function, and each particle moves based on the degree of the attraction or repulsion among them. Our experimental results of the proposed EMag algorithm show a significant improvement in the classification accuracy and computational time compared to standard Bp algorithm.
