In this paper, the solubility of NaCl in water is evaluated by using computer simulations for three different force fields. The condition of chemical equilibrium (i.e., equal chemical potential of the salt in the solid and in the solution) is obtained at room temperature and pressure to determine the solubility of the salt. We used the same methodology that was described in our previous work [E. Sanz and C. Vega, J. Chem. Phys. 126, 014507 (2007)] although several modifications were introduced to improve the accuracy of the calculations. It is found that the predictions of the solubility are quite sensitive to the details of the force field used. Certain force fields underestimate the experimental solubility of NaCl in water by a factor of four, whereas the predictions of other force fields are within 20% of the experimental value. Direct coexistence molecular dynamic simulations were also performed to determine the solubility of the salt. Reasonable agreement was found between the solubility obtained from free energy calculations and that obtained from direct coexistence simulations. This work shows that the evaluation of the solubility of salts in water can now be performed in computer simulations. The solubility depends on the ion-ion, ion-water, and water-water interactions. For this reason, the prediction of the solubility can be quite useful in future work to develop force fields for ions in water.
INTRODUCTION
When a soluble salt is added to water, there is a point where further addition of salt does not increase the concentration of salt dissolved in water. Any extra amount of salt added simply precipitates and goes to the bottom of the vessel. The equilibrium concentration of salt dissolved in water in equilibrium with the solid phase of the salt is denoted as the solubility limit of the salt, or simply the solubility. The value of the solubility depends on the salt, the solvent, and the thermodynamic conditions (i.e., the temperature and pressure). The presence of salts significantly modifies the properties of pure water, and also affects the properties of biological molecules in water. [1] [2] [3] Many experimental studies have been performed to analyze these issues. 4, 5 Experimental studies of both thermodynamic and kinetic aspects of the equilibrium between salts and their saturated solutions are also crucial in geological studies. [6] [7] [8] [9] [10] Sodium chloride (NaCl) is one of the most abundant salts available on earth, and for this reason many experimental studies have been devoted to determining the properties of NaCl solutions, and the effect of NaCl on biological molecules. 11, 12 It is clear that computer simulations can complement these studies by supplying a molecular perspective of the behavior of the system. For this reason, many of the simulation studies have been devoted to NaCl solutions [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] and primitive models of ionic systems. 25, 26 The chemical potential of ions in solution has been calculated in many simulation studies. [27] [28] [29] [30] [31] However, it is somewhat surprising to realize that the number of studies devoted to determine from molecular simulations the solubility of salts into water is quite small. Ferrario et al. determined for the first time the solubila) cvega@quim.ucm.es. ity of KF into water using computer simulations. 32 Later on, Sanz and Vega determined the solubility of NaCl into water. 33 The interest in the problem seems to be growing in the last few years. In fact, in 2010 Maginn and co-workers determined the solubility of NaCl in water, 34 and quite recently another paper by Lisal and co-workers on the same problem appeared. 35 This recent activity provides some indication that the interest in this problem may increase significantly in the near future. Why is the number of computer simulation studies on solubility so small? In our opinion, the main reason for this is that determining the solubility of a salt in water by computer simulation is not an easy problem. The common route to evaluate the solubility by computer simulation is to determine the chemical potential of the salt in the solid phase and the chemical potential of the salt into water as a function of the composition of the solution. The composition of the solution at which the chemical potential of the salt is identical to that of the pure solid (at a certain T and p) determines the solubility of the salt. Why is that so involved? First, because determining the chemical potential of the salt in the solid phase requires in general using special techniques such as the Einstein crystal 36 or Einstein molecule method 37, 38 that are generally not implemented in standard molecular dynamics (MD) programs. Second, the evaluation of the chemical potential of the salt in water is far from trivial, and an accurate evaluation is needed to have a reasonable estimate of the solubility. Direct coexistence simulations could be an alternative route. The methodology proposed by Ladd and Woodcock has been implemented successfully to the Lennard-Jones (LJ) system. 39, 40 It can be also used for molecular fluids as water as shown by Haymet and Karim 41 and Fernandez et al. 42 For the ice Ih-water equilibrium, we have obtained that the melting point temperature obtained from free energy calculations (i.e., the thermodynamic route) is identical within the error bar to that obtained from direct coexistence simulations. 43 That constitutes a crosscheck of the robustness of the calculations. To the best of our knowledge, the only study of the solubility problem by direct coexistence simulations was undertaken by Joung and Cheatham (JC). 44 The first goal of this paper is methodological. We shall evaluate the solubility of NaCl in water by a thermodynamic route, following the methodology described in our previous work 33 after incorporating some improvements. We shall also determine the solubility from direct coexistence simulations, to illustrate that there is reasonable agreement between the two routes. There is a second motivation for this study. When modeling the solubility of NaCl in water, it is necessary to define the potential used for ion-ion, ion-water, and waterwater interactions. The set of these three potentials will be denoted as the "force field." Since force fields provide only an approximate description of molecular interactions, there is no guarantee that the solubility evaluated by a force field will match the experimental value. In this work, we shall explore how much the solubility of NaCl in water differs for different force fields. It will be shown that the solubility obtained for the considered force fields may be quite different. These are bad news since it means that the disagreement with the experimental values can be quite large. However, the sensitivity of the solubility to the force field can be used to discriminate between "good" and "bad" force fields, at least with respect to the solubility problem. It will be shown here that the model proposed by Joung and Cheatham 45 provides a reasonable estimate of the solubility of NaCl into water. This model represents an improvement with respect to previous models. It is our impression that there is still room for improvement in the area of force field developments for salts in water, and that the solubility could be used as a target property in the development of force fields for this kind of systems.
In summary, in this work we shall try to illustrate that the evaluation of the solubility of NaCl into water by computer simulation is feasible using current computational resources, and that results obtained from thermodynamic integration are reasonably consistent with those obtained from direct coexistence simulations. Also it will be shown that one of the studied models provides a quite reasonable estimate of the solubility of NaCl in water. We do hope that this work attracts more researchers into the interesting problem of the determination of the solubility of salts into water by computer simulation.
MOLECULAR MODELS
In this work, the solubility of NaCl in water has been determined for three different force fields. In all cases, the SPC/E model 46 was used to describe the water-water interactions. All previous studies dealing with the solubility of NaCl in water used this water model, so that our choice allows a comparison with the results of other authors. In the SPC/E model, positive charges are located on the position of the hydrogen atoms and a negative charge is located on the position of the oxygen atom. Besides the charges, a LJ potential is located on the oxygen atom (Table I ). For this model, the water Let us now present the three force fields considered in this work. In all cases, a positive charge of magnitude e and a negative charge −e are located on the position of the Na + cation and Cl − anion, respectively. However, the force fields differ in the way that the non-Coulombic part of the ion-ion or ionwater interactions are described.
Force field I (TF)
In the first force field considered in this work, the ion-ion interactions are described by the potential proposed by Tosi and Fumi (TF) for alkaline halides. [47] [48] [49] [50] The potential parameters were fitted to reproduce properties of the pure solid, and for this reason the Tosi-Fumi potential is commonly used in studies of pure salts and melts of ionic systems. [51] [52] [53] The ionion potential is given by the expression
The parameters of the ion-ion interactions for NaCl were described in detail in Ref. 33 . Since the Tosi-Fumi potential was aimed to describe pure NaCl, these authors did not provide parameters to describe the water-ion interaction. In their pioneering study of solubility, Ferrario et al. 32 used the Tosi-Fumi potential to describe the ion-ion interactions (in KF) and a LJ potential to describe the ion-water interactions using the parameters proposed by Smith and Dang (SD). 54 This route was also followed by several authors for NaCl. [33] [34] [35] Thus, the first force field considered in this work, which will be denoted as "TF," is "hybrid" in the sense that uses the Tosi-Fumi potential for ion-ion interactions and a LJ type for water-ion interactions. The parameters for the ion-water interactions of the TF potential are presented in Table I .
Force field II (SD)
For the second force field considered in this work, both the ion-ion and the ion-water interactions are described by the Lennard-Jones potential. For NaCl in SPC/E water, the parameters are presented in Table I , and they have taken directly from the original paper of Smith and Dang. 54, 55 This force field will simply be denoted as "SD." It is interesting to point out that in the SD force field the ion-water interactions are simply a consequence of applying the Lorentz-Berthelot combining rules to the ion-ion and water-water interactions. This force field is quite popular in studies of NaCl in water although somewhat surprisingly the solubility of this model has never been computed before.
Force field III (JC)
This force field is similar in spirit to the SD force field. Again the ion-ion and ion-water interactions are described by a LJ potential. Joung and Cheatham proposed a set of NaCl force field each one tailored for the model considered to describe water. 45 Here, we shall focus on the parameters of NaCl in SPC/E water to be consistent with the rest of the results of the paper. Interestingly, even though Joung and Cheatham used a LJ potential to describe ion-ion and ion-water interactions and the SPC/E to describe water, they proposed a set of parameters completely different from those proposed by Smith and Dang. 54 The parameters of this force field are presented in Table I . We shall denote this force field as "JC."
SOLUBILITY OF SALTS FROM FREE ENERGY CALCULATIONS
The solubility limit of a salt AX at a certain temperature and pressure is just the concentration of the salt at which the chemical potential of the salt in the solution μ solution AX becomes identical to that of the pure solid μ
In this work, we shall determine the solubility of NaCl in water at room temperature (298 K) and normal pressure (1 bar). For a certain phase, let us denote as N A the number of cations of a system, N X the number of anions, and N AX the number of molecules of salt. Obviously it always holds that (if the salt is A i X j with i = j = 1)
Let us denote as N the total number of particles of a certain phase. For the salt in the solid phases it holds
whereas for a solution of AX in water N is given by
Let us first describe the procedure to obtain the chemical potential of salt in the solid phase.
Chemical potential of AX in the solid phase
The chemical potential of AX in the solid phase is simply
By performing NpT simulations of the AX solid at room temperature and pressure, it is possible to determine easily V solid . The term A solid can be computed by using the Einstein crystal 36 or Einstein molecule 37, 38 methodologies. In these methodologies, NV T simulations are performed in which the Hamiltonian of the system is modified from the original solid to one for which the free energy can be computed analytically. Both in the Einstein crystal and Einstein molecule methodologies, the reference system consists of non-interacting particles connected to the equilibrium lattice positions by harmonic springs (hence the name Einstein crystal). In the Einstein crystal, the center of mass of the system is fixed, whereas in the Einstein molecule the center of mass of just one particle in the system remains fixed. The calculations are performed at the equilibrium density of the system at the considered temperature and pressure. The final expression of the Helmholtz free energy of the solid of Einstein crystal/molecule calculations is
The term A 0 is the free energy of the reference system. The analytical expression for A 0 is slightly different in the Einstein crystal and Einstein molecule methodologies. 56 The term A 1 is just the difference in free energy between an Einstein crystal/molecule with no intermolecular interactions and an Einstein crystal/molecule with intermolecular interactions. The expression used to compute A 1 is the same in the Einstein crystal and Einstein molecule methodologies, being the only difference the choice of the reference point that remains fixed (center of mass of the system or center of mass of a reference particle). The term A 2 gives the free energy difference between the considered solid and a system with intermolecular interactions and additional harmonic springs (of strength E ) connecting the atoms to the equilibrium lattice positions. Again, the expression for A 2 is the same in Einstein crystal/molecule calculations, the only difference being the choice of the particle that remains fixed. We refer the reader to the original references for further details, and specially to our review about free energy calculation of solid where the expression and all technical details are provided. 56 It is convenient to assume that the thermal de Broglie wavelength of all species is b = 1 Å, and that the rotational, vibrational, and electronic partition function of all species is one. As discussed in our previous work, 56 these arbitrary choices affect the value of the free energy but does not affect phase equilibria (provided the same choice is adopted in all phases). Let us point out that free energies obtained from Einstein crystal calculations are identical to that obtained from free Einstein molecule calculations. The free energy of a solid is unique and does not depend on the computational details. We found that this was indeed the case for hard spheres. 37 The same was found here for NaCl. We computed in all cases the free energy of the solid AX from Einstein crystal and Einstein molecule calculations and found that the free energies obtained by both routes was the same to within the statistical uncertainty. That was also a crosscheck of the calculations since it means that we have computed the free energy of the solid by two somewhat different routes.
The chemical potential of AX in the water phase
The procedure to obtain the chemical potential of the AX salt in solution used in this work is basically that first proposed by Sanz and Vega. 33 However, as will be discussed later some technical details about the practical implementation of the method will differ from the original work. We shall first describe the methodology, and discuss later on the details about how it was implemented in this work.
The chemical potential of an AX salt in water is defined as
where G solution is the total Gibbs free energy of the solution and N AX is the number of molecules of salt in the solution.
Notice that the number of water molecules should be constant when computing the derivative of the previous expression, in this work N H 2 O = 270. As usual, the Gibbs free energy of the solution is obtained from the sum of the Helmholtz free energy A solution and of the pV solution term
In short, our strategy is to compute A solution and pV solution for several solutions differing in the number of NaCl molecules N AX but with the same number of water molecules N H 2 O . From the computed value of G solution the chemical potential of the salt in the solution is obtained by the derivative of Eq. (8) . The pV solution term is obtained easily from the NpT runs. Then, the cumbersome job is to compute A solution . The total Helmholtz free energy of the solution can be divided into an ideal and a residual term. A residual property is defined as that of the real system at the considered thermodynamic state and that of an ideal system at the same temperature, density, and composition
The ideal term is obtained from the expression
and where we have chosen the de Broglie thermal wavelength of all species to be b = 1 Å and set the internal partition function of all species to one to be consistent with our previous choice for the solid phase. Notice that we are treating the NaCl water solution as a ternary mixture (although in practice we always take into account that N A = N X ). To compute A res solution , the NaCl water solution is transformed into a pure Lennard-Jones fluid for which the residual free energy is known from the empirical expressions of Kolafa and Nezbeda, 58 which is basically a reliable fit to simulation results of the LJ fluid. The transformation of the salt solution in a pure LJ fluid is done via a coupling parameter (λ) in the Hamiltonian of the system. The Hamiltonian of the system is written as a function of λ as
so that when λ = 1, the particles of the system interact through a LJ potential and when λ = 0 one recovers the original salt solution. Then, the residual free energy of the solution can be obtained from Hamiltonian integration as
For each composition, the integrand of the equation above is computed for several values of λ using NV T runs. The value of the volume corresponds to that of the system in the original salt solution at the considered temperature, pressure, and composition. The parameters of the LJ reference system were ref /k B = 78.2 K and σ ref = 3.14 Å. We check that no transition was detected along the integration path. Basically, all this methodology is the same as that used by Sanz and Vega. 33 Let us now describe the improvements over our previous methodology that have been used in this work:
r Improvement 1. Very long runs were used to determine the density of NaCl solutions. Either runs of 1 × 10 6 MC cycles or MD runs of up to 10 ns were used to determine with high accuracy the density of each of the considered solutions.
r Improvement 2. The densities obtained from the NpT runs of the solutions were fitted to a polynomial expression as a function of N NaCl . That reduces the noise of each density and probably reduces also the error in the estimate of the density for each composition.
r Improvement 3. The error in the estimate of A solution was reduced significantly. That was consequence of several changes. First, since A solution is computed in NV T runs, the more accurate value of V obtained from the two previous improvements certainly helped to increase the accuracy of the estimate of A solution . Second, longer NVT runs were used to evaluate the integrand of Eq. (13) . While in our previous work we used runs of 20 000 + 30 000 cycles, here we used runs of 80 000 + 100 000 cycles. A cycle was defined as a trial move per particle of the system (translation or rotation in the case of water) plus a trial volume change (in the case of NpT runs). Another important feature is that we increased the number of values of λ considered to evaluate the integrand. Whereas in our earlier paper we used Gaussian integration with 11 values of λ, here we have used Simpson integration and the number of values of λ has been increased to 21. The use of Simpson's integration allows more values of λ in regions where the integrand of Eq. (13) changes abruptly (region of λ values between 0.95 and 1). Besides since the final configuration of each value of λ was used as initial configuration of the following value of λ, this also helps significantly the equilibration of the system. In summary, we have increased the accuracy computing A solution .
r Improvement 4. This improvement concerns the evaluation of the derivative of Eq. (8), which yields the chemical potential of the salt. In our previous work, we fitted G solution to a quadratic function of N AX . As a consequence, the chemical potential became a linear function of N AX . This is fine when considering a narrow range of concentrations (and that was indeed the aim of our original approach). But it is true that the chemical potential of NaCl in water presents a strong curvature at small concentrations, and this feature (consequence of logarithmic terms in the ideal contribution to the free energy) is not reproduced by the way we performed the analysis. For this reason, Lisal et al. 35 and Maginn et al. 34 have criticized the approach used in our previous study. We admit the criticism and we have modified the way the chemical potential is obtained. Let us re-write G solution as
We have found that G 2 can be fitted quite well by a quadratic function of N AX (it should be noticed that the pV solution term is quite small as compared to the term A res solution ) so that
According to this, the contribution of these two terms (i.e., G 2 ) to the chemical potential of NaCl in the solution, which we shall denote as μ solution NaCl,2 is simply
The second contribution to the chemical potential μ solution NaCl,1 is given by
It is possible to show that μ solution NaCl,1 is given by (see Appendix A) (18) whereV is the partial molar volume of NaCl V = ∂V ∂N NaCl T ,p,N H 2 O . Notice that the derivative of the ideal Helmholtz free energy is performed while keeping T, p, and N H 2 O constant (and not while keeping T, V, and N H 2 O constant). That explains the appearance of a partial volume contribution (see Appendix A). To calculate Eq. (18), we get ρ NaCl ,V , and ρ H 2 O from the ρ NaCl as given from the fit described in "improvement 2." We have checked that this is fully equivalent to evaluate numerically the derivative given by Eq. (17) . The total chemical potential of NaCl in the solution is obtained easily by adding these two contributions
For all simulations aimed to compute the chemical potential of NaCl in the solution, Ewald sums were used to deal with Coulombic interactions. The LJ and the real part of the Coulombic interactions were truncated at r c = 9 Å. A home made program was used. We checked that the results are totally consistent with those obtained from the MD package GROMACS (Ref. 59) (see Appendix C). Standard corrections for the truncation of the potential were used for the LJ contribution. In the Ewald sums, the term controlling the convergence of the reciprocal space sum was chosen so that (α · r c = 2.98, 0.29 Å −1 for a cutoff of r c = 9 Å). All NpT runs used isotropic scaling since we are dealing either with fluid phases or with cubic crystals (with the NaCl cubic structure).
Direct coexistence simulations
Experimentally, when a large amount of solid NaCl is introduced into water, one finds that after a certain amount of time, part of the NaCl dissolves into water, and the two phases (the solid NaCl and the NaCl solution) reaches the equilibrium. Then the concentration of NaCl in the solution reach the solubility limit. That opens a possible route to determine the solubility of NaCl in water in computer simulations. A block of NaCl is introduced in one side of the simulation box, and water is introduced in the other side, and molecular dynamics simulations are performed until the system reaches the equilibrium. We performed MD simulations by putting pure NaCl in contact with pure water. Unfortunately, this approach was not very useful as no single ion from the solid went to the fluid phase even after 500 ns. What is the reason for this "apparent" disagreement between experiment and simulation? The reason is that the solution of solid NaCl into water is a "rare event," since it has a high activation energy and it is necessary to wait times much longer than those used typically in computer simulations to see it. For this reason, this does not seem to be a very useful route to determine solubilities (it remains to be studied in future studies if the introduction of defects, kinks, steps or even roughness on the surface of solid NaCl could help to reduce the time required to see the migration of ions from the solid to the solution). The second possibility is to introduce solid NaCl in one side of the simulation box and a supersaturated water solution in the other side. Since the solution in supersaturated part of the ions in the solution will precipitate, or in other words will incorporate to the solid phase until the system reaches the equilibrium concentration. Can this second route work? This second route was recently employed by Joung and Cheatham. 44 It will be shown in this work that this second route can indeed be used to determine the solubility, although long runs, of the order of several microseconds, are needed (at least for the force fields of NaCl considered in this work). The reason why still long runs are needed is that the incorporation of ions from the supersaturated solution to the solid phase is still an activated process with a free energy of activation. In fact, the ions must get rid of part of the first solvation layer of water molecules before incorporating into the crystal. However, it is likely that the activation energy of this process is lower than the activation energy of the opposite one.
Let us now provide some details about direct coexistence (NaCl solid-supersaturated solution) runs. Molecular dynamic simulations were performed using GROMACS (Ref. 59) (version 4.5). Direct coexistence simulations were performed for the SD and JC force fields. A velocity scaling thermostat 60 was used to keep T fixed and a Parrinello-Rahman barostat 61 was used to keep pressure constant. The shape of the simulation box was orthorhombic and the three sides of the simulation box were allowed to vary independently, to avoid the presence of any stress in the solid phase (stress could change the free energy of the solid and affect the solubility). The relaxation time for the thermostat and barostat was of 2 ps. The time step was 2 fs. The LJ interaction was truncated at 8.5 Å and standard long range correction was employed. Ewald sums were used to deal with the Coulombic interactions. The real part of the Coulombic interaction was truncated at 8.5 Å, and the reciprocal contribution was evaluated by using particle mesh Ewald (PME). 62 The results were obtained by running GROMACS in parallel using 4 CPUs. With this number of processors we typically obtained 30 ns/day so that about 3 months were required to determine the solubility of a given force field. Constraints were used to fix the geometry of the molecule of water by using the algorithm LINCS (Ref. 63 ) which is quite efficient in runs performed in parallel. The setup of the initial configuration for the MD runs was as follows. The solid NaCl contained in all cases 500 molecules (i.e., 1000 ions). In the case of the SD force field, the supersaturated solution contained 1523 molecules of water and 156 molecules of NaCl (i.e., 312 ions) so that the initial concentration of NaCl in water phase was of about 5.6 m. In the case of JC force field, the supersaturated solution contained 1215 molecules of water and 156 molecules of NaCl (i.e., 312 ions) so that the initial concentration of NaCl in the water phase was of about 7.2 m. Therefore, the number of particles in our simulations was of about 3000. The x direction was perpendicular to the solid NaCl-water interface. The concentration of NaCl in the supersaturated solution was obtained as a function of time as follows. Typically after 200 ns, the average density profile of the individual ions Na + and Cl − in water phase was obtained. In general, the density of Na + and Cl − was found to be a function of x, except for the central region of the water phase (sufficiently far away from the NaCl-water interface) where we found that the concentrations of Na + and Cl − were practically identical as it should be for a bulk NaCl solution. That also guarantees electroneutrality in the central slab of the water solution. The width of this central electroneutral region was typically larger than 20 Å. The molality of NaCl in the solution was obtained by computing the average number density of NaCl and water in this central slab.
TABLE II. Free energy calculations for NaCl solid for Tosi-Fumi (TF), Smith-Dang (SD), and Joung-Cheatham (JC) potential models at 298 K and 1 bar. The free energy reported in the last column corresponds to the sum of all the terms (A 0 + A 1 + A 2 ). The spring constant ( E ) and the number density ρ = N/V given in particles per Å 3 are reported. The number of ions used in the calculations was 1000 and the cutoff was 14 Å. The thermal de Broglie wavelength ( b ) was set to 1 Å, and all components of the internal partition function set to one q r = q v = q e = 1. These definitions correspond to our reference state 1 (ref 1 
RESULTS
As we have discussed previously, the evaluation of the solubility of NaCl in water involves the calculation of the chemical potential of the salt in the solid phase and in the solution. We shall start by presenting the results for the chemical potential of the pure NaCl solid. The free energy of the NaCl solid was calculated at 298 K and 1 bar by the Einstein crystal/molecule method. The number of ions used in the calculations was N = 1000. The potential was truncated at r c = 14 Å, and long range corrections were taken into account by assuming that the radial distribution function was one beyond the cutoff distance. For the TF force field, we implemented the Einstein molecule method, whereas for the SD and JC force fields we used the Einstein crystal method. The different contributions to the Helmholtz free energy (A 0 , A 1 , and A 2 ) are presented in Table II . The total value of the free energy, which is the sum of these three terms, is presented in the last column of Table II. In our previous work, 33 we calculated the free energy for the TF force field using the Einstein crystal technique. The result of this work, obtained by using the Einstein molecule, is practically identical to that obtained in our previous work. The uncertainty of the free energy calculations presented in this work is of about 0.05 Nk B T (a quite typical value of the Einstein crystal methodology). To obtain the chemical potential of NaCl in the solid phase, one simply must add the pV term to the Helmholtz free energy obtained by the Einstein crystal/molecule method. At 298 K, the contribution of the pV term is quite small (is of the order of 6 × 10 −4 in Nk B T units), so that G is practically identical to A. The value of the chemical potential of NaCl in the solid phase (given per mol of NaCl) is presented in Table III .
The numerical values of the chemical potential reported in Table III ). The justification of the value of the shift is described in detail in Appendix B. As can be seen, the SD and JC force fields reproduce almost exactly the experimental value of the chemical potential. However, the TF force field provides a value that is about 12 kJ/mol higher (about 2%). It is interesting to note that the chemical potential of NaCl in the solid phase was not used as a target property for determining the potential parameters of the SD and JC force field (and the same is true for the TF force field). The fact that these two force fields, SD and JC, reproduces the experimental value of the chemical potential of the solid should be regarded as a successful prediction of these two models.
We shall now discuss the results for the NaCl solutions. In Fig. 1 , experimental density of the NaCl in water is compared to the simulation results for the three force fields considered in this work. The predictions of the TF and SD force fields are quite similar and agree quite well with the experimental values for concentrations up to 4 m. For higher concentrations, these two models seem to underestimate the experimental values. The TF and SD force fields have different ion-ion interactions but the same water-ion interactions. At low concentrations of salt, the ion-ion interactions play a minor role. Ion-ion interactions become increasingly important Fig. 2 (a) of our previous work). 33 And in both cases it can be seen that the agreement with experiment is excellent. Paluch et al. claimed that our 2007 densities for the TF model did not agree with the experimental values. 34 This statement is incorrect as can be seen by simply looking at Fig. 2(a) of our previous work (where the good agreement with experiment is clearly visible), or more simply converting the tabulated results for the number densities reported in Tables IV and V from our previous work to density in g cm −3 . This can be done simply by using the formula
where x i is the molar fractions of i (treating the system as a ternary mixture) and M i is the molecular/atomic weight. For example, since we are using 270 molecules of water, for a system with 25 NaCl molecules, the molar fraction of water is 270/(270 + 25 + 25) and the molar fraction of Na + is 25/(270 + 25 + 25). For this reason, the values presented in Fig. 8 The density varies smoothly as a function of the concentration of salt. For this reason, it seems reasonable to fit the number densities to a quadratic polynomial of the number of NaCl molecules
The coefficients of the fit are presented in Table VI . The NaCl concentration in molality units (mol of NaCl per kilogram of water) can be obtained as
Let us now turn to the calculation of the chemical potential of the solution. Using the fits just described, the density of the NaCl solution was estimated for several numbers of NaCl molecules (remember that the number of water molecules is fixed to 270). The integrand of Eq. (13) was computed by using NV T simulations for different values of λ. In Fig. 2 , the integrand is shown for several solutions of the JC force field. In all cases, the integrand is quite smooth in the interval of λ from 0.1 to 0.9. The integrand decreases slightly from 0 to 0.1. On the other hand, the integrand decreases quickly from λ = 0.9 to λ = 1. For this reason, we have evaluated the integrand for many values of λ in this region. Notice that the integrand does not diverge either in λ = 0 nor in λ = 1. The accuracy obtained in this work for determining the integral of Eq. (13) is higher than in our previous work. 33 The main reasons are that much longer runs were used and that 21 values of λ, distributed reasonably over the integration range, were used instead of the 11 values of lambda employed in our previous work which used Gaussian integration. Once the integral is evaluated, the following step to compute G solution is to add the residual free energy of the LJ reference fluid (A res LJ,ref ), 58 the pV solution term and the ideal gas contribution to the Helmholtz free energy (Eq. (14)).
We shall start the discussion by presenting the results for the SD force field. In Tables IV and V, the different contributions to the Gibbs free energy of the solution (ideal, residual, and pV terms) are presented for the SD and TF models. The values reported are free energies expressed in kJ per mol of simulation boxes (neither per mol of water nor per mol of molecules of salt). The value of the pV solution term is quite small compared to the other contributions to the free energy. As described in Eq. (14) , the total value of G solution is divided in two contributions. The first one (G 1 ) is the A id solution term, and the second one (G 2 ) is the sum of the A res solution (Eq. (13)) and the pV solution term. G 2 is plotted as a function of the number of molecules of salt (N NaCl ) in Fig. 3 . The results are quite smooth and can be fitted nicely to a second order polynomial curve of the kind G 2 = a + bN NaCl + cN factor of two from the linear to the quadratic fit whereas further increasing the order of the polynomial did not improve significantly the fit. The coefficients of the fit are reported in Table VII . In our previous work, 33 the sum of G 1 and G 2 was fitted to a second order polynomial. That was not a good idea as the G 1 term exhibits a strong curvature. However, it seems quite reasonable to fit the G 2 term to a second order polynomial as it can be seen in Fig. 3 . The contribution of G 2 to the chemical potential is obtained from the derivative of G 2 with respect to N NaCl . Therefore, this contribution increases linearly with the number of ions in the solution. The contribution of the ideal term to the chemical potential can be obtained easily by obtaining numerically the derivative of G 1 with respect to N NaCl using the previously described polynomial fit of the number density of the system (Table VI) . Alternatively, and certainly more elegantly, one can just compute the partial molar volume of the salt from the fitted values of the densities and using Eq. (18).
Once we have calculated the chemical potential for the solid and for the solution phases we shall estimate the solubility. For the SD force field, the results are presented in Fig. 4 . The experimental values of the chemical potential of NaCl, both in the solid phase and in solution, are also shown. The intersection between the experimental values of the chemical potential occurs at a concentration of 6.15 m. This is indeed the experimental value of the the solubility of NaCl in water. The intersection of the chemical potential curves of the SD force field occurs at a concentration of 0.9 m. This differs from the experimental value by about 5.2 units of molality. The solubility of NaCl in water predicted by the SD force field is totally incorrect. Since the SD model predicts correctly the chemical potential of the NaCl solid phase, the problem of Fig. 4 that the water-ions interactions in the SD force field are somewhat weak, and should be slightly increased to bring the predictions of the model into closer agreement with the experiment. Of course that should be done without modifying the ion-ion interaction, since otherwise the good agreement with the experiment found for the chemical potential of the solid will be lost. The values of the chemical potential of NaCl in the solution reported recently by Lisal et al. 35 for the SD force field are also presented in Fig. 4 . As can be seen our results agree rather well with those of Lisal et al., who use a completely different approach to the calculation of the chemical potential of NaCl in solution. Taking into account the difficulties in the determination of the chemical potential of NaCl in water this is gratifying.
Let us now turn to the results for the JC model. In Table VIII , the different contributions to the Gibbs free energy of the system are provided. Once again, we split G into two contributions, G 1 (which just contains A id solution ) and G 2 with the sum of the other contributions (A res solution and pV solution terms). Again G 2 could be fitted nicely to a second order polynomial (Fig. 3) and the coefficients are given in Table VII . Taking the derivative of G 1 and G 2 with respect to N NaCl , and adding these two contributions one obtains the chemical potential of NaCl in water. The chemical potentials of NaCl in the solid phase and in the solution are presented in Fig. 5 , and compared to the experimental values. As mentioned before, the JC force field predicts quite well the experimental value of the chemical potential of the solid. As to the solution, the predictions for the chemical potential are quite reasonable but slightly higher than the experimental values. The intersect of the two chemical potentials of NaCl occurs at 4.8 m, which is the solubility of NaCl that follows from this force field. This is a quite reasonable result since the experimental value is 6.15 m. The chemical potential of NaCl in solution obtained by Lisal et al. 35 for the JC force field are also presented in Fig. 5 . The agreement with this work is quite good. To estimate the solubility of the JC force field, Lisal et al. used the experimental value of the chemical potential of the NaCl solid. 35 They estimated the solubility to be 4.8 m, in perfect agreement with our result. The reason for that is that the chemical potential of NaCl in the solid phase for the JC force field is practically identical to the experimental value. Notice also that the approach of Lisal et al. could also be used to estimate the solubility of the SD force field since also for this force field the chemical potential of the model in the solid phase agrees quite well with the experimental value. 35 The good news is that there are at last two models (SD and JC) for which the solubility estimated by two different groups agree within the estimated uncertainty of the calculations.
At this point we would like to test the predictions presented so far using a completely different route. The motivation is twofold. First, to guarantee that SD and JC force fields present a dramatically different solubility in water (i.e., 0.9 m and 4.8 m) even though they predict the same chemical potential for the solid phase, close to the experimental value. The second reason is that Joung and Cheatham estimated the solubility for the JC force field using direct coexistence simulations. 44 They performed simulations of solid NaCl in contact with a supersaturated water solution of NaCl of about 0.4 ns. They estimated that the solubility for the JC force field was 7.2 m. Obviously, this value disagree with the values reported by us and by Lisal et al. 35 To investigate this in further detail, we performed direct coexistence molecular dynamic runs. At variance with the work of Joung and Cheatham, the length of our runs was of about 2800 ns (this is about 6-8 times longer than the runs of Joung and Cheatham). The time evolution of the bulk density of NaCl in the solution is presented in Fig. 6 . The bulk density of NaCl was evaluated in a slab of the solution phase where the effects of the interfaces are negligible. For this reason, it is necessary to carry out simulations with a large number of molecules in the solution phase. The initial solution was supersaturated, and the concentration of the salt decreases with time in the first 1000 ns. That means that one cannot simply run for 200-400 ns to estimate the solubility. Notice that the initial concentration of our runs was just the solubility of the two models predicted by Joung and Cheatham from direct coexistence runs. 44 After 1.5 μs the concentration of the salt becomes stable, and remains stable for up to one additional microsecond. The results presented in Fig. 6 are quite expensive from a computational point of view. It was required to run GROMACS using 4 CPUs for about 3 months to obtain these curves. Certainly it would be nice to perform even longer runs to be sure that the concentration of NaCl in water has reached the equilibrium. However, this is beyond our current computer facilities. For this reason, we shall assume that the plateau of the salt concentration at times above 1.5 μs is just the solubility limit obtained from direct coexistence. The plateau in salt concentration cannot be ascribed to dynamical arrest. We have computed the diffusion coefficient of ions and water for the range of concentration considered in this work. The results are shown in Table IX . The water diffusion coefficient decreases as the concentration of salt increases. In fact, the diffusion coefficient of water can decrease up to half its value in the absence of salt. Concerning the ions, the Na + presents the smallest diffusion coefficient, its value is roughly one third of water at the same thermodynamic conditions. The diffusion coefficient of Cl − is slightly higher than that of Na + but smaller than that of water. The typical root-mean-square displacement of Na + ions in our MD simulations was about 775 Å. It is clear that the system is not glassy and that the plateau in the concentration versus time profile cannot be due to a dynamic arrest.
The solubility of the SD and JC force fields obtained from free energy calculations and direct coexistence simulations are presented in Table X . The first thing to notice is that direct coexistence simulations indeed confirm that the solubility of the SD force field is about 4 m units smaller than that of the JC model. And second, the difference between the solubility of the SD model from free energy calculations and from direct coexistence simulations is of about 1 m unit. In the case of JC force field, this difference is of about 0.7 m units. Which of the two techniques offer the most reliable val- ues? We cannot provide a definitive answer to this question. First, the hypothesis that still longer runs are needed in the direct coexistence simulations cannot be definitely ruled out. It could be that the concentration of the salt in the supersaturated solutions occurs quickly initially, when the system is far from equilibrium, and then the process is much slower since the driving force (i.e., the degree of supersaturation) decreases considerably. The only way to clarify this is to perform much longer runs (probably of the order of 10 μs). At this point this exceeds our computer capacities, but it could be addressed in future work (the computer speed will always increase year after year). The previous reasoning may lead to the conclusion that the direct coexistence simulations may be less reliable than the free energy results. However, this is not completely true. In the direct coexistence simulations, the size of the solution was rather large (i.e., more than 1000 water molecules and more than 100 molecules of salt). When implementing free energy calculations we used a smaller system, containing 270 molecules of water and up to about 40 molecules of NaCl. The reason of this choice of the size is threefold. First, because we wanted to perform the calculations using the same size as was used in our previous study. In this way, we could compare both results and analyze how to perform accurate calculations for a certain system size. In this work, the same technique as in our previous has been used, but the results are more reliable. The second reason is that it is much cheaper to perform very long runs for a small system than for a large one, so that there is also a limit in the computer power even for free energy calculations. Third, Lisal et al. 35 used exactly the same system size (i.e., 270 water molecules plus a number of NaCl molecules of up to 40) so that this allows a direct comparison with their results. However, neither this work nor the work of Lisal et al. have analyzed in detail the possible existence of finite size effects for the chemical potential of NaCl in the solution. 35 The size of our system is rather small, so that the hypothesis that there may be finite size effects affecting the value of the chemical potential of NaCl in solution when evaluated from free energy calculations cannot be completely ruled out. It is obvious that further work is needed to clarify these issues. Taking all previous points into account, we have decided to report the final value of the solubility of a certain force field in water as the arithmetic average of the value obtained from free energy calculations and that obtained from direct coexistence simulations, and to assign an error bar to the results which is equal to the distance of the two simulations results to the arithmetic average. This estimated value of the solubility is the central result of this work. From the previous discussion, we found that the JC force field yields a solubility of 5.1(3) m whereas the (8) m (although it is just slightly larger than the error bar of our calculations estimated in 2007). As already discussed, the change between the value of the solubility of this work and that of our 2007 work is due to some methodological improvements that were introduced: longer runs, more values of the coupling parameter λ in the integration of Eq. (13), higher accuracy in the estimate of the densities of the solutions using a fit to describe the densities of the system, and the separation of two contributions when computing the chemical potential. The combined effect of all these changes reduces the solubility by about 1.1 m. The chemical potential of NaCl in the solution obtained in this work agrees quite well with that of Lisal et al. 35 To estimate solubilities of salts, Lisal et al. combine the simulation results for the solution, with the experimental value of the chemical potential of the salt. It is clear from the results of Fig. 7 that would yield an incorrect estimate of the solubility for the TF model, because for this force field the chemical potential of the solid phase is rather different from the experimental value. Notice also that the ions will start to aggregate/precipitate when the chemical potential of the salt in the solution becomes higher than its value in the solid phase (this kind of aggregation has been studied recently by Alejandre et al.) 65, 66 and not when its value becomes higher than the experimental value of the chemical potential of the solid phase. It is of interest to notice that although the TF force field does not reproduce well neither the chemical potential of the solid nor that of the solution, it yields a solubility only slightly worse than the one predicted by the JC force field.
There is still an issue we would like to point out. Paluch et al. estimated the solubility of the TF force field to be 0.8 m from free energy calculations. 34 The deviation from the value of the solubility reported in this work (4.3 m) is quite large. Let us investigate the origin of the discrepancy. In Fig. 7 , the chemical potential of the NaCl solution obtained by Paluch et al. 34 is compared with the results of this work and those of Lisal et al. 35 The results of Paluch et al. 34 are systematically higher than those obtained by Lisal and us. The difference is not large but significant (of about 5 kJ/mol). However, only this difference is not sufficient to explain the difference between the solubility of Paluch (0.8 m) and that of this work (4.3 m). There must be something else. The main difference is that the chemical potential obtained by Paluch et al. for the pure NaCl solid is 2 k B T lower than our value. This difference is not due to the accuracy of the free energy calculations of the solid since, as we discussed above, the typical uncertainty in the free energy of the solid phase is of about 0.05 Nk B T units. The fact that the difference between the two set of values is 2 k B T is striking. We ascribe the origin of the discrepancy to the inclusion by Paluch et al. 34 of an additional incorrect −2 k B T in the ideal gas contribution to the chemical potential of the solid phase. In fact, by differentiating Eq. (11) (with N H 2 O = 0) with respect to N NaCl (at constant T and V), one obtains an expression identical to Eq. (7) of Ref. 34 but for the −2 k B T term. Notice also that by adding a −2 k B T to our solid free energies the predicted solubility of the SD and JC would have been extremely small and completely different from the value obtained from direct coexistence simulations.
Let us finish this section with a comparison of the chemical potential of NaCl in water as predicted by the different force fields to the experimental results. This comparison is shown in Fig. 8 . As it can be seen, the chemical potential of the JC force field agrees reasonably well with the experimental results. The results from TF and SD are not so good as they tend to overestimate the chemical potential. The results of the TF and SD are practically identical up to a concentration of 2 m, and are somewhat different for higher concentrations. As it was stated above, the ion-water interaction of the TF and SD force fields are identical. That explains that both models yield practically identical results at low salt concentrations, where the ion-ion interaction play a minor role. It seems that the ion-ion interactions start to affect the magnitude of the chemical potential for concentrations above 2 m. An interesting conclusion of that is that for salts with very low solubility in water (i.e., below 2 m), the ion-ion interactions play a minor role in the chemical potential of the salt in water (although, of course they play a major role in determining the chemical potential of the pure solid phase). That means that for salts with low solubility in water the path to develop a force field is to adjust the ion-ion interactions, first, by forcing the model to reproduce the experimental properties of the solid (density and chemical potential), and afterwards to adjust the ion-water interactions to reproduce the experimental values of the chemical potential of the salt in water at low concentrations (or eventually at infinite dilution). A force field developed in this way will reproduce the chemical potential of both phases and the experimental value of the solubility. When the solubility of the salt in water is high, things are more difficult since the ion-ion interactions will be important not only in determining the chemical potential of the solid phase but also in determining the chemical potential of the salt in water. In any case, all force fields studied here predict a too high chemical potential for the salt in solution as compared to the experimental one. Maybe using other water models that solvate the ions more efficiently, thus reducing the chemical potential, would improve the predictions of the solubility. It seems a sensible approach to adjust the ion-ion interactions using mostly properties of the pure solid and to adjust the ion-water interactions using the properties of the salt in water. [67] [68] [69] It seems that combining rules will not be very useful in the optimization process, and probably the best route is to adjust simultaneously the A-A, X-X, and A-X interactions, rather than to obtain the A-X interactions from combination rules. In this respect, it is interesting to note that in the TF force field the parameters for the A-X interactions were optimized and not obtained from any combination rule. Even assuming that the model to describe water is fixed, and assuming two parameters for each interaction, one needs in total 10 parameters to describe all interactions of the system (A-A, X-X, A-X, A-water, X-water).
CONCLUSIONS
In this work, we have determined the solubility of NaCl in water using computer simulations. Three different force fields were used, and two different methodologies: free energy calculations and direct coexistence simulations. The main conclusions of this work can be summarized as follows:
r The chemical potential of NaCl in the solid phase can be computed with an accuracy of about 0.05 Nk B T units by using the Einstein crystal/molecule methodology. The SD and JC force fields predict nicely the experimental value of the chemical potential of NaCl in the solid phase. The TF force field overestimates the experimental value.
r The JC force field predicts reasonably well the chemical potential of NaCl in water. The predictions from the TF and SD models are quite similar at low concentrations and differ somewhat above 2 m (where ion-ion interactions become more important). The TF and SD force fields overestimate the experimental value of the chemical potential. The chemical potentials for NaCl in water obtained in this work agree quite well with the values recently obtained by Lisal et al. 35 for the three force fields considered.
r The solubilities of the SD, TF, and JC models evaluated from free energy calculations are 0.9 m, 4.3 m, and 4.8 m, respectively. The experimental value is 6.15 m. The solubility changes quite significantly with the force field. The SD predicts well the chemical potential of the solid and poorly that of the solution, the final result is a poor estimate of the solubility. The JC predicts quite well the chemical potential of the solid and reasonably well the chemical potential of the solution, so that it yields a reasonable estimate of the solubility. The TF does not predict correctly neither the chemical potential of the solid nor that of the fluid phase but still is able to yield a reasonable prediction for the solubility.
r The solubilities of the SD and JC have also been determined from direct coexistence simulations. Runs of 2.8 μs were needed to reach a plateau in the concentration of salt. The solubilities found from this route were respectively, 1 m and 0.7 m above the values from free energy calculations. Taking into account the difficulties encountered in all the calculations, we find the agreement with the free energy route reasonable. However, further work is needed to clarify the origin of the difference (longer runs may be needed in the direct coexistence simulations, or finite size effects in the free energy calculations can affect the value of the chemical potential of the salt in solution). For the time being we recommended value of the solubility is 5.1(3) m for the JC force field and 1.4(5) m for the SD force field.
r The solubility of the JC and SD models can be estimated quite well by computing the chemical potential of the solution and assuming that the chemical potential of the model in the solid phase is identical to the experimental value. That was the approach followed by Lisal et al. 35 which seems to yield correct results for these two force fields. However, this approach would yield an incorrect value of the solubility for the TF force field, as the chemical potential for the TF force field in the solid phase does not correspond to the experimental value. The assumption that the chemical potential of the solid phase matches the experimental value (implicitly adopted by Lisal et al.) 35 will only work for certain force fields, but it will fail for others.
r The solubility for the TF force field obtained in this work (4.3 m), somewhat lower than that obtained in our previous work (5.4(8) m). Longer runs and a more sensible data analysis have increased the accuracy of the calculations. The solubility found in this work still deviates significantly from the estimate reported by Paluch et al. 34 (0.8 m). This is due to a higher value of the chemical potential of NaCl in water reported by Paluch et al. as compared to the value reported by Lisal et al. 35 and that reported in this work. Second and more significantly, the chemical potential of the solid phase reported by Paluch is 2 k B T units lower than the value reported here.
The reader may have the impression that finally there is a reliable force field for NaCl the Joung-Cheatham model. From the results presented so far this is a reasonable conclusion. However, things are not that simple. By using direct coexistence simulations we have determined the melting point of NaCl (i.e., the equilibrium between pure NaCl in the solid phase and pure NaCl in the liquid phase). We have found 53 that the melting point was 1286(10) K which is above the experimental value of 1074 K. Thus, even though the JC force field describes well the experimental value of the chemical potential of the NaCl solid at room temperature, it yields an incorrect melting point (either because the performance of the model deteriorates at high temperatures or because the model fails to describe the NaCl melt). Remember that the TF force reproduces almost exactly the melting point of NaCl. 51, 71 Definitely, things are complicated and it is difficult to find a force field that matches all these properties. Hopefully one should expect progress on this area of research in the future.
The studies of the solubility of salts in water are scarce, and basically there are only 7 papers dealing with this issue, the seminal work of Ferrario et al., 32 the two papers of Lisal et al., 35, 72 the paper of Paluch et al., 34 the work of Joung and Cheatham, 44 and the two studies of our group, this paper and our previous work. 33 It is clear that the interest in the problem has increased significantly in the last five years. Likely more studies will soon come on this interesting problem. It would be of interest to develop a force field for NaCl in water able to describe the experimental value of the solubility, and also develop models for ions obtained either from first principles 73 or from polarizable models. 74 Note added in proof: After this paper was finished a paper by Moucka et al. has been published. 75 The chemical potential of the NaCl (both in the solid phase and into water solution) for the TF and JC force fields of Ref. 75 are in agreement with those presented in this work.
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APPENDIX A: EVALUATING THE CONTRIBUTION OF THE G 1 TERM TO THE CHEMICAL POTENTIAL
The chemical potential of NaCl in the solution is given by the expression
where G solution is the Gibbs free energy (see Eq. (14)). We have split G solution in two terms, the first one
contains the ideal gas contribution to the Helmholtz free energy of the system. The second one G 2 contained the other contributions to the Gibbs free energy, the residual contribution to the Helmholtz free energy and the pV solution term. The contribution of the G 1 term to the chemical potential will be denoted as μ solution NaCl,1 and is given by
The term A id solution is given by Eq. (11) . By taking the derivative of A id solution with respect to the number of molecules of NaCl N NaCl while keeping T and p constant, one obtains 
where V stands for the volume of the system andV stands for the partial molar volume of NaCl. Similarly, the term ρ NaCl , that corresponds to ∂ρ NaCl ∂N NaCl can be written as
Taking into account the expressions for ρ NaCl and ρ H 2 O , the last term of Eq. (A3) can be written as (A7)
APPENDIX B: CONVERTING THE CHEMICAL POTENTIAL TO EXPERIMENTAL UNITS
Let us describe briefly how to convert chemical potentials from the units of this work (which implicitly used 1 Å for the thermal de Broglie wavelength and one for the internal partition function to one for all species) to the units used in experimental work which are also the units used by Lisal et al. 35 when describing NaCl models in water. First, one should use the experimental values of the standard chemical potentials of Na + and Cl − , as taken from NIST-JANAF (Ref. 64 ) tables which amount to (μ Na + = 574.317kJ mol −1 and μ Cl − = −240.167 kJ mol −1 ). Implicitly our choice of setting the intramolecular partition function for all species equal to one means that these values were zero in our criterion. We can simply add the sum of these two terms to our chemical potentials. The second point is that our reference state is a system with a particle per Å 3 , whereas experimentally the reference state is the volume occupied by a molecule per (kT/p 0 ) where p 0 = 1 bar is the reference pressure. Therefore, the chemical potential of this work can be converted into experimental units by simply adding the constant C C(kJ/mol) = μ Na + (kJ/mol) + μ Cl − (kJ/mol)
where the 10 25 term arises from a 10 30 term to convert from m 3 to Å 3 divided by a 10 5 term which 1 bar of pressure in Pascals. By replacing the value of R (8.314 J/mol/K) and k B (1.3805 10 −23 J/K), one obtains C = 386.8 kJ/mol. Thus, the chemical potentials of this work can be converted into the units used in experimental work by simply adding this constant C.
APPENDIX C: COMPARING OUR MONTE CARLO TO MOLECULAR DYNAMICS
We have also compared the results obtained using our own Monte Carlo program to those obtained from molecular dynamic simulations obtained running GROMACS. In both cases, we used NpT simulations at 298 K and 1 bar for a solution composed by 270 water molecules and 10 NaCl molecules (20 ions) , N = 290. Results are shown in Table XI for SD and JC force fields (for a solution of NaCl in water). As it can be the agreement for the densities and internal energies is quite good.
APPENDIX D: CHEMICAL POTENTIAL OF A BINARY MIXTURE USING A SIMPLE MODEL
To show the correctness of the thermodynamic route used in this work to determine the chemical potential of NaCl in water, it is useful to consider a very simple model, for which the calculations can be implemented easily. We shall consider a binary mixture of hard bodies described with a virial expansion, truncated at the second virial coefficient. The expression for the compressibility factor (Z = p/(ρkT)) of the mixture is given by
where ρ = (N/V ) = (N 1 + N 2 )/V is the total number density of components 1 and 2 and the second virial coefficient of the mixture is defined as
x i being the molar fraction of component i and B ij the second virial coefficient between a molecule of type i and a molecule of type j. Since we are assuming hard bodies the virial coefficients will always be positive. The residual contribution to the Helmholtz free energy can be obtained from the expression
The ideal term to the Helmholtz free energy of the mixture is given by
where we have assumed that the de Broglie thermal length of the two species is identical and we have set its value to a certain characteristic molecular length σ that will be used as unit of length σ = 1. By adding together the ideal and residual terms one obtains for A A = N 1 kT ln(ρ 1 σ 3 ) + N 2 kT ln(ρ 2 σ 3 )
Let us compute the chemical potential of component 2 from the expression
Evaluating the derivatives analytically, one obtains μ 2 = kT ln(ρ 2 σ 3 ) + 2kT (B 11 ρ 2 + B 12 ρ 1 ).
The chemical potential can also be obtained from the derivative of the Gibbs free energy G = A id + A res + pV with respect to N 2 at constant T and p
where the derivative is performed at constant pressure. For this simple mixture, the volume of the system at a certain T, p, N 1 , and N 2 can be obtained by simply solving a second order polynomial equation. Once this is done, the A id , A res , and pV terms are computed trivially from the expression described above. That allows one to compute the Gibbs free energy of the system G as a function of N 2 (for a certain fixed values of T, p, N 1 ). The derivative of G with respect to N 2 provides the chemical potential μ 2 from this route. Obviously, the two routes (differentiating A with respect to N 2 while keeping T, V, and N 1 constant and differentiating G with respect to N 2 while keeping T, p, and N 1 constant should be equivalent and should yield the same value of the chemical potential). Let us consider a system with B 11 /σ 3 = 1, B 22 /σ 3 = 3, B 12 /σ 3 = 1.6. Let us assume that N 1 = 270 and N 2 = 50 and p/(kT/σ 3 ) = 1. From the derivative of A, at constant T, V, and N 1 we obtained μ 2 /(kT) = −0.26024 (−2.39108 being the contribution of the ideal gas term and 2.13084 of the residual free energy term). From the derivative of G, at constant T, p, and N 1 we obtained μ 2 /(kT) = −0.26024 (−3.68794 from the ideal gas term, 1.21385 from the residual free energy term, and 2.21385 from the pV term). Obviously the chemical potential is the same regardless of the thermodynamic route. Notice that the derivative of A is done at constant T, V, and N 1 , and the derivative of G is done at constant T, p, and N 1 . In this work, we have always evaluated the chemical potential by performing derivatives at constant T, p, and N 1 (i.e., the number of molecules of water).
