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Abstract 
The bulk of this thesis is concerned with the studies of Hydrogen-bonded systems 
with competing interactions. The first project involves an investigation of the 
structural glass of two crystals of Rbi_(NH4)H2PO4with x 	0.22. Below 
83 k , both crystals JQiq.short-range incommensurate correlations with a 
wavevector 	0.13 which are presumably related to the glass properties. The 
second part of this project concerns the study of the glass-like phase of RADP 
with x = 0.25. It is found that the diffuse scattering wavevector is slightly larger, 
7 	0.2a. A large asymmetry in the scattering is observed especially near Bragg 
reflection for which H and K are odd. in the second project, a detailed x-ray 
scattering measurement is used to study the behaviour of the ferroelectric glass 
of Rb1_(NH4)H2PO4with x 	0.22 in the presence of an electric field. The 
results show that the system has very long relaxation times, characteristic of 
a system with competing interactions. The surprising feature of the results is 
that the change in the intensity of the x-ray scattering from the incommensurate 
modulation and the ferroelectric phase have a roughly linear relationship with 
time. The third project aims to establish a theoretical model to describe the 
behaviour of the RADP system. The model used is based on a Random Field 
Ising Model (RFIM) .A self consistent mean field theory is used to evaluate its 
behaviour over a wide range of temperature and concentration. The topology of 
the experimentally determined phase diagram is reproduced rather well. Also 
on the basis of a simple model relating the coupling of the spins and phonons, 
the shape of the experimentally measured diffuse scattering and its temperature 
dependence are reproduced rather well. In the forth project results of x-ray 
scattering from the domain wall and the ferroelectric phase of the disordered 
system RbH2PO4  are reported. It is found that close to the phase transition 
temperature the data can be described by a Landau-type free energy expansion, 
which shows that the transition is nearly Lorder. In the final project a simple 
Gaussian Model is developed to describe the convolution of different atoms in the 
unit cell, in order to study the atomic displacement in the incommensurate phase 
of BaMnF4 This method predicts a particular pattern for the convolution of 
some of the atoms in good agreement with the observed one, bile in other 
cases it was found that the model istc?o simple to describe a complicated system 
like BaMnF4 . However the model is quite general and it could be applied to 
other systems with less complicated incommensurate wavevectors. 
Contents 
1 Review of Order-Disorder Systems 	 1 
	
1.1 	Introduction ..............................1 
1.2 	The pure system KH2PO4 "KDP" .................3 
1.3 	Slater-Takagi and the Tunnelling Model ..............4 
1.3.1 Soft Pseudo-spin wave approach ..............6 
1.3.2 	Landau Theory 	.......................7 
1.4 A KDP-Type Antiferroelectric Phase Transition in ADP .....11 
1.5 	The Mixed System 'Rb1_(NH4)H2PO4' ............. 12 
2 X-Ray Scattering Background 	 15 
2.1 	Introduction ..............................15 
2.2 	Theory of X-ray scattering ......................16 
2.2.1 	Theory of critical scattering 	.................22 
2.3 	Experimental background ......................24 
3 X-Ray Scattering Studies of the Structural Glass RADP 	26 
3.1 	Introduction ..............................26 
3.2 	The X-ray scattering .........................27 
3.3 Experimental Results 	 . 28 
3.3.1 	Preliminary measurements ..................28 
3.3.2 The incommensurate structure of crystal (I) ........29 
3.3.3 The ferroelectric domains of crystal (I) ...........30 
3.3.4 The incommensurate structure of crystal (II) .......31 
3.3.5 The ferroelectric structure of crystal (II) ..........32 
3.3.6 Structure of the incommensurate correlation ........33 
3.4 	Discussion 	..............................34 
3.5 	Experimental arrangements .....................35 
3.5.1 	Low Temperature scattering ................35 
3.5.2 Temperature dependence of the diffuse scattering .....36 
3.5.3 Structure of the incommensurate correlation ........37 
3.6 discussion ...............................38 
4 The Relaxation of the Structure of RADP in an Electric Field 39 
4.1 	Introduction ..............................39 
4.2 	Experimental Arrangements .....................40 
4.3 	Experimental Results .........................41 
4.3.1 	Position Dependent Scattering ...............41 
4.3.2 X-ray Scattering in an Electric Field .............42 
4.4 Discussion ...............................45 
5 Application of the Static Random Field Ising Model to RADP 46 
5.1 Introduction 	 . 46 
5.2 	The Random Field Ising Model ...................49 
5.2.1 	The susceptibility of the RFIM ...............51 
5.2.2 Energy of the RFIM system in momentum space .....58 
5.2.3 	Energy of the pure system ..................59 
5.3 	Algorithm for performing the Ej in RADP ............ 61 
5.4 	Behaviour of the exchange interaction matrix J' ........ 63 
5.5 	Algorithm for finding the matrix 	x- and < S> .......64 
5.6 	Model for the spin-phonon coupling to calculate the diffuse 
scattering...............................66 
5.7 	Calculation of the coupling matrix gf,T, 68 
5.8 	Results .................................72 
5.8.1 	The phase diagram ......................72 
5.8.2 	The Diffuse scattering ....................74 
5.9 Discussion ...............................75 
6 X-ray Scattering from the Domain Walls and Ferroelectric phase 
of RbH2PO4 	 76 
6.1 	Introduction ..............................76 
6.2 	Experimental arrangement ......................77 
6.3 	Analysis of Experimental results ..................78 
6.3.1 	The domain wall scattering .................78 
6.3.2 Nature of the ferroelectric phase transition ........80 
6.4 Discussion 	 . 82 
7 Theoretical Study of the Low Temperature Phase of BaMnF4 83 
	
7.1 	Introduction ...............................83 
7.2 	Model for the atomic motion: ....................85 
7.3 	Application to BaMnF4 ....................... 90 
7.4 	Results .................................94 
7.5 Discussion ...............................96 
Conclusion 	 98 
References 	 102 
Chapter 1 
Review of Order-Disorder Systems 
1.1 Introduction 
A Structural phase transition occurs when a material undergoes a symmetry 
change, for example in displa cive type structural phase transitions the transi-
tion is one from an ordered phase to another ordered crystal structure of lower 
symmetry. Generally the atoms move relative to each other by a small amount 
from their equilibrium positions of the high-symmetry phase. It is widely ac-
cepted that the phase transition is driven by an instability of the crystal against 
a particular normal mode of vibration of the high temperature phase (Cochran 
1960, Anderson 1960). The Soft mode concept will be discussed in section 1.3.1. 
Other types of structural phase transition are the order-disorder type (for ex-
ample; NaNO2, KH2PO4 ). The phase transition is associated with an ordering 
of some variable which is disordered in the high temperature phase. Generally 
when a system undergoes a structural phase transition the atoms in the crystal 
will be displaced from their equilibrium position, and the atoms will rearrange 
themselves in order to minimize the free energy of the system, as a result some 
of the symmetry elements of the high temperature phase will be broken. This 
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breaking in the low symmetry phase of some of the symmetry element of the 
high-symmetry phase is the essential characteristic of most phase transitions. 
The displacements of the atoms which are associated with the breaking of the 
symmetry are characteristic of the distorted phase. If the distortion is described 
by a single spin normal mode, the amplitude of the spin normal mode is then 
given by the order parameter Q0 (Bruce and Cowley 1980) where 
Qo=:<S> 
and at a continuous phase transition Q0 decreases continuously to zero as the 
high-symmetry phase is approached. 
The KDP system belongs to the order-disorder type system and has been the 
subject of intensive experimental and theoretical study for many years. The 
recently discovered "proton" glass behaviour (Courtens 1982) in mixed ferro-
electric RbH2PO4 RDP and antiferroelectric NH4 H2PO4 ADP have added a 
new dimensions to this problem. This mixture, which has the basic KDP struc-
ture provide a system with competing interaction and responds with very long 
relaxation time at low temperature. 
The bulk of this thesis is mainly on the mixed system Rbi_(NH4)H2PO4and 
it is essential to understand the parent component. 
In this chapter we review the order-disorder type structural phase transition 
in KDP -family. The second chapter reviews the x-ray scattering background. 
Chapter 3 reports on Rb1 _2(NH4)H2PO4 for x 0.22 and 0.25 , which is a mixed 
system with competing interactions, while chapter 4 concerns the structural 
relaxation of RADP in an electric field for x 0.22. The project in chapter 5 
deals with the theoretical treatment of RADP using a static Random Field Ising 
Model, RFIM. 
The material presented in chapter 6 concerns the nature of the structural phase 
transition, and domain wall scattering from RbH2PO4. 
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The project reported in chapter 7 concerns the study of the low temperature 
phase of BaMnF4. 
The remainder of this chapter is set out as follows. In section 1.2 we describe 
the pure system KH2PO4. Section 1.3 some relevant type of order-disorder 
models and other approach like, soft mode and Landau phenomenological the-
ory. Section 1.4 discuss the pure ADP. Finally section 1.5 reviews the mixed 
Rb1_(NH4 )H2PO4system and current work on these systems. 
1.2 The pure system KH2PO4 "KDP" 
The crystal structure at high temperature has tetragonal symmetry and belongs 
to the space group 142d which has no centre of symmetry. There are four for-
mula units in the primitive unit cell (Bacon and Pease 1953). On cooling below 
122 K the structure of KDP has orthorhombic symmetry with the axis in the 
xy plane rotated by 450  relative to the crystallographic axes in the paraelectric 
phase. The spontaneous polarization is along the c-axis. The actual structure fig 
1 consists of two interpenetrating body-centered lattices of PO4 tetrahedra and 
two interpenetrating body-centered K lattices, the K and PO4 lattices being 
separated by C/2 along the Z-direction. Each phosphorous atom is surrounded 
by four Oxygens at the corners of a tetrahedron which is almost regular. Ev-
ery PO4 is connected by four H-bonds to the neighbouring PO4 groups of the 
other sublattice. These hydrogen bonds lie almost parallel to either the X or Y 
directions. The study of the ferroelectric phase transition in KDP by Bacon 
and Pease (1955) using neutron diffraction techniques has shown conclusively 
that the ferroelectric transition is accompanied by proton ordering to a local-
ized asymmetric position along the hydrogen bond. As the Hydrogen atoms 
order onto sites closer to the two upper oxygen atoms of each PO4 group, the P 




Figure 1. The basic Structure of £DP. 
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Figure 2. Fer-oeiectrc—inode motion as depicted by 
Cochran(1961) on Structural studies of the transition 
by Bacon and Pease(1955). 
Oxygen atoms (Bacon and Pease 1955, Cochran 1961, Nelmes 1987) themselves 
move very little along z relative to the centre of mass, and their zy displacements 
are also comparatively small. The Potassium atoms move along +Z relative to 
the Oxygen atoms. Different atoms in adjacent unit cells will move in phase 
and as a result the system will be in a polarization state with polarization along 
the +Z axis. However the other configuration of the orthorhombic structure (i.e 
polarization along ---Z) is achieved when the Hydrogen atoms order onto sites 
closer to the two lower Oxygens, which then reverse the displacements of the K 
and P atoms 
Nuclear magnetic resonance (Schmidt and Uehling 1962), electric-field gradient 
(Blinc and Bjorkstam 1969) and infra-red scattering techniques (Blinc and Hadzi 
1958, Blinc 1960) yield that the proton moves along the hydrogen bond in a 
double-well potential. The direction of the proton shift was found to reverse 
when the spontaneous polarization was reversed. This shows that there is a 
strong correlation between the motion of the protons and the motion of the 
heavy ions in the lattice which are responsible for the spontaneous polarization. 
1.3 Slater-Takagi and the Tunnelling Model 
The first theoretical models for KDP (Slater 1941, Takagi 1948) showed that 
the dielectric properties were essentially determined by the proton configuration. 
A projection of the network of hydrogen bonds in the c-plane can be sketched as 
shown in fig 3. There are 2 4 = 16 possible arrangements of the four Hydrogens 
surrounding any PO4 group. The entire 16 arrangements leads to the energy 
scheme shown in Table 1. Slater postulated that only two Hydrogens are at-
tached to each phosphate group. In Table 1 only six arrangements correspond 
to H2 PO4 groups with two Hydrogens attached. Since the t-aids is a prefered 
axis in the crystal the two orientations of the dipole along ± c can have differ- 
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Figure 3. An (0 0 1) projection of the structure of KDP. 
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Figure 4. 
(a) Proton ordering in ADP below the transition. 
temperature, (b) Directions of the elementary dipole nwiments. 
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ent energy from those perpendicular to C. The dielectric behavior of the crystal 
shows that the orientations along C or —C must have a lower energy than those 
at right angles. Thus there is a tendency for a spontaneous polarization at low 
temperature along these directions. The state of lowest energy will come when 
each dipole is oriented either along +C or —C. Hence out of the six arrange-
ments taken by Slater two will give rise to states of lowest energy, say zero. The 
other four represent states with higher energy E0 where E0 is the Slater-Takagi 
energy level. 
Takagi removed the restriction that Atwo protons near each phosphate group and 
allowed the HPO4 and H3PO4 groups to have energy E1. This assumption 
made the transition second order and a better agreement with the experimental 
spontaneous polarization was obtained. 
Blinc and Hadzi (1958) have interpreted infrared data as due to a double-well 
potential with the proton tunnelling through a low intermediate barrier. Hence 
tunnelling is an important quantum effect, also the KDP -family are known to 
show a large increase of the transition temperature T when deuterons are sub-
stituted for protons on the hydrogen bonds9 which shows the important role of 
the Hydrogen bond in the transition mechanism. The weakness of Slater-Takagi 
model is that it neglects the tunnelling between the two proton's positiorin their 
double-well potential and also neglect-,the dynamic coupling between the motion 
of the protons and the phonons representing the heavy-ion motion. Taking into 
account the tunnelling effect as well as the coupling between protons and the 
lattice, these idea were put into the Pseudo-spin formalism by Blinc (1966), de-
Gennes (1963) , Tokunaga and Matsubara (1966) and Kobayashi (1968), and a 
better agreement with experiment was obtained specially for KDP. 
Powley and Tibballs (1982) performed the first Monte-Carlo calculation for the 
KDP structure. They used a slightly modified Slater and Takagi energy scheme 
and introduce electric field as well. Their transition temperature approached 
the Slater value as the Takagi energy tended toward infinity. 
1.3.1 Soft Pseudo-spin wave approach 
At the transition temperature the crystal is dynamically unstable and distorts 
to a new stable structure. Cochran (1960) suggested that the phase transition in 
some ferroelectric kxviewed as an instability of the crystal against a particular 
normal mode, the frequency of which decreases to zero at T. As the ferroelec-
tric state is characterized by a macroscopic spontaneous polarization, the soft 
phonon must be both polar (i.e infrared active) and of long wavelength -* 0 
The ferroelectric ordering involves the instability of a phonon at the Brillouin 
zone centre, = 0. For temperatures close to T the dispersion relation of the 
soft mode branch is generally represented by the first two terms in a Taylor 
expansion, which may be written for the simplest, isotropic cases 
w=w2- +cl— Q,j Q 	QI, 
where 
w. =a(T—T) Qj 
where Q. is the wavevector of the normal mode 	is the harmonic normal Q. 
mode frequency, a and c are constants, and T, is mean field transition tempera-
ture. For a real material the dispersion surface around Q, will not be isotropic. 
This requires the replacement of the 
(Q - Q8) term by a tensor term in which 
the elements may be 'determined by measurements along several principle sym-
metry directions and from symmetry considerations. The above theory was at 
first used for displa cive ferroelectric like BaTiO3, where the potential in which 
the nuclei move is only slightly anharmonic. It was later suggested (Cochran 
1961, de-Gennes 1963) that essentially the same ideas can be applied as well 
to the case of order-disorder ferroelectrics like KH2PO4 where the potential 
field is strongly anharmonic. In this case, where the permanent electric dipoles 
move in a potential with more than one equilibrium position, the soft collective 
excitations are not phonons but rather unstable pseudo-spin waves. 
1.3.2 Landau Theory 
Landau theory (Landau, 1937) can be applied to a wide variety of different 
systems. This approach is quite general and it has been successful in deriving 
useful relationships between the various properties of the substances to which it 
has been applied. The approach which Landau adopted was phenomenological. 
The construction of a Landau theory for any system is still a necessary initial 
step in the application of more sophisticated techniques. 
If we consider the electron density p0(r'), which will be invariant under the 
operations of the space group, then for a second-order phase transition the new 
distribution for the low symmetry phase can be written as (Cochran 1971, Scott 
1974) 
p(r=po(r)+Lp(r) 
where p()  is invariant under the operations of the low- symmetry space-group, 
and the symmetry group of p(i) must be a subgroup of that of p0(r'). Landau 




the functions cbjj form a basis for the nth irreducible representation of the sym-
metry group of p0(r"). Landau's second assumption is that changes correspond-
ing to two different representations will set in at the same temperature only by 
accident. Hence L\p(r) will be re-written as 
The difference between the theories of Landau and Cochran is that Cochran 
assumes not only that Lp(r) can be expanded in terms of the irreducible repre-
sentations (only one of which characterize the structural change), but in addition 
that Ap(r') can be expanded in terms of normal mode coordinates of the lat-
tice and that only one of these will characterize the symmetry change at T. 
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Cochran's theory is more restrictive, since in general there may be more than 
one orthogonal normal mode of each symmetry class. Generally the soft mode 
concepts are more appropriate to continuous phase transitions: soft mode ap-
proach is\dynamical theory while Landau theory is a static. 
In this section the Landau theory of phase transitions (Landau and Lifshitz 
1959) is applied to the structural phase transition of the KDP family. KDP 
are uniaxial ferroelectrics. The order parameter Q2 = Q can then always be 
chosen to be real. For a crystal with a unique ferroelectric axis the polarization 
vector Q can have only two orientations which coincide with the positive and 
negative direction of that axis. The energy of the crystal for the two directions 
of polarization Q and  -Q must be the same. Thus to obtain the free energy as 
a function of the degree of polarization we require only even terms with 
G=Go + aQ2 +dQ4  
where the coefficients may be functions of temperature. The high-symmetry 
phase has < Q >= Q0 = 0. For a first-order phase transition to occur there 
are no symmetry requirements; it is only necessary for the free energies of the 
two phases to be the same at the transition temperature. In a second-order or 
continuous phase transition the properties of the crystal change gradually; only 
one phase is stable at any one temperature. To ensure that a transition occurs, 
it is sufficient to assert that the coefficient a changes sign at T, while to ensure 
stability, the coefficient d must be strictly positive. The simplest assumptions 
are to write 
a = a(T - T) near T 
and assume that all other coefficients are independent of temperature. It then 
follows that the free energy of for the KDP type model is (see Bruce and Cowley 
1980 ) 
G=Go + a(T_Tc )Q 2 +dQ4  
E:] 











the free energy for the equilibrium displacement is given by (Bruce and Cowley 
1980) 
- a(T - T)2  
G=G0 	 T < T,,  
4d 







I82 G The susceptibility X=o = 
	
-1 
 is then 
X(0)(TT) T > T,  
and 
X(0) = 2a(T— T) T < 
T 	 (1.2) 
A first order phase transition occurs if d> 0. But if d is negative, G is unbounded 
and the expansion must be extended beyond quadratic terms. Adding an extra 
term to the energy, the free energy can be written as 
C = C0 + a(T -TC)Q2 + dQ + hQ6 
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where d is now negative and h is assumed to be positive. The transition is of 
first order and for T < T the order parameter is given by 
—d± ./(d-4ah(T—T) 
Q= 2h 
It was shown that for a second- order phase transition that the order parameter 
varies close to the transition temperature according to equation (1.1), and the 
susceptibility close to the phase transition is defined by equation (1.2) Now 
equations (1.1) and (1.2) can be rewritten as 
Q=(T—T) 
where /3,-)' are known as the order parameter and susceptibility exponents, re-
spectively. The critical exponent describes the behaviour of a system near the 
critical temperature T. The reason for focusing on the critical exponent near the 
critical temperature is because near this point the behaviour of the leading terms 
in the Landau free energy expansion is dominant, which then makes the critical 
exponent easily determined. Critical phenomena occur mainly in a continuous 
phase transition. Despite the fact that transition temperatures are substantially 
different from material to material there is a close similarity among the values 
found experimentally for each exponent- for example, a superconductor near its 
transition temperature behaves very similarly to a ferroelectric near its transi-
tion temperature (Stanley 1971). The similarity of critical behaviour is known 
as universality and it turns out that it is connected to the spatial dimensionality 
and the number of order parameter components of the system. Systems with 
the same number of order-parameter components n and critical dimensionallity 
d belong to the same universality class. 
Landau theory fails to-provide a valid general theory of static critical phenomena. 
The values of the critical exponents /3 and disagree with most experiments. 
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1.4 A KDP-Type Antiferroelectric Phase 
Transition in ADP 
Above its antiferrelectric transition point ADP is isomorphic with KDP. At a 
temperature T, = 148k a sharp first order transition to the antiferroelectric state 
takes place accompanied by pronounced thermal hysteresis and a discontinuous 
drop in the dielectric susceptibilities. The paraelectric structure of ADP has 
been established by x-ray and neutron diffraction measurements (Ueda 1948, 
Keeling et al 1955, Tenzer et a! 1958). The main features of the structure are 
the same as in KH2PO4 with ammonium groups substituted for the pot assiums. 
The NH4 group are tetrahedrally connected to four PO4 groups by N--H--0 
bonds. The space group is 1:12d with two molecules in the body-centered tetrag-
onal unit cell. The space group of the antiferroelectric phase was determined by 
x-ray diffraction (Keeling et al 1955), and by neutron diffraction (Hewat 1973), 
is P212121. There are four molecules in an enlarged orthorhombic cell. The 
redefinition of the unit cell from body-centred to face centered in this case is 
accompanied by a doubling of the unit cell size with the crystallographic axes 
in the ab plane rotated by 45° (Lines and Glass 1977). The primitive unit cell 
has no longer any body-centred conditions on the Bragg reflections, and addi-
tional reflections appear in the low temperature phase. A large isotopic shift of 
the transition temperature occurs on substitution of Hydrogen for deuterium, 
thus demonstrating the important role of the Hydrogen bond in the transition 
mechanism. 
Nagamiya (1952) recognized the phase transition as antiferroelectric and demon-
strated that many of its characteristics could be understood in terms of a Slater-
type of ferroelectric model but with the energy Ej of Table 1 negative. In ADP, 
the largest changes occur in the dielectric constant e., that is they take place 
in a direction perpendicular to the C-axis. This can be explained, while still re-
taming the general idea of proton ordering, if there are two protons- one above, 
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one below near to each PO4 tetrahedron as shown in fig 4 a. This is different 
from the scheme, two above, or two below, which occurs in KDP, for ADP 
dipole moments are directed perpendicular to the C-axis. 
Atoms in this process correspond to oppositely directed displacements of the 
atoms in adjacent unit cells with a resultant doubling of the unit cell and the 
elementary dipoles from polar chains fig 4 b strung out along one of the coordi-
nate axes either X or Y. corresponds to an antiferroelectric state. The resulting 
dipole moments cancel and the ordered phase is antiferroelectric and no spon-
taneous polarization develops. The order parameter can be measured because 
the atomic displacements are directly proportional to the intensity of the new 
Bragg reflections. 
In the soft mode approach the antiferroelectric ordering involves the instability 
of a phonon at the Brillouin zone boundary, 	where Q is a reciprocal lattice 
vector. The most important structural feature of both KDP and ADP in their 
two phases is the H2PO4 network in which each phosphate group is linked by 
0— —H - —0 hydrogen bonds to a tetrahedral arrangement of phosphate group 
neighbours. A significant difference between the two structures, however is that 
in ADP each ammonium group is tetrahedrally connected to four phosphate 
groups by N - —H - —0 hydrogen bonds. 
1.5 	The Mixed System 'Rbi _(NH4)H2PO4' 
Solid solutions of ferroelectric RbH2PO4, and antiferroelectric NH4 H2PO4 pro-
vide a system with competing interactions which in many ways is the structural 
analogue of an ideal magnetic spin-glass. Dynamic measurements using light 
scattering and dielectric techniques have shown (Courtens 1982, 1983, 1985) 
that at low temperatures (below 110 K) the system responds with very 
long relax ation times. This behaviour is characteristic of a system with corn- 
12 
peting interactions and in a magnetic system of spin-glass behaviour. 
Rbi_(NH4)H2PO4offers a perfect opportunity of studying structural compe-
tition leading to frustration effects in a dipolar system. In structural glasses one 
anticipates a much larger coupling to the lattice than in a spin-glasses (Courtens 
1987), as electrostriction is much stronger than magnetostriction, and therefore 
these system are closer to honda fide glasses. 
ADP and RDP have nearly the same transition temperature together with a 
of the ionic radii, helps 	fc the effect of mixing. The solid solu- 
tions can be grown as a single crystal over the full range of concentration. Crystal 
with excellent quality and rather large size are relatively easy to grow. No ten-
dency to any chemical clustering has been detected in diffuse x-ray scattering 
experiments (Courtens et al 1984) that would be highly sensitive to it in view 
of the strongly different form factors of NH and Rbt X-ray scattering stud-
ies of this mixed crystal system were made by Courtens (1982) in the Rb—rich 
region and by lida and Terauchi (1983) on the NH4 -rich side. The phase dia-
gram fig 5 shows that at low temperatures and for small values of x (r < 0.22), 
RADP has an orthorhombic structures similar to RbH2PO4 and is ferroelectric, 
while for z > 0.785  the structure is similar to that of ADP-orthorhombic and 
antiferroelectric. In the intermediate range, 0.22 < x <0.78, the crystal struc-
ture remains tetragonal down to the lowest temperature, but below about 110 
K there is evidence of glass-like behaviour. Diffuse X-Ray scattering measure-
ments have been performed with concentrations; x=0.35 (Courtens et al 1984), 
x =0.49, 0.68, 0.72, 0.78 (Cowley et al 1985) ,-x=0.8, 0.7, 0.6 (lida and Terauchi 
1983, Terauchi et al 1984, Hayase et al 1985). i=0.15, 0.3, 0.5, 0.7 (Hayase 
et al 1987). These measurements have shown that the glass phase has a short 
range incommensurate structure with a wavevector jalong the a*  direction. The 
measurements close to the boundary of the antiferroelectric structure, x=0.7 to 
0.8, showed that the antiferroelectric correlations decayed surprisingly rapidly 
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Figure 5. Phase diagram of PADP (after Col2rtens 1983). 
Theories in this area has followed two lines, mean field model and Monte-Carlo 
calculations. Prelovesk and Blinc (1982) presented the first theory for proton 
glasses, based on Slater groups with both positive and negative Slater ener-
gies E0. Their agreement with observed FE and AFE phase boundaries was 
poor. A more recent model of Selke and Courtens (1986) incorporating the acid 
protons and their coupling to the NH4 groups, was studied using Monte-Carlo 
simulation. The results were in reasonable agreement with experiment and in 
particular the topology of the phase diagram was reproduced. A more detail 
review on theories in RADP will be discussed in chapter5. 
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Chapter 2 
X-Ray Scattering Background 
2.1 Introduction 
X-ray scattering techniques were used for the experimental measurements on 
RADP system and RDP in chapters three, four and six of this thesis. The 
wavelength of x-rays is of the order of interatomic distances, which allows it to 
reveal the periodic structure of crystals in diffraction experiments. X-ray scat-
tering has shown that new and exciting ideas about condensed matter systems 
can always be learned. 
The objective of this chapter is to review the relevant theoretical and exper-
imental background of x-ray scattering, special details of each experiment are 
discussed in the relevant chapters. The remainder of this chapter is organized 
as follows. In section 2.2 the theoretical background for x-ray scattering is re-
viewed. Section 2.3 briefly discusses the experimental background about triple 
x-ray spectrometers. 
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2.2 Theory of X-ray scattering 
The scattering arises from the electromagnetic interaction between the electric 
field vector of the electromagnetic wave (x-ray in this case) and the electrons 
in the crystal.. The interaction induces a time dependent fluctuation of the 
wavefunction of the electrons in the crystal and the fluctuating current den-
sity corresponding to these changes is the source of the scattered waves. If we 
consider an atom containing a single electron, then the charge density p, and 
the current-density J at any point are connected by the equation of continuity 
(Pinskner 1978) 
+divf=O 
Now the field due to the incident wave will perturb the atomic field, and hence 
the corresponding perturbed current-density J varies periodically with time, and 
gives rise to radiation. 
van Hove (1954) showed that for neutron scattering from a plane wave state and 
within the Born approximation, the differential cross-section which defines the 
probability of the particle being scattered into a solid angle d1 with energy in 
the range E -* E + dE is given by 
2  d2 	
Pm< nIbjeIm >1 8(hw+ Em - E) dEdIKinm 	i 	 I 
where En and K1 are the energy and wavevector of the incident particle, and 
Em and K1  are the energy and wavevector of the scattered particle. Pm is 
the probability distribution of the initial states of the system, m and n are the 
initial and final states of system, b describes the interaction between the incident 
particles and the atoms comprising the system, the El is over all of the atoms in 
the system and the S function describes the energy distribution of the scattered 
particles. 
In a crystal the x-ray scattering is by the electron with conservation of energy 
and momentum. The momentum transfer is given by hQ where 
The x-ray scattering cross-section can be written as 
d2 	2()2  P 	n 	em 
2 
S(hw + Em - E) (2.1) dEdf - nm 
where (y)  has the unit of length and is just a constant, and ()2  is a 
polarization factor. The sum in 1 is over all the electrons in the system and the 
delta function S(hi.'+Em En ) describes the energy distribution of the scattering 
particles or x-ray photons. For a single atom held fixed the quantity 	can 
be written as 
e2 	= 	e' 	 (2.2) 
whereri  is the position of the atom in the crystal at any instant. The second 
term of the right hand side of the above equation can be written as 
f() = 	 (2.3) 
which is the atomic form factor for x-ray scattering by a single rigid atom and is 
function of 0. Now equation (2.1) can be written in terms of equation (2.2) and 
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(2.3), hence the differential scattering cross-section for a monoatomic system 
can be written as 
d2o 	e2 2 -# -. 2 	-. 2 	-. 




S(h+Em En) 	(2.4) 
nm 
which is known as the van Hove scattering function and depends only upon the 
positions and motions of the atoms within the scattering medium. For a crystal 
composed of N unit cells with n atoms per unit cell we replace the form factor 
f() by the structure factor F(Q) where 
F() = E f(b)e 
and each atom is at site + Fb where 1 denotes the cell site and b denotes the 
atom within the cell. In a real crystal the atoms are in thermal motion about 
their lattice sites. The form factor f(b), must be replaced by (see for example 
Glauber 1955, Lipkin 1960) 
f(b, ) ='— W(b,c;i) 
in which 
W(b,c) = 
where W(b, ) is known as the Debye-Waller factor and Ulb labels the displace-
ment of the bh ion in the lih unit cell. Then the Bragg intensity will be reduced 
by the effect of the thermal motion. 
The position of an atom at any instant is 
where 	is the mean equilibrium position, and U is the displacement of the 
atom from its equilibrium position. For a harmonic crystal the displacements 
U1 can be written in terms of the normal mode (Bruce and Cowley 1980) 
U2 = qj Nm qi 
Aq1 is the amplitude of the normal mode which, since 01 is real, must satisfy the 
constraint 
Aqj =A-q1  
Now the normal mode coordinates are written in terms of phonon creation (at) 
and destruction (a) operators (Bruce and Cowley 1980) 
h1 
Aqj =()(a + at 
2Wq 	-qj 
) 
The properties which justify the names creation (at) and destruction (a) oper-
ators are (Cochran and Cowley 1967) 
at fl >= (n+1)n+1> 
aim >= nijn —1> 




1e(a + aI) 
qj 
or 




Eq,( 	) 2wq,Nm 2 
eq1 
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where WqJ is the frequency of the normal mode, and , is the eigenvector of the 
normal mode, and N is the number of unit cells in the crystal. Eq, is the energy 
of a mode with eigenvector Fq,. Now the term 	of equation (2.4) may then 
be expanded, as a power series in the displacements, d, hence 
<nJEe'im> = <nJe2 i 
	
- 	 2  euj(+...m> 	
(2.6) 
Now equation (2.6) can be rewritten using equation (2.5) 
em> = 	E e' + ie2iQ.Eqj 
(a + a) + 	rn> 	 (2.7) 
and equation (2.4) can be written in term of equation (2.7), as 
S(,) = 	Pm <fl> e' + >: e'.Eq1  
mn 	 j 	q, 
(a + ate) + ... rn> 8(hw + Em - E) 	(2.8) 
The leading term of the above equation has rn = n which then gives 
2 
NV, 	S(— d)6(hw) 
j 	 d 
and d is a reciprocal lattice vector where Vz = 	is the volume of the Brillouin 
zone or reciprocal unit cell. The S function is defined by 
S()=O 	for O=t o 
f 8(0)dV = 1 
X-rays have high energies and the energy changes incurred by the X-ray in a 
normal phonon scattering event is negligibly small, which makes it possible to 
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which is similar to the measuring of the differential cross section. 
do, - 1+X3 d2ci 
J-oo d1ldE 
The differential elastic Bragg scattering cross section for a monoatomic system 
is therefore 





with 	= d, where c is a reciprocal lattice vector and it occurs for a few Q, 
and only when hw = 0 and the x-ray scattering is totally elastic and there is no 
interchange of energy between the scattered beam and the crystal, the quantity 
measured provides a direct determination of the crystal symmetry and of the 
magnitude of the lattice constants and structure. 
Now consider the second part of equation (2.8) 
<fl 	 + aI.) m > 5(hw + Em - E) 
qi 
when m has one phonon more than n, then 
Em -  En  = hwqj 
and the delta function becomes S(Iiw + hw) but when m has one phonon less 
than n then 
Em - E = hwqj 
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and the delta function becomes S(hw - hwy,). Then the one phonon part for the 
van Hove scattering function Si(Q,w) can be written as (Cochran 1963) 
Si(,w) = 
qj a 
[(nqj + 1)8(hw - hw_qj ) + nqj 8(hw + hw_q,)] 
In the above equation the momentum conservation Q + - Ô = 0 is expressed by 
the 6(Q+—G) function. And also we have neglected any time-dependent effects 
because the lattice frequencies are very much smaller than x-ray frequencies. The 
differential scattering cross section for the one phonon scattering can be written 
as 
= 	 0)2 	I 	Si( Lo) d(w) 
dQ mc2 	 f—co 
The intensity scattered by this wave is therefore concentrated entirely at a dis-
placement —from each reciprocal lattice vector and the above equation will give 
rise to a delta function in Fourier space. A group of adjacent modes will, how-
ever produce a continuous distribution of scattering in reciprocal space, hence 
the term diffuse scattering. The intensity of the thermal diffuse scattering of 
x-rays is therefore related to the frequencies of the normal modes. 
2.2.1 Theory of critical scattering 
In an x-ray scattering measurement it is not possible to obtain sufficient energy 
resolution, and hence x-ray scattering measures the differential scattering cross-
section integrated over all energy transfers. In KDP the scattering is dominated 
by the acoustic modes by the ferroelectric fluctuations (Cowley 1976) and inter-
action between them. In KDP we are concerned with ferroelectric fluctuations 
for which the reduced wavevector is small. Then the one phonon-part S() is 
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given by (Cochran 1969) 
S() 	F( Q) F1(—Q) C( ')8(Q + 	 (2.9) 
ij 
where ,j  is the static displacement-displacement correlation function and is 
related to the static susceptibility 
- 1 
- KBTX 	 (2.10) 
where hw < KBT. The delta function ensures wavevector conservation. The 
one- phonon structure factor F() is given by 
= E f(lk)e 	[i7(1k, )]e ( ' )  
Now the one-phonon scattering function, equation (2.9), can be written in terms 
of the static susceptibility using equation (2.10), hence 
This result shows that the one-phonon parts are determined by the normal mode 
static susceptibility. In a disorder system like KDP there are no normal modes 
of vibration describing the small oscillations of the atoms and molecules, but 
the soft modes are described by a spin variable 31k  where 
Slk = 
ë'(kl, ) is the eigenvector and s is the amplitude of the spin normal mode. The 
spin mode static susceptibility is related to the spin normal mode Jlk  by the 
relation (Bruce and Cowley 1980) 
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The advantage of this relation is that it shows that any one static pseudo-spin 
wave susceptibility can be obtained in terms of the spin normal mode suscepti-
bility. The temperature dependence of the static susceptibility at = 0 can be 
written as (Stanley 1971) 
iT 	--Y 4C+ --1) 
where -y is the susceptibility exponent which is unity for classical theories and 
can be different for real systems 
2.3 Experimental background 
In the x-ray scattering measurements of chapter three , four and six, triple axis-
spectrometer were used and in this section we discuss briefly the main features of 
this instrument (for more detail see Rayn 1986). The X-ray source is a rotating 
anode tube with a copper target, CuKc radiation is chosen, the rotating anode 
source operat at 3KW. Fig 1 shows a schematic picture of a triple-crystal x-ray 
spectrometer, it comprises an x-ray source followed by a monochromator. The 
sample crystal is mounted on a rotation axis conventionally called Psi'&', the 
analyser crystal and detector are mounted on a second rotation axes, Phi'ç/J. 7P 
and 0 are the experimental variablec. 
The triple-crystal x-ray spectrometer is normally configured with °m = 
where m, a and s refer to the monochromator, analyser and sample crystal. 
The single crystal used for the monochromator 'm' and analyser 'a' may be a 
mosaic crystal such as pyrolytic graphite, or it can be a perfect crystal, like 
germanium or silicon. Usually the analyser and monochromator are taken flat 
and perpendicular respectively to the scattering plane. The sample crystal is 
always flat and may be perfect or mosaic depending on the quality of the sample. 
The monochromator, sample and analyser crystals all must be sufficiently large 
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Figure 1. A Schematic diagram of the t7ple—c7-ystal 
X—ray diffractoyr&eter. 
to intercept all of the beam. Finally the detector, normally a scintillation counter 
or proportional counter must have an energy window considerably larger than 
the range of energy defined by AA, where A is the incident wave length. 
It is accepted by various authors (Eisenberger et al 1972, Rayn 1986, Cowley 
1987) that essentially the spectrometer resolution function is controlled by the 
monochromator and analyser crystals, and also by the wavelength spread of 
the x-ray, which is determined by the line width of the x-ray line (CuKa j and 
CuKa2). 
The resolution function is of fundamental importance to the successful out-
come of any attempt to quantitatively measure the scattered intensity in x-ray 
scattering, hence understanding the instrumental resolution function is an im-
portant condition. Normally in low resolution measurements pyrolytic graphite 
monochromator and analyser are used. These pyrolitic graphite crystals have a 
mosaic spread of about 0.4° at FWHM for CuKcr1, and they give a reciprocal 
space resolution of 2 x 10_2A0  In measurements where intensity is more im-
portant than resolution graphite monochromator and analyser are preferred. For 
high resolution measurements, silicon monochromators and analysers are used. 
Dramatic improvements in resolution in this case from 102A0 ' to 10_4A0 -1 
are of course only won at the expense of the signal in a scattering experiment. 
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Chapter 3 
X-Ray Scattering Studies of the Structural 
Glass 'Rb1_(NH4)H2PO4' 
3.1 Introduction 
The material presented in the first part of this chapter has been published in 
Zeitschrift fur physik B : condensed matter (Amin,Cowley and Courtens 1987 
). It describes the first detailed x-ray scattering measurements on two crystal of 
Rb1_(NH4)H2PO4" RADP " with x 0.22, near to the boundary between 
ferroelectric and "structural glass " behaviour at low temperature. 
The second part reports a detailed x-ray scattering experiments to study the 
glass-like phase of Rbi_(NH4)H2PO4with x = 0.25 . RADP providein the 
field of structural transitions a valuable analogue and alternative to the magnetic 
glasses. The reason for studying model structural glasses is obviously to improve 
our understanding of glassy and amorphous materials in general. In the field of 
structural glasses, there is a great advantage in investigating dipolar system, as 
opposed to quadrupolar or higher multipolar ones. The study of this material 
RADP offers new experimental possibilities and might also reveal rather novel 
aspects of freezing into glass 
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PART I 
3.2 The X-ray scattering 
Two single crystals of RADP with x 0.22 were used in this work. They were 
grown by slow evaporation of a water solution of the starting materials. Crystal 
(I) was removed from the solution a few days before crystal (II), and because 
the ammonium ions tend to be incorporated more readily in the growing crystal, 
Crystal (I) probably has the higher ammonium concentration. 
The crystals were cut so that one face was perpendicular to the [100] crystal-
lographic axis. This face was mounted vertically in a strain free manner with 
GE701 varnish to the variable temperature stage of a closed-cycle cryostat with 
either an [010] or [001] crystallographic axis vertical. The temperature was con-
trolled between 10 K and 300 K with a stability of ± 0.02 K. The cryostat was 
mounted on a triple axis X-ray diffractonieter. CuKa radiation was produced 
by a GEC Avionics rotating anode tube and a flat pyrolytic graphite monochro-
mator was used to monochromate and collimate the incident X-ray beam, while 
a similar analyser was used to define the scattered X-ray beam. The resolution 
was dependent on the wavevector transfer, but was typically (FWHM) about 
0.02 reciprocal lattice units in the scattering plane and 0.05 reciprocal lattice 
units perpendicular to that plane. The measurements were then performed using 
the extended face (Bragg) scattering geometry. 
The difference in the lattice parameters of the two crystals was measured by 
X-ray diffraction at room temperature. The results were consistent with a con-
centration of 0.2 ± 0.02 and suggested that the difference in concentration 
xl - xli = 0.02 ± 0.02. 
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3.3 Experimental Results 
3.3.1 Preliminary measurements 
Measurements were made of the X-ray scattering for wavevector transfers in the 
(IIKO) plane. Typical results for crystal (I) are shown in fig 1 for scans along 
(6 + , 2,0) and (6, 2 + ij, 0) with and 	small. All wavevectors are expressed 
in reciprocal lattice units. At 72 K there are two broad satellite peaks, with 
±0.14 in addition to the intense Bragg peak. These satellites are also 
observed at 60 K and 20 K. In addition, at 60 K and 20 K there are stronger 
peaks with smaller wavevectors; 	±0.06 at 60 K and ±0.075 at 20 K. At each 
temperature below 80 K scans with the wavevector transfer along (6 + , 2,0) 
showed peaks only for ±0.14. In order to understand the origin of these peaks, 
similar scans were performed around several different Bragg reflections, and the 
results at 20 K are shown schematically in fig 2. Satellite peaks were observed 
around each Bragg reflection with wavevector (H ± j, K, 0) and (H, K ± 0) 
with 	0.14. These peaks are characteristic of the scattering from a short 
range incommensurate structure. The positions of the other peaks were more 
complicated. The peaks only occurred in scans with Q = (H, K + f) 0) with 
values of -proportional to the coordinate H of the parent Bragg reflection, fig 2. 
This behaviour is characteristic of the scattering from the ferroelectric phase and 
arises from the splitting of the crystal into different ferroelectric domains when 
the unit cell shears to its orthorhombic structure. Since at 20 K the intensity of 
the Bragg peak is more intense than that of the ferro- electric peaks, the bulk of 
the crystal has an incommensurately distorted tetragonal structure below 80 K 
but there is a small portion of the crystal which, at lower temperatures, distorts 
to an orthorhombic ferroelectric structure. 
Similar measurements were made for crystal (II) and the results are shown in 
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Figure 1. X—ray scattering observed for wavevector transfers 
near the tetragonal Bragg reflect-ion (6 2 0). At 72 1, the 
broad peaks correspond to the incommensurate modulation, and 
the additional peaks at Lower temperatures arisc'from the 
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Figure 2. Distribution of peaks in the scattering around 
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Figure 3. X—ray scattering observed for scans through the 
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Figure 4. Distribution of peaks in the scattering around 
the (8 4 0) and (6 8 0) Bragg reflections for crystal II 
at 70K. 
incommensurate-like structure below 80 K, but that these decrease in intensity 
on cooling below 60 K and can hardly be observed at 20 K. The ferro- electric 
peaks are, however, much stronger than in crystal (I) and, as shown in fig 3, 
have similar intensities to the undistorted Bragg peak at the intermediate tem-
perature, 60 K, and on further cooling only the ferroelectric peaks are observed. 
Crystal (II), therefore, has a short range incommensurate structure below about 
80 K, a mixed incommensurate and ferroelectric structure between about 70 K 
and 50 K and is almost wholly ferroelectric below 50 K. 
Before discussing these results in more detail it is worth commenting that the 
ferroelectric peaks occur always along in sample (II) and along 17 in sample (I). 
This difference is not significant and arises from the arbitrary choice of the [100] 
and [010] axes. It is, however, significant that both sets of ferroelectric domains 
do not occur in either crystal. It is only in very high quality KDP that both 
sets of the possible ferroelectric domains do not occur and so the occurrence of 
only two domains in these mixed crystals suggests that they are very free from 
any defects which might act as sources for new domain walls. 
3.3.2 The incommensurate structure of crystal (I) 
The temperature and wavevector dependence of the X-ray scattering associated 
with the incommensurate correlations was measured in detail for wavevector 
transfers close to the (620) Bragg reflection. The results are shown in figs 5-
7. The peak in the scattering is not distinguishable above 82 ± 2K, and its 
intensity increases steadily as the crystal is cooled until, below 35 K, the in-
tensity is independent of temperature. The results shown in fig 5 are typical 
but differed slightly when the X-ray beam was incident on different parts of 
the crystal. On heating the measured intensity was similar to that obtained on 
cooling although some hysteresis was observed. The mean wavevector describing 
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Figure 5. Intensity of the incoimmensurate peaks as a 
lovi of temperature for both crystal. 
ature at 0.137 ± 0.002a*. The width of the peak is shown in fig 7. The full 
width at half maximum along a decreases on cooling until about 70 K below 
which it is constant and substantially wider than the experimental resolution. 
The width corresponds to the incommensurate structure being well defined for 
about 7 wavelengths. Fig 7 also shows the width perpendicular to a*  in the 
(001) plane. The width decreases steadily on cooling and becomes constant at 
the resolution width below 55 K. 
3.3.3 The ferroelectric domains of crystal (I) 
The X-ray scattering associated with ferroelectric domains was studied in crystal 
(I) by observing the scattering close to the (620) Bragg reflection. The width of 
the ferroelectric Bragg scattering was found to be resolution limited showing that 
it came from regions of the crystal with comparatively long range ferroelectric 
ordering. The temperature dependence of these ferro- electric Bragg peaks is 
shown in fig 8. On cooling the scattering is observed only below 60 K and slowly 
increases but on heating it is largely independent of temperature up to 60 K 
and can be observed below 72 K. The temperature dependence of the tetragonal 
phase Bragg peak is also shown in fig 8. It decreases slightly on cooling by an 
amount such that the sum of its intensity and the intensity of the ferroelectric 
Bragg peaks are almost constant. These results show that the bulk of the crystal 
has a tetragonal structure with short range incommensurate correlations but that 
about 1-th of the crystal has the ferroelectric structure. When the X-ray beam 
was incident on a different part of the crystal the fractions of the two different 
components were different. The shear angle corresponding to the position of 
the ferroelectric scattering is shown in fig 9. At low temperatures it is 0.69° ± 
0.02° and decreases at higher temperatures with very little difference between 
heating and cooling. The shear angle is not zero at the onset of the ferroelectric 
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Figure 7. Temperature dependence of the width of the 
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Figure 8. Temperature dependence of the wavevector of 
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Figure 8. Intensity of the tetragonal and fer-roeLcti-c 
Bragg peaks in both crystals. 
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Figure 9. Shear angle for the fei-roeiecti-i.c structure 
as a function of temperature for crystal I and IL 
structure at low temperature undergo a first order ferroelectric transition. 
3.3.4 The incommensurate structure of crystal (II) 
The X-ray scattering from the incommensurate correlations in crystal (II) is 
different from that described above for crystal (I). On cooling a broad peak with 
a wavevector of 0.122 a*  is observed below 86 ± 2 K, the intensity then steadily 
increases until reaching a maximum at 70 K when it falls to a small value at 
low temperatures, fig 5. On heating the behaviour is very different and there is 
little. intensity below 74 K, when the intensity increases and reaches a maximum 
at 78 K which is close to the value obtained on cooling. These results can be 
understood with the aid of measurements of the intensity of the tetragonal phase 
(660) Bragg reflection fig 8. This shows that the scattering from the tetragonal 
phase decreases rapidly on cooling below 70 K and on heating stops increasing at 
78 K. These results show that the incommensurate scattering in fig 5 arises from 
the tetragonal part of the crystal and on cooling is the result of a competition 
between increasing incommensurate order and a decrease in the volume of the 
tetragonal phase. 
The wavevector of the incommensurate peak is shown in fig 6 and the width of 
the incommensurate peak along a in fig 7. The width of the incommensurate 
correlation is well defined for about 11 wavelength. In both cases the result for 
the crystal (II) are less than the corresponding results for crystal (I). This is 
consistent with the concentration x of crystal (II) being less than that of crystal 
(I). 
Further measurements were made of the X-ray scattering from crystal (II) in the 
(11,0,L) scattering plane. The measurements gave results for both the incom-
mensurate correlations and the ferroelectric scattering which are consistent with 
those obtained in the (H,K,0) scattering plane. The only significant difference 
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was in the intensities of the incommensurate scattering as shown in fig 10 for 
scans around the Bragg reflections (6,0,-4),(5,0,-5),(5,0,---3) and (7,0,-5). 
The result gave large differences in the intensities of the incommensurate peaks 
for G + and G - where G is a reciprocal lattice vector and is the incom-
mensurate wavevector. This asymmetry occurs particularly for reflections with 
H and K odd. The same type of asymmetry in the X-ray diffuse scattering and 
neutron scattering were observed (Grimm et al 1986,Cowley et al 1986) with a 
sample of DRADP with x = 0.65, and were explained as arising from an inter-
ference between the acoustic distortions and the ferroelectric distortions in the 
plane perpendicular to the c-axis. 
3.3.5 The ferroelectric structure of crystal (II) 
The intensity of the scattering from the (6,6,0) tetragonal Bragg reflection and of 
the corresponding ferroelectric Bragg peaks is shown in fig 8. Rather surprisingly 
the total intensity of all the Bragg scattering is quite temperature dependent 
having a maximum at 45 K. The results show that on cooling the ferroelectric 
scattering occurs below 70 K, and that the tetragonal peak becomes relatively 
small below about 50 K. We conclude that, on cooling, crystal (II) undergoes the 
following behaviour: tetragonal undistorted phase above 86 K, tetragonal phase 
with incommensurate correlations 86 - 70 K, mixed tetragonal and ferroelectric 
phases 70 - 45 K, and is pre- dominantly of ferroelectric structure below 45 K. 
On heating the sequence is: ferroelectric phase below 65 K, mixed phase 65 - 78 
K, modulated incommensurate tetragonal phase 78 - 86 K, and tetragonal phase 
above 86 K. The shear angle for the ferroelectric structure deduced from the 
wavevectors of the Bragg reflections are shown in fig 9. There is little difference 
between heating and cooling and the shear angle is slightly larger, 0.06°, than 
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Figure 10. Scattering observed for crystal IT in the 
(H 0 L) plane. Note the asymmetry of the incommensurate 
satellites. 
The transition between the ferroelectric and tetragonal phase must be of first 
order because the shear angle is non-zero at the onset of the ferroelectric phase. 
3.3.6 Structure of the incommensurate correlation 
Measurements of the intensity of the incommensurate peaks were made around 
all the accessible reciprocal lattice points in the (H,K,0) plane for both sam-
ples. Polarization and absorption corrections have been made to the observed 
intensities and the results are listed in tables 1 and 2. The results show that the 
intensities of the Bragg reflections and of the incommensurate peaks for which H 
and K are even have a much higher intensity than those for which H and K are 
odd. The reason for this is that only the oxygen atoms contribute to intensity of 
the Bragg reflections with H and K odd, and hence the satellite peaks and the 
Bragg reflections have similar structure factors. We have there fore considered 
the incommensurate modulation as an acoustic mode propagating along, say, 
the [010] direction and polarized along the [100] direction. Such a distortion 
would be expected to have an intensity which is proportional to IB(HKO)H 2, 
where 15(HKO) is the Bragg intensity for the (H,K,0) reflection. 
In Tables. 1 and 2 the intensity averaged over the ±incommensurate peaks has 
been divided by IB(HKO)H 2 for the peaks along the [010] direction, and by 
IB(HKO)K 2 for those with along the [100] direction. Although the results are 
not constant for different (H,K,0), they are nearly constant for the strong reflec-
tions. This shows that there is a substantial contribution to the incommensurate 
intensity from these acoustic modulations (Cowley et al 1986) as well as smaller 
contributions from the ferroelectric polarization along c and in the a b plane. 
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HKL IB(HKO) I(H + 0.137,K,0) I(H,K + 0.137,0) I(Jf+o.137,K,o) IHK+!o) I()fKo)K I(HKc__ 
8 4 0 744 7.3 21 3.1 4.5 
800 430 0.1 26 - 9.8 
6 6 0 281 3.4 4 3.3 4.6 
6 4 0 665 4.6 12 4.4 4.9 
6 2 0 625 1.4 10 .5.7 4.7 
6 00 1114 0.0 15 - 3.7 
7 5 0 5 0.23 0.07 18.0 2.8 
7 30 2' 0.05 0.17 21.4 14.1 
5 3 0 8 0.06 0.07 7.4 3.3 
5 1 0 157 0.39 0.95 26.0 2.4 
Table .1: Crystal I, T=20 K 
HKL IB(HKO) I(H + 0.122 !(i22 K,o) ,K,0) I(H,K + 0.122, 0) I(HKo)K (-0 .1 22,O) 18(HKO)JP 
8 2 0 440 0.8 6.1 4.4 2.1 
8 0 0 445 0.0 6.1 - 2.1 
6 6 0 149 1.6 1.2 3.2 2.4 
6 4 0 400 2.4 3.4 3.8 2.3 
620 697 - 5,4 - 2.1 
6 0 0 621 0.04 4.5 - 2.0 
4 0 0 589 0.04 1.3 - 1.4 
7 5 0 5 0.1 0.05 10.6 2.1 
7 3 0 2 0.04 0.07 21.7 6.3 
5 3 0 50 0.36 0.16 8.1 1.2 
5 1 0 76 0.15 0.22 19.1 1.1 
Table .2: Crystal II, T=70 K 
3.4 Discussion 
The X-ray scattering from two crystals of Rb1 _(NH4)H2PO4with x 	0.22 
has been measured, close to the boundary between the incommensurate and the 
ferroelectric structure. One crystal (I) develops a short range incommensurate 
structure with a wavevector along the [100] direction of 0.137 a5 and persisting 
for about 7 wavelengths, and the bulk of this crystal remains tetragonal down 
to low temperatures. There are, however, small parts of the crystal which on 
cooling transform to a ferroelectric structure between 60 K and 40 K and on 
heating this ferroelectric structure persists until about 70 K. This hysteresis and 
the temperature dependence of the shear angle for the ferroelectric phase, fig 
9, show that the transition between the tetragonal and ferroelectric phase is of 
first order. The second crystal with x slightly smaller behaves similarly except 
that, in this case, the short range incommensurate modulation wavevector is 
slightly smaller, 0.122 a5 , and persists for a slightly longer length scale of of 
about 11 wavelengths. The bulk of the crystal transforms from the tetragonal 
to the ferroelectric phase between 70 K and 40 K on cooling and at 75 K on 
heating. These results are consistent with the knbwn properties of the phase 
diagram (Courtens 1982,1983,1985) the boundary between the ferroelectric and 
'glass like' phase is almost independent of- 	ckh,&r at low temperature, 
and that the ferro- electric phase is obtained on cooling the 'glass' phase for 
sufficiently small x. This study has shown that the 'glass' phase is to a good 
approximation a short range incommensurate phase, and the transition between 
the glass and ferroelectric phases is of first order. 
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PART II 
3.5 Experimental arrangements 
The measurements were performed on a crystal of Rb1_(NH4)H2PO4with x = 
0.25 of size 4 x 5 x 4 mm'. It was mounted with GE7031 to the variable 
temperature stage of a closed-cycle cryostat on a three -axis diffractometer which 
would allow for scans in the (h k 0) plane. The closed-cycle cryo-refrigerator 
allowed temperature control over the the range 10 K to 300 K with a stability of 
±0.02k. A Marconi Elliott rotating anode tube provided high intensity CuKcr. 
radiation. The primary beam was monchromated by a graphite monochromator. 
A second graphite crystal was used to collimate the x-ray beam scattered by 
the sample. The resolution of the instrument is dependent on the wavevector 
transfer, but in the scattering plane it was typically 0.02A° 1  and 0.05A° - 
in the vertical plane. 
3.5.1 Low Temperature scattering 
The crystal was cooled to 15k. Measurement were made of the x-ray scattering 
around all the accessible reciprocal lattice points in the (h k 0) plane. 
Scans were performed by changing the wavevector along either the [1 0 0] or 
the [0 1 0] direction. The Bragg reflections showed no evidence of any splitting 
which agreed with the phasetdiagram (Courtens 1982, 1983). This is due to the 
ADP ordering which force the specific bonding of the ammonium proton which 
then compete with acid-proton bonding and)because of this competition, RADP 
remain in the tetragonal structure even at very low temperatures. Typical results 
for the diffuse x-ray scattering are shown in fig 11 for scan around the Bragg 
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Figure 11. The diffuse X—ray scattering observed at 15 K 
through the Bragg reflections (8 0 0), (7 3 0), and (5 1 0). 
The very intense Bragg reflections have been omitted from 
the center of the scans. Note the Large asymmetry of the 




reflections (8 0 0), (7 3 0) and (5 1 0). The resultsfor the relative intensities of 
the different diffuse peaks around all the accessible Bragg reflection in the (h k 
0) plane are shown in fig 12. Absorption and polarization corrections were made 
in the cross-section. The results averaged for Bragg reflection (h k 0) and (h 
k 0). The relative intensities should not be considered to be more precise than 
+207due to the level of the background scattering. 
The diffuse scattering near the strong Bragg reflections (8 2 0), (8 0 0) (6 2 0), 
shows similar intensity for G + and G - and the wavevector of the maximum 
intensity is about 0.19 a. In contrast, the diffuse scattering, near the weak 
Bragg reflections (7 1 0) and (7 3 0) showed a large asymmetry for G + and 
3.5.2 Temperature dependence of the diffuse scattering 
The temperature dependence of the diffuse scattering observed with wavevector 
transfer (8 0 0) is shown in fig 13 a b. The peak intensity initially increases as 
the temperature decreases , after which the intensity increases very slowly. On 
heating from low temperatures the intensity initially has a plateau at 35 K and 
then decreases in much the same manner as was for heating. But below 35k, fig 
13 a, there is a considerable hysteresis on heating and cooling and is spread over 
about 35k. 
The hysteresis effect suggest a strong influence of processes associated with the 
onset of freezing. 
The mean wavevector describing the short range structure close to the (8 0 
0) Bragg reflection is shown in fig 14 a and is independent of temperature at 
0.18 ± .002a*.  The width at (FWHM) along a decreases on cooling to about 
40 K, below which is constant and substantially wider than the experimental 
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Figure 12. The relative intensities of the diffuse peaks 
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X—ray scattering near the strong Bragg reflection,(8 0 0). 
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Figure 14 b. Temperature dependence of the width of the 
diffuse scattering 
shown in fig 4 b. It decreases steadily on cooling but below 40 K it is roughly 
constant, and still wider than the experimental resolution. 
A detailed study of the x-ray scattering around the (7 1. 0) reflection was made 
and the results are shown in figs 15. It shows the temperature dependence 
of the diffuse scattering and the intensity of the diffuse peak decreases with 
increasing temperature and there is still a broad peaks at 80k, fig 15, which 
slowly disappeared by around 100k. The result of fig 15 can be compared with 
the observation by Cowley et al (1986). This work showed broader peaks and 
larger wavevector 4= 0.32 for x=.49, which could be observed up to 120 K, 
the persistence of this peak at 120 K was explained to be associated with very 
slow reorientation of the NH4+. 
3.5.3 Structure of the incommensurate correlation 
X-ray scattering measurements around all the accessible reciprocal lattice points 
in the (h, k, 0) plane were made. In fig2 polarization and absorption corrections 
were made to the intensities observed. This shows that reflections with H and 
K odd are very weak, whereas reflection for even values of H and K are very 
strong and fairly symmetric in ± 	This is because if the scattering by the 
oxygen atoms is neglected, the Bragg reflections with H and K odd will have 
zero intensity. 
Near the strong Bragg reflections the short-range structure is considered to arise 
from an acoustic mode propagating along, say, the [0 1 0] direction, and polar-
ized along the [1 0 0] direction. Then the intensity of the acoustic modes will 
be expected to be proportional to IB(HK) H 2, where IB(HKO) is the Bragg 
intensity. In table 3 the intensity observed is averaged between ± divided by 
IB(HK)K 2, or by IB(HKO)H 2 for the diffuse peaks along the [0 1 0] direction. 
We know that (Cowley et al 1986) if the acoustic-mode displacement was corn- 
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Bragg ref lecion 1(+019K,0) I(HK+o.i,o) 
10(HKo)ic1  12(HKO)JP 
820 4.02 3.6 
800 - 3.4 
660 4.3 3.1 
640 5.3 3.85 
6 2 0 5.45 4.12 
73 0 55.6 19.3 
71 0 270.3 4.2 
53 0 26.5 4.75 
5 1 0 21.8 0.78 
Table .3: All the numbers have been v1 tptd bj cv crLtrvM cck. The 
error on the estimates of the intensity ratio are at least +0.20 
pletely dominant then the result of table 3 would have been constant. However 
the results are sufficiently constant to suggest, that a substantial contribution to 
the diffuse scattering near these strong reflectioriwith even values of H and K is 
dominated by the effect of the transverse acoustic displacement polarized in the 
ab plane. In fig 12 reflections with H and K odd, for example (7 1 0) or (7 3 0) 
show considerable diffuse scattering 1'Q.the Bragg intensity is substantially 
lower than reflectionwith H and K even, which indicate:that the acoustic -mode 
contribution will be almost negligible. It was suggested (Cowley et al 1986) that 
the diffuse intensity near those reflections with H and K odd results primarily 
from the ferroelectric displacements along the b-axis. 
3.6 discussion 
Measurement of the diffuse x-ray scattering form a crystal of RADP with x = 
0.25 have been made in the structural glass phase. The absence of a macroscopic 
crystal symmetry change during freezing was confirmed down to 10 K. The 
diffuse scattering width is considerably wider than the experimental resolution 
function, fig 14 b, and reveals the growth of very short-range order. The diffuse 
scattering peak was measured around all the accessible reciprocal lattice points 
and the results show that the intensity of the Bragg reflections and of the diffuse 
scattering peaks for which H and K are even are much higher than those for 
which H and K are odd. It is concluded that there is a substantial contribution 
to the diffuse scattering near the strong Bragg reflection, form the acoustic 
modulations as well as a smaller contribution from the ferroelectric polarization 
along c and in the ab plane. The diffuse scattering wavevector is along the [1 0 0] 
direction and is slightly larger, 	0.2a, compareto'wavevector in the crystal 
of RADP with x 0.22. The temperature dependence of the diffuse scattering 
has been measured and,up to 80 K, there is little temperature dependence apart 
from slight decrease of intensity. 
Chapter 4 
The Relaxation of the Structure of RADP in 
an Electric Field 
4.1 Introduction 
The material presented in this chapter has been accepted as a full paper in 
Zeitschrift fur physik B: condensed matter (Amin 	L 	pbl i sha) 
The behaviour of systems with competing interactions have been of interest both 
theoretically and experimentally for some time, and most of the experiments 
have been performed on magnetic systems. One example of a system with com-
peting interactions is a spin-glass system in which the exchange interactions 
are randomly ferromagnetic and antiferromagnetic. Such systems are known to 
have numerous ground states (Moore 1983) which have no long-range periodic 
order, and to have very long relaxation times at low temperatures. Another 
example of a system with competing interactions is a ferromagnet perturbed by 
randomly directed fields, the effect of which was first discussed by Imry and Ma 
(1975). Many neutron scattering measurements have been performed to study 
the effect of random fields (Cowley et al 1984), and revealed unexpected features 
which are still only partially understood. In particular three dimensional (d=3) 
Ising systems with random fields are theoretically expected to have long-range 
order (Imbrie 1984) but experimentally many different states are metastable, 
presumably because of the large energy barriers for domain-wall motion in the 
presence of random fields. The measurements showed no relaxation of the field-
cooled domain states so that any relaxation is certainly slower than logarithmic 
with time. 
The experiments reported in this chapter were performed in order to study the 
effect of an electric field on Rbi_(NH4)H2PO4with x 0.22 , dose to the 
boundary between the ferroelectric and glass-like behaviour at low temperature. 
The reminder of this chapter is laid in the following way. In section 4.2 we 
describe the experimental arrangement. In section 4.3 the experimental results 
are reported. Discussion are contained in section 4.4. 
4.2 Experimental Arrangements 
A single crystal of Rbi_(NH4)H2PO4with x 0.22 was grown by slow evap-
oration of a water solution of the starting materials. The sample was of rect-
angular shape, 2 x 6 x 2 mm'. It was fixed in a strain-free manner, on a layer 
of silicon grease to the variable temperature stage of a closed-cycle cryostat 
with the (0 0 1) crystallographic axis vertical. The temperature stability was 
+ 0.02 K between 20 and 300 K. An electric field could be applied, via silver 
paint electrodes, along the (0 0 1) direction. The crystal was then mounted 
on a triple axis x-ray spectrometer. CuKa radiation was produced by a GEC 
Avionics rotating anode tube, with a focal spot size of 1 x 0.3 mm2. Pyrolytic 
graphite was used to monochromate and collimate both the incident and scat-
tered x-ray beam. The resolution of the instrument varied with the wavevector 
transfer, but was typically (FWHM), about 0.02 A° 1  in the scattering plane 
and 0.05 A° 1 perpendicular to that plane. The x-ray scattering measurements 
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were performed primarily by cooling the sample in zero electric field and then 
measuring the change when an electric field was applied (ZFC), or by applying 
the field in the paraelectric phase and then cooling to low temperature (FC). 
The crystal used in the present study is crystal I of our previous measurements 
(chapter3 , part I). 
4.3 Experimental Results 
4.3.1 Position Dependent Scattering 
The sample was cooled to 20 K and a detailed study was made of the x-ray scat-
tering for wavevector transfers close to the (6 2 0] Bragg reflection with scans of 
the wavevector transfer along the [6+ 2,0] and the [6,2+0] directions. All the 
wavevectors are expressed in reciprocal lattice units (). Similar scattering to 
that of fig 1 in our previous study (chapter3 , part I) was observed in which the 
two outer satellite peaks were explained as arising from a short-range incommen-
surate structure, and the other two peaks, which are closer to the central Bragg 
peak, are due to the splitting of the crystal into different ferroelectric domains 
when the unit cell shears to its orthorhombic structure, and the central Bragg 
peak arises from the tetragonal glass phase. The results of these measurements 
were qualitatively consistent with the earlier measurements (chapter3 , part I). 
The sample was then moved horizontally along the a-axis, and measurements 
were performed at different positions across the sample face. It was observed 
that the fractions of the ferroelectric and glass-like phases altered. One end of 
the sample, position A fig 1, transforms largely to the orthorhombic ferroelectric 
phase and shows little evidence of the tetragonal glass phase, while the other 
end, position B fig 1, almost wholly consists of the glass phase. The middle of 
the crystal has similar amounts of both the incommensurately modulated glass 
phase and the ferroelectric phase. We conclude that there is a concentration 
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Figure 1 3—fl schematic diagram of the PADP crystal. 
gradient along the crystal. 
4.3.2 X-ray Scattering in an Electric Field 
The x-ray scattering in an electric field was studied in detail with the x-ray 
beam incident on several different points across the sample face. The results 
were always qualitatively similar hence only the results for two positions, A 
and B separated by 2mm , will be reported in detail. The first experiment 
was performed at position A after cooling the crystal to 20 K in zero field and 
then applying the field (ZFC). Typical results for the scattered intensity from 
the incommensurate modulation characterizing the glass phase and from the 
ferroelectric phase, are shown in fig 2 parts (a), (b) and (c) and in fig 4. Fig 2a 
shows that before applying the electric field there are fairly well defined peaks 
from the incommensurate modulation in the glass phase as well as a sharp Bragg 
peak showing that a large part of the crystal was in the tetragonal glass phase. 
On applying a field of 15.5 Ky/cm there was little change, and fig 2b shows the 
results obtained 12 hours later and fig 2c, 34 hours after initially applying the 
electric field. The time dependene of the peak of the incommensurate scattering 
is shown in fig 3a. The peak intensities after (t) hours, I(i), were fitted to the 
exponential form 
1(1) = Ktt 
	
(4.1) 
and the parameters (K) and (r) were fitted to the experimental results using a 
least-square procedure. The relaxation time r was about 40± 3 hours, table (1). 
Because of the complex nature of the relaxation time of systems with competing 
interactions, an alternative form was used to fit the data, 
1(t) = 1(0) + A1 	 (4.2) 
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Figure 2 Scattering observed close to the reciprocal 
lattice vector [6 2 0] at 20 K after the field of 
E=15.5 Ev/cm has been applied for a) 0, b) 12 , c) 34 
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Figure 3. Intensity of the scattering from the incommensurate peaks as a 
function of time. a) is at position A and is the response to the field at 
a constant field and temperature. The continuous line and the dashed line 
are least—squares fits of egns (4.1) and (4.2), respectively, to the measured 
peak intensity. b) is at position B and it is the result of cooling with the 
field and then heating and recycling. 
Curve r(hours) 7 
a 43.5+2.5 1.046±0.06 
a2 35.8±2.1 0.989±0.51 
a3  35.5±1.9 0.931±0.063 
a4 18.8±1.1 1.022±0.046 
a5 - 1.942±0.1 
Table .1: Results of the fitting to eqns (4.1) and (4.2) 
where 1(0) is the peak intensity before applying the electric field. Once again 
the parameters (A) and (y) were fitted to the experimental results using a least-
squares procedures and a slightly better fit was obtained than with equation 
(4.1). Qualitatively the intensity from the short range incommensurate phase 
appears to decrease roughly linearly with time, and similarly for both peaks at 
- 	and G + where d is a reciprocal lattice vector and is the incom- 
mensurate wavevector. Note that there are oscillations in the measured peak 
intensities about the fitted lines; this may be due to irregular domain wall mo-
tion throughout the sample. The effect of the electric field on the ferroelectric 
ordering was studied by measuring the x-ray scattering near the (800) reflection. 
Scans were performed with the wavevector transfer varying along the [8, ,0] 
direction and the results are shown in fig 4.- Before applying the field there are 
three peaks: the outer ones arise from scattering by the two orthorhombic fer-
roelectric domains, polarized along [001] and [OOTJ, and the central peak arises 
from the tetragonal glass phase. In this region of the sample the incommensu-
rate peaks are very weak and are overtaken by the strong ferroelectric intensity. 
After applying the field the scattering from one ferroelectric domain increases 
in size while that from the other domain and the glass phase both decrease. Fig 
4c shows the results obtained alter applying the field for 20 hours. Dielectric 
breakdown occurred after 36 hours. A further 20 hours then elapsed with zero 
field prior to taking the measurements shown in fig 4e. Clearly there is relax-
ation of the structure when the field is turned off. The time dependence of the 
intensity of the scattering from the glass phase was fitted to both eqns (4.1) 
and (4.2) and it appears that the data could be equally well described by both 
expressions, although a slightly better fitting was obtained with equation (4.2) 
but with oscillations in the measured intensity about the fitted line, similar to 
that of fig 3a. The intensity of the scattering from the two ferroelectric domains 
were also fitted to eqns (4.1) and (4.2) and the results are shown in fig 5. The 
change in the intensity observed for Q = [8, —i7, 0] from one of the ferroelectric 
domains was fitted to both equation (4.1) and (4.2) and it would appear that 
a - 	I 	I I 	I 
t=O t=12 hours t20 hours 
I 	 IcL 	 I 
t=31 hours 	t=20 hours 	 - - T=20 K T=20 K T=20 K T=20 K 	 E=O E=O £15.5KV/CM 
E=15.5 Ky/CM E=15.5 Ky/CM 	T=20K 
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Figure 4. X—ray scattering observed for wavevector transfers through the 
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Figure 5. Intensity of the ferroeiectric Bragg peak and of 
the glass phase peak as a function of time at position A 
at 20 K and 15.5 Ky/cm. The continuous Line and the dashed 
Line are Least—squares fits of eqns (4.1) and (4.2), 
respectively, to the measured peak intensity. 
equation (4.2) is the more appropriate and so the intensity varies roughly lin-
early with time. The change in the intensity of the other ferroelectric domain 
at 0 = [8, --, 0] was fitted to equation (4.2) and is clearly not linear with time. 
This may be due to the increase of the width of the ferroelectric Bragg peak by 
the effect of the applied electric field. Fig 5 also shows the integrated intensity 
of the scattering by the (800) reflection as a function of time and it seems to be 
time-independent, which indicates that the decrease of intensity at Q = [8, 0, 0] 
and Q = [8, —i7, 0] does not arise from the effect of extinction. Since the rate 
of change in intensity for = [8, +, 0] should be approximately equivalent to 
the sum of the rate of changes in intensity at Q = [8, -, 0] and Q = [8,0,0], we 
would expect the intensity variation at Q = [8, +77 , 0] also to behave linearly with 
time. Since the intensity of the ferroelectric Bragg peaks are proportional to the 
volume of the particular domain, the increase in the intensity from one domain 
and the decrease on the other shows that the field is aligning the domains. The 
second series of experiments were performed by cooling the crystal in zero field, 
heating above the temperature at which the incommensurate scattering appears, 
90 K, applying the field, cooling and then further thermal cycling, while keeping 
theelectric field fixed. Typical results at position B of the sample are shown in 
fig 2 (d) (e) (f), and show that the scattering slowly evolved with time. Fig 6a 
shows the surprising results that the incommensurate peak steadily decreased in 
intensity with repeated cycling, and that the mean wavevector steadily decreases 
fig 6b. These results and that of the first experiment suggest that the fraction 
of the crystal left in glass phase depends mostly on the time the electric field 
has been applied and is largely independent of the thermal history provided that 
the sample has always been kept below 100 K. The time dependence of the peak 
of the incommensurate scattering from these second experiments is shown in fig 
3b, and once again the intensity decreases roughly linearly with time. Measure-
ments were made with the beam incident at position A to study the effect of 
the electric field on the ferroelectric ordering. The temperature dependence of 
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Figure B. a) The scattering from the incommensurate phase 
as a function of time on cooling for E=15.5 Ky/cm. 
b) Temperature dependence of the incommensurate wavevector 
for two different times. 









Figure 7. Intensity of the fe'rroeiecty-i.c Bragg peaks as a 
function of temperature for different electric fields at 
position A. 
in fig 7. When the sample is cooled in zero electric field the two ferroelectric 
peaks have roughly similar intensities. When it is cooled in a field one domain 
grows in size and the other decreases and this asymmetry becomes larger as the 
strength of the field increases, and as time progresses. 
4.4 Discussion 
X-ray scattering measurements have shown that an electric field applied along 
the crystallographic c-axis favours the formation of the ferroelectric phase over 
the glass phase and further favours the aligning of the ferroelectric domains. An 
unexpected result is that the intensity of the scattering from the ferroelectric 
domain, fig 5, and from the phase with a short range incommensurate modula-
tion, fig 3a, vary roughly linearly with the time that the field is applied. The 
measurements also showed that when the temperature was cycled between 20 
and 90 K, the scattering from the ferroelectric and glass phases behaved very 
similarly to that observed when the crystal was held at 20 K. These results may 
be explained if the relaxation time were controlled by the NH4' reorientations 
and that these become very slow below 100 K. 
Around this temperature the NH ions may freeze co-operatively, but quite 
independently of the acid protons and prevent the ferroelectric ordering of 
the RADP system. The competition between the acid-proton configurations 
favoured by the off-centre freezing of the NH ions, and the all-up or all-down 
ferroelectric Slater configurations favoured in the pure RDP structure, leads to 
the glass state (Courtens et al 1985). When the field is applied along the CO 
0 1] direction in the low temperature phase there could be a slow cooperative 
reorientation of NH ions. This may be favoured in high stress regions, like 
domain walls. The reorientation will generate eventually configurations which 
allow all-up or all-down ferroelectric Slater conflgurationfor the phosphate ions. 
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Chapter 5 
Application of the Static Random Field Ising 
Model to Rb1 _(NH4)H2PO4  
5.1 Introduction 
In the last few years many theoretical and experimental studies, have been per-
formed on physical systems to understand the effect of random fields. In most 
of these system there is spin-like behaviour and the quenched disorder which is 
responsible for creating a random field is coupled to the order parameter (Vilfan 
and Cowley 1985). In random field systems the exchange interactions act in 
order to produce long-range order, but the magnetic fields, which are randomly 
directed at each site, act so as to destroy the long-range order. An example 
of a random field system is a diluted antiferromagnet in a uniform field. In all 
of the neutron scattering experiments (Cowley et al 1986) on the diluted d=3 
system, it is found that when the samples are cooled in a field, FC, long-range 
order is not established at low temperature, while, if the samples are cooled in 
the absence of the field and the field applied, ZFC , long-range order is retained 
until the sample is heated above a well defined temperature. It is now generally 
believed that in equilibrium the lower critical dimension of the random field Ising 
model is 2 (Imbrie, 1984, 1986), consequently systems with d=3 are predicted 
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to have a long-range ordered ground state. 
Interesting phenomena similar to the spin glass in disordered magnetic systems 
are also observed in RADP (which was discussed in detail in section 1.5 of chap-
ter one). The RADP system is sometimes called a structural glass because of 
the glass like behaviour due to frustration in the proton configuration (Courtens 
1982) There are essential differences between random magnetic and hydrogen-
bonded ferroelectric systems:for example, in hydrogen -bonded ferroelectric ma-
terials the interaction between the polarization in neighbouring cells are not of 
the Ising or Heisenberg type but rather Slater rules (Slater 1941) should be taken 
into account. In the antiferroelectric phase the sublattice polarization lies in the 
plane perpendicular to the direction of the ferroelectric ordering and as a result 
makes the interpretation in terms of competing interaction more difficult. 
A large number of theoretical models have been proposed for RADP. One of the 
first theories for proton glasses was introduced by Prelevselc and Blinc (1982). 
This was based on Slater groups with both postive and negative Slater energy E0 
for the nonpolar groups in order to take into account the presence of both Rb+ 
and NH ions. Dipolar interaction were also included in their theory. However 
their agreement with the observed FE and AFE phase boundaries was poor. 
Using a Vogel-Flucher law and without relating the adjustable parameters to 
any microscopic model, Courtens (1984) was able to obtain very good agree-
ment with the measured dielectric susceptibility from 2 to 33 K and 106 to 33, 
700 Hz. A good FE and AF E phase boundary in the T—X plane was obtained 
by Matushita and Matsubara (1984), by developing a theory in which the Slater 
energy is positive, negative or zero, depending on the type of H2 PO4 cluster. In 
another paper Matsushita and Matsubara (1985) treated the glassy behaviour 
with a cluster theory employing the replica method, and a definite glass tran-
sition in the 20 to 30 K range was obtained. A mean field theory of RADP in 
the spirt of the Slater model was used by Schmidt et al (1985). The predicted 
and observed T - X phase were in very good agreement. In their calculation 
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they assumed that the Slater parameter E,, was independent of the ammonium 
fractional concentration, z. Other methods like Monte-Carlo calculations using 
short-range interaction models on finite crystals (Selke and Courtens 1986) in-
volve simulations which directly include random placing of the ammonium on 
cation sites in the mixed crystal. They considered two statistical entities for the 
RADP:one is the Off-centre position of the acid hydrogen in the 0 - —H - -o 
bond, the other is the off-centre position of the ammonium ion, which by their 
hypothesis must sit in one of four corners. The topology of the experimentally 
determined phase diagram was reproduced rather well, including the onset of 
freezing into a glass-like state. 
Using a model of RADP with FE nearest neighbour, and AFE further neighbour 
interactions, and within the effective crystal approximation, Cowley et al (1986) 
have calculated the incommensurate wave vector in a good agreement with obser-
vations. Very recently Pirc et al (1987) have studied the proton pseudo-spin glass 
behaviour of a random-bond classical Ising system within a replica-symmetric 
mean field theory. They showed that in the presence of Gaussian random field 
with zero mean, the cusp in the dielectric susceptibility is rounded off, reflecting 
the random field smearing of the proton glass transition. The pseudo-spin glass 
order parameter remains finite at temperatures far above the nominal freezing 
temperature and there is a large effect in the dielectric response of the system 
on changing the tunnelling integral. 
In this chapter we use a self consistent mean field theory to evaluate the be-
haviour of the Static Random Field Ising Model applied to RADP system, over 
a wide range of temperature and concentration. The theory is essentially based 
on the model described for these systeimby Cowley et al (1986). 
The remainder of this chapter is set out as follows: section 5.2 describe the Ran 
dom Field Ising Model, section 5.3 describe the algorithm for performing the 
sum in the RADP system, section 5.4 discusses the behaviour of the exchange 
interaction matrix, section 5.5 describes the algorithm for finding the suscepti-
bility matrix and the spin, section 5.6 describes the model for the spin-phonon 
coupling in the RADP system, section 5.7 discusses the calculation of the spin-
phonon coupling matrix, section 5.8 describes the result of the calculations and 
finally discussion is given in section 5.9 
5.2 The Random Field Ising Model 
The hydrogen bonding in the RADP structure is shown in fig 1 The arrows 
indicate a +1 value for each spin. The primitive cell at (0, 0, 0) consists of 
four hydrogen bonds labeled 1 to 4 attached to the PO4 tetrahedron centred 
at (0, 0, 0), of an additional PO4 tetrahedron centred at (0,, ) and of two 
associated Rb sites. The spin operator is defined by S where 1 is the unit-cell 
index and Ic is the site (k = 1,2,3,4). The labelling of the unit cells are with 
respect to the co-ordinate of the high temperature phase so as to allow integer 
and half- integer values of 1. The Ising Hamiltonian of the RADP system with 
quenched fields can be written as 




U' kk' 	 1k 
where the first part of the above equation is the dominant interactions of the 
Hydrogens associated with each PO4 group (Montgomery and Paul 1971-2 ). 
The factor I  is introduced in the spin-spin interaction in order to avoid counting 
each interaction twice. Jj7' is the effective exchange interaction between the 
spin at site 1 and 1, and its properties for the RADP system will be discussed 
in detail in section 5.4. Hl' is the random external field. The summation is over 
nearest neighbouring sites. The j- s are given by (Cowley et al 1986, Havlin et 
al 1980 ) 
Figure 1. A projection of the structure of .PADP down 
the c—axis. The solid squares show the oxygen tetrahedra 
about each P ion whose height up the c—axis is shown. 
The lines with arrows show the hydrogen bonds and their 
labeling for the pseudo—spin, +1. The dotted squares 
show the oxygens which may be coupled by NH4 groups 
at (1/2, 1/2, 0) or (1/2, 0, 1/4) and so indicate all 
possible NH4 mediated interactions of the hydrogen with 
label 1 in cell (0 0 0). 
T13 	724 	y31 	y42 
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while othery s are zero. The presence of NH groups introduce a further 
interaction, between the spinsbecause each NHt ion forms two short hydrogen 
bonds to the surrounding tetrahedra of oxygen ions. These oxygen,re unlikely 
to form short hydrogen bonds with the acid Hydrogens (Courtens 1985, Cowley 
et al 1986). In Monte-Carlo simulations (Selke and Courtens 1986 )explicit 
account was taken of the positions of the NH ions. An NH 	 . ion at (, ,O) 
introduces 
w 
= -T [s000 s 10 + 
4 2 
 + 00 + 10 + 10 + S +2] 	(5.2) 100 010 
while the other ammonium ion at (, 0, ) introduces 
= 	T 
[So.S300 +s . s 	s' 000  —s 	100 - si-iT 	jl + 21 (5.3) 222 2 222 	 " 
withW <0 
Also in order to stabilize the ADP structure, the following coupling between 
nearby NH groups must be introduced (Ishibashi et al 1972) 
r3l - 	- 31 - j42 	- 
Jill - Jl-li - 'i1- 	> 
222 	222 	2 2T 	22 2 
with the Hamiltonian similar to equation (5.1). Then the total Hamiltonian of 
the full random system is 
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5.2.1 The susceptibility of the RFIM 
In this section we try to obtain an expression for the susceptibility in terms of 
the spins Slk  and St'. As a first stage we write the partition function in terms 
of the Hamiltonian given by equation (5.1)and within mean field theory it can 
be written as (see Brout 1965) 
Z = flexp—j3 I-J1 'S < St" > —HSl 	(5.4) 
1 sh 	 1k" 	 I 	i 
where /3 = 	KB is the Boltzmann constant and T is the temperature. Note KBT 
that the factor of equation (5.1) does not appear in the partition function. 
This is due to the mean field approximation, in which case 
<S>S'7!S<Sic,'> 
and hence double counting will not appear in (5.4). Knowing the partition 
function, then <Sp> is given by 
<Sic >= llSicexP_/3{_>Ji"Sic <St" > _ Hic Sic] 	(5.5) 
L 5k 	 1k" 	 1 
The susceptibility of the Ising model can be calculated self-consistently by using 
the Ornstein-Zernik approximation (Brout 1965, Schneider and Pytte 1977). 
The spin susceptibility is the response of a spin at site 1 to a perturbing field at 
site 1', 
kk'_ 8 <Si> 
Xii' - Mitt 	 (5.6) 
Applying the above equation to equation (5.) give 
8< Sic> 
= 	llSic/3Sic'exp—/3 
[_Jkkh'5ic < " > _ HS] 8H' 	 IL L' s, 	 1 Lk" 	 1 
+ 	llSicexp—/3[...](_1)11Sic'exp—/3[...] 
L" se,, 	 ZL' 
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Using equation (5.5), the above relation become 
(5.7) 




Since Sj can take values of (+1) or (-1) then, within mean field theory, equation 
(5.5) can be written as 
> 	(+1)e' + (-1)e' 
eft + e 3 
Where 
W I 	 Ik 
Y=>2Jl<SF >+H 
FW' 
and the above expression becomes 
>= tanh/3 	J" <S  r' > +H] 	 (5.9) 
[~; 
In describing the mean field above we neglected all effects of the order parameter 
fluctuations and therefor may not properly describe the states without long-
range order. Fluctuations are generated by temperature and random fields. In 
the presence of random fields the field induced fluctuations are vii a1where as 
temperature is an irrelevant variable at low temperature. Now we calculate the 
susceptibility self-consistently which takes into account local fluctuations of the 
order parameter caused by random field. Substituting equation (5.6) into the 
above expression gives 
8 
a < sj> 
= 	
[EFIkII JtF/,' <S > +Hit] 
co3h2 [F'w' J11 "I" < SF'" 	k > +H] 	
(5.10) 
"  








iF'" < s > +H] = 	FIkII 
equation (5.10) can be rewritten as 
kk' kM' k"k' = 3(1— < s >2) j; lF'XF'i' 	 (5.11) 
F'K" 
Now the above expression is equivalent to 
kkiND
ii 	j 	
""k ' (5.12)= (1— < S >2) + 	"
l
F FL'Xii' 	 [J' Xki  
] F$i',k" 
Which on substituting equation (5.8), gives 
XIII1ND = (1— <S1k >2) [Jkk1(1 <st' >2) + 	Ji"x';'] 	(5.13) 
where X ND  is the non-diagonal part of the susceptibility. In order to Fourier 
transform the above expression into momentum space, multiply both sides by 
and sum over 1'. This produces 
MWND 
' Xii' 	 = 	(1— <S1k >2) [3(1_<siI>2)
1' 	 it 
+ 	J/e2 	 XFZ' 
k"i'F'i' 	 I
I 
which can be written as 
< s k >2)jkik"} XI?kND = 3(1— < Sjk >2)(1 < 5' >2)Jlcki 
Ic" 
(5.14) 
and if we then approximate by decoupling the effect of the random field on 
< Sik > and on xi' the configurational average of < S' > no longer depends 
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on 1, but only on the relative distribution of fields around the site 1. When the 
Fourier transform of the diagonal susceptibility is added, we find for the total 
spin susceptibility in, the presence of random fields and in the configurational 
average 
k' << S1k >2 > )jlck"] x"lc 	/3(1— << S1k >>2)5kk 	(5.15) 
it" 
Now if we interpreted << S >2>  av as the Edwards-Anderson spin-glass or-
der parameter, then the susceptibility of the RFIM x' can be interpreted 
as the spin-glass susceptibility. In order to determine the susceptibility self-
consistently, the local spin < Sjk > must itself be related to the random field 
through the susceptibility (5.15) (Vilfan and Cowley 1985). Hence 
< sic >= 	x' Hl' ' 	 (5.16) 
Pit' 
Wit" < 	> 	Xvi" H' 	 (5.17) 
IlIkIl 
Multiplying equation (5.16) by (5.17)and taking the configurational of < Sk > 
gives 
<<S 	
kit' Hit'Xi kit'" ic >2> = : 	< X 	i' v 
lit 	 kk'k" 11'l" 
In the above expression the quantity on the left hand side is site 1 or k indepen-
dent, hence it can be written as 
1 it' kit" kll <<S >> 	
k = - i 	<XHl,  kk'k" 11'l" 
The above relation shows that the susceptibility is non-linear field dependent 
quantity, and it can be transformed into momentum space in the following way 
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5 >2> i' i(ä,—) 
	
	 < II'H" > Xii" kN 2  kk'k" 11'l" 1113 Q 	
ii 
 
Which is equal to 
1 1cM" <<S >> = 	 i 	X013 eX014 
kk'k"l 11131314 qq' 
< H/'1. H1 " > e ( ' 
Where 
= 'il' - Rl 
R14 = 	- 
Then the above expression can be written as 
/c' 	< H' HIc " > <<s>2> = 	
1 	
2 >i2>2Xk,i Xk/c" qi 1113 HO k' 
kk'Ic" 11113 
e"1  e2 e(') 
But 
Hence 
Ic/c' Ic/c" <<S >2> = 
kk'k" 1112 q 
< H' 12 H" > 11 —  




Rewriting the above expression in matrix notation 
<<S >2> 
Where 
Dr" = < 	> 
1112 
Now in order to find the random field matrix D'k",  all the possible interactions 
due to the hydrogen bond of the NH4' at (, 0, ) and (i-, -, 0) are summarized 
as follows 
for the NH group at (, -, 0) we have the following possible interactions; 
U - 
.11 000111  0
1
00 
H U2 1101011 010 
H 1211011110 
H U4 1110011100 




H j-4  1100011100 
TT01011 





and for the NH4' group at (i-, 0, -) we have the following possible interactions; 
TT 1 TT 1  
1100011000 
H tr2 LI 1 1 1 _Ii 1 1 1 
223 	222 
rr3 n-3 
£110011  100 
TT4 	TT4 
221 11121 11 








222 1 11 
H1300H11 
For the purpose of the calculation of the random field matrix 	we consider 
two cases. Firstly, near the ferroelectric structure of RDP in which we have 
certain fraction of the Rb ions that are randomly replaced by the NH ions and 
then configurational average over the variable is taken. Now if the probability of 
R& site being occupied by an NH4 ion is x, then for the concentration x <0.5 
the random field matrix 	will be multiplied by W . where W is the 
critical concentration of NH above which the system is in its antiferroelectric 
state. The reason for this assumption is to ensure that the average crystal 
approximation is approximately valid and the correlation of the NH ions at 
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high concentration are minimized. The second case is near the antiferroelectric 
structure of ADP. We have a certain fraction of the NH4' ions that are randomly 
replaced by the Rb+  ions and then the configurational average over the random 
variable is taken. In this case the probability of an NH ion site being occupied 
by an Rb ion is 1 - z, and the random field matrix D'K"  will be multiplied 
by W(1 —Lx). 
5.2.2 Energy of the RFIM system in momentum space 
The energy of the random field Ising system can be calculated using the expres-
sion for the Hamiltonian given by equation (5.1). The first part of Hamiltonian 
can be rewritten in terms of equations (5.16) and (5.17) as 
I I 1  First part = 	 w <Xui i's xj'z" H' > kk' 	Well kit lc'k" 2 11' 111 ,1111   k 	IC" ,k" 
which can be Fourier transform into momentum space as follows 
First part = 	 I 	J IC' Ick" k'k"x 
1,11 	11" k,k' IC" ,k" qiqi' q7 ' qlI 
ei(rjt) euh11 ( 11 jui e'äz 	Atilt) e i'.(.jss —.") 
Now in the above expression setting 1 = 0 (by translational invariance) gives 
First part = 1 	 lc'kIsx 	q" 2 , 1",l" k,k' k",k" ij'q7i' q I 
e z'  
Summing over q', 47i and this produces 
1 	k t 
First part = - 	 Jr'x'xr"D'" 	(5.19) 2N k,/c' S,JII  , 
Now in a similar procedure the second part of the Hamiltonian can be trans-
formed into momentum space, and the result can be written as 




In addition the total energy of the random field system can be written in mo-
mentum space in terms of equations (5.19) and (5.20) as 
1 
Total Energy 	-- 	 jkk k/c" 
2N '. X-tXt /c ,/cI /cS ,/cII? 	. 
- 	 (5.21) 
k/c' . 
Now we also have similar expression for the - and since Jr', D"" and
Well 
are all Hermitian the above expression can be written in matrix notation as 
Total Energy = — RealTrace [JqX qDX] 
q 
- 	Real Trace [XD] 
is a wave number in the first Brillouin zone of the reciprocal lattice. For a 
lattice of N sites fills a net with N points. In the above equation the E4, are 
always in the first Brillouin zone. 
5.2.3 Energy of the pure system 
The energy of the ferroelectric or the antiferroelectric system can be calculated 
from the total configurational energy of the protons as was discussed in section 
5.2, and can be written as 
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5kSl  11' kk' 
Where Jill,"' is as before and can be calculated for both the ferroelectric (= 000) 
and the antiferroelectric (= 100). The proton configurations S/c in the system 
can take +1 or —1, according to the either two possible positions along the bond. 
The above expression can be rewritten as 
k/c' kk' 5= -.S2:>:Ji1, Qiz' 	 (5.22) 
ii' k/c' 
where 
011'=< —1 >k +1 >,' III 
or 
OW =< +1 >< —1 >'C, , 
and S is the amplitude of the Hydrogen ordering. Now in order to calculate 
the eigenvector matrix çbft' 1 , we consider all the possible configurations of the 
hydrogen about each PO4 group, while keeping in mind that only two hydrogen 
are attached to each PO4 group (Slater 1941). Then q' can be calculated for 
both the ferroelectric and the antiferroelectric systems. Then the value of the S 
at any temperature can be found from 
S = tanh(i3gS) 
where g is the lowest eigenvalue of the interaction matrix Jr ', which can be 
obtained from diagonalizing theJr ' matrix for both the ferroelectric (ç=  000) 
and the antiferroelectric systems (' = 100). The above equation can then be 
solved using a self consistent method and the value of S can be found as a 
function of temperature, which then allow as to calculate the energy of either 
the ferroelectric or the antiferroelectric systems using equation (5.22). Results 
of these calculation will be discussed in section 5.8 
M. 
5.3 Algorithm for performing the in RADP 
The shape of the Brillouin zone for KDP with the principle symmetry points 
(Koster 1957) is shown in fig 2. The shape depends upon the ratio c/a which 
means that the shape of the Brillouin zone of ADP will be slightly different from 
that of fig 2 (Montgomery 1971-2). However the symmetry of all special points 
are identical in both cases. In our summation over all in the Brillouin zone 
we assume that generally the shape of the Brillouin zone is given by that of fig 
2. This is because both KDP and RADP have the same symmetry (IJ2d). To 
perform the calculation we need only consider 1/8 of the total Brillouin Zone. 
Without loss of generality We then take this part to be in the +X, +Y, +Z 
direction. For a particular number of points N all the points within 1/8 of a 
cubic box are generated. From fig 2, 1/8 th of the Brillouin zone is surrounded 
by five planes. The unit normals of these planes are defined by and their 
distance to the origin by d. Hence we can define the following relation 
ñj=Oi+Oj — k With 	di. =O 
7V2 = L)i—j+Ok With 	d2 =0 
ri=—i+j+Ok With d3 =0 
ñ=+i+j+Ok With d4 =1 
74=+r+o7— k With d5 =1 
A general point in the Brillouin zone has a distance from the origin which is 
given by 
1T= 	+; 2 + kx3 
Then if 
ff(I).1 >d(I) where 1=1,2,3,4,5 
then the point (xl, z2, x3) lies outside the zone surrounded by the plane defined 
above . However if 
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Figure 2. BrjZjouin zone for R7)P. 
<d(I) where 1=1,2,3,4,5 
then the point (xi, x2, x3) is either inside the zone or lies on the surface bound-
ary. 
By this procedure all the points within 1/8 th of the Brillouin zone can be found. 
Now in order to take the full Brillouin zone for the purpose of the Eq, each wave 
number is repeated number of times, or it is shared between different parts of 
the Brillouin zone. All the possible weights are summarized below; 













When all the weights are taken into consideration, for N = 10 there will be a 
total number of 2000 points in the full Brillouin zone. 
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5.4 Behaviour of the exchange interaction 
matrix 
The J matrix can be transformed to space by the relation 
jlc/c' 	
J jkj j e' 4'  
U' 
Which can be diagonalized and its eigenvalues I(q, A) and eigenvectors E(kq, A) 
found. These eigenvectors can be classified by the symmetry (Montgomery and 
paul 1971-1972, Cowley et al 1986) of the crystal and for 	0 transform like 
B2, A and the doubly degenerated E representations. The ferroelectric fluctu-
ations along the polarization axis is described by the B2 eigenvector and it is 
responsible for the structure of RDP, while the E eigenvectors, fig 3 are associ-
ated with ferroelectric polarization perpendicular to c. Two pairs of degenerate 
eigenvectors describe the ADP structure at = (100) zone corner, they trans-
form as M34 and M5 ;the former being the displacements occurring in the ADP 
structure. There are in general three eigenvector along [1 0 0] direction, which 
transform like 2 representation, and one which transform like the F j represen-
tation. 
We have calculated JiM'  for Rbj_(NH4)H2PO4using the parameters U 
—0.95V, and with V > 0 (Havlin et al 1980,Selke and Courtens 1986), and 
then changing the values of C and W. Result of these calculation are not very 
sensitive to the value of C. Hence we have taken C <<V. 
The lowest eigenvalue at = 0, which corresponds to the transition temperature 
of RDP system was unrealistically very high, which is an expected result from 
mean field theory approach. In order to obtain the right transition temperature, 
the zero energy of the system was shifted by adding a constant to the diagonal 
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Figure 3. The smallest eigenva2ues of the spin interactions 
matrix of RAJ)P, for wavevectors along the [1 0 01 direction. 
The different eigenval'ues are labeled by the symmetry. The 
parameters were chosen to be U=-0.95 V and C=0.007 V, V>0 
similar transition temperature for x = O,w = 0 and also for x = 1, leads to 
w(z = 1) —0.5V (Selke and Courtens 1986). 
Calculation for the smallest eigenvalues I(q, A) for along [1 0 0] direction are 
shown in fig 3. The smallest eigenvalue (w = 0, 	0) give the most stable 
structure, which correspond to the ferroelectric structure. On increasing the 
NH 	concentration (w) the eigenvalue of the  representation at = 0 decreases 
for w = 0. A minimum persists for w less than -.056. This minimum persists 
when x increases up to w < —0.44V until the antiferroelectric structure at 
(100) become the most stable structure. The wavevector of the minimum 
eigenvalue as a function of NH4 concentration is shown in fig 4. The wavevector 
is close to 0.35at for a wide range of concentration x. But it changes very rapidly 
out side this region, either from the ferroelectric side or the antiferroelectric 
side. These result are found experimentally in the RADP system (Cowley et 
al 1985). Result of these caiculation,fig 3 and 4, are in full agreement with the 
earlier calculations performed by Cowley et al (1986). 
5.2 Algorithm for finding the matrix XT and 
<s> 
In section 5.2.1 the mathematical detail of the susceptibility matrix x' and 
the spin < S > were set out for any spin k in the unit cell. In this section 
it is shown how these equation can be solved using a self-consistent method. 
In practice the implementation of the self-consistent solution of the xft' matrix 
given by equation (5.15) and the spin equation (5.18) is as follows 
1. Choose a certain concentration x 
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Figure 4. The wavevector along [q 0 0] of the Lowest 
eigenvalue of the spin—interactions matrix of RA-DP as 
a function of NH4 concentration x. The parameter were 
chosen to be U=-0.95 V and C=0.007 V, V>0 
Set T = Ti where T1 > T, and T is the ferroeletric, or the antiferroelectric 
phase transition temperature. 
Set <S>=<Sj >=0 
Using the last three conditions solve x' using equation (5.15) 
Find < 52 > from equation (5.18) given the matrix xY. 
Use < S2 > in equation (5.15) to calculate the new xz' 
Repeat steps 5) and 6), which then give <S >=< 53> 
If < 53 > - < 52 >< e, where e determine the degree of the convergence 
procedure then; 
change temperature, 
T = T2, where T2 < '1 
set < S >=< S3 > where 53 > 52 
Repeat from step 4) 
The computer program used to calculate kk xII, ' and < 5> was written in FOR-
TRAN 77. This program was compiled and run on the Amdahl series computers 
belonging to the Edinburgh Regional computing centre. The program was run 
with N = 15 which gives a total number of 6750 points in the Brillouin zone. 
The value of N was chosen to be as large as possible to avoid finite size effects 
but not to exceed a reasonable limit of running time. By using the algorithm 
kk which was discussed above the xII, ' matrix and <8> values can be found as a 
function of temperature. Typical results for the behaviour of the spin as func-
tion of temperature and for different concentration is shown in fig 5. It shows 
that generally the values of the spin < a > is very small above 150k, and as 
the system is cooled further it gradually start to increases, andc1bout 60 K it s 
values for different concentration become roughly the same. On further cool-
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Figure 5. The calculated spin veres temperature for different 
concentrations of NH4. 
because of the assumption in equation (5.16), in which the local spin < S > 
was related to the random field through the susceptibility. When the system 
is cooled the random field term start to increase and become the more domi-
nant at low-temperature, and since equation (5.16) hold only for small value of 
<S>. It would appear that equation (5.16) would not properly describes the 
system at low-temperature. Hence the application of the RFIM will be limited 
to temperature above 50 K. 
5.6 	Model for the spin-phonon coupling to 
calculate the diffuse scattering 
In this section we try to calculate the diffuse scattering on the basis of a very 
simple model and compare the result with the experimental observation of the 
diffuse scattering in the glass-like region of RADP . With the term diffuse 
scattering one normally refers to the inelastic scattering in the region of low 
energy transfer. In x-ray scattering experiments the energy resolution is very 
small, and S(Q) incorporates the Bragg reflection, SB(Q),  due to the long range 
order as well as the contribution, Sd(Q)  due to fluctuations. The structure factor 
is given by (see Bruce and Cowley 1980) 
F(Q) = > fm()e_Wme1m) 
tm 
Where fm(Q) is the x-ray form factor of the rath type of atom and the position 
of the atom at any instant is r'(lm) = -ñ(l) + U(m), Wm(Q) is the Debye-Waller 
factor. Now the above expression can be expanded in the position coordinate 
rum)  in powers of the displacements (which was discussed in detail in chapter 
two) and the result can be written as 
F() = i 	 (5.23) 
tm 
Now in order to use this expression for calculating the diffuse scattering, we have 
to relate it to the spin operator SIC. It is known (Bruce and Cowley 1980 ) that 
in order-disorder materials there is often a coupling between the spin and the 
displacements of the atoms. Hence we can assume that in the RADP system the 
force on a displaced atom is dependent upon the orientation of the neighbouring 
spins. Hence we can define the relation ship 
	
U(IM) = 	<Sj''> 	 (5.24) 
V/c' 
where the summation is over all neighbouring spins. The above expression means 
that the displacement of a particular atom m at site 1 is affected by the ordering 
of all neighbouring spins. The gf ,  is the coupling between the spin and the 
displacement of the atoms and its values will be discussed in detail in the next 
section. We can rewrite equation (5.23) in terms of (5.24), and in the momentum 
space as 
F() = i E S' 
rn/c' 	U' 
f-( O) 	 eikm) 
which can be written as 
F() = A( + q)i S' 
rn/c' 	U' 
e(Rztl) ei(m)fm () Wm() 	 (5.25) 
from the above expression we may define an effective structure factor as 
= 
rn 
ei zh1)eiA(m)f() eWm() 	 (5.26) 
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Expression (5.25) can be written in terms of (5.26) as 
F(k', ) = iS'.(k', ) 
The cross-section for a wavevector Q is given in the one-phonon approximation 
by 
S1() = KBT 	F(k,)F(Ic', 	)xkld' A (Q + 41 
kk 
Note that in the above expression the susceptibility is only from the spins and 
this equation determines diffuse scattering, through the spin-phonon coupling. 
5.7 	Calculation of the coupling matrix g
im 
Ilk' 
It is vital in the calculation of gJT, to see how each atom is affected by the 
ordering of its neighbouring spins. In these calculation we only consider the 
primitive unit cell in which we only have four Hydrogen, eight Oxygen, two 
Phosphate and two Rubidium atoms as shown in fig 1. According to accurate 
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-y direction only 
-x direction only 
As a result of the above motion, the neighbouring atoms will then be forced to 
displace from their equilibrium position. We assume that the Oxygens will be 
displaced from there equilibrium position as follows 
0 (+x,+y,+z) +U2S 0o +U1S 00 +fS0100  
02 	(—x,—y,+z) —U2S 00 —U1S00 	+fS00 
03 	(—y, +x, —z) - U1S 00 + U2S00 	- fS,® 
04 	(+y,—x,—z) 	+U1S —U2S 	—fS00 
05 	(—x,+y,—z) +U2S 10 -U1S10 +fS 
06 	(+x, 	- Y1 1 - z) - U2 S + U1 S + I S 0 
07 	(+y,+x,1+z) —U1S11 —U2S11 -fS1L 2 	4 22 2 222 222 
08 	(—y,—z,+z) 	+U1S2 III +U2S2 1 11 —fS2 111 
222 22 222 
In the above relation we assumed that, for example 01 is only affected by Hy-
drogen one ' S ',and its independent of the other spins. 
Now for the Phosphate motion , 	
I ~
S surrounded by four Oxygen and 
their neighbouring Hydrogen, t is reasonable to assume that its motion is 
affected by all nearest neighbouring spins. We can write the expression for their 
motion as follows. 
Pi (01 01 0) +v1s100 +v2 s 00 +zs,00 
P1 (0,0,0) - V1 S - V2 S + ZS 0300 
P1 (01 01 0) + V2 S _ V 1 V1 S 00 - ZS 0200 
P1 (0,0,0) —V2S + V 1SO400—ZS 0400 
P2 +V1S +V2S +ZS 0100 
'2 —V1S ® —V2S 10 +ZS 0 
P2 	(0,!,) +v2s2 +v1s2 _zs2 11, 2 4 22 22 22 
M. 
11 
2 	 —V2S11 —V1S11 —ZS 11 
222 	 222 
The K (or the Rb ) and P atoms participate almost equally in the ferroelectric 
fluctuation (Skalyo et al 1970) whereas measurement of the K and P tempera-
ture factors suggest that the K (or Rb ) motion is negligibly small (Nelmes et 
al 1982, Cowley et al 1983). As a first approximation we assume that the Rb 
contribution to the scattering is negligible. Now on the basis of this model; 
spin one affect 01, 06, P1andP2 
spin two affect 02,08,P1andP2  
spin three affect 03,05, P1and 
spin four affect 04, 07, P, and 
Using the above condition the effective structure factor Y( , ) of equation 
(5.26) can be calculated. In the calculation of the diffuse scattering, we es-
sentially assume that the atomic motions in the RADP structure are probably 
similar to those in the ferroelectric fluctuations or the antiferroelectric fluctu-
ations of the pure system. All of the parameters needed for the calculation 
can be obtained from the room and low-temperature phase of RbH2PO4 and 
NH4H2PO4. Using the structural data from RbH2PO4(Kennedy and Nelmes 
1980) the oxygen has the following distortion with respect to the tetragonal axis, 
between room temperature and 77 K 
0(+0.0005, —0.0001,+0.0133) from the affect of S(-1) at + x, +y,  +z 
02(-0.0005, +0.0001, +0.0133) from the affect of S3(-1) at - x, —y, -*-z 
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03(+0.0005, —0.0009, +0.0085) from the affect of S4(+1) at - y, +x, —z 
04(-0.0005, +0.0009, +0.0085) from the affect of S2(+1) at + y, —x, —z 
on the basis of the above relations 
S1(-1) approximately distort01 to (+0.0005,-0.0001,+0.0133) 
S2(+1) approximately distort04 to (-0.0005,+0.000+0.0085) 
Now in order not to break the symmetry of the crystal we must take the average 
of the two expressions above,hence 
S(-1) approximately distortsO1 to (+0.0007,-0.0003,+0.0109) 
and since we have shifted the origin from P(0, 0, 0) to the Rb(0, 0, 0.5165) ion, 
the above expression can be rewritten as 
S1(-1) approximately distorts01 to (+0.0007,-0.0003, —0.0056) 
and also the P ion-coordinate can be written as 
(0,01— 0.0165 
(0,0, —0.0041) 
The parameter V1 and V2 for the atomic motions along the x and y directions 
can be calculated from the structure of NH4H2PO4 at room temperature and 
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143 K (Keeling and Pepinsky 1955). The displacement of the P ion froth the 
high temperature phase with respect to the tetragonal axis is 
P(0, 0, 0) -+ P(+0.0051  —0.003, 0) 
Since the P ion is surrounded by four hydrogens, we now make the reasonable 
assumption that the motion of the P ion in the RADP structure is function 
only of nearest neighbours hydrogen. Hence we can define the following relation 
ship 
P=V1(S1 —S3)+V2(S2 —S4) 
P=V2(S1 —S3)+V1(S4 —S2) 
which can be rewritten as 
2V1 - 2V2 = +0.005 
2V2 - 2Vj = —0.003 
Then the final atomic motion can be written as 
S(+1) approximately distort 01 to (-0.0007,+0.0003,+0.0056) 
S(+1) approximately distort P,to (+0.002, 0.0005, +0.0041) 
It would appears that the motion is largely along the z - direction. 
5.8 Results 
5.8.1 The phase diagram 
The phase diagram of the RADP system was investigated in great detail. The 
energy of the random system calculated using equation (5.21) given by the model, 
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and the energy of ferroelectric and antiferroelectric phase was calculated using 
equation (5.22). Typical results for some of the calculated energy of the pure 
and the random system as a function of temperature and for different concen-
tration of NH, X, are summarized in fig 6 . The final theoretical results for the 
phase diagram is shown in fig 7. The boundaries of the three phases-the ferro-
electric, the antiferroelectric and the paraelectric - where determined as follows. 
As shown in fig 6 the energy of all phases as a function of temperature and for 
a particular concentration were calculated. For example, fig 6 a shows that as 
the system is cooled the energy of both phases decreases and about 122 K at 
which both the random and the ferroelectric phases have the same energy. The 
point of intersection has been used as a co-ordinate point for the calculation of 
the phase diagram. By calculating the energy of the two phases as a function 
of temperature and for different concentrations and by using similar procedure 
as before all points of the ferroelectric and the antiferroelctric phases bound-
aries were evaluated. The boundary between the glass-like and the paraelectric 
phases was extrapolated by diagonaiizing the exchange interaction matrix 
from which the lowest eigenvalue for each concentration is found. These lowest 
eigenvalues were used as the boundary between the paraeletric phase and the 
low temperature phase. These calculations shows that as the system is cooled 
and for x1  < 0.175 the system is in the ferroelectric state while for x2 > 0.73 the 
system is in the antiferroelectric phase. The ferroelectric and antiferroelectric 
phases disappears above the critical concentration x1  and X2 -In the intermediate 
range 0.175 > x < 0.73 the system has an energy which is always lower than 
the energy of the pure ferroelectric or the antiferroelectric system and hence 
the system is in the glass-like phase. These results may be compared with the 
experimental phase diagram (Courtens 1983). The value x1  and x2 theoretically 
predicted are different but close to the observed values. Considering the neglect 
of many dynamical effects in the mean field theory, the agreement between the 
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Figure 7. Phase diagram for RA-DP in the T—I 
plane based on the static Random Field Ising 
Model. 
5.8.2 The Diffuse scattering 
The diffuse scattering was extensively studied for the glass phase for a wide 
range-of temperature and concentration. The results show that the intensities 
of the diffuse scattering, for which H and K are even, are much higher than 
those for which H and K are od4. The results also revealed large differences 
in the intensities for G + and G - , where G is a reciprocal lattice vector, 
and 	is the diffuse scattering wavevector. This asymmetry occurs in particular 
for reflectionswith H and K odd. The diffuse scattering was calculated around 
many reflections, and the result near the (6 2 0) and (7 1 0) reflections are sum-
marized in fig 8 to fig 10. It is clear from these calculations that the scattering 
near the (6 2 0) reflection, fig 8 b is quite intense and symmetric. In contrast, 
the diffuse scattering is very weak near the (7 1 0) reflection, fig 8 a, and is al-
most negligible at Q = G + Note that the diffuse scattering occur roughly at 
= 0.35. The temperature dependence of the calculated diffuse scattering near 
the Bragg reflection [6 2 01 at 70 K and for two different NH concentrations is 
shown in fig 9. Note that the peak and the width for the large NHt has changed 
dramatically. The temperature dependence of the diffuse scattering peak inten-
sity near the (6 2 0) reflection and for different concentrations is shown in fig 
10. As the system is cooled the intensity gradually starts to increases, fig 10 a, 
and eventually saturates below 120 K for z = 0.45 ,while for the smaller con-
centration of NH ,x = 0.25 the diffuse scattering peak saturates only below 60 
K. Which shows that the diffuse scattering decreases with increasing the NH 
concentration. The full width at half maximum (FWHM) is also calculated 
and the results are shown in fig 10 b. Cooling the system the width start to 
decrease and virtually remain constant below 80 k, and the width increases dra-
matically when going from low concentration to higher concentration, x . This 
behaviour fig 8 to fig 10 has already been observed experimentally (Chapter3 of 
this thesis, Courtens et al 1984 , Cowley 1985), and our calculations are in very 
good agreement with such observations. 
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Figure B. The calculated diffuse scattering given 
by the model. a) is near the [7 1 0] reflection 
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Figure 9. The temperature dependence of the calculated diffuse scattering 
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Figure 10. The temperature dependence of the calculated diffuse scattering near (6.33, 2, 0). a) 
shows the peak intensity for different concentration ; b) shows the width obtained from the 
(6 2 o) reflection and for three concentrations. 
5.9 Discussion 
The material Rb1_ 3,(NH 4)H2PO4is a very complex system. However, on the 
basis of a simple Random Field Ising Model, and taking into consideration the 
full three dimensional structure of the system, many of its features can be qual-
itatively understood using a self-consistent mean-field method to solve the basic 
equations. The model gave a phase diagram in which the system is in the fer-
roelectric phase for x < 0.175 and antiferroelectric phase for x > 0.73 . In the 
intermediate range of x , the mixed crystal is in the glass-like phase below 130 
k. These results are in qualitative agreement with experimental observation of 
the phase diagram (Courtens 1983). Our model has shown that on the basis of 
a very simple model relating the coupling of the spins to the phonons, the main 
feature of the experimental diffuse scattering can be understood. We have inves-
tigated the properties of the diffuse scattering for a wide range of temperature 
and concentration. These calculations have shown that the diffuse scattering 
arise form distinct correlations, elongated along the line joining the wavevector 
of the ferroelectric and antiferroelectric order parameters and their magnitudes 
are in agreement with experimental observations. The occurrence of the diffuse 
scattering at a fixed point of the Brillouin zone indicates a tendency towards 
a superstructure. The diffuse scattering has also been studied as a function of 
temperature for many concentrations and it seems that there is little temper-
ature dependence below 70 k. The temperature dependence of the width at 
FWHM were also investigated. Both these result were in good agreement with 
experimental observation of the diffuse x-ray scattering measurement on crystals 
of RADP for x 0.22 and x = 0.25 ,which reported in chapter3. Also our cal-
culations are in good agreement with the other diffuse scattering measurements 
(Cowley et al 1986, 1985, Courtens et al 1984). 
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Chapter 6 
X-ray Scattering from the Domain Walls 
and Ferroelectric phase of RbH2PO4  
6.1 Introduction 
A review of the phase transition in KDP materials was given in chapter one. 
In this chapter the results of the x-ray scattering from RbH2PO4 ' RDP' are 
reported. The crystal structure of RDP at room temperature was determined 
by Magyar (1948). A ferroelectric phase transition at 146 K was discovered by 
Bartschi et al (1945). It was reported by Struckov et al (1973) that the tran-
sition is of second-order, or only weakly first-order (Cladkii and Sidneko 1971, 
Pierre et al 1971). 
Many theoretical studies suggested that ferroelectric domain walls might repre-
sent an interesting case for observation of Solitons (Krumhansl and Schrieffer 
1975, Bishop et al 1976, Coffins et al 1979). The low temperature phase of the 
ferroelectric structure of RbH2PO4 consists of domains of alternating dielectric 
polarization. The unit cells within each domain are oriented identically, and as 
a result each domain has a macroscopic spontaneous electric polarization. The 
dipoles in neighbouring domains are oriented in such a way as to minimize the 
free energy of the crystal by reducing the electrostatic energy of the spontaneous 
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polarization charge (Zheludev 1971). Information about the domain walls sep-
arating the domains of opposite polarization can be obtained by measuring the 
diffuse scattering (Bruce 1981, Cowley et al 1976). If the domain walls are flat 
then the domain wall scattering consists of resolution-limited streaks extending 
from the Bragg reflection. The first direct measurement of diffuse scattering 
from domain walls was performed by Cowley et al (1976) using neutron scatter-
ing techniques on the uniaxial ferroelectric Pb5Ge3011. Diffuse x-ray scattering 
from the domain walls of KDP and DKDP was also used to investigate the tem-
perature dependence of the domain wall width (Andrews and Cowley 1986), it 
was found that the width of the domain walls increases as the temperature is 
raised reaching a maximum at Tc - 2k. Measurements could not be made at 
higher temperatures because of the difficulty of accurately subtracting the back-
ground. At a continuous phase transition the domain-wall width is predicted to 
diverge as T -p T (Widom 1972) but this divergence is presumably cut off by the 
first-order transition in KDP. Since RbH2PO4 has a continuous phase transition 
it was of interest to attempt to study this divergence by measuring the domain 
wail scattering as a function of temperature. The remainder of this chapter is 
set out as follows in the next section we describe the experiments. In section 6.3 
the analysis of experimental results and also the domain wall scattering mea-
surements and the nature of the ferroelectric phase transition are reported and 
finally in section 6.4 a brief discussion is given. 
6.2 Experimental arrangement 
The measurements were performed on a triple-circle diffractometer with CuKc 
radiation from a rotating anode generator. The primary beam was monochro-
mated by the (1 1 1) reflection from a flat silicon crystal, and a similar crystal 
was used to collimate the scattered beam. A pre-monochromator slit was used to 
eliminate the CuKci2  component. The typical wave-vector resolution (FWIIM) 
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in the scattering plane and trahsverse to the scattering vector was 0.002A° '. 
A few measurements were made with the instrument used in a two-axis con-
figuration and silicon as monochromator, in which case theresolution was ap-
proximately 0.01A° 1  in the scattering plane. The single crystal of RbH2PO4 , 
was 5 x 6 x 5 mm' , and was prepared with a carefully polished (1 0 0 ) face 
which was then etched with H20 to reduce the surface damage. The crystal was 
mounted in an isothermal enclosure with an [0 0 1] crystallographic axis ver-
tical on the cold stage of a closed-cycle cryo-refrigerator, allowing temperature 
control over the range 10 K to 300 K with a stability of +0.02K 
6.3 Analysis of Experimental results 
6.3.1 The domain wall scattering 
Information about the macroscopic properties of ferroelectric materials can be 
gained through studying the domain structure of these materials. The theory 
of the scattering by ferroelectric domain walls in KDP has been discussed by 
Bruce (1981), and an extension of this theory was given by Andrews and Cowley 
(1986). A model for domain wall in KDP is shown in fig 1. In KDP most of the 
domain walls are 180° walls separating domains of up and down polarization, the 
walls are perpendicular to either the [0 1 0] or [1 0 0] axes of the high symmetry 
phase. The scattering from the domain wails form lines in reciprocal space, 
extending from the Bragg points in a direction perpendicular to the plane of the 
domain wall. The expression for the scattering intensity is given by 




Figure 1. Schematic picture of a domain wail in RDP. 
The up domain is characterised by a repeat distance a. 
At x=O there is a displacement 	between the domain 
wall and the lattic periodicity. 
-. 2 	 •-. 2 
F1(Q) S 	)2  + 42 	
(q q 
	)2 	(6.2) I(Q) = 	
a2 (q2 - 52 a2 2 - 52 
for the (0 0 1) plane 
where 
F1(Q) = FMcos(Q.Z) + FDsin(Qi) 	 (6.3) 
F2(0) = FDc0S(Q.2\) - FMsin(Qi.) 	 (6.4) 
and a is the magnitude of a repeated distance for the domain. S determines the 
displacement of the Bragg peak from its position in the tetragonal structure and 
Q = 	+( O0) with small and F a reciprocal lattice vector of the high symmetry 
phase. Since the domain wall scattering measurements were performed in the (0 
0 1) plane, then equation 6.2 can be simplified. The second term on the right-
hand side of equation 6.2 can be neglected, because its contribution is very small 
in the ab plane for RDP system. This can be explained as follows. The FD(Q) 
part of the structure factor F2(Q) can be written as (see Bruce and Cowley 
1980), 
ED = Efk(Q)Q.U(k, 	 (6.5) 
Ic 
where fk()  is the x-ray form factor of the kih type of atom which has position 
i j in the unit cell and Wk(() is the Debye-Waller factor. U(k, ) is the dis-
placement of the lvih atom in the jth fluctuation. It is known from the accurate 
structure study of Kennedy and Nelmes (1980) that the heavy ions move only 
along the z-direction. Hence Q.U(k, ) in the ab plane is almost zero, so that 
ED 	0 and the x-ray scattering by the Hydrogen atoms is so small that it can be 
neglected. Since sin(Q.L) is a very small quantity, F2(0) will be very small and 
79 
so may be neglected. The structure factor F1(Q) can be assumed to be constant 
for the small range of wavevectors for which the scattering was observed. Hence 
equation (6.2) can be written as 
I(q 	(q2 	b2 )2 
	
(6.6) 
where C is a constant. The scattering from the domain walls was measured 
around several different lattice points in the (h k 0) plane. Unfortunately the 
measurements were made very difficult and almost impossible because the scat-
tering was weaker and the background scattering was higher than in the mea-
surement of Andrews and Cowley (1986) on KDP and DKDP. However a typical 
results at 20 K are shown in fig 2 for scans along the [6.004, 2 + 0] direction. 
The shape of the scattering was measured in detail near the [6 2 0] reflection at a 
range of temperatures and the background carefully subtracted. The scattering 
from the domain walls was fitted to equation (6.6) and the results are shown 
in table 1 and table 2. The measurements close to the transition temperature 
were made very difficult by the effect of the high background and also by the 
multiple scattering from the Bragg reflections which can produce weak peaks for 
= +5 as explained by Meyer et al (1976) Because of that,and because of the 
increasing wall width, very small is needed to perform the measurements close 
to T. Unfortunately the instrumental resolution limited the accessible . 
6.3.2 Nature of the ferroelectric phase transition 
As the crystal is cooled through the phase transition the single Bragg peak of 
the tetragonal phase is expected to split into four peaks, two of these will be 
along the direction of one of the tetragonal axes while the other two ferroelectric 
Bragg peaks will be along the other tetragonal axis. However our measurements 
confirmed the coexistence of two distinct domains in the ferroelectric phase. The 
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Figure 2. Scattering from domain wails in RDP at 20 K. 
( outside H 	increases) I(observed) I(calculated) 
0.04 259 259 
0.041 221 221 
0.042 184 190 
0.043 199 165 
0.044 214 144 
0.045 143 126 
0.046 151 111 
0.047 57 98 
0.048 60 87 
0.049 45 78 
0.05 49 70 
0.051 60 63 
0.052 72 57 
0.053 56 51 
( outside H 	decreases) 
0.04 253 253 
0.041 200 215 
0.042 181 185 
0.043 200 161 
0.044 131 139 
0.045 142 123 
0.046 119 108 
0.047 88 98 
0.048 80 85 
0.049 110 76 
0.05 65 68 
0.051 53 61 
0.052 50 55 
0.053 33 50 
Table .1: Results of the fitting to equation (6.6) at 20 k 


























































Table .2: Results of the fitting to equation (6.6) at 100 k 
occurrence of only two domains in this crystal suggests that they are free from 
any defects which might act as a sources for new domain walls. Scans were 
performed around other Bragg reflections, which also shows that the magnitude 
of the splitting is consistently proportional to the distance from the b* axis and 
that the direction of the splitting is always parallel to the b*  axes. The temper-
ature dependence of the magnitude of the splitting near the [6 2 0] reflection was 
measured in detail for both cooling and heating and the results are summarized 
in fig 3. This study indicated that the separation /H is independent of tem-
perature below 100 K. In order to understand the nature of the phase transition 
the data close to the phase transition temperature were fitted to a Landau-type 
expansion of the free energy (as was discussed in detail in chapter one) in which 
the order parameter has a power-law behaviour 
Q(Tc — T) 
	
(6.7) 
where Q is equal to AH, and /3 is the critical exponent. The results of the fitting 
are shown in fig 4 for cooling and heating. From these data fittings 
	
/3 = 0.348 ± 0.006 	for cooling 
and 
/3 = 0.460 + 0.002 	for heating 
The calculated /3 for cooling is different from 1  which is the value given by Lan-
dau theory for a continuous phase transition and, as expected for a continuous 
transition in KDP, we conclude from the difference between heating and cool-
ing (Gladkii and Sidnenko 1971, Pierre et al 1971) that the transition is weakly 
first-order. In this respect our study disagrees with the 7-ray measurement of 
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Figure 3. The order parameter versus T for R.DP crystal 
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Figure 4. The order parameter versus temperature for 
P.DP crystal close to the phase transition temperature 
o andj3 correspond to the experime-ntal result. The 
continuous curves are least—squares fits of the data 
points to equation (6.7). 
6.4 Discussion 
Diffuse X-ray scattering has been used to study the domain wall scattering from 
the ferroelectric phase of RDP. The measurements were made very difficult due 
to the very weak scattering by the domain walls and also because the high back-
ground and multiple scattering prevented collection of domain walls scattering 
as a function of temperature which could have been used to study the divergence 
in the domain wall width. The nature of the order parameter as a function of 
temperature was studied in detail for both cooling and heating. It was found 
that close to the phase transition temperature the data could be described by a 
power-law. The calculated value of the critical exponent /3 is different, but close 
to 1  a value which could indicate the possibility that the transition is slightly 
first order as was suggested by others (Cladlcii and Sidneko 1971, Pierre et al 
1971). 
Chapter 7 
Theoretical Study of the Low Temperature 
Phase of BaMnF4  
7.1 Introduction 
BaMnF4  has been the subject of numerous investigations in the past decade. 
The crystal structure at room temperature was determined in detail by Keve et 
al (1969). The structure is orthorhombic, space group A21am and there are four 
formula units in the unit cell. The structure Fig 1 consists of MnF6 octahedra 
linked at the corners to form puckered sheets perpendicular to the b-axis and 
separated by layers of Ba ions. There is continuous structural phase transition at 
247K to an incommensurate structure accompanied by the unit cell doubling in 
the bc plane (Shapiro et al 1976). The incommensurate modulation is along the 
polar a-axis and the wavevector does not appreciably change with temperature. 
Two different structures was proposed for the incommensurate phase 
by Cox et al (1979). In type one the average structure retains the 2mm point 
group symmetry of the orthorhombic phase and the modulation is characterized 
by two symmetry related pairs of wavevector 
= (0.329, ., .) 	q2 = - 
cr 
0 
o I 2 3 4 • BARIUM E 	I 	I 	I 	I 
MANGANESE 
Figure 1. Crystal structure of RaMmF4 
(after Keve et al 1969) showing MnF6 
Octahedra projected on [0 0 1] (tipper); 
and [1 0 0] (lower). 
= (0.329, 	, 	= - 	 (7.1) 
These wavevectors are expressed in reciprocal lattice units. In type two the 
symmetry of the average structure is reduced from orthorhombic to monoclinic 
and the crystal forms twin domains with modulations characterized by only one 
of the above pairs of wavevector in each domain. Further study by Cox et al 
(1983) using x-ray and neutron scattering measurements have shown that sys-
tematic absences amongst second-order satellite reflections are consistent with 
a type two structure. Type two is also in closer agreement with the theoretical 
analyses of the phase transition in which the point group symmetry is reduced 
from 2mm to 2 (Scottl979, Dvorak and Fousek 1980, Colovko and Levanyuk 
1983). The first direct indication of this reduction in the point group symme-
try due to the formation of a monoclinic distortion was in the results obtained 
by optical polarimetry (Pisarev et al 1983). X-ray scattering measurements by 
Barthes-Regis et al (1983) reported a broadening of the Bragg peaks parallel to 
the b*  direction, which was explained as a departure of the unit cell angle, alpha, 
(between b and c axis) from 90°. The existence of twin, monoclinic domains in 
the incommensurate phase was confirmed by Ryan (1986) using high resolution 
x-ray scattering measurements. 
The project discussed in this chapter originally aimed to determine the nature 
of all the possible atomic displacements in the low temperature phase. However, 
the nature of the experimental patterns was unfortunately found to be more 
complicated than the prediction of the simple model. The remainder of this 
chapter is as follows: Section 7.2 describes the model for the atomic motion, 
Section 7.3 discusses the application to BaMnF4 Section 7.4 describes some of 
the results, and discussion is in section 7.5. 
7.2 Model for the atomic motion: 
In this section it is shown how the autocorrelation function C(r) can be cal-
culated numerically using a simple model so as to gain information about the 
atomic displacement in the incommensurate phase from the experimentally cal-
culated map of the function P(F). Now in order to understand the nature of the 
autocorrelation peaks which one can get from the model, we must first consider 
an ordinary Patterson function G() 
= 	+ r)d 
which is a density-density correlation function. Above the transition, the func-
tion G() shows peaks at all the lattice points, corresponding to overlap of all 
the atoms with their symmetry-related counter parts, plus a number of smaller 
peaks corresponding to the 	'je - r bettoms in the unit cell. The 
greatest value of G(r) will occur at the origin, F =0 since 
G(0) = fP 2( §)d(.k) 
When p() represents the electron density for a collection of atoms 
then 
p(r) *p(2r) = 	[p 	*pj(2r)] S[i?_ ( - 
ii 
Since pj(rj is a peaked function roughly represented by a Gaussian such that 
f
p)d= Zi 
the convolution p. * p2 will represent a slightly broader Gaussian-like peak of 
integrated weight ZjZj. This will be placed at the end of the interatomic vector 
(-) relative to the origin of G(). There will be an identical peak at (-ri ). 
Thus G( is made up of peaks corresponding to all interatomic vectors present. 
The weight of each peak corresponds to the sum of all products Z1Z3 for the pairs 
of atoms having that interatomic vector. This is illustrated for a simple two atom 
crystal (like NaCl) in fig 2. The peak at the origin, of G(0) , corresponds to all 
vectors between centres of length zero and so is 
* 	pi(f) * pi(-r') 
and has weight Ej Z, which depends upon the atomic numbers. 
After discussing the nature of a normal Patterson function, we next discuss the 
model. In this model the electron density around each atom, when at equilib-
rium, is assumed to have a Gaussian distribution function of the form 
it. ir 
pi( 	= K1e 	for the first atom 
and 
P2(r)  = K2e 	 for the second atom 
where K1 and K2 are the proportionality constants, Pi  and P2  are the Gaussian 
widths for the first and second atom respectively, and R0 is the interatomic 
distance between atom one and atom two. In the high-symmetry phase the 
mean equilibrium positions of the atoms are R(lk), where 1 denotes the unit cell 
and k the k th type of z different atoms within the unit cell, so that 
(11c) = (l) + 1(k) 
The displacement of the atoms from these equilibrium position are written U(lk) 
so that the position of the atoms at any instant is 
r(l1c) = 1(lk) + U(lk) 
Then the Gaussian electron distribution functions p(  and p2(1) can be ex-
panded as power series in the displacement CT(1k) if all of the terms of higher 
order than second in this expansion are neglected. Since we are always interested 
in two known atoms in the unit cell then the (1k) label can be suppressed, giving 
pi(7+ L) - P1 (F) = 
Lt2A 
Z. 1  Zz 
Figure 2. Schematic picture of two—atom crystal 
(ieft) and their Patterson vectors (right). 
b - 	 oUov 
'j 	cLrck IC, vi 	-. 
Figure 3. Schematic picture of atomic motion. 
the arrow represents the direction of motion. 
The + represents the probabiiity of 1, and 
the - represents the probability  of 0 
+ 	- p2(1+ .) = d2.Vp2(+ 1) 
The convolution of these two functions is defined by (Lipson and Cochran 1966) 
C(r) = f [Ui.vpi(] [d2.vp2(+ L)] d( 
In order to determine the function C( we will use a Cartesian co-ordinate 
system with 
Cl = Xl +3i' +z1  
02 = iX2  +7Y2 +z2  
7 — ix +3v+1z 
io =x0+7y0+i;z0 
4K1K2 	
00 00  
C(X,Y,Z) 
=0,2a2 




(XX1 + YY1 + ZZ1 ) 




- cr + o 
Integrating equation (7.2) over all space gives 
1 	a 4K1K2 	(3_1)(X-fY+z) C(X,Y,Z) 	= B57r2cr2 	e 2 0•1 
01 
2 - 2(1 - B)X)X1X2  
+ 
	(0,2- 2(1 - B)Y,2)Y1Y2 
+ (o - 2(1 - B)Z)Z1Z2  
- 	2(1 - B)X0Y0(X1Y2  + Y1X2 ) 
- 2(1 - B)XO ZO(Z1X 2  + X 1Z 2 ) 
- 	2(1 - B)YO ZO(Z1Y2 + Y1Z 2 )] 	 (7.3) 
Equation (7.3) can be written as the sum of two independent functions 
C(X,Y,Z) = F(X1X2,Y1Y2,Z1 Z2) 
+F((X1Y2 + Y1 X2), 
(X1 Z2 + Z1X2), 
(Y1Z2 +Z1Y2 )) 
The characteristics of the shape obtained from the numerical calculation using 
the function C(X, Y, Z) consists of a particular pattern of positive and negative 
weights. Patterns associated with the possible movements of two different atoms 
have been obtained using the notation of fig 3. We assume that an atom which is 
displaced from its equilibrium position has the pattern shown in fig 3. The arrow 
indicates the direction of atomic motion. Applying convolution one can obtain 
all the possible patterns associated with the motion of two similar or different 
atoms, and the results are summarized in fig 4. If the atom moves entirely along 
the X direction then equation (7.3) can be approximately reduced to 
1
2  
4K ,K, (B-1)(X+Y+Z) 
C(X1X2) = Bir}cr2 	2 e 	 (o - 2(1 - B)X0)X1 X2 (7.4) 01 
and the form of C(X1 X2 ) is given schematically by fig 4 b , or c. A numerical 
calculation of C(X1X2) as function of x in one dimension is shown in fig 5a,. 
However if the atomic motion is in the x y plane and atom one moves along the 
X and atom two moves along the Y direction then equation (7.3) will have the 
form 
4K K (B-i)(X-4-Y+Z) 
C(X1Y2)=B&ir}o2 	2 2e 	 (1—B)X0Y0X1Y2 	(7.5) 
CT' 
and the characteristic signature will be similar to fig 4 ct, 	The numerical 
behaviour of C(X,Y2) as a function of X is shown in fig 5 b. 
The Gaussian width parameter CT for any atom can be found from the scattered 
amplitude F(Q), where F(Q) is the Fourier transform of the electron density 
function p(.  Now 
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Figure 4. Schitic picture of different possible 
atomic motions and their corresponding shapes 
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convolution. 
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giving 
F(Q) = Kf e _ e2 fdi 
This integral then gives 
	
F(Q) = Kie 2° 2 	 (7.6) 
In order to find the value of the constant A, the Gaussian electron density 
function can be normalized, then 





K=!- 	 (7.7) 
Rewriting equation (7.6 ) in terms of equation (7.7) 
F(Q) = Ner202Q2 	 (7.8) 
Now values of the scattering amplitude F(Q) as a function of Q for different 
ions are given by the JnternationalYable5for x-ray Crystallography volume IV. In 
order to find o we will consider the 0Ba•  We know that 
F(Q)=56 when Q=O 
F(Q)29.95 when Q=1 
Substituting the above two conditions in equations (7.8) will produce 
29.948 = 56e 2'a 
which gives 
'7Ba 0.252A° 
Using the same procedure 0Mn  and 0F  can be found. Fig 6 shows the calculated 
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Figure S. Wavevector variation of the scattering 
factors for Ba, Mn and I ;the ordinate is in 
arbitrary units. 
dots are the values of F(Q) obtained from the international table for x-ray 
crystallography, and the continuous line is from the Gaussian model. Clearly 
the agreement for 	1 is qualitativly satisfactory, while For Q > 1 the the 
calculated scattering factor falls much more rapidly than the one given by the 
international table for x-ray crystallography. 
7.3 Application to BaMnF4  
The structure of the incommensurate phase (IC) McConnell (1978, 1981) with 
paired scattering vectors +, where is in reciprocal lattice units, must contain 
two different component structures, one modulated with cos() and the other 
with sin(.r), can be written as 
P(r) =  p;;( + pi(r)cos(.r) + p2(rsin(..r) 	 (7.9) 
Theory (Heine and McConnell 1984) emphasizes the effect of the two indepen-
dent modulation component structures pi(r) and p( oscillating 900  out of 
phase with one another (McConnell 1978), and which belong to different sym-
metries at a neighbouring high symmetry point. The two components have dif-
ferent but related symmetries if the average structure has at least one element 
in its space group which turns j into - and then the modulation is assigned 
uniquely by symmetry to either the cosine or the sine factor. 4is measured from 
the nearest symmetry position in reciprocal space (reciprocal-lattice point or 
half reciprocal-lattice point), and p() has the periodicity of the lattice p'() 
and p2) in the case of BaMnF4 have the periodicity of Q with 
(7.10) 
where d is a reciprocal lattice vector. Now in order to understand the nature of 
we will discuss the following thing. We know that each Bragg reflection (h, 
k, l)is accompanied by two first-order satellite peaks at (h, k, 1) + and also by 
two second order satellite peaks at (h, k, 1) ±2, where is defined by equation 
(7.1). The assumption we make is that we only consider the first-order satellite. 
Now if we consider either of the domains, for example the first domain then a 
Bragg reflection at (h k 1) will have first order satellite at 
11 
( 	= (h,k,l) + (0.392, 	 (7.11) 
and for a Bragg reflection at (h + 1, k + 1, 1 + 1) there will be first order satellite 
at 
Q2 = (h + 1, k + 1,1 + 1) - (0.392,, ) 	 (7.12) 
Now the neighbouring high symmetry point, as shown in fig 7 is 
111 
= (i., •' 	 (7.13) 
and comparing the above equation with equation (7.10) will give 
111 
= (i., ' 	 (7.14) 
Using the same procedure the for the second domain can be written as 
1 11 
(7.15) 
The electron-density equation p()  can be used to calculate the scattering am-
plitude from the modulated phase. We assume that the p(r) are a continuous 
distributions of electron density expressed in electrons per unit volume, and 
imagine that the space is divided into a number of small volumes dV within 
each of which there is an effective point charge p(r)dV electrons. Thus the scat-
tering amplitude from such a small volume will be p(r)dV times that from an 
electron at the same position. From this we find that the total scattered ampli-
tude from the distribution of electron density p(r), expressed as fraction of that 
from a point electron at the origin, is given by 




A Brct 	Poivlt  
'rs± or r  S11k 
Figure 7. Schematic representation of the position 
in reciprocal space of observed super lattice peaks 
(first order) associated with the structural phase 
transition in BaMnF4. 
where the integration is over the whole volume of space in which p() is non-zero. 
It is clear that A(Q) is just the Fourier transform of p(). Substituting equation 
(7.9) into (7.16), the Q dependent amplitude for 
:5= d + .? + 
is 
A1(Ô + + qJ = f {p 	+ ip2(r} ed(r 	(7.17) 
while that for 
is 
= f[Pi(r) 	 (7.18) 
where the integration is performed over two unit cells. The intensity I(d + ) 
is proportional to the square of the amplitude so that 
+ ) = 2 [(A1(d+ + ))2 + (A2(d+ 	)2] 	(7.19) 
Substituting equations (7.17)and (7.18) into equation (7.19) gives 
- 	 I+( +,F
) = / p
i(re 	d7/ p j(re'di 
+ 
/ p
2(re i(G ) df 	 (7.20) 
The autocorrelation function P(rJ is obtained by Fourier inversion of the inten-
sities I((G + ,F)) hence 
= I(G+ e ) 	 (7.21) 
a 






Now summing over gives 8( - - r) and the results can be written as 
P(r) = f PI(r 
)e-ii!.; P1(r - 
+ 	f P2(rle-i~!-'~IP2(i; - re2 e2 dr 
Hence 
P (r-) 	f p
j(7:~)p j(~; — r-)dF 
 f P2(P)P2(~; - r-)d~; 
Thus the function P() constructed from the intensities I(G +F) scattered by 
the incommensurate modulation is the correlation function for the densities 
- rj + P2(r')p2(r' - 
and has the periodicity of ( + ) 
We know that in the high symmetry phase, BaMnF4 has an orthorhombic struc-
ture with atoms at 
(X,Y,Z) 	(X+,—Y,±Z) 
(X + —Y, —Z) 	(X, Y, —Z) 
Hence above the transition temperature we have the result that 
1 [(H + .), (K + ), (L + 	= 1 [(H + ), —(K + 	(L + 
1 [(H + ), (K + 	(L + 	= 1 [(H + .), (K + ), —(L + 
1 [(H+),(K+),(L+l)] =1~ [(H+),_(K+),_(L+)] 
Below the transition temperature the incommensurate modulation along the po-
lar a axis destroys the translational periodicity in that direction but the average 
93 
structure can be regarded as retaining the 21 screw diad (Scott 1979). The 
most likely space group of the average structure in the low temperature phase is 
P21 (Ryan 1986, Scott 1979) although the full symmetry of the incommensurate 
structure cannot be described by one of the 230 three dimensional space groups 
(Janner and Janssen 1977) . The only symmetry below T is 
1 [(H +), (K  + ), (L  + 	=1 [(H + 	—(K  + ), —(L  + 
The function P() of equation (7.21) can be written for the first domain as 
P(X,Y,Z) = 	 4 [(H + (K + (L + 
H,K+L=even,L 
cos [ii + )X] 
cos 27r [(K + )Y + (L + .)Z] 	 (7.22) 
and for the second domain as 
P(X,Y,Z) = 	4 [(H + (K + (L + 
H,K+Lodd,L 
Cos 	+ 
cos 2ir [(K + )Y + (L + )Z] 	 (7.23) 
Equations (7.22) or (7.23) show peaks near all the lattice points but each of the 
peaks is modified by the presence of the distortion, giving each of the peaks a 
signature consisting of a particular pattern of positive and negative weight. In 
general one could say that peaks which are given by the correlation of two atoms 
in the high symmetry phase are modified by the presence of a distortion below 
the transition temperature. If only one species of atom were present then the 
shape and pattern would be like one of those in fig 4. 
7.4 Results 
The computer program used to calculate the function P(r) of equation (7.22), 
or equation (7.23) was written in FORTRAN 77. The experimental data which 
94 
was used in this calculation was collected by Ryan (1985). The contour map 
of the function ,P(r), was calculated for a number of different crystallographic 
planes. The map for the first and second domains were identical. This is a good 
test of the computer program and also supported the existence of a monoclinic 
domain in the average structure in the low-symmetry phase. Since equations 
(7.22) and (7.23) gave identical results, and so only one of the domains will be 
considered. Further calculation of the function P(r) also gave a map similar to 
the map of the average structure, but each peak was distorted. As the positions 
of each Patterson peak in the average structure are known, it was then possible 
to make detailed contour maps around the Ba-Ba, Mn-Mn, Ba-Mn, Ba-F and 
Mn-F positions. Fig 8 shows the contour map around the Ba1 - Ba2 position. 
The calculation showed that the weight of the peaks was highest in the z=O 
plane, indicating that the motion along the z direction is very small, which then 
may be neglected. Fig 8 also shows that the weight of the peak at the original 
position (i.e the position of the autocorrelation function in the average structure) 
is almost negligible and also that there are distorted peaks with plus and minus 
signs around the original peak position. Now in order to understand the nature 
of the atomic displacement associated with the motion of the two Barium, we 
compare the pattern of fig 8 with that of fig 4, since fig 8 is similar to fig 4 d, 
it is reasonable to assume that one of the Bariums is moving mainly along the 
x direction and the other has a motion mostly along the y direction, in other 
words the two Barium atoms move perpendicular with respect to each other in 
the (xyO) plane. Clearly the qualitative shapes shown in fig 8 are in reasonable 
agreement with fig 4 d. Hence equation (7.5) can be used to describe fig 8. The 
shapes of the contour map around the Ba1 - Mn2 position were different from 
the contour map of the Ba1 - Ba2. Detailed calculations for value of z=O to 0.02 
showed that the weight of the peaks are highest in the z=0.001 plane , indicating 
that there may be a small motion along the z-direction. Fig 9 shows contour map 
around the Ba2 - Mn, position in the (xyO.001) plane. There is a strong peak 
with negative weight at the position of the average structure. This negative 
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Figure 11. The shape of some of the contour maps around the Mn-F 
weight gradually decreases on approaching the +y direction, it then becomes 
positive, which gradually decreases to the background level. Similar behaviour 
can be seen on approaching the —Y direction. Now in order to identify the kind 
of movement associated with the Ba2 and the Mn, atoms, we will compare the 
pattern of fig 9 with those of fig 4. Since the contour map around the Ba2 and 
the Mn, position is elongated mostly along the X direction, it is likely that 
the correlation of the atoms concerned are dominated by their motion along 
the X-direction, and hence equation (7.4) given by the model can be applied. 
Fig 10 shows the contour map around the Ba-F position, and the overall shape, 
qualitativly look similar to one of those shape given by fig 4, but with distorted 
weight which then make it difficult to associate the overall pattern with any 
particular atomic movements. Similarly the patterns around the Mn-F, fig 11 
have a complicated shape. Generally it was found that the shapes around the 
other Ba-F and Mn-F are complicated. This is probably due to the overlapping 
of neighbouring Patterson peaks, which makes the shape and weight of the peaks 
very different from that predicted by the method. Due to the complex nature 
and shape of some of the patterns, it was not possible to apply the method 
properly. 
7.5 Discussion 
On the basis that the electron density in the system has a Gaussian distri-
bution function, a simple model describing the convolution of the different 
atoms was developed. This method predicts particular shapes of negative and 
positive patterns. Detailed contour maps around most of the heavy ions like 
Ba - Ba, Mn - Mn and Ba - Mn were in reasonable agreement with the pre-
diction of the model, and the shapes where similar to those of fig 4. However 
in other cases like Ba - F, Mn - F or F - F the shapes and the weight of the 
peaks were very different from the prediction of the model, and those shown in 
fig 4. The difference in the nature of some of the experimental patterns from the 
pattern predicted by the model prevented the application of the model and as 
result it was not possible to have enough information about the low temperature 
phase. During the course of this project Sciau et al (1986) reported a structural 
investigation of the incommensurate phase of BaMnF4 , including the determi-
nation of the atomic displacement in the low temperature phase. Some of our 
results may be compared with the pattern which one can get from the nature of 
their atomic displacement. In their study they found that Ba j and Ba2 moves 
perpendicular to each other in such away that the magnitude of the displace-
ment along one of the axes is greater than the magnitude along the other axis. 
It is known from the notation of fig 3 that such movement will a give pattern 
similar to fig 4 a, or d. Sciau et a1 (1986) have also found that Ba2 - Mnl 
moves mainly along the X-direction, and this sort of displacement will result in 
a pattern which has similar shape to fig 4 c. These are in qualitative accord with 
our approach, in that the patterns predicted by our model gave the correct kind 
of atomic displacements at least for the heavy ions. However it is not possible 
to compare the patterns of fig 10 and fig 11 with the study of Sciau et al (1986), 
because of the complex shape of fig 10 and fig 11. Clearly our approach does not 
give a wholly satisfactory account of all the different patterns. This is may not 
be surprising because it is well known that BaMnF4 is a very complex system 
especially in the low temperature phase. However the Gaussian model may still 
be applied to other systems which are less complicated than BaMnF4. 
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Conclusion 
The principle aim of the bulk of this thesis was to understand the behaviour of 
Rbi _(NH4)H2PO4syst em, which is a structural system with competing inter-
action and has very long relaxation times at low temperature. 
In chapter three we presented detailed x-ray scattering studies of the structural 
system Rbi_(NH4)H2PO4 for two crystals with x 0.22 , near the boundary 
between ferroelectric and structural-glass behaviour at low temperature. Below 
83 k both crystals developed short-range incommensurate correlations with a 
wavevector 	0.13a , which are presumably related to the glass properties. 
On cooling below 70 k, the crystal with the slightly larger NH concentra-
tion x develops the ferroelectric structure in a small fraction of the crystal, 
while the bulk of the crystal retains the tetragonal structure. The other crys-
tal transformed almost wholly to the ferroelectric phase. The transition to the 
ferroelectric structure shows considerable hysteresis on heating and cooling, and 
is spread over about 20 k. This study has shown that the glass phase, to a 
good approximation, is a short-range incommensurate phase and the transition 
between the glass and ferroelectric phase is of first order. 
The second part of this chapter concerned the study of the glass-like phase 
of RADP with z = 0.25, it was found that the incommesurate wavevector is 
slightly larger, 	= 0.2a*. The results showed that the intensities of the dif- 
fuse scattering near the Bragg reflection with H and K odd are very weak and 
asymmetric compared to that near the Bragg reflection with H and K even. It 
was concluded that there is a substantial contribution to the diffuse scattering 
intensity from the acoustic modulations as well as a smaller contribution from 
the ferroelectric polarization along c and in the ab plane. 
In addition the project of this chapter could stimulate more experimental in-
terest in the RADP system. This mostly because the T - phase diagram is 
almost vertical near z 0.22, and a slight change of concentration will change 
the behaviour of the system. An interesting experiment would be to study the 
Lifschitz point between the ferroelectric and the short-range incommensurate 
phase and the paraelectric phase. 
The project of chapter four was concerned with a detail study of the the relax-
ation of the structure of RADP in an electric field. X-ray scattering techniques 
were used to investigate the behaviour of the ferroelectric and glass phase of 
Rbi_(NH4)H2PO4with x 0.22 in the presence of an electric field. The re-
sults showed that the system has very long relaxation times, characteristic of a 
system with competing interactions. The measurement showed that the change 
in the intensity of the x-ray scattering, from the incommensurate modulation 
and the ferroelectric phase have a roughly linear relationship with time. The 
surprising feature of these results is that the process of aligning the ferroelectric 
domains takes a very long time —36haurs— and that the crystal breaks down 
before being completely polarized and before the glass phase has disappeared. 
The exciting results of this project suggest that many interesting experiments 
on the relaxation behaviour of the structural system RADP in an electric field 
could be performed. One experiment which could be done is to investigate the 
relaxation of the structure near the boundary between the glass-like and the 
antiferroelectric phase. Another experiment could be to investigate the time 
dependence of the diffuse scattering in the glass-phase region. 
The research topic of chapter five was concerned with the theoretical study of 
RADP system. A static random field Ising model was used within a mean field 
approach. The study has shown that the random field and random-exchange 
term strongly affects the glass phase by destroying the long-range incommensu-
rate order. The calculated incommensurate wavevector was in good agreement 
with the experimental results. The calculated phase diagram agreed qualita-
tively well with the observed one. Also on the basis of a simple model and 
relating the coupling of the spins to the phonons, the shape of the diffuse scat-
tering around most of the reflections was calculated. It was found that the 
temperature dependence of the diffuse scattering and the width are in remark-
able agreement with the experimental measurements. Although in this study a 
mean field approach was used and many dynamical effects such as fluctuation 
and tunnelling were neglected, many features of the experimental observation 
were reproduced and a qualitative picture about the behaviour of this system is 
now believed to be understood. 
The basic derivation of the equation in the RFIM is quite general, and if a 
proper interaction matrix J/' were found from other random systems, then the 
model could easily be applied to those systems. One of the main problems of the 
calculation was the computer time. One improvement would be to implement 
the program on a parallel computer (eg the DAP), which would then allow for 
more points in Brillouin zone, and hence a more realistic physical system. 
The material of chapter six was on the measurement of the domain-wall scat-
tering in RbH2 PO4 in order to study the roughening of the phase transition. 
Unfortunately the measurements were made very difficult because the diffuse 
scattering by the domain wall was very weak. This might be related to the 
nature of the phase transition. It is concluded that the number of domain walls 
in the low temperature phase of RbH2PO4 is far less than in KDP, which has 
a strong first order ferroelectric phase transition, and this is perhaps one of the 
reasons that many earlier studies(Bruce 1981, Andrews and Cowley 1986) have 
been performed on systems which have first order phase transitions. 
X-ray scattering techniques were also used for the first time to investigate the 
nature of the ferroelectric phase transition. It was found with Landau-type free 
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energy expansion that the transition is slightly first order. 
Finally, in chapter seven results reported on an investigation of the low temper-
ature phase of BaMnF4 using a simple Gaussian model to describe the electron 
density function around each atom in a crystal. Using a convolution theorem 
a general expression relating the motions of different atoms were derived. This 
model was used to study the low temperature phase of BaMnF4 in order to gain 
information about the atomic displacement in the incommensurate phase. The 
method predicted particular shapes in good agreement with the observed shape, 
While in other cases it was found that the shape of the observed pattern was 
quite different from the predicted one. It would then appear that the model is 
too simple to describe a complicated system like BaMnF4 . During the course 
of this work Sciau et al (1986) have published a structural investigation of the 
low temperature phase of BaMnF4, including the determination of the atomic 
displacements. Since the aim of our project was also to determine the atomic 
displacements of the low temperature phase, this project was discontinued. 
Although the model could not be successfully applied to the case of BaMnF4, 
we believe that it is quite general and it could be applied to less complicated 
system. 
101 
Amin, S. Cowley, R.A. and Courtens, E., 1987, Z. Phys. B67 229 
Amin, S. To be published in Z. Phys. 
Anderson, P.W., 1960, Fizika Dielectrikov, ed. G.I. Skanavi (Moscow: 
Acad. Nauk. SSR) 
Andrews, S.R. and Cowley, R.A., 1986, J. Phys. C: 	Solid State Phys. 
19 615-635 
Bacon, G.E. and Pease, R.S., 1953, Proc. P. Soc. Lond. A220, 397 
Bacon, G.E. and Pease, R.S., 1955 Proc. R. Soc. Lond. A230, 359 
Barthes-Regis, N., Almairac R., St. Gregoire, P., FillipiflO, C., 
Steigenberger, U., Nouet, J. and Gesland, Y., 1983, 
J. Physique Lett. 411 L829-35 
Bartschi, P., Matthias, B., Merz, W. and Scherrer, P., 1945, Heiv. 
Phys. Acta 18 21 0-2 
Bastie, P., Lajzerowicz, J. and Schneider, J.R., 1978 9 J. Phys. C: 
Solid State Phys. 11 
Bishop, A.R., Domany, E. and Krumhansl, J.A., 1976, Phys. Rev. B111 
2966 
Blinc, R., 1960, J. Phys. Chem. Solids, 13 2011 	 - 
Blinc, R. and Hadzi, D., 1958, Mol. Phys. 1 391 
Blinc, R. and Svetina, S., 1966, Phys. Rev., 1117 1123 
Blinc, R. and Bjorkstam, H.L., 1969, Phys. Rev. Lett. 23 788 
Brout, R., 1965, Phase Transitions (New York: Benjamin) 
Bruce, A.D., 1981, J. Phys. C: 	Solid State Phys. 111 5195 
Bruce, A.D. and Cowley, R.A., 1980, Stuctural Phase Transitions 
(London: Taylor and Francis) 
Cochran, W., 1960, Adv. Phys. 9 387 
Cochran, W., 1961, Adv. Phys. 10 1101 
Cochran, W., 1963, Rep. Prog. Phys. 16 1 
Cochran, W., 1969, Adv. Phys. 18 157 
Cochran, W., 1971, Proc. of NATO Adv. Study Int., Geilo, Norway 
Cochran, W. and Cowley, R.A., 1967, Handbuch der Physik vol. XXV/29 
p59 (Springer-Verlag) 
Collins, N.A., Blumen, A., Currie, J.F. and Ross, J., 1979, Phys. 
Rev. B19 3630 and 36145 
Courtens, P., 1982, J. de Phys. Lett. 113 L199 
102 
Courtens, E., 1983,  Helv. Phys. Acta 56 705 
Courtens, H., 1984, Phys. Rev. Lett. 69 
Courtens, H., 1985, Jpn. J. Appi. Phys. 214 Suppi. 214-2, 70 
Courtens, H., Ferroelectrics, 1987, vol. 72 pp229-21414 
Courtens, H.., Rosenbaum, T.F., Nagiers, S.E. and Horn, P.M., 1984, 
Phys. Rev. B 29 515 
Courtens, H. and Vogt, H., 1985, J. Chirn. Phys. (Paris) 82 317 
Courtens, E. and Vogt, H., 1986, Z. Phys. B: Condensed Matter 62 1143 
Cowley, R.A., 1976, Phys. Rev. Lett. 36 71414 
Cowley, R.A., 1987, Acta Cryst. A143 825-836 
Cowley, R.A., Axe, J.D. and lizumi, 1976, Phys. Rev. Lett. 36 806 
Cowley, R.A., Ryan, T.W. and Courtens, H., J., 1985, Phys. C 18 1793 
Cowley, R.A., Birgeneau, R.J. and Shirane, G., 1984, Physica 140A 
285-290 (North Holland; Amsterdam) 
Cowley, R.A., Ryan, T.W. and Courtens, E., 1986, Z. Phys. B: 
Condensed Matter 65 181-192 
Cowley, R.A., Bleif, H.-J., Andrews, S.R. and Nelmes, R.J., 1983, 
Physica 120B 267-269. 
Cox, D.E., Shapiro, S.M., Cowley, R.A., Eibschutz, M. and 
Guggenheim, H.J., 1979, Phys. Rev. B 19 57514 
Cox, D.E., Shapiro, S.M., Nelmes, R.J., Ryan, T.W., Bleif, H.-J., 
Cowley, R.A., Eibschutz, M. and Guggenheim, H.J., 1983 9 
Phys. Rev. B28 161 0-3 
de Gennes, P.G., 1963,  Solid State Commun. 1 132 
Dvorak, V. and Fousek, J., 1980, Phys. Status Solidi A61 99-105 
Eisenberger, P., Alexandropoulos, N.G. and Platzmana, P.M., 1972 
Phys. Rev. Lett. 28 1519 
Gladku, V.V. and Sidnenko, H.V., 1971, Soy. Phys. - Solid St. 13 13714 
Glauber, R.J., 1955, Phys. Rev. 98 1692 
Golovko, U.A. and Levanyuk, A.P., 1983,  Light Scattering Near Phase 
Transitions, eds. A. Levanyuk and H.Z. Cummins (New York: 
North-Holland) 
Havlin, S., Cowley, R.A. and Sompolinsky, H., 1980, Ferroelectrics 25 
355 
Hayase, S., Futamura, T., Sakashita, H. and Terauchi, H., 1985, 
J. Phys. Soc. Japan 514 812 
103 
Hayase, S., Sakashita, H., Terrauchi, H., 1987, Ferroelectrics 72 245 
Heine, V., Desmond, J. and McConnell, C., 1984, J. Phys. C: 	Solid 
St. Phys. 17 1199-1220 
Hewat, A.W., 1973, J. Phys. C: 	Solid St. 6 2559 
lida, S. and Terauchi, H., 1983, J. Phys. Soc. On.  52 110411 
Imbrie, J.Z., 1984, Phys. Rev. Lett. 53 17117 
Imbrie, J.Z., 1986, Physica 1 140A 291-297 (North-Holland:Amsterdam) 
Imry, Y. and Ma, S.K., 1975, Physical Review Letters, 35 1399 
Ishibashi, Y., Okya, S., Takayi, V., 1972, J. Phys. Soc. Jpn. 33 15115 
Janner, A. and Janssen, T., 1977, Phys. Rev. B15 6143-658 
Keeling, R.O. and Pepinsky, R., 1955, Z. Krist. 106 236 
Kennedy, N.S.J. and Nelmes, R.J., 1980 9 J. Phys. C: Solid St. Phys. 
13 118111-53 
Keve, E.T., Abrahams, S.C., and Bernstein, J.L., 1969, J. Chem. 
Phys. 51 1 928 
Koboyashi, K.K., 1968 9 J. Phys. Soc. Jpn. 214 1497 
Koster, G.F., 1957, Solid St. Phys. 5 173 
Krumhansl, J.A. and Schrieffer, J., 1975, Phys. Rev. Bli 3535 
Landau, L.D., 1937, Phys. Z. Sowj. Un. 11 26 
Landau, L.D. and Lifshitz, E.M., 1959, Statistical Physics 
(London: Pergamon) 
Lines, M.E. and Glass, A.M., 1977, Principle and Applications of 
of Ferroelectrics and Related Materials (Clarendon Press, 
Oxford) 
Lipkin, H.J., 1960, Ann. Phys. N.Y. 9 332 
Lipson, H. and Cochran, W., 1966, The Determination of Crystal 
Structures, (London: Bell) 
Magyar, H., 1948, Anz. Osterreich Akad. Wiss. 85 166-7 
Matkushita, E. and Matsubara, T., 1984, Prog. Theor. Phys. 71 235 
Matushita, E. and Matsubara, T., 1985, J. Phys. Soc. Jpn. 1161 
McConnell, J.D.C., 1978, Z. Kristallogr. 1117 145-62 
McConnell, J.D.C., 1981, Bult. Fr. Mineral 104 231-5 
Meyer, G.M., Dietrich, O.W., Nelmes, R.J., Hay, W.J. and Cowley R.A., 
1976, J. Phys. C: Solid State Phys. 9 L83 
Montgomery, H. and Paul, G.L., 1971-2, Proc. B. Soc. Edinburgh 
Ser. A70, 107 
104 
Moore, A.M., 1983, Proceedings of the Twenty-Sixth Scottish 
Universities Summer School in Physics. Statistical and 
Particle Physics, edited by K.C. Bowler and M.J. McKane. 
Nagamiya, T., 1952, Prog. Theor. Phys. Kyoto 7 275 
Nelmes, R.J., Meyer, G.M. and Tibballs, J.E., 1982, 	J. Phys. C15, 
59 
Nelmes, R.J., 1987, Ferroelectrics 71 87-123 
Parlinski, K. and Grimm, H., 1986, Phys. Rev. B (USA), vol. 33, 
No. 7, pi1868-79 
Pawley, G.S. and Tibballs, J.E., 1982, Ferroelectrics Lett. 44 33 
Pierre, C., Dufour, J.P. and Remoissenet, M., 1971, Solid St. 
Commun. 9 1493 
Pinsker, Z.G., 1978, Dynamical Scattering of X-rays in Crystals 
(Berlin: Springer) (Springer Series in Solid-State Sciences; 
3) 
Pirc, R., Tadic, B. and Blinc, R., 1987, Phys. Rev. B, 36, No. 16 
Pisarev, R.V., Krichevtzov, B.B., Markovin, P.A.,, Korshunov, 0. Yu., 
and Scott, J.F., 1983, Phys. Rev. B 28 2677-85 
Prelovsek, P. and Blinc, R., 1982,_J. Phys. C15 L985 
Ryan, T.W., 1985, (unpublished) 
Ryan, T.W., Ph.D. Thesis (Edinburgh University 1986) 
Schmidt, V.H. and Uehling, E.A., 1962, Phys. Rev. 126 477 
Schmidt, V.H., Wang, J.T. and Schnackenberg, P., 1985, Jpn. 
J. Appi. Phys. 21 , Suppl. 214-2 9144 
Schneider, T. and Pytte, E., 1977, Phys. Rev. B 15 1519-22 
Sciau, Ph., Grebille, D., Berar, J.F. and Lapasset J., 1986, 
Mater. Phys. Bull. (USA), vol. 21, pp.843-51. 
Scott, J.F., 1974, Rev. Mod. •Phys. 16 No. 1 
Scott, J.F., 1979, Rep. Prog. Phys. 12 1055-84 
Selke, W. and Courtens, E., 1986, Ferroelectrics Lett. 5 173 
Shapiro, S.M., Cowley, R.A., Cox, D.E., Eibschutz, M. and 
Guggenheim, H.J., 1976, Proc. of Conf. on Neutron 
Scattering, ed. R.M. Moon (NTIS, Springfield, Virginia 22161) 
Skalyo, J., Frazer, B.C. and Shirane, G., 1970, Phys. Rev. Bi, 278 
Slater, J.C., 1941, J. Chem. Phys. 9 16 
Stanley, H.E., Introduction to Phase Transitions and Critical 
Phenomena (Clarendon Press, Oxford 1971) 
105 
Strakov, B.V., Baddur, A., Zinenko, V.N., Mishchenko, A.V. and 
Kuptsik, V.A., 1973, Soy. Phys. Solid St. 
Takagi, Y., 1948, J.Phys. Soc. Jpn. 3 271 
Tenzer, L., Frazer, B.C. and Pepinsky, H., 1958, A.cta Crystal. 11 505 
Terauchi, H., Futumara, T., Nishihata, Y. and lida, S., 1984, 
J. Phys. Soc. Jpn. 53 483 
Tokunaga, H. and Matsubara, T., 1966, Prog. Theor. Phys. 35 581 
Ueda, R., 1948, J. Phys. Soc. Jpn. 3  328 
Van Hove, L., 1954, Phys. Rev. 95 249 
Vilfan, I. and Cowley, R.A., 1985, J. Phys. C: 	Solid St. Phys. 18 
5055-63 
Widom, B., 1972, Phase Transitions and Critical Phenomena, vol. 2, 
eds. C. Domb and M.S. Green (New York: Academic) 
Zheludev, I.S., Physics of Crystalline Dielectrics, 1971, (New York: 
Plenum Press) 
106 
