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a b s t r a c t 
During the delivery of inhaled medicines, and depending on the size distribution of the particles in the 
formulation, airway bifurcations are areas of preferential deposition. Previous studies of laminar ﬂow 
through airway bifurcations point to an interplay of inertial and centrifugal forces that leads to rich ﬂow 
phenomena and controls particle deposition patterns. However, recent computational studies have shown 
that the airﬂow in the upper human airways is turbulent during much of the respiratory cycle. The ques- 
tion of how the presence of turbulence modiﬁes these effects remains open. In this study, we perform 
for the ﬁrst time Direct Numerical Simulations (DNS) of fully developed turbulent ﬂow through a sin- 
gle human airway bifurcation model, emulating steady prolonged inspiration and expiration. We use the 
rich information obtained from the DNS in order to identify key structures in the ﬂow ﬁeld and scruti- 
nize their role in determining deposition patterns in the bifurcation. We ﬁnd that the vortical structures 
present in the bifurcation during expiration differ from those identiﬁed during inspiration. While Dean 
vortices are present in both cases, a set of three dimensional “carinal vortices” are identiﬁed only during 
expiration. A set of laminar simulations in the same geometries, but at lower Reynolds numbers, allow 
us to identify key differences in aerosol deposition patterns between laminar and turbulent respiration. 
We also report deposition fractions for representative Stokes numbers for both laminar and turbulent 
conditions. Given the suspected role of external mechanical stress on the airway epithelium in deter- 
mining mucus clearance and chronic disease development, here we report wall shear stress distributions 
for both the turbulent and laminar cases. Finally, we also perform Large Eddy Simulations (LES) and 
Reynolds-Averaged Navier-Stokes (RANS) simulations for the same conﬁguration in order to asses their 
performance as compared to DNS. We ﬁnd that LES and RANS perform well and that they are able to 
capture the key characteristics of the ﬂow ﬁeld. The agreement between DNS and RANS holds true only 
for the mean ﬂow ﬁeld, which is primarily inﬂuenced by curvature effects. 
© 2016 The Authors. Published by Elsevier Inc. 
This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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0. Introduction 
Predicting regional deposition patterns of inhaled aerosols is
mportant for the design and optimization of pharmaceutical
ormulation-device products and for understanding the health ef-
ects of inhaled pollutants. The geometry of the airways greatly in-
uences the local airﬂow structures, which in turn affect aerosol
eposition. Geometrical variabilities in the respiratory tracts of Video clips and high resolution ﬁgures made available online: http://dx.doi. 
rg/10.1016/j.ijheatﬂuidﬂow.2016.07.013 
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142-727X/© 2016 The Authors. Published by Elsevier Inc. This is an open access article uatients, for example due to disease-induced airway remodeling,
omplicate the effort s to underst and patterns of regional deposi-
ion and point towards the need for airﬂow analysis that is cus-
omized for speciﬁc patient classes. 
In this regard, computer simulations can be used to predict
egional deposition, thus helping in the development of targeted
nhalation therapies that are customized, if not to individuals, at
east to classes of patients. Such computations need to be based on
ealistic airway geometries, often obtained from patient CT-scans.
hey must also be able to handle reliably the unsteadiness and
aminar-turbulent-laminar transition as one moves from the up-
er to the lower conducting airways. Furthermore, they need to
e affordable for use in routine medical evaluations of patients.
NS are computationally too demanding for routine use, whilender the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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v  LES is now becoming barely affordable. Thus, f or routine compu-
tations the emphasis remains on the use of simpliﬁed modeling
approaches, such as RANS closures. Nevertheless, DNS and LES can
be used to elucidate the regional ﬂow characteristics in the con-
ducting airways, thus helping to ensure that RANS computations
are properly designed and tuned to capture the most important
ﬂow features. 
The upper airways are composed of building blocks that can
be represented by idealized geometries in benchmark studies,
e.g. straight and bent pipes, tubular constrictions and expansions,
and single bifurcations. For most of the aforementioned building
blocks, RANS models can be validated, and if necessary tuned, us-
ing turbulent benchmark data in the scientiﬁc literature. The single
bifurcation geometry is an exception. 
To the best of our knowledge, turbulent ﬂow through a bifurca-
tion was never reported in the scientiﬁc literature. The aim of the
present study is to use DNS and LES to characterize in detail the
ﬂow structures and particle deposition patterns in a human air-
way bifurcation model. RANS simulations are also performed and
evaluated against the DNS and LES results, while Laminar simu-
lations are carried out in an effort to identify turbulence-induced
and laminar effects. In all cases, we compare and discuss the ﬂow
ﬁeld and the deposition patterns. We note that our results may not
be fully representative of those occurring in the lungs, where sin-
gle isolated bifurcations do not occur. 
2. Review of previous studies 
The review papers by Hofmann (2011) , Kleinstreuer and Zhang
(2010) summarize the important studies related to the broader
area of airﬂow and particle transport in the human lung. Here, we
outline the main contributions in the literature that treat exclu-
sively the case of particle laden ﬂow in airway bifurcations under
steady inhalation or exhalation conditions. For oscillatory ﬂow the
reader is referred to the experimental work of Jan et al. (1989) ,
Lieber and Zhao (1998) , Ramuzat and Riethmuller (2002) , and the
numerical work of Zhang et al. (2002c) , Zhang and Kleinstreuer
(2002) , Zhang et al. (2002d) , Choi et al. (2010) . 
The early experimental studies of Kim, Iglesias, and Garcia were
the ﬁrst to report Deposition Eﬃciencies (DE) and Deposition Pat-
terns (DP) of micron-size particles in Y-shaped glass tube mod-
els. Under steady inspiration Kim and Iglesias (1989) found that
particle deposition occurred mainly near the bifurcation and in-
creased with increasing Stokes number. Branching asymmetry and
ﬂow distribution patterns did not affect the DE. Furthermore, only
for large branching angles did the DE increase. Under steady ex-
piration, Kim et al. (1989) found that particle deposition occurred
principally in a short section of the parent tube immediately proxi-
mal to the bifurcation and increased with increasing ﬂow rate, par-
ticle size, or branching angle. In addition, Kim et al. (1994) found
that particle deposition took place mainly on and in the immedi-
ate vicinity of the bifurcation ridge. DE in the bifurcation region
increased with increasing St , while the daughter to parent diame-
ter ratio showed only a minor effect on DE. They concluded that St
may be the single most important factor for particle deposition in
the bifurcating airways in the inertial regime. 
Zhao and Lieber were the ﬁrst to analyze the ﬂow ﬁeld in a
symmetric bifurcation model with constant cross sectional area,
under laminar steady inspiration ( Zhao and Lieber, 1994b ) and
steady expiration ( Zhao and Lieber, 1994a ) conditions. Fresconi
et al. (2003) focused on the characteristics of the secondary ﬂow
in a Y-shaped bifurcation, also during expiration. Their results
(at Reynolds number falling in the transitional regime) illustrate
unsteadiness, associated with a hairpin vortex, and symmetry-
breaking of the ﬂow ﬁeld. Considering steady inspiration in the laminar and transitional
ow regimes, Kim and Fisher (1999) investigated the local DE and
P of aerosol particles in sequential double bifurcation tube mod-
ls. They examined two different branching geometries for the sec-
nd bifurcation (in-plane and off-plane) and they found the DE in
he second bifurcation to be comparable to those in the ﬁrst bifur-
ation; the Stokes number St was again found to be the strongest
eterminant of DP. 
At the same time, a number of numerical studies have also
ontributed to our overall understanding of the ﬂow and de-
osition phenomena taking place in human airway bifurcations,
ostly under laminar conditions. For inspiratory ﬂow, Balásházy
nd Hofmann (1993b) reported particle deposition hot spots at
arinal ridges, while in the case of expiratory ﬂow ( Balásházy
nd Hofmann, 1993a ) reported particle deposition hot spots down-
tream of the central bifurcation zone. Subsequently, Balásházy
t al. (1996) discussed the effects of different airway bifurcation
eometries (narrow vs smooth central zone) on the resulting air-
ow ﬁelds and particle DP. Comparing the results of narrow and
mooth bifurcation models they found reduced skewness of the
nspiratory ﬂow in the daughter branches, smaller secondary ve-
ocity components, and regions of reverse ﬂow in the vicinity of
he carina in the smooth model. Under inspiratory breathing con-
itions Balásházy et al. (1999) computed the local deposition en-
ancement factors (ratio of local to average deposition densities)
nd identiﬁed regions of highly localized depositions. 
At about the same time, a series of numerical studies were per-
ormed in multi-level bifurcations. For example, Heistracher and
ofmann (1997) examined the ﬂow and particle deposition sites in
 symmetric double bifurcation. They observed distinct asymme-
ries in air mass transport and DP between the branches of the sec-
nd bifurcation. Subsequently, Hofmann et al. (2001) analyzed the
elationship between localized ﬂuid dynamics and localized parti-
le DP within bronchial airway bifurcations upon inspiration and
xpiration, for different bifurcation geometries, ﬂow conditions,
nd particle sizes. They observed a distinct relationship between
econdary ﬂow patterns and deposition density plots, demonstrat-
ng that particle DP in airway bifurcations are not only determined
y physical forces acting upon individual particles, but also by con-
ective transport processes of the carrier ﬂuid. 
Comer et al. (2001b) analyzed extensively the airﬂow in double
ifurcation models, under planar and non-planar conﬁgurations,
ith rounded and sharp carinal ridges. In the same geometries,
omer et al. (2001a) reported particle trajectories and DP. At low
eynolds numbers, the particles followed the axial airﬂow, while
t higher Reynolds numbers, the secondary and vortical ﬂows be-
ame important, causing the formation of particle-free zones near
he tube centers and subsequently elevated particle concentrations
ear the walls. 
Liu et al. (2002) examined the inspiratory ﬂow characteristics
n symmetric double bifurcations with in-plane and off-plane ge-
metrical conﬁgurations. Particular attention was paid in estab-
ishing relations between the Reynolds number and the overall
ow characteristics, including ﬂow patterns and pressure drop. Af-
erwards, Liu et al. (2003) carried out a similar investigation for
symmetric bifurcations. 
Zhang et al. (2002a) , Zhang et al. (2002b) examined particle
P and eﬃciencies in a triple bifurcation under cyclic as well as
teady state inhalation conditions. The resulting particle DP were
nalyzed and then summarized in terms of DE. In addition, they
eveloped particle maps that show the release positions of de-
osited aerosols. 
Balásházy et al. (2003) computed particle DP in lobar-segmental
irway bifurcations and quantiﬁed the resulting inhomogeneous
P in terms of deposition enhancement factors. Their results re-
ealed that a small fraction of epithelial cells located at carinal
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Fig. 1. Computational geometries for simulating steady inspiration (top) and steady 
expiration (bottom). Recycled-inlet and convective-outlet boundary conditions are 
illustrated with dotted arrows. Only the DNS geometries are shown. For LES, the 
lengths L p and L d of the parent and daughter branches are twice larger. For RANS, 
the recycling segments are discarded, while the rest of the inlet sections are re- 
duced to 2/3 of the respective DNS lengths. For laminar simulations the recycling 
segments are discarded, the inlet sections are reduced to the original values given 
by Weibel (lengths denoted with superscript “W”), and the outlet sections are re- 
duced to 2/3 of the respective DNS lengths. 
Table 1 
Geometric parameters of the DNS bifurcation geome- 
tries. Based on Weibel’s model, the physical size of 
daughter radius is R W 
d 
= 2 . 25 mm. In our simulations, 
the geometries are scaled so that the daughter branches 
have unit radius R d = 1 . 0 . 
Parameters Inspiration/Expiration 
Daughter diameter D d = 2 R d 
Parent diameter D p = 2 R p = 2 . 48888 R d 
Daughter length L d = 15 R d 
Parent length L p = 15 R p 
Weibel’s Daughter length L W 
d 
= 4 . 08888 R d 
Weibel’s Parent length L W p = 3 . 92857 R p 
Recycle lengths L p r = 15 R p / L d r = 15 R d 
Outer radius R o = 5 . 0 R d 
Carina radius R c = 0 . 4 R d 
Split angle α = 70 ◦
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tidges can receive massive doses. They conjectured that the local
ccumulations of toxic particulate matter at bronchial airway bi-
urcations may play a crucial role in lung cancer induction. 
Kleinstreuer et al. (2007) focused their attention on bronchial
enerations G6-G9, and the interplay of impaction and sedimen-
ation on micron-size particles. They found that deposition due
o sedimentation is signiﬁcantly ampliﬁed during slow inhalation
or relatively large micron-size particles in the ninth bifurcation
i.e., generations G8-G9). They concluded that the occurrence of
edimentation changes the location of the deposition hot spots
nd reduces the order of the maximum deposition enhancement
actor. 
Kleinstreuer and Zhang (2009) simulated large segments of a
epresentative tracheobronchial (TB) tree, (i.e., G0-G15). The TB
ree was geometrically decomposed into triple-bifurcation units
ith kinematically adjusted multilevel outlet/inlet conditions. They
ound that DP differ greatly between nano and micro particles.
heir study also revealed that turbulent air-particle ﬂow may prop-
gate to G5 for the light activity ﬂow rate. 
All the above studies were conducted under laminar or at most
ransitional ﬂow conditions. The work of Luo et al. (2004) is the
nly one that uses LES to study the transitional-turbulent ﬂow dur-
ng inspiration in a single asymmetric bifurcation model of human
pper airway. They investigate the inﬂuence of the non-laminar
ow on the particle paths. Under the same conditions, they com-
are with laminar ﬂow and RANS k −  model. The major differ-
nces with respect to our work is that: (a) they use an asymmetric
ifurcation model that does not involve a carina, (b) they use ran-
om numbers to emulate the transitional/turbulent inlet boundary
ondition, and (c) they use zero pressure at the outlets. 
. Computational details 
.1. Discretization methods 
For our simulation we have used the CDP software developed at
he Center for Turbulence Research (CTR, Stanford University, NASA
mes). CDP is an unstructured, collocated, nodal-based, ﬁnite-
olume code that solves the incompressible Navier-Stokes equa-
ions. The fractional-step method ( Kim and Moin, 1985 ) is used to
umerically solve the continuity and momentum equations. Brieﬂy,
n intermediate velocity is obtained from the momentum equation
y using the pressure from the previous time step. A Poisson sys-
em for the pressure is solved using the intermediate velocity. The
nal nodal and face-normal velocities are obtained by correcting
he intermediate nodal and face velocity via the nodal and face
ormal pressure gradients, respectively. The ﬁnal velocity satisﬁes
he incompressibility condition. 
The Crank-Nicolson time discretization scheme is used for the
odal velocity, present in the diffusive and non-linear terms, while
he Adams-Bashforth advancement scheme is used for the face-
ormal velocity appearing in the non-linear term. Simple inter-
olation schemes are used from nodal to face quantities. Space
iscretization of diffusive and convective terms is treated via the
auss theorem and the summation-by-parts (SBP) operators as ex-
lained by Ham et al. (2006) . The face-centered gradient related to
he diffusive/Laplacian terms are treated via a second-order accu-
ate centered-difference scheme. 
A very detailed description of the numerical techniques used by
his code is reported by Mahesh et al. (2002) , Mahesh et al. (2004) ,
am and Iaccarino (2004) , Ham et al. (2006) , You et al. (2008) . We
ote that in CDP, the Lagrangian particles are tracked using the
ethod described by Apte et al. (2003) . For the current work, we
ave instead developed an in-house, highly accurate algorithm (see
ection 5.2 ) that uses a different method for evolving and tracking
he Lagrangian particles. .2. Geometry 
Distinct geometries are used to simulate prolonged steady in-
piration and expiration conditions (see Fig. 1 ). The construction of
he geometries is based on the Physiologically Realistic Bifurcation
PRB) model of Heistracher and Hofmann (1995) , except in vicinity
f the carinal ridge. There, the PRB model exhibits an unphysical
harp transition between the two mid-plane sides ( y > 0 and y <
) of the bifurcation, and hence we have reﬁned the construction
ethod to obtain a smooth carinal region. The exact mathematical
escription of our smooth carina is reported in Appendix A . The
peciﬁc geometric parameters for the single symmetric bifurcation
odel used in our simulations correspond to the airway genera-
ions G3-G4 (see Table 1 ) in the model of Weibel (1965) , where
urbulence can still be expected to occur. 
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s  3.3. Boundary conditions 
For the DNS and LES, we use recycling boundary conditions at
the corresponding domain entrances (see Fig. 1 ), in oder to achieve
fully developed turbulent inlet proﬁles. The inlet ﬂow rate is main-
tained constant by rescaling accordingly the recycled velocities at
each time step. The rescaling factor for each inlet is in general
unity with only tiny deviations. In the exhalation case, the in-
let ﬂow rate at the two branches is the same. A recycling length
L 
p 
r = 15 R p is used for the inspiration and L d r = 15 R d for the expi-
ration, as recommended by Wu and Moin (2008) for fully devel-
oped turbulent ﬂow in straight pipes. The lengths of the parent
and daughter branches ( L p and L d ) are extended from the original
values given by Weibel ( L W p and L 
W 
d 
) for two reasons: (a) to en-
sure that the recycling region is not affected by pressure effects
upstream of the point where the parent-daughter branches merge,
and (b) to ensure that the merging region of the parent-daughter
branches is not affected by outlet effects. For future reference in
this manuscript, we deﬁne the term “Weibel’s regime” as the center
region of the bifurcation geometries of Fig. 1 comprised by: (a) the
Weibel’s parent length L W p , (b) the Weibel’s daughter lengths L 
W 
d 
,
and (c) the merging region of the parent-daughter branches. The
LES was performed ﬁrst using longer domains in order to identify
the minimum distance from the parent-daughter merging point to
the recycling plane that is suﬃciently long to prevent pressure ef-
fects in the carinal region from polluting the recycling procedure.
Once this distance was determined, it was used for trimming the
domain in the DNS case, which is much more demanding in terms
of computational resources. As a result of this procedure, the par-
ent and daughter branch lengths L p and L d used in the LES case
are twice as long as those used in the DNS. For the RANS simula-
tions the recycling segments are discarded and the rest of the inlet
sections are reduced to 2/3 of the respective DNS lengths. The in-
let boundary conditions are extracted from separate RANS simula-
tions of periodic pipe ﬂows that were performed at the appropriate
Reynolds numbers (i.e. matching with the DNS and LES Reynolds
numbers). Leveraging geometrical symmetries only one quarter of
the domains are simulated. Such a reduction is meaningful since
in the RANS simulations we are only interested in the ﬂow ﬁeld
and not on deposition patterns. At the symmetry planes, we use
symmetry boundary conditions for the velocity. 
For the laminar simulations the recycling segments are dis-
carded, the inlet sections are reduced to the original values given
by Weibel, and the outlet sections are reduced to 2/3 of the respec-
tive DNS lengths. Parabolic velocity proﬁles are used at the corre-
sponding inlets. 
At the outlet boundaries, we use the convective outlet bound-
ary condition. In each time step, the value of the convective outlet
velocity is set to maintain the global mass conservation. In the in-
halation case, the boundary velocities at each outlet are rescaled
in each time step to ensure that equal ﬂow rate exits from both
daughter branches. The rescaling factor for each outlet is in gen-
eral unity with only tiny deviations. 
At all boundary surfaces, the local normal gradient of the pres-
sure was set to zero. To ﬁx the pressure level, we uniformly rescale
the pressure at every time step so that its volume average is
zero. 
3.4. Flow parameters 
In all simulations we have set the ﬂuid density to ρ f = 1 , the
daughter radius to R d = 1 , and we have ensured that the bulk
velocity at each daughter branch is u d 
b 
= 1 . Conservation of mass
leads to the bulk velocity u 
p 
b 
= 1 . 29145 u d 
b 
at the parent branch.
The recycling inlet conditions ensure that the recycled velocitiesroduce the aforementioned bulk velocity values at all times. Our
imulation results are automatically non-dimensionalized by the
aughter branch scales. 
In the DNS, LES, and RANS simulations the ﬂuid viscosity is
et to ν f = (1 / 2650) R d u d b , which ﬁxes the Reynolds number in
he parent branch to Re 
p 
b 
= u p 
b 
D p /ν f = 8517 . 86 and in the daughter
ranches to Re d 
b 
= u d 
b 
D d /ν f = 5300 . For the laminar simulations, we
educe the value of the viscosity 5 times (i.e. ν f = (1 / 530) R d u d b ),
hich reduces by the same factor the values of the Reynolds num-
ers (i.e. Re 
p 
b 
= 1703 . 57 and Re d 
b 
= 1060 ). The Reynolds numbers se-
ected for the turbulent simulations are 5 times larger than what
s expected at the G3-G4 airway generations for the realistic in-
alation ﬂow rate of 60 l/min. On the other hand, the Reynolds
umbers chosen for the laminar simulations are realistic. 
The lowest fully turbulent Reynolds number in a pipe ﬂow is
nown to be around 5300. We have adopted this Reynolds num-
er for the daughter branches to ensure that in all cases the ﬂow
emains fully turbulent. The choice of Reynolds numbers was also
otivated by the desire to generate a benchmark case for valida-
ion of RANS closures for turbulent ﬂow in bifurcating airways. The
eynolds numbers selected for the turbulent simulations are rarely
een in humans in the G3-G4 airway generations. For this to hap-
en, the inhalation ﬂow rate at the mouth should be 300 l/min.
nly the peak inhalation ﬂow rate reaches this level. For example,
eheult et al. (2014) report spirometric peak inhalation rates for
ealthy subjects of 247.87 ± 104.35 l/min. For the same subjects
he peak inhalation rates through a commercial inhaler (Diskus TM )
ere 64.57 ± 25.12 l/min. According to Janssens et al. (2008) , even
or elderly adults the peak inhalation and exhalation rates can be
n the range of 179 ± 65 l/min and 270 ± 89 l/min, respectively. In
he same study, the peak inhalation rate was measured from three
ommercial inhalers (Aeroliser ®, Diskus ®, Turbuhaler ®) with some
lderly adults exceeding 120 l/min for the inhaler with the lowest
esistance. 
However, our results can be scaled to the G0-G1 airway genera-
ions where the ﬂow is expected to be turbulent. According to the
elation Q = π4 ν f D p Re 
p 
b 
, for Re 
p 
b 
= 8517 . 86 (our Reynolds number
t the parent branch), ν f = 1 . 568 × 10 −5 m 2 /s (the viscosity of air),
nd D p = 15 ∼ 18 mm (the diameter of the parent branch selected
n the range representative for the trachea), the ﬂow rate at the
rachea must be in the range Q = 95 ∼ 115 l/min for our results to
e relevant. These ﬂow rates are more realistic than the 300 l/min.
urthermore, the ﬂow rates of 95 ∼ 115 l/min are in the range of
he maximum ﬁgure speciﬁed for dry powder inhaler testing (100
/min) within pharmacopoeia guidelines. Since our task was to pro-
ide turbulent results for a prototypical symmetric bifurcation, the
eometrical characteristic of G0-G1 bifurcation were not adopted
n our study simply because this bifurcation is asymmetric. On the
ther hand the G3-G4 bifurcation is symmetric and furthermore is
idely used in the literature. 
.5. Initializing and advancing the ﬂow 
In the laminar simulations, the initial velocity ﬁelds in the two
omains were set to zero and the ﬂow ﬁelds were advanced until
teady state was achieved. The ﬂuid phase was advanced with a
ime step of dt f = 0 . 004 R d /u d b and this time step was then used as
he basis for determining time stepping during the particle track-
ng process. The maximum CFL values reached during inhalation
nd exhalation were 0.65 and 0.31, respectively. 
RANS simulations were carried out using the v 2 − f model
 Durbin, 1991; 1993; 1996; Lien and Kalitzin, 2001; Sveningsson
nd Davidson, 2004 ). In this case, speciﬁcation of the ﬂuid time
tep is unnecessary, since we were interested only on the steady
tate solution and no particle tracking was performed. The ﬂow
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Fig. 2. Part of one quarter of the LES mesh in the merging region of parent- 
daughter branches; folded (left) and unfolded (right) mesh. The DNS mesh is al- 
most twice denser in the wall normal direction and exactly twice denser in the 
remaining directions. The RANS mesh has the same density with the LES mesh. The 
laminar mesh has almost the same density with the LES mesh. 
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Table 2 
Details of the parent and daughter pipe regions. The star superscript 
indicates regional values (i.e. parent or daughter values). The value of 
the turbulent Reynolds number, Re τ , is the equivalent for a straight 
pipe ﬂow at the corresponding bulk Reynolds number, Re b . For lam- 
inar pipe ﬂows there is an exact analytical relation Re τ = 
√ 
2 Re b , 
while for turbulent pipe ﬂows we use the log-law based relation Re b 
≈ 11.31 Re τ log 10 (2.25 Re τ ). The numbers N φ , N r , and N s represent grid 
spaces. The plus superscript indicates normalization with the regional 
viscous length unit, δ∗ν ≡ ν f / u ∗τ . The minimum spacing 
r ∗min corresponds 
to the wall normal distance of the ﬁrst grid nodes from the wall. The 
maximum spacing 
r ∗max corresponds to the distance of two diagonally 
neighboring grid nodes at the centerline of the pipe branches. Note that 
for the RANS we use the same local mesh density with the LES. 
Parameters Parent branch Daughter branch 
DNS/LES Laminar DNS/LES Laminar 
Re b ≡ u 
∗
b 
D ∗
ν f 
8517.86 1703.57 5300 1060 
Re τ ≡ u 
∗
τ R 
∗
ν f 
∼272 58.37 ∼181 46.04 
N φ 40 0/20 0 200 272/136 136 
N r 92/48 46 76/40 38 
N s every R 
∗ 36/18 18 24/12 12 

r + 
min 
≡ Re ∗τ 
r ∗min 
R ∗ 0.33/0.50 0.14 0.33/0.50 0.17 

r + max ≡ Re 
∗
τ 
r 
∗
max 
R ∗ 6.37/13.00 2.73 5.60/12.05 2.85 
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eelds were initialized using the averaged velocity ﬁelds from the
espective DNS and evolved until the steady state was reached in
oth inspiration and expiration cases. 
For both DNS and LES, we have used the same constant
uid time step of dt f = 0 . 004 R d /u d b . The CFL values produced by
his time step rarely exceeded 1.2/1.0 for the DNS of inhala-
ion/exhalation, while they never exceeded 0.6/0.5 for the LES of
nhalation/exhalation. Note that momentum equations are solved
emi-implicitly, and thus high values of CFL are manageable. 
In the LES of expiratory ﬂow, instantaneous results from a pre-
alculated turbulent pipe ﬂow at Re d 
b 
= 5300 were used to initial-
ze the ﬂow ﬁeld in both daughter branches. During inspiration,
he ﬂow ﬁeld in the parent branch was initialized using instanta-
eous results (from the fully developed state) of the LES expiration
ow, but with reversed ﬂow direction. Instantaneous results from
he LES in the fully developed states were mapped onto the DNS
eshes and used for the initialization of the DNS velocity ﬁelds. 
Once the inspiration and expiration ﬂows reached their fully
eveloped states, the DNS/LES were continued for an additional
50,0 0 0/255,0 0 0 time steps, during which statistics were collected
very 40/1 time steps/step. The collection of statistics corresponds
o a time period of T ≈ (66 ∼ 68) × 15 R d /u d b , enough to allow a
uid particle to travel 66 ∼ 68 times through the section L d r at the
 
d 
b 
bulk velocity. At the end of the simulations, the y and z mirror
ymmetries of the geometry were leveraged to further enhance the
ollected statistics. In the case of the DNS, no subgrid-scale model
as been used, while for the LES the Dynamic Smagorinsky model
as been adopted. 
.6. Mesh details 
Much attention has been given to the mesh generation. As
oted by Longest and Vinchurkar (2007) , generating structured
eshes based on hexahedral elements requires signiﬁcant time
nd effort. However, these type of meshes are often associated
ith high quality velocity ﬁelds. Unstructured meshes that em-
loy tetrahedral elements can be constructed much faster, but may
uffer from increased levels of numerical diffusion, especially in
ubular ﬂow systems with a primary ﬂow direction. The results of
inchurkar and Longest (2008) emphasize the importance of align-
ng control volume grid lines with the predominant ﬂow direction.
hey have concluded that multi-block structured and unstructured
exahedral grids have the lowest numerical errors. 
For this reason, we have employed a multi-block unstructured
exahedral mesh (see Fig. 2 ) with prismatic grid patches in the
erging region of the pipes to increase the density of the meshs we move from the low to the high Reynolds number region.
n the straight pipe sections, mesh points located at the same ra-
ial distance are constructed to have similar control volumes to
void uneven results. This is particularly important in the case of
he Dynamic Smagorinsky LES model, which depends on the lo-
al control volumes. The total number of control volumes for the
ES simulations is 9.56/8.42 million for the inspiration/expiration
eometry. Almost one level of reﬁnement of the LES mesh leads
o the DNS mesh with 46.0/37.2 million control volumes for the
nspiration/expiration geometry (note that the DNS geometries are
horter than the LES geometries). For the laminar simulation we
se almost the same mesh density as with the LES, which leads to
.61/2.90 million control volumes for the inspiration/expiration ge-
metries (note that the Laminar geometries are even shorter than
he DNS geometries). For the RANS simulations we use the same
esh density as with the LES mesh. Note that the RANS simula-
ions do not include Lagrangian particle tracking and this has al-
owed us to exploit the symmetries of the ﬂow. Thus, leveraging
he y and z mirror symmetries leads to a reduction of the compu-
ational geometries to one quarter and this reduces the number of
ontrol volumes to 0.918/0.890 million. 
It is quite complicated to describe the number of points used in
he merging region of parent-daughter branches of the bifurcation
eometry. One can estimate the mesh density in this region by tak-
ng into account Fig. 2 and the mesh densities at the straight pipe
ections given in Table 2 . 
. Eulerian phase - ﬂuid 
.1. Introduction 
In this section, we begin the discussion of our simulation re-
ults by ﬁrst taking a look at the ﬂow ﬁeld in the bifurcation dur-
ng steady inhalation and exhalation. Understanding the structure
f the ﬂow ﬁeld will set the stage for discussing particle deposi-
ion in the next section. For this purpose, both instantaneous and
ean ﬁelds are analyzed and results from DNS, LES, RANS and
aminar computations are compared. Since turbulence structures
re expected to play an important role in determining deposition
atterns, turbulent vortical structures and high-turbulent-kinetic-
nergy structures are visualized and scrutinized. 
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Fig. 3. Contour plots of the DNS instantaneous velocity magnitude (top) and instantaneous pressure (bottom) under steady inspiration. Visible are ﬁve different cross sections 
of a small part (slightly greater than Weibel’s regime) of the simulated bifurcation geometry. The streamlines are constructed from the in-plane velocities of each slice. On 
the primary slice (i.e. y = 0 cross section), the locations of the secondary slices (i.e. the remaining four cross sections) are indicated with dotted lines, while their direction 
of view is denoted with arrows. On the secondary slices, the dotted lines indicate the location of the primary slice. Furthermore, the positive y axis is signiﬁed for these 
slices. 
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t  4.2. Instantaneous turbulent ﬁelds 
Fig. 3 shows contours of the instantaneous velocity and pres-
sure magnitudes during steady inhalation. Clearly, the stagnation
point at the head of carina receives the highest pressure value. On
the other hand, the pressure minimums are located bilaterally on
the outer sidewalls of the bifurcation and are associated with re-
gions of ﬂow separation. In the same region, the streamlines indi-
cate the existence of ﬂow reversal. On the inner sidewalls of the
bifurcation, high-speed ﬂuid that is diverted from the parent into
the daughter branches creates a very thin shear layer. The stream-
lines in the cross sections of the daughter branches reveal the for-ation of large scale vortices (i.e. Dean vortices), in contrast to the
arent branch cross section, where only smaller scale vortices can
e identiﬁed. In the electronic supplementary material one can
nd animations of the instantaneous velocity and pressure mag-
itudes that adopt the layout of Fig. 3 . 
Contours of the instantaneous velocity and pressure magnitudes
re also shown for steady exhalation in Fig. 4 . In this case, a high
ressure region is formed just in front of the carina. This high pres-
ure spheroid forms at the point where the relatively high-speed
ow streams coming from the two daughter branches meet each
ther in front of the carina. The incoming ﬂuid that is attached
o the inner sidewalls of the daughter branches sees the afore-
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Fig. 4. Contour plots of the DNS instantaneous velocity magnitude (top) and instantaneous pressure (bottom) under steady expiration. Visible are ﬁve different cross sections 
of a small part (slightly greater than Weibel’s regime) of the simulated bifurcation geometry. The streamlines are constructed from the in-plane velocities of each slice. On 
the primary slice (i.e. y = 0 cross section), the locations of the secondary slices (i.e. the remaining four cross sections) are indicated with dotted lines, while their direction 
of view is denoted with arrows. On the secondary slices, the dotted lines indicate the location of the primary slice. Furthermore, the positive y axis is signiﬁed for these 
slices. 
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v  entioned high pressure as an obstacle and thus returns back to
he carina and forms vortices. These vortices extend off the x − z
lane in the y -direction and follow the shape of the carina as will
e shown later. A much clearer view of these carinal vortices is
hown in Fig. 13 of Section 5.5 , where they are described in detail.
n the parent branch cross section large scale vortices (i.e. Dean
ortices) are formed, consistent with the existence of low pressure
egions in the same plane. At the inlet cross sections only small
cale vortices exist, along with a consistent ﬂuid motion towards
he outer sidewalls. We note that the high speed ﬂuid in the parent
ranch (formed from the two incoming streams from the daugh-
er branches) tends to ﬂuctuate between positive and negative
 locations in a quasi-periodic ﬂapping motion. In the electronic
upplementary material one can ﬁnd animations of the instanta-
eous velocity and pressure magnitudes that adopt the layout of
ig. 4 . .3. Mean ﬁelds 
Figs. 5 and 6 compare the averaged velocity ﬁeld from the DNS,
ES, and v 2 − f simulations to the steady state velocity ﬁeld from
aminar simulations, under steady inspiration and steady expira-
ion conditions. It is evident that the LES results are in excel-
ent agreement with the DNS results. The velocity contours and
he shape of the in-plane averaged velocity streamlines are almost
dentical. The key features of the mean ﬂow ﬁeld are discussed be-
ow. For a more quantitative comparison between DNS and LES see
ppendix C . 
During inspiration two symmetric, counter rotating, axially ori-
nted secondary vortices are formed in each daughter branch,
hile during expiration four secondary vortices are formed in
he parent branch; note that for each of the aforementioned
ortex-systems only one vortex is captured in the cross-sections
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Fig. 5. Four different slices of a small part (slightly greater than Weibel’s regime) of one quarter of the bifurcation geometry. Contour plots of: the averaged velocity 
magnitude from DNS (far left) and LES (middle left), the modeled mean velocity magnitude from v 2 − f (middle right), and the steady state velocity magnitude from laminar 
simulations (far right) under steady inspiration. The minimum and maximum values of the contour ﬁeld are given. The streamlines are constructed from the in-plane 
velocities of each slice. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
f  
t  
R
 
D  
m  
s  
o  
t  
t  
t  
a  
l  
t  
t  
h  
e
4
 
p  
w  
s  
m  
l  
o  
t  
w  
o  shown. These secondary vortices (referred to as “Dean vortices”)
are present even in the laminar regime. They form due to cen-
trifugal effects whenever a straight geometry starts to curve (for
ﬂow in a curved pipe see Appendix B or the analytical work of
Dean, 1927; 1928 ). In the present case, Dean vortices are sustained
by the curvature of the airways in the merging region and thus
they eventually dissipate as the ﬂow moves into the straight pipe
sections. 
Furthermore, during inspiration a stagnation point is formed at
the head of carina. This forces the incoming ﬂow from the par-
ent branch to split into the two daughter branches. The averaged
velocity maximum is deﬂected away from the center and towards
the inner walls of the daughter branches. At the outer walls of the
daughter branches, the averaged velocity attains low values and a
short region with backﬂow forms just after the incoming ﬂow from
the parent branch separates from the outer walls of the parent-
daughter merging region (see also the 3D streamlines in Fig. 13 ).
In the laminar case, the backﬂow region has an extra focal point, a
feature that is not present in the turbulent ﬂow. 
During expiration on the other hand, a high pressure point is
formed in front of the carina head. This forces the incoming ﬂow
close to the inner walls of the daughter branches to form two small
vortices at the head of carina; note that only one is shown (see
also the 3D streamlines in Fig. 13 ). The rest of the incoming ﬂow
from the daughter branches merges at the center of the parent
branch, creating a region of high speed ﬂuid. It is evident that the
secondary ﬂow ﬁeld in the bifurcation is a result of the parent-
daughter pipe curvature (i.e. Dean ﬂow effect) and the shape of
carinal ridge. Hence, while the agreement of the v 2 − f predictions
with the DNS results in Fig. 6 is striking, one should keep in mind
that most of the secondary ﬂow features are due to curvature ef- pects. Thus, in this case, the level of agreement is not indicative of
he accuracy with which the Reynolds stresses are predicted by the
ANS model. 
In fact, a detailed comparison of the RANS predictions to the
NS results for Reynolds stress components (not shown) reveals
any differences. For example, in the inlet pipe sections only the
hear stress component is captured accurately by RANS, while the
ther components are off. Nevertheless, in the straight inlet sec-
ions, only the shear stress component is needed to capture well
he mean ﬂow, and this is why v 2 − f performs remarkably well in
he inlet sections. As a result of the parabolic proﬁles prescribed
t the inlet sections of the laminar cases, a higher maximum ve-
ocity is reached with respect to the turbulent runs. This leads to
he formation of thiner shear layers on inner sides of the daugh-
er branches during laminar inspiration and the attainment of
igher ﬂuid speeds in the core of the parent branch during laminar
xpiration. 
.4. Airﬂow-induced wall shear stress distribution 
As noted in the review paper by Tawhai and Lin (2011) , the
hysiological effects of the airﬂow-induced shear stress on the air-
ay wall tissue are not yet understood. However, a number of
tudies (e.g. Button and Boucher, 2008 ) suggest that ﬂow-induced
echanical stresses on the airway epithelium can induce the re-
ease of extracellular nucleotides, which in turn act as regulators
f mucus clearance through their ability to stimulate ﬂuid secre-
ion, mucus hydration, and cilia beat frequency. Furthermore, air-
ay wall shear stresses are presumed to play a role in the devel-
pment of chronic lung disease by altering the mechanosensing ca-
ability of airway epithelial cells. 
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Fig. 6. Four different slices of a small part (slightly greater than Weibel’s regime) of one quarter of the bifurcation geometry. Contour plots of: the averaged velocity 
magnitude from DNS (far left) and LES (middle left), the modeled mean velocity magnitude from v 2 − f (middle right), and the steady state velocity magnitude from 
laminar simulations (far right) under steady expiration. The minimum and maximum values of the contour ﬁeld are given. The streamlines are constructed from the in-plane 
velocities of each slice. 
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s  To compute the distribution of wall shear stress magnitude τw ,
e use the following expressions 
w = √ τi τi τi = −(δi j − n i n j ) f j f j = ρ f ν f 
(
∂U j 
∂x k 
+ ∂U k 
∂x j 
)
n k 
(1) 
here f i is the viscous force per unit area, τ i is the shear stress
orce per unit area tangent to the wall, n i is the unit vector nor-
al to the surface of the wall that points outwards the domain.
he Einstein summation convention is implied on repeated indices.
he U i velocity represents: either the DNS or LES mean veloc-
ty ﬁeld, or the v 2 − f modeled mean velocity ﬁeld, or the lam-
nar steady state velocity ﬁeld. Normalization of τw involves the
riction velocity u τ = 
√ 
τ S w /ρ f , where τ
S 
w is the surface average of
w over the pipe walls of the recycling inlet sections. For the in-
alation case the DNS gives τ S w = 6 . 8265 × 10 −3 ρ f (u d b ) 2 , while the
ES gives τ S w = 6 . 9347 × 10 −3 ρ f (u d b ) 2 . For the exhalation case the
NS gives τ S w = 4 . 6511 × 10 −3 ρ f (u d b ) 2 , while the LES gives τ S w =
 . 6597 × 10 −3 ρ f (u d b ) 2 . Under laminar conditions the application of
he parabolic velocity proﬁle at the corresponding inlets leads to
S 
w = 4 ρ f ν f u p b /R p for the inhalation case, and τ S w = 4 ρ f ν f u d b /R d for
he exhalation case. 
Fig. 7 illustrates the distribution of wall shear stress under
teady inhalation, as computed from DNS, LES, v 2 − f, and laminar
imulations. A uniform level of wall shear stress is shown in the
ntrance region of the parent branch. The ﬁrst deviation from this
evel occurs at the entrance of the bifurcation region. Interestingly,
 region of suppressed wall shear stress appears where the top andottom walls start to converge into the carina, whereas enhanced
all shear stress appears where the sidewalls start to expand side-
ays. The reverse trend occurs just further downstream. Clearly, in
ll cases the highest value of the wall shear stress is right next
o the stagnation point at the carina head. Furthermore, the inner
ide walls of the daughter branches have high wall shear stress val-
es, attributed to the thin shear layer and the high speed velocities
n these regions. On the other hand, the outer walls of the daugh-
er branches have low shear stress values, due to the ﬂow separa-
ion in these regions. The LES and RANS predictions are in agree-
ent with the DNS results. It is worth pointing out that wall shear
tress values in the vicinity of the carina are four times higher dur-
ng laminar inhalation as compared to the turbulent case. 
Fig. 8 illustrates the distribution of wall shear stress under
teady exhalation. Moving from left to right in the domain, we ﬁrst
otice that just upstream of the carina the inner sidewalls of the
aughter branches have lower shear stress values than the outer
idewalls. Moving to the region just downstream of the carina, we
nd that in all cases (DNS, LES, v 2 − f, and laminar), the top and
ottom walls at the edge of the carina are the primary high shear
tress regions. In the turbulent cases, secondary high shear stress
egions exist on the outer sidewalls of the daughter-parent merg-
ng junctions, regions that in the laminar case receive only average
hear stress. As shown in Fig. 6 , in the turbulent cases the max-
mum incoming velocity is deﬂected closer to the sidewalls and
his explains why these secondary high shear stress regions ap-
ear in the turbulent cases and not in the laminar case. Further
ownstream in the parent branch, the outer sidewalls become low
hear stress areas, while the top and bottom walls remain high
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Fig. 7. Contours plots of wall shear stress magnitude under steady inspiration. Only the Weibel’s regime is shown. To compute the wall shear stress we use: the averaged 
velocity ﬁeld from the DNS (top left) and LES (top right), the modeled mean velocity ﬁeld from the v 2 − f model (bottom left), and steady state velocity ﬁeld from the 
laminar simulation (bottom right). Note that the contour plot of v 2 − f on the complete geometry is reconstructed from the data of the simulated one quarter geometry. 
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a  shear stress regions. The LES and RANS predictions are in agree-
ment with the DNS results. Peak wall shear stress values in the
laminar case are two times larger than the peak values recorded
in the turbulent simulations. As in the inhalation case, this is at-
tributed to the higher peak velocities that are attained in the lam-
inar case. 
4.5. Turbulent vortical structures 
Turbulent vortical structures are identiﬁed using the Q-criterion
(for the deﬁnition see Dubief and Delcayre, 20 0 0; Jeong and Hus-
sain, 1995 ). Fig. 9 illustrates coherent vortical motions formed un-
der steady inspiration and steady expiration conditions. In general,
the cores of the vortical structures are parallel to the direction of
the local ﬂuctuating vorticity vector. The x -component of the nor-
malized ﬂuctuating vorticity vector ﬁeld is used to color the vor-
tical structures, in order to identify their sense of rotation. Fur-
thermore, the coherent vortical iso-surfaces shown are based on a-value that has been speciﬁcally chosen so as to highlight the
tructures at the carina and in the outlet sections. A different Q-
alue would need to be chosen in order to provide the best pos-
ible visualization of the structures in the straight inlet sections.
till, the visualization reveals the existence of quasi-streamwise
ortices, similar to the ones observed in straight pipes. In the elec-
ronic supplementary material, one can ﬁnd animations of the tur-
ulent vortical structures of Fig. 9 , including two additional view
oints of the domain. Note that the domain displayed in the an-
mations is slightly greater than the one shown in Fig. 9 . More-
ver the Q-values chosen for the animations differ slightly from
he ones used in Fig. 9 . 
During steady inspiration (top of Fig. 9 ), two counter-rotating
tructures are formed at the carina, one at y > 0 and the other
t y < 0. The two structures follow the contour of the carinal re-
ion, each extending all the way from one daughter branch and
nto the other. Just further downstream, two elongated structures
re present, one in each daughter branch. As indicated by their
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Fig. 8. Contours plots of wall shear stress magnitude under steady expiration. Only the Weibel’s regime is shown. To compute the wall shear stress we use: the averaged 
velocity ﬁeld from the DNS (top left) and LES (top right), the modeled mean velocity ﬁeld from the v 2 − f model (bottom left), and steady state velocity ﬁeld from the 
laminar simulation (bottom right). Note that the contour plot of v 2 − f on the complete geometry is reconstructed from the data of the simulated one quarter geometry. 
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are almost devoid of structures. olor, the two structures are counter-rotating relative to each other,
he associated vorticity vectors being parallel (in the z > 0 branch)
nd antiparallel (in the z < 0 branch) to the mean ﬂow direction.
hese structures were initially formed at the carina as a single vor-
ex that was subsequently torn apart in the middle due to a locally
igh shear rate. As the two parts were convected downstream, they
ere further stretched by the local high speed mean ﬂow to form
he elongated structures seen at the inner wall of the daughter
ranches in Fig. 9 . In the outer region of the daughter branches,
nd just after the point where the mean backﬂow starts, there is a
igh concentration of structures. These structures do not seem to
ave a preferential direction of alignment. 
During steady expiration (bottom of Fig. 9 ), the entire carina
ecomes a structure generation region. In general, the structures
re formed in counter-rotating pairs. Two types of structures areeing shed from the head of the carina; structures with extent
n the x direction and structures with extent in the y direction
analogous to the mode A and mode B instabilities shed behind
 cylinder; see for example Kanaris et al., 2011 ). There are also
ragmented structures extending from the carina head towards the
op and bottom walls of the carina, where they become stretched
nd elongated. The most interesting structures are shown further
ownstream of the carina and in the high-speed core of the par-
nt branch. These corkscrew-shaped structures have a very large
xtent, exceeding the parent branch diameter. According to the an-
mation, these structures tend to meander between the top and
ottom wall of the parent-daughter merging region. In the down-
tream half of the parent branch, structures become concentrated
lose to the sidewalls (| z | > | y |), while the top and bottom walls
688 F.S. Stylianou et al. / International Journal of Heat and Fluid Flow 61 (2016) 677–710 
Fig. 9. Turbulent vortical structures identiﬁed by the Q-criterion (based on the ﬂuctuating velocity ﬁeld) under steady inspiration (top) and expiration (bottom) conditions. 
Only the Weibel’s regime is shown. Iso-surfaces of one positive Q-value, extracted from the DNS data at a random instance, colored by the x component of the normalized 
ﬂuctuating vorticity vector ﬁeld. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
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 4.6. High-turbulent-kinetic-energy structures 
Figs. 10 and 11 illustrate high-turbulent-kinetic-energy struc-
tures formed under steady inspiration and steady expiration, re-
spectively. The structures on the top and bottom parts of the ﬁg-
ures are colored with different ﬂuctuating velocity component in
order to reveal their directional energy content. 
In the electronic supplementary material one can ﬁnd
animations of the high-turbulent-kinetic-energy structures of
Figs. 10 and 11 , along with two other view points of the domain.
The animations are based only on the coloring of the top part of
Figs. 10 and 11 . Note that the domain displayed in the animations
is slightly greater than the one shown in Figs. 10 and 11 . Moreover
the k -values chosen for the animations differ slightly from the ones
used in Figs. 10 and 11 . 
Under steady inspiration, the ﬂow in the parent branch con-
tains high and low speed near-wall streaks similar to the structures
observed in straight pipe ﬂows. The high speed streaks (red col-
ored) travel with higher instantaneous velocity than the low speed
streaks (blue colored). A key feature of the ﬂow in the daughter
branches is the presence of two elongated low speed streaks, one
in each branch. These streaks populate the high shear stress ar-eas near the inner walls and are associated with vortical structures t  resent in the same region (shown in Fig. 9 ). Thus, it is quite pos-
ible that at a different time instant, a high speed streak could ap-
ear at the same location. On the other hand, the low shear stress
reas near the outer sides of the daughter branches are populated
y a nearly isotropic bundle of high energy structures. 
Under steady expiration, the ﬂow in the daughter branches con-
ain high and low speed streaks similar to the structures observed
n straight pipe ﬂows. In the parent branch, just in front of the
arina, the structures have very low energy content in the x di-
ection. Almost all of their turbulent kinetic energy is associated
ith the z velocity component. Further downstream in the parent
ranch, high energy structures populate primarily the regions near
he side walls, leaving the top and bottom regions almost void of
tructures. These structures have primarily streamwise energy con-
ent similar to the high and low speed streaks, but they extend
ver longer scales. 
. Lagrangian phase - particles 
.1. Introduction 
In this section, we use Lagrangian particle tracking in order
o identify the primary hot spots (in airway bifurcations) for
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Fig. 10. High energy structures, based on the turbulent kinetic energy ﬁeld k , under steady inspiration. Only the Weibel’s regime is shown. The iso-surfaces of one high 
k -value, extracted from the DNS data at a random instance, colored by the x component (top) and z component (bottom) of the normalized ﬂuctuating velocity vector ﬁeld. 
(For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
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ieposition of inhaled and exhaled particles, under both laminar
nd turbulent conditions. With a Lagrangian approach, particles are
ontinuously released and tracked throughout the domain. Particu-
ate suspensions inhaled by humans are typically dilute and hence
he effect of dispersed particles on the carrier ﬂuid, as well as the
nteractions between particles, can be ignored. We note that parti-
le laden ﬂow in airway bifurcations has been previously studied
nder laminar conditions, but it has never before been reported
nder turbulent conditions. We analyze the deposition patterns
nd draw connections to the underlying ﬂow structures for both
ow and high Reynolds numbers and for a series of representative
tokes numbers. Furthermore, we report particle deposition frac-
ions and correlations between particle starting positions and the
ownstream fate of the particles. 
.2. Solving the particle equations of motion 
The motion of each particle is governed by Newton’s second
aw. In general, particles may experience a set of forces includ-
ng drag, gravity, buoyancy, lift, electrostatic, Brownian motion and
any others. As a ﬁrst approximation, in our simulations we have
onsidered only the drag force. This is a reasonable simpliﬁcation
n the upper human airways, where the drag force and particle in-rtia dominate as a result of relatively high ﬂow speeds. The next
mportant force is due to gravity, but since the human airway bi-
urcations do not have a consistent direction with respect to the
ravity force, a separate study would be needed to account for all
ossible relative orientations. 
The motion of a spherical rigid particle, based solely on the
rag force, is governed by the equations 
d u p 
dt 
= −u p − u f ( x p ) 
τp /α
d x p 
dt 
= u p (2) 
here x p and u p are the position and velocity of the particle, and
 f ( x p ) is the velocity of the carrier ﬂuid at the position of the par-
icle. The time t is implied in the functional form of particle ve-
ocity and position. The same holds true for the ﬂuid velocity ﬁeld,
hich in addition is a function of space. The particle relaxation
ime τp = d 2 p ρp / 18 ν f ρ f gives a measure of the response time of
he particle to the ﬂow irregularities. The Schiller & Naumann cor-
ection factor α = 1 + 0 . 15 Re 0 . 687 p is introduced to extend the va-
idity of the Stokes drag coeﬃcient up to Re p = 800 . For Re p >
00, the drag coeﬃcient reaches a plateau and thus we simply
se the value obtained at Re p = 800 . The particle Reynolds number
s deﬁned as Re p = ‖ u p − u f ( x p ) ‖ d p /ν f . The parameters d p and ρp 
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Fig. 11. High energy structures, based on the turbulent kinetic energy ﬁeld k , under steady expiration. Only the Weibel’s regime is shown. The iso-surfaces of one high 
k -value, extracted from the DNS data at a random instance, colored by the x component (top) and z component (bottom) of the normalized ﬂuctuating velocity vector ﬁeld. 
(For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
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l  represent the diameter and density of the particle, while ν f and ρ f 
represent the viscosity and density of the carrier ﬂuid. 
We have developed a highly accurate numerical strategy for the
advancement of the particle equations of motion (see Fig. 12 ). The
implementation has been validated with existing data in the scien-
tiﬁc literature for laminar ﬂow in a bent pipe (see Appendix B ). A
brief description of the numerical procedure follows. 
Once the ﬂow ﬁeld has been advanced for a discrete time step
dt f , the advancement of all particles follows for the same time win-
dow. To achieve accurate particle trajectories during this time win-
dow dt f , the motion of a particle is divided into three equal tem-
poral parts, each part covering a particle time step of d t p = d t f / 3 .
For each particle advancement, dt p is subdivided further whenever
the particle attempts to move from one grid cell to another. This
avoids the need for complicated position search algorithms that
are usually necessary on unstructured grids. For stability reasons,
dt p is reduced further whenever the criterion dt p < 2 τ p / α is not
satisﬁed. 
The implicit midpoint discretization scheme is used for both ve-
locity and particle position equations. The treatment of the linear
implicit terms (i.e. u p ) is straightforward, while the implicit terms
with non-linear character (i.e. u f ( x p ), α) are treated with an itera-
tive process of three steps. In each iteration, the velocity equationt  s solved ﬁrst, followed by the position equation 
 
(1) 
p = 
τp 
α( 
1 
2 
) 
− dt p 
2 
τp 
α( 
1 
2 
) 
+ dt p 
2 
u (0) p + 
dt p 
τp 
α( 
1 
2 
) 
+ dt p 
2 
u 
( 1 2 ) 
f 
x (1) p = x (0) p + dt p u ( 
1 
2 ) 
p 
(3)
t p = t (1) − t (0) α( 1 2 ) = f (Re ( 
1 
2 ) 
p ) Re 
( 1 2 ) 
p = 
‖ u ( 1 2 ) p − u ( 
1 
2 ) 
f 
‖ d p 
ν f 
(4)
 
( 1 2 ) 
p = 
u (1) p + u (0) p 
2 
u 
( 1 2 ) 
f 
= 
u (1) 
f 
+ u (0) 
f 
2 
u (i ) 
f 
= u f (t (i ) , x (i ) p ) 
(5)
here (0) and (1) represent the time before and after the particle
dvancement during a speciﬁc dt p . 
The ﬂuid velocities are known spatially at the grid nodes, and
emporally at the beginning and end of the ﬂuid time step ad-
ancement. For this reason, interpolation schemes are used both
n time and space to calculate the ﬂuid velocities u f ( t , x p ( t )) at the
ocation of particles and at the respective time instance. For a par-
icle, the spatial interpolation involves partitioning of the hosting
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Fig. 12. Lagrangian particle tracking algorithm. The implicit midpoint discretization scheme is used for both particle position and velocity equations. Non-linear terms are 
treated with an iterative process of three steps. Each particle advances with its own variable particle time step, to allow a well deﬁned movement from the previously 
hosting grid cell to the neighboring new hosting grid cell. 
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l  rid cell into tetrahedra. A hexahedral cell is decomposed into 24
etrahedra and a prismatic cell into 18 tetrahedra. A tetrahedron is
ormed using the center of the cell, the center of a face, and two
onsecutive nodes of the same face. The tetrahedron that hosts the
article is identiﬁed and a linear interpolation takes place based
n the 4 vertices of the tetrahedron ( Baker, 2003 ). This strategy
eads to an interpolated ﬂuid velocity that is continuous inside
ach grid cell as well as across the grid cells. Two spatial inter-
olations are performed using the ﬂuid velocities at the beginning
nd at the end of the time window dt f . A linear interpolation in
ime follows using the two aforementioned spatially interpolated
alues. The walls of the human airways are covered by a thin layer of
ucous ﬂuid. This ﬂuid is colloidal and thus it can entrap any par-
iculate matter that comes into contact. For this reason, we can
pproximate the bifurcation walls as sticky. A particle is deposited
y the interception mechanism if its center of mass falls within a
istance of one particle radius from the wall surface. To take into
ccount this interception mechanism, the shortest distance of all
rid nodes from the walls should be available. At the beginning of
he simulation, the Eikonal equation is solved to provide these dis-
ances (see Xia and Tucker, 2010 ). The minimum distance from the
ocation of a particle to the wall is obtained via a spatial interpo-
ation scheme that resembles the one used for the ﬂuid velocities.
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Table 3 
Properties of different particle species simulated under turbulent conditions. If our geometries are scaled 
based on the physical size of the airway generations G3-G4 (in the model of Weibel where R W 
d 
= 2 . 25 mm ), 
then the physical diameter of the particles d W p is in the range of μm. The aerodynamic diameter d a for each 
particle species is calculated via the relation d a = d p 
√ 
(ρp /ρ f ) / 10 0 0 . 
Species d W p [ μm] d p [ ×10 −3 R d ] d W a [ μm] d a [ ×10 −3 R d ] ρp / ρ f Re d b St = 1 9 
ρp 
ρ f 
d 2 p 
D 2 
d 
Re d 
b 
Species 1 2 . 0 0 .888 1 .732 0 .770 750 5300 0 .08724 
Species 2 4 . 0 1 .777 3 .464 1 .540 750 5300 0 .34897 
Species 3 6 . 0 2 .666 5 .196 2 .309 750 5300 0 .78519 
Species 4 8 . 0 3 .555 6 .928 3 .079 750 5300 1 .39588 
Species 5 10 .0 4 .4 4 4 8 .660 3 .849 750 5300 2 .18107 
Table 4 
Properties of different particle species simulated under laminar conditions. The star superscript indicates 
particle species with increased density, leading to the same Stokes numbers under the turbulent conditions. 
Species d W p [ μm] d p [ ×10 −3 R d ] d W a [ μm] d a [ ×10 −3 R d ] ρp / ρ f Re d b St = 1 9 
ρp 
ρ f 
d 2 p 
D 2 
d 
Re d 
b 
Species 1 2 . 0 0 .888 1 . 732 0 .770 750 1060 0 .01745 
Species 2 4 . 0 1 .777 3 . 464 1 .540 750 1060 0 .06979 
Species 3 6 . 0 2 .666 5 . 196 2 .309 750 1060 0 .15704 
Species 4 8 . 0 3 .555 6 . 928 3 .079 750 1060 0 .27918 
Species 5 10 .0 4 .4 4 4 8 . 660 3 .849 750 1060 0 .43621 
Species 1 ∗ 2 . 0 0 .888 3 . 873 1 .721 3750 1060 0 .08724 
Species 2 ∗ 4 . 0 1 .777 7 . 746 3 .443 3750 1060 0 .34897 
Species 3 ∗ 6 . 0 2 .666 11 .619 5 .164 3750 1060 0 .78519 
Species 4 ∗ 8 . 0 3 .555 15 .492 6 .885 3750 1060 1 .39588 
Species 5 ∗ 10 .0 4 .4 4 4 19 .365 8 .607 3750 1060 2 .18107 
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t  This distance is compared with the radius of the particle to de-
cide whether the particle is touching the wall or not. This simple
and powerful technique is deemed necessary for complicated ge-
ometries meshed with unstructured grids. We have adopted this
method in order to be able to handle situations where a particle’s
surface touches the wall before its center of mass enters a cell that
is attached to the wall. 
5.3. Particle parameters 
Non-dimensionalization of the particle equations of motion
with the daughter branch scales (i.e. u d 
b 
and R d ) leads to the forma-
tion of the Stokes number St = τp /τ f , where τ f = R d /u d b is a char-
acteristic time scale for the ﬂuid phase. 
Under the turbulent conditions, we have simulated particles of
ﬁve different Stokes numbers with values smaller and larger than
unity. A constant particle to ﬂuid density ratio ρp /ρ f = 750 has
been adopted for all Stokes numbers. This density ratio is in the
physical range of particles inhaled by humans. Different Stokes
numbers are achieved by varying the particle diameters. In phys-
ical units, the diameters of the particles used in our simulations
are in the order of a few μm. If scaled by the daughter branch ra-
dius, the diameters of the particles are three orders of magnitude
smaller than R d . Table 3 summarizes the properties of the ﬁve dif-
ferent species of particles released and tracked in the bifurcation
geometries under turbulent conditions. 
Under laminar conditions, the ﬂow Reynolds number Re d 
b 
is ﬁve
times lower than the one used under the turbulent conditions.
Since the Stokes number depends linearly on the Reynolds num-
ber, it is also scaled by the same amount. For this reason, in the
laminar case we track two distinct particle species, namely par-
ticles with density ratio ρp /ρ f = 750 (same as the one used un-
der turbulent conditions) and particles with ρp /ρ f = 3750 (simi-
lar to the one used by Comer et al., 2001a ). The particle species
with the higher density ratio are included because they corre-
spond to the same Stokes number as the respective particles un-
der turbulent conditions. Including both particles species allows
us to match either the density ratio or the particle Stokes num-er when comparing deposition under turbulent and laminar con-
itions. Table 4 summarizes the properties of the ten different
pecies of particles used under laminar conditions. 
.4. Particle injecting and tracking process 
Under the laminar conditions the particles are advanced us-
ng the steady state velocity ﬁeld. On the contrary, under turbu-
ent conditions the unsteadiness of the ﬂow demands the time ad-
ancement of ﬂow and particle motions to be carried at the same
ime. Furthermore, we use DNS to accurately resolve the ﬂuid mo-
ion and to capture all small and large scale ﬂow features that di-
ectly affect the motion of particles. 
Under both laminar and turbulent conditions, we have injected
0 0,0 0 0 particles for each particle species considered. In the lam-
nar case, 50 particles were injected in each time step during the
rst 10,0 0 0 time steps. The tracking process was continued for an-
ther 90,0 0 0 time steps (for a total of 10 0,0 0 0 time steps). In the
urbulent case, 20 particles were injected each time step for a time
eriod of 25,0 0 0 time steps. The tracking process was continued
or another 25,0 0 0 time steps (for a total of 50,0 0 0 time steps).
he tracking time is shorter in the turbulent case due to the higher
omputational cost. However, it is long enough to determine the
ate of 99% of the injected particles (see Table 5 ). 
In the laminar case, the ﬂow is in a steady state and thus the
njection time is irrelevant. One can simply release all the particles
n one time step. In parallel codes that use domain decomposition
such as the code used in this study) it is not optimal to release all
articles in one time step when the injection process is limited in a
ub-region of the domain. Memory and load balancing across pro-
essors indicate that is computationally more eﬃcient to release
articles in small groups over a time period. The laminar simula-
ions are computationally very cheap (the ﬂow is at steady state
nd only the particle equations are solved) and thus long tracking
imes are not an issue. 
In the turbulent case, the unsteadiness of the ﬂow demands the
articles to be released over a period of time. This is crucial for
he total sample of particles to experience all physical phenomena
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Table 5 
Deposition Fractions DF = S W / (T − A W ) , and Active Fractions AF = A W / T for the ﬁve particle 
species simulated under turbulent conditions. 
Species d W p [ μm ] d 
W 
a [ μm ] St Inspiration Expiration 
DF [%] AF [%] DF [%] AF [%] 
Species 1 2 . 0 1 .732 0 .08724 0 . 91 1 .023 2 . 30 1 .416 
Species 2 4 . 0 3 .464 0 .34897 20 .69 1 .260 17 .61 0 .620 
Species 3 6 . 0 5 .196 0 .78519 52 .41 0 .258 29 .85 0 .170 
Species 4 8 . 0 6 .928 1 .39588 74 .21 0 .020 35 .67 0 .029 
Species 5 10 .0 8 .660 2 .18107 86 .85 0 .001 39 .01 0 .004 
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t  ccurring in the turbulent ﬂow. The total tracking time lasted for
0,0 0 0 time steps, in which the ﬁrst 25,0 0 0 time steps particles
ere released in the domain. The tracking time corresponds to a
ime period of T ≈ 13 . 2 × 15 R d /u d b , enough to allow a ﬂuid particle
o travel 13.2 times through the L d r at the u 
d 
b 
bulk velocity. Note
hat L d r is roughly the same with the length that a ﬂuid particle
ravels while passing from the Weibel’s regime (the regime that
he particles are released and tracked). With this in mind, it is ob-
ious that the injection and tracking times are long enough for the
articles to experience all turbulent phenomena. 
In the inhalation case, the particles were released uniformly
nd randomly at a cross section normal to the ﬂow direction lo-
ated at the starting point of the parent pipe branch as deﬁned in
eibel’s model. Similarly, in the exhalation case the particles were
eleased at the starting points of the daughter pipe branches as
eﬁned in Weibel’s model; in each time step half of the injected
articles were released from each daughter branch. 
The initial velocity of an injected particle was matched to that
f the ﬂuid at the location and time instance of injection. All parti-
le species got the same random initial positions and were injected
nd tracked at the same time (i.e. under turbulent conditions the
articles were affected by the same instantaneous ﬂowy ﬁeld). 
.5. Deposition patterns 
In the previous section, emphasis was placed on visualizing the
urbulence structures. However, in interpreting deposition patterns
t is also useful to refer to the mean ﬂow structures. Under tur-
ulent conditions, Fig. 13 illustrates the correlation between the
article deposition sites (of particles from species 1 and 4) and
he mean ﬂow vortical structures for steady inhalation and steady
xhalation. The representative mean ﬂow streamlines signify the
otational sense of vortical structures. The mean ﬂow structures
ave: (a) sheet-like shape where the mean ﬂow simply curves, and
b) tube-like shape where the mean ﬂow is organized in helical
otion. In the respective outlet sections under inspiration and ex-
iration (daughters or parent respectively), the tube-like vortical
tructures reveal the core location of the Dean vortices. For the ex-
iration case, in addition to the Dean vortices we report the exis-
ence of two vortical structures that follow the shape of the carina;
e refer to these structures as the “carinal vortices”. It is evident
hat the shape of the carinal region determines the shape of these
tructures. 
During turbulent inspiration signiﬁcant deposition takes place
ven in the straight section of the parent branch. However, as
hown in Fig. 13 deposition in this area is mostly limited to the
eavier particles (species 4), while there is practically now deposi-
ion for the lighter particles (species 1). This species-dependent de-
osition pattern in the parent branch can be understood in terms
f the instantaneous near-wall sweeps and ejections caused by the
uasi-streamwise vortices that are shown to be present in this
ection of parent branch in Fig. 9 . Particles that are close to the
all are affected by these events, with sweeps driving particles to-ards the wall and ejection away from the wall. During sweeps,
he higher inertia of the heavier particles contributes to their de-
osition at the wall, since they are less likely to be diverted by low
peed ﬂuid in the proximity of the wall. Lighter particles on the
ther hand follow more closely the local mean ﬂow and remain
uspended in the low speed ﬂuid, where ejection events have a
hance to push them back towards the core ﬂow. Thus, lighter par-
icles are more evenly affected by sweeps and ejections and this
xplains the lack of signiﬁcant deposition for these particles in the
traight section of the parent branch. 
Nevertheless, the primary deposition site during inspiration is
he carinal region due to direct impaction of the particles. High
peed incoming particles reaching the carina cannot turn and fol-
ow the local streamlines. Particles released close to the center of
he parent pipe have an increased probability to deposit at the
ead of carina. Lighter particles escape the primary deposition site
wing to their lower inertia. Yet, the effects of particle inertia and
entrifugal forces associated with the Dean vortices act on these
articles once they enter the daughter branches, thus creating sec-
ndary deposition sites. Heavier particles (species 4 in Fig. 13 ) in-
oming into the carina are unable to navigate the geometry con-
raction in the y -direction, leading to increased deposition of this
pecies at the top and bottom walls of the carina. Contrariwise, the
uter sidewalls of the bifurcation (at the parent-daughter merg-
ng region) correspond to particle-free areas, because the backﬂow
resent in these areas keeps the particles away from the walls. The
eposition of heavier particles downstream of the carina, on the
nner walls of the daughter branches, is due to a combination of
irect impaction and centrifugal effects. 
During turbulent exhalation, particles released closer to the in-
er walls of the daughter branches have an increased probability
o deposit, an effect that is more clearly seen in the case of lighter
articles. We note signiﬁcant deposition of heavier particles in the
traight daughter branch sections, an effect that can be linked to
weeps and ejections, as already discussed in the case of turbulent
nhalation. Further downstream, the carinal vortices drive the light
nd low speed particles towards the wall and thus increase the de-
osition in this region. Light particles deposit also along the Dean
ortices due to a combination of inertial and centrifugal effects.
here is an enhanced deposition on the top wall at the junction of
ach daughter branch with the merging region. This happens be-
ause the local ﬂow streamlines turn before the geometry starts to
end, thus driving the particles towards the wall. The deposition
t the head of carina is reduced for the heavier particles due to
nertia effects. The enhanced deposition at the top and sidewall of
he parent branch is due to the rotational sense of the Dean and
arinal vortices that turn particles towards the wall. As in the in-
piration case, the outer sidewalls of the bifurcation (at the parent-
aughter merging region) correspond to particle-free areas; the lo-
al ﬂow pattern tends to keep the particles away from these re-
ions. 
Next, we discuss particle deposition under laminar condi-
ions. In order to understand particle deposition, we ﬁrst need to
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Fig. 13. From the DNS simulations, initial release locations and ﬁnal deposition locations of particles from Species 1 (left) and Species 4 (right) under steady inspiration 
(top) and steady expiration (bottom) conditions. Only the Weibel’s regime is shown. The slices, colored with the magnitude of the mean ﬂuid velocity, represent the inlet 
and outlet locations of Weibel’s geometry. Particles are colored by their initial velocity magnitude (obtained from the instantaneous ﬂuid velocity at the time and location 
of release). Only the particles that stuck in the Weibel’s regime and had initial release location with y 0 p ≥ 0 and z 0 p ≥ 0 are shown. For these particles their initial and ﬁnal 
locations are illustrated. The iso-surfaces of the mean ﬂow vortical structures, identiﬁed with the Q-criterion (based on the mean velocity ﬁeld), are colored with the mean 
ﬂuid velocity magnitude. Representative streamlines based on the mean velocity vector ﬁeld are shown. (For interpretation of the references to color in this ﬁgure legend, 
the reader is referred to the web version of this article.) 
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dvisualize the key mean ﬂow structures and understand how they
differ from the turbulent case. 
Fig. 14 illustrates the correlation between the particle deposi-
tion sites (for both species 1 and 4) and the vortical structures
for steady laminar inhalation and steady laminar exhalation. The
streamlines indicate the rotational sense of vortical structures. The
tube-like vortical structures reveal the cores of the Dean vortices.
An interesting departure from the turbulent cases that were dis-
cussed earlier can be noted in the case of laminar exhalation
(lower part of Fig. 14 ). In the laminar case, the carinal vortices
merge into the Dean vortices, unlike the picture shown in Fig. 13 ,
where the two types of structures are completely distinct. Fur-hermore, the laminar Dean vortices persist further downstream
n the outlet sections as compared to their turbulent counterparts.
his is attributed to the combined effect of two phenomena: (a)
s soon as the ﬂow enters the straight outlet sections the con-
ected Dean vortices start to dissipate since there are no curva-
ure effects to sustain them (while this trend applies to both the
urbulent and laminar cases, turbulence is more effective in scram-
ling and breaking down the Dean vortices), and (b) the maximum
nlet velocity is higher under laminar than under turbulent condi-
ions and this gives rise to Dean vortices with higher axial velocity
hat can convect downstream for a longer distance before being
issipated. 
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Fig. 14. From the laminar simulations, initial release locations and ﬁnal deposition locations of particles from Species 1 (left) and Species 4 (right) under steady inspiration 
(top) and steady expiration (bottom) conditions. Only the Weibel’s regime is shown. The slices, colored with the magnitude of the steady state ﬂuid velocity, represent the 
inlet and outlet locations of Weibel’s geometry. Particles are colored by their initial velocity magnitude (obtained from the steady state ﬂuid velocity at the location of 
release). Only the particles that stuck in the Weibel’s regime and had initial release location with y 0 p ≥ 0 and z 0 p ≥ 0 are shown. For these particles their initial and ﬁnal 
locations are illustrated. The iso-surfaces of the steady state ﬂow vortical structures, identiﬁed with the Q-criterion (based on the steady state velocity ﬁeld), are colored 
with the steady state ﬂuid velocity magnitude. Representative streamlines based on the steady state velocity vector ﬁeld are shown. (For interpretation of the references to 
color in this ﬁgure legend, the reader is referred to the web version of this article.) 
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d  For the light particles, the deposition is negligible under both
nspiration and expiration. Their Stokes number is two orders of
agnitude less than unity and thus they behave more like ﬂow
racers. For the heavier particles the deposition is noteworthy. The
nitial and ﬁnal positions of the deposited particles (released from
he y ≥ 0 and z ≥ 0 quarter of the geometry) are colored by their
nitial velocity magnitude. The different colors illustrate the corre-
ation of the initial with the ﬁnal position of the deposited parti-
les. The illustrated deposition patterns reveal that almost all par-
icles deposit in the same quadrant of the geometry in which they
ere initially released. Particle Stokes numbers are ﬁve time lower in the laminar case
s compared to the turbulent case. Therefore, a direct comparison
f the deposition patterns in Figs. 13 and 14 is not meaningful.
owever, such a comparison can be made if we consider the depo-
ition patterns of particle species 1 ∗ and 4 ∗, which have the same
tokes numbers as the corresponding species in the turbulent case.
hus, Fig. 15 is similar to Fig. 14 , but it reveals the deposition pat-
erns of particles species 1 ∗ and 4 ∗. If we neglect the particles that
eposit on the inlet sections due to the quasi-streamwise turbulent
ortical structures, and the particles that change geometry quarter
ue to turbulent ﬂuctuations, then Fig. 13 agrees well with Fig. 15 .
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Fig. 15. From the laminar simulations, initial release locations and ﬁnal deposition locations of particles from Species 1 ∗ (left) and Species 4 ∗ (right) under steady inspiration 
(top) and steady expiration (bottom) conditions. Only the Weibel’s regime is shown. The slices, colored with the magnitude of the steady state ﬂuid velocity, represent the 
inlet and outlet locations of Weibel’s geometry. Particles are colored by their initial velocity magnitude (obtained from the steady state ﬂuid velocity at the location of 
release). Only the particles that stuck in the Weibel’s regime and had initial release location with y 0 p ≥ 0 and z 0 p ≥ 0 are shown. For these particles their initial and ﬁnal 
locations are illustrated. The iso-surfaces of the steady state ﬂow vortical structures, identiﬁed with the Q-criterion (based on the steady state velocity ﬁeld), are colored 
with the steady state ﬂuid velocity magnitude. Representative streamlines based on the steady state velocity vector ﬁeld are shown. (For interpretation of the references to 
color in this ﬁgure legend, the reader is referred to the web version of this article.) 
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a  Interestingly, in the exhalation case the particles from species 4 ∗
form two distinct deposition patterns with a particle free band
in between them. The streamlines reaching the particle free band
have a history of strong curvature that high inertia particles can
not follow. 
5.6. Deposition fractions 
At the end of each simulation the particles of each species were
subdivided into three groups: 
(a) the S W particles that deposited on the bifurcation surface
that is part of Weibel’s regime, (b) the E W particles that passed through (escaped) Weibel’s
regime, and 
(c) the A W particles that are still active in the Weibel’s regime. 
The S W and E W together form the inactive particles. The total
umber of particles T = S W + E W + A W equals the number of par-
icles released for each particle species (i.e. 50 0,0 0 0). 
Based on the above grouping, we deﬁne the deposition and ac-
ive fractions. The deposition fraction (DF) is deﬁned as the ratio of
he deposited particles to the inactive particles DF = S W / (T − A W ) ,
hile the active fraction (AF) is deﬁned as the ratio of the
ctive particles to the total number of particles released AF = A W / T .
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Table 6 
Deposition Fractions DF = S W / (T − A W ) , and Active Fractions AF = A W / T for the ten 
particle species simulated under laminar conditions. 
Species d W p [ μm] d 
W 
a [ μm] St Inspiration Expiration 
DF [%] AF [%] DF [%] AF [%] 
Species 1 2 . 0 1 . 732 0 .01745 0 . 01 0 .94 0 . 47 0 .72 
Species 2 4 . 0 3 . 464 0 .06979 1 . 00 0 .81 1 . 42 0 .66 
Species 3 6 . 0 5 . 196 0 .15704 6 . 61 0 .67 15 .00 0 .66 
Species 4 8 . 0 6 . 928 0 .27918 22 .70 0 .55 26 .68 0 .33 
Species 5 10 .0 8 . 660 0 .43621 39 .33 0 .42 38 .40 0 .09 
Species 1 ∗ 2 . 0 3 . 873 0 .08724 1 . 99 0 .96 3 . 55 0 .75 
Species 2 ∗ 4 . 0 7 . 746 0 .34897 32 .00 1 .00 31 .36 0 .96 
Species 3 ∗ 6 . 0 11 .619 0 .78519 58 .27 1 .05 46 .32 0 .34 
Species 4 ∗ 8 . 0 15 .492 1 .39588 69 .71 0 .81 51 .10 0 .19 
Species 5 ∗ 10 .0 19 .365 2 .18107 76 .70 0 .44 54 .18 0 .07 
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r  ote that the computation of DF is based only on the particles
hose fate (i.e. deposition or escape) has already been decided.
able 5 summarizes the values of the aforementioned fractions for
he different particle species considered under turbulent inspira-
ory and expiratory ﬂow. The corresponding values under laminar
ow are summarized in Table 6 . 
It is quite diﬃcult to ﬁnd appropriate data in the literature to
ompare to our deposition fractions. For such a comparison to be
eaningful a lot of factors have to be matched, such as: the Stokes
umber, the Reynolds number, the particle diameter, the bifurca-
ion geometry, the overall geometry (which may involve upstream
nd/or downstream bifurcations attached to the one under consid-
ration), the forces taken into account for the transport of parti-
les, the interception mechanism, the initial distribution of parti-
les, and the initial velocity of particles. As it turns out, we could
ot identify a case in the literature where all these factors could be
atched. Thus, a quantitative comparison is not directly possible.
owever, we have carried out a qualitative comparison and Fig. 16
erves as an order of magnitude comparison. Only laminar condi-
ions are considered since no data for turbulent conditions exist in
he literature. 
For the inhalation/exhalation case our data seem to underpre-
ict/overpredict the literature trends. These apparent differences
re mainly attributed to the different probability density functions
dopted for the inlet particle concentration. In our study, we have
sed uniform inlet particle concentrations, while all the studies
e compare to have used velocity-based inlet particle concentra-
ions. This means that at the near-wall/center region of the inlets,
elatively more/less particles are released in our study compared
o the literature studies. It can be inferred from Figs. 14 and 15 ,
hat our data for the inhalation/exhalation case will underpre-
ict/overpredict the literature trends. The discrepancies between
he inhalation data are smaller compared to the discrepancies be-
ween the exhalation data. This is because in the exhalation case
e use parabolic velocity inlet proﬁles in the daughter branches
hile for the literature studies the ﬂow is convected from bifurca-
ions of higher generation. 
Even though the velocity-based (more precisely the ﬂow-rate-
ased) inlet particle concentration is more realistic ( Longest and
inchurkar, 2007 ), our intention was to identify all possible depo-
ition locations from all possible initial locations. A uniform inlet
article concentration is more appropriate for this type of inquiry.
egardless of the difference, the trends are still the same; with in-
reasing St the DF increases for both inhalation and exhalation. 
In Fig. 17 , the combined data of Tables 5 and 6 are summa-
ized in a plot of deposition fraction Vs Stokes number. Based on
his plot, we deduce a number of interesting conclusions. In the
iterature, deposition fractions are occasionally plotted as a func-
ion of the aerodynamic particle diameter weighted with the airolumetric ﬂowrate Q . For example, Stahlhofen et al. (1989) , em-
loyee the weighted aerodynamic diameter Q × (d W a ) 2 . Here, we
refer to instead present the results in terms of the Stokes num-
er, which is commonly used in the literature and offers an equiv-
lent normalization but with the important advantage of properly
on-dimensionalized data. 
The values of DF indicate that more particles are deposited with
ncreasing Stokes number, a direct effect of the increasing inertia.
or St  0.3, the particles have higher DF during inspiration than
uring expiration; this holds true under both laminar and turbu-
ent conditions. For smaller particles, there is a tendency for this
rend to be reversed. For example, for St  0.3 in the laminar case
nd for St  0.15 in the turbulent case, DF is higher during expi-
ation than during inspiration. The data is suggestive of a trend
hat continues to lower St values, but clearly additional simula-
ions would be needed to establish such a trend. In particular, one
as to keep in mind that as the particle size decreases, additional
orces must be included in the Lagrangian particle tracking algo-
ithm. Thus, one needs to be careful when using the present re-
ults to infer trends for lower St values. Nevertheless, the trends
n Fig. 17 , suggest that for particles in the Fine Particle Dose (FPD)
ange (d W a ≈ 1 − 5 μm) , deposition during expiration constitutes an
mportant fraction of the overall deposition. This might be partic-
larly relevant for the smallest particles in the FPD range, which
ave the tendency to remain suspended during the brief interlude
etween inspiration and expiration. Comparing across turbulent
nd laminar conditions, one ﬁnds that during expiration, the tur-
ulent case receives lower DF when compared to the same Stokes
umbers in the laminar case. During inspiration, the same holds
rue only for particles with St  1.0, while for St  1.0 the turbu-
ent case receives higher DF. 
. Summary and conclusions 
We have performed DNS, LES, RANS, and Laminar simulations
n a single human airway bifurcation model during steady inspi-
ation and expiration conditions. Our simulations show that the
redictions of the Dynamic Smagorinsky LES model and the v 2 − f
ANS model are in very good agreement with the DNS results. The
greement between DNS and RANS holds true only for the mean
ow ﬁeld, which is primarily inﬂuenced by curvature effects. The
ross features of the ﬂow remain largely unmodiﬁed as one moves
rom the laminar to the turbulent regime. 
From our instantaneous DNS ﬂow ﬁelds we have identiﬁed the
egions with high turbulent kinetic energy and the regions with
ncreased turbulent vortical activity. From the averaged DNS and
ES results we have observed the Dean vortices present also at the
aminar level. Here we report for the ﬁrst time the existence of
arinal vortices during steady expiration. 
Using Lagrangian particle tracking we have estimated the de-
osition and active fractions for ﬁve particle species (deferring in
tokes number). Preferential deposition sites have been identiﬁed
nd important correlations with ﬂow characteristics have been es-
ablished. In interpreting the present results, one has to be re-
inded that in these simulations we have accounted only for the
rag force on the particles. Thus, inferences can be drawn only for
eposition in the conducting airways. Deeper in the lung, diffusion
nd sedimentation, which here have not been accounted for, be-
ome important modes of deposition. 
For the larger particles in this study ( St  0.3), deposition frac-
ions (DF) were higher during inspiration than during expiration,
nder both laminar and turbulent conditions. However, for smaller
articles that fall in the ﬁne particle dose (FPD), DF values dur-
ng inspiration and expiration were comparable, and in fact, for
he ﬁnest particles in the FPD the trend was reversed with expi-
ation receiving higher DF than expiration. This implies that for
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Fig. 16. Comparison of deposition fractions (DF) extracted from the current study, to deposition eﬃciencies (DE) extracted from the literature. In our study DF and DE are the 
same since we track particles only in the Weibel’s regime, but in the literature many studies involve consecutive bifurcations and for this reason we extract the DE from one 
bifurcation. Only laminar conditions are considered since no data for turbulent conditions exist in the literature. Blue/Red colors correspond to steady inspiration/expiration 
conditions. This ﬁgure serves only as an order of magnitude comparison, since a lot of factors have to be matched for a quantitative comparison to be meaningful. The 
experimental data are extracted from the numerical study of Zhang et al. (2002b ) and the references can be found therein. The Stokes and Reynolds numbers corresponding 
to the literature are scaled so as to match our deﬁnitions: Re = Re d 
b 
= u d 
b 
D d /ν f , St = 1 9 
ρp 
ρ f 
d 2 p 
D 2 
d 
Re d 
b 
. (For interpretation of the references to color in this ﬁgure legend, the reader 
is referred to the web version of this article.) 
Fig. 17. Deposition fractions (DF) under turbulent and laminar, inspiration and expiration conditions, as a function of the respective Stokes numbers ( St ). Lines with blue/red 
color correspond to inspiration/expiration conditions. Continuous/Dashed lines with ﬁlled/empty symbols correspond to turbulent/laminar conditions. Empty triangles/circles 
correspond to low/high particle density species. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
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t  ery ﬁne particles, which tend to remain suspended during the
rief interlude at the end of inspiration, expiration might be an
mportant mode of deposition through which the conducting air-
ays receive aerosols. In general, expiratory deposition fractions
ere higher under laminar than under turbulent conditions. This
uggests that during expiration, particles coming from the alveolar
egion will be eﬃciently ﬁltered by the smaller conducting airways
here the ﬂow is laminar. Thus, one can expect that a signiﬁcantly
educed fraction of these particles will reach the upper conducting
irways where the ﬂow is turbulent. 
We hope that our results can be used as a useful reference in
odeling studies of particle laden ﬂows in airway bifurcations. 
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ppendix A. Mathematical description of the bifurcation 
eometry 
Evidence shows that the geometry of the bifurcation zone is a
ajor determinant of the regional particle deposition pattern. Vari-
tions in the shape of the boundary surface of bronchial bifurca-
ions affect the main and secondary motions in the ﬂow, which in
urn affect the localized deposition patterns of inhaled or exhaled
erosol. The shape of the carinal ridge is considered to be the most
mportant factor for the local characteristics of the ﬂow ﬁeld. Since
ne of the aims of this study is to provide guidance for turbulence
odels, it is necessary to report the mathematical description of
he bifurcation geometry used in our simulations. 
A number of studies ( Gradon and Orlicki, 1990; Heged ˝us et al.,
004; Heistracher and Hofmann, 1995; Le and Zhang, 2015; Lee
t al., 2008 ) provide mathematical relations for the construction of
natomically realistic bifurcations. Among these studies, the model
f Heistracher and Hofmann (1995) is considered to be the most
opular. Heistracher and Hofmann (1995) were the ﬁrst to provide
 well deﬁned mathematical model that describes the shape of
he merging region of the parent-daughter branches. Their model
s physiologically consistent with realistic human airway bifurca-
ions, and for this reason is labeled as the “Physiologically Realis-
ic Bifurcation” (PRB) model. Its main features are: (a) the smooth
ransition between the different sizes of the parent and daugh-
er branches, (b) the smooth splitting of the parent branch to the
aughter branches, and (c) the ability to handle asymmetries be-
ween the daughter branches. 
For the construction of our bifurcation geometry we have used
he PRB model, with the exception of the carinal ridge region. The
athematical description for the carinal region of PRB model ex-
ibits two poor features: (a) at the point where the parent branch
tarts to split into the two daughter branches, the carinal surfaceas a spiky shape with nearly zero area (see top line and middle
olumn of Fig. A.1 ), and (b) the transition from the top to the bot-
om part of the carina is not smooth (see bottom line and middle
olumn of Fig. A.1 ). The ﬁrst issue calls for user speciﬁc smooth-
ng when stitching the different surfaces, while the second issue
s physiologically unrealistic and may introduce undesirable ﬂow
eatures. 
We have developed our own mathematical model to smooth
ut the sharp carinal region of Heistracher and Hofmann (1995) .
ur carinal model is designed for symmetric bifurcations, but it
an be easily extended to asymmetric bifurcations. In the rest of
his section we provide the mathematical relations to construct the
ymmetric PRB of Heistracher and Hofmann (1995) , and then we
rovide our mathematical modiﬁcations for the carinal region. 
Fig. A.1 shows two different view points of the PRB parent-
aughter merging region, for three different carinal models. In the
rst model the parent-daughter pipes are merged in a crude way
ithout a carinal region. The second model, with the semi-smooth
arina, corresponds to the one of Heistracher and Hofmann (1995) .
he third model corresponds to our design. It is obvious that our
odel is more regular than the model of Heistracher and Hofmann
1995) . 
Fig. A.2 illustrates a schematic representation of the mid-plane
f the bifurcation geometry, along with various explanatory sym-
ols. Symbol clariﬁcation follows: parent radius R p , parent length
 p , daughter radius R d , daughter length L d , radius of carina R c , func-
ional internal radius of the bending pipes R ( φs ), external radius of
he bending pipes R o , parent length construction variable ζ , daugh-
er length construction variable ξ , bending construction angle φs ,
arina angle 
γ , branching angle B , angle  between starting
oint P and ending point  of the carinal region, angle E between
tarting point P and ending point E of the merging region without
 smooth carina. The ( x, y, z ) axes origin is located at the starting
oint of the parent pipe section. The ( s, y, c ) axes correspond to lo-
al coordinate systems that follow the bending of the parent pipe
o the daughter pipes. 
The parent pipe section is constructed by 
 p (ζ , φc ) = ζ (A.1) 
 p (ζ , φc ) = R p cos (φc ) (A.2) 
 p (ζ , φc ) = R p sin (φc ) (A.3) 
here φc is the circumferential construction angle with range
π
2 ≤ φc ≤ 3 π2 , and ζ is in the range 0 ≤ ζ ≤ L p . We can deﬁne
in terms of φs by the relation ζ = L p + R o tan (φs ) where φs < 0.
The bending pipe sections are described by 
 
±
m (φs , φc ) = L p + R o sin (φs ) ∓ sin (φs ) R (φs ) sin (φc ) (A.4) 
 
±
m (φs , φc ) = R (φs ) cos (φc ) (A.5) 
 
±
m (φs , φc ) = ±R o (1 − cos (φs )) + cos (φs ) R (φs ) sin (φc ) . (A.6) 
he subscript m stands for “merging”, while the superscripts + and
stand for positive and negative z . The range of φs is 0 ≤ φs ≤ B ,
nd the range of φc is φ
±,min 
c (φs ) ≤ φc ≤ φ±,max c (φs ) . The minimum
nd maximum φc angles are deﬁned by 
+ ,max 
c (φs ) = π − φ+ ,min c (φs ) (A.7) 
−,min 
c (φs ) = φ+ ,min c (φs ) + π (A.8) 
−,max 
c (φs ) = φ+ ,max c (φs ) + π (A.9) 
nd φ+ ,min c (φs ) is deﬁned later because it depends on the shape of
he carinal region. We note that as soon as we surpass the cari-
al region (i.e. φs > ) the functional form of φ
+ ,min 
c (φs ) reduces
o φ+ ,min c (φs > ) = −π . Since the parent pipe section does not2 
700 F.S. Stylianou et al. / International Journal of Heat and Fluid Flow 61 (2016) 677–710 
Fig. A.1. Merging region of the parent-daughter branches. Two different views points (top, bottom). Three different merging methods: (a) crude merging without carina 
(left), (b) Heistracher and Hofmann (1995) merging method (middle), (c) our merging method (right). 
Fig. A.2. Schematic representation of the y = 0 mid-plane cross section of the bi- 
furcation geometry. 
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g 2 2  have the same radius with the daughter pipe sections, the follow-
ing functional relation is used to achieve a smooth transition 
R (φs ) = R p − (R p − R d ) σ (φs ) (A.10)
where σ ( φs ) is the sigmoidal function 
σ (φs ) = 
⎧ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎩ 
0 φs ≤ 0 
3 
(
φs 
B 
)2 
− 2 
(
φs 
B 
)3 
0 ≤ φs ≤ B 
1 φs ≥ B 
. (A.11)
The daughter pipe sections are constructed by 
x ±
d 
(ξ , φc ) = x ±m (B , φc ) + ξ cos (B ) (A.12)
y ±
d 
(ξ , φc ) = y ±m (B , φc ) (A.13)
z ±
d 
(ξ , φc ) = z ±m (B , φc ) ± ξ sin (B ) (A.14)here ξ is in the range 0 ≤ ξ ≤ L d + R 0 tan ( − B ) , and φc 
n the range φ±,min c (φs ) ≤ φc ≤ φ±,max c (φs ) . We can redeﬁne ξ in
erms of φs by the relation ξ = R o tan (φs − B ) where φs > B . 
Below we deﬁne the position vector function that can be used
hroughout the bifurcation geometry (the carinal region is ex-
luded) 
 
±(φs , φc ) 
= 
⎧ ⎨ 
⎩ 
r p (ζ , φc ) φs ≤ 0 −π2 ≤ φc ≤ 3 π2 
r ±m (φs , φc ) 0 ≤ φs ≤ B φ±,min c (φs ) ≤ φc ≤ φ±,max c (φs ) 
r ±
d 
(ξ , φc ) φs ≥ B φ±,min c (φs ) ≤ φc ≤ φ±,max c (φs ) 
(A.15)
here r = 
( 
x 
y 
z 
) 
. The above relations are deduced from the PRB
odel of Heistracher and Hofmann (1995) . We continue with the
onstruction of our smooth merging carinal model. The construc-
ion of the crude merging is straight forward since it does not in-
olve any carinal model, while the semi smooth merging carinal
odel can be found in Heistracher and Hofmann (1995) . 
mooth merging (our carinal model): Fig. A.3 illustrates the con-
truction of the carina based on our method. Two are the ma-
or differences between our model and the one of Heistracher and
ofmann (1995) : (a) they extract the φ+ ,min c (φs ) using a prescribed
unctional form for the radius of the carina ρ( φs ), while we pre-
cribe the φ+ ,min c (φs ) function and then extract the radius of the
arina ρ( φs ), and (b) they use circular lines that are located in
lanes deﬁned by the ˆ x and ˆ z unit vectors, while we use circular
ines that are located in planes deﬁned by the ˆ e
c 
and ˆ n unit vec-
ors (see Fig. A.3 ). We note that the shape of the geometry at the
tarting and ending points of the carina (i.e. φs = 0 and φs = 
espectively) is exactly the same between our model and the one
f Heistracher and Hofmann (1995) . 
Since in our model we prescribe the φ+ ,min c (φs ) function, we
an achieve a non-zero surface of the carina at small φs values. To
his end we deﬁne the carina angle 
α = 3 . 6 o at φs = 0 . The coor-
inates of points A and , which are essential for the formation of
he φ+ ,min c (φs ) function, are obtained by 
 A = r + 
(
0 , 

α
2 
)
(A.16)
  = r + 
(
, −
π
2 
)
. (A.17)
o obtain the location of , the  angle is needed. This an-
le is extracted from the relation z + (, −π ) = R c sin ( 
γ ) , where
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Fig. A.3. Construction of the carinal region using our method. 
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tγ = 180 o − 2B . According to the speciﬁc values of Table 1 , we
et 
γ = 110 o and  = 39 . 83 o . 
We deﬁne the projection of the A − straight line, to the x −z
lane 
 l = 
z  − z A 
x  − x A ︸ ︷︷ ︸ 
a 
x l + z A −
z  − z A 
x  − x A 
x A ︸ ︷︷ ︸ 
b 
(A.18) 
nd from this expression we extract the φ+ ,min c (φs ) function by us-
ng x + (φs , φc ) = x l and z + (φs , φc ) = z l . This procedure leads to 
+ ,min 
c (φs ) 
= 
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
arcsin 
(
b + a (L p + R o sin (φs )) − R o (1 − cos (φs )) 
( cos (φs ) + a sin (φs )) R (φs ) 
)
0 ≤ φs ≤ B 
arcsin 
(
b + a (L p + R o sin (B )) − R o (1 − cos (B )) 
( cos (B ) + a sin (B )) R (φB ) 
+ (a cos (B ) − sin (B )) R o tan (φs − B ) 
( cos (B ) + a sin (B )) R (φB ) 
)
B ≤ φs ≤ 
−π
2 
 ≤ φs 
. 
(A.19) 
If the internal radius R ( φs ) was constant along the positive z
ent pipe, then its unit circumferential, streamwise, and normal
ectors should have been 
ˆ e
c = 
⎛ 
⎝ − sin ( ˜  φs ) cos (φc ) − sin (φc ) 
cos ( ˜  φs ) cos (φc ) 
⎞ 
⎠ ˆ e′ s = 
⎛ 
⎝ cos ( ˜  φs ) 0 
sin ( ˜  φs ) 
⎞ 
⎠ 
ˆ 
′ = 
⎛ 
⎝ − sin ( ˜  φs ) sin (φc ) cos (φc ) 
cos ( ˜  φs ) sin (φc ) 
⎞ 
⎠ (A.20) 
here ˜ φs = max (0 , min (φs , B )) . Note that these unit vectors form
 right-handed system. Since R ( φs ) is not constant, a right-hand
otation of ˆ n
′ 
and ˆ e
′ s 
around ˆ e
c 
is needed to get the exact normal
ˆ and tangent-streamwise ˆ e
s 
unit vectors. The angle of rotation is
iven by the relation 
an (υ) = 1 
R o 
∂R 
∂φs 
⇒ υ(φs ) = arctan 
(
−6 φs 
B 
(
B − φs 
B 
)(
R p − R d 
R o B 
))
. (A.21) 
ote that since the internal radius R ( φs ) reduces as φs increases,
he υ(φs ) angle turns out to be negative, υ(φs ) < 0 . Based on the
odrigues’ rotation formula, we deﬁne the rotation matrix 
 = 
( 
1 0 0 
0 1 0 
0 0 1 
) 
+ sin (υ) 
( 
0 − ˆ ec z ˆ ec y 
ˆ ec z 0 − ˆ ec x 
− ˆ ec y ˆ ec x 0 
) 
+(1 − cos (υ)) 
( 
0 − ˆ ec z ˆ ec y 
ˆ ec z 0 − ˆ ec x 
− ˆ ec y ˆ ec x 0 
) 2 
(A.22) 
hat transforms the ˆ n
′ 
and ˆ e
′ s 
to the exact normal ˆ n and tangent-
treamwise ˆ e
s 
unit vectors 
ˆ 
s = Q · ˆ e′ s (A.23) 
ˆ = Q · ˆ n′ . (A.24) 
At point  the coordinates and the normal vector are 
  = r + (φs , φ+ ,min c (φs )) (A.25) 
ˆ  = ˆ n(φs , φ+ ,min c (φs )) (A.26) 
nd the coordinates of point K are expressed in terms of the above
elations 
 K = r  −
z 
n z 
ˆ n. (A.27) 
his expression can handle both positive and negative y K (see
ig. A.3 ). The coordinates of M and N points are 
 M = r  −
y 
n y 
ˆ n (A.28) 
 N = 
( 
x M 
0 
0 
) 
. (A.29) 
ased on the K, , M, N points we can extract the local values for
he carina radius and carina angle 
= 
√ 
( r K − r ) 2 (A.30) 
an (ω) = z M √ 
( r K − r N ) 2 
. (A.31) 
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Fig. B.4. Schematic of the z = 0 mid-plane cross section along the bent pipe geom- 
etry. The bent pipe geometry is composed of an inlet straight pipe section, a 90 o 
bent pipe, and an outlet straight pipe section. The dotted arrows indicate the ﬂow 
direction. Length scales are normalized by the pipe radius. 
Fig. B.5. Computational mesh at the inlet part of the bent pipe geometry. The inlet 
mesh is composed of unstructured triangular cells in the core region 0 ≤ r ≤ R 
2 
, and 
structured polar quadrilateral cells in the outer-core region R 
2 
≤ r ≤ R . The contours 
signify the parabolic velocity proﬁle used as inlet boundary condition. The inlet ve- 
locity ﬁeld is normalized by the bulk velocity. 
o  
p  
i  
t  
d  
t  
c  
c  The angle θ (deﬁned as the angle between the unit vector ˆ y placed
at point N , and the N to K vector) is extracted by the expressions 
sin (θ ) = x K − x N √ 
( r K − r N ) 2 
(A.32)
cos (θ ) = y K √ 
( r K − r N ) 2 
. (A.33)
Note that the above relations can handle automatically all possible
values of θ angles (see Fig. A.3 ). Finally, the locus of the circular
line −′ , deﬁning the carina, is given by the expressions 
x up c (φs , ψ) = x K (φs ) − ρ(φs ) cos (ψ) sin (θ (φs )) (A.34)
y up c (φs , ψ) = y K (φs ) − ρ(φs ) cos (ψ) cos (θ (φs )) (A.35)
z up c (φs , ψ) = ρ(φs ) sin (ψ) (A.36)
where the superscript up indicates the part of the carina with pos-
itive y . For the down part of the carina with negative y one can
simply use 
x down c (φs , ψ) = x up c (φs , ψ) (A.37)
y down c (φs , ψ) = −y up c (φs , ψ) (A.38)
z down c (φs , ψ) = z up c (φs , ψ) . (A.39)
Note that the carina construction angle ψ is in the range −ω(φs ) ≤
ψ ≤ + ω(φs ) , while the φs is in the range 0 ≤ φs ≤  . 
Appendix B. Validation of the Lagrangian particle tracking 
algorithm in a 90 o bent pipe geometry 
To validate our Lagrangian particle tracking algorithm (outlined
in Fig. 12 ) we have used a simple laminar case, but with three-
dimensional and three-component velocity ﬁeld. The validation
case consists of a 90 o bent pipe, along with straight inlet and out-
let sections. This is the same case used in the work of Breuer et al.
(2006) . The bent pipe geometry serves an excellent validation case
for two reasons: (a) it has been studied previously in the litera-
ture by Breuer et al. (2006) 1 , and (b) the ﬂow features are simi-
lar to the ones observed in the bifurcation under steady laminar
conditions. 
Fig. B.4 represents a two-dimensional schematic of the z = 0
mid-plane cross section along the bent pipe geometry. The pipe
radius R is used to normalized all length scales. The inlet and out-
let sections have lengths of 2 R and 4 R , respectively. The 90 o bent
pipe has a curvature radius of R b = 5 . 6 R . 
The computational mesh at the inlet cross-section of the geom-
etry is shown in Fig. B.5 . The inlet mesh is composed of unstruc-
tured triangular cells in the core region 0 ≤ r ≤ R 2 , and structured
polar quadrilateral cells in the outer-core region R 2 ≤ r ≤ R . In the
core region we use a constant radial spacing of dr c = 0 . 02 R, which
determines 25 grid radial spaces to cover its radial extend. For the1 Breuer et al. (2006) studied numerically particle laden ﬂow in the bent pipe 
under laminar and turbulent conditions. For experimental studies see references in 
Breuer et al. (2006) . 
d  
r  
1  
t  
p  uter-core region we use geometrical series law to cluster the grid
oints in the vicinity of the wall. The ﬁrst grid point from the wall
s at dr w = 0 . 003 R and the stretching factor is λ = 1 . 030594 . With
hese parameters, 60 grid radial spaces are need to cover the ra-
ial extend of the outer-core region. At the wall, the circumferen-
ial direction involves 150 equally grid spaces. The number of cir-
umferential spaces is kept constant up to the interface of outer-
ore and core region. The number of circumferential spaces is re-
uced by a factor of 6 for each increment dr c towards the core
egion. The total number of grid points at the inlet cross-section is
0 , 951 . To construct the ﬁnal 3D mesh, the 2D inlet mesh is ex-
ruded 200 times in the streamwise direction. For the inlet/outlet
ipe sections 27/54 equally spaced extrusions have been used. For
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Fig. B.6. Contours of steady state velocity magnitude (left) and pressure (right) on z = 0 mid-plane cross section along the bent pipe geometry. The streamlines are con- 
structed from the in-plane velocities. 
Fig. B.7. Comparison of our results (bottom part) with the results of Breuer et al. (2006) (top part) at the streamwise cross section of 45 o (left) and 90 o (right). Streamlines 
are constructed using the local in-plane velocities. Contours of the local streamwise velocity are also shown. 
t  
t  
i
 
c  
1  
t  
l  
a  
i  
c  
i  
s  
p  
s  
o  
t
 
s  
p  
p  
t  
t  
i  
p
 
t  
f  
v  
o  
c  
i  
i  
f  
m  
g  
e  
s  he 90 o bent pipe section we have used 119 equally spaced, rota-
ional extrusions. The total number of grid points for the 3D mesh
s 2 , 201 , 151 . 
We simulate the ﬂow in the bent pipe geometry under laminar
onditions. The bulk Reynolds number is set to Re b = 2 Ru b /ν f =
0 0 0 and the Dean number to De = Re b 
√ 
R/R b ≈ 422 . 6 . The con-
ours in Fig. B.5 signify the parabolic velocity proﬁle used as in-
et boundary condition. We set the bulk inlet velocity at u b = 1 ,
nd the pipe radius at R = 1 . Effectively all variables are automat-
cally normalized by these two scales. At the outlet we use the
onvective outlet velocity boundary condition. The velocity ﬁeld
n the domain is initialized with a parabolic proﬁle for the axial-
treamwise velocity u s , and zero values for the other two com-
onents u z , u t . The initial velocity ﬁeld is advanced until steady
tate is achieved. For the ﬂuid advancement we use a time step
f dt f = 0 . 004 R/u b , which leads to local CFL values that are lower
han 0.23. 
Fig. B.6 illustrates the steady state velocity magnitude and pres-
ure contours on the z = 0 mid-plane cross section along the bentipe geometry. The high pressure at the outer side of the bent
ipe (directly across from the inlet) is due to the “blockage” of
he incoming velocity by the outer bent pipe walls. The effect of
he 90 o bent pipe section is to deﬂect the maximum axial veloc-
ty away from the center and towards the outer side of the curved
ipe. 
Due to the deﬂection of the high speed axial velocity towards
he outer side of the curved pipe, the continuity dictates the
ormation of a primary pair of counter rotating axially oriented
ortices (i.e. the Dean vortices). According to Prandtl’s ﬁrst kind
f secondary ﬂow, whenever there is an imbalance between the
ross-stream pressure gradient (i.e. the centripetal force) and the
nertial tendency of the ﬂuid to move away from the curved ax-
al line (i.e. the inertial, centrifugal force), secondary motion is
ormed. Prior to the deﬂection, the ﬂuid at the pipe centerline is
oving with high velocity and thus is subject to large centrifu-
al force, while the low speed ﬂuid close to the walls experi-
nces small centrifugal force. The imbalance with the local cross-
tream pressure gradient, will cause the high speed ﬂuid to drift
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Fig. B.8. Initial positions of deposited (blue or white) and escaped (red or black) particles with St = 0 . 2 . We compare the predictions of our algorithm using the linear 
and continuous interpolation method (bottom part of the ﬁgures), to four other methods (top part of the ﬁgures): (a) predictions of Breuer et al. (2006) (top left ﬁgure), 
(b) predictions of our algorithm using an inverse distance interpolation method (top right ﬁgure), (c) predictions of our algorithm using a weighted least-squares gradient, 
Taylor-expansion based interpolation method (bottom left ﬁgure), and (d) predictions of the aforementioned Taylor expansion method using a particle time step that is twice 
smaller, and a velocity ﬁeld on a twice denser mesh (bottom right ﬁgure). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the 
web version of this article.) 
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t  outwards and the low speed ﬂuid to move inwards along the pipe
wall. 
In Fig. B.7 we compare our steady state ﬁeld results with the
numerical results of Breuer et al. (2006) at two different stream-
wise cross sections (45 o and 90 o marked in Fig. B.4 ). It is worth
noting that we have repeated the simulation with half the time
step and double the mesh density, and still the steady state solu-
tion shown in Fig. B.7 has remained unaffected. 
The laminar steady state conditions and the assumption of one-
way coupling between carrier ﬂuid and dispersed aerosol phase,
allows for the tracking of particles to be carried out at the post
processing level. We have considered particles with density ratio
of 
ρp 
ρ f 
= 755 , and with Stokes number values of St = 0 . 0 , 0 . 2 , 1 . 0 ,
where St = 1 9 
ρp 
ρ f 
d 2 p 
4 R 2 
Re b . The different St values correspond to par-
ticles with diameters d p = (0 . 00 , 3 . 09 , 6 . 91) × 10 −3 R . The particles
with St = 0 . 0 act as ﬂow tracers, while for the other two St valueshe particles have signiﬁcant inertia. For each St number, we have
eleased 250 , 0 0 0 particles uniformly and randomly from the inlet.
he initial velocity of each particle was chosen to be the same with
he ﬂuid velocity ﬁeld at its location of release. All particles were
volved and tracked in the carrier ﬂuid until their fate was deter-
ined. A particle escapes the domain from the outlet part of the
eometry, or it deposits on the bent pipe wall if its center of mass
alls within a distance of one particle radius from the wall surface
interception mechanism). Since it is possible for the particle to be
arger than the distance from the ﬁrst grid point to the wall, it
s important to know the shortest distance of all grid nodes from
he wall surface. For this purpose, the Eikonal equation is solved
t the beginning of the simulation to provide these distances ( Xia
nd Tucker, 2010 ). Clearly this method guarantees a mesh indepen-
ent interception mechanism. Breuer et al. (2006) use a simpliﬁed
nterception mechanism that allows particles to deposit only when
hey are hosted in a grid volume that is attached to the wall and
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ﬁhe particle’s centroid is closer to the wall than the center of the
ontrol volume. Clearly this method can not provide mesh inde-
endent deposition patterns. 
Fig. B.8 shows with different colors the initial positions of de-
osited (blue or white) and escaped (red or black) particles with
t = 0 . 2 . The bottom part of all four ﬁgures is the same; it corre-
ponds to the predictions of our particle tracking algorithm (see
ig. 12 ) combined with a linear and continuous ﬂuid velocity in-
erpolation method. This method involves subdivision of the host-
ng grid cell into tetrahedra, followed by linear interpolations in
ach tetrahedron ( Baker, 2003 ). This strategy leads to an inter-
olated ﬂuid velocity that is continuous inside each grid cell as
ell as across the grid cells. The top part of the ﬁgures illus-
rates predictions from other methods. The top left ﬁgure corre-
ponds to the predictions of Breuer et al. (2006) . The differences
n the particle patterns are attributed entirely to the different in-
erception conditions used in our simulations and the simulations
f Breuer et al. (2006) . The top right ﬁgure corresponds to the
redictions of an inverse distance interpolation method. The per-
ormance of this method is unsatisfactory since it leads to parti-
le patterns with overlaps. An excellent performance is character-
zed by distinct patterns of deposited and escaped particles. This
s the case for the linear and continuous ﬂuid velocity interpola-
ion method. The bottom left ﬁgure illustrates the predictions of
 weighted least-squares gradient, Taylor-expansion based interpo-
ation method. The performance of this method is better than the
nverse distance interpolation method, but it still exhibits overlap-
ing of particle patterns. Finally, the bottom right ﬁgure shows the
redictions of the aforementioned Taylor-expansion based method
n association with halved ﬂuid and particle time steps, and ﬂuid
elocity ﬁeld on a double mesh density. Even in this extreme
ase, zoom-in of the electronic pdf manuscript reveals that the lin-
ar and continuous interpolation method on a coarse mesh per-
orms better than the Taylor-expansion based method on the ﬁne
esh. 
We have only shown our results for the St = 0 . 2 , since parti-
les of this size are more sensitive to ﬂuid ﬂow features, allowing
s to evaluate the performance of different types of interpolation
ethods. For the higher Stokes number St = 1 . 0 , the particle pat-
erns do not reveal any signiﬁcant differences between the various
nterpolation methods. We note though, that the particle patterns t  
ig. C.9. Visible are fourteen different lines extracted from a small part (slightly greate
, 13, 14 are located at the inlet/outlet boundaries of the Weibel’s regime. Based on the
= 0 . 075 R d away from the bifurcation wall. This distance corresponds to δ+ = 16 . 5 /13.
ecycling pipe section of the inhalation/exhalation case. Line 6 connects the head of th
enterlines, and follows the bend of the geometry. The arrows on the lines show the dir
he length of the lines 6,11 and lines 7,8,9,10, blue and red marks are placed, respective
gure legend, the reader is referred to the web version of this article.) iffer between our simulations and the simulations of Breuer et al.
2006) . Again the differences are entirely attributed to the different
nterception conditions between the simulations. 
For the case of St = 0 . 0 the particles become tracers and thus
one of the particles should ever be intercepted by the wall sur-
ace. For the case of linear and continuous interpolation 0 parti-
les have been intercepted, for the inverse distance interpolation
70 particles have been intercepted, and for the Taylor-expansion
ased interpolation 132 and 17 particles have been intercepted for
he coarse and ﬁne mesh respectively. Finally, we have conﬁrmed
hat by converting the Lagrangian particle velocity of all particles
long their path, into an Eulerian ﬁeld we recover the ﬂuid velocity
eld. 
ppendix C. Quantitative comparison between DNS and LES 
esults 
The contour ﬁgures reported in the main text serve only as
ualitative comparison between DNS and LES. The purpose of this
ection is to provide a quantitative comparison between DNS and
ES, as well as to be used as reference for validating RANS models
dopted for airﬂow simulations in human lungs. 
Fig. C.9 shows fourteen different lines placed at speciﬁc lo-
ations inside the bifurcation geometry. The arrows on the lines
ndicate the direction of increasing line length L , irrespective of
he ﬂow direction (i.e. inhalation/exhalation). Along these fourteen
ines we compare our DNS and LES results for both inhalation and
xhalation conditions. 
In Fig. C.10 we report the proﬁles of mean velocity magnitude
ﬁrst column of subﬁgures), turbulent kinetic energy (second col-
mn of subﬁgures), and dissipation (third column of subﬁgures),
long the aforementioned fourteen lines. Continuous lines corre-
pond to the inhalation case, while dashed lines correspond to the
xhalation case. Red color is used for DNS results, while blue color
s used for LES predictions. A very brief discussion on Fig. C.10 fol-
ows below. 
Along all fourteen lines and for both inhalation and exhalation
ow conditions, the LES predictions for the mean velocity ﬁeld
re in close agreement with the DNS results. The agreement for
he turbulent kinetic energy is satisfactory. This is expected since
he turbulent kinetic energy is a large scale variable and can ber than Weibel’s regime) of the bifurcation geometry. Lines 4, 5, 12 and lines 1, 2, 
 local wall-normal direction, lines 8, 9, 10, 11, 12, 13, 14 are located at a distance 
5 viscous length units δν = ν f u τ , based on the friction velocity extracted from the 
e carina with the parent branch centerline. Line 7 connects the parent-daughter 
ection of increasing length L for both inhalation and exhalation simulations. Along 
ly, at integer multiples of R d . (For interpretation of the references to color in this 
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Fig. C.10. Quantitative comparison between DNS and LES results along the fourteen lines shown in Fig. C.9 . Continuous lines correspond to the inhalation case, while dashed 
lines correspond to the exhalation case. Red lines correspond to the DNS results, while blue lines correspond to the LES predictions. Each row of subﬁgures corresponds 
to data along the line length L of each of the fourteen lines of Fig. C.9 . The ﬁrst, second, and third column of subﬁgures shows the proﬁles of mean velocity magnitude 
u = 
√ 
u i u i , turbulent kinetic energy k = 1 2 u ′ i u ′ i , and dissipation  = ν f u ′ i, j u ′ i, j + ν f u ′ i, j u ′ j,i , respectively. All variables are scaled based on the daughter units (i.e. L R d , 
u 
u d 
b 
, k 
(u d 
b 
) 2 
, 
R d 
(u d 
b 
) 3 
). For comparison purposes, the vertical axis of each of the plotted variables (i.e. u , k , ) is kept ﬁxed across the group of lines 1, 2, 3. The same hold for the group of 
lines 4, 5 and the group of lines 12, 13, 14. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
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1  captured by the LES. On the other hand the dissipation, being a
small scale variable, is almost everywhere underpredicted by the
LES computations. Note that the subgrid-scale turbulent viscosity
is omitted from the calculation of the LES dissipation. 
The mean velocity proﬁles are smooth along the length of all
fourteen lines. This indicates an adequate statistical sample size.
The higher order statistics (i.e. kinetic energy and dissipation),
experience proﬁles with wiggles. This effect is strong in regions
where the mesh transitions from hexahedral cells to prismatic
cells. Also the higher order statistics are in general more sensitive
to the statistical sample size. In what follows, we discuss the mean velocity magnitude and
he turbulent kinetic energy along the most important lines (i.e.
ines 1–6, and 9). 
For the exhalation case, the results along the lines 1, 2, 3 cor-
espond to the ones of a turbulent pipe ﬂow at Re b = 5300 . For
he inhalation case, the deﬂection of the maximum velocity to-
ards the inner sidewalls of the daughter branches is reﬂected
n the mean velocity magnitude proﬁles of lines 1, 2, 3. On the
ther hand, the turbulent kinetic energy is maximum at the cen-
erline. The high values of turbulent kinetic energy along the line
 are in agreement with the high energy structures of Fig. 10 . The
F.S. Stylianou et al. / International Journal of Heat and Fluid Flow 61 (2016) 677–710 707 
Fig. C.10. Continued 
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b  ocal maximum of line 2 is in accordance with the existence of
treaky structures in the inner sidewalls of the daughter branches
see Fig. 10 ). The local maximum of line 3 is the result of streaks
nd blobs that prevail at the near top and bottom walls of the
aughter branches (the streaks at this region are not visible for the
peciﬁc instance of Fig. 10 ). For the inhalation case, the results along the lines 4, 5 corre-
pond to the ones of a turbulent pipe ﬂow at Re b = 8517 . 86 . For
he exhalation case, the deﬂection of the maximum velocity to-
ards the centerline of the parent branch is reﬂected on the mean
elocity magnitude proﬁles of lines 4, 5. The high values of tur-
ulent kinetic energy along the line 4 are in agreement with the
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Fig. C.10. Continued 
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f  igh energy structures of Fig. 11 . The ﬁrst local maximum is the
esult of streaks in the near sidewalls of the parent branch, while
he second local maximum is a consequence of blob structures
see Fig. 11 ). The local maximum of line 5 is attributed to streaks
resent at the near top and bottom walls of the parent branch (the
treaks at this region are not visible for the speciﬁc instance of
ig. 11 ). 
From the data of line 6 we can extract the region of the mean
arinal vortices present in front of the carina under the steady ex-
alation condition. The mean velocity magnitude becomes zero at
 distance of 0.37 R d from the head of the carina. This corresponds
o a stagnation point. Just in front of this point, and at a distance
f 0.45 R d from the head of the carina, the turbulent kinetic energy
as a local maximum. This is in accordance with the high energy
tructures in front of the carina shown in Fig. 11 . 
The data of line 9 are also important since they indicate the re-
ion of backﬂow at the outer sidewall of the bifurcation under the
teady inhalation condition. Starting from high line length L val-
ies (corresponding to the parent branch region), the mean veloc-
ty magnitude increases just before entering the parent-daughter
erging region. This is consequence of the carina blockage. Fur-
her downstream the mean velocity drops rapidly to zero. The
ame holds for the kinetic energy. This point marks the entrance
o the backﬂow region. From this point the turbulent kinetic en-
rgy increases as we move downstream up to a point where it
orms a local maximum. This corresponds to a local minimum for
he mean velocity, which marks the end of the backﬂow region.
n general, high turbulent kinetic energy is expected in regions
ith ﬂow reversal since they correspond to turbulence generation
egions. 
upplementary material 
Supplementary material associated with this article can be
ound, in the online version, at doi: http://dx.doi.org/10.1016/j.
jheatﬂuidﬂow.2016.07.013 . 
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