In 2013 all ECB publications feature a motif taken from the €5 banknote.
Non-technical Summary
Given the forward looking nature of monetary policy, forecasting future economic variables is central for policy makers. Developing forecasting models to obtain predictions for variables of interest such as inflation and GDP growth is key for both monetary policy decision makers and policy observers. Often, researchers consider a range of competing forecasting models using different methods or emphasizing different aspects of the economy, say, labour markets or financial markets. Once forecasts from these models are produced it is important to assess their accuracy. Then, evaluation of forecast accuracy requires comparing the performance of a set of models. The criterion often used for the comparison is the mean squared prediction error (MSPE), which measures the difference between the predictions and the realizations of the forecasted variables. Testing whether the models provide the same forecast accuracy, i.e. the same MSPE, represents a test of equal predictive ability.
Two important distinctions are relevant for the contribution of this paper: First, most of the previous literature focusses on pairwise forecast model comparison. Instead, this paper focusses on comparing forecast accuracy of multiple models simultaneously. The contribution of this paper lies in 1) suggesting a novel equal predictive ability test in this context, and 2) providing a review of the few contributions to the literature of multiple forecast model comparison in a unified notational framework and comparing their finite sample properties via an extensive Monte Carlo simulation exercise. In multiple model comparisons the models are simultaneously evaluated against one particular model in the set. This model, chosen by the researcher, is called the benchmark and is usually the most parsimonious. A second important distinction in the literature on forecast accuracy testing is whether the alternative models nest the benchmark or not. An alternative forecast model nests the benchmark if, for example, it contains at least all the predictors of the benchmark model. The distinction between nested and non-nested forecast model comparisons is important for choosing the appropriate test procedure for testing equal predictive ability. While we review tests for multiple forecast model comparisons for models that nest and for models that do not nest the benchmark model, our newly suggested test statistic is appropriate for the comparison of forecasts from a set of alternative models that nest the benchmark. A novel feature is that in formulating the alternative hypothesis and the test statistics we distinguish among three cases in the nesting structure of the alternative models.
The main objective of the paper is to test out-of-sample equal predictive ability with multiple models when a benchmark model is nested by the small number of remaining models. In the existing literature Hubrich and West (2010) (hereafter HW) consider this setup and propose two approaches: one is to directly extend the pairwise model comparison in Diebold and Mariano (1995) and West (1996) to a chi-squared statistic, and the other is to take the maximum of t-statistics (max-t test) of all the pairwise MSPE differences adjusted for estimation uncertainty. Also for nested multiple model comparison Inoue and Kilian (2005) derive the asymptotic distribution of two tests of predictability for one step ahead forecasts. Clark and McCracken (2012) , thereafter CM, suggest two additional tests and a new bootstrap procedure to approximate the asymptotically valid critical values of the new and existing tests for multiple model comparison of nested predictive models.
The main contribution of the paper is to propose an alternative test to the ones in HW and CM. We propose a new one-sided quasi-likelihood ratio (hereafter QLR) predictability test for the comparison of a small number of models nesting the benchmark model. The QLR test statistic depends on the structure of the alternative models. We distinguish among three different cases: (i) when the alternative models are nested within each other, (ii) when there is no nesting relation among the alternative models, and (iii) when the models can be grouped such that within each group the models are nested, but there is no nesting relation among groups. This distinction is aimed at improving the power of the test. We derive the asymptotic distribution of the tests and find that it is non-standard and depends on characteristics of the predictors. This implies that one needs to tabulate the critical values for every application to use the asymptotic distribution for testing. As an alternative we consider two approaches, (i) bootstrapping and (ii) simulations based on the normal approximation of the MSPE difference estimates. We prove the validity of the bootstrap procedure developed in CM for our proposed test. As a second contribution of our paper we discuss the tests of equal and superior predictive accuracy for multiple model comparisons suggested in the literature in a unified notational framework.
The finite sample size and power properties of the tests are evaluated via extensive Monte Carlo simulations for one and four-step ahead forecasts. We find that our proposed tests are well sized for one step ahead as well as for multi-step ahead forecasts when critical values are bootstrapped. Using the simulated normal critical values provides reasonable size for onestep ahead and for the maximum t-statistic also for four-step ahead. The experiments on the power reveal that the superior predictive ability test performs last while the ranking between the quasi likelihood-ratio test and the other equal predictive ability tests depends on the simulation settings.
Finally, we present an empirical analysis where we find that the recessionary gap and the food and energy inflation components do not have predictive content for core inflation during the Great Moderation period while the tests provide mixed evidence in the earlier sample. Therefore, conclusions on the predictive ability of a Phillips type curve for US core inflation depend not only on the sample, but also on the test and on the method with which the critical values are obtained. However, the size and power performance of the tests outlined in the simulation results can provide guidance on which test and critical values are more reliable in this environment.
Introduction
Evaluation of forecast accuracy usually requires comparing the expected loss of the forecasts obtained from a set of models of interest. Testing whether the models provide the same forecast performance represents a test of equal predictive ability.
Early literature focuses on comparing non-nested models. Diebold and Mariano (1995) and West (1996) suggest a framework to test for equal predictive ability in the case of pairwise model comparison of non-nested models. White (2000) suggests a test for superior predictive ability for a large number of models in a non-nested framework. Corradi and Swanson (2007) modify the framework in White (2000) to allow for parameter errors to enter the asymptotic distribution; Hansen (2005) suggests standardizing the White (2000) statistic to achieve better power. Again the benchmark model should be nonnested in at least one of the competing models.
However, in many applications the benchmark might be a parsimonious model obtained by imposing zero restrictions on the coe¢ cients associated with the predictors in the alter- and is asymptotically pivotal under certain additional conditions. West (2006, 2007) , thereafter CW, argue that for nested models the …nite sample mean square prediction error (MSPE) di¤erence is negative and they introduce an adjustment term to center the statistic around zero to get well sized tests even when critical values are obtained under the 1 Under the null of equal predictive accuracy the errors of the di¤erent models are the same and therefore the covariance matrix of the estimator is not full rank. normal approximation. They also provide Monte Carlo evidence supporting their suggested procedure.
In this paper we extend the nested pairwise model comparison set-up to a nested multiple model comparison. The main objective of the paper is to test out-of-sample equal predictive ability with multiple models when a benchmark model is nested by the small number of remaining models. In the existing literature Hubrich and West (2010) (hereafter HW) consider this setup and propose two approaches: one is to directly extend the pairwise model comparison in Diebold and Mariano (1995) and West (1996) , (DMW) to a chi-squared statistic and the other is to take the maximum of t-statistics of all the pairwise MSPE di¤erences, resulting in inference based on the maximum correlated normals. Both tests are Wald-type tests and they adjust the MSPE di¤erences as advocated in CW for pairwise model forecast The main contribution of the paper is to propose an alternative test to the ones in HW and CM. When the null model is nested by the alternative models, we …rst notice that the MSPE di¤erences are zeros under the null of equal predictability while they are non-negative under the alternative. By treating the MSPE di¤erences as a multivariate parameter we formulate the problem of testing for equal predictability as testing a multivariate parameter that takes one-sided values. Then, we propose one-sided quasi-likelihood ratio (hereafter QLR) predictability tests for the comparison of a small number of models nesting the benchmark model. The QLR test statistic depends on the structure of the alternative models. We distinguish among three di¤erent cases: (i) when the models are nested within each other, (ii) when there is no nesting relation among the alternative models, and (iii) when the models can be grouped such that within each group the models are nested, but there is no nesting relation among groups. We derive the asymptotic distribution of the tests and …nd that they depend on characteristics of the predictors. This implies that one needs to tabulate the critical values for every application to use the asymptotic distribution for testing. As an alternative we consider two approaches, (i) bootstrapping and (ii) simulations based on the normal approximation of the MSPE di¤erence estimates.
As a second contribution of our paper we discuss the tests of equal and superior predictive accuracy for multiple model comparisons suggested in the literature in a uni…ed notational This result is expected given that there is no uniformly most powerful test for multivariate one sided hypothesis about linear equality constraints.
As an illustrative application, we evaluate equal predictive ability for forecasting the US CPI core yearly in ‡ation rate for an AR(1) model as a benchmark and three other alternative models that extend the benchmark by including extra predictors. Evidence against the null of equal predictive ability is mixed and it varies not only across samples, but it also depends on the test considered and on the method used to obtain the critical values. Then, the simulation results provide us with some guidance on the most appropriate tests and critical values to consider in order to draw conclusions about the predictive ability of a Phillips type curve for US core in ‡ation.
The outline of the paper is as follows: Section 2 introduces the notation and the forecasting environment. Section 3 presents the tests. Section 4 provides procedures for inference based on the tests. In Section 5 the Monte Carlo simulation experiments are described and the size and power properties of the tests are discussed. An empirical application of the test, forecasting core US in ‡ation, is presented in Section 6. Section 7 concludes. Suppose that one is interested in forecasting a scalar y t+ , 1; using M + 1 linear 2 models: Note that the time series of the linear projection errors u m;t+ could be serially correlated, in particular for multistep forecasts. For 2; we allow the forecast errors to follow a M A ( 1) process. We assume the parameters m to be constant over time.
Denote byŷ 0;t+ ; :::;ŷ m;t+ ; :::;ŷ M;t+ the period ahead forecasts obtained from the estimated models either through the expanding window or the rolling scheme 4 for t = T; :::; T + P . Here T + P is the total sample size, T is the size of the sample used to generate the initial estimates, P is the number of the observations used for out-of-sample evaluation. We consider the case where the benchmark model is nested by every alternative model by imposing the restriction that x 0;t ; :::; x M;t are vectors of predictors such that De…ne as the expected value of the di¤erence in the SPE, i.e. the expected value of f t+ : 
The sample counterpart of ; the sample mean SPE (MSPE), is given by: so we conclude that in population the adjustment does not alter the nature of the problem stated by the unadjusted MSPE. 5 
Hypotheses
Given the parameterization of predictability with the average di¤erence of the SPE in (2), it is natural to express the null hypothesis that the parsimonious model, model 0; performs equally well as a larger model, say model m; m 2 f1; :::; M g as
or equivalently
The speci…cation of the alternative hypothesis will depend on the assumptions about the nesting structure of the alternative models. In this paper, we will distinguish three cases: (i) when the models are nested within each other, (ii) when there is no nesting relation between the alternative models, and (iii) a general case in which the models are nested within each group but not across groups.
Alternative Models Nested within Each Other
We characterize the case in which each model m 1 is nested in model m by imposing
Given the structure of the problem, if model m is the true model, then for models m = 1; :::; m 1; it will hold that 
or equivalently as
6 A notable example is provided in the seminal paper by Meese and Rogo¤ (1983) on predictability of exchange rates. 7 Equivalently, since this ordering is invariant to the introduction of the CW adjustment the alternative can be expressed with respect to adj for each of the three cases considered: (i) 
Hence we test equal forecast accuracy versus the alternative that at least one of the models performs better than the benchmark. We consider a one-sided alternative as …rst suggested by Ashley et al. (1980) and subsequently assumed in many studies (CW, HW).
Non-Nested Alternative Models
In this case there is no nesting relation between the alternative models, but still each of them nests the benchmark. Then, the alternative hypothesis can be expressed as 
General Case: Alternative Models Nested within Groups
Now we consider a general case. Suppose that the alternative models can be grouped according to the following relations: within each group the models are nested; however across di¤erent groups, the models are not nested. In particular, consider K groups such that within each group k: k;1
, with M k the number of models included in group k. Here groups can have common alternative models. 8 De…ne
Then, the alternative hypothesis is expressed as or equivalently as
for some matrix D G whose entries are one of 1; 0; and 1: 9 In a special case where each group is mutually exclusive, the alternative hypothesis becomes
where
3 Test Statistics
Quasi-Likelihood Ratio (QLR) Test Statistic
In the three cases of the previous subsections, we can express the null and the alternative hypothesis in a general form as
for some matrix G: When there are multiple restrictions in G (that is, the number of the rows of G is larger than one), the alternative hypothesis in (9) is a multivariate one-sided hypothesis.
Here A 0 is the parameter set under the null and A is the maintained parameter set (the union of the null parameter set and the alternative parameter set), and we can reexpress the null and the alternative hypotheses as Notice that the maintained parameter set A is a convex cone.
There is a long history in statistics literature that studied testing for the hypotheses expressed in (10) . For example, 11 Perlman (1969) V :
whereŴ is a general weighting matrix whose limit (either the weak or the probability limit)
is strictly positive de…nite (a.s.). Examples of widely used weight matrices areŴ =V 
, andv m denotes the m th diagonal element ofV :
We call it a quasi-likelihood ratio statistic (rather than a likelihood ratio statistic) because it is based on misspeci…ed likelihood function (the true distribution of f adj is not N ;
It follows the same spirit of the quasi maximum likelihood estimator of White (1982 White ( , 1994 .
Throughout this paper, notation QLR D ; QLR I , and QLR D G denotes QLR with G = D; I; D G ; respectively to di¤erentiate among the structure of the alternative models.
Alternative Nested Models Tests
We consider few alternative forecast accuracy tests for nested multi-model comparison considered in the existing literature proposed by HW and CM.
11 Sillvapulle and Sen (2005) and Andrews (2001) are examples of more recent studies on this problem.
13
HW suggest the test statistics:
which is the maximum of the t-statistics wherev m is the m th diagonal element ofV in (11) :
CM consider the additional test statistics:
; :::
where f m denotes the m th element in the vector f and^ 
Superior Predictive Ability Tests
Although the hypothesis of interest is di¤erent, for completeness we consider three additional tests for multiple model comparison developed by White (2000) , Hansen (2005) and Corradi and Swanson (2007) . These tests involve the composite null hypothesis:
Because the null states that the benchmark is superior or equal (not inferior) to the alternative models they are called superior predictive ability tests. Given the null hypotesis in (12), these tests are not designed for nested model comparison but rather accommodate cases in which at least one of the alternative models is non-nested with the benchmark model. White (2000) uses the test statistic:
where f m is the sample mean SPE associated with model m: 
Limiting Distribution of QLR Statistic
We derive the asymptotic distribution of the general QLR test statistic
Then, we discuss how to compute the critical values based on the limiting distribution.
For this, we let x t denote the k x vector of all the predictors that do not overlap. Denote J m to be the (k m k x ) selection matrix such that x m;t = J m x t for m = 0; 1; :::; M: De…ne u t+ = y t+ x 0 t 0 ; where x 0 t 0 is the (population) projection of y t+ on x t : Then, under the null hypothesis, u 0;t = u 1;t = = u M;t = u t : Let u t = u m;t for all t and h t+ = x t u t+ :
We use W (r) to denote the k x dimensional Wiener process.
We make the following assumptions which are quite standard in the literature (e.g. 
Assumption 2 (a) U t is strictly stationary with E (U t ) = 0 and E kU t k r < 1; for some . (e) The long run variance of U t ;
is a …nite and positive de…nite matrix.
Assumption 3 Assume that lim P;T !1
Suppose that is an M vector and is a (strictly) positive de…nite M M matrix.
De…ne the functional
Then, it is well known that (e.g., see page 213 of Silvapulle and Sen(2005) ).
De…ne F = (F 1 ; :::;
12 Refer to these studies for a detailed discussion of the assumptions.
Theorem 1 Assume Assumptions 1 -3. Then, under the null hypothesis, we have
where W is strictly positive de…nite with probablity one, then,
Remarks:
1. In the appendix we show that under the assumptions in Theorem 1, if the null is true,
where V = 2 6 6 4
and
2. Furthermore, suppose that B is an (M M ) matrix such that its (m; n) th element is
positive de…nite a.s.
3. If W is a positive de…nite non-random matrix, then the joint limit condition (14) is
Note that the limiting distribution of QLR is a functional of Brownian motion and it depends on the characteristics of the data generating process such as the out-of-sample to 13 Note that in a special case where h = x = I kx ; tr (Q m Q m ) is k m k 0 > 0 and tr (Q m Q n ) = (# of the common regressors in models m and n) k 0 : In this case, if the alternative models are non-nested, then B is a diagonal matrix with positive diagonal elements.
in-sample ratio and on the covariance matrix of the regressors that do not overlap. Therefore critical values should be tabulated for every application. 14 
Bootstrap Approach
An alternative method to the asymptotic approach is the bootstrap method. In this paper we consider the bootstrap procedure proposed by Clark and McCracken (2012) which is a variant of the wild …xed regressor bootstrap developed in Goncalves and Kilian (2004) . A detailed procedure is:
Step 1: Compute^ = P T s=1 x s x 0 s 1 P T s=1 x s y s+ ; the OLS estimator that uses the whole set of k x predictors: Then, compute the residualsû s+ = y s+ ^ 0 x s+ ; for s = 1; :::; T + P :
Step 2: Fitû s+ on an M A ( 1) process:û s+ =" s+ +^ 1"s+ 1 + +^ 1"s+1 :
Simulate a sequence of iid N (0; 1) random variables, s+ ; where s = 1; ; T +P : Then, computeû s+ = s+ " s+ +^ 1 s+ 1" s+ 1 + +^ 1 s+1" s+1 ; for s = 1; :::; T + P :
Step 3 ; T + P :
Step 4: Using y s+ ; x s s=1;:::;T +P ; construct the test statistic QLR :
Step as the size critical value.
Consider the following assumption: 15 Assumption 4 (a) Under the null, the forecast error u t is an invertible M A ( 1) process generated by
, where " t iid with E (" t ) = 0; E k" t k r < 1;
for some r > 8; and
Denote " t ( ; ) = (L; ) 1 u t ( ) with u 0 ( ) = 0; where u t ( ) = y t+ 0 x t : We assume that there exists an open neighborhood N of the true parameter 0 ; 0 and r > 8 such that
@"t( ; ) @( ; ) r K for some …nite constant K: 14 In the appendix available from www-rcf.usc.edu/~moonr, we provide a procedure to simulate the asymptotic critical values and simulation results regarding the small sample properties of the QLR tests evaluated against the asymptotic critical values. 15 Assumption 4(a) implies that the forecasts are optimal as it requires the step ahead forecast errors to be at most MA( 1) processes.
Denote P to be the probability distribution of the generated samples y s+ conditioning on fy s+ ; x s g s=1;:::;T +P : Denote ) to be "weak convergence" in P to distinguish weak convergence in the original probablity measure ()): The following theorem validates the consistency of the bootstrap approximation of the distribution of the test statistic QLR: 
Use of Normal Approximation
We have shown that the limit distribution in Theorem 1 is nonstandard and a complicated functional of Brownian motion. This is mainly because when testing for forecasting models in However, under di¤erent set-ups, 16 it is possible to approximate f for the limit of QLR: Though this approach might be appealing because it is easy to implement, we stress that under the maintained assumptions of this paper the limiting null distribution of the MSPE di¤erences is non-normal and therefore the Normal approximation is not guaranteed to deliver well-sized tests.
Monte Carlo Simulation
In this section we …rst outline in detail the two experimental designs for the Monte Carlo In this simulation study we go beyond the existing literature in presenting new small sample evidence for our proposed QLR tests using di¤erent critical values, including normal and bootstrapped critical values. We add to the simulation evidence in HW and CM results for di¤erent DGPs. In addition, we present new evidence for the superior predictive ability test suggested by Corradi and Swanson (2007) , SPA_CS, that to our knowledge has not been presented in simulation studies so far.
Experimental Design
The implementation of the simulation exercise requires the design of the DGP process for the size and the power experiment and the selection of the forecasting models.
The design for DGP1 takes the form: 
with a i = 1; i = 0:8 for i = 1; 2; 3; it N (0; 1); it is independent of u t and of jt for all Similarly to DGP1 the target series for DGP2 y t+ is generated by the process described in (15) , but the vector x t follows the VAR(1) process: Next the forecasting models are selected. The benchmark model is the true model in the size experiment:
while the alternative models take the form: 
where x m;t = (1; y t ; x 1;t ) 0 for m = 1, x m;t = (1; y t ; x 1;t ; x 2;t ) 0 for m = 2; x m;t = (1; y t ; x 1;t ; x 2;t ; x 3;t ) 0 for m = 3: The dimension of m is m + 2: Model M3 then nests not only the benchmark but also models 1 and 2; this is equivalent to the scenario analyzed in the …rst case presented in Section 2.2, where the alternative models are progressively nested within each other.
For both DGPs the estimates are carried out through OLS with expanding window scheme and 10 percent signi…cance level. For the QLR test the simulations are implemented witĥ W =V 1 ; whereV is de…ned as in (11) . We focus on one and four step ahead forecasts and we consider di¤erent length of the in-sample, T = f80; 100; 200g, and out-of-sample P = f40; 100g. The sample sizes selected are consistent with the current length of time series available at the quarterly frequency.
Simulation Results

Size
First we report the empirical size for the QLR, the max-t and the max-F statistic based on both adjusted (Table 1 ) and unadjusted MSPEs (Table 2) . We also include the superior predictive ability tests by White (2000) , Hansen (2005) and Corradi and Swanson (2007) described in Section 3.3. We abbreviate them as SPA_W, SPA_H and SPA_CS respectively. NOTE: The DGPs are described in Section 5.1. T and P refers to the size of the in-sample and out-of-sample respectively. The forecast horizon is denoted by . The su¢ x '-F' refers to a test statistic constructed using the variance-covariance matrix of the forecast errors. The QLRI and QLRD statistics accommodate di¤erent structures of the alternative models as described in Section 2. The reported results are based on 10000 replications when the statistics are obtained under the assumption of normality. For critical values generated through the bootstrap the number of replications is 1000 and for each replication we generate 500 bootstrap samples. For every draw, the initial 100 observations generated are discarded. The superior predictive ability (SPA) tests are described in Section 3.3.
Tests for comparisons where all alternative models nest the benchmark and that are based on adjusted MSPEs exhibit reasonable size properties. When bootstrap critical values are employed all tests are slightly undersized for DGP1 and show good size properties also for DGP2 for =1. The max-t test is slightly oversized in that case, and max-F is most oversized for P=40. For P=100 the QLR I test performs best in terms of size. for P=40. 20 We stress that, because the limiting distribution of the MSPE di¤erentials is non-normal, the approximation is not guaranteed to provide well sized tests in a broader set of DGPs.
The tests of superior predictive ability (SPA) are suited for comparisons where at least one of the alternative models does not nest the benchmark. They are also constructed for a di¤erent null than the tests of equal predictive accuracy that we have discussed so far.Then it is not surprising that those tests do not perform as well as the tests designed for nested model comparison. In particular, we …nd that the SPA_W and SPA_H tests are both severely undersized for =1. Such large size distortions are in line with earlier simulation results for the White and Hansen tests in HW and CM. For =1 the SPA_CS test is oversized for DGP1, severely oversized for T=80, while for DGP2 it is undersized. For the SPA_CS there are, to our knowledge, no other simulation results published in the literature. For =4 SPA_W and SPA_H are oversized for P=40 and undersized for P=100. For SPA_H we …nd that the size increases with increasing in-sample period T, similar to the pattern found in CM. SPA_CS exhibits severe size distortions for DGP1, while for DGP2 the size is overall good, either under or oversized depending on the sample size. We have investigated further the properties of the SPA test by changing the forecasting models to consider only non-nested 19 Simulation experiments in CM show that the bootstrap approach to obtain the critical values works well even for a large number of models when the number of predictors is relatively small. 20 Further research might also explore the possibility of improving the small sample size properties of the QLR tests using di¤erent weighting matrix thanV 1 . In the appendix for example we show that for critical values obtained by simulating the asymptotic distribution, size improves in small samples when choosing a diagonal weighting matrix. models and, in the case of the SPA_CS test, to introduce misspeci…cation. The results in a Not-for-publication Appendix show improved size of the SPA tests in the simulation setting that considers nonnested models. Table 1 . Also, the su¢ x '-unadj' refers to test statistics constructed based on the di¤erences in MSPE without using the CW adjustment.
Tests for nested model comparisons based on the unadjusted MSPEs (Table 2) Regarding the max-F test we …nd similar relative performance as for the adjusted statistics, namely comparable size to QLR and max-t tests for =1 and much worse size for =4.
Power
We now comment on the power of the tests given the results shown in Table 3 and Table   4 . For all tests and forecast horizons the power increases with the size of the out-of-sample period for a given in-sample size. Improvements are also generally obtained when the insample size grows for …xed out of sample size, but the power gain is more substantial for an increase in P than an equal increase in T. In the case of a multivariate one-sided alternative hypothesis there is no uniformly more powerful test, so the ranking between tests is likely to vary across di¤erent simulation designs.
However given the structure of the alternative models the QLR D test should outperform the QLR I test as the latter does not account for the particular ordering of the MSPE di¤erences.
This conjecture is con…rmed by our simulations.
The power based on adjusted test statistics is presented in Table 3 . The QLR and max-t tests based on bootstrap critical values have comparable power for P=100 given the size properties, while for small P max-t has better power. QLR D is more powerful than QLR I for both =1 and =4. The max-F shows higher power than the max-t and QLR tests, in particular for DGP2 for =4. However, the size of this test is clearly distorted for four step ahead predictions which suggests only a limited usefulness of this test statistic in practice.
Using normal critical values, the QLR tests are more powerful than the max-t test for DGP1, while for DGP2 the max-t test is more powerful. Table 1. SPA_W and SPA_H exhibit low power, which was expected since the tests are severely undersized. SPA_CS has power comparable to the max-t and QLR tests, but the evaluation of this power performance has to take into account that the test is clearly oversized, in particular for DGP2.
The power of the tests for nested model comparison based on unadjusted MSPE is displayed in Table 4 higher power than the max-t and QLR I tests for both =1 and =4.
Forecasting US In ‡ation
In this section we apply our test to the evaluation of equal predictive ability for forecasting the US CPI core yearly in ‡ation rate. In ‡ation exhibits very di¤erent characteristics over the last 50 years: in the beginning of the sample it is very high and volatile while from the mid-80s it is more stable and has a lower mean. This led us to split the data into two samples, as the di¤erent behavior is possibly due to parameters instability not handled by real activity gap we consider is the recessionary gap de…ned by Stock and Watson (2010) as the di¤erence between the current unemployment rate and the minimum unemployment rate over the current and previous 11 quarters. Stock and Watson (2010) show evidence of a linear relationship between PCE in ‡ation and the recessionary gap, a …nding that is relevant for our backward Phillips-curve type of analysis for core CPI in ‡ation. Food and energy in ‡ation are the two most volatile components of CPI all items in ‡ation and are excluded from the computation of CPI core in ‡ation. We ask whether those two components
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have any additional predictive ability over a Phillips Curve model for CPI core in ‡ation. 21 Consistently with the simulation settings, all the alternative models nest the benchmark and the alternative models are nested within each other. The estimation technique adopted is recursive OLS applied to the annualized quarterly in ‡ation rate and the forecast horizons of interest are one and four. For the second sample there is clear evidence from all tests that equal predictability at both forecast horizons cannot be rejected. For the …rst sample instead the results are mixed: at one step ahead when the normal approximation is used only QLR D rejects the null at the 10% signi…cance level, while the recessionary gap and/or the food and/or energy components do not have signi…cant predictive content for core in ‡ation when critical values are bootstrapped. For four step-ahead forecasts there is strong evidence against the null for the max-t stat and the QLR tests for bootstrapped critical values, while for critical values under normality only the max-t test rejects. 22 We turn to our simulation results to interpret the …ndings in Table 5 . For a four step ahead forecast horizon the max-t test for DGP2 (which is more relevant for our empirical application) with both bootstrap and normal critical values exhibits higher power than the QLR tests. Also, the QLR D test, which has higher power than QLR I according to our simulations, also clearly rejects based on bootstrap critical values, and is close to rejection when using normal critical values. In light of these considerations we conclude that we can reject equal forecast accuracy for the 1st sample on a 10% nominal signi…cance level for four-step ahead forecasts.
Conclusions
This paper introduces a quasi likelihood ratio predictability test for the comparison of a small number of models nesting a parsimonious benchmark model. In formulating the alternative hypothesis and the test statistics we distinguish among three cases according to the structure of the alternative models. We show that the limiting distribution of the test statistic is nonstandard and it depends on the characteristics of the predictors. Then we prove the validity of the bootstrap procedure developed in CM for our proposed test.
A further contribution of this paper is to discuss the tests of equal and superior predictive accuracy for multiple model comparisons suggested in the literature in a uni…ed notational framework.
The …nite sample size and power properties of the tests are evaluated and compared via Last, in the empirical analysis we …nd that the recessionary gap and the food and energy components do not have predictive content for core in ‡ation during the Great Moderation period while the tests provide mixed evidence in the earlier sample. Therefore, conclusions on the predictive ability of a Phillips type curve for US core in ‡ation depend not only on the sample, but also on the test and on the method with which the critical values are obtained.
However, the size and power performance of the tests outlined in the simulation results can provide guidance on which test and critical values are more reliable in this environment.
