In this paper we give upper bounds on the number of minimal separators and potential maximal cliques of graphs w.r.t. two graph parameters, namely vertex cover (vc) and modular width (mw). We prove that for any graph, the number of its minimal separators is O * (3 vc ) and O * (1.6181 mw ), and the number of potential maximal cliques is O * (4 vc ) and O * (1.7347 mw ), and these objects can be listed within the same running times (The O * notation suppresses polynomial factors in the size of the input). Combined with known applications of potential maximal cliques, we deduce that a large family of problems, e.g., Treewidth, Minimum Fill-in, Longest Induced Path, Feedback vertex set and many others, can be solved in time O * (4 vc ) or O * (1.7347 mw ). With slightly different techniques, we prove that the Treedepth problem can be also solved in single-exponential time, for both parameters.
Introduction
The vertex cover of a graph G, denoted by vc(G), is the minimum number of vertices that cover all edges of the graph. The modular width mw(G) of graph G = (V, E) is related to modular decompositions (see Sect. 4 and [30] for definitions). A module of G is a set of vertices M ⊆ V such that, for any vertex x outside the module, x is either adjacent to all vertices of M, or to none of them. A prime graph is a graph that has only trivial modules (i.e., formed by a single vertex or the whole vertex set). The modular width of G is the size of a largest prime induced subgraph of G.
Minimal separators and potential maximal cliques are strongly related to minimal triangulations of graphs. A triangulation of an arbitrary graph G = (V, E) is a chordal supergraph H = (V, E ), i.e., a supergraph on the same vertex set, having no induced cycles with strictly more than 3 vertices. We say that H is a minimal triangulation is G has no triangulation strictly contained in H , as a subgraph. A set of vertices Ω of G is called a potential maximal clique if Ω induces a maximal clique in some minimal triangulation H of G.
The main results of this paper are of combinatorial nature: we show that the number of minimal separators and the number of potential maximal cliques of a graph are upper bounded by a single-exponential function in each of the parameters vertex cover and modular width. More specifically, we prove the number of minimal separators in a graph G is at most 3 vc(G) and O * (1.6181 mw(G) ), and the number of potential maximal cliques is O * (4 vc(G) ) and O * (1.7347 mw(G) ). Moreover, these objects can be listed within the same running time bounds. Recall that the O * notation suppresses polynomial factors in the size of the input, i.e., O * ( f (k)) should be read as f (k) · n O (1) where n is the number of vertices of the input graph. Minimal separators and potential maximal cliques have been used for solving several classical optimization problems, e.g., Treewidth, Minimum Fill-In [16] , Longest Induced Path, Feedback Vertex Set or Independent Cycle Packing [18] . Pipelined with our combinatorial bounds, we obtain a series of algorithmic consequences in the area of FPT algorithms parameterized by the vertex cover and the modular width of the input graph. In particular, the problems mentioned above can be solved in time O * (4 vc(G) ) and O * (1.7347 mw(G) ). These results are complementary in the sense that graphs with small vertex cover are sparse, while graphs with small modular width may be dense.
Vertex cover and modular width are strongly related to treewidth (tw) and cliquewidth (cw) parameters. It is an easy exercice to show that, since for any graph G, we have tw(G) ≤ vc(G) and cw(G) ≤ mw(G) + 2; see [22] for more parameters and relations between them. The celebrated theorem of Courcelle [9] states that all problems expressible in Counting Monadic Second Order Logic (CMSO 2 ) can be solved in time f (tw) · n for some function f depending on the problem. A similar result for cliquewidth [11] shows that all CMSO 1 problems can be solved in time f (cw) · n, if the clique-decomposition is also given as part of the input (See the "Appendix 2' for definitions of different types of logic. Informally, CMSO 2 allows logic formulae with quantifiers over vertices, edges, edge sets and vertex sets, and counting modulo constants. The CMSO 1 formulae are more restricted, we are not allowed to quantify over edge sets).
Typically function f is a tower of exponentials, and the height of the tower depends on the formula. Moreover Frick and Grohe [21] proved that this dependency on the treewidth/cliquewidth of the input graph G cannot be significantly improved in general. Lampis [24] shows that the running time for CMSO 2 problems can be improved 2 2 O(vc(G)) · n when parametrized by vertex cover, but he also shows that this cannot be improved to O * (2 2 o(vc(G)) ) (under the exponential time hypothesis). We are not aware of similar improvements for the modular width parameter, but we refer to [22] for discussions on problems parameterized by modular width.
Most of our algorithmic applications concern a restricted, though still large subset of CMSO 2 problems, but we guarantee algorithms that are single exponential in the vertex cover: O * (4 vc(G) ) and in the modular width: O * (1.7347 mw(G) ). We point out that our result for modular width extends the result of [18, 19] , who show a similar bound of O * (1.7347 n ) for the number of potential maximal cliques and for the running times for these problems, but parameterized by the number of vertices of the input graph.
Maximum induced graph of bounded treewidth We use the following generic problem proposed by [18] , that encompasses many classical optimization problems. Fix an integer t ≥ 0 and a CMSO 2 formula ϕ. Consider the problem of finding, in the input graph G, an induced subgraph G[F] together with a vertex subset X ⊆ F, such that the treewidth of G[F] is at most t, the graph G[F] together with the vertex subset X satisfying formula ϕ, and X is of maximum size under these conditions. This optimization problem is called Max Induced Subgraph of tw ≤ t satisfiying ϕ:
The treewidth of G[F] is at most t;
Note that our formula ϕ has a free variable corresponding to the vertex subset X . For several examples, in formula ϕ the vertex set X is actually equal to F. E.g., even when ϕ only states that X = F, for t = 0 we obtain the Maximum Independent set problem, and for t = 1 we obtain the Maximum Induced Forest (and in this case V \ F is an optimal solution for Feedback Vertex Set). If t = 1 and ϕ states that X = F and G[F] is a path we obtain the Longest Induced Path problem. Still under the assumption that X = F, we can express the problem of finding the largest induced subgraph G[F] excluding a fixed planar graph H as a minor, or the largest induced subgraph with no cycles of length 0 mod l. But X can correspond to other parameters, e.g. we can choose the formula ϕ such that |X | is the number of connected components of G [F] . Based on this we can express problems like Independent Cycle Packing, where the goal is to find an induced subgraph with a maximum number of components, and such that each component induces a cycle.
By the result of [18] , Max Induced Subgraph of tw ≤ t satisfiying ϕ is solvable in time # pmc ·n t+4 · f (ϕ, t) where # pmc is the number of potential maximal cliques of the graph, assuming that the set of all potential maximal cliques is also part of the input, and f is some function of ϕ and t only. Thanks to our combinatorial bounds, the problem Max Induced Subgraph of tw ≤ t satisfiying ϕ can be solved in times O(4 vc(G) n t+c ) and O(1.7347 mw(G) n t+c ), for some small constant c.
Treewidth, treedepth and other parameters Several other graph problems can be solved in time O * (# pmc) if the input graph is given together with the set of its potential maximal cliques. Examples of such problems are Treewidth, Minimum Fill-in [16] , their weighted versions [3, 23] and several problems related to phylogeny [23] , or Treelength [26] . Pipelined with our main combinatorial result, we deduce that all these problems can be solved in time O * (4 vc(G) ) or O * (1.7347 mw(G) ). Chapelle et al. [7] provided an algorithm solving Treewidth and Pathwidth in O * (3 vc(G) ), but those completely different techniques do not seem to work for Minimum Fill-in or Treelength. The interested reader may also refer., e.g., to [12, 14] for more (layout) problems parameterized by vertex cover. The best known parameterized algorithm deciding whether a given n-vertex graph G is of treewidth at most t runs in time O(t t 3 n) [2] . The treewidth of a graph can be computed in time O(1.7347 n ) [18] .
Treedepth is a graph parameter that encountered a regain of interest in the area of sparse graphs, cf. the book of Nešetřil and Ossona de Mendes [27] . Actually the parameter used to be known under different names, e.g., vertex ranking [13] . A graph has treedepth (vertex ranking) at most t if its vertices can be labeled from 1 to t, such that each path connecting vertices of the same label i contains an internal vertex with a label greater than i. The parameter is NP-hard to compute, but one can decide if the treedepth of an n-vertex graph is at most t in time 2 O(t 2 ) · n [28] . The treedepth can be also computed in time O(1.9602 n ) [15] .
Deogun et al. [13] provide polynomial algorithms computing the vertex ranking for several graph classes, using minimal separators. Based on their approach and new combinatorial bounds we show that the treedepth of a graph can also be computed in parameterized single-exponential time, when parameterized by the vertex cover or by the modular width of the input graph.
The paper is organized as follows. Section 2 introduces the preliminary results on minimal triangulations, minimal separators and potential maximal cliques. Section 3 presents the combinatorial upper bounds on the number of minimal separators and potential maximal cliques, with respect to vertex cover. Section 4 provides similar bounds, with respect to modular width. Applications of these results are presented in Sect. 5. The results for treedepth do not rely directly on potential maximal cliques but on a different tool; they can be found in Sect. 6. Conclusion section discusses further research directions.
Minimal Separators and potential maximal cliqueS
Let G = (V, E) be an undirected, simple graph. We denote by n its number of vertices and by m its number of edges. The neighborhood of a vertex v is N (v) = {u ∈ V : {u, v} ∈ E}. We say that a vertex x sees a vertex subset S (or vice-versa) if N (x) intersects S. For a vertex set S ⊆ V we denote by N (S) the set v∈S N (v) \ S.
A connected component of graph G is the vertex set of a maximal induced connected subgraph of G. Consider a vertex subset S of graph G. Given two vertices u and v, we say that S is a u, v-separator if u and v are in different connected components of G − S. Moreover, if S is inclusion-minimal among all u, v-separators, we say that S is a minimal u, v-separator. A vertex subset S is called a minimal separator of G if S is a u, v-minimal separator for some pair of vertices u and v.
Let C be a component of G − S. If N (C) = S, we say that C is a full component associated to S.
Proposition 1 (folklore) A vertex subset S of G is a minimal separator if G − S has at least two full components associated to S. Moreover, S is a minimal x, y-separator if and only if x and y are in different full components associated to S.
A graph H is chordal or triangulated if every cycle with four or more vertices has a chord, i.e., an edge between two non-consecutive vertices of the cycle. A triangulation
The following statement due to Bouchitté and Todinca [5] provides a characterization of potential maximal cliques, and in particular allows to test in polynomial time if a vertex subset Ω is a potential maximal clique of G:
Let Ω ⊆ V be a set of vertices of the graph G = (V, E) and {C 1 , . . . , C p } be the set of connected components of G − Ω. We denote S(Ω) = {S 1 , S 2 , . . . , S p }, where S i = N (C i ) for all i ∈ {1, . . . , p}. Then Ω is a potential maximal clique of G if and only if 1. Each S i ∈ S(Ω) is strictly contained in Ω;
The graph on the vertex set Ω obtained from G[Ω] by completing each S i ∈ S(Ω)
into a clique is a complete graph.
Moreover, if Ω is a potential maximal clique, then S(Ω) is the set of minimal separators of G contained in Ω.
Another way of stating the second condition is that for any pair of vertices u, v ∈ Ω, if they are not adjacent in G then there is a component C of G − Ω seeing both x and y.
To illustrate Proposition 2, consider, e.g., the cube graph depicted in Fig. 1 We also need the following observation.
Proposition 3 ([5])
Let Ω be a potential maximal clique of G and let S ⊂ Ω be a minimal separator. Then Ω \ S is contained into a unique component C of G − S, and moreover C is a full component associated to S.
Relations to Vertex Cover
A vertex subset W is a vertex cover of G if each edge has at least one endpoint in W . Note that if W is a vertex cover, then V \ W induces an independent set in G, i.e., G − W contains no edges. We denote by vc(G) the size of a minimum vertex cover of G. The parameter vc(G) is called the vertex cover number or simply (by a slight abuse of language) the vertex cover of G. After a long sequence of improvements, the current fastest parameterized algorithm for Vertex Cover is the algorithm of Chen, Kanj, and Xia, running in time O(1.2738 vc(G) + n vc(G)) [8] . However, for our purposes even a weaker result will do the job.
Proposition 4 (folklore) There is an algorithm computing the vertex cover of the input graph G in time O * (2 vc(G) ).
Let us show that any graph G has at most 3 vc(G) minimal separators. 
Proof Let C 1 ⊆ D 1 and C 2 ⊆ D 2 be two full components associated to S. Let x ∈ S \ W . Vertex x must have neighbors both in C 1 and C 2 , hence both in D 1 and
Theorem 1 Any graph G has at most 3 vc(G) minimal separators. Moreover the set of its minimal separators can be listed in O * (3 vc(G) ) time.
Proof Let W be a minimum size vertex cover of G. For each three-partition
According to Lemma 1, each minimal separator of G will be generated this way, by an 
Thus the number of minimal separators is at most 3 vc(G) , the number of three-partitions of W .
These arguments can be easily turned into an enumeration algorithm, we simply need to compute an optimum vertex cover then test, for each set S generated from a three-partition, if S is indeed a minimal separator. The former part takes O * (2 vc(G) ) time by Proposition 4, and the latter takes polynomial time for each set S using Corollary 1.
Observe that the bound of Theorem 1 is tight up to a constant factor. Indeed consider the watermelon graph W k,3 formed by k disjoint paths of three vertices plus two vertices u and v adjacent to the left, respectively right ends of the paths (see Fig. 1 ). Note that this graph has vertex cover k + 2 (the minimum vertex cover contains the middle of each path and vertices u and v) and it also has 3 k minimal u, v-separators, obtained by choosing arbitrarily one of the three vertices on each of the k paths.
We now extend Theorem 1 to a similar result on potential maximal cliques. Let us distinguish a particular family of potential maximal cliques, which have active separators. They have a particular structure which makes them easier to handle.
Consider the graph G + obtained from G by completing into a clique all minimal separators S j , 2 ≤ j ≤ p, such that S j is not contained in S 1 .
We say that S 1 is an active separator for Ω if Ω is not a clique in this graph G + . A pair of vertices x, y ∈ Ω that are not adjacent in G + is called an active pair. Note that, by Proposition 2, we must have x, y ∈ S 1 .
The following statement characterizes potential maximal cliques with active separators. Again on the cube graph of Fig. 1 , for the potential maximal clique Ω 1 = {a, e, g, c, h}, both minimal separators are active. E.g., for the minimal separator Let us first focus on potential maximal cliques having an active separator. We give a result similar to Lemma 1,  showing that such a potential maximal clique can be determined by a certain partition of the vertex cover W of G.
Lemma 2 Let G = (V, E) be a graph and W be a vertex cover of G. Consider a potential maximal clique Ω of G having an active separator S ⊂ Ω and an active pair x, y ∈ S. Let C be the unique connected component of G − S intersecting Ω and let D S be the union of all other connected components of G − S. Denote by D x the union of components of G − Ω contained in C, seeing x, by D y the union of components of
Then one of the following holds:
Proof Note that D x , D y , D S and Ω form a partition of the vertex set V . This induces a four-partition of the vertex cover W (see Fig. 2 ). We first prove that any vertex z / ∈ W satisfying conditions 3a or 3b must be in Ω. 
Conversely, let z ∈ Ω \ W . We must prove that either z satisfies conditions 3a or 3b, or we are in one of the first two cases of the Lemma. We distinguish the cases z ∈ S and z ∈ T . When z ∈ S, by Lemma 1 applied to partition (D S , S, C), z must see D S and C.
It remains to treat the case z ∈ T . Clearly z ∈ C cannot see D S because S separates C from D S . We again take graph H , with vertex cover (W ∩ C) ∪ {x, y}, and apply
(thus we are in the second case of the Lemma).
Theorem 2 Every graph G contains O * (4 vc(G) ) potential maximal cliques with active separators. Moreover the set of its potential maximal cliques with active separators can be listed in O * (4 vc(G) ) time.
Proof The number of potential maximal cliques with active separators satisfying the second condition of Lemma 2 is at most n, and they can all be listed in polynomial time by checking, for each vertex t, if N [t] is a potential maximal clique.
For enumerating the potential maximal cliques with active separators satisfying the first condition of Lemma 2, we enumerate all minimal separators S using Theorem 1; there are at most 3 vc(G) such sets. Then, for each t ∈ S and each of the at most n components C of G − S we check if S ∪ (C ∩ N (t)) is a potential maximal clique. Recall that testing if a vertex set is a potential maximal clique can be done in polynomial time by Corollary 1. Thus the whole process takes O * (3 vc(G) ) time, and this is also an upper bound on the number of listed objects.
It remains to enumerate the potential maximal cliques with active separators satisfying the third condition of Lemma 2. For this purpose, we "guess" the sets For counting and enumerating all potential maximal cliques of graph G = (V, E), including the ones with no active separators, we apply the same ideas as in [6] , based on the following statement. 
Theorem 3 Any graph G has O * (4 vc(G) ) potential maximal cliques. Moreover the set of its potential maximal cliques can be listed in O * (4 vc(G) ) time.
In particular, by Theorems 1 and 2, each G i has at most 3 k minimal separators and O * (4 k ) potential maximal cliques with active separators.
For i = 1, graph G 1 has a unique potential maximal clique equal to {v 1 }. For each i from 2 to n, in increasing order, we compute the potential maximal cliques of G i from those of G i−1 using Proposition 6. Observe that
We initialize the set of potential maximal cliques of G i with the ones having active separators. This can be done in O * (4 k ) time by Theorem 2. Then for each minimal separator S of G i we check if Ω = S ∪ {v i } is a potential maximal clique of G i and if so we add it to the set. This takes O * (3 k ) time by Theorem 1 and Corollary 1. Eventually, for each potential maximal clique Ω of G i−1 , we test using Corollary 1 if Ω (resp. Ω ∪ {v i }) is a potential maximal clique of G i . If so, we add it to the set of potential maximal cliques of G i . The running time of this last part is the number of potential maximal cliques of G i−1 times nm. Altogether, it takes O * (4 k ) time.
By Proposition 6, this algorithm covers alls cases and thus lists all potential maximal cliques of G i . Hence for i = n we obtain all potential maximal cliques of G, and they have been enumerated in O * (4 k ) time.
Relations to Modular Width
For the reader familiar with the modular decompositions of graphs, the modular width mw(G) of a graph G is the maximum size of a prime node in the modular decomposition tree. Equivalently, graph G is of modular width at most k if:
1. G has at most one vertex (the base case). 2. G is a disjoint union of graphs of modular width at most k.
3. G is a join of graphs of modular width at most k. I.e., G is obtained from a family of disjoint graphs of modular width at most k by taking the disjoint union and then adding all possible edges between these graphs. 4. The vertex set of G can be partitioned into p ≤ k modules V 1 , . . . , V p such that G[V i ] is of modular width at most k, for all i, 1 ≤ i ≤ p. The modular width of a graph can be computed in linear time, using e.g. [30] . Moreover, this algorithm outputs the algebraic expression of G corresponding to the grammar above. The canonical way of defining such an expression is the modular decomposition tree of graph G, which is a rooted tree with labeled nodes of different types (see [30] for full details). If G has a unique vertex (first item above), the tree is reduced to a single node, of type leaf, labeled with the vertex itself. If G is not connected (second item), let C 1 , . . . , C p be the connected components of G. The modular decomposition of G is obtained by taking a root node of type disjoint union, whose sons are the roots of the modular decompositions of G[C 1 ], . . . , G[C p ]. If G (the complement of graph G) is not connected, then we are in the case of the third item. Let C 1 , . . . , C p be the connected components of G. The modular decomposition of G is obtained with a root node of type join, whose sons are the roots of the modular decompositions of
When both G and G are connected (fourth item), there is a unique partition (V 1 , . . . , V p ) of its vertex set V into maximal modules strictly contained in V . The modular decomposition of G has a root node of type prime, whose sons are the roots of the modular decompositions of G[V 1 ], . . . , G[V p ], in this order. The root is labeled with a graph G[{v 1 , . . . , v p }] obtained by choosing a vertex v i in each V i (observe that any such choice produces isomorphic labels). This label is a prime graph (hence the type of the root node). Equivalently, graph G has modular width at most k if all the prime nodes of its modular decomposition have at most k sons.
Let G = (V, E) be a graph with vertex set V = {v 1 , . . . , v k } and let M i = (V i , E i ) be a family of pairwise disjoint graphs, for all i, 1 ≤ i ≤ k. Denote by H the graph obtained from G by replacing each vertex v i by the module M i . I.e.,
. We say that graph H has been obtained from G by expanding each vertex v i by the module
Lemma 3 Let S be a minimal y, z-separator of H , for y, z ∈
Proof Note that all vertices of N H (V i ) are in N H (y) ∩ N H (z), by construction of graph H and the fact that y and z are in the same module V i . Therefore N H (V i ) must be contained in S. Let S i = S ∩ V i . Since H [V i ] = M i , we have that S i separates z and y in graph M i . Assume that S i is not a minimal y, z-separator of M i , so let S i S i be a minimal y, z-separator in graph M i . We claim that S i ∪ N H (V i ) is a y, z-separator in H . Indeed each y, z-path of H is either contained in V i (in which case it intersects S i ) or intersects N H (V i ). In both cases, it passes through S i ∪ N H (V i ), which proves the claim. Since S i ∪ N H (V i ) is a subset of S and S is a y, z-minimal separator of H , the only possibility is that S = S i ∪ N H (V i ). This proves that S ∩ V i is a minimal separator of M i and S \ V i = N H (V i ).
Lemma 4 Let S be a minimal separator of H . Assume that some V i intersects S, but is not contained in S. Then V i intersects all full components of H − S associated to S. In particular S ∩ V i is a minimal separator in M i and S \
Proof Let (x, t) be a pair of vertices with x ∈ V i ∩ S and t ∈ V i \ S. By Proposition 1, there are at least two full components of H − S, associated to S. Let C be one of them, not containing t. Let z be a neighbor of x in C, we prove that z ∈ V i . If z / ∈ V i , then z ∈ N H (V i ), and since V i is a module in H we also have z ∈ N H (t). This contradicts the fact that t and z are in different components of H − S. It follows that z ∈ V i . By applying the same arguments to the pair (x, z) instead of (x, t), it follows that V i intersects each full component D of H − S and moreover x has a neighbor in D ∩ V i .
By Proposition 1, S is a minimal y, z-separator in H , for some y, z ∈ N H (x) ∩ V i . The rest follows by Lemma 3.
Lemma 5 Let S be a minimal separator of H . Then one of the following holds 1. S is the expansion of a minimal separator S
Proof Assume there is a set V i intersecting S but not contained in it. By Lemma 4, S ∩ V i is a minimal separator of M i and S \ V i = N H (V i ). Hence we are in the second case of the Lemma. Otherwise, for any V i intersecting S, we have V i ⊆ S. Thus S is the expansion of a vertex subset S G of G, formed exactly by the vertices v i of G such that V i intersects S. Let C and D be two full components of H − S associated to S and let a ∈ C, b ∈ D. Recall that, by Proposition 1, S is a minimal a, b-separator of H . Let V k be the set containing a and V l the set containing b. Consider first the possibility that k = l. Then, by Lemma 3, S satisfies the second condition of this lemma, for i = k = l (This case may occur when M k is disconnected and S = N H (V k )).
Finally, we consider the case k = l. We prove that S G is a minimal v k , v l -separator of G. Consider a v k , v l path of G. If this path does not intersect S G in G, then there is a path from a to b in H − S, obtained by replacing each vertex v j of the path by some vertex of V j (v k and v l are replaced by a and b respectively). This would contradict the fact that S separates a and b in H . Therefore S G is indeed a v k , v l -separator in G. Assume that S G is not minimal among the v k , v l -separators of G, and let v j ∈ S G such that S G \ {v j } separates v k and v l in G. We claim that S \ V j also separates a from b in H . By contradiction, assume there is a path from a ∈ C ∩ V k to b ∈ D ∩ V l in H , avoiding S \ V j . By contracting, on this path, all vertices belonging to a same V i into vertex v i , we obtain a path (or a connected subgraph) joining v k to v l in G. This contradicts the fact that all such paths should intersect S G \ {v j }. Therefore S G is a minimal separator of G.
Lemma 5 provides an injective mapping from the set of minimal separators of H to the union of the sets of minimal separators of G and of the graphs M i . Therefore we have:
Corollary 2 The number of minimal separators of H is at most the number of minimal separators of G plus the number of minimal separators of each M i .
We now aim to prove a statement equivalent of Corollary 2, for potential maximal cliques instead of minimal separators.
Lemma 6 Let Ω be a potential maximal clique of H , and let Ω
Then Ω G is a potential maximal clique of G.
Proof We prove that Ω G satisfies, in graph G, the conditions of Proposition 2. For the first condition, let C G be a component of G − Ω G and let S G = N G (C G ). Assume that S G is not strictly contained in Ω G , hence S G = Ω G . Let C be the expansion of C G in H and note that N H (C) is the expansion of N G (C G ), thus N H (C) = Ω. If C G is formed by at least two vertices, since G[C G ] is connected then so is H [C]. Therefore, in graph H , we have N H (C) = Ω and C is a component of H − Ω. But this contradicts the first condition of Proposition 2 applied to the potential maximal clique Ω of H . In the case that C G is formed by a unique vertex v k , its expansion
, and again this is also a component of H − Ω with the property that its neighborhood in H is the whole set Ω, contradicting Proposition 2 applied to Ω.
For the second condition of 
Lemma 7
Let Ω be a potential maximal clique of H , and assume that there is some set V i that intersects Ω but is not contained in Ω. Then Ω ∩ V i is a potential maximal clique of M i and Ω \ V i = N H (V i ).
Proof Let V i be a vertex set that intersects Ω, but is not contained in Ω. We distinguish two cases.
Case 1 There is a minimal separator S ⊆ Ω of H , such that S intersects V i . By Lemma 4, S ∩ V i is a minimal separator of M i and V i intersects all full components of H − S associated to S. Let C be the unique component of H − S intersecting Ω; recall that it exists and moreover it is full w.r.t. S, by Proposition 3. Then, by Lemma 4, C also intersects V i . Also by Lemma 4, S \ V i = N H (V i ). We claim that actually C ⊆ V i and C is also a full component of M i − S i . Recall that S\V i = N H (V i ) separates in graph H the vertices of V i from the rest of the graph. Since C intersects
It remains to prove that Ω i = Ω ∩ V i is a potential maximal clique of M i . By the above observations, we also have Ω i = Ω \ N H (V i ). We show that Ω i satisfies, in graph M i , the conditions of Proposition 2. Let D be a component of
In the former case, T is a subset of S i , hence T is a strict subset of Ω i (since S i is itself a strict subset of Ω i by Proposition 2 applied to potential maximal clique Ω of H ). In the latter case, if T = Ω i , note that N H (D) = Ω because Ω \ V i = N H (V i ) is also contained in the neighborhood of D in H . This contradicts Proposition 2 applied to potential maximal clique Ω of H .
For the second condition, let x, y ∈ Ω i , non-adjacent in M i . Then there is a component F of H − Ω seeing, in graph H , both x and y (by Proposition 2 applied to Ω). Since this component sees V i , it must be contained in V i . So F is also a component of M i − Ω i seeing both x and y in M i , which concludes our proof for this case. Since this holds for each vertex of Ω i , we have that Ω i is a clique in H (thus in M i ), and the vertices of Ω i cannot have neighbors in V i \ Ω i . Therefore Ω i is a clique and a connected component of M i . By Proposition 3, it is a potential maximal clique of M i . The fact that Ω = N H [x] also implies that Ω \ V i = N H (V i ), which concludes our proof.
From Lemmata 6 and 7, we directly deduce:
Lemma 8
Let Ω be a potential maximal clique of H . One of the following holds 1. Ω is the expansion of a potential maximal clique Ω G of G. 2. There is some i ∈ {1, . . . , k} such that Ω ∩ V i is a potential maximal clique of M i and
The previous lemma provides an injective mapping from the set of potential maximal cliques of H to the union of the sets of potential maximal cliques of G and of the graphs M i . Therefore we have:
Corollary 3 The number of potential maximal cliques of H is at most the number of potential maximal cliques of G plus the number of potential maximal cliques of each M i .
The following proposition bounds the number of minimal separators and potential maximal cliques of arbitrary graphs with respect to n. Proposition 7 ([19,20] ) Every n-vertex graph has O(ρ n ) minimal separators, where ρ < 1.6181 is the golden ratio, and O(1.7347 n ) potential maximal cliques. Moreover, these objects can be enumerated within the same running times.
We can now prove the main result of this section. = (V, E) , the number of its minimal separators is O(n · ρ mw(G) ) where ρ < 1.6181 is the golden ratio. The number of its potential maximal cliques is O(n · 1.7347 mw(G) ). Moreover, the minimal separators and the potential maximal cliques can be enumerated in time O * (1.6181 mw(G) ) and O * (1.7347 mw(G) ) time respectively.
Theorem 4 For any graph G
Proof Let k = mw(G). By definition of modular width, there is a modular decomposition tree of graph G, each node corresponding to a leaf, a disjoint union, a join or a decomposition into at most k modules. The leaves of the decomposition tree are disjoint graphs with a single vertex, thus these vertices form a partition of V . In particular, there are at most n leaves and, since each internal node is of degree at least two, there are O(n) nodes in the decomposition tree. For each node Node, let G(Node) be the graph associated to the subtree rooted at Node. I.e., G(Node) is the graph whose modular decomposition is the subtree rooted at Node; it is also subgraph of G induced by the vertices of G mapped on leaves of the subtree rooted at Node. We prove that G(Node) has O(n(Node) · ρ k ) minimal separators and O(n(Node) · 1.7347 k ) potential maximal clique, where n(Node) is the number of nodes of the subtree rooted at Node. We proceed by induction from bottom to top. The statement is clear when Node is a leaf.
Let Node be an internal node Node 1 , Node 2 , . . . , Node p be its children in the tree. Graph G(Node) is the expansion of some graph G (Node) by replacing the i-th vertex with module G(Node i ). If Node is a join node, then G (Node) is a clique. When Node is a disjoint union node, graph G (Node) is an independent set, and in the last case G (Node) is a graph of at most k vertices. In all cases, by Proposition 7 graph G (Node) has O(ρ k ) minimal separators. Thus G(Node) has at most O(ρ k ) more minimal separators than all graphs G(Node i ) taken together, which completes our proof for minimal separators.
Concerning potential maximal cliques, when G (Node) is a clique it has exactly one potential maximal clique, and when G (Node) is of size at most k is has O(1.7347 k ) potential maximal cliques. We must be more careful in the case when G (Node) is an independent set (i.e., Node is a disjoint union node), since in this case it has p potential maximal cliques, one for each vertex, and p can be as large as n. Consider a potential maximal clique Ω of G(Node) corresponding to an expansion of vertices of G (Node) (see Lemma 8) . It follows that this potential maximal clique is exactly the vertex set of some G(Node i ), for a child Node i of Node. By construction this vertex set is disconnected from the rest of G(Node), and by Proposition 2 the only possibility is that this vertex set induces a clique in G(Node). But in this case Ω is also a potential maximal clique of G(Node i ). This proves that, when Node is of type disjoint union, G(Node) has no more potential maximal cliques than the sum of the numbers of potential maximal cliques of all G(Node i ), 1 ≤ i ≤ p. We conclude that the whole graph G has O(n·1.7347 k ) potential maximal cliques. All our arguments are constructive and can be turned directly into enumeration algorithms for these objects.
Applications
The treewidth of graph G = (V, E), denoted tw(G), is the minimum number k such that G has a triangulation H = (V, E ) of clique size at most k +1. The minimum fill-in of G is the minimum size of F, over all (minimal) triangulations H = (V, E ∪ F) of G. The treelength of G is the minimum k such that there exists a minimal triangulation H , with the property that any two vertices adjacent in H are at distance at most k in graph G. Proposition 8 Let Π G denote the set of potential maximal cliques of graph G. The following problems are solvable in O * (|Π G |) time, when Π G is given in the input: (Weighted) Treewidth [4, 16] , (Weighted) Minimum Fill-In [16, 23] , Treelength [26] .
Let us also recall the Max Induced Subgraph of tw ≤ t satisfiying ϕ problem where, for a fixed integer t and a fixed CMSO 2 formula ϕ, the goal is to find a pair of vertex subsets X ⊆ F ⊆ V such that tw(G[F]) ≤ t, (G[F] , X ) models ϕ and X is of maximum size. (1.7347 mw(G) ).
We recall that problem Max Induced Subgraph of tw ≤ t satisfiying ϕ generalizes many classical problems, e.g., Maximum Independent Set, Maximum Induced Forest, Longest Induced Path, Maximum Induced Matching, Independent Cycle Packing, kin-a-Path, kin-a-Tree, Maximum Induced Subgraph With a Forbidden Planar Minor. More examples of particular cases are given in "Appendix 1" (see also [18] ).
The polynomial factors hidden by the O * notation depend on the problem and on the parameter, they are typically between n 5 to n 7 .
Treedepth
In [13] , Deogun et al. give the following formula for computing the treedepth of a graph. Note that, for technical reasons, the formula uses a super-set Δ + G of the set of all minimal separators of G. where the maximum is taken over all components C of G − S.
Note that if G is a complete graph, then its treedepth is the number of vertices of G.
Following [13] , we recursively define a piece D of G = (V, E) as a vertex subset such that D = V , or there exists a larger piece C of G and a minimal separator S of
Let us say that (C, S) is a piece-separator pair of G if C is a piece and S is a minimal separator of G[C]. Proposition 10 leads in [13] to a natural dynamic programming algorithm for computing the treedepth. Let us restate it for our convenience.
Lemma 9
Given as input a graph G together with the set P S of all its piece-separator pairs (or a superset of this set), the treedepth of G can be computing in O * (|P S|) time.
Proof Let Pieces be the set of all sets C such that (C, S) ∈ P S (hence Pieces is a superset of all pieces). Assume that the elements of Pieces are ordered by inclusion, or simply by size, using bucket sort. The goal is to compute, in this order, a quantity that corresponds to the treedepth of G[C], if C is really a piece. (Technically, we may encounter sets C that do not correspond to pieces, because when we will generate the sets C we will not be able to test that we only generate pieces). For the minimal sets C ∈ Pieces, we set td[C] ← |C|. Then for each C ∈ Pieces, sorted by inclusion, for each S such that (C, S) ∈ P S, we check that all components D of G[C] − S belong to Pieces. If this is not the case, then C is not a piece. Otherwise, we compute |S| + D td[D] (the sum is taken over all components D), and we set td[C] to the minimum among these values, over all such S. (If no such S exist, we can set td[C] ← |C|). By Proposition 10, at the end of the algorithm, td(G) = td[V ].
Following the same ideas as in Theorem 1, we can list the piece-separator pairs of G in a running time which is single-exponential in its vertex cover.
Lemma 10 Let W be a vertex cover of graph G = (V, E).
For each piece C of G, either C is a singleton or there is a three-partition (C W , T W , R W ) of W such that C ∩ W = C W and C \ W is formed by the vertices x ∈ V \ W such that N (x) is contained in C W ∪ T W and intersects C W . Observe that (C W , T W , R W ) is a three-partition of W . It remains to prove that, if C has more than one vertex, then this three-partition of W satisfies the condition of the lemma.
Let x be a vertex of C \ W , in particular x ∈ F. Since C is not a singleton, x has at least one neighbor in
Conversely, let x ∈ V \ W such that N G (x) intersects C W and is contained in C W ∪ T F . Note that x ∈ F, by induction hypothesis. We cannot have x ∈ S (its neighborhood would intersect D W 2 , hence R W , by Lemma 1 applied on (C, S,
. It remains that x ∈ C, concluding the proof of the lemma.
Theorem 6
A graph G has at most n + 3 vc(G) pieces and at most n + 5 vc(G) pieceseparator pairs. Moreover, the piece-separator pairs of G can be listed in O * (5 vc(G) ) time.
Proof The fact that G has at most n + 3 vc(G) pieces is a straightforward consequence of Lemma 10: each piece C is either a single vertex, or is completely determined by some three-partition (C W , T W , R W ) of a minimum vertex cover W . We point out that the singleton condition of Lemma 10 is crucial. Indeed, if G is a star, its minimum vertex cover is of size one, and each of the other n − 1 vertices is a piece formed by a single vertex.
Let us enumerate and upper bound the number of piece-separator pairs (C, S). There are at most n such pairs where C is a singleton, so assume that C has at least two vertices. For each such pair, let (C W , T W , R W ) be a partition of a minimum vertex cover W , like in Lemma 10. Since S is a minimal separator of G[C], there is (by Lemma 1) a partition (D W 1 , S W , D W 2 ) of C W such that S \ W corresponds to vertices of x ∈ C \ W whose neighborhood in G[C] intersects both D W 1 and D W 2 . Conversely, by Lemmata 10 and 1, the pair (C, S) is completely determined by the five-partition (D W 1 , S W , D W 2 , T W , R W ) of W . Indeed, given this five-partition, we set
By Lemma 10, we can fix C as the vertex set formed by C W and the vertices z ∈ V \ W such that N (x) intersects C W and is contained in C W ∪T W . By Lemma 1 applied to G[C], S is formed by S W and the vertices y ∈ C \ W seeing both D W 1 and D W 2 . Hence there are at most 5 vc(G) such piece-separator pairs, which proves the upper bound.
The enumeration algorithm firstly enumerates all pairs of type (C, ∅) where |C| = 1. Then it enumerates the 5 vc(G) five-partitions (D W 1 , S W , D W 2 , T W , R W ) of W , and for each of them it constructs as described before the unique associated pair (C, S). Therefore the algorithm enumerates a superset of the piece-separator pairs of G within the required running time.
A similar result can be obtained using parameter modular width. As in Sect. 4, let G = (V, E) be a graph with vertex set V = {v 1 , . . . , v k } and let M i = (V i , E i ) be a family of pairwise disjoint graphs, for all i, 1 ≤ i ≤ k. We denote by H the graph obtained from G by expanding each vertex v i by the module M i . Proof Let us count the pieces of G. Consider the modular-decomposition tree of G, like in the proof of Theorem 4. For each node Node of the decomposition (corresponding to a leaf, a disjoint union, a join or a decomposition into at most mw(G) modules), let G(Node) be the graph whose corresponding decomposition tree is the subtree rooted at Node, and G (Node) be the prime, complete or independent graph corresponding to node Node. By Lemma 11, the pieces of G(Node) are either pieces of G(Node i ) for some child Node i of Node, or correspond to an expansion of G (Node). If G (Node) is prime, there are at most 2 mw(G) such expansions. Also observe that if G (Node) is independent then the only pieces of G(Node) that are expansions of G (Node) correspond to single vertices of G (Node). Hence, there are at most n such pieces. In the case when G (Node) is a complete graph, the only possible piece of G(Node) that is an expansion of G (Node) is the whole graph G(Node), hence this piece is unique. Altogether, G has O * (2 mw(G) ) pieces.
Lemma 11 Let S be a minimal separator of H and C be a connected component of
For each piece C of G, there are O * (ρ mw(G) ) minimal separators in G[C], where ρ is the golden ratio, by Theorem 4 and the fact that the modular width of G[C] is at most mw(G). Hence the number of piece-separator pairs of G is O * ((2 · ρ) mw(G) ), thus O * (3.2361 mw(G) ). The counting arguments can be transformed into an enumeration algorithm for a superset of all possible such pairs, within the same running time bounds.
From Lemma 9 and Theorems 6 and 7 we deduce:
The treedepth of a graph G is computable in time O * (5 vc(G) ) and in time O * (3.2361 mw(G) ).
Conclusion
We have proved single exponential upper bounds for the number of minimal separators and the number of potential maximal cliques of graphs, with respect to parameters vertex cover and modular width. As a consequence, we provide a unified framework for solving several classical optimization problems in single-exponential time with respect to these parameters (e.g., Treewidth, Minimum Fill-In, Longest Induced Path, Independent Cycle Packing, see also Theorem 5 and "Appendix 1" for more applications). Some of these results have been proved before, but using ad-hoc algorithms (for example Treewidth parameterized by vertex cover [7] and modular width [3] ), others are new.
A natural question is whether the technique can be extended to other natural graph parameters, by obtaining upper bounds of type O * ( f (k)) on the number of potential maximal cliques, for any function f (here k is the parameter). To the best of our knowledge, prior to our work this question has not been investigated for any relevant parameter except for n, the number of vertices of the graph. We point out that for parameters like feedback vertex set, clique-width or maximum leaf spanning tree, one cannot obtain such upper bounds. A counterexample is provided by the graph W p,q , formed by p disjoint paths of q vertices plus two vertices u and v seeing the left, respectively right ends of the paths (similar to the watermelon graph of Fig. 1 ). Indeed this graph has feedback vertex set 1, a maximum leaf spanning tree with p leaves and a clique-width of no more than 2 p + 1, but it has roughly p n/ p minimal u, v-separators. Skodinis [29] observes that, if we chose as parameter d the maximum degree of the complement graph, then the number of minimal separators is bounded by O * (2 O(d) ). The argument is that each a, b-minimal separator contains all common neighbors of a and b, hence all but 2d vertices of the graph. A similar bound holds for the number of potential maximal cliques.
A different extension of this technique was recently considered by Liedloff et al. [25] , with different parameters including feedback vertex set. They can solve the problem Max Induced Subgraph of tw ≤ t satisfiying ϕ in FPT time, but unfortunately the running time is not single exponential, and their result does not extend to problems like Treewidth or Treedepth.
Finally, we point out that our bounds on the number of potential maximal cliques w.r.t. vertex cover and to modular width do not seem to be tight. Any improvement on these bounds and of the enumeration algorithm of potential maximal cliques would imply faster algorithms for the problems mentioned in Sect. 5.
Appendix 1: More Applications
We give in this Appendix several problems that are all known to be particular cases of Max Induced Subgraph of tw ≤ t satisfiying ϕ (see [18] proofs and more applications). Proposition 9 also extends to the weighted version and the annotated version of the problems (in the annotated version, a fixed vertex subset must be part of the solution F).
Let F m be the set of cycles of length 0 (mod m). Let ≥ 0 be an integer. Our first example is the following problem.
Maximum Induced Subgraph with ≤ copies of F m -cycles Input: A graph G. Task: Find a set F ⊆ V (G) of maximum size such that G[F] contains at most vertex-disjoint cycles from F m .
Maximum Induced Subgraph with ≤ copies of F m -cycles encompasses several interesting problems. For example, when = 0, the problem is to find a maximum induced subgraph without cycles divisible by m. For = 0 and m = 1 this is Maximum Induced Forest.
For integers ≥ 0 and p ≥ 3, the problem related to Maximum Induced Subgraph with ≤ copies of F m -cycles is the following.
Maximum Induced Subgraph with ≤ copies of pcycles Input: A graph G. Task: Find a set F ⊆ V (G) of maximum size such that G[F] contains at most vertex-disjoint cycles of length at least p.
Next example concerns properties described by forbidden minors. Graph H is a minor of graph G if H can be obtained from a subgraph of G by a (possibly empty) sequence of edge contractions. A model M of minor H in G is a minimal subgraph of G, where the edge set E(M) is partitioned into c-edges (contraction edges) and m-edges (minor edges) such that the graph resulting from contracting all c-edges is isomorphic to H . Thus, H is isomorphic to a minor of G if and only if there exists a model of H in G. For an integer and a finite set of graphs F plan containing a planar graph we define he following generic problem.
Maximum Ind. Subgraph with ≤ copies of Minor Models from F Input: A graph G. Task: Find a set F ⊆ V (G) of maximum size such that G[F] contains at most vertex disjoint minor models of graphs from F plan .
Even the special case with = 0, this problem and its complementary version called the Minimum F-Deletion, encompass many different problems.
Let t ≥ 0 be an integer and ϕ be a CMSO-formula. Let G(t, ϕ) be a class of connected graphs of treewidth at most t and with property expressible by ϕ. Our next example is the following problem.
Independent G(t, ϕ)-Packing Input: A graph G. Task: Find a set F ⊆ V (G) with maximum number of connected components such that each connected component of G[F] is in G(t, ϕ).
As natural sub cases studied in the literature we can cite Independent Triangle Packing or Independent Cycle Packing.
The next problem is an example of annotated version of optimization problem Max Induced Subgraph of tw ≤ t satisfiying ϕ.
kin-a-Graph From G(t, ϕ) Input: A graph G, with k terminal vertices. Task: Find an induced graph from G(t, ϕ) containing all k terminal vertices.
Many variants of kin-a-Graph From G(t, ϕ) can be found in the literature, like kin-a-Path, kin-a-Tree, kin-a-Cycle.
Appendix 2: Monadic Second-Order Logic
We use Counting Monadic Second Order Logic (CMSO 2 ), an extension of MSO 2 , as a basic tool to express properties of vertex and edge sets in graphs.
The syntax of Monadic Second Order Logic (MSO 2 ) of graphs includes the logical connectives ∨, ∧, ¬, ⇔, ⇒, variables for vertices, edges, sets of vertices, and sets of edges, the quantifiers ∀, ∃ that can be applied to these variables, and the following five binary relations:
1. u ∈ U where u is a vertex variable and U is a vertex set variable; 2. d ∈ D where d is an edge variable and D is an edge set variable; 3. inc(d, u) , where d is an edge variable, u is a vertex variable, and the interpretation is that the edge d is incident with the vertex u; 4. adj(u, v) , where u and v are vertex variables and the interpretation is that u and v are adjacent; 5. Equality of variables representing vertices, edges, sets of vertices, and sets of edges.
The MSO 1 is a restriction of MSO 2 in which one cannot use edge set variables (in particular the incidence relation becomes unnecessary). For example Hamiltonicity is expressible in MSO 2 but not in MSO 1 .
In addition to the usual features of monadic second-order logic, if we have atomic sentences testing whether the cardinality of a set is equal to q modulo r, where q and r are integers such that 0 ≤ q < r and r ≥ 2, then this extension of the MSO 2 (resp. MSO 1 ) is called the counting monadic second-order logic CMSO 2 (resp. CMSO 1 ). So essentially CMSO 2 (resp. CMSO 1 ) is MSO 2 (resp. MSO 1 ) with the following atomic sentence for a set S: card q,r (S) = true if and only if |S| ≡ q (mod r ).
We refer to [1, 9] and the book of Courcelle and Engelfriet [10] for a detailed introduction on different types of logic.
