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Abstract. We have derived abundances of O, Na, Mg, Al, Si, Ca, Sc, Ti, V, Cr, Fe, Ni, and Ba for 43 metal-poor field stars in
the solar neighbourhood, most of them subgiants or turn-oﬀ-point stars with iron abundances [Fe/H] ranging from −0.4 to −3.0.
About half of this sample has not been spectroscopically analysed in detail before. Eﬀective temperatures were estimated from
uvby photometry, and surface gravities primarily from Hipparcos parallaxes. The analysis is diﬀerential relative to the Sun, and
was carried out with plane-parallel MARCS models. Various sources of error are discussed and found to contribute a total error
of about 0.1–0.2 dex for most elements, while relative abundances, such as [Ca/Fe], are most probably more accurate. For the
oxygen abundances, determined in an NLTE analysis of the 7774 Å triplet lines, the errors may be somewhat larger. We made
a detailed comparison with similar studies and traced the reasons for the, in most cases, relatively small diﬀerences.
Among the results we find that [O/Fe] possibly increases beyond [Fe/H]= –1.0, though considerably less so than in results
obtained by others from abundances based on OH lines. We did not trace any tendency toward strong overionization of iron,
and find the excesses, relative to Fe and the Sun, of the α elements Mg, Si, and Ca to be smaller than those of O. We discuss
some indications that also the abundances of diﬀerent α elements relative to Fe vary and the possibility that some of the scatter
around the trends in abundances relative to iron may be real. This may support the idea that the formation of Halo stars occurred
in smaller systems with diﬀerent star formation rates. We verify the finding by Gratton et al. (2003b, A&A, 406, 131) that stars
that do not participate in the rotation of the galactic disk show a lower mean and larger spread in [α/Fe] than stars participating
in the general rotation. The latter stars also seem to show some correlation between [α/Fe] and rotation speed. We trace some
stars with peculiar abundances, among these two Ba stars, HD 17072 and HD 196944, the second already known to be rich in
s elements. Finally we advocate that a spectroscopic study of a larger sample of halo stars with well-defined selection criteria
is very important, in order to add to the very considerable eﬀorts that various groups have already made.
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Galaxy: evolution
1. Introduction
One important method of studying the formation and early
evolution of galaxies is to explore the properties of the re-
mains of these early events in the Milky Way system. Since
the pioneering work by Eggen et al. (1962), investigations of
stellar abundances and stellar dynamics have been combined
in a large number of studies in attempts to reconstruct the
 Based on observations carried out at the European Southern
Observatory, La Silla, Chile.
 Tables 1 and 3 are only available in electronic form at the CDS via
anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/440/321
Tables 2 and 4 can also be found there.
formation history of the stellar populations. While the homo-
geneous collapse scenario of Eggen et al. predicted metallicity
and age gradients related to the kinematics, the globular clus-
ters were found to show a considerable spread in metal abun-
dances, independent of their distance from the Galactic cen-
tre (Searle & Zinn 1978). This instead suggested a scenario
of galaxy formation where individual protogalactic systems
evolved independently before merging into a larger system.
There are a number of indications that the infall and accretion
of material after the first collapse phase has played an impor-
tant role in our Galaxy: the existence of high-latitude and high-
velocity interstellar clouds, the relatively small proportion of
metal-poor solar-type stars (“the G-dwarf problem”), the large
scatter in the age-metallicity relation (if this relation exists at
Article published by EDP Sciences and available at http://www.edpsciences.org/aa or http://dx.doi.org/10.1051/0004-6361:20052797
322 K. Jonsell et al.: Chemical abundances in 43 metal-poor stars
all) for the Galactic disk, and the discovery of the presently
merging Sagittarius dwarf.
More recently, important clues have come from abundance
diﬀerences in various stellar populations. Thus, Gratton et al.
(1996, 2000) and Fuhrmann (1998) have traced significant
[α/Fe] ratio (i.e., e.g. Mg, Si, and Ca vs. Fe) diﬀerences be-
tween the Thick and Thin Galactic disks, suggesting an age
diﬀerence between the two systems and a period of little or
no star-formation in between, possibly marking large-scale in-
fall events. Diﬀerent kinematic properties at a given [Fe/H]
may be traced in the disk (see also Bensby et al. 2003). Also
two diﬀerent populations have been traced for the halo stars,
as reflected in kinematic properties and [α/Fe] ratios (Nissen
& Schuster 1997; Gratton et al. 2003a,b). Gratton et al.
distinguish between one population with positive velocity in
orbits around the galactic centre and with close correlations
between rotational velocity, metallicity, and [α/Fe], and a sec-
ond population with small or retrograde orbital velocity with
larger scatter in the abundances. The star-to-star scatter in rela-
tive abundances, such as in [α/Fe] at a given [Fe/H] for halo
stars, may also be used to obtain information on the super-
novae, star-formation processes and gas dynamics in the early
Galaxy, since supernovae with diﬀerent initial masses produce
diﬀerent relative amounts of the heavy elements (see Nissen
et al. 1994; Karlsson & Gustafsson 2001; Carretta et al. 2002;
Arnone et al. 2004; Cayrel et al. 2004).
In order to study the star-to-star scatter, as well as the
possible existence of fine structure in the halo-population and
the transition to the thick disk population in terms of abun-
dances and kinematics, the present project was initiated with
observations more than a decade ago. About half of our pro-
gramme stars have been independently studied more recently.
Our results give checks or support of results obtained by others
and add some significant knowledge for understanding Halo
formation.
2. Observations and data reductions
43 stars were chosen, mainly from the Olsen (1983) catalogue
of Strömgren uvby − β photometry and the Olsen (1993) cata-
logue of G-dwarfs. The parameters for the stars lie within the
following intervals: 4.m2 ≤ V ≤ 9.m1, 0.m30 ≤ (b − y) ≤ 0.m51,
and [Me/H]< –0.4. The stars all have −73◦ ≤ δ ≤ +21◦.
The observations were performed in 1987 and 1988 at the
ESO 1.4 m Coudé Auxiliary Telescope, CAT, with the short
camera of the Coudé Echelle Spectrometer, CES, equipped
with the RCA CCD No. 9. The setup made it possible to ob-
tain a spectral resolving power of 60 000 and a signal to noise
ratio over about 200. To get a reasonably large sample of un-
blended lines of important elements four diﬀerent wavelength
regions were observed: 5670–5720, 6120–6185, 7750–7820,
and 8710–8780 Å.
The CCD used in the programme, RCA No. 9, was not fully
linear at the time of observation, as found by one of us in a care-





Fig. 1. Comparison of equivalent width measurements with those of
Gratton et al. (2003a). The dotted line indicates the 1-to-1 relation.
equivalent widths (Gosset & Magain 1993). To correct for this
nonlinearity our equivalent widths, W, were reduced:
Wcorrected = 0.96 ·Wmeasured. (1)
Strong interference fringes appeared in the infrared region.
Dome and hot-star flat-fields were used to correct for these.
Up to 62 usable absorption lines were measured. For in-
frared lines with equivalent widths under 40 mÅ, the widths
were measured with a Gaussian fit. Lines stronger than this
were fitted with a Voigt profile. Lines in the visual region of
the stellar spectra were measured by a weighted mean between
a Gaussian fit and a pure numerical integration. The weight-
ing was estimated by eye with respect to suspected blends, line
strength, etc. The widths for HD 140283 and HD 196944 in
the 7780 Å region are the averages for two spectra. In Fig. 1
we compare our equivalent widths for 212 lines with mea-
surements by Gratton et al. (2003a). The mean diﬀerence (Us-
Gratton et al.) is +0.1 mÅ with a standard deviation of 3.2 mÅ.




3.1.1. Properties of the models
A version of the Uppsala model atmosphere code MARCS was
used to calculate the atmospheres for the programme stars, see
Asplund et al. (1997).
3.1.2. Fundamental parameters of the atmospheres
The basic stellar data are presented in Table 2.
Eﬀective temperatures. Teﬀ values for the programme stars
were derived from Strömgren uvby − β photometry collected
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Table 2. Data for the 43 stars in the project. Column 1: stellar identification. Column 2: visual apparent magnitude. Column 3: colour index
(b − y). Column 4: balmer discontinuity index c1. Column 5: references for the photometry: 1) Olsen (1983), 2) Schuster & Nissen (1988),
3) Lindgren H. (unpublished), 4) Olsen (1993), 5) Hauck & Mermilliod (1998), 6) Grønbech & Olsen (1976, 1977), 7) SIMBAD.
Columns 6–8: stellar space velocities relative to the LSR, see Sect. 3.2. Column 9: stellar masses in units of the Solar mass, see Sect. 3.1.2.
Column 10: the eﬀective temperatures. except for HD 196944. Column 11: the metallicities determined from spectroscopy, see Sect. 3.1.2.
Column 12: gravitational parameters from Hipparcos parallaxes and evolutionary tracks (VandenBerg et al. 2000), except for HD 196944.
Column 13: the classification of the stars according to the SIMBAD database. Column 14: Ba = barium star, b = binary (Nordström et al. 2004),
b? = possible binary (Nissen et al. 1997), v = variable (Cayrel de Strobel et al. 1997).
HD V (b − y) c1 Ref. U V W Mass Teﬀ [Fe/H] log g Classification Notes
mag mag mag km s−1 km s−1 km s−1 M K dex
17072 6.594 0.441 0.453 1, 2 5 −66 −16 0.801 5428 −0.98 2.65 G2wF5 Ba
25704 8.124 0.371 0.274 1, 2 −119 −62 −1 0.75 5758 −0.97 4.16 F7V
49301 8.112 0.371 0.408 1 27 −47 21 0.801 5832 −0.82 3.11 F5V
59374 8.478 0.363 0.273 2 −49 −120 0 0.74 5811 −0.93 4.36 F8V
61902 8.232 0.327 0.357 1, 2, 3 77 −16 −38 0.99 6105 −0.71 4.04 F5/6wF2 v
63598 7.947 0.358 0.267 2 27 −103 10 0.86 5845 −0.84 4.24 G2V b
76932 5.806 0.355 0.294 1, 2, 3 −38 −85 77 0.87 5875 −0.89 4.13 F7/F8IV/V b
78747 7.717 0.385 0.284 1, 3 20 7 −19 0.76 5684 −0.80 4.22 G0/G1V
79601 8.016 0.382 0.304 4 −10 −35 −29 0.80 5716 −0.74 4.12 G2V
80863 8.685 0.365 0.304 4 −37 −68 −22 0.80 5834 −0.61 4.26 F7/F8V b
84937 8.335 0.301 0.359 1, 2, 3 235 −234 0 0.75 6310 −1.96 4.04 sdF5
91121 8.780 0.390 0.352 5, 7 75 −176 −77 0.70 5673 −1.08 3.88 G1WF2/5 V
94028 8.227 0.342 0.254 1, 2, 3 −26 −135 18 0.70 5934 −1.39 4.23 F4V
97320 8.170 0.338 0.301 1, 3 84 −18 −31 0.72 5983 −1.23 4.17 F3V
99682 8.645 0.342 0.373 4 −65 −15 −8 0.97 6034 −0.45 4.06 F6V
101976 8.310 0.413 0.315 4 1 27 66 0.95 5554 −0.49 3.87 G1V
102200 8.740 0.330 0.300 2, 3 100 −136 16 0.76 6037 −1.23 4.13 F2V
108317 8.036 0.447 0.291 4 −127 −106 −11 0.801 5332 −2.19 2.75 G0 b
111777 8.490 0.395 0.257 2 −109 −82 −39 0.71 5606 −0.85 4.36 G1/G2
116064 8.807 0.345 0.273 2, 3 −94 −222 120 0.702 5945 −1.88 4.28 sdF0
120559 7.970 0.423 0.203 1, 2 −18 −43 −29 0.70 5406 −0.99 4.59 G5WF8 V b
122196 8.736 0.349 0.331 1, 3 −164 −136 20 0.84 5934 −1.69 3.92 sdF5
124785 8.666 0.388 0.328 1, 3 −29 −105 46 0.86 5694 −0.69 3.86 F8/G0WF5
126793 8.208 0.367 0.290 1, 3 −4 6 −7 0.80 5800 −0.81 4.18 G0WF3/5
128279 8.034 0.465 0.268 1, 3 23 −92 −265 0.801 5216 −2.16 2.94 G0
132475 8.558 0.393 0.283 1, 2, 3 52 −361 61 0.702 5619 −1.53 3.75 F5/F6V v
140283 7.213 0.380 0.287 1, 2 −238 −248 50 0.77 5751 −2.26 3.71 sdF3 v
142945 8.011 0.389 0.251 1 70 −41 4 0.70 5633 −1.00 4.35 F8V b
144450 8.084 0.485 0.245 4 −5 −76 22 0.703 5077 −1.17 3.42 G6V
145417 7.520 0.510 0.170 1, 2 −40 −85 −22 0.602 4908 −1.36 4.69 G8/K0 V(W)
160617 8.733 0.345 0.335 2, 3 65 −210 −87 0.77 5967 −1.77 3.79 Fw
166913 8.221 0.327 0.302 1, 3 −41 −40 77 0.72 6065 −1.54 4.13 F6:Vw
188510 8.834 0.416 0.163 2 −142 −108 70 0.602 5423 −1.62 4.47 G5Vw b
193901 8.659 0.382 0.219 1, 2 −146 −240 −67 0.702 5657 −1.16 4.46 F7V
194598 8.354 0.344 0.269 2 −66 −271 −24 0.70 5928 −1.14 4.23 F7V−VI
196892 8.245 0.349 0.304 1, 2, 3 8 −125 −24 0.78 5912 −1.09 4.11 F6V b?
196944 8.398 0.449 0.348 1 −142 −131 −15 0.801 53534 −2.23 1.704 G2-5II Ba, b
199289 8.293 0.363 0.261 1, 2 −31 −62 −18 0.702 5800 −1.10 4.21 F5V b?
200654 9.097 0.460 0.271 2 −265 −384 −138 0.801,3 5340 −2.99 2.96 G:w
201891 7.379 0.359 0.254 1, 2, 3 102 −110 −52 0.70 5821 −1.14 4.20 F8V−VI b?
203608 4.229 0.330 0.317 6 −3 49 13 0.88 6063 −0.74 4.29 F6V v
211998 5.281 0.451 0.239 1, 2 −160 −144 −68 0.89 5255 −1.49 3.44 A3V?+F9V b
213467 8.531 0.484 0.288 1 −223 −220 −79 0.801,3 5099 −1.43 2.92 G5VWF3
1 Adopted mass 0.80 M. 2 The star is located on the lower side of the track. 3 The star is located where the tracks are very compact. 4 Teﬀ ,
log g, and ξt adopted from Zac˘s et al. (1998).
from sources given in the table caption. The empirical tem-
perature calibration of Alonso et al. (1996; their Eq. (9)) was
used to estimate the eﬀective temperatures. This calibration is
based on the InfraRed Flux Method, a grid of Kurucz’ atmo-
sphere models and a large sample of dwarfs and subdwarfs in
the metallicity range −3 ≤ [Fe/H]≤ 0.5. In applying the cali-
bration we iterated until consistency was achieved between the
calculated temperatures, the metallicities, the surface gravities
and the derived iron abundances of the stars. The eﬀective tem-
perature of the star HD 196944 was adopted from Zac˘s et al.
(1998). The reddening was calculated for all stars from Hβ, and
was found to be small for all stars but one, so reddening was
neglected in the analysis (see Sect. 5.2, below).
Metallicities. The overall metallicities, [Me/H], of the stars
were first approximated by using a calibration of Strömgren
photometry made by Schuster & Nissen. The metallicities were
changed until consistency was achieved with the derived iron
abundances, [Fe/H], from lines of Fe , the surface gravities and
the eﬀective temperatures.
Surface gravities. Values of log g were calculated from
Hipparcos parallaxes in the same way as described by Nissen
et al. (1997) in their Eq. (3). An age of 14 Gyr was assumed
for all stars. The stellar masses were estimated from the evolu-
tionary tracks of VandenBerg et al. (2000). For some stars, that
were not faint enough for these tracks, 0.80 M was adopted.
Some stars were located on the lower side of the track, and
some stars resided in the crowded part of the giant branch. In
these cases, the masses will have higher uncertainties. The vi-
sual magnitudes were adopted from diﬀerent sources, the bolo-
metric corrections were determined from Alonso et al. (1995),
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Fig. 2. A Toomre diagram for the stars, where the symbols have
been coded according to the overall stellar metallicity: –1.0≤ [Fe/H]
(crosses), –1.5≤ [Fe/H]< –1.0 (open circles), and [Fe/H]< –1.5 (filled
circles). The curves connect loci with identical total velocities relative
to the LSR. The diagram shows an obvious anticorrelation between
overall metallicity and total LSR velocity.
and the parallaxes adopted from the Hipparcos catalogue (ESA
1997). The temperatures, metallicities, iron abundances, and
gravities were iterated until consistency was achieved. The sur-
face gravity of the star HD 196944 was set to log g = 1.7
according to Zac˘s et al. (1998).
Microturbulence parameters. ξt represents the doppler
broadening of the lines by non-thermal small-scale motions
in the stellar atmosphere. Here the microturbulence parame-
ter was set to ξt = 1.5 km s−1. A microturbulence parameter
of 1.9 km s−1 was adopted from Zac˘s et al. (1998) for the star
HD 196944.
3.2. Stellar space velocities
Galactic space velocities U, V and W, in a right-handed system
with U directed towards the galactic center, were computed for
the programme stars with the transformations given by Johnson
& Soderblom (1987). Parallaxes and proper motions were
adopted from the Hipparcos catalogue (ESA 1997). Accurate
radial velocity data for 39 of our 43 stars were kindly supplied
in advance of publication by Birgitta Nordström, Copenhagen
(Nordström et al. 2004). For the remaining four stars the radial
velocities were obtained from the CDS database (Egret 1986).
The resulting velocities relative to the LSR are given in Table 2,
where we have used the solar velocities relative to the LSR
U = +10.00, V = +5.25 and W = +7.17 km s−1 of Dehnen
& Binney (1998).
Figure 2 shows the kinematic Toomre diagram for our
sample and displays the well-known relation between overall
metallicity and velocity relative to the local standard of rest.
3.3. Abundance analysis
3.3.1. The properties of the analysing program
The Uppsala programme EQWIDTH was used to analyse the
measured stellar absorption lines. In this programme LTE is as-
sumed, but a source function is adopted to properly allow for
continuum scattering. This is important mainly for UV spectra
of metal-poor stars. For a given model atmosphere and for an
adequate number of wavelength points, EQWIDTH solves the
equation of radiative transfer, integrates an equivalent width,
compares with the observed width, and then determines the cor-
responding abundance by iteration.
The lines chosen were selected to be essentially free of
blends. Since most lines are weak both in the solar and stellar
spectra, the eﬀects on the equivalent widths by isotope splitting
(IS) and hyperfine-structure splitting (hfs) should not be impor-
tant. The exception may be the Ba  line (at 6141.71 Å), which
is blended with a line of Fe  and which shows both hfs and IS.
For this line we made detailed synthetic-spectrum calculations
with the programme BSYN, a sister programme to EQWIDTH,
taking the iron-line blend and the diﬀerent line components into
consideration with hfs and IS data from McWilliam (1998) and
assuming solar isotope ratios. We found, however, that the IS
and hfs splittings are negligible for this line.
The oxygen IR triplet lines, used here for determining the
oxygen abundances, are known to be severely aﬀected by de-
partures from LTE (e.g. Kiselman 1991, 1993; Nissen et al.
2002). We have therefore solved the statistical-equilibrium
equations for an oxygen model atom with 23 levels and
65 radiative transitions, kindly provided by Dan Kiselman. For
method and atomic data; see Nissen et al. (2002). These cal-
culations were made individually for each star with appropri-
ate model atmospheres. The corrections in abundances range
from −0.07 to −0.33 dex and barely seem aﬀected by the un-
certainties in hydrogen-collision cross sections (cf. Nissen et al.
2002).
3.3.2. Atomic line data
The Vienna Atomic Line Data Base, VALD (Kupka et al.
1999), was used for gathering atomic line data, such as wave-
lengths λ, excitation energies χlower, and radiation damping
constants γrad. For some lines of sodium, magnesium and sili-
con VALD had no radiation damping constants listed, so they
were then taken from the tables of Kurucz (1989). For the bar-
ium line the radiation damping constant was calculated from
lifetimes of relevant energy levels identified in the tables of
Bashkin & Stoner (1975). The line data are given in Table 3
which is only available in electronic form.
3.3.3. Pressure broadening
To deal with collisional broadening induced by neutral hydro-
gen, we applied the data of Barklem et al. (2000), based on
quantum mechanical calculations for 46 of 62 lines. For lines
not covered by Barklem et al., the Unsöld (1955) approxima-
tion with enhancement factors was adopted. The enhancement
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factors applied in this investigation were adopted from the liter-
ature: Na : Holweger (1971), Si : Holweger (1973), and Fe :
Holweger et al. (1990). For Mg  and Sc , a value of 2.50 was
applied following Mäckle et al. (1975). The diﬀerent broaden-
ing methods are compared in Sect. 5.6.1.
3.3.4. Oscillator strengths
For determining the absolute abundance one needs the prod-
uct of the statistical weight g and the oscillator strength f for
the transition. We performed a diﬀerential analysis relative to
the Sun and determined astrophysical log g f values by run-
ning the analysis programme EQWIDTH with known abun-
dances, solar-flux equivalent widths, and a solar model atmo-
sphere. The photospheric solar abundances, log 	 (Table 3),
were adopted from Grevesse & Sauval (1998) with the ex-
ception of oxygen for which the abundance of Asplund et al.
(2004) was adopted. A MARCS model was used with the pa-
rameters Teﬀ = 5780 K, log g = 4.44 dex, [Fe/H]= 0.00 dex,
and ξt = 1.15 km s−1. For the oxygen triplet lines, correc-
tions for NLTE (−0.22 dex) were applied when determining the
g f values.
The choice of a diﬀerential analysis relative to the Sun may
not be optimal in our case. The stars depart systematically from
the Sun in one important respect: they are more metal-poor so
their lines from heavy elements are generally weaker. Also, the
choice of a MARCS model is not obvious. True enough, er-
rors may cancel if one chooses the Solar model from the same
grid as for the programme stars; however, this cancellation may
be only partial since, the programme stars are systematically
diﬀerent. Therefore, arguments for adopting a semi-empirical
solar model instead can be raised; cf. Sect. 5.6.3.
The solar equivalent widths were measured from a
computer-readable version of the atlas of Kurucz et al. (1984).
The lines were fitted twice with the programme package IRAF:
with a Gaussian fit and alternately by a numerical integration.
The final width was set as a weighted mean of these values,
with the weighting determined by visual inspection.
When determining the g f value of the Ba  6141.713 Å
line, which has an Fe  blend, we first scaled the iron
line g f value to two other lines of the same multiplet, 6232.5
and 6302.5 Å, which were fitted to the solar flux atlas of Kurucz
et al. (1984). The relative scaling was based on the g f values
listed by Bard et al. (1991), and the fitting of the two lines
resulted in increased log g f values by +0.02 and +0.10 dex,
respectively. The adopted log g f value of the Fe  is −1.40;
0.06 dex higher than given by Bard et al. Synthesis of the Ba 
line, including the (negligible) hfs and IS splittings and the
Fe  line to the solar atlas, indicated that the Ba and Fe lines
do not diﬀer in central wavelengths by more than 0.005 Å.
Therefore these wavelengths were set to be identical. Finally,
requiring the total equivalent width of the blend to be equal to
our measured solar equivalent width resulted in a log g f for the
Ba  line of −0.13, which is 1.1σ lower than the NBS value
of −0.077 (Wiese & Martin 1980).
4. Results
The results of the abundance analysis are given in Table 4 and
displayed in Fig. 3. Here we added the abundances of disk stars,
obtained with very similar data and methods. A number of dif-
ferent morphological patterns are shown in the figure, many of
which have been found and discussed by others. We recognise
the “α-element behaviour” of Mg, Si, Ca, and possibly of Ti,
with a rise of [X/Fe] as one proceeds towards the more metal-
poor stars, and a levelling oﬀ to a plateau for [Fe/H]< –1. It
is not clear, however, that this plateau level is strictly horizon-
tal, a question which will be discussed in Sect. 6. Also, O shows
similar behaviour. We saw “iron-like” behaviour of Ni and pos-
sibly Cr, with [X/Fe] staying close to solar also for metal-poor
stars. We found that the “odd-Z element” Al behaves like the
even-Z alpha elements (cf. Si!), while the odd Na behaves dif-
ferently. We find that Sc, V, and Ba do not show any clear rise
relative to Fe with decreasing [Fe/H] and that the [Ba/Fe] ratio
(based on only one blended feature) shows a substantial scatter,
seemingly caused by some pronounced outliers. In all panels of
Fig. 3 where our data overlap with the disk star data there is a
smooth transition between the data sets.
One important question is if the scatter around the mean
trends in Fig. 3 are real or caused by errors in the analysis;
e.g., is the increased scatter, when we proceed to stars with
[Fe/H]< –1.0, visible for most elements, due to a real spread in
abundances or caused by weaker and fewer measurable lines,
lower S/N, or more uncertain fundamental parameters? Do
the diﬀerences in scatter, ranging from 0.03 dex (in [Ca/Fe])
to above 0.1 dex (e.g. in [O/Fe], [Al/Fe], [Ba/Fe]) around the
mean relations, tell us anything about nucleosynthesis? Is any
of the scatter in the alpha elements [Si/Fe] and [Mg/Fe] real,
in view of the smaller scatter in [Ca/Fe] at a given [Fe/H]?
Discussion of such questions will be postponed until after both
the error discussion in Sect. 5 and a detailed comparison with
results from other studies in Sect. 6.
One additional feature of Fig. 3 should be pointed out – the
nice agreement in iron abundances as derived from the Fe 
lines and the (single!) Fe  line. This agreement will also be
further discussed in Sect. 6.
5. Consistency checks and error estimates
5.1. Abundance dependence on individual lines
A check was performed to see if any individual lines of the ele-
ments represented by numerous lines in our spectra tend to give
systematically diﬀerent abundances from the rest of the lines.
The relative abundances [X/H]line−[X/H]mean were thus calcu-
lated for all iron and nickel lines included in the programme;
see Fig. 4. Some lines did give systematically diﬀerent abun-
dances from the mean abundance of the species, and the Ni line
7788 Å was removed from the abundance determinations alto-
gether. The reason for the deviating abundances from individ-
ual lines could be due to hidden blends in the Sun, and there-
fore erroneous log g f values, or hidden blends or departures
from LTE in the stellar spectra depending on the parameters.
Some silicon lines (6125, 6142, 6145, and 6155 Å) come
from double, not single, electron transitions in the atoms. We
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Table 4. Spectroscopic metallicities [Fe/H]Fe I, and abundances relative to iron [X/Fe]Fe I, derived for 13 neutral and ionized species X. For
oxygen, NLTE corrections were applied: [α/Fe] = 14 ([Mg/Fe] + [Si/Fe] + [Ca/Fe] + [Ti/Fe]), and [α’/Fe] = 13 ([Mg/Fe] + [Si/Fe] + [Ca/Fe]).
HD [Fe/H] O  Na  Mg  Al  Si  Ca  Sc  Ti  V  Cr  Fe  Ni  Ba  α/α′
17072 −0.98 0.61 −0.12 0.36 0.24 0.32 0.35 −0.08 0.18 −0.10 0.05 −0.10 0.59 0.31/0.34
25704 −0.97 0.54 0.16 0.33 0.32 0.20 0.19 0.06 0.13 −0.01 0.04 −0.24 /0.24
49301 −0.82 0.35 0.21 0.37 0.29 0.22 0.28 0.25 0.17 0.24 −0.17 0.02 0.04 0.28/0.29
59374 −0.93 0.51 0.19 0.39 0.20 0.24 0.20 0.11 0.17 0.05 0.07 −0.26 0.26/0.28
61902 −0.71 0.23 0.10 0.12 0.10 0.11 0.13 0.09 −0.14 0.02 0.03 −0.03 /0.12
63598 −0.84 0.46 0.11 0.31 0.24 0.23 0.22 0.34 0.15 0.03 −0.03 −0.03 −0.19 0.28/0.25
76932 −0.89 0.50 0.11 0.32 0.17 0.24 0.24 0.30 0.15 −0.06 0.01 −0.02 −0.11 0.27/0.27
78747 −0.80 0.62 0.20 0.39 0.33 0.26 0.26 0.21 0.01 0.08 0.05 −0.28 /0.30
79601 −0.74 0.57 0.19 0.39 0.35 0.27 0.22 0.29 0.21 0.01 0.00 0.06 −0.34 0.29/0.29
80863 −0.61 0.46 0.18 0.33 0.27 0.21 0.11 0.17 0.08 0.04 0.04 0.03 −0.27 0.20/0.22
84937 −1.96 0.42 0.12 0.27 −0.44
91121 −1.08 0.67 0.04 0.41 0.34 0.40 0.26 0.23 0.01 0.15 0.03 −0.04 0.07 0.33/0.36
94028 −1.39 0.56 −0.05 0.30 0.46 0.29 0.23 −0.09 0.06 −0.04 /0.27
97320 −1.23 0.55 0.10 0.31 0.22 0.26 0.23 0.06 0.12 −0.14 /0.27
99682 −0.45 0.23 0.12 0.05 0.03 0.07 0.06 0.00 0.00 0.04 −0.02 0.02 /0.06
101976 −0.49 0.30 0.09 0.14 0.17 0.11 0.07 −0.02 0.01 0.04 −0.05 −0.17 /0.11
102200 −1.23 0.44 −0.07 0.19 0.17 0.20 −0.17 −0.01 −0.14 /0.19
108317 −2.19 0.59 −0.05 0.57 0.21 0.39 0.08 −0.17 /0.39
111777 −0.85 0.59 0.23 0.38 0.35 0.30 0.21 0.03 0.09
116064 −1.88 0.75 0.02 0.36 −0.04 0.34 −0.32 /0.22
120559 −0.99 0.65 0.15 0.34 0.35 0.25 0.21 0.32 0.25 0.14 0.08 0.04 −0.32 0.28/0.27
122196 −1.69 0.38 −0.18 0.18 −0.11 0.18 −0.05 0.11 −0.29 /0.08
124785 −0.69 0.56 0.22 0.32 0.34 0.29 0.24 0.25 0.09 0.07 0.04 0.05 −0.21 0.27/0.28
126793 −0.81 0.51 0.15 0.33 0.29 0.27 0.18 0.22 0.24 −0.10 −0.01 −0.02 −0.24 0.25/0.26
128279 −2.16 0.77 −0.20 0.42 0.27 0.32 0.09 −0.02 −0.74 /0.34
132475 −1.53 0.76 0.08 0.37 0.25 0.45 0.31 0.17 0.19 0.05 0.09 0.06 0.32/0.38
140283 −2.26 0.69 −0.18 0.10 −0.02 −1.11
142945 −1.00 0.73 0.11 0.36 0.34 0.31 0.28 0.09 0.42 0.11 0.00 0.08 0.06 −0.14 0.34/0.32
144450 −1.17 0.73 0.04 0.41 0.43 0.42 0.31 0.09 0.08 0.03 0.14 0.00 /0.38
145417 −1.36 0.60 −0.01 0.33 0.16 0.23 0.37 0.13 0.50 0.31 0.16 0.02 −0.09 −0.16 0.36/0.31
160617 −1.77 0.41 0.24 0.32 0.30 0.40 0.05 −0.07 0.01 /0.34
166913 −1.54 0.60 −0.09 0.37 0.35 0.33 −0.04 −0.10 −0.07 /0.35
188510 −1.62 0.68 −0.13 0.28 0.14 0.27 −0.05 −0.10 −0.25 /0.23
193901 −1.16 0.58 −0.20 0.17 0.12 0.17 −0.07 0.08 −0.20 −0.25 /0.15
194598 −1.14 0.45 −0.10 0.30 0.08 0.18 0.06 0.06 −0.21 /0.19
196892 −1.09 0.61 0.02 0.40 0.36 0.34 0.31 0.01 −0.05 0.04 /0.35
196944 −2.23 0.85 0.07 0.38 0.43 0.32 −0.30 −0.11 1.14 /0.38
199289 −1.10 0.60 0.13 0.32 0.29 0.27 0.22 0.29 0.16 −0.09 0.05 0.03 −0.28 0.28/0.27
200654 −2.99 0.64 0.70 −0.73
201891 −1.14 0.60 0.08 0.30 0.37 0.24 0.19 0.07 0.02 0.03 −0.30 /0.24
203608 −0.74 0.32 0.17 0.17 0.11 0.11 0.10 0.04 0.13 0.00 −0.01 0.01 −0.11 /0.13
211998 −1.49 0.74 −0.16 0.44 0.14 0.31 0.33 0.26 0.19 0.05 −0.05 −0.29 0.34/0.36
213467 −1.43 0.57 −0.19 0.32 0.05 0.29 0.31 0.06 0.03 0.27 0.06 −0.13 −0.03 /0.30
checked whether these lines behaved diﬀerently compared to
the rest, but they did not diﬀer more than expected statistically.
5.2. Errors in the stellar effective temperatures
The uncorrected (b − y) colours, as well as other uncorrected
indices, were used for estimating stellar eﬀective temperatures.
This should not aﬀect the result much because the interstellar
reddening, derived from the observed (b−y) minus the redden-
ing free (b − y)0 according to Olsen (1988), were found to be
negligible for all stars except HD 132475 for which the colour
excess was E(b − y) = 0.034. This corresponds to an eﬀec-
tive temperature error of 180 K. Hakkila et al. (1997) have con-
structed a model for interstellar reddening in the solar neigh-
bourhood based on published results from large-scale surveys
of interstellar extinction. Using that model we found redden-
ings of typically E(b − y) = 0.00 to 0.015 mag, the median
value being 0.010. For a few stars we found values extend-
ing beyond 0.03 mag, namely HD 126793, 132475, 144450,
160617, 193901, and 196944. The largest values appear for
HD 126793 (E(b − y) = 0.046), HD 144450 (0.052), and
HD 196944 (0.065). For HD 132475 the Hakkila et al. model
gives E(b − y) = 0.025, i.e. somewhat smaller than the value
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Fig. 3. The abundances relative to iron [X/Fe]FeI for all species in the programme as a function of the iron abundance with addition of the data
of Edvardsson et al. (1993) as small dots. For species where Edvardsson et al. have no data (Sc , V  and Cr ) the data of Reddy et al. (2003) is
shown instead. Note the diﬀerent ordinate scale in panel m). In panel n) the circles denote [α/Fe]= 14 ([Mg/Fe] + [Si/Fe]+ [Ca/Fe] + [Ti/Fe]),
and the crosses [α’/Fe]= 13 ([Mg/Fe] + [Si/Fe] + [Ca/Fe]) for stars with no Ti abundance determinations.
from the Hβ photometry. However, the mean error in the esti-
mates from the model is typically 0.05 mag. We conclude that
reddenings of typically 0.01 mag may aﬀect many of our pro-
gramme stars, leading to underestimates of eﬀective tempera-
ture by about 50 K and of metal abundances of about 0.03 dex.
For a few stars like HD 132475, there may be more serious un-
derestimates, by even somewhat more than 0.1 dex.
A test was made to investigate the impact of the tempera-
ture errors. Alonso et al. (1996) estimate a standard deviation
of 110 K in the eﬀective temperatures. Here the parameters
were changed ±100 K for all stars. The changes of the
chemical abundances were at a mean ±0.04 dex, but for O ,
Ca , Ti , V , Fe , and Ba  the mean abundances changed by
more than 0.07 dex, see Table 5. Thus, errors in the eﬀective
temperatures have considerable impact on the result.
A frequently used consistency test of the eﬀective tempera-
tures is to check if the derived abundances are dependent on the
excitation energies for the lower states of the lines. The level
populations depend on the temperatures through the Boltzmann
distribution in the LTE approximation. The numerous lines of
Fe  and Ni  with wide ranges both in excitation energy and
equivalent widths were selected for these consistency checks.






































































Fig. 4. A consistency check of the abundances of iron (left) and nickel
(right). The open black circles mark the measurements for each line
for each star and the thick (+):s mark the mean for individual lines. For
nickel the filled grey circles and the thick (x):s mark the measurements
with the line 7788 Å included. This line was later removed from the
analysis due to suspected blending.
The use of both species together was motivated by the simi-
larities between the elements and the gain in statistics with as
many lines as possible.
For each star included in the tests a diagram was plotted to
display the abundance from each line minus the derived mean
abundance for the star, [X/H]line−[X/H]mean, versus the excita-
tion energy of the lower level of the line, χlower; see Fig. 5 top
panel. To all diagrams a linear fit was sought, and these slopes
were then plotted in a new diagram with the eﬀective tempera-
tures of the stars on the abscissa, see Fig. 6.
The check shows that the test is very dependent on the
lines employed in the test. If all lines except Ni  7788 Å are
included, the test suggests that the adopted eﬀective tempera-
tures are about 100 K too low for the stars in the lower tem-
perature region and about 25 K too high at high temperatures
(thick black line). However, if lines deviating by more than
0.1 dex from the mean in Fig. 4 are removed (removal of the
iron lines at 5687 and 8757 Å), the temperatures of the low-
temperature stars seem underestimated by some 20 K, while the
warmer stars have their temperatures overestimated by about
120 K (thin black line). If spectral lines deviating by more than
0.05 dex are removed (removal of the iron lines at 5687, 5701,
5717, 6136, 6137, 6157, 6170, 7780, 8757, and 8763 Å), then
adopted eﬀective temperatures of the low-temperature stars
are about 70 K too high and high temperature stars have tem-
peratures about 130 K too low (thick grey line). The conclu-
sion is that this test, assuming that the LTE approximation is
valid, suggests that the errors in temperature are not larger than
150 K. For a few stars the temperatures may, however, be un-
derestimated by even more, due to reddening. More precise
conclusions cannot be drawn.
Table 5. The mean abundance eﬀects of changes in eﬀective temper-
ature, surface gravity, metallicity, and microturbulence. The last two
columns show the abundance change if the log g f -values were calcu-
lated with only the Unsöld approximation, see Sect. 5.6.1 or based on
the Holweger & Müller model, see Sect. 5.6.3.
Ion Mean abundance change for all 43 stars
Teﬀ log g [Me/H] ξt log g f log g f
+100 K +0.2 +0.5 +0.5 Unsöld HM
−100 K −0.2 −0.5 −0.5 only model
O  −0.08 0.06 0.00 −0.03 −0.01 –0.03
0.08 −0.06 0.01 0.02
Na  0.05 0.00 0.01 −0.01 −0.02 –0.12
−0.05 0.01 −0.01 0.01
Mg  0.04 −0.01 0.02 −0.01 ∗ –0.11
−0.04 0.02 −0.02 0.01
Al  0.03 −0.01 0.01 −0.01 0.00 –0.09
−0.03 0.01 −0.01 0.01
Si  0.03 0.01 0.02 −0.01 −0.02 –0.09
−0.02 −0.01 −0.01 0.01
Ca  0.06 −0.02 0.02 −0.04 −0.03 –0.15
−0.07 0.02 −0.03 0.05
Sc  0.02 0.08 0.08 −0.01 ∗ –0.06
−0.02 −0.08 −0.05 0.02
Ti  0.09 0.00 0.00 0.00 0.00 –0.10
−0.10 0.00 −0.01 0.00
V  0.10 0.00 0.01 0.00 0.00 –0.11
−0.10 0.00 −0.01 0.01
Cr  0.05 0.00 0.00 0.00 0.04 –0.10
−0.06 0.00 0.00 0.01
Fe  0.07 0.00 0.02 −0.03 −0.04 –0.15
−0.07 0.00 −0.02 0.04
Fe  −0.01 0.08 0.05 −0.01 ∗ –0.06
0.02 −0.07 −0.03 0.02
Ni  0.05 0.01 0.02 −0.01 0.02 –0.12
−0.05 −0.01 −0.02 0.01
Ba  0.07 0.03 0.09 −0.20 0.08 –0.15
−0.06 −0.04 −0.06 0.22
∗ These species have only lines calculated with the Unsöld
approximation from the start.
5.3. Errors in microturbulence parameters
A test was made to investigate the impact of the microturbu-
lence errors. The parameters were changed ±0.5 km s−1 for all
stars. The average change of the mean abundances were only
∓0.03 dex. An exception was barium, for which the change was
∓0.21 dex.
We also checked if the adopted value of 1.5 km s−1 for all
stars (except for HD 196944) give consistent results by inves-
tigating whether the line strengths, log (Wtheo/λ), and the rel-
ative abundances of the lines, [X/H]line−[X/H]mean, are corre-
lated. Wtheo represents the width the line would have if the mean
abundance from all lines is adopted, following Magain (1984).
If the assumed microturbulence parameter and the underlying
line-formation theory are correct, the relative abundances de-
rived from the individual lines would be independent of line
strength.
The test was performed in a way similar to that for the ef-
fective temperature; Sect. 5.2. A diagram was plotted for each
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Fig. 5. An example of consistency diagrams for an individual star, in
this case HD 126793. Filled circles represent iron lines and open cir-
cles nickel lines. Linear fits were made to the data for individual stars,
and the derived slopes were studied as functions of stellar parameters,
e.g., in Fig. 6.




















Fig. 6. A consistency check for the eﬀective temperatures. Filled cir-
cles and thick black line: all lines included. Squares and black line: the
lines 5687 and 8757 Å were removed. Grey triangles and grey line: the
lines at 5687, 5701, 5717, 6136, 6137, 6157, 6170, 7780, 8757, and
8763 Å were removed.
star with the relative abundance, [X/H]line−[X/H]mean, on the
ordinate and the theoretical line strength, log (Wtheo/λ), on the
abscissa, see the lower panel of Fig. 5. To all figures a linear fit
was sought.
The results show again that this kind of test is heavily de-
pendent on which lines are included, although one may con-
clude that the microturbulences are slightly overestimated in
general and not optimal for some stars. This has, however, very
little impact on the derived mean elemental abundances, with
the exception of barium, as discussed in Sect. 6.8.
5.4. Errors in metallicities
In the present study, the iron abundance, [Fe/H], as derived
spectroscopically from lines of Fe , was used to represent the
over-all metallicity in the model atmosphere used for the star.















Fig. 7. Comparison of derived iron abundances, [Fe/H], with metal-
licities from Strömgren photometry obtained from the calibration of
Schuster & Nissen (1989). The solid line shows Eq. (2) and the dotted
line indicates the 1-to-1 relation.
The eﬀects of errors in the metallicities in the analysis have
been tested in the following way:
The metallicities of the model atmospheres were changed
±0.5 dex for all stars. The change of the mean abundances were
on average ±0.02 dex, but higher for Sc , Fe  and Ba , as
seen in Table 5. The conclusion is that errors in the metallicities
do not have a large impact.
The derived iron abundances are compared with metal-
licities given by the Schuster & Nissen (1989) calibration of
Strömgren photometry in Fig. 7. Note that the correction to
Magain’s (1987, 1989) [Fe/H] scale was not applied – as this
scale was found by Gosset & Magain (1993) to be aﬀected by
a non-linear detector. The derived abundances diﬀered from
the photometric ones by −0.01 dex on average with a stan-
dard deviation of 0.25 dex, a maximum diﬀerence of 1.01 dex
(HD 91121, with photometry from a separate source) and a
minimum diﬀerence of −0.58 dex (HD 196944, supergiant). If
we remove the 2 outliers, the mean diﬀerence does not change
and the equation of the black line is
[Me/H]Stromgren = −0.06 + 0.94 [Fe/H]Spectroscopic (2)
with a scatter of 0.15 dex.
5.5. Errors in surface gravities
The gravities derived from Hipparcos parallaxes were es-
timated as having an average standard deviation error of
0.09 dex. These errors were derived assuming an error of 70 K
for the eﬀective temperatures of the stars. For the gravity pa-
rameter of the star HD 196944, Zac˘s et al. (1998) claim an error
interval of ±0.3 dex.
Our neglect of interstellar absorption may make our as-
sumed reddening-free V magnitudes too large. Using the re-
sult from Sect. 5.2 above, we estimate that typical AV values
hardly exceed 0.04 mag for most stars, and not 0.4 mag for any
of them. This corresponds to overestimates in log g by 0.02
330 K. Jonsell et al.: Chemical abundances in 43 metal-poor stars



























Fig. 8. Comparison between log g from Hipparcos and Strömgren pho-
tometry (see text). The filled circles and black line represent stars and
fits with reliable data from Strömgren photometry, and squares more
indicate uncertain measurements. The grey line shows a fit to all data.
The dotted line shows the 1-to-1 relation.
to 0.16 dex, respectively. We have compared our gravity es-
timates with those obtained from Strömgren photometry and
the isochrones of VandenBerg & Bell (1985). The results agree
very well with those obtained here from the Hipparcos paral-
laxes. We thus find a relation
log g(isochrones) = −0.37 + 0.92 logg(Hipparcos) (3)
with a standard deviation of 0.18 dex. In fact, if the coolest
stars with log g < 3.5 dex are excluded, the standard devia-
tion diminishes to 0.11 dex (cf. Fig. 8). From these considera-
tions, it seems reasonable to adopt an uncertainty on the order
of 0.2 dex for our estimates of surface gravity parameters. The
eﬀects of these errors on the final element abundances were
explored. The change of the elemental abundances were only
±0.02 dex, but for the elements O , Sc , Fe , and Ba , the
changes were larger, from ±0.04 to ±0.08 dex, respectively, see
Table 5.
5.6. Errors in the oscillator strengths
5.6.1. Pressure broadening
If the Unsöld approximation with a correction factor was used
for all lines when fitting the solar equivalent widths, the log g f
values became on the mean 0.03 dex higher with a maximum of
+0.26 dex. The mean abundances of the stellar sample changed
very little as seen in Table 5, but for stars with few measured
lines of some element the eﬀect may be important.
5.6.2. Solar equivalent widths and log gf values
The stellar and solar equivalent widths were estimated through
a weighted mean of a Gaussian fit and pure integration. With
this method the solar equivalent widths became larger than the
ones used in the investigation of disk dwarf stars by Edvardsson
et al. (1993), who only used Gaussian fits to their lines, and
therefore parts of the line wings were not included. The mean
diﬀerence was 2.2 mÅ (3.3%), with a maximum of 8.6 mÅ
(9.9%). However, Edvardsson et al. systematically used the
Unsöld approximation while our application of the O’Mara,
Anstee & Barklem data lower the resulting log g f values, coun-
teracting the eﬀects of our higher solar equivalent widths.
Except for the O  triplet lines, for which Edvardsson et al. did
not make any NLTE corrections, the mean diﬀerence in log g f
(us−Edvardsson et al.) is 0.02 dex with a standard deviation of
0.05 dex for the 28 lines in common.
The error in the g f values deduced for the blended Ba 
line at 6141 Å depends on the strength adopted for the blend-
ing Fe  line. If the latter line is totally neglected, we find that
the g f value for the Ba  line increases to log g f = 0.09, and
the typical Ba abundances for the programme stars decrease by
0.15 dex. An increase of the g f value of the Fe  line by 0.2 dex
cannot be excluded, which leads to log g f (Ba )= −0.30, and
to a typical increase of the Ba abundances by 0.13 dex.
5.6.3. Astrophysical log gf ’s from the Holweger-Müller
model
As an alternative to the MARCS model, the Holweger & Müller
(1974) model (HM) was used in a test to derive astrophysical
log g f values for the lines in the programme. The log g f val-
ues then became 0.11 dex higher on the mean compared to the
ones from a MARCS solar model, with a maximum diﬀerence
of +0.20 dex. The stellar abundances decreased by 0.03 dex to
0.15 dex, with a mean of 0.10 dex for all species, see Table 5.
Although we chose a strictly diﬀerential approach in this
work, with a solar model from the same grid as the model atmo-
spheres representing the stars, this choice was not obvious, see
Sect. 3.3.4. The HM model is known to represent solar limb-
darkening and fluxes quite well, and in fact more successfully
than theoretical flux-constant 1D models (cf. Blackwell et al.
1995; Gehren et al. 2001; Edvardsson et al., in preparation).
Thus, there are reasons to believe that the g f values derived
from that model might be better in absolute terms. The can-
cellation argument, founded on the expectation that systematic
errors in the stellar model atmospheres act in similar ways in
the solar analysis, is of uncertain weight. Thus, systematic er-
rors in abundances [X/H] of about 0.15 dex are possible. The
corresponding errors in abundances relative to iron are smaller;
[X/Fe] are on the mean 0.05 dex higher when derived with the
HM model (oxygen not included).
5.6.4. log gf ’s from VALD
The analysis was also alternatively performed using oscillator
strengths taken from the VALD database. The log g f values
from VALD were on average only 0.04 dex lower compared to
the ones used in the programme, but the maximum diﬀerence
(us-VALD) was as large as 2.15 dex (the Fe  line 7780.552 Å)
and the minimum −0.60 dex. The diﬀerence (us-VALD) for
neutral iron alone was on the mean −0.48 dex, with a spread
as large as 0.99 dex. This of course had a large impact on the
abundances derived, especially for species measured with only
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one line. A larger spread and sometimes a diﬀerent form of the
abundance trends in the diagrams could be seen. We believe
that although the use of astrophysical log g f values has draw-
backs – they depend on the solar model atmosphere, the damp-
ing, and on errors introduced in the measurement of equivalent
widths – they are still to be preferred in a diﬀerential analysis.
5.7. Binaries
If a star is a binary the absolute magnitude and radius deter-
mination will be aﬀected and the surface gravity, log g, will be
underestimated. The error in the log g may amount to 0.3 dex.
Also, there may be some error in the adopted eﬀective temper-
ature, as well as in the metallicity. None of our spectra show
line doubling, which would be an obvious reason for exclusion
from the sample. We estimate that the abundances for only a
few stars should be significantly aﬀected with abundance
errors in excess of 0.05 dex as a result of binarity.
5.8. Errors in the stellar space velocities
The uncertainties in the total space velocities, Vtot =√
U2 + V2 +W2, are estimated to be less than 20 km s−1 for all
but ten stars which all have V velocities lagging behind the LSR
by more than 90 km s−1, Vtot larger than 160 km s−1, and metal-
licities less than [Fe/H]= –1.2. Another seven stars have uncer-
tainties between 10 and 20 km s−1. The major source of these
errors is uncertain parallax values, while the radial-velocity
errors are negligible.
5.9. Total errors
It is a diﬃcult task to estimate the total errors in abundance
analyses, since estimates of diﬀerent types of errors have to
be made and added into simple numbers. From Table 5 we
see that the errors in eﬀective temperature are significant for
abundances that were derived from atomic lines of elements
that are strongly ionized, i.e. Fe, Na, Mg, Al, Si, Ca, Ti, V,
Cr, and Ni. For all these elements the errors caused by un-
certainties in stellar fundamental parameters are dominated by
the eﬀective-temperature uncertainty, and amount to typically
0.05–0.10 dex. In addition to this, errors in g f values as re-
flected by diﬀerences that result from using diﬀerent solar mod-
els may contribute systematic errors of typically 0.1 dex in ab-
solute abundances. To this comes the fact that departures from
LTE and convectively generated thermal inhomogeneities may
well add systematic errors of typically 0.1 dex or somewhat
more (Asplund et al. 2004; Gehren et al. 2004). The errors in
abundance ratios, such as [Ca/Fe] are hopefully significantly
smaller. For the abundance of Sc, the gravity uncertainty is also
significant and may amount to 0.06 dex or so, but a more signif-
icant uncertainty for this element is that its abundance is based
just on one spectral line and thus measurement errors or blends
may be significant. Also the Ba abundance is based on a sin-
gle and even blended line with an uncertain g f value; in this
case the uncertainty in microturbulence parameter is also
significant, and the Ba abundance may therefore well be wrong
by 0.3 dex.
A special case is oxygen. Here, eﬀective-temperature er-
rors and errors in the gravity may possibly add up to about
0.15 dex. Since the temperature scale may be systematically in
error, this may lead to systematically erroneous abundances by,
say, 0.1 dex. In addition to that, there may be errors caused by
oversimplified model atmospheres, notably the assumption of
plane-parallel stratification. We note that García Pérez et al.
(2005) find systematic deviations for metal-poor subdwarfs be-
tween abundances from O  triplet lines and [O ] lines of typi-
cally 0.2 dex and ascribe these diﬀerences to errors in the abun-
dances derived from the triplet lines.
6. Comparisons with previous results
In Fig. 3 we display our results together with abundances for
disk stars analysed with very similar data and methods. A gen-
eral observation is that the transitions between the disk and halo
population data are smooth and continuous for all elements.
We have compared our results with those of a number of re-
cent studies which have some stars in common with ours. The
results of these comparisons are displayed in Table 6. Although
these studies all share a number of basic features (basically
similar model assumptions), they deviate partly in terms of de-
tails, such as temperature calibrations, g f values, and model at-
mospheres. We therefore note with satisfaction that the mutual
agreement for stars in common is good. We shall now com-
ment more specifically on our results as compared with those
of others.
6.1. Iron
Our abundances of iron were based on Fe  lines, in spite of the
fact that these may be subject to NLTE eﬀects, due to either
over-ionisation (e.g. Saxner & Hammarbäck 1985; Thévenin
& Idiart 1999) or departures from LTE excitation (Magain &
Zhao 1996). The reason for this choice was simply that just
one Fe  line was observed. This line, however, could be mea-
sured in all but six stars. The resulting iron abundances were
close to those measured from the Fe  lines, the mean diﬀerence
being +0.03 dex with a standard deviation of 0.07 dex. This re-
sult, of a practically null diﬀerence, agrees with the finding by
Gratton et al. (2003a) and Jehin et al. (1999) and departs sig-
nificantly from the result of the calculations by Thévenin &
Idiart, who find eﬀects ranging from 0.15 dex to 0.3 dex for the
range in metallicity of our stars. We note, however, that our re-
sult depends on the g f values adopted – if instead of the solar
MARCS model, we use the HM model for the Sun, we derive
typical over-ionization eﬀects in [Fe /Fe ] of 0.1 dex for the
programme stars.
As is clear from Sect. 5.4 above, we find little evidence
of departures from the Boltzmann excitation equilibrium, in
contrast with the empirical results of Magain & Zhao (1996),
who adopted g f values for the lower excitation iron lines from
Blackwell et al. (1995). For the higher excitation lines, how-
ever, they derive g f values from fitting observed solar-disk
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Table 6. Comparison between our abundance results and those of
others for stars in common, including the numbers of stars, the
mean diﬀerences, and standard deviations. Sources: B: Burris et al.
(2000), BG: Baumüller & Gehren (1997), F: Fuhrmann (1998), Ge:
Gehren et al. (2004), Gr: Gratton et al. (2003a), J: Jehin et al. (1999),
MG: Mashonkina & Gehren (2001), McW: McWilliam (1998),
N: Nissen et al. (2002), NS: Nissen & Schuster (1997).
Element Source N ∆[X/Y](us-Source)
[Fe/H] Fe  Gr 17 0.02 ± 0.13
Gr 1 −0.02 ± 0.08
J 13 −0.03 ± 0.04
N 8 0.01 ± 0.07
[Fe/H] Fe  N 6 0.00 ± 0.04
[O/Fe] B2 5 0.05 ± 0.19
B3 5 −0.02 ± 0.15
Gr 15 0.00 ± 0.12
N4 2 0.01 ± 0.02
NS 3 0.26 ± 0.06
[Na/Fe] Gr 5 0.03 ± 0.11
Ge6 4 −0.10 ± 0.06
NS 3 0.03 ± 0.03
[Al/Fe] BG 3 −0.14 ± 0.13
[Mg/Fe] Gr 7 −0.06 ± 0.07
Ge6 4 −0.03 ± 0.12
F 2 −0.05 ± 0.06
J 12 0.05 ± 0.06
NS 3 0.05 ± 0.04
[Si/Fe] Gr 8 −0.04 ± 0.06
NS 3 0.05 ± 0.01
[Ca/Fe] Gr 9 −0.04 ± 0.04
J 13 0.04 ± 0.04
NS 3 0.04 ± 0.01
[Sc/Fe] Gr 4 0.11 ± 0.05
[Ti/Fe] Gr 6 0.05 ± 0.05
J 4 0.05 ± 0.04
NS 2 0.10 ± 0.02
[V/Fe] Gr 8 0.13 ± 0.13
J 9 0.19 ± 0.06
[Cr/Fe] Gr 5 0.15 ± 0.11
J 8 0.09 ± 0.09
NS 3 0.07 ± 0.12
[Ni/Fe] Gr 14 0.01 ± 0.08
J 13 0.09 ± 0.06
NS 3 0.01 ± 0.03
[Ba/Fe] B 2 −0.25 ± 0.37
J 12 −0.16 ± 0.15
MG 2 −0.20 ± 0.11
McW 2 0.14 ± 0.18
NS 3 −0.05 ± 0.08
1 HD 140283 (∆ = 0.35), HD 84937 (∆ = 0.22 dex) excluded.
2 Teﬀ scale according to King (1993).
3 Teﬀ scale according to Carney (1983).
4 [O/H] (NLTE) from IR triplet lines.
5 HD 84937 (∆ = 0.53) excluded.
6 LTE abundances.
7 HD 94028, 132475, 140284 (∆ = 0.19 − 0.3) excluded.
8 HD 116064 (∆ = −0.28) excluded.








Fig. 9. Comparison of iron abundances derived from Fe  lines with
those of Jehin et al. (1999) (squares) and Gratton et al. (2003a) (dots).
The diﬀerences relative to abundances from lines of Fe  of Nissen
et al. (2002) are shown by crosses.
centre equivalent widths to the HM model, adopting a rela-
tively high solar abundance (log 	(Fe) = 7.68). As these au-
thors note, a systematic lowering of the solar abundance of iron
to a value around 7.5, as we have chosen, would nearly can-
cel their excitation-equilibrium eﬀect for the metal-poor stars,
while consistency with a standard LTE analysis with the HM
model would not be obtained.
As may be seen from Table 6 and Fig. 9, we find over-
all agreement in iron abundances with Nissen et al. (2002),
Gratton et al. (2003a), and Jehin et al. (1999). The abundances
of Nissen et al. were based on about 10 Fe  lines, while those
of Gratton et al. are, at least to a great extent, based on Fe 
lines. The star with the largest departure by far in the compari-
son with Gratton et al. is HD 140283, for which we find consid-
erably higher eﬀective temperature, which explains parts of the
diﬀerence. The second largest departure occurs for HD 84937,
the hottest star in our sample.
Jehin et al. (1999) used Fe  lines to derive [Fe/H] abun-
dances diﬀerentially relative to HD 76932, for which a metal-
licity of [Fe/H]= –0.91 was derived from laboratory g f values
(our value for this star is −0.89). They also derived iron abun-
dances from Fe  lines; for the 13 stars we have in common
their mean value of [Fe/H] from Fe  is −0.02 dex lower than
that obtained from the Fe  lines, i.e. no signs of over-ionisation,
also consistent with our result.
We also have 13 stars (to some extent the same stars as
in the Jehin et al. study) in common with the earlier study of
Zhao & Magain (1991). Our values of [Fe/H] depart systemat-
ically from those of Zhao & Magain by, on the mean, as much
as +0.19 dex. This diﬀerence may be ascribed to the choice
of g f values and solar iron abundance of Zhao & Magain;
they use the HM model to derive g f values for the higher
excitation lines and adopt a solar iron abundance, log 	(Fe),
of 7.66. Diﬀerences between the results of the studies by Zhao
& Magain (1991) and Jehin et al. (1999) reflect a basic uncer-
tainty in the solar analysis of iron.
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6.2. Oxygen
Our oxygen abundances, as plotted in the [O/Fe] vs. [Fe/H]
diagram depart to some extent from the studies of Boesgaard
et al. (1999) and Israelian et al. (1998). These authors esti-
mated the oxygen abundances in metal-poor stars from OH
lines in the ultraviolet region and found a tendency to system-
atically increasing [O/Fe] with decreasing [Fe/H], with [O/Fe]
values approaching +1.0 for the most metal-poor stars with
[Fe/H] around −3. Here, we shall not comment further on the
OH oxygen-abundance determinations, which may be severely
plagued by uncertainties in UV opacities, convective inhomo-
geneities, etc. (Asplund et al. 1999; Nissen et al. 2002; Asplund
& García Pérez 2001). Boesgaard et al. also made a litera-
ture study of the abundances from the oxygen triplet of their
programme stars and applied two diﬀerent temperature scales
due to Carney (1983) and King (1993), respectively. There are
some diﬀerences in our analyses of triplet lines and those of
Boesgaard et al. A major diﬀerence is that we correct for NLTE
eﬀects, which Boesgaard et al. do not. They used a higher oxy-
gen abundance for the Sun than we do, but this is compensated
for by our higher g f values. They also use Kurucz models,
while we use MARCS models. Boesgaard et al. investigated the
diﬀerence between the two stellar model grids and concluded
that the abundances are 0.07±0.03dex higher when the Kurucz
models are used than for MARCS models, which agrees with
our own estimates. Also, there are diﬀerences in stellar param-
eters. For the five stars in common between the two studies our
temperatures are on average 47±73 K lower than the King tem-
perature scale, and 85±67 K higher than the Carney scale. Our
gravity parameters and metallicities are very similar, as are the
observed equivalent widths.
Here we first compare the result of the LTE analyses. For
the 5 stars shared with Boesgaard et al. (B), the mean diﬀerence
[O/H]LTE(us–B) is −0.02 with a scatter (s.d.) of ±0.17 dex for
the King temperature scale, and−0.09±0.13 dex for the Carney
scale. The diﬀerent stellar models, in addition to the diﬀerent
temperature scales, are the most important reason for the dif-
ferences in LTE abundances from the oxygen triplet lines.
When we compare our [O/H] abundances from the triplet
lines, as corrected for NLTE eﬀects (for the Sun as well as
for the stars), they again agree well on average with those of
Boesgaard et al. (Table 6).
Gratton et al. (2003a) also published oxygen abundances
for Pop II stars based on the triplet lines and calculated correc-
tions for NLTE eﬀects. These authors claim that the resulting
corrections are consistent with those calculated by Nissen et al.
(2002), so that they ought also to be consistent with our cor-
rections. We find an overall fair agreement with the results of
Gratton et al. (Fig. 10 and Table 6). As will be commented on
below, the scatter (0.12 dex) for the stars in common may be
due to errors in equivalent widths. We note in passing, however,
that Gratton et al. derive an oxygen abundance 0.12 ± 0.04 dex
higher from the triplet lines than they obtain from the forbid-
den 6300 Å line, an eﬀect which they ascribe to reddening and
binarity, which should aﬀect the triplet lines more than the for-
bidden one.








Fig. 10. Our oxygen abundances relative to iron, based on the strength
of the IR 7774 Å triplet, and with corrections for NLTE applied (filled
circles). The values derived with a very similar method by Nissen
et al. (2002) are represented by crosses, and those of Gratton et al.
(2003a) by triangles. The disk-star data of Edvardsson et al. (1993)
(which were empirically normalized to NLTE via the [O ] 6300 Å
line) is shown as small dots. The lines are the linear least-squares fits
of Eq. (5).
Nissen et al. (2002) have derived oxygen abundances from
the triplet lines and alternatively from the forbidden 6300 Å
line. NLTE corrections for the triplet lines were applied which
are fully consistent with ours. Nissen & Schuster (1997) ob-
tained oxygen abundances from the triplet lines in an LTE
analysis, however, diﬀerentially versus two Pop II dwarfs with
O abundances derived on a scale based on the forbidden lines.
Since their range in parameters was rather limited, the au-
thors argue that most of the NLTE eﬀects of the resulting oxy-
gen abundances from the triplet lines should be compensated
for. While we find a good agreement for the stars in com-
mon with Nissen et al. (2002), the comparison with Nissen &
Schuster (1997) shows a mean diﬀerence of 0.26 dex and a scat-
ter of 0.06 for the 3 stars in common. When comparing [O/Fe]
values by Nissen & Schuster with those derived from the for-
bidden line of Nissen et al. (2002), we note that the latter val-
ues are systematically higher by 0.13 dex. We conclude that the
[O/Fe] scale of Nissen & Schuster (1997) seems to be some-
what lower than that of Nissen et al., as well as for the present
study. A reason for this may be that the assumed [O/Fe] = 0.30
for the standard stars of Nissen & Schuster departs from that of
Nissen et al.; for one of these stars (HD 76932) Nissen et al.
(2002) give the value [O/Fe] = 0.44, while our value is 0.38.
In Fig. 10 we plotted our values of [O/Fe] vs. [Fe/H] and
compared them to all stars with triplet abundances in the sam-
ples of Gratton et al. (2003a) and of Nissen et al. (2002). As
expected from the agreement for stars in common we find a
general good agreement. Our total equivalent widths for the
triplet lines show a scatter relative to the widths of Gratton
et al. (2003a) for the stars in common by about 20%, leading
to an abundance scatter of about 0.12 dex. It is unlikely, how-
ever, that all the scatter in Fig. 10 at a given [Fe/H] is due to
errors in equivalent widths. The oxygen triplet lines are very
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sensitive to errors in eﬀective temperature and gravity. Errors
assumed to be about 100 K in Teﬀ and 0.15 dex in log g lead to
errors in [O/H] of typically 0.1 dex. Although there may be er-
rors in model atmospheres and NLTE corrections that vary sys-
tematically with the Teﬀ, log g, and [Fe/H] and cause system-
atic errors in the oxygen abundances, it is questionable whether
these are able to increase the scatter to that observed in Fig. 10.
In particular we note three stars, HD 84937, HD 122196, and
HD 160617, with [Fe/H] ∼ −2 which seem to have lower
[O/Fe] values than other stars at these metallicities. Of these
stars HD 84937 has the highest positive U velocity of all stars
in the sample. HD 160617 was also observed by Nissen et al.
(2002) and found to have a comparatively low oxygen abun-
dance.
In order to trace tendencies related to [Fe/H] we also plot-
ted points representing the disk stars analysed by Edvardsson
et al. (1993) in Fig. 10. It is seen that the slope for the disk is
not clearly broken by a constant plateau with constant [O/Fe]
at [Fe/H] ∼ −1, as suggested by e.g. Barbuy (1988). Our data
instead support a tendency for a continued, although much less
steep, gradient towards lower metallicities than that suggested
by Israelian et al. (1998) and Boesgaard et al. (1999) on the
basis of measurements of OH lines in the ultraviolet. From fits
to our data (filled circles) and those of Edvardsson et al. (small
dots) we obtain the following mean linear relations for the re-
gions below and above [Fe/H] = −1.0:
−2.75 < [Fe/H] < −1.0:
[O/Fe] = 0.52 − 0.06 [Fe/H], σstd = 0.12
−1.0 < [Fe/H] < 0.25:
[O/Fe] = 0.00 − 0.60 [Fe/H], σstd = 0.12, (4)
where σstd denotes the standard deviation of [O/Fe] from the
line. The uncertainties in the slope coeﬃcients for the two lines
are, respectively, 0.06 and 0.03. When also including the data
from Nissen et al. (2002) (diamonds) and Gratton et al. (2003a)
(triangles), the fits remain quite similar:
−2.75 < [Fe/H] < −1.0:
[O/Fe] = 0.55 − 0.04 [Fe/H], σstd = 0.14
−1.0 < [Fe/H] < 0.25:
[O/Fe] = 0.01 − 0.58 [Fe/H], σstd = 0.12. (5)
Here the uncertainties in the slope coeﬃcients are 0.04
and 0.03, respectively. We note that our results are consistent
with e.g. Barbuy (1988) in that no significant systematic varia-
tion of [O/Fe] with [Fe/H] among halo stars is found.
Finally, we note that García Pérez et al. (2005) have re-
cently determined oxygen abundances for Pop II subgiants,
for which three diﬀerent oxygen-abundance criteria have been
possible to measure: the IR triplet O  lines, the forbidden
6300.3 Å line, and the OH UV molecular lines. For the most
metal-poor subgiants there seems to be a tendency for the
triplet lines to indicate higher O abundances than the other cri-
teria, which is contrary to the eﬀect found by Boesgaard et al.
(1999) for hotter stars. This eﬀect is not fully understood, but
should be taken as a warning that our oxygen abundances may

















































Fig. 11. Comparison of our derived values of [X/Fe] with those of
Nissen & Schuster (1997) (crosses), Fuhrmann (1998), (filled circles),
Jehin et al. (1999) (squares), and Gratton et al. (2003a) (triangles).
∆[X/Fe]= [X/Fe](us)−[X/Fe](others).
6.3. Sodium
Our resulting [Na/Fe] are compared with those of Gratton et al.
(2003) and Nissen & Schuster (1997) in Table 6 and Fig. 11 a.
Except for three outliers, there is a good agreement. HD 84937
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is one of the 3 stars in the full sample (150 stars) of Gratton
et al. for which the authors give a value of [Na/Fe] below−0.40,
so we recommend a closer inspection of the spectra of this star.
Our [Na/Fe] values are typically about+0.2 for stars around
[Fe/H] = −0.8, a value that agrees with the results for the disk
by Edvardsson et al. (1993) (see Fig. 3b) and that may be typ-
ical both for thin and thick disk stars (Bensby et al. 2003). At
lower metallicities, however, [Na/Fe] decreases to 0.0 or close
to that, which agrees with the result of McWilliam et al. (1995)
for even more metal-poor stars. Baumüller et al. (1998) have
studied the NLTE eﬀects on Na abundances for metal-poor
stars, and found abundance corrections of typically −0.07 dex
for abundances derived from the 5682/88 Å doublet and about
half of that from the 6154/60 Å doublet for stars in our param-
eter range. The eﬀects on the corresponding line in the solar
spectrum were found to be marginal. The eﬀects on our most
metal-poor stars may be somewhat larger, though probably not
very important. Gehren et al. (2004) have recently recalculated
their non-LTE corrections for abundances of Na, Al, and Mg
for metal-poor stars, with better representations of atoms and of
UV fluxes. We note that the [Na/Fe] values for our most metal-
poor stars are significantly higher by about 0.2 dex than the
NLTE values in Gehren et al. (2004) for their most metal-poor
stars, which certainly is a result of their correction for NLTE.
For the four stars we have in common, the mean diﬀerence be-
tween us and Gehren et al. is thus +0.17 dex; if the LTE values
of Gehren et al. are compared with ours, the mean diﬀerence is
instead −0.10 dex according to Table 6.
6.4. Aluminium
For disk metallicities ([Fe/H] >∼ −1.0) our data smoothly join
the trend of Edvardsson et al. (1993) in Fig. 3d. At lower metal-
licities, however, the trend in [Al/Fe] with [Fe/H] found by us
is not consistent with the trends found repeatedly by others for
field stars (e.g. Aller & Greenstein 1960; Arpigny & Magain
1983; Spite & Spite 1980; Gratton & Sneden 1988; Shetrone
1996), which find systematically decreasing [Al/Fe] with de-
creasing metallicity with values of [Al/Fe] close to 0.0 at
[Fe/H] ∼ −1.5. The situation was summarised by McWilliam
(1997). The tendency found by these authors is generally in-
terpreted as a result of the metallicity dependent Al yields pre-
dicted for carbon burning by Arnett (1971), although a simi-
lar prediction that Na should also decrease with metallicity has
not been verified. Even though a tendency toward decreasing
Al may be traced in Fig. 3 for the lowest metallicities, our re-
sults depart so much from the previous results that it is impor-
tant to find the reason for the diﬀerences. The authors men-
tioned have no stars directly overlapping with those of our
sample for which Al has been determined. While most of the
previous authors have used the ultraviolet resonance lines of
Al, we used two infrared lines with 4 eV excitation energies
(an exception is the work by Shetrone 1996, who, however,
analysed Pop II giant stars). Baumüller & Gehren (1997) have
performed statistical-equilibrium calculations for Al in Pop II
stars. They find very severe eﬀects on the resonance lines, and
suggest abundance revisions upwards for determinations from
these lines of 0.4–0.6 dex for solar-type Pop II stars. For the
high-excitation lines corrections are much smaller on the order
of 0.1 dex. With such corrections applied, our values will be
fairly consistent with corrected values from the literature. The
calculations of Baumüller & Gehren still suﬀer from uncertain-
ties in collision cross sections, not the least for collisions with
hydrogen atoms. In fact, for the three stars we share, we find
a mean diﬀerence of –0.14 (cf. Table 6) suggesting that their
NLTE eﬀects are somewhat overestimated; for these stars, the
BG determinations are based on the near-UV resonance lines.
In comparing our results with those of Gehren et al. (2004) we
note that our few stars with −1.6 ≤ [Fe/H] ≤ −1.0 tend to lie
above their few stars by ∆[Al/Fe] ∼ 0.2 dex. Our results sup-
port, however, their main conclusion about the significance of
departures from LTE, although problems may remain in fitting
the results from models of galactic nucleosynthesis by Timmes
et al. (1995).
6.5. Magnesium, silicon and calcium
In general we find a good agreement with Gratton et al.
(2003a), Jehin et al. (1999), and Nissen & Schuster (1997) as
regards [Mg/Fe], [Si/Fe], and [Ca/Fe] for the common stars (cf.
Table 6, Fig. 11b, c and d). For three outliers, however, Gratton
et al. give [Mg/Fe] values in excess of ours by 0.19–0.3 dex.
These diﬀerences basically reflect diﬀerences in [Fe/H]; if
we compare [Mg/H] values instead, the 3 stars agree well
with diﬀerences ranging from −0.13 to +0.05, and a mean of
−0.06 dex. The agreement in Mg for stars in common with
Nissen & Schuster (1997) and Jehin et al. (1999) is good, al-
though their abundances are based on measurements of one sin-
gle line. Unfortunately, we have only 2 stars in common with
the detailed study of Fuhrmann (1998).
Gehren et al. (2004) have found relatively limited but sig-
nificant NLTE corrections upwards for their Mg abundances
of nearby metal-poor stars. Typically, the increase in [Mg/Fe]
is 0.1–0.2 dex for their most metal-poor stars. We have four
stars in common with their study, and find a mean diﬀerence
∆ [Mg/Fe](us – Gehren) of −0.16 dex; adopting the LTE values
of Gehren et al., we would have obtained −0.03 dex instead.
We note that the NLTE corrections calculated by Gehren
et al. are metallicity dependent – from their Table 3 we derive
∆(NLTE-LTE)∼−0.07· [Fe/H]. If this correction is applied to
the points in Fig. 3, a slowly sloping trend in [Mg/Fe] for stars
with [Fe/H]≤ –1.0 seems to emerge. Such a trend may also be
present for the smaller numbers of stars in Gehren et al. (2004),
see the middle right panel of their Fig. 6.
For the Si abundances of stars shared with Gratton et al.
(2003a) we also find a limited mean deviation and a relatively
small scatter, provided that the single outlier is excluded. For
stars in common with Nissen & Schuster (1997) we also find
good agreement.
Similarly, for the stars with Ca abundances in common with
Gratton et al. (2003a) we find good agreement, if two outliers
with significantly smaller [Ca/Fe] values in our study are ex-
cluded. Again, both these stars deviate due to the diﬀerences in
[Fe/H], not in [Ca/H] for which they only deviate by 0.05 dex
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or less. If all common stars are included, the mean diﬀerence
in [Ca/H] is −0.03 with a scatter of 0.07. For stars in common
with Jehin et al. (1999) and with Nissen & Schuster (1997), we
also find only small deviations.
In spite of the relatively marginal diﬀerences in abundances
between the diﬀerent studies, we observe some suspicious reg-
ularities. The Gratton et al. values of [Mg/Fe], [Si/Fe] and
[Ca/Fe] all tend to be higher than ours by, at the most, 0.06 dex,
while the Nissen & Schuster values as well as the Jehin et al.
values are below ours by about the same amount. Some of these
diﬀerences may be due to diﬀerent choices of stellar funda-
mental parameters or model atmospheres, or else of spectral
lines. It seems clear that even if one disregards errors due to
1D LTE model atmospheres with mixing-length convection, re-
alistic systematic errors in abundance analyses for Mg and Si
in Pop II stars have this order of magnitude, while they may
be smaller for the spectroscopically more ideal element Ca.
The trends and scatter for [Mg, Si, Ca/Fe] will be discussed
in Sect. 7.2.
6.6. Scandium, titanium, vanadium and chromium
The elements Sc, V, and Cr are represented by just one spectral
feature each, and Ti is represented by 2 lines in our study. Also,
the number of spectra in which the features could be measured
was limited.
As seen in Table 4, abundances from the single Sc  line
were only obtained for 9 stars. The results indicate an iron-like
behaviour; i.e., with [Sc/Fe]∼ 0.0, except for the most metal-
poor star HD 196944 for which a lower Sc abundance is sug-
gested, Fig. 3. The slowly rising trend in [Sc/Fe] with decreas-
ing metallicity that may be traced in the study of disk stars by
Reddy et al. (2003, their Fig. 10) does not seem to continue for
Pop II stars. This result departs from the early result of Magain
(1989, his Fig. 9) but agrees with the more recent compilation
of Norris et al. (2001, their Fig. 8). The general behaviour also
agrees with e.g. Cayrel et al. (2004) and Barklem et al. (2005),
extending to the most metal-poor stars with a remarkably small
scatter. However, we note that both Cayrel et al. and Barklem
et al. find a mean [Sc/Fe] somewhat above 0.0, as in fact Norris,
Ryan & Beers also suggested for the most metal-poor stars. Our
result agrees with the general result of Gratton et al. (2003a),
although a direct comparison for the 4 stars in common shows
that our values are higher by 0.11 dex on the mean (cf. Table 6).
The abundances derived from our two Ti  lines indicate
an α-element behaviour with positive values of [Ti/Fe] for the
metal-poor stars, as was traced e.g. for disk stars by Edvardsson
et al. (1993), and found for Pop II stars in several studies (see
the compilation by Norris et al. 2001, their Fig. 5). For the stars
in common with Gratton et al. (2003a) and Jehin et al. (1999)
the Ti abundances agree well, while for the 2 stars in common
with Nissen & Schuster we obtain higher [Ti/Fe] values by 0.09
and 0.12 dex in [Fe/H], respectively, Fig. 11e and Table 6.
The V abundances obtained by us also suggest systemati-
cally positive [V/Fe] values for most Pop II stars, by typically
0.2 dex. Comparisons with other data for common stars cast,
however, severe doubts on this result, see Fig. 11f and Table 6.
There is no support from these comparisons that [V/Fe] would
be systematically above 0.0. This would also be unexpected,
since V is regarded as an iron-peak element and should scale
with iron. We also note that Fulbright (2000) found [V/Fe] val-
ues close to solar for his large sample of Pop II field stars, most
of them dwarfs, as did Johnson (1999) for field giants and Ivans
et al. (2001) for globular-cluster giants. As was noted by Ivans
et al. (1999) the relatively low ionization energy of V makes
[V/Fe] sensitive to the eﬀective temperature adopted for the
star; however, as may be seen from Table 5, the higher excita-
tion energy of the line used here reduces the temperature sen-
sitivity so much that an error of 500 K or more is needed to
reduce our [V/Fe] values to 0.0. We consider it more probable
that our systematically high V abundances may reflect mea-
surement errors due to the weakness of the single V  line, with
an equivalent width smaller than 10 mÅ for almost all stars.
Also from Fig. 11g and Table 6 our Cr abundances seem
somewhat higher than those derived by others. Again, we may
possibly ascribe this result to the diﬃculty in measuring the
single line in our spectra. Anyhow, we have no indication that
[Cr/Fe] departs from 0.0 for the Pop II stars, and we can nei-
ther verify nor disprove the finding by several authors (e.g.,
McWilliam et al. 1995; Ryan et al. 1996; Carretta et al. 2002;
Fulbright 2002; Cayrel et al. 2004; Barklem et al. 2005) that
this abundance ratio becomes subsolar for the most metal-poor
stars.
6.7. Nickel
Our Ni abundances are based on a maximum of 7 Ni  lines
of diﬀerent excitation and diﬀerent strengths. As many pre-
vious authors have found, we too find that the abundance ra-
tios [Ni/Fe] stay close to 0.0 at a mean, although there may
be a tendency for the scatter in the abundance ratio to in-
crease as [Fe/H] goes below −1. We find a fair agreement
with the results of Gratton et al. (2003a), Jehin et al. (1999),
and Nissen & Schuster (1997) (Fig. 11h, Table 6). It is note-
worthy that the two stars in Fig. 3 departing most from the
trends with [Fe/H] = −1.16 and −1.14, respectively, are
given similarly low Ni abundances by Jehin et al. (1999).
These stars are HD 193901 and HD 194598 with [Ni/Fe] close
to −0.20. Gratton et al. (2003a) also find [Ni/Fe] = −0.20 for
HD 193901, while they obtain [Ni/Fe]= –0.05 for HD 194598.
In view of the generally fair agreement, we conclude that the
low [Ni/Fe] values of HD 193901 and HD 194598 seem rela-
tively well established.
6.8. Barium
Our Ba abundances, based on only one blended spectral line
with negligible hyperfine-structure and isotopic wavelength
shifts (cf. Sect. 3.3.1), show a general behaviour with [Fe/H]
in Fig. 3 which is similar to those found by Nissen & Schuster
(1997) and McWilliam (1998, his Fig. 2b), while they are a
little higher than those of Gratton & Sneden (1988, 1994) and
smaller than those of Jehin et al. (1999) and Burris et al. (2000).
Thus, we find a rather small scatter for [Fe/H]> –1.5 with
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Fig. 12. Comparison of barium abundances with those of Gratton
& Sneden (1994) (triangle), Nissen & Schuster (1997) (crosses),
McWilliam (1998) (circles), Jehin et al. (1999) (squares), Burris et al.
(2000) (stars), and Mashonkina & Gehren (2001) (dots).
[Ba/Fe] solar or slightly sub-solar and a single outlier with high
barium abundance, while the mean [Ba/Fe] may decrease, and
the scatter increase, for lower metallicities.
When comparing our abundances with those derived by
others for common stars we find, however, systematic de-
viations. These comparisons are summarised in Fig. 12 and
Table 6. The basic reason for most of these discrepancies seems
to be that the Ba  6141 Å line is still strong enough in most
stars to be severely aﬀected by microturbulence (Table 5) and
that e.g. Jehin et al. (1999) have picked systematically lower
microturbulence values than our choice of 1.5 km s−1. In fact,
a lowering of our microturbulence parameters by 0.35 km s−1
would obliterate the mean diﬀerence relative to the analyses
just mentioned.
Two stars appear Ba rich; the first one is the bright giant
HD 196944 with [Ba/Fe] = +1.42. Zac˘s et al. (1998) found the
star to be rich in s elements and carbon, with [Ba/Fe] = +1.56,
while Aoki et al. (2002) derived [Ba/Fe] = +1.10, and a very
high lead abundance. Van Eck et al. (2003) also find very high
s-element abundances for this star. Our second Ba-rich star is
HD 17072 with [Ba/Fe] = +0.85. It was spectroscopically in-
vestigated by Carney et al. (1998), who in sharp contrast found
[Ba/Fe] = −0.39 using three Ba  lines. They derived a 50 K
lower eﬀective temperature, 0.6 dex lower log g, a 0.6 km s−1
higher microturbulent velocity, and a 0.2 dex lower iron abun-
dance for the star. Their measured equivalent width for the
6141.7 Å line of 147.6 mÅ is 12 mÅ smaller than our mea-
surement, and using only this line they would have obtained
[Ba/Fe] = −0.61, i.e., 1.46 dex below our result. Studying this
extreme disagreement, we find that 0.24 dex may be due to the
diﬀerent microturbulent velocities, and 0.05 dex due to the dif-
ferent values of log g, 0.02 and 0.03 from diﬀering metallicities
and temperatures, and 0.17 dex is due to diﬀerent log g f values
while the diﬀerent equivalent widths only account for 0.16 dex.


















Fig. 13. Relative abundance relations of programme stars (circles,
this paper), disk stars (dots, Edvardsson et al. 1993), and extreme
Pop II stars from Cayrel et al. (2004) (triangles). (Their [Fe/H]= –4.0
star CS 22949-037 is not seen in panels a and b, since it falls far above
the other objects.)
7. Discussion
7.1. Trends in relative abundance
The resulting NLTE abundances of oxygen relative to iron, as
derived from the O  IR triplet lines, may systematically in-
crease in [O/Fe] with decreasing metallicity (Fig. 10) for Halo
stars. This tendency is, however, not significant. Similar ten-
dencies may also possibly be traced for the α elements Mg
(cf. also the discussion of NLTE eﬀects in Sect. 6.5) and Ca
in Fig. 3. We have explored whether this co-variation in abun-
dances of the α elements may be observed if the metallicity
[Fe/H] is explicitly left out. In Fig. 13 we thus plot the abun-
dances of O, Mg, Si, and Ti relative to Fe directly vs. [Ca/Fe]
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for our stars (circles), as well as for the disk stars in Edvardsson
et al. (1993) (dots), and find relatively good agreement in slopes
between the two samples of stars for the diﬀerent α elements.
We also note that we find similar slopes if we restrict our sam-
ple with [Fe/H] < −1.1. We have also extended the over-
all metallicity range in the figure by adding the 35 extreme
Pop II stars of Cayrel et al. (2004) (triangles), of which all but
two have metallicities [Fe/H] ranging from −2.5 to −4.4. Their
results are by necessity based on a very diﬀerent set of lines,
which are much too strong to be used in our investigation, or by
Edvardsson et al. This may cause systematic diﬀerences in the
results, especially the apparent oﬀsets of the triangles for Mg
and Ti relative to Ca in panels b and d.
We studied the correlations for the diﬀerent data sets by
calculating the slopes of least-squares bisector fits (Babu &
Feigelson 1992). These give the bisectors of two lines calcu-
lated as e.g. [O/Fe] = a+b [Ca/Fe] and [Ca/Fe] = c+d[O/Fe].
The slopes b and 1/d are often quite diﬀerent, and the un-
certainties in the resulting bisector slopes are relatively large.
For [O/Fe] vs. [Ca/H] the slopes are +3.0, +1.5, −1.3, respec-
tively, for the data of Edvardsson et al., for ours, and for those
of Cayrel et al. For the combined data the slope is +2.1. It
would be interesting to test whether this apparent systemati-
cally changing trend with the metallicity of the sample can be
confirmed with independent data.
For the three other panels in Fig. 10 the bisector slopes are
close to one and show no obvious systematic diﬀerences be-
tween the diﬀerent samples. This probably just indicates that
the real scatters in Mg, Si, Ca, and Ti vs. Fe have indistin-
guishable properties within the present limits of measurement
accuracy.
Decauwer et al. (2005, Fig. 6) have recently independently
demonstrated similar correlations among the diﬀerent α ele-
ments for a smaller sample of Pop II stars.
In trying to interpret the tendencies found we note that
the core-collapse supernova model yields, as calculated by
Woosley & Weaver (1995), Umeda & Nomoto (2002), and
Chieﬃ & Limongi (2004), show systematically larger amounts
of the lighter α elements relative to the heavier ones, as well as
to iron, the higher the SN initial mass. That is, an Initial Mass
Function varying with metallicity or time in the halo such that
the relative number of very massive stars was larger in the pop-
ulation which enriched the early Halo, and with a gradual shift
as the evolution progressed, could lead to the correlations ob-
served. Under the assumption that the α elements were made
in core-collapse supernovae, we have made simple integrations
of the yields of Woosley & Weaver (1995), Umeda & Nomoto
(2002), and Chieﬃ & Limongi (2004) for diﬀerent values of a
single-parameter IMF exponent. These experiments show that
in order for variations in the IMF for massive stars to be able
to explain the variations in Figs. 13a,b, and c, the exponent has
to decrease by two units, e.g., from −1.5 to −3.5 for the halo
stars.
For the disk, one could, as in Edvardsson et al.
(1993) speculate that significant fractions of Ca and Si were
contributed by SNe of type Ia or some other type of object
with relatively long lifetimes, in addition to what is provided
by the short-lived stars giving rise to core collapse SNe. This
could also be an explanation for the diﬀerent slopes in our
plots. It is possible that the characteristic time scale for SNe Ia
to form is relatively short as compared with the formation
time of the Halo stars, in particular if a fair fraction of them
come from accreted dwarf galaxies with a slow star-formation
rate (cf. Nissen & Schuster 1997). An important factor pre-
venting SNe Ia from forming may instead be low metallicity
(Kobayashi et al. 1998). Alternative explanations for the slopes
in Fig. 13 could be departures from LTE, diﬀerent for diﬀerent
α elements and varying with [Fe/H]. This possibility should be
explored systematically by detailed NLTE calculations.
We also investigated if our data show correlations similar
to the interesting relation between the abundances of Y, Ti, and
Fe found for Pop II stars by Jehin et al. (1999). Missing data for
Y and with limited data for Ti, we looked for relations between
Ba, Ca and Fe abundances. A tendency for [Ba/Fe] to increase
with [Ca/Fe] for stars around [Fe/H] ∼ −1.0 was found, but
in view of the uncertainties in the Ba abundances we do not
ascribe any clear significance to this tendency.
7.2. Correlations between deviations from mean
trends
We computed broken mean relations similar to that in Fig. 10
to define the trends in Fig. 3 and measured deviations from
these in the vertical direction. These deviations are denoted by
δ[X/Fe] for an element X.
An interesting first question is whether the scatter seen in
the [Na/Fe] diagram (Fig. 3b) is significant (so-called cosmic
scatter), or whether it may be explained as a result of errors in
the analysis. The scatter seems to increase for [Fe/H]< –1.0,
but the Na lines also get gradually weaker and may be more
diﬃcult to measure. We do not find any clear tendency for the
deviation δ[Na/Fe] to correlate with any other abundance devi-
ation, but possibly with δ[Al/Fe], at least in the sense that the
stars that seem most under-abundant in Na (for their [Fe/H])
are also under-abundant in Al, Fig. 14. This could contain in-
formation on synthesis; Na and Al are both odd nuclei and
the result of more complex nucleosynthesis in supernovae than
the α elements. We do not find any tendency for δ[Na/Fe] to
anti-correlate with δ[O/Fe], a tendency that might be present if
the anomalies found for some globular-cluster stars (e.g., Kraft
et al. 1997) were primordial and also represented among field
halo stars. We also do not find any clear tendency for δ[Na/Fe]
to vary systematically with the kinematical characteristics of
the stars.
An interesting fact is that diﬀerent δ[X/Fe] correlate for the
diﬀerent elements X = O, Mg, Si, Ca, and Ti; however, the
slopes are not identical (Fig. 15). Similar eﬀects show up for
halo stars and disk stars, as is seen in Fig. 15 where the stars are
denoted diﬀerently, depending on whether [Fe/H] is greater or
smaller than −1.0. It is important to study whether these corre-
lations do not simply reflect the results of correlated and more
or less spurious errors. We first discuss the existence of the
correlations as such, and then turn to the origin of the diﬀerent
slopes.





Fig. 14. Scatter correlation plot of Al and Na. δ[X/Fe] is the deviation
in [X/Fe] from a typical [X/Fe] at that [Fe/H]. The circles and crosses
represent, respectively, stars with [Fe/H] lower and higher than −1.0.
One way of explaining the correlations would be to advo-
cate that mean errors in [Fe/H] of typically 0.10 would lead to
slopes on the order of unity in Fig. 15. However, most expla-
nations for such errors would lead to correlated errors also in
e.g. [Mg/H], so that the resulting error in [Mg/Fe] would be
reduced. For instance, spurious eﬀective temperature errors of
±150 K would lead to errors in [Fe/H] of about 0.10 but less
than half of that in [Mg/Fe] (Table 6). Thus, with this approach
considerably greater errors than 0.10 dex in [Fe/H] seem to be
needed to explain the correlations as such. Another more phys-
ical explanation for the scatter along lines with unity slope in
Fig. 15 would be to claim that there is a true cosmic scatter in
[X/Fe] for our Halo stars due to diﬀerent SNe type Ia contribu-
tions of iron. Thus, some stars would come from populations
with such a slow star-formation rate that these SNe have al-
ready contributed significantly, resulting in comparatively low
[α/Fe] values, while other stars (at the same [Fe/H]) come from
regions still dominated by core-collapse SNe. Although this ex-
planation is not unrealistic, it would need further confirmation,
e.g. from dynamical arguments for a larger sample of stars.
Now we have to ask whether the diﬀerent slopes for diﬀer-
ent elements X in Fig. 15 could be the result of correlated er-
rors. Taking the spread along the line with unity slope as given,
we wonder whether the diﬀerent errors in the abundances for
the diﬀerent elements could spread the points from the line
such that it leads to diﬀerences in slopes. Qualitatively this may
be so. The slopes in Fig. 15 for O and Si are about 1.6 (panels
a and c), while it is as low as 0.7 for Ca (panel d). The fact that
the slope decreases in progression from X = O and Si, Mg, and
Ca in Fig. 15 may point in this direction, since we rate the qual-
ity of our relative abundances [X/Fe] as increasing in the same
order. We have found from numerical experiments that consid-
erable spurious errors are needed, however, on the order of 0.2,
0.2, 0.15, and 0.10, respectively, in [O/Fe], [Si/Fe], [Mg/Fe],
and [Ca/Fe] to induce variations in the slopes as great as ob-
served. Although not completely unrealistic, the results from
our comparisons with other studies above, as well as analysis
of intrinsic errors, suggest only half as great abundance errors.
Thus there may be a more physical explanation for the correla-
tions of Fig. 15.
It is natural to explore whether the tendencies of Fig. 15
also show up in the results of other studies. We inves-
tigated this for the studies of Gratton et al. (2003a) and
















Fig. 15. Correlations among the scatters found in Fig. 3 for diﬀerent
α elements X. δ[X/Fe] is the deviation in [X/Fe] from a typical [X/Fe]
at that [Fe/H]. The circles and crosses represent, respectively, stars
with [Fe/H] lower and higher than −1.0. Each line bisects the angle
between two linear least-square fits y = a + bx and x = c + dy (Babu
& Feigelson 1992).
Nissen & Schuster (1997), which were found (Sect. 6) to be
fairly consistent with ours and which contain enough deter-
minations of O, Mg, Si, and Ca abundances. We performed
the analyses for these two studies independently, plotting the
stars in the [X/Fe] vs. [Fe/H] diagrams with X = Mg, Si, and
Ca, fitting lines broken at [Fe/H] = −1.0 to the “tendencies”,
reading oﬀ δ [X/Fe], and plotting the diagrams corresponding
to Fig. 15. All stars with data were used, not just those over-
lapping with our sample; in total, there were 150 stars from
Gratton et al. (2003a) and 30 from Nissen & Schuster (1997).
The resulting diagrams are displayed in Figs. 16 and 17. It is
seen that very similar correlations to ours do result. When the
full sample of measurements are used, we find the mean slopes
in these diagrams as given in Table 7.
It is noteworthy that the slopes in the [O, Mg, Si, Ca/Fe]
vs. [Fe/H] diagrams of Edvardsson et al. (1993) (cf. also Fig. 3
above) for disk stars show a rather similar tendency to the
slopes in Figs. 15–17 and in Table 7, with a slope for O be-
ing about 1.4 times that of the α elements, while the slope
for Ca is about 0.70 of the mean slope. As mentioned above,
in Edvardsson et al. this slope diﬀerence was tentatively in-
terpreted as the result of variations in the fractions of ele-
ments contributed by diﬀerent types of supernovae. The sim-
ilarity between the slopes in the panels of Fig. 15 and those in
Edvardsson et al. becomes natural if our halo stars were con-
tributed from diﬀerent environments where star formation has
proceeded at diﬀerent rates with diﬀerent relative contributions
from SNe Ia.
Another possibility would be that we see the result from
spurious variations in the IMF at diﬀerent places in the early
Galactic Halo. There is increasing evidence that the IMF varies





















Fig. 16. Like Fig. 15 but for the data of Gratton et al. (2003a).
































Fig. 17. Like Fig. 15 but for the data of Nissen & Schuster (1997).
significantly for star formation occurring in diﬀerent environ-
ments. Thus, a uniform single-parameter IMF, such as the
Salpeter IMF, may merely reflect a statistical mean of stars
formed in many diﬀerent regions, while locally the IMF may
vary significantly; see, e.g., Elmegreen (2004) and references
therein. A type of variable-IMF eﬀect suggested to explain
relative-abundance diﬀerences similar to ours is that of Jehin
et al. (1999) and Decauwer et al. (2005). In the latter paper it
is proposed that even with a universal single-parameter IMF,
a low-mass star-forming region does not form enough stars to
make even a single very massive star, which could later expel
very much oxygen. The subsequent generation of stars, born
in the same cloud after the first epoch of core-collapse
Table 7. Slopes in correlation diagrams similar to Figs. 15 to 17 for
the added sample of measurements by us, Gratton et al. (2003a), and
Nissen & Schuster (1997). Data for the subsamples with [Fe/H]> –1.0
and ≤−1.0 are given separately, as well as for the full sample.
Diagram [Fe/H]
>−1.0 ≤−1.0 All
δ[O/Fe] vs. δ[〈Mg,Si,Ca〉/Fe] 1.77 1.79 1.84
δ[Mg/Fe] vs. δ[〈Si,Ca〉/Fe] 1.26 1.66 1.48
δ[Si/Fe] vs. δ[〈Mg,Ca〉/Fe] 1.59 1.04 1.25
δ[Ca/Fe] vs. δ[〈Mg,Si〉/Fe] 0.59 0.67 0.64
supernovae, would then be less oxygen-enriched than stars
formed in a more massive cloud where very massive stars could
also contribute extra oxygen. This scenario might be able to
explain the individual star-to-star scatter seen in Fig. 15. It is,
however, at odds with the observations for more metal-poor
halo stars of Arnone et al. (2004) of very small scatter in rela-
tive abundances.
There is also a possibility that the slope diﬀerences
for diﬀerent elements, in Fig. 15 and/or those discussed by
Edvardsson et al. (see above), merely reflect systematic errors,
e.g. varying with metallicity in the latter case. This could then
reflect eﬀects of departures from LTE or possibly convection
inhomogeneities. The eﬀects shown in Fig. 15 are, however,
diﬃcult to explain as being due to errors in eﬀective tempera-
tures or other model parameters as may be found from Table 5.
We conclude that another stellar parameter, e.g. related to ro-
tation or magnetic field, may be needed to explain the corre-
lations as results of spurious errors instead of real abundance
diﬀerences.
7.3. Abundances and kinematics
We divide our metal-poor stars ([Fe/H] < −1.0) into two sub-
samples, roughly corresponding to the class “accretion com-
ponent” of Gratton et al. (2003b), here VLSR < −200 km s−1
(9 stars), and their “dissipative collapse component”, here
VLSR > −200 km s−1 (17 stars). Gratton et al. suggest that
the accretion component stars have a lower mean and a larger
spread in [α/Fe] than those of the dissipative collapse com-
ponent. We find the following diﬀerences in mean [X/Fe],
∆〈[X/Fe]〉, and the ratios, Rσ([X/Fe]), of the standard deviation
of the scatter between the accretion and dissipative compo-
nents: ∆〈[Mg/Fe]〉 = −0.03 ± 0.06, Rσ([Mg/Fe]) = 1.7 ± 0.5,
∆〈[Si/Fe]〉 = −0.07 ± 0.08, Rσ([Si/Fe]) = 1.4 ± 0.5, and
∆〈[Ca/Fe]〉 = +0.01 ± 0.07, Rσ([Ca/Fe]) = 3.2 ± 1.1. These
R values are statistically significant and consistent with Fig. 6
in Gratton et al. (2003b) but even if our three ∆〈[X/Fe]〉 values
are considered together, they are not significantly diﬀerent from
zero. For oxygen, which is presumably formed in the same en-
vironments as the α elements, the corresponding figures are
∆〈[O/Fe]〉 = −0.05 ± 0.06, Rσ([O/Fe]) = 1.1 ± 0.35.
Finally, in Fig. 18 we may probably trace the tendencies
found by Gratton et al. (2003b) that stars of the dissipative












Fig. 18. Correlations of iron abundances and [α/Fe] with VLSR for stars
of the “dissipative collapse component” of Gratton et al. (2003b). In
panel b the line shows Eq. (3) of Gratton et al., the circles denote
[α/Fe]= 14 ([Mg/Fe] + [Si/Fe] + [Ca/Fe] + [Ti/Fe]), and the crosses
[α’/Fe]= 13 ([Mg/Fe] + [Si/Fe] + [Ca/Fe]).
component show increasing values of [Fe/H] and decreasing
[α/Fe] with increasing rotational velocity V .
8. Conclusions
We have determined chemical abundances for 43 metal-poor
solar-type stars, most of them dwarfs or subgiants from the
Galactic Halo and old Disk. The abundances were determined
for 13 elements, but for 4 elements only one spectral line could
be used.
The analysis was strictly diﬀerential relative to the Sun,
based on 1D LTE model atmospheres both for the Sun and for
the stars. Since the Sun is more metal-rich and thus diﬀerent
from all programme stars, systematic errors on the order of
0.15 dex might occur. Another problem may be the eﬀective-
temperature scale for which an estimated error of about 100 K
may cause systematic errors on the order of 0.07 dex. Other
important sources of error, which have not been explored here,
are eﬀects of convective inhomogeneities and departures from
LTE. The latter were, however, considered in deriving the oxy-
gen abundances from the O  IR triplet lines.
In contrast to what was suggested by Thévenin & Idiart
(1999), no overionisation of Fe was found from our single
Fe  line, which agrees with the finding of Gratton et al.
(2003a). Comparisons with other similar studies show agree-
ment for stars in common, with typical mean diﬀerences in
abundances significantly less than 0.1 dex. For the elements
only represented by one line, the diﬀerences may be larger.
We found relations of [X/Fe] vs. [Fe/H], with X = O, Na,
Mg, Al, Si, Ca, Ti, and Ni, similar to those that have been found
by others. Thus, for X = O we found a slight increase with de-
creasing [Fe/H], though much smaller than previously found
from the ultraviolet OH bands. Na behaves somewhat diﬀer-
ently compared to Al, for which there is an increase, similar to
that of Mg, Si, Ca, and Ti. There are some indications that the
relative abundance ratios of the α elements vary among the halo
stars and that some α abundances relative to Fe may increase
with decreasing metallicity. Ni behaves like Fe, as Sc and Cr
also seem to do.
We traced a scatter around the mean relations in the [X/Fe]
vs. [Fe/H] diagrams that may be partly real. There seem to be
correlations between the deviations in [X/Fe] from the mean
trends for diﬀerent α elements X, and the coeﬃcients in these
correlations are diﬀerent. This might be due to larger spuri-
ous errors than anticipated and understood, but may also have
a more physical explanation. The slope diﬀerences are simi-
lar to those in the [X/Fe] vs. [Fe/H] diagrams for disk stars,
which could result if the halo stars were formed in regions with
diﬀerent (and considerable) characteristic star-formation times.
Alternatives would be a widely varying IMF among the halo-
star forming clouds or a bias against the formation of very mas-
sive stars in a fraction of the clouds. Our results are consistent
with those of Gratton et al. (2003b) that stars that do not partic-
ipate in the rotation of the galactic disk show a lower mean and
larger spread in [α/Fe], than stars participating in the general
rotation which also show some correlation between [α/Fe] and
rotation speed.
We have also identified a number of stars with departing
or peculiar abundances, including two Ba stars – one of them
known before – and two stars that seem to have low [Ni/Fe]
abundances.
The present study is not optimal, a considerably larger sam-
ple, with spectra at higher S/N and wider wavelength coverage,
can be reached, even for more metal-poor and thus fainter stars.
The analysis can be improved by using hydrogen line profiles
to set the temperature scale and by using contemporary 3D hy-
drodynamical models and detailed NLTE modelling. In spite of
the existence of fairly consistent results for many stars covered
by recent studies, a new even larger homogeneous abundance
survey is important. In view of the unsolved problems concern-
ing the origin of the Halo and the early nucleosynthesis, as well
as the character of the “Halo-Disk transition” and the unknown
origin of the probably physical scatter along the mean abun-
dance trends, such a study is in fact needed. When designing
such a study, one should place emphasis on the selection crite-
ria applied. Until now, in all the studies of general Halo stars
known to us the kinematic criteria have been introduced in a
more or less ad-hoc way.
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