Abstract-The inversion of the monostatic normalized radar cross section (NRCS) data collected by an on-site C-band scatterometer and also RADARSAT-2 satellite are investigated to reconstruct some parameters of interest associated with landfast snow-covered sea ice in Cambridge Bay, Nunavut, Canada. The parameters of interest are temperature, density, salinity, and snow grain size. To this end, this remote sensing problem is cast as an inverse scattering problem in which a data misfit cost functional is to be minimized using a differential evolution algorithm. This minimization requires repetitive calls to an appropriate electromagnetic forward solver. The utilized electromagnetic forward solver attempts to model both surface and volume scattering components associated with the irradiated rough multilayered medium under investigation. The reconstruction results demonstrate the ability of this inversion algorithm to retrieve the parameters of interest with reasonable accuracy. In particular, the best performance of the inversion algorithm occurs when both the scatterometer and satellite NRCS data are simultaneously used in the inversion process.
I. INTRODUCTION
A CTIVE microwave remote sensing is a desirable method to observe the snow-covered sea ice in the Arctic, and retrieve some of its key characteristics such as its dielectric and physical properties. From a physical-model perspective, this requires good understanding of the scattering mechanisms governing the wave interaction with the snow-covered sea ice profile. To this end, the snow-covered sea ice is often considered as a layered medium with rough interfaces, containing individual scatterers within each layer [1] . Depending on the number of layers, the presence of interface roughness (surface scattering), and the inclusion of scatterers (volume scattering), different forward scattering models have been developed to calculate the scattered field emanating from the irradiated snowcovered sea ice profile. Models that consider surface scatterings are mostly based on Kirchhoff approximation [2] , [3] , small perturbation approximation [4] , [5] , and integral equations [6] , [7] . Among those that consider the presence of scatterers within each layer, one popular method is based on solving the vectorradiative transfer equation [8] . Different approaches have been proposed to solve this equation so as to calculate the scattering components, based on the assumptions made about the profile [9] . As in [10] , a temporal Mueller Matrix has been developed for inhomogeneous random medium. Finally, in the case of dense media, extinction and phase matrices associated with the vector-radiative transfer equation can be calculated through quasi-crystalline approximation (QCA) and Foldy Lax multiple scattering equations [11] . Finally, it should be noted that despite clear advantages of a forward model over the others, the final choice of a specific forward model depends greatly on the profile under investigation. Furthermore, to extract a profile's parameters of interest, say the complex permittivity profile of the snow-covered sea ice, from the measured scattering data, an inverse scattering algorithm is also needed to work in conjunction with an appropriate forward scattering model so as to reconstruct (retrieve) these parameters. The choice of this inverse scattering algorithm also affects the choice of the forward model. Previously, we have developed an inverse scattering (inversion) algorithm utilized to reconstruct the snow-covered sea ice dielectric profile from the simulated normalized radar crosssection (NRCS) data [12] . This algorithm was then successfully applied to the measured NRCS data collected at the sea ice environmental research facility at the University of Manitoba. Specifically, in [13] , we showed that the use of multiplefrequency NRCS dataset can provide sufficient information for accurate reconstructions. Also, in [14] , reconstruction was achieved through a time-series measurement and utilization of the retrieved profile at each time step as a priori information for reconstruction at the next time step. In all of these previous works, the boundary perturbation theory (BPT) [15] was used as our forward solver. The use of this forward solver, which does not take into account the volume scattering phenomena within each layer of the profile, was justified since the volume scattering effect within those profiles were negligible compared to surface scattering arising from the rough layered medium. In [16] , we applied this inversion algorithm to the measured NRCS data collected at Cambridge Bay, Canada. However, the reconstruction results were not successful due to the fact that the volume scattering component was not negligible anymore. Herein, we improve our inversion algorithm by advancing our forward solver to take into account the volume 1939-1404 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. scattering as well as the cross-polarized surface scattering components. We then apply this inversion algorithm to the monostatic NRCS data collected by RADARSAT-2 satellite, on-site C-band scatterometer, and the combination thereof to reconstruct the temperature, salinity, density, and snow grain size associated with landfast snow-covered sea ice in Cambridge Bay, Canada. (As will be described below, the measurements were performed in May 2014.) The world-map and magnified view of the measurement area is shown in Fig. 1 . Finally, it should be noted that this paper is a contribution to the J-STARS Special Issue based on our conference paper presented at the IGARSS 2015 [16] . Throughout this paper, a time-dependency of exp(−jωt) is assumed to transform time-domain signals to phasor-domain, resulting in a positive value for the imaginary part of the complex permittivity.
II. MEASUREMENTS
The measurement process consisted of four main components. 1) The in situ physical sampling of the snow and ice.
2) The time-series polarimetric monostatic NRCS measured data, which were collected by utilizing an on-site C-band scatterometer.
3) The satellite imagery of the measurement area. 4) The in situ lidar scans of the snow surface which were used to extract the roughness parameters of the air-snow interface. As will be described later, the physical sampling and lidar data are used either as a priori information to the inversion algorithm, or for reconstruction accuracy assessment. The measured NRCS data are then utilized as the input to the inversion algorithm to retrieve the parameters of interest.
A. Physical Sampling
A series of physical sampling of snow and ice was carried out in Cambridge Bay, Nunavut, Canada, starting May 12, 2014 , and with continuous measurements from May 20 to 28, 2014. In each physical sampling session, snowpack temperature and density were measured with a resolution of 2 cm. To later estimate the snow grain size at different depths, we spread the snow over a grid and took photos for visual assessment; see Fig. 2 . The snow samples were eventually melted to measure the bulk salinity of the snow at different depths of the profile. Ice cores were also extracted each time. After drilling holes in each core at every 5 cm (except for the first two points that have a 2.5-cm spatial resolution), a temperature probe was utilized for temperature profiling of the ice. Next, the ice core was cut in blocks with a thickness of 5 cm (except for the top 5 cm which was cut into two 2.5 cm blocks). These ice samples were later carried to the laboratory, and were then melted to measure their bulk salinity. The temporal in situ measured temperature, salinity, and density of the profile are shown in Fig. 3 from May 20, 9 A.M. to May 28, 9 A.M., with two or three times sampling carried out daily. Finally, the air temperature values manually measured above the profile are reported in Table I .
B. Scatterometer Measurements
Time-series monostatic polarimetric C-band NRCS measurements were carried out from May 20 to May 28, 2014. To achieve the minimum recommended height for scatterometer measurements (i.e., above 3 m based on the operator's experience), a setup was constructed to mount the equipment on, as shown in Fig. 4(a) . A near-field to far-field correction factor were applied to obtain the far-field scattered wave [17] . Also, to reduce the effect of random noise, the NRCS data measured within each hour were averaged into a single NRCS data point per hour. The scatterometer measured the NRCS for the incident angles ranging from 20
• to 65
• with 5
• intervals in the elevation plane. Also, for each incident angle, the scatterometer swept 30
• in azimuth plane and averaged the measured scattered field. This technique helps reduce the effects of local profile inhomogeneity at each incident angle on the measured NRCS. The measured NRCS data were later calibrated against the calibration data collected from a metallic trihedral in the field as depicted in Fig. 4(b) . Further details on this calibration procedure can be found in [17] . The excellent channel isolation of the scatterometer (greater than 30 dB) allows a single object calibration, resulting in equal values for σ HV and σ VH . The noise floor of the scatterometer system is measured at −40 dB. The measured co-polarized NRCS data for select incidents are shown in Fig. 8 . The gaps in the time-series data represent no measurement periods due to either logistic (e.g., generator failure) or environmental obstacles (e.g., whiteout periods). From the NRCS trend in Fig. 8 , the NRCS measurement period can be divided into two main periods: 1) 9 A.M. on May 20 to 4 P.M. on May 24 when the measured NRCS was stable and almost constant for each incident angle and 2) 5 P.M. on May 25 to 12 A.M. on May 28 in which the measured NRCS data started to change rapidly, went through an unstable period, and then seemed to stabilize again. In the first period, no significant meteorological events occurred during the NRCS measurements, and the NRCS data were stable, thus being appropriate to be used in our model-based inversion algorithm. On the other hand, from the beginning of the second period, a short series of drizzle, snow, and ice pellet occurred. These events seemed to have altered the snow-covered sea ice profile, thus resulting in a complex NRCS behavior in the second period.
C. Satellite Imagery
We also obtained the NRCS data of the snow-covered sea ice under investigation from the ScanSAR wide beam mode (dual HH-HV polarization) images of SAR georeferenced fine type from the Canadian RADARSAT-2 (active SAR operating in the C-band). The images are available for various days within May 2014, but the selected dates are the 3, 4, 11, 17, 18, 24, and 25 for the reasons to be explained later. To extract the NRCS from the satellite images, they were first calibrated to sigmanaught. Then, to reduce the speckle noise and yet retain the NRCS value integrity, a simple mean-box filter was applied to the images. As an example, Fig. 5 shows the processed products for May 17 and 18, with measurement location within the yellow rectangular. The ScanSAR images were zoomed in and cropped out in the vicinity of Cambridge Bay for a better view of the measurement location.
D. Lidar Measurements
A lidar laser scanner was employed on the measurement site to scan the height topography of the air-snow surface on May 23. These collected data were later utilized to calculate the roughness parameters of rms height and correlation length as shown in Fig. 6 and reported in Table II . As can be seen in this table, two sampling interval grids were used for the extraction of the roughness parameters. The average of these two different sets of roughness parameters will be provided to the inversion algorithm as a priori information. The procedure to calculate these roughness parameters can be found in [18] .
III. FORWARD SOLVER
As noted earlier, our inversion algorithm requires the use of an electromagnetic forward scattering solver. The role of this solver is to calculate the scattered field or scattering parameters associated with a profile that is illuminated by an incident field. (This profile is, in fact, the predicted profile at each iteration of the inversion algorithm.) Herein, the scattering parameter of interest is a phaseless quantity known as the NRCS, defined in [8] . Herein, NRCS is denoted by σ p/q for p-send q-receive polarization.
From one perspective, the scattered field from a rough layered profile, and consequently its NRCS, consists of two main components that are due to the so-called surface and volume scattering, each containing coherent and incoherent components [19] , [20] . Surface scattering is related to the interfaces between homogenous layers with different dielectric values, and volume scattering is related to the effects of the individual scatterers within each layer. Therefore, the total NRCS for rough layered media may be written as
where the subscripts s and v denote the surface and volume scattering components. Also, p/q denotes p-sent and q-received polarizations, where p and q represent vertical or horizontal polarizations. In what follows, we first introduce the method applied to calculate the surface scattering component. The calculation of the volume scattering component will then follow. For the discussion presented below, it is assumed that we have a rough multilayered medium consisting of (N + 1)th layers, numbered from 0 to N . As a result, we will have N interfaces, numbered from 0 to (N − 1). The layer 0 is consider to be the measurement half-space, which is air. The layer (N + 1) is considered to be the termination layer, which is also a half-space. The z-direction is assumed to be perpendicular to the layers' interfaces.
A. Surface Scattering
Herein, we first present the calculation procedure for the copolarized component of the surface scattering, and will then present the calculation of its cross-polarized component.
1) Copolarized Component:
To calculate σ pp s of a multilayered media with rough interfaces, the BPT is utilized as [15] 
where k 0 is the wavenumber in free space, m is the index denoting the mth layer, the superscript * denotes the complex conjugate, and
where the subscript ⊥ denotes the transverse component of the wave vector (transverse with respect toẑ direction). Moreover in (2), the first and second summation terms are associated with contributions of individual rough surfaces, and their mutual interactions, respectively. As noted in [15] , the second summation term is zero when the interfaces are assumed to be uncorrelated. The same assumption is made in this work, thus assuming the second summation term to be zero. Moreover in (2), the function W m denotes the spatial power density associated with the mth layer. This function is characterized as an exponential distribution, with h m denoting the rms height, and l m denoting the correlation length associated with the roughness of the mth interface. The detailed formulation and procedures to recursively calculate α parameters in (2) can be found in [15] , but the logic of BPT is as follows. The BPT first assumes flat interfaces for the whole profile and then finds the so-called generalized reflection and transmission coefficients, which will be introduced in (4) . It then considers the effects of roughness as equivalent current densities on flat interfaces to accommodate the incoherent scattering component. The tangential boundary condition is applied and these equivalent current densities are calculated based on the geometry of rough interfaces and the unperturbed field values. Since the roughness parameters of different layers, and subsequently their corresponding equivalent current densities, are considered to be uncoupled, a summation is utilized to find the total scattered field from the profile. Finally, the NRCS is derived from the calculated scattered field. A clear advantage of the BPT method is its simple recursive formulation that allows rapid NRCS calculation for any arbitrary number of rough homogeneous layers within its region of validity [15] . This is a vital property for our inversion algorithm scheme as it requires numerous calls to the BPT solver.
2) Cross-Polarized Component: The BPT is a first-order approximation solution. Therefore, the cross-polarized NRCS calculated through the BPT will be zero in a monostatic configuration [15] . Since we are planning to use the measured cross-polarized NRCS data in our inversion, the following procedure is considered to estimate the cross-polarization component σ pq s . To this end, we first start by noting that the cross-polarized NRCS of a rough interface between two halfspaces, 1) air and 2) a dielectric medium, can be calculated using the integral equation method (IEM) introduced in [6] and [21] . Herein, a Smith shadowing function is considered to calculate the backscattering [7] .
The next step will be how to adapt the IEM method mentioned above, which considers two half-spaces, to a multilayered medium. To this end, we treat the layers m and (m + 1) as two half-spaces with a rough interface. Using IEM equations, we then calculate its corresponding σ pq,(m) s . We will then use the concept of the generalized transmission coefficients [22] to transfer this σ pq,(m) s to the measurement half plane (air, or the 0th layer). As will be seen below, we will utilize two generalized transmission coefficients: 1) T p 0|m and 2) T q m|0 . The first one is utilized to bring the power down to the outset of mth layer, and the second one is used to transfer the power from the outset of mth layer to the measurement half-space (the 0th layer). We then incorporate the effect of loss within the mth layer into the formulation through the complex wavenumber of this medium. Finally, the summation of all the transferred components from each interface to the measurement half-plane results in the total cross-polarized surface NRCS. It should be noted that this proposed procedure provides an approximation for the cross-polarized surface scattering for multilayered medium, and is not an exact solution. Also, in [6] , the coefficients F pq are provided for an air-dielectric interface. To adapt this formulation to our problem, these coefficients were slightly modified to accommodate a dielectric-dielectric interface. This includes the utilization of appropriate wave vector, reflection coefficients, and refraction angles associated with a dielectric-dielectric interface.
To put the above discussion into mathematical formulation, the approximated cross-polarized surface scattering can be written as
where σ pq,(m) s can be found from IEM by substituting the 0th and 1st layers with the mth and (m + 1)th layers. In (3), T q m|0 is calculated based on T p 0|m using the reciprocity of the generalized transmission coefficient, as brought in [23] . Also, T p/q m|m = 1, and Δ m is the thickness of the mth layer (Δ 0 , which corresponds to the measurement half-space, is taken to be zero). Finally, k zm = k m cos θ m where the angle θ m is the refraction angle in the mth layer with respect to nadir assuming a flat interface, and k m is equal to k 0 for m = 0, and is equal to k 0 √ m otherwise. Finally, we note that the generalized transmission coefficients T can be obtained as [22] , [23] 
where R is the generalized reflection coefficient that is recursively calculated [23] , and R and T are the Fresnel reflection and transmission coefficients.
As can be seen, the above procedure for estimating the crosspolarized surface scattering NRCS does not take into account the presence of surface roughness. This is as opposed to the copolarized surface scattering component calculated by the BPT that does take into account the presence of rough surfaces. In an attempt to incorporate the effect of surface roughness into cross-polarized surface scattering NRCS estimation, we substitute the Fresnel field reflection coefficient in (4) with the following coherent field reflection coefficient based on [24] 
By considering this assumption, which is usually referred to as the quasi-specular reflection, the mechanism of reflection will be the same as Fresnel reflection, but the attenuation factor e −2k 2 n h 2 n cos 2 θn will incorporate the loss due to the roughness of the interface. Similarly, we substitute the Fresnel field transmission coefficient in (4) with the following coherent field transmission coefficient based on [25] 
We note that the utilization of the generalized transmission coefficients instead of Fresnel transmission coefficients allows us to take into account the multiple reflections due to the layered nature of the profile. This concludes our discussion on the calculation of the co-polarized and cross-polarized NRCS due to surface scattering.
B. Volume Scattering
Let us now consider how the volume scattering component of the NRCS is estimated in this work. To calculate σ is approximately calculated, and then transferred into the measurement half-space (i.e., air) using a similar procedure explained in the previous section as
It should be noted that the above formulation assumes that the volume scattering occurs in the layers sandwiched between the two half-spaces, and not the half-spaces themselves. The volume scattering σ pp,(m) v within each layer m is calculated by a heuristic single scattering model, which is equivalent to a single scattering radiative transfer model as [8] , [26] 
, and σ
pp,(m) v3
are due to the direct volume contribution of particles (e.g., ice or brine inclusions), particle-interface interactions, and interface-particle-interface interactions, respectively. To calculate σ
pp,(m) v1
, a cloud model is utilized as [8] 
In (9), L (m) is the power loss factor, and κ m = 2Im {k m } is the extinction coefficient approximated as inverse of the half of the skin-depth, as in [27] . Furthermore in (9), σ pp,(m) V is the volume backscattering coefficient defined as [26] 
In (10), U is the number of different types of spherical scatterers within each layer of snow (e.g., water, brine, and ice particles), and N i is the number of scatterer of type i. Moreover, r i is the radius of a single scatterer and V i is its respective volume fraction [28] . Also, σ bi is the scattering cross section of a single scatterer, and can be calculated as [29] 
(11) In (11), i and b are the permittivity values of the scatterer and its background, respectively. Depending on the size of each scatterer, we either use the Rayleigh approximation (i.e., the first condition) or the Mie scattering (i.e., the second condition) in (11) . The unknown coefficients a (n),i and b (n),i are defined in [8] and [29] , and are calculated recursively.
Next, the particle-interface contribution σ
is calculated as [8] 
We note that in (12), we use the quasi-specular reflection assumption; i.e., (5) is used to calculate the reflection coefficient. considers a double reflection from the bottom interface and double loss for the direct volume contribution as [8] 
Similar to the above, the quasi-specular reflection assumption is used to calculate the reflection coefficient. This concludes our discussion on the calculation of the co-polarized volume scattering component of the NRCS. We also note that the limitation of this method lies in the fact that its calculated cross-polarized volume scattering component of the NRCS becomes zero for the monostatic configuration. For better understanding and further discussion on the above forward solver, please refer the Appendix. Now that our forward solver has been described, let us consider Fig. 7 that shows the comparison of the simulated and measured NRCS data at 2 P.M. on May 24, 2014. This time was chosen due to concurrent NRCS measurements by both the on-site scatterometer and the satellite. For the co-polarized σ HH in Fig. 7(a) , we have shown the surface scattering component and the volume scattering component as well as their summation (total component). As can be seen, the summation of the simulated surface and volume scatting components follows the NRCS measured by the scatterometer closely. It should be mentioned that we speculate the unexpected variations in the NRCS measured by the scatterometer is caused by local inhomogeneities at some incident angles. On the other hand, the NRCS measured by the satellite is calculated by averaging an area of few kilometers, thus tending to cancel out the effects of any local inhomogeneity. Therefore, the NRCS data from the satellite are closer to the simulated NRCS. It is also worthwhile to note that the large value of volume scattering component in comparison with the surface scattering component for the profile under study may explain the similar values observed for the measured σ HH and σ VV as shown in Fig. 8 . In addition, Fig. 7(b) compares the simulated and measured cross-polarized NRCS data, namely σ HV . As noted above, our forward solver only estimates the surface scattering component of the cross-polarized NRCS. This could be the reason for the large discrepancy between the measured and simulated σ HV . Therefore, to crudely compensate for the absence of the crosspolarized volume scattering component in our forward solver, a calibration factor is introduced based on the mean difference of the measured and simulated data. Under the speculation that the cross-polarized volume scattering component varies slightly for different incident angles, we obtain the calibrated simulated σ HV as
In (14), the calibration coefficient A 0 is taken to be 7.3 dB. Of course, this calibration factor is for the profile under study in this paper, and can vary for other profiles of interest. Furthermore, the accuracy of this forward scattering model was assessed by comparing with the measured NRCS data reported in [30] . Our simulated NRCS values are in agreement when compared to the reported values, with lower accuracy for the cross-polarization component. Finally, it should be noted that we acknowledge that the proposed framework for crosspolarization calculation is based on a crude model, and requires further development. Also, more comparisons with different measured datasets will be part of the future work. Nonetheless, this method lays the ground work for more accurate models to better simulate the cross-polarization component. Within the framework of this paper, we speculate that the use of the above calibration method alleviates some errors associated with the cross-polarized component calculation.
IV. INVERSION ALGORITHM
The inversion algorithm reconstructs the parameters of interest from the measured NRCS data. To this end, the inversion algorithm iteratively updates these parameters by minimizing a data misfit cost functional. This process, which requires repeated calls to a forward solver, continues until the inversion algorithm converges to a solution. This solution will then serve as the reconstructed parameters associated with the snowcovered sea ice profile of interest. In our case, the data misfit cost functional to be minimized is the difference between the measured NRCS and the simulated NRCS due to a set of unknown parameters. However, due to the ill-posedness of this problem, the minimization may result in an unstable (i.e., oscillatory) solution, and also the uniqueness of the solution is not necessarily guaranteed [31] , [32] . To treat the ill-posedness of the problem, the data misfit cost functional needs to be regularized. In this paper, the utilized regularization is a projectionbased regularization scheme [33] . In our implementation, this regularization technique defines the possible range of values for each unknown parameter to be retrieved, thus projecting the solution space into a smaller subspace. To further treat the ill-posedness issue, it is recommended to increase the number of measurements as much as possible. The reason behind this idea can be explained as follows. For every measurement, there is an operator that maps the snow-covered sea ice information to the NRCS data. Thus, the collective nullspace associated with the problem can be thought as the intersection of all these individual operators' nullspaces. It is, therefore, expected that the collective null space will be minimized as the number of operators increases.
Our inversion algorithm utilizes a global optimization method, known as the differential evolution (DE) algorithm [34] , to iteratively minimize the following data misfit cost functional
In (15), χ is the vector containing the unknown parameters of interest which will be described in the next section, M denotes the number of the measurements at various incident angles, and p/q denotes different utilized polarization configurations. Also, Ψ n inc and Ψ n scat denote the nth azimuth and elevation for incident and scattering angles, respectively. Finally, f is the frequency of operation, which is a fixed frequency at the C-band. The weighting factor in (15) normalizes the discrepancies to the measured NRCS, thus balancing the data for each incident angle. In this paper, we consider a monostatic configuration; thus, Ψ n inc = Ψ n scat . Also, two combinations of p/q will be considered herein: 1) HH and 2) HV.
The procedure by which the DE algorithm minimizes (15) is as follows. For each unknown to be retrieved, a number of agents are randomly distributed in the search space. Next, an off-spring for each agent is created from three parents, one with the lowest value of C (i.e., the fittest element) and two randomly. Each off-spring y is created through [33] 
In (16), ξ and ζ are chosen to be 0.5 and 0.8, respectively [33] . Next, the C value of each parent and its off-spring is compared and the one with a lower value (i.e., fitter agent) evolves into the next generation. This is considered to be the first iteration. Same procedure is continued till we reach a preset number of iterations or minimum value for C. Finally, as can be seen in (15) , evaluating C involves the simulated NRCS, which is calculated based on the forward solver introduced in Section III.
V. INVERSION STRATEGY
Herein, we present the assumptions made in our inversion algorithm as follows.
A. Snow-Covered Sea Ice Parameterization
Based on our field observations and the physical sampling results, we divide the snow cover into three distinct layers: 1) new snow layer; 2) original snow layer; and 3) basal layer. The new snow layer is due to the recent snow falls, has zero salinity, and is considered dry (no water in liquid phase). Next comes the older original snow layer that is due to previous snow falls. This layer has gone through metamorphism, thus having larger grain size. It is also slightly saline due to its adjacency to the third layer, which is the oldest snow layer. The third layer is the basal layer, which is highly saline. This layer is due to the first snow fall on the sea ice. The metamorphism has led to the presence of depth hoars in this layer. Herein, the second and third layers are taken to be brine-wetted dry snow. The presence of brine might be due to the upward movement of brine from the sea ice into the snow, or initial snowfall over frost flowers. These values are typical of many measurements of snow covered smooth first year sea ice [1] , [35] . Fig. 2 depicts the snow samples associated with each of these layers. Finally, we note that the ice layer is assumed to be a half-space in the inversion algorithm. 
B. Temporal Average
Our physical sampling demonstrates that the profile under study has changed minimally up to May 25, in particular for the parameters of interest that play a key role in profile's backscattering. Therefore, we propose to consider a single temporally averaged profile to represent the snow-covered sea ice for the aforementioned time period. This can be further verified considering the NRCS measured by the scatterometer as shown in Fig. 8 . It is evident that the NRCS values are fairly unchanged for each incident angle since the beginning of scatterometer measurements on May 20 till the end of the observation period. Therefore, we calculate the temporal averages of the measured salinity, temperature, and density for each layer within the snow as well as the ice (Table III) . We then take these averages as our reference snow-covered sea ice profile. Also, we note that in Table III , the snow grain size is reported based on in situ visual evaluation of snow grains using an mm-grid etched plate. In addition, Fig. 9 shows these calculated average values with the uncertainty bars representing the standard deviation values. Concerning this plot, it should be noted that although the average snow depth is assumed to be 18 cm, the actual snow depth varied in each measurement session within a standard deviation of about 3 cm; thus, there exists a larger uncertainty bar for the top layer in Fig. 9 . Consequently, the values for the upper two points show unrealistic standard deviations, leading to an artificial lower density. However, it should be noted that the averaging of the values associated with the top six measurement points in our simulation mostly corrects this effect. Also, it is expected that the temperature of the top snow layer to be be more affected by hourly air temperature and solar radiation changes. Therefore, a larger variation is present for this top layer. (Temperature of the top layer will not be used in the permittivity calculation of the top layer since the top layer is assumed to be dry snow.) Based on our visual inspections, the snow grain size at various depths is as follows. For the first top six points, the grain radius was roughly 0.1 cm. Also, for the next three points, this radius is approximated as 0.2, 0.2, and 0.5 cm. Finally, we note that we did not have access to physical sampling for May 3 and 4; however, no significant meteorological event took place from these dates up to the start of our physical sampling. Therefore, the whole period from May 3 to 25 is assumed to have minimal changes. In addition, although the air mean temperature difference between May 4 and 11 is about 13.8
• , we expect that the deviation of temperature in lower snow layers between these dates is minimal due to snow's small thermal conductivity. Also, as noted above, the top layer of snow is considered to be dry; thus, its contribution to the NRCS will be only density-dependent. 
C. Formation of the Vector of Unknowns
The choice of the vector of unknowns is mainly affected by our measured data, which is the NRCS. That is, we are interested in parameters that affect the NRCS in our utilized physical model. These parameters are the complex permittivity of each layer as well the grain size. In our inversion algorithm, the complex permittivity is obtained through proxy formulations to be explained in the next section. To this end, for the top snow layer (new snow), only the density will be retrieved, since this layer is considered to be dry snow; thus, having its density will be sufficient to calculate its corresponding permittivity. For the third snow layer (basal layer), the salinity, temperature, density, and radius of the snow grain are treated as unknowns to be retrieved. As noted above, the middle original layer is a transitional layer. Therefore, its parameters will be calculated based on the properties of the top new snow and bottom basal layer. This realistic model simplification allows us to reduce the number of problem unknowns and alleviate the ill-posedness associated with the electromagnetic inversion. Specifically, the density of this layer is taken to be the average of the new snow and basal layer, its salinity is taken to be one-third of the basal layer's salinity, and its temperature is approximated to be the same as that of the basal layer. These assumptions are based on our physical observations and the thickness of the middle and bottom snow layers. All other parameters are considered to be a priori information that are available through methods such as in situ physical sampling, lidar measurements, and the general knowledge of the typical seasonal snow-covered sea ice in the area. For example, all the roughness parameters are provided to the inversion algorithm as a priori information. Based on the lidar measurements reported in Table II , the average rms height and correlation length of the air-snow interface are taken to be 0.12 and 2.34 cm, respectively. Moreover, for the inner snow interfaces, we assume a roughness based on the grain size in an ad hoc manner. Therefore, an rms height and correlation length of 0.20 and 2.00 cm, and 0.50 and 5.00 cm, are assumed for the new-original and original-basal layer interfaces, respectively. For snow-ice interface, an almost smooth condition is assumed based on field observations with a typical rms height and correlation length of 0.15 and 8.50 cm, respectively, which is similar to previously reported values [28] . The expected ranges of unknowns in our projection-based regularization scheme are as follows. Temperature of the bottom layer, salinity of the bottom layer, density of the bottom layer, density of the top layer, and radius of the snow grain are expected to be in the intervals of [−7, −1] in
• C, [4, 15] 
D. Use of Proxy Formulations
After updating the unknowns, introduced above, at each iteration of the inversion algorithm, we need to obtain the complex permittivity profile associated with the predicted profile so as to find its corresponding simulated NRCS. To this end, the proxy formulations introduced in [8] , [26] , and [28] are utilized to calculate the permittivities of dry snow, brine-wetted dry snow, and sea ice based on these retrieved parameters.
VI. INVERSION RESULTS
Herein, we first present the three scenarios that we consider for inversion. The inversion results associated with each scenario will then be presented and discussed.
A. Three Scenarios
Herein, we investigate the reconstruction of the snowcovered sea ice whose reference profile is reported in Table III by utilizing the inversion algorithm introduced in Section IV in conjunction with the forward solver presented in Section III. To this end, we consider three different inversion scenarios distinguished by the measured data available to the algorithm. In Scenario (I), the NRCS given to the inversion algorithm is the NRCS data collected by the satellite on the seven dates mentioned in Section II-C. Given that we are using dual polarization data (HH and HV), and we have seven different incident angles, the number of data points will be 14 in this scenario. In Scenario (II), the dual-polarized (HH and HV) NRCS measured by the on-site scatterometer is given to the inversion algorithm. Noting that we have 10 incident angles in this scenario, the total number of data points will be 20. [Note that each data point in Scenario (II) is the temporal average of the NRCS data collected over the period of interest.] Finally, in Scenario (III), we utilize the NRCS measured by both the scatterometer and satellite. Since the incident angles in Scenarios (I) and (II) are not exactly the same, Scenario (III) will have more information regarding the profile of interest.
B. Results and Discussion
The reconstructed salinity, temperature, density, and snow grain size for these three scenarios are depicted in Fig. 10 . These reconstructions are color-coded: blue, red, and green represent Scenarios (I), (II), and (III), respectively. For example, in Fig. 10(a) , the three reconstructed temperatures at the basal layer, shown by colored solid vertical lines, correspond to these three scenarios. These reconstructions can then be compared with the reference temperature at this layer, which is shown by the dashed black curve. Also, as noted in Section V-C, the parameters of the original snow layer (middle snow layer) are found based on the reconstructed properties of the first and third snow layers. That is why in Fig. 10(a) , the temperature of the original snow layer (three dashed colored vertical lines) coincide with the reconstructed temperature of the basal layer. Finally, we note that the colored-dashed-dotted line is the temperature of the new snow layer, which is not used in the inversion algorithm for the reasons explained in Section V-C, and is brought here for demonstration purposes. Fig. 10(b) shows the reconstructed salinity at the basal layer for these three scenarios (see colored solid vertical lines). Similar to Fig. 10(a) , the salinity of the original snow layer can be obtained from these reconstructed salinity values, and is presented by dashed-colored vertical lines. (The salinity of the new snow layer is not used in the inversion algorithm.) Finally, Fig. 10(c) represents two different parameter reconstruction: 1) the density and 2) the snow grain size. As can be seen, the reconstructed density values at the new snow layer as well as the basal snow layer are shown with colored solid vertical lines. Based on Section V-C, the density of the original snow layer can then be found by knowing the reconstructed density values at the new and basal snow layers. Furthermore, Fig. 10(c) shows the reconstructed snow grain size for the basal layer. The black circle is the reference size, and the colored concentric circles represent the reconstructed snow grain size for these three scenarios. The snow grain size for new snow layer has been taken as a priori information, and that of the original snow layer has been obtained based on the reconstructed snow grain size of the basal layer. Finally, the radius of brine inclusions is also taken as a priori information that is equal to 1.5 mm.
The calculated average of the reconstruction relative errors for Scenarios (I), (II), and (III) are 32%, 18%, and 13%, respectively. These reconstruction results confirm our speculation that with an increase in the number of measurements (i.e., NRCS data points), the reconstruction accuracy increases. Finally, as can be seen in Fig. 10(c) , it is interesting to note that for all the three scenarios, the accuracy of density retrieval is higher for the top layer compared to the basal layer. When comparing Scenario (II) and Scenario (I), we should bear in mind that the area scanned by the scatterometer is a few meter squares while that of the satellite is a few kilometer squares. On the other hand, the reference profile for the reconstruction accuracy was also calculated based on the in situ physical measurements around the scatterometer area. Therefore, the accuracy of the reconstruction results are slightly biased toward Scenario (II). Nevertheless, the nature of the landfast snow-covered sea ice in the measurement area and our field observations both confirm the validity of the assumption of a homogenous profile for the area used for satellite NRCS extraction. A further confirmation of the homogeneity assumption is the higher reconstruction accuracy of Scenario (III) compared to Scenario (II), which would have not happened if the reference profile was not representative enough for the area under investigation. Finally, it is worth noting that the inclusion of volume scattering in our forward solver was critical in successful inversion for the snow-covered sea ice profile studied in this paper. In fact, a sole surface scattering model failed to accurately retrieve the unknown parameters as shown in [16] .
VII. CONCLUSION
We have considered the inversion of the monostatic NRCS data collected from landfast snow-covered sea ice in Cambridge Bay, Nunavut, Canada, in May 2014. The NRCS data were collected using an on-site C-band scatterometer as well as RADARASAT-2 satellite. It was shown that the inclusion of the volume scattering component in the electromagnetic forward solver is crucial for accurate NRCS modeling for the profile under study. Thus, it is also crucial for obtaining accurate inversion results. To this end, the concept of the generalized transmission coefficients in conjunction with the volume scattering component of a single layer was utilized to model the volume scattering component of our multilayered rough medium. In addition to the co-polarized NRCS data, the crosspolarized NRCS data were used in the inversion process to increase the number of data points.
The developed inversion algorithm retrieves the temperature, salinity, density, and snow grain size of the snow-covered sea ice profile through iterative minimization of a normalized data misfit cost functional. This cost functional is associated with a discrepancy between the NRCS data simulated by our proposed forward solver and the measured NRCS data. Moreover, a projection-based regularization was utilized to tackle the inversion ill-posedness. Based on the measured NRCS dataset provided to the inversion algorithm, we studied three different inversion scenarios in which satellite data [Scenario (I)], scatterometer data [Scenario (II)], and finally the combination thereof [Scenario (III)] were fed to the inversion algorithm. There were 14 data points available through satellite and 20 data points available through scatterometer measurements (HH and HV polarizations for each incident angle). Based on the reconstruction results, it was shown that the reconstructed profile became more accurate as the number of input data increased; with the best reconstruction achieved through Scenario (III) (mean relative reconstruction error of 13%).
Based on the comparison of these three scenarios, it can be concluded that if satellites with shorter revisit times are to be employed for this application, the reconstruction accuracy may be enhanced. This may be particularly pertinent as the new "sentinel" series and the constellation missions of ESA and CSA come online. In addition, the inversion algorithm utilized some a priori information to reconstruct the unknown parameters. Assuming that more NRCS data points become available, e.g., through more incident angles, bistatic NRCS data, and more frequencies of operation, the inversion algorithm may be able to treat some of these a priori information as the actual unknowns in the inversion process.
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APPENDIX

A. Volume Scattering
Herein, we demonstrate how single volume scattering with multiple boundary reflections can be formulated based on the concept of the generalized transmission coefficients. To demonstrate this, we assume a three-layered medium (numbered as 0, 1, and 2) containing volume scatterers within the middle layer. The middle layer is sandwiched between two homogeneous half-spaces. This direct calculation provides insight into the role of the generalized transmission coefficient as utilized in Section III-B for multilayered medium. To take into account multiple reflections within this three-layered medium, we utilize a ray-tracing technique as introduced in [22] . Since the discussion here is focused on co-polarized scattering, we drop the p/q superscripts for simplicity.
To begin the discussion, let us assume that the field within the middle layer experiences volume scattering due to a differential volume. The tube shown in Fig. 11 contains the differential volumes over which the effect of volume scattering is integrated so as to find the collective volume scattering due to that tube. This volume scattering can be of two types: 1) backscattering and 2) bi-scattering. Based on [8] , the scattered power P tube s due to the interaction of the incident power P tube i with a volume scattering tube can be found as
where k z and Δ belong to the middle layer. (This notation holds for the rest of this appendix.) To complete our list of notations, we assume that P tube s /P tube i is equal to |V| 2 , where V represents the field volume scattering due to the tube. In the case of backscattering, we denote this as V b , and in the case of bi-scattering, it is denoted as V bi . As noted above, the collective volume scattering can be due to backscattering and bi-scattering from the tubes. Let us now consider the backscattering. As will be explained, backscattering can occur under two scenarios. In the first scenario, the wave enters the tube from the above, and will then be scattered back. To understand this scenario, let us consider Fig. 11(a) . As can be seen, the tube can be at position (i), (ii), etc. The field will be transferred to each position with a coefficient of T 0|1 , T 0|1 R 1|2 R 1|0 e 2jkzΔ , etc., respectively. Furthermore, for any of these positions, the scattered field will be transferred to the first half-space by T 1|0 , T 1|0 R 1|2 R 1|0 e 2jkzΔ , etc., as depicted in Fig. 11(c) . Therefore, the total effect will be
Each of the last two parenthesis in (18) contains an infinite geometric series. Therefore, they simplify as
(19) We note that R i|j = −R j|i . In (19) , T represents the generalized transmission coefficient introduced in (4). Now let us calculate the corresponding NRCS as
where C 0 and R r are the cross-sectional area of the tube and the observation distance from the profile, respectively. Therefore, this NRCS will be
where σ 1 is the NRCS observed at the first half-space (layer 0), and σ (1) v1 is the NRCS corresponding to the middle layer (layer 1) associated with this scenario whose effect is transferred to the 0th layer via T 1|0 and T 0|1 coefficients. To link this to the three mechanisms presented in Section III-B, we note that this scattering is associated with the particle backscattering. This concludes our discussion on the first scenario for backscattering. Now, let us consider the second scenario for volume scattering due to backscattering, as shown in Fig. 11(b) . In this scenario, the field enters the tube from the bottom due to reflection(s) at the interface of layer 1 and layer 2. The field is then back-scattered by the tube, and will then reach the 0th layer. This can be better understood by noting Fig. 11(b) in which the tube could be at position (i), or (ii), etc. The field will be transferred to each position with a coefficient of T 0|1 R 1|2 e jkzΔ , T 0|1 R 1|2 2 R 1|0 e j3kzΔ , etc. Furthermore, for any of these positions, the scattered field will be transferred to the first half-space by T 1|0 R 1|2 e jkzΔ , T 1|0 R 1|2 2 R 1|0 e 3jkzΔ , etc., as depicted in Fig. 11(d) . Therefore, the total effect will be
The last two parenthesis in (22) each has an infinite geometric series. Therefore, they simplify as
Consequently, utilizing (20) , the NRCS respective to this scenario is calculated as
where σ 2 is the NRCS observed at the first half-space (layer 0), and σ (1) v3 is the NRCS corresponding to the middle layer (layer 1) associated with this scenario whose effect is transferred to the 0th layer via T 1|0 and T 0|1 coefficients. To link this to the three mechanisms presented in Section III-B, we note that this scattering is associated with the interface-particleinterface scattering mechanism. This concludes our discussion on the second scenario for backscattering.
We will now consider the volume scattering due to biscattering effects of the scatterers within the middle layer. This bi-scattering can happen under two scenarios. The first scenario involves an incoming field as shown in Fig. 11(b) . Upon reflection(s) from the interface of layer 1 and layer 2, this field enters the tube. The volume scattering then occurs in a bi-static fashion, and the resulting scattered field enters the half-space (layer 0) as depicted in Fig. 11(c) 
The second scenario for volume scattering due to biscattering is simply the mirror of the first scenario. This would give a multiple of two to the right-hand side of (26) . Therefore utilizing (20) , the NRCS due to this configuration is calculated as
where σ 3 is the NRCS observed at the first half-space (layer 0), and σ (1) v2 is the NRCS corresponding to the middle layer (layer 1) associated with this bi-scattering configuration whose effect is transferred to the 0th layer via T 1|0 and T 0|1 coefficients. Similarly, to link this to the three mechanisms presented in Section III-B, we note that this scattering is associated with the particle-interface scattering mechanism.
To account for the effect of all different configurations, we utilize a summation as in [8] to calculate the total NRCS σ v . Thus, from (21), (24) , and (27) , it follows
As can be seen, the above equation is identical to (7) for a three-layered medium considered here. In addition, (28) may be rewritten as
where we refer to T as the generalized transmittivity. If we consider only one reflection (i.e., Fresnel reflection and transmission coefficients instead of generalized coefficients), (29) will be identical to the expression presented in [8] for a similar profile.
B. Surface Scattering
Herein, we consider the same profile as presented above. The goal is to show how the cross-polarized surface scattering is calculated. Let us assume that the surface scattering component due to the first interface is σ pq, (1) 
where S represents the field cross-polarized surface scattering effect at the interface of the layers 1 and 2 assuming that these layers are half-spaces. Again, utilizing the formulation for an infinite geometric series, we simplify (30) as
Assuming that the field surface scattering S results in the corresponding NRCS of σ pq, (2) 
As can be seen, this is consistent with the formulation presented in Section III-A2.
