The standard LM tests for spatial dependence in linear and panel regressions are derived under the normality and homoskedasticity assumptions of the regression disturbances. Hence, they may not be robust against non-normality or heteroskedasticity of the disturbances. Following Born and Breitung (2011), we introduce general methods to modify the standard LM tests so that they become robust against heteroskedasticity and non-normality. The idea behind the robustification is to decompose the concentrated score function into a sum of uncorrelated terms so that the outer product of gradient (OPG) can be used to estimate its variance. We also provide methods for improving the finite sample performance of the proposed tests. These methods are then applied to several popular spatial models. Monte Carlo results show that they work well in finite sample. (2011), we introduce general methods to modify the standard LM tests so that they become robust against heteroskedasticity and non-normality. The idea behind the robustification is to decompose the concentrated score function into a sum of uncorrelated terms so that the outer product of gradient (OPG) can be used to estimate its variance. We also provide methods for improving the finite sample performance of the proposed tests. These methods are then applied to several popular spatial models. Monte Carlo results show that they work well in finite sample.
Anselin and Bera (1998) and Baltagi, et al. (2003) , to mention a few. Among the popular tests for spatial dependence, the LM test is simple to compute as it does not require the estimation of the spatial effects. However, the standard LM tests for spatial dependence in linear and panel regressions are derived under the assumptions that the regression errors are normal and homoskedastic, and hence may not be robust against these types of misspecification. Indeed, heteroskedasticity and non-normality are the two most typical forms of misspecification commonly cited in economic applications. Hence, it is highly desirable to find ways to 'robustify' the standard LM tests so as to take advantage of their computational simplicity. Anselin (1988b) pioneered research along these lines for spatial models, and provided a heteroskedasticity and non-normality robust test for spatial error dependence in a linear or nonlinear regression by following the methods of White (1980) and Davidson and MacKinnon (1985) . Recently, Born and Breitung (2011) proposed simple regression based tests for spatial dependence in linear regression models, based on an elegant idea: decomposing the concentrated score function into a sum of uncorrelated components -making use of the fact that the diagonal elements of the spatial weight matrix are zero -so that the outer product of gradient (OPG) method can be used to estimate the variance of the score. This method leads naturally to OPG variants of the LM statistics that are robust against heteroskedasticity and non-normality. However, the finite sample performance of the OPG-based LM tests can be poor due to heavy spatial dependence, see the Monte Carlo experiments below.
This paper generalizes the idea of Born and Breitung (2011) to a more general class of LM statistics, as long as their numerator can be written as linear-quadratic forms of the error vector. Another important issue considered in this paper is the finite sample performance of the spatial LM tests. Recently, Yang (2010) and Baltagi and Yang (2013) showed that the standard LM tests for spatial regression models (linear or panel) may suffer from severe finite sample size distortion when spatial dependence is heavy. Instead, they proposed standardized LM tests that correct for both the mean and variance of the standard LM test statistics. While these standardized LM tests are derived under the assumption that the errors are homoskedastic, the results do show that centering and rescaling play important roles in improving the finite sample performance of these LM tests, in particular when an OPG variant of the LM test is used. However, under heteroskedasticity of the disturbances, it is more challenging to center an LM test as the analytical expression of the centering factor typically involves the unknown variances of the error terms. We propose nearly unbiased estimators of this centering quantity, leading to improved OPG-LM tests.
The rest of the paper is organized as follows. Section 2 presents general methods for constructing an OPG-variant of an LM test so that it becomes asymptotically robust against both heteroskedasticity and non-normality. Section 3 applies these general methods to some popular spatial models (linear and panel), to give the standard OPG-LM tests and their corresponding finite sample corrected versions. Section 4 presents some Monte Carlo results, and Section 5 concludes the paper. All proofs are given in Appendix.
General Methods
Consider the general model
with a dependent variable Y n conditional on a set of independent variables X n , and spatial weight matrices W 1n . . . W kn . In this case, θ denotes the parameters of the model considered, while λ denotes the spatial parameters. ε n is an n-vector of model errors, independent but not (necessarily) identically distributed (inid) with mean zero and variances σ 2 i , i = 1, . . . , n. Popular spatial regression models and spatial panel data models can all be written in this form. For example, the spatial autoregressive (SAR) model, Y n = λW n Y n +X n β +ε n , can be written in the form: B n (λ)Y n − X n β = ε n where B n = I n − λW n and I n is an n × n identity matrix. The spatial error regression model, Y n = X n β + u n ; with u n = λW n u n + ε n , can be written as B n (λ)(Y n − X n β) = ε n . Combining these two models gives a spatial autoregressive model with spatial autoregressive error (SARAR) that can be written in the form B 2n (λ 2 )(B 1n (λ 1 )Y n − X n β) = ε n where B rn (λ r ) = I n − λ r W rn , r = 1, 2. The panel versions of these models with fixed effects can also be written in the form of (1) after a transformation to eliminate the fixed effects. Our null hypothesis corresponds to the nonexistence of spatial effects, leading to null models being typically the classical linear regression models, or the classical panel data models with fixed effects, so that the test can be carried out using only the OLS estimates and residuals. See Anselin (1988b) for a comprehensive coverage of the popular spatial regression models, and Baltagi, et al. (2003) for the LM tests in the spatial panel data regression models. While our discussion focuses on spatial models, the methods presented below apply to more general econometric models.
One-directional test
Consider the case where k = 1, i.e., λ is a scalar. Suppose that the numerator of the LM test statistic for testing H 0 : λ = 0, derived under normality and homoskedasticity, can be written as a linear-quadratic form in ε n :
where A n is an n × n non-stochastic matrix that may involve X n and W n , and b n is an n × 1 non-stochastic vector that may involve X n and some model parameters contained in θ. This holds if the null model is a linear regression model or a panel data model with fixed effects. Clearly, the matrix A n is crucial in the application of the OPG method for variance estimation. For example, for the SAR model described above we have
For the spatial error components (SEC) model introduced by Kelejian and Robinson (1995) we have
Kelejian and Prucha (2001) presented a central limit theorem (CLT) for the above linearquadratic (LQ) forms, which we will use to prove most of our theorems. However, simple methods for estimating the variance of Q n (ε n ) were not given. Clearly, Q(ε n ) is not a sum of uncorrelated components and hence the OPG method cannot be (directly) applied to estimate the variance of Q n (ε n ). Inspired by Born and Breitung (2011), we write
where the three n × n matrices on the right hand side of (3) are, respectively, the upper triangular, the lower triangular and the diagonal matrices of A n . Define ζ n = (A u n + A l n )ε n . Let a n = diag(A n ) be the vector formed by the diagonal elements {a n,ii } of A n . We have,
where ε 2 n = {ε 2 n,i } n×1 , and ε n,i , ζ n,i , a n,ii and b n,i are, respectively, the elements of ε n , ζ n , a n and b n . It can easily be seen that the elements ε n,i (ζ n,i + a n,ii ε n,i + b n,i ) in the above summation are uncorrelated, and thus Q n (ε) is decomposed into a sum of n uncorrelated terms. It follows that the variance of Q n (ε n ) can be estimated by the following OPG form:
With this variance estimator, the CLT for LQ forms of Kelejian and Prucha (2001 (1) . Clearly, this is true if a n,ii = o(n −1/2 ) for all i and σ 2 i are finite constants. For all the three tests considered in Born and Breitung (2011) and the tests for fixed effects panel models considered in this paper, we have a n,ii = O(n −1 ). In general, as Q n (ε n ) corresponds to the concentrated score of λ (at λ = 0) derived under normality and homoskedasticity, it is typical that
if homoskedasticity holds. With this, it can be seen that
holds as long as {a n,ii } and {σ 2 i } are weakly correlated (see Theorem 1 below). The following set of assumptions are needed:
These are essentially the same set of assumptions maintained by Kelejian and Prucha (2001) 
where
, and Cov(a n , ς 2 n ) is the (sample) covariance between a n and ς
In empirical applications, ε n,i are replaced by the restricted residuals and b n,i by their restricted estimates (under H 0 ). The above theorem directly extends the results of Born and Breitung (2011) which require Q n (ε n ) to be of the form: ε n W n ε n + b n ε n . It leads naturally to OPG variants of the LM tests that are robust to heteroskedasticity and nonnormality for a more general class of LM tests. All popular one-directional LM tests of spatial dependence can be robustified using Theorem 1 such as the LM test for spatial error dependence in linear regression; the LM test for spatial lag dependence; the LM test for spatial error components, etc. The OPG LM statistics derived this way differ from those suggested by Born and Breitung (2011) in that they take into account the estimation of the 'other' parameters such as the regression coefficients and the scale parameter in the linear spatial regression model. It should be stressed that the results of Theorem 1 can be applied to any one-directional LM test to provide an OPG variant that is robust against misspecification in normality and homoskedasticity, as long as the numerator of the test can be written in the form of (2) .
While the LM OPG statistic given in Theorem 1 is robust asymptotically against heteroskedasticity and non-normality, its finite sample performance may not be satisfactory, simply because E[Q n (ε n )] = n i=1 a n,ii σ 2 i = 0 unless a n,ii are all zero. Furthermore, the condition Cov(a n , ς 
where 
Theorem 1 offers one-step finite sample improvement over the results of Born and Breitung (2011) by taking into account the estimation of the regression coefficients. Corollary 1 offers further improvement by centering the numerator of the test statistic, and it removes the condition imposed on the mean of Q n (ε n ). In practical applications, however, Q 0 n (ε n ) has to be replaced by its feasible version Q 0 n (ε n ). However, E[Q 0 n (ε n )] may not be zero, and further corrections may be necessary (see Section 3).
Multi-directional test
We now consider the case where k ≥ 2, e.g., the spatial dependence appears both as a spatial lag and as a spatial error in the linear regression model. Suppose that the numerators of the elements of the score vector which forms the LM test statistic for testing H 0 : λ = 0 can be written in linear-quadratic forms in ε n : 
where Υ n,i = {ζ rn,i +a rn,ii ε n,i +b rn,i , r = 1, . . . , k} , with lim n→∞
The results of Theorem 2 extend those of Born and Breitung (2011) by allowing A rn to be arbitrary matrices rather than W rn . This means that it can be applied to LM tests that do not have matrices of zero diagonal elements in the quadratic form. It also allows the test to be of a general k-dimension rather than 2. Similar to the case of one-directional tests, the test given in Theorem 2 can be standardized for better finite sample performance. With this, the condition imposed on the mean of Q n (ε n ) is also removed. 
Robust Spatial LM Tests with Finite Sample Corrections
In this section, we apply the results of Section 2 to several popular spatial regression models. Due to the existence of spatial dependence, the finite sample performance of the LM OPG tests defined in Theorems 1 and 2 may not be satisfactory. Thus, further finite sample corrections may be necessary. In sum, Corollaries 1 and 2 point to general directions for finite sample corrections. For a specific spatial model, however, a finer correction may be possible. The key idea for improving the finite sample performance of an LM test is centering, arising from the fact that the expectation of the concentrated score (from which the LM statistic is derived) is not zero. In Theorem 1 above, for example, E[Q n (ε n )] = n i=1 a n,i σ 2 i which is not necessarily zero. As a result, the finite sample mean of the LM test may be far from its nominal value, and the finite sample size of the test severely distorted; see Baltagi and Yang (2013) for the case of a linear regression with spatial error dependence. Our idea is to obtain a feasible version of E[Q(ε n )], and then subtract this feasible version from Q(ε n ). There are two complications in centering. The first is that a feasible version may not be readily available and some approximation may be necessary, and the second is that the variance estimator may need to be adjusted after centering.
Linear regression with SARAR(1,1) dependence
Consider the popular SARAR(1,1) model, i.e., the spatial autoregressive model with spatial autoregressive errors of the form
The two sub-models with λ 2 = 0 or λ 1 = 0 are called SAR (spatial autoregressive) model and SED (spatial error dependence) models, respectively. The three null hypotheses considered Letε n be the OLS residuals from regressing Y n on X n ,β n andσ 2 n the OLS estimators of β and σ 2 , respectively,
X n , and I n is an n×n identity matrix. The LM test of H a 0 : λ 1 = 0, given in Anselin (1988a,b) , takes the form:
The joint LM test of H c 0 given in Anselin (1988a,b) has the form:
Born and Breitung (2011) proposed OPG variants of the above LM tests which are robust against heteroskedasticity and non-normality, making use of the fact that the diagonal elements of the spatial weight matrices are zero. Let W u rn and W l rn be the upper and lower triangular matrices of W rn , r = 1, 2.
The three OPG variants of the LM tests of Born and Breitung (2011) are as follows:
, and (14)
where ⊗ denotes the Hadamard product, and the square of a vector, e.g.,ε 2 n =ε n ⊗ε n . The OPG variants of the LM tests considered by Born and Breitung (2011) (as well as the original LM tests) do not take into account the estimation of β, and hence may suffer from the problems of size distortion due mainly to the lack of centering and rescaling. Note that the numerators of the tests above are:
,ii = 0, where {a 1n,ii } are the diagonal elements of A 1n = M n W n , and {a 2n,ii } are the diagonal elements of A 2n = M n W n M n . Replacing W 1n by A 1n and W 2n by A 2n in (13)- (15), and applying Theorems 1 and 2, one immediately obtains a set of OPG variants of the LM tests which take into account the estimation of β. Applying Corollaries 1 and 2, one obtains another set of OPG variants of the LM tests which take into account the estimation of β and also center the tests properly. However, the feasible versions Q 0 n (ε) of Q 0 n (ε) defined in (5), applied to SAR, SED and SARAR models, may not have zero mean, and hence further improvements can be made (see the proof of our next theorem for details).
For r = 1, 2, define
We have the following theorem. 
Theorem 3. Assume Assumption 1 holds for ε n in Model (9). Assume further that (i) the diagonal elements of
, and (17)
Linear regression with spatial error components
The linear regression model with spatial error components (SEC) by Kelejian and Robinson (1995) takes the following form:
where Y n , X n and W n are defined as in the SARAR model. ν n is an n × 1 vector of errors that together with W n incorporates the spatial dependence, and ε is an n × 1 vector of location specific disturbance terms. The error components ν n and ε n are assumed to be independent, with independent and identically distributed (iid) elements of mean zero and variances σ 2 ν and σ 2 ε , respectively. In this model, the null hypothesis of no spatial effect can
The alternative hypothesis can only be one-sided, as σ 2 ν is non-negative, i.e., H a : σ 2 ν > 0, or θ > 0. Anselin (2001) derived an LM test based on the assumptions that the errors are normally distributed. This LM test is of the form
Under H 0 , the positive part of LM SEC converges to that of N (0, 1). This test is not robust against non-normality, and a robust version was proposed by Yang (2010):
, andκ ε is the excess sample kurtosis ofũ n . Yang (2010) showed that under H 0 , (i) the positive part of SLM SEC converges to that of N (0, 1), and (ii) SLM SEC is asymptotically equivalent to LM SEC when κ ε = 0.
Neither tests defined in (20) and (21) are robust against heteroskedasticity. The idea of Born and Breitung (2011) cannot be applied as in general the diagonal elements of W n W n − 1 n T 1n I n are not zero. However, the general method given in Theorem 1 and Corollary 1 still apply. Similar to the developments in Section 3.1 for linear regressions with spatial error dependence, we introduce two OPG-variants of the LM test given in (20) , one without and one with finite sample corrections.
Let 
Theorem 4. Assume Assumption 1 holds for ε n in Model (19). Assume further that (i) the diagonal elements of
and the OPG-variant of the LM test with finite sample corrections (standardizations) as:
Under H 0 , the positive part of LM 
Spatial panel data models with fixed effects
The SARAR(1,1) model defined in (9) can be extended to the fixed effects panel data model with SARAR(1,1) dependence, and denoted by panel SARAR(1,1)in this paper:
where the individual specific effect μ n may be correlated with the regressors. Similar to the linear SARAR(1,1) model, letting λ 2 = 0 gives a fixed effects panel SAR model, and letting λ 1 = 0 leads to a fixed effects panel SED model. Lee and Yu (2010) studied the asymptotic properties of QML estimation of the panel SARAR(1,1) model with fixed effects. They used orthogonal transformations to wipe out the fixed effects so that the incidental parameter problem would not occur in case T is fixed. The resulting model takes the form:
It can be shown that all of these tests including the standardized version of LM FE SED given in Baltagi and Yang (2013) are asymptotically robust against non-normality. However, none of these tests are robust against unknown heteroskedasticity. 
, and (30)
N . The structure of the three LM tests (26)- (28) show that applications of the methods proposed in this paper (Theorems 1 and 2) would lead to OPG-variants of the LM tests that could improve their finite sample performance. Now, define A 1 = MW 1 and
, and (33)
Monte Carlo Results
In this section, we describe Monte Carlo experiments and results for the finite sample performance of the LM tests discussed in Section 3. General methods for generating the spatial weight matrices, the model errors, the regressors values, and the heteroskedasticity to be used in the Monte Carlo experiments are described first, followed by the results for each of the three types of models considered earlier.
General settings
Spatial Weight Matrix. The spatial weight matrices used in the Monte Carlo experiments are generated according to Rook Contiguity, Queen Contiguity and Group Interactions. In the first two cases, the number of neighbors for each spatial unit stays the same (2-4 for Rook and 3-8 for Queen) and does not change when the sample size n increases. In the last case, the number of neighbors for each spatial unit increases with the sample size but at a slower rate, and changes from group to group. The W n matrix under Rook contiguity is generated as follows: (i) index the n spatial units by {1, 2, · · · , n}. Randomly permute these indices and then allocate them into a lattice of r × m(≥ n) squares. (ii) Let W n,ij = 1 if the index j is in a square which is on the immediate left, or right, or above, or below the square which contains the index i, otherwise W n,ij = 0; and (iii) divide each element of W n by its row sum. The W n matrix under Queen contiguity is generated in a similar way, but with additional neighbors which share a common vertex with the unit of interest. To generate the W n matrix according to the group interaction scheme: (i) Calculate the number of groups according to g = Round(n δ ), and the approximate average group size m = n/g; (ii) generate the group sizes (n 1 , n 2 , · · · , n g ) according to a discrete uniform distribution from 0.5m to 1.5m; (iii) adjust the group sizes so that g i=1 n i = n, and (iv) define W n = diag{W i /(n i − 1), i = 1, · · · , g}, a matrix formed by placing the sub-matrices W i along the diagonal direction, where W i is an n i × n i matrix with ones on the off-diagonal positions and zeros on the diagonal positions. Clearly, under Rook or Queen contiguity, each spatial unit has a bounded number of neighbors, whereas under group interaction it is divergent with rate n 1−δ .
Error Distributions. Various distributions are considered in generating the model errors, including normal, normal mixture, lognormal, chi-square, normal-gamma mixture, etc. All distributions are standardized to have zero mean and unit variance. The standardized normal-mixture variates are generated according to
where v i is a Bernoulli random variable (with probability of success p) and Z i is a standard normal, independent of v i . The parameter p in this case also represents the proportion of mixing the two normal populations. In our experiments, we choose p = 0.1, meaning that 90% of the random variates are from standard normal and the remaining 10% are from another normal population with standard deviation τ . We choose τ = 4 to simulate the situation where there are gross errors in the data.
Regressors. The DGPs used in the linear spatial regression models contain a constant and two regressors, and the DGPs used in the spatial panel data models with fixed effects contains three time-varying regressors. The simplest method for generating the values {x i } for a regressor X n is to make random draws from a certain distribution, leading to a scheme XVal-A: {x i } iid ∼ N (0, 1). Alternatively, to allow for the possibility that there might be systematic differences in X n values across the different sets of spatial units, e.g., spatial groups, spatial clusters, etc. In this case, the ith value in the jth 'group', or jth column of the lattice, {x ij } of X n are generated according to scheme XVal-B:
, across all i and j. Unlike the XVal-A scheme that gives
iid X values, the XVal-B scheme gives non-iid X values, or different group means in terms of group interaction, see Lee (2004) . Additional regressors are generated similarly and independently according to either XVal-A or XVal-B or a mix of the two. In case of a panel data model, a time trend 0.1t is added to each regressor.
Heteroskedasticity. The heteroskedasticity is generated by making it either proportional to the absolute values of a regressor, or to the group size when the group interaction spatial weight matrix is used. To be exact, the former is generated by setting σ i = |X n1,i | or 2|X n1,i |, and the latter by setting σ i = twice the group size over the average group size.
In each Monte Carlo experiment, five different sample sizes are considered, i.e., n = 50, 100, 200, 500 and 1000. The number of Monte Carlo replications used is 10,000. The regressors are treated as fixed in the experiments. As size-adjusted powers are almost the same for comparable tests, only the empirical sizes of the tests are reported.
Linear regression with SARAR effects
For the SARAR(1,1) model, we use the following data generating process (DGP) in our Monte Carlo experiments:
where ε ni = σ i e ni with {e ni } being iid(0, 1). The parameter values are set at β = {5, 1, 1} . (2011) can have severe finite sample distortions in size, mean and variance; and (iii) the three regular LM tests can have both finite and large sample distortions in their null distributions. It is interesting to note that even when the disturbances are homoskedastic, the three proposed tests still dominate the other two sets of tests, especially when the disturbances are nonnormal (some Monte Carlo results are not reported to save space).
To illustrate the point that the existing tests perform poorer under heavier spatial dependence, we report two sets of results for the SED model, one under Queen contiguity with r = 10 (light spatial dependence, Table 2a), and one under group interaction with g = n 0.5 (heavy spatial dependence, Table 2b ). The results indeed indicate that under the Queen design, the two OPG-based tests agree well, but under the group design, LM OPG SED performs noticeably poorer than SLM OPG SED . The same is observed for the LM tests of SLD and LM tests of SARAR. However, as seen from the next subsection, the OPG-based LM tests without finite sample correction can perform poorly even under light spatial dependence.
Linear regression with spatial error components
For investigating the finite sample performance of the three tests: The regular LM test LM SED , its OPG-variant without finite sample corrections LM 
where again ε ni = σ i e ni with {e ni } being iid(0, 1), and β = {5, 1, 1} . 
Fixed effects spatial panel data model with SARAR dependence
For the spatial panel data models with fixed effects, we use the following DGP:
where the additional regressor X 3n is generated in a similar fashion as the earlier two except it is generated from a standardized lognormal distribution instead of the standard normal distribution. The fixed effects are generated by setting
Tables 5-7 report partial Monte Carlo results, corresponding to the three null hypotheses, of the three sets of tests, namely, the regular LM tests (LM . The results show the following: (i) The SLMs dominate the other two sets of tests in terms of null distributions and their robustness against non-normality and heteroskedasticity; (ii) The regular LMs are not robust against heteroskedasticity; and (iii) the OPG variants without finite sample corrections can perform poorly when the sample size is not large even under homoskedasticity. It is interesting to note that the SLMs dominate the other two sets of tests even under normality and homoskedasticity.
Conclusion and Discussion
We have presented a general methodology to robustify the standard LM tests to allow for non-normality and unknown heteroskedasticity. General ideas and methods for correcting the robustified LM tests to obtain better finite sample performance are also presented.
These ideas and methods are demonstrated in details using the three popular spatial models. In addition, extensive Monte Carlo experiments are performed, where the spatially autocorrelated regressors as in Pace et al. (2011) are also considered. The results show that these tests work very well. While many popular spatial LM tests are of the form specified above, some are not. For example, the LM test for spatial lag dependence allowing for the presence of spatial error dependence and vice versa. In these cases, the matrices A rn and the vectors b rn , r = 1, . . . , k contain estimated parameter(s). Thus, it is necessary to further extend the above ideas to deal with these cases.
Appendix: Proofs of the Theorems
To prove the theorems, we need the following central limit theorem (CLT) for the linearquadratic form Q n (ε n ) = ε n A n ε n + b n ε n defined in (2). 
, with γ i and κ i being, respectively, the skewness and excess kurtosis of ε n,i .
Note that the above result requires that A n be symmetric. When A n is not symmetric, it can be replaced by 
Proof of Theorem 1: It suffices to show that
, and
To prove
is F n,i -measurable and that E(ε 2 
Proof of Corollary 1: Follow the same arguments as those for proving Theorem 1.
Proof of Theorem 2:
Without loss of generality, we prove the theorem for the case of k = 2. With the result of Theorem 1 and the multivariate CLT for a vector of linear quadratic forms of Kelejian and Prucha (2010, p. 63), it suffices to show that
It is easy to verify that ε n,i ξ rn,i and ε n,j ξ sn,j are uncorrelated, for i = j and r, s = 1, 2. It follows that
The above result allows us to write
as sums of martingale difference arrays, and the rest is similar to the proof of Theorem 1.
Proof of Corollary 2:
Follow the same arguments as those for proving Theorem 2.
Proof of Theorem 3:
The main part of the proof parallels that of the proof of Theorems 1 and 2. We focus on the finite sample corrections. Consider the quadratic form ε n A n ε n and note that
n M n , which are of the form
where m n,ij are the elements of the projection matrix M n defined above (10) . This immediately suggests a new estimatorμ
n,i that is nearly unbiased. In fact, the quantities leading to the bias,
2 a n,jj , becomes negligible by the properties of the projection matrix M n . Clearly, these arguments and methods can be applied to give finite sample corrections to all tests where the null model is either the classical linear regression model, or the panel data model with fixed effects.
Proof of Theorem 4:
Similar to the proof of Theorem 3.
Proof of Theorem 5:
Similar to the proof of Theorem 3. 
