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Solución numérica de un modelo eco-epidemiológico de tipo depredador-presa usando un
esquema de diferencias finitas no estándar
Por Juan David Barajas Calonge
En este trabajo, desarrollamos un esquema de diferencias finitas no estándar, para obtener soluciones
numéricas de un modelo depredador-presa de tipo eco-epidemiológico donde el depredador distin-
gue entre presas susceptibles e infectadas. El modelo analiza el importante ecosistema presente en el
lago Salton el cual está ubicado en el sur de California, Estados Unidos. En este ecosistema las aves
(específicamente pelícanos) depredan a los peces (específicamente tilapias) que, en su mayoría, están
infectados por la bacteria clostridium botulinum. El esquema numérico diseñado preserva las caracte-
rísticas del modelo continuo como son la positividad, acotamiento y estabilidad del punto libre de
infección de entre las más importantes. Además, el esquema propuesto muestra un comportamiento
robusto con diferentes parámetros de simulación.
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1Capítulo 1
Introducción al modelamiento
matemático de enfermedades
infecciosas
1.1. Los inicios de la Biología Matemática
El origen de la Biología Matemática se remonta al siglo XVII cuando el biólogo alemán Fritz Müller
en el año 1879 describió los beneficios evolutivos de lo que ahora se llama mímica de Müller, hacien-
do uso por primera vez de un argumento matemático riguroso en ecología evolutiva con el fin de
mostrar cuán poderoso podía ser el efecto de la selección natural, [12]. Sin embargo, 81 años antes
que Müller, el clérigo y erúdito británico Thomas Malthus en su libro Ensayo sobre el principio de la
población, hizo uso de algunos conceptos matemáticos básicos en su estudio sobre el crecimiento po-
blacional el cual influyó a Charles Darwin. Más precisamente, Malthus argumentó que el crecimiento
de la población sería geométrico mientras que los recursos (la capacidad de carga del medio ambien-
te) solo podrían crecer aritméticamente, [13]. Si denotamos por x(t) el tamaño de la población en un
determinado instante de tiempo t y por r a la tasa natural intríseca de crecimiento de la población,
entonces la ecuación diferencial,
dx
dt
= rx, (1.1)
modela el crecimiento de dicha población. La ecuación (1.1) recibe el nombre de ecuación de Malthus
o modelo exponencial de Malthus, [2].
Se considera que el texto On Growth and Form del biólogo matemático escocés D
′
Arcy Thompson
escrito en 1917 fue el primer texto en la disciplina y que además otros pioneros en esta rama de las
matemáticas aplicadas fueron Ronald Fisher, Hans Leo Przibram, Nicolas Rashevsky y Vito Volterra,
[20], [9]. Es importante resaltar el trabajo de este último pues en el año 1927, fue el primero en iniciar
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el modelamiento matemático y el análisis de problemas ecológicos en múltiples especies. Volterra
había introducido un problema ecológico que consistía en que en los años después de la Gran Guerra,
la proporción de peces capturados en el Mar Adriático Superior fue encontrada considerablemente
mayor que en los años antes de la guerra, mientras que la proporción de peces presa disminuyó.
Volterra formuló y analizó un sistema de ecuaciones diferenciales ordinarias el cual se describe como
sigue,
dx
dt
= x(α− βy),
dy
dt
= y(δx− γ),
donde, x es el número de presas, y es el número de depredadores, dxdt y
dy
dt representan las tasas
instantáneas de crecimiento de las dos poblaciones, t representa el tiempo y α, β,γ, δ son parámetros
reales y positivos que describen la interacción de las dos especies, [2, 3]. Este sistema de ecuaciones
diferenciales también fue estudiado independientemente por Alfred J. Lotka (1925) en el contexto de
la cinética química y hoy es conocido como Modelo de Lotka-Volterra.
Después, en 1959, el ecologista cadaniense C.S. Holling estudió la predación de pequeños mamíferos
en las moscas de pino, y encontró que la tasa de predación incrementaba con un aumento de la
densidad de población de la presa. Esto resultó de dos efectos,
Cada depredador aumentaba su tasa de consumo cuando se exponía a una alta densidad de
presa.
La densidad de la población de depredadores incrementaba con el aumento de la densidad de
presa.
Holling consideró estos dos efectos como 2 clases de respuesta de la población depredadora hacia la
densidad de la presa
La respuesta funcional.
La respuesta numérica [3].
Recientemente, muchos modelos de interacción de especies han incorporado la respuesta de Holling.
Tales modelos son denominados Modelos Rosenzweig-MacArthur y son de la forma,
dx
dt
= x f (x)− xyφ(x)
dy
dt
= cxyφ(x)− ey,
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donde x f (x) es la tasa de crecimiento de la especie presa en ausencia de depredadores, xyφ(x) es la
respuesta funcional del depredador, xφ(x) es el número de presas consumidas por depredador en
una unidad de tiempo, c es la constante de la eficiencia de conversión de la presa en depredadores
(generalmente 0 < c < 1), cxyφ(x) es la respuesta numérica de los depredadores, y e es la tasa de
mortalidad de los depredadores.
Hasta ahora, algunas formas convencionales para la respuesta funcional del depredador que se han
utilizado son,
xφ(x) =

αx
M
, si 0 ≤ x ≤ M
α, si x > M
, (α, M > 0) [Holling tipo I]
xφ(x) =
αx
x + A
, (α, A > 0) [Holling tipo II]
xφ(x) =
αx2
x2 + A2
, (α, A > 0) [Holling tipo III]
xφ(x) = a(1− e−cx), [tipo Ivlev]
xφ(x) = axq. (q < 1) [tipo Rosenzweig]
Sin embargo, los modelos de Lotka-Volterra y los modelos Rosenzweig-MacArthur no son los únicos
modelos que estudian la interacción de especies. En el año 1958, P.H. Leslie introdujo el siguiente
modelo para un sitema Depredador-Presa,
dx
dt
= (r1 − bx)x− p(x)y,
dy
dt
=
(
r2 − a2yx
)
y.
La expresión yx se conoce término de Leslie-Grower y mide la pérdida en la población de depredadores
debida a la escasez de la presa, p(x) corresponde a la tasa per capita en la que los depredadores
consumen a las presas y r1, r2, b y a2 son constantes, [7]. Note que la primera ecuación del modelo
corresponde a la primera ecuación de un Modelo Rosenzweig-MacArthur con, f (x) = r1 − bx y
p(x) = xφ(x).
1.2. Breves nociones de Epidemiología Matemática
La biología matemática no solo centra su estudio en la demografía de poblaciones y la interacción de
especies, sino también en el estudio de las enfermedades que afectan a un determinado conjunto de
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individuos. A este campo de estudio se le conoce como Epidemiología Matemática. El origen de esta
rama se remonta al siglo XX cuando los científicos escoceses A. G. McKendrick y W. O. Kermack
publicaron una serie de artículos denominados Contributions to the mathematical theory of epidemics en
donde sentaron las bases de esta disciplina.
Uno de los primeros modelos epidemiológicos fue precisamente el Modelo de Kermack-McKendrick.
Con el fin de precisar la descripción de este, damos las siguientes definiciones,
Definición 1.1 Dada una enfermedad particular, llamaremos,
Susceptibles: a aquellos individuos que pueden contagiarse por la enfermedad y padecerla. Los denota-
remos por la letra S.
Infecciosos: a aquellos que han sido contagiados y son capaces de transmitir la enfermedad. Los denota-
remos por la letra I.
Recuperados: a aquellos individuos que se han recuperado de la enfermedad y además han adquirido
inmunidad (permanente o temporal) a la enfermedad. Los denotaremos por la letra R.
A su vez, cada uno de estos grupos poblacionales se denominará clase.
En ese orden de ideas, siendo S e I como en la definición anterior, entonces el número total de con-
tactos infecciosos es proporcional a SI. Sea λ una constante de proporcionalidad; esta constante se
puede descomponer en dos factores
λ = cψ,
donde c es el número de contactos por individuo por unidad de tiempo y ψ es la probabilidad de
que un contacto transmita exitosamente la infección. Luego, el número de contactos infecciosos por
unidad de tiempo es,
λSI.
Las tasas de cambio del número de individuos en la clase epidemiológica u tiene la forma,
du
dt
= entradas− salidas,
donde las entradas representan nacimientos, inmigración o entrada de individuos de un estado de
salud previo a u. Las salidas representan muerte, emigración o salida de individuos del estado de
salud u. La anterior ecuación hace referencia a la Ley de Conservación de Masas.
1.2. Breves nociones de Epidemiología Matemática 5
Bajo todos estos supuestos, el modelo de Kermack-McKendrick viene dado por,
dS
dt
= −λSI,
dI
dt
= λSI − γI, (1.2)
dR
dt
= γI,
donde γ es la tasa de curación. Observemos que,
dS
dt
+
dI
dt
+
dR
dt
= 0,
lo cual implica que, N = S + I + R, es decir, la población total es constante, [21].
Los modelos epidemiológicos también pueden describirse mediante el uso de diagramas que evi-
dencian la interacción entre las clases involucradas en la enfermedad, tales diagramas se denominan
diagramas de flujo. Por ejemplo, un diagrama de flujo que describe el modelo anterior es,
FIGURA 1.1: Diagrama de flujo del Modelo de Kermack-McKendrick.
Ahora bien, algunos modelos describen las interacciones de los dos fenómenos tratados anterior-
mente, a saber, la demografía de la interacción de especies y la evolución de una enfermedad, [8]. La
finalidad de este trabajo es analizar un modelo de este estilo.
Todo lo anterior sirve como motivación para el trabajo que se va a realizar, en el sentido de que,
muestra cómo dos ramas del conocimiento apararentemente dispares, pueden mezclarse y dar ori-
gen a herramientas muy poderosas para la compresión de algunos fenómenos naturales. El análisis
numérico y los sistemas dinámicos son las ramas de la matemática más efectivas para evidenciar es-
ta interdisciplinariedad. Mediante el Análisis numérico, es posible construir esquemas que permitan
simular, a través del tiempo, qué sucederá en el futuro. Las soluciones numéricas obtenidas permiten
hacer conclusiones y ayudan a la toma de buenas decisiones.
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Modelo continuo
En este capítulo presentamos una descripción biológica y matemática del modelo que es objeto de
interés para nosotros. Estamos interesados en un modelo de tipo depredador-presa donde la pobla-
ción referente a la presa se divide en dos clases, a saber, susceptibles e infectados, mas precisamente,
siguiendo las ideas de [4] y [7], buscamos analizar el importante ecosistema presente en el Lago Sal-
tón el cual está ubicado en el desierto del sur de California, Nuevo México. En este ecosistema las
aves, (particularmente los pelícanos) depredan a los peces (particularmente las tilapias). En los últi-
mos años ha habido una alta escala de mortalidad en las aves en el lago donde miles de pelícanos
han muerto debido al botulismo aviar, esta es una enfermedad paralizante y usualmente fatal que se
produce cuando las aves ingieren la neurotoxina producida por la bacteria clostridium botulinum que
es muy común en los peces de agua salada. Los peces infectados con esta bacteria padecen de una
acumulación de agua salada en sus tejidos, debido a esto, en su proceso de muerte ellos tienden a
subir a la superficie del mar por oxígeno. Cuando lo hacen, se vuelven muy atractivos para las aves
que comen peces, específicamente los pelícanos. Cuando los pelícanos y otras aves depredan peces
infectados por clostridium botulinum, un número muy grande se infecta y muere.
En ese orden de ideas, si denotamos por X(t) a la población de las tilapias en un tiempo t, entonces
esta población se divide en dos clases: tilapias susceptibles (S) y tilapias infectadas (I), por lo tanto,
en tiempo t cualquiera tenemos que:
X(t) = S(t) + I(t).
También, denotamos por Y(t) a la población de pelícanos en un instante determinado t. Para obtener
cualquier modelo matemático siempre es imprescindible realizar suposiciones sobre las variables de
interés. En nuestro caso, tenemos los siguientes supuestos,
Solo las tilapias susceptibles se reproducen.
La infección se transmite por contacto directo con un coeficiente de transmisión λ.
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En ausencia de infección el crecimiento de la población de tilapias susceptibles está dado por
una función logística con capacidad de carga k y con tasa de crecimiento r.
Tanto las tilapias susceptibles como las infectadas están sujetas a depredación por los pelícanos.
La respuesta funcional radio-dependiente de las presas susceptibles e infectadas es diferente,
más preciso, la respuesta funcional para las presas susceptibles es de pSmY+S y para las presas
infectadas es de cImY+I , donde p y c son las tasas de búsqueda de los depredadores en las presas
susceptibles e infectadas respectivamente y m es una constante positiva.
La población de depredadores presenta una pérdida de población de tipo Leslie-Gower de la
forma δηYS+I , donde δ es la tasa de crecimiento de la población depredadora y η es una constante
relacionada con la densidad de mortalidad de la población de depredadores.
Para clarificar las suposiciones anteriormente mencionadas de cómo la enfermedad se propaga en la
población de tilapias y de cómo se comporta la población de pelícanos, consideremos los diagramas
de flujo ambas poblaciones,
FIGURA 2.1: Diagrama de flujo de la población de presas
FIGURA 2.2: Diagrama de flujo de la población de depredadores
Teniendo en cuenta todo lo anterior, las ecuaciones que describen el modelo son
dS
dt
= rS
(
1− S + I
k
)
− λSI − pYS
mY + S
,
dI
dt
= λSI − cYI
mY + I
− γI, (2.1)
dY
dt
= δY
(
1− ηY
S + I
)
,
donde,
2.1. Positividad y Acotamiento 9
k: es la capacidad de carga del modelo.
r: es la tasa de crecimiento de las especies de tilapia en la subpoblación reproductiva.
λ: es el coeficiente de transmisión de la enfermedad.
γ: es la tasa per capita de mortalidad de las presas infectadas.
p: es la tasa de búsqueda de los pelícanos hacia las tilapias susceptibles.
c: es la tasa de búsqueda de los pelícanos hacia las tilapias infectadas.
δ: es la tasa per capita de crecimiento de los pelícanos.
η: es una constante relacionada con la densidad de mortalidad de la población de depredadores.
m: es una constante estrictamente postitiva.
En este capítulo presentamos algunas propiedades del modelo continuo descrito en el Capítulo 1.
Asumimos que todos los parámetros del modelo son estrictamente positivos y que, S(0) ≥ 0, I(0) ≥
0 y Y(0) ≥ 0. Como,
0 ≤ S
mY + S
≤ 1,
entonces vemos que,
0 <
pYS
mY + S
≤ pY.
Por lo tanto, es natural interpretar esta cantidad como cero cuando S = Y = 0. Similarmente, es
natural interpretar el término,
cYI
mY + I
,
como cero cuando Y = I = 0.
2.1. Positividad y Acotamiento
Cuando estudiamos modelos matemáticos de tipo biológico es importante asegurar que las solucio-
nes del sistema de ecuaciones diferenciales que describa el modelo en cuestión sean positivas y estén
acotadas, esto es debido a que estas características surgen de manera natural en los fenónemos que
se modelan. En esta sección probaremos que las soluciones del sistema (2.1) tienen las propiedades
anteriormente mencionadas.
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2.1.1. Positividad
Denotamos por R+ al conjunto de los números reales positivos y elegimos el conjunto,
D = {(S(t), I(t), Y(t)) : t ∈ R+, 0 < S, I, Y} ⊂ R3+,
para estudiar la dinámica de las soluciones del modelo (2.1). A continuación presentamos el primer
resultado importante el cual está relacionado con la positividad de las soluciones.
Teorema 2.1 El conjunto D es positivo invariante con respecto al sistema (2.1).
Demostración: Si denotamos por S˙ = dSdt , I˙ =
dI
dt y Y˙ =
dY
dt , entonces en el modelo continuo (2.1)
podemos observar que,
S˙
S
= r
(
1− S + I
k
)
− λI − pY
mY + S
,
I˙
I
= λS− cY
mY + I
− γ,
Y˙
Y
= δ
(
1− ηY
S + I
)
.
Por lo tanto,
S(t) = S(0) exp
[∫ t
0
(
r
(
1− S(τ) + I(τ)
k
)
− λI(τ)− pY(τ)
mY(τ) + S(τ)
)
dτ
]
,
I(t) = I(0) exp
[∫ t
0
(
λS(τ)− cY(τ)
mY(τ) + I(τ)
− γ
)
dτ
]
,
Y(t) = Y(0) exp
[∫ t
0
δ
(
1− ηY(τ)
S(τ) + I(τ)
)
dτ
]
.
De ese modo, si S(0) > 0, I(0) > 0, Y(0) > 0 entonces, S(t) > 0, I(t) > 0 y Y(t) > 0 para todo
t ∈ R+. Con lo cual, se sigue el teorema. 
2.1.2. Acotamiento
Ahora, presentaremos dos resultados que muestran que las soluciones del sistema (2.1) son acotadas.
Teorema 2.2 Las presas están acotadas superiormente.
Demostración: Sumando las ecuaciones (2.1)(i) y (2.1)(ii), obtenemos que,
dS
dt
+
dI
dt
= rS
(
1− S + I
k
)
− pYS
mY + S
− cYI
mY + I
− γI ≤ rS
(
1− S + I
k
)
− γI,
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es decir,
d(S + I)
dt
≤ rS
(
1− S + I
k
)
− γI. (2.2)
Defina W(t) = S(t) + I(t), para todo t > 0. Entonces,
dW
dt
≤ r
(
1− S
k
)
S− rSI
k
− γI ≤ r
(
1− S
k
)
S− γI.
Sea e > 0, entonces,
dW
dt
+ eW ≤
[
r
(
1− S
k
)
+ e
]
S + (e− γ)I. (2.3)
Afirmamos que, [
r
(
1− S
k
)
+ e
]
S ≤ k(r + e)
2
4r
.
En efecto, note que, [√
k(r + e)− 2rS√
k
]2
≥ 0. (2.4)
Pero,
[√
k(r + e)− 2rS√
k
]2
= k(r + e)2 − 4rS(r + e) + 4r
2S2
k
= k(r + e)2 − 4r2S− 4rSe+ 4r
2S2
k
.
Usando (2.4) obtenemos que,
k(r + e)2 − 4r2S− 4rSe+ 4r
2S2
k
≥ 0,
esto es,
4r2S− 4r
2S2
k
+ 4rSe ≤ k(r + e)2,
es decir,
4r
(
rS− rS
2
k
+ Se
)
≤ k(r + e)2,
equivalentemente, [
r
(
1− S
k
)
+ e
]
S ≤ k(r + e)
2
4r
.
De ese modo, por (2.3) se sigue que,
dW
dt
+ eW ≤ k(r + e)
2
4r
+ (e− γ)I.
Eligiendo, e < γ, tenemos que,
dW
dt
+ eW ≤ M,
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donde, M =
k(r + e)2
4r
> 0, es una constante. Por consiguiente,
d
dt
(eetW) ≤ eet M,
integrando se tiene que,
eetW ≤ M
∫ t
0
eeτdτ ≤ M
e
eet + N.
Por lo tanto,
W ≤ M
e
+ e−etN.
En consecuencia,
lı´m sup
t→∞
W(t) ≤ K,
donde K = Me . 
Teorema 2.3 Los depredadores están acotados superiormente.
Demostración: Si Y(0) = 0, entonces Y(t) = 0, para todo t > 0, con lo cual se tiene el resultado.
Si Y(0) > 0, entonces por (2.1) vemos que, dYdt < 0, si
ηY
S+I > 1. Sea e > 0 dado y supongamos
que lı´m sup
t→∞
Y > Kη , esto es, lı´m sup
t→∞
Y > K+eη . Por lo tanto, Y − K+eη > 0 en intervalos disjuntos
(t0, t1), (t2, t3), (t4, t5), . . . y fuera de estos intervalos tenemos que, Y− K+eη ≤ 0.
Como,
lı´m sup
t→∞
[S(t) + I(t)] ≤ K,
sin pérdida de generalidad, podemos asumir que en esos intervalos K+eη >
S + I
η
. En consecuencia,
dY
dt < 0 en esos intervalos. Si un de tales intervalos es de la forma (t2r, t2r+1), con r ∈ Z+ ∪ {0},
entonces, para t ∈ (t2r, t2r+1) se sigue que
Y(t) ≤ Y(t2r) = K + e
η
.
Por consiguiente, lı´m sup
t→∞
Y(t) ≤ K + e
η
. Dado que e > 0 fue elegido arbitrariamente, concluimos
que lı´m sup
t→∞
Y(t) ≤ Kη . 
2.2. Equilibrio del sistema
Los puntos de equilibrio juegan un papel clave en el estudio de los sistemas de ecuaciones dife-
renciales. Siempre que tenemos un modelo que estudia el comportamiento de algún fenómeno en
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particular, es últil hallar puntos para los cuales las soluciones de los sistemas de ecuaciones dife-
renciales que describen el modelo permanecen constantes en el tiempo, estos puntos se denominan
equilibrios del sistema. En el estudio de las enfermedades infecciosas, estos puntos toman protago-
nismo, pues las entidades de control necesitan saber que tan persistente es la enfermedad y muchas
veces la dinámica del modelo alrededor de los equilibrios del sistema, nos permite predecir el com-
portamiento futuro del mismo, en este caso, permite discernir cómo evolucionará la enfermedad con
el tiempo y esto representa una ayuda colosal, ya que, se pueden tomar las medidas necesarias para
prevenir que esta se siga esparciendo.
A continuación, se dará una definición importante para entender de una mejor forma los puntos de
equilibrio de un sistema de ecuaciones diferenciales dado, esta es, la definición de sistema autónomo.
2.2.1. Puntos de equilibrio
Notamos que del lado izquierdo de las ecuaciones del sistema (2.1) la variable temporal t no aparece
de forma explícita. Esta clase de sistemas de ecuaciones diferenciales reciben el nombre de sistemas
autónomos, más preciso,
Definición 2.1 (Sistema autónomo) Un sistema autónomo n−dimensional tiene la forma,
dx
dt
= f (x); x(t0) = x0, (2.5)
donde x = [x1, x2, . . . , xn]T : [t0, T)→ Rn y la función f = [ f1, f2, . . . , fn]N : Rn → Rn es diferenciable en
x0 ∈ Rn.
Ahora bien, como lo mencionamos al inicio de esta sección, es de suma importancia investigar los
puntos para los cuales las soluciones de un sistema autónomo dado permanecen constantes en el
tiempo. Esto motiva la siguiente definición,
Definición 2.2 (Punto de equilibrio) Sea dxdt = f (x), x(t0) = x0 un sistema autónomo n−dimensional.
Un punto x∗ ∈ Rn tal que, f (x∗) = 0, es llamado punto de equilibrio o punto crítico del sistema dado.
Ahora examinaremos los puntos de equilibrio del sistema (2.1). Con el objetivo de reducir el número
de parámetros, realizamos un reescalamiento. Para ello definimos r1 = rλ , p1 =
p
λ , γ1 =
γ
λ , δ1 =
δ
λ y
c1 = cλ y analizaremos los puntos de equilibrios del sistema equivalente,
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dS
dt
= r1S
(
1− S + I
k
)
− SI − p1YS
mY + S
,
dI
dt
= SI − c1YI
mY + I
− γ1 I, (2.6)
dY
dt
= δ1Y
(
1− ηY
S + I
)
,
El siguiente teorema resume el equilibrio del sistema (2.6). Sin embargo, la demostración de este
resultado no es de interés para el estudio que se realizará y por ello la omitiremos.
Teorema 2.4 Los puntos de equilibrio del sistema (2.6) que tienen significado ecológico son,
(I) El equilibrio trivial, E0 = (0, 0, 0), donde todas las poblaciones están extintas, el cual siempre existe.
(II) El equilibrio en donde solo hay presas susceptibles, E1 = (k, 0, 0), el cual siempre existe.
(III) El equilibrio libre de infección, E2 = (ηY2, 0, Y2), donde Y2 =
(
r1 − p1m+η
)
k
r1η
. En este equilibrio, solo
hay presas susceptibles y depredadores. Este equilibrio siempre existe si r1 >
p1
m+η .
(IV) El equilibrio en donde solo hay presas infectadas y susceptibles y no existen depredadores, E3 =
(
γ1,
r1(k−γ1)
k+r1
, 0
)
.
Es posible si k > γ1.
(V) Dos equilibrios de coexistencia E4, E5. Estos están dados por Ei = ((η − xi)y, xiy, y), para i ∈ {4, 5},
donde xi es la i−ésima raíz del polinomio cúbico,
f (x) = a0x3 + a1x2 + a2x + a3 = 0,
en,
[
0, mı´n{η, m + η − pr }
]
, donde,
a0 = k(r1 + γ1),
a1 = k(p1 + c1)− 2kr1η − γ1η(k− r1),
a2 = kr1(η2 −m2 − ηm)− kp1(η −m)− c1[k(m + η)− r1η]− γ1km(m + η)− γ1r1η2,
a3 = (m + η)r1η
(
km− c1 − γ1m− p1mkr1(m + η)
)
.
Aquí,
y =
c1 + γ1(m + xi)
(η − xi)(m + xi)
Demostración: Ver [7]. 
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2.2.2. Interpretación ecológica de las condiciones
La condición para la existencia de E2 es r >
p
m+η . Esto significa que la tasa per capita de crecimiento
de las tilapias r, y la constante relacionada con la densidad de mortalidad de la población de depre-
dadores, h, son relativamente grandes comparadas con la tasa de búsqueda de los pelícanos hacia las
tilapias infectadas, p.
La condición de exsitencia de E3 es kλ > γ. Esto significa que el producto de la capacidad de carga
k del ambiente para la presa y el coeficiente de transmisión de enfermedades λ excede a la tasa per
capita de muerte de las presas infectadas γ.
2.3. Estabilidad
La estabilidad de las soluciones es una propiedad cualitativa de suma importancia en sistemas li-
neales y no lineales. Además, juega un rol crucial en la dinámica del sistema. En el contexto de las
ecuaciones diferenciales, definiciones matemáticas muy rigurosas son a menudo muy restrictivas
en el análisis de la estabilidad de las soluciones. Múltiples clases de métodos en estabilidad fueron
desarrollados en la teoría de ecuaciones diferenciales.
La estabilidad tiene su origen en la mecánica clásica, más preciso, proviene de las leyes de la estática
y de la dinámica. Las ideas en mecánica habían sido enriquecidas por muchos matemáticos y físicos
como Evangelista Torricelli (1608-1647), Christiaan Huygens (1629-1695), Joseph-Louis Lagrange (1736-
1813), Henri Poincaré (1854-1912), y otros. En el comienzo del siglo XX, los principios de la estabilidad
en mecánica fueron generalizados por el matemático ruso A.M. Lyapunov (1857-1918) [10].
Informalmente hablando podemos decir que un punto de equilibrio es llamado estable si soluciones
cercanas permanencen cercanas para todo tiempo futuro. Precisamos esta interpretación del concepto
de estabilidad con la siguiente definición
Definición 2.3 (Estabilidad) Sea dxdt = f (x), x(t0) = x0 un sistema autónomo n−dimensional. Un punto
de equilibrio x∗ del sistema dado se dice estable si para todo e > 0, existe δ = δ(e) > 0 tal que, si ||x(t0)−
x∗|| < δ, entonces ||x(t)− x∗|| < e, para todo t ≥ t0.
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FIGURA 2.3: El punto de equilibrio x∗ es estable.
Normalmente, estudiar la estabilidad de un punto de equilibrio x∗ de un sistema autónomo n−dimensional
dx
dt = f (x), x(t0) = x0 empleando directamente la definición es una tarea complicada, es por ello que,
usando expansiones en series de Taylor, se linealiza el sistema alrededor del punto de equilibrio x∗ y
se estudia el sistema equivalente,
dx
dt
= J f (x∗)x, x(t0) = x0, (2.7)
donde J f (x∗) es la matriz jacobiana de f evaluada en el punto de equlibrio x∗. El siguiente teorema
muestra que es mucho más simple analizar la estabilidad de los puntos de equilibrios de sistemas de
la forma (2.7). Sin embargo, la demostración requiere de un exhaustivo estudio en teoría de matrices
que perfectamente se podría compilar para realizar una monografía, por tal motivo prescindiremos
de ella en este trabajo.
Teorema 2.5 Sean dxdt = f (x), x(t0) = x0 un sistema autónomo n−dimensional, x∗ un punto de equilibrio
del sistema, dxdt = J f (x
∗)x, x(t0) = x0 su linealización alrededor de x∗ y λ1, . . . ,λk, con k ≤ n, los valores
propios de la matriz J f (x∗). Entonces si, Reλi < 0, para todo i ∈ {1, . . . , k}, se tiene que x∗ es estable.
Demostración: Ver [11]. 
Sin embargo, calcular explícitamente los valores propios de matrices de dimensiones grandes a veces
es poco práctico es por ello que regularmente se emplean criterios que permiten estudiar el signo de
los valores propios de una matriz sin tener que calcularlos explícitamente. Uno de los criterios más
usados es el de Routh–Hurwitz. El test de Routh es un eficiente algoritmo recursivo que el matemá-
tico inglés Edward John Routh propuso en 1876 para determinar si todas las raíces del polinomio
característico de un sistema lineal tienen partes reales negativas. El matemático alemán Adolf Hur-
witz propuso de forma independiente en 1895 organizar los coeficientes del polinomio característico
en una matriz cuadrada, llamada matriz de Hurwitz, y mostró que la matriz es estable si y solo si la
secuencia de determinantes de sus submatrices principales es positiva. El criterio de estabilidad de
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Routh-Hurwitz emerge de una mezcla de los dos resultados anteriormente mencionados. El criterio
para polinomios característicos de grado 2 es el siguiente:
Teorema 2.6 El polinomio característico P(λ) = λ2 + a1λ+ a2 tiene raíces con parte real negativa si y solo
si, a1 y a2 son positivos.
Demostración: Ver [2]. 
Ahora bien, con todas las herramientas anteriormente descritas, procedemos a estudiar la estabilidad
de los puntos de equilibrio del sistema (2.6). Para un punto de equilibrio general E = (S, I, Y), la
matriz de Jacobiana del sistema (2.6) es,
J f (E) =

r1 − 2r1Sk − r1 Ik − I −
mp1Y2
(mY + S)2
− r1
k
S− S − p1S
2
(mY + S)2
I S− γ1 − c1mY
2
(mY + I)2
− c1 I
2
(mY + I)2
δ1ηY2
(S + I)2
δ1ηY2
(S + I)2
δ1
(
1− 2ηY
S + I
)
 .
Estamos interesados principalmente en el equilibrio E2 pues este punto nos permite entender el com-
portamiendo del ecosistema cuando no existen presas infectadas. En Epidemiología Matemática, este
punto se conoce como punto libre de infección.
Para realizar dicho análisis de estabilidad, necesitamos el siguiente lema.
Lema 2.1 Sea A = [aij] ∈ M3×3(R) una matriz tal que a21 = a23 = 0. Si p es el polinomio característico
deA, entonces,
p(z) = (a22 − z)q(z),
donde q es el polinomio característico de la matriz,
B =
a11 a13
a31 a33
 ,
es decir, a22 es un valor propio de la matriz A y el resto de valores propios satisface la ecuación característica
q(z) = 0.
Demostración: Ver Apéndice B. 
El siguiente teorema da condiciones suficientes para que el punto de equilibrio E2 sea estable.
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Teorema 2.7 El punto de equilibrio E2 estable si se cumplen las condiciones,
γ1 +
c1
m
+
kp1
r1(m + η)
> k, (2.8)
δ1 + r1 >
p1(m + 2η)
(m + η)2
. (2.9)
Demostración: Supongamos que las condiciones (2.8) y (2.9) se cumplen. Observe que la matriz
jacobiana evaluada en el punto de equilibrio E2 es,
J f (E2) =

−r1 + p1(m + 2η)(m + η)2
(r1 + 1)
r1η
(
p1
m + η
− r1
)
− p1η
2
(m + η)2
0 k1r1
(
r1 − p1m + η
)
− γ1 − c1m 0
δ1
η
δ1
η
−δ1.

Luego, J f (E2) es una matriz que satisface las hipótesis del lema 2.1. En consecuencia se sigue que,
λ1 =
k1
r1
(
r1 − p1m + η
)
−γ1− c1m es un valor propio de J(E2) y los valores propios restantes satisfacen
la ecuación característica,
det
−r1 +
p1(m + 2η)
(m + η)2
− λ − p1η
2
(m + η)2
δ1
η
−δ1 − λ
 = 0,
es decir,
p(λ) = λ2 + a1λ+ a2 = 0, (2.10)
donde,
a1 = δ1 + γ1 − p1(m + 2η)(m + η)2,
a2 =
δ1r1ηY2
k
.
Sean λ2 y λ3 las soluciones de (2.10). Note que a2 > 0 y por la condición (2.9) obtenemos que a1 > 0.
Luego, por el Teorema 2.6 concluimos que Reλi < 0, para i ∈ {2, 3}. Además, por la condición (2.8)
se sigue que, Reλ1 = λ1 < 0. Tenemos así pues que todos los valores propios de la matriz J f (E2)
tienen parte real menor que cero. En virtud del Teorema 2.5, se tiene que el equilibrio E2 es estable.

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Capítulo 3
Modelo discreto
Al estudiar modelos biológicos, una característica fundamental que debemos garantizar es la po-
sitividad de las soluciones, pero muchas veces esto es un reto, y por lo general muchos esquemas
numéricos para resolver ecuaciones diferenciales tales como los métodos de Euler y Runge-Kutta 4,
no garantizan estas propiedades y a veces fallan generando oscilaciones, bifurcaciones, caos y esta-
dos estables falsos, [5].
La ventaja de los modelos discretos es que permiten ajustar más rápidamente los parámetros que se
necesitan para representar el modelo continuo, ya que los datos obtenidos se recopilan en momentos
discretos (como diario, mensual o anual, etc).
3.1. Nociones básicas de discretización en diferencias finitas no es-
tándar
Una de las técnicas modernas para evitar los problemas antes mencionados es utilizar los esquemas
de diferencias finitas no estándar, abreviados como esquemas NSFD, por sus siglas en inglés y que
propuestos por el físico norteamericano Ronald Mickens. Esta técnica de aproximación tiene su gé-
nesis en un artículo publicado en 1989 en el cual Mickens estudiaba las soluciones exactas para un
modelo de diferencias finitas de una ecuación de Reacción-Advención no lineal, [16, 14, 15].
Un esquema numérico, con tamaño de paso h, que aproxime la solución x(tn) de un sistema de la
forma (2.5) puede ser escrito como:
Dh(xn) = Fh( f ; xn), (3.1)
Donde, Dh(xn) ≈ dxdt
∣∣∣
t=tn
, xn ≈ x(tn), Fh( f ; xn) aproxima el lado derecho del sistema (2.5) y tn =
t0 + nh, n ≥ 0.
Teniendo en cuenta lo anterior, podemos definir un método de diferencias finitas no estándar como
sigue
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Definición 3.1 El método de un paso (3.1) es llamado un método de diferencias finitas no estándar (NSFD)
si al menos una de las siguientes condiciones se satisface:
Dh(xn) =
xn+1 − xn
ϕ(h)
, donde ϕ es una función de valor real no negativa que satisface:
ϕ(h) = h +O(h2);
Fh( f ; xn) = g(xn, xn+1, h), donde g(xn, xn+1, h) es una aproximación no local del lado derecho del
sistema (2.5).
Algunas formas funcionales comunes para ϕ(h) son
ϕ(h) =
1− e−λh
λ
, λ > 0, ϕ(h) = eh − 1, ver [16]. (3.2)
Muchos modelos biológicos para representar la transmisión de enfermedades están diseñados usan-
do ecuaciones diferenciales. Un grán número de estos modelos han sido discretizados con las técnicas
de los esquemas de diferencia no estándar y han demostrado eficiencia en la reproducción numérica
de sus soluciones, [18, 17].
3.1.1. Reglas para discretizar usando diferencias finitas no estándar
El diseño de los esquemas NSFD comienza principalmente con el concepto de esquemas numéricos
exactos. Una ventaja importante de tener un esquema de diferencia exacto para una ecuación dife-
rencial es que los problemas con respecto a la consistencia, estabilidad y convergencia no surgen.
A pesar de que no existe un algoritmo general para construir un esquema NSFD que aproxime las
soluciones de un sistemas de ecuaciones diferenciales dado, las siguiente reglas generales muchas
veces son útiles para diseñar correctamente estos esquemas.
Regla 1. Las derivadas discretas en un esquema numérico deben ser de los mismos órdenes de
las derivadas continuas que aparecen en la ecuación diferencial (si las derivadas discretas tie-
nen órdenes mayores que las correspondientes de derivadas continuas, generalmente ocurrirán
inestabilidades numéricas en forma de oscilaciones).
Regla 2. Las derivadas discretas deben tener denominadores no triviales.
Regla 3. Los términos no lineales que aparecen en las ecuaciones diferenciales deben tener
representaciones no locales. Por ejemplo,
y2 ≈ ynyn+1.
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Regla 4. La solución numérica debe preservar todas las condiciones especiales que se cumplen
para las soluciones de las correspondientes ecuaciones diferenciales.
Regla 5. El esquema no debe introducir soluciones innecesarias o falsas, es decir, convergencia
a estados estacionarios falsos.
Regla 6. Para ecuaciones diferenciales que tienen N(≥ 3) términos, generalmente es útil cons-
truir esquemas de diferencias finitas para varias sub-ecuaciones compuestas de M términos,
donde M < N; y entonces combinar todos los esquemas en un modelo global consistente de
diferencias finitas.
3.1.2. Un ejemplo motivacional
Considere la ecuación diferencial de Riccati
dy(t)
dt
= 1+ 2y(t)− y2(t),
con condición inicial, y(0) = 0. En [1] se demostró que la solución exacta del problema de valor
inicial anterior es:
y(t) = 1+
√
2 tanh
[√
2t +
1
2
ln
(√
2− 1√
2+ 1
)]
(3.3)
El esquema NSFD con aproximación no local del término no lineal del problema de Riccati puede ser
escrito como,
yn+1 − yn
h
= 1+ 2yn − ynyn+1,
con lo cual obtenemos que,
yn+1 =
h + (1+ 2h)yn
1+ hyn
, (3.4)
donde yn+1 es el valor de la solución en el n + 1−ésimo paso, yn es el valor de la solución en el
n−ésimo paso y h es el tamaño de paso. En esta formulación, el término no lineal es reemplazado
por una aproximanción no local mientras que el tamaño de paso h se aproxima de la manera usual
como un esquema de diferencias finitas estándar.
Podemos desarrollar otro esquema reemplazando el denominador h por una función ϕ(h) de tal
manera que, φ(h)→ 0, cuando h→ 0. Este numerador no trivial ayuda a mantener la estabilidad de
la solución. Para el problema de Riccati, reemplazamos h por,
ϕ(h) = 1− e−h.
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Usando este denominador, tenemos el siguiente esquema numérico,
yn+1 =
(1− e−h) + [1+ 2(1− e−h)]yn
1+ yn(1− e−h) , (3.5)
con la condición inicial y0 = 0.
Primero comparamos las soluciones obtenidas con ambos esquemas (3.4) y (3.5) con la solución exac-
ta (3.3) del problema de Riccati.
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FIGURA 3.1: Comparación de los dos esquemas NSFD con la solución exacta de la
ecuación de Riccati, h = 1.
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FIGURA 3.2: Comparación de los dos esquemas NSFD con la solución exacta de la
ecuación de Riccati, h = 3.
En la Figura 3.1 vemos que para h = 1 el esquema NSFD con denominador trivial y el esquema
NSFD con denominador no-trivial, son buenas aproximaciones a la solución exacta. Sin embargo, si
tomamos h = 3, la Figura 3.2 nos muestra que el esquema NSFD con denominador trivial muestra un
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comportamiento no estable mientras que el esquema NSFD con denominador no-trivial permanece
estable para el mismo tamaño de paso.
Finalmente, comparamos los esquemas NSFD con los métodos de Euler y Runge-Kutta 4.
0 5 10 15 20 25 30 35 40 45 50
0
0.5
1
1.5
2
2.5
3
Euler
RK4
NSFD (Trivial Denominator)
NSFD (Non-Trivial Denominator
Exact
FIGURA 3.3: Comparación de los dos esquemas NSFD con el Método de Euler, Runge-
Kutta 4 y la solución exacta de la ecuación de Riccati, h = 1.
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FIGURA 3.4: Comparación de los dos esquemas NSFD con el Método de Runge-Kutta
4 y la solución exacta de la ecuación de Riccati, h = 2.
La Figura 3.3 muestra que para el tamaño de paso h = 1, el esquema de Euler muestra oscilaciones
no físicas mientras que el método de Runge-Kutta 4 convergió a un estado de equilibrio falso. Para
tamaño de paso h = 2, el método de Runge-Kutta 4 divergió, pero el esquema propuesto de NSFD
permanece convergente.
De esta forma, las técnicas NSFD presentan múltiples ventajas con respecto a los métodos númericos
tradicionales para resolver sistemas de ecuaciones diferenciales y son eficaces a la hora de solucionar
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numéricamente modelos de tipo biológico pues preservan la positividad de las soluciones. Es por
ello que se hará uso de un esquema de este estilo para solucionar el modelo (2.1).
3.2. Construcción del esquema de diferencias finitas no estándar
(NSFD)
Siguiendo las ideas anteriormente mencionadas, en esta sección construiremos un esquema numé-
rico para computar las soluciones del sistema (2.1) del Capítulo 1. Denotemos por Sn, In y Yn las
aproximaciones S(nh), I(nh), y Y(nh), respectivamente, para n = 0, 1, 2..., y por h el tamaño de paso
del esquema.
1. Primero, realizamos las siguientes aproximaciones no-locales,

− rS
k
(S + I) → − rS
n+1
k
(Sn + In),
−λSI → −λSn+1 In,
− pYS
mY + S
→ − pY
nSn+1
mYn + Sn
,
λSI → λSn+1 In,
− cYI
mY + I
→ − cY
n In+1
mYn + In
,
−γI → −γIn+1,
− δηY
S + I
→ − δηY
n+1
Sn+1 + In+1
.
(3.6)
2. Luego, aproximamos las derivadas del sistema (2.1) como sigue,

dNS(t)
dt
→ S
n+1 − Sn
ϕ1(h)
,
dN I(t)
dt
→ I
n+1 − In
ϕ2(h)
,
dNY(t)
dt
→ Y
n+1 −Yn
ϕ3(h)
.
(3.7)
Para nuestro esquema, consideraremos las funciones ϕ1(h) = ϕ2(h) = ϕ3(h) = eh − 1.
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En consecuencia, el sistema (2.1) puede ser discretizado como un NSFD de la siguiente manera,
Sn+1 − Sn
ϕ1(h)
= rSn − rS
n+1
k
(Sn + In)− λSn+1 In − Sn+1P(Sn, Yn),
In+1 − In
ϕ2(h)
= λSn+1 In − In+1Q(Yn, In)− γIn+1, (3.8)
Yn+1 −Yn
ϕ3(h)
= δYn − δηYn+1R(Sn+1, In+1, Yn),
donde,
P(Sn, Yn) =
pYn
mYn + Sn
,
Q(Yn, In) =
cYn
mYn + In
,
R(Sn, In, Yn) =
δηYn
Sn + In
.
Reorganizando el esquema (3.8) a la forma explícita, obtenemos,
Sn+1 =
Sn + ϕ1(h)rSn
1+ ϕ1(h)
r
k
(Sn + In) + λϕ1(h)In + ϕ1(h)P(Sn, Yn)
,
In+1 =
In + ϕ2(h)λSn+1 In
1+ ϕ2(h)Q(Yn, In) + ϕ2(h)γ
, (3.9)
Yn+1 =
Yn + ϕ3(h)δYn
1+ ϕ3(h)R(Yn, In+1, Sn+1)
.
Note que si las condiciones iniciales S0, I0, Y0 son positivas, entonces el lado derecho de (3.9) es no
negativo para todo n ≥ 1.
3.3. Acotamiento
En esta sección, probaremos un análogo al los Teorema 2.2 y 2.3, es decir, mostraremos que las solu-
ciones del modelo (3.9) están acotadas.
Teorema 3.1 Las soluciones del modelo (3.8) están acotadas.
Demostración: Note que,
Sn+1 − Sn
ϕ1(h)
≤ rSn − r
k
Sn+1Sn − λSn+1 In, (3.10)
In+1 − In
ϕ2(h)
≤ λSn+1 In − γIn+1. (3.11)
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Sumando (3.10) y (3.11) llegamos a que,
Sn+1 − Sn
ϕ1(h)
+
In+1 − In
ϕ2(h)
≤ rSn − r
k
Sn+1Sn − γIn+1 = r
(
1− S
n+1
k
)
Sn − γIn+1,
es decir,
Sn+1 − Sn
ϕ1(h)
+
In+1 − In
ϕ2(h)
≤ r
(
1− S
n+1
k
)
Sn − γIn+1. (3.12)
Sea ϕ(h) = ϕ1(h) = ϕ2(h). Luego, observe que,
(Sn+1 + In+1)− (Sn + In)
ϕ(h)
=
Sn+1 − Sn
ϕ(h)
+
In+1 − In
ϕ(h)
=
Sn+1 − Sn
ϕ1(h)
+
In+1 − In
ϕ2(h)
,
esto es,
(Sn+1 + In+1)− (Sn + In)
ϕ(h)
=
Sn+1 − Sn
ϕ1(h)
+
In+1 − In
ϕ2(h)
. (3.13)
De las ecuaciones (3.12) y (3.13) se sigue que,
(Sn+1 + In+1)− (Sn + In)
ϕ(h)
≤ r
(
1− S
n+1
k
)
Sn − γIn+1
La anterior ecuación es la versión discreta de (2.2) por lo tanto, se sigue que,
Sn+1 + In+1 ≤ k.
En consecuencia, la población de la presa está acotada.
Ahora bien, note que,
Yn+1 =
Yn + ϕ3(h)δYn
1+ ϕ3(h)R(Yn, In+1, Sn+1)
≤ Yn(1+ ϕ3(h)δ)
ϕ3(h)R(Yn, In+1, Sn+1)
=
Yn(1+ ϕ3(h)δ)(Sn+1 + In+1)
δηYn
≤ (1+ ϕ3(h)δ)k
δη
.
Defina, N = (1+ϕ3(h)δ)kδη . Entonces vemos que,
Yn+1 ≤ N.
Por lo tanto, la población depredadora está acotada. 
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3.4. Puntos de equilibrio
Los puntos de equilibrio del sistema (3.8) pueden ser encontrados introduciendo las siguientes varia-
bles Sn+1 = Sn = S∗, In+1 = In = I∗,Yn+1 = Yn = Y∗. Consecuentemente, los puntos de equilibrio
son las soluciones de las siguientes ecuaciones
S∗ = S
∗ + ϕ1(h)rS∗
1+ ϕ1(h) rk (S
∗ + I∗) + λϕ1(h)I∗ + ϕ1(h)P(S∗, Y∗)
, (3.14)
I∗ = I
∗ + ϕ2(h)λS∗ I∗
1+ ϕ2(h)Q(Y∗, I∗) + ϕ2(h)γ
, (3.15)
Y∗ = Y
∗ + ϕ3(h)δY∗
1+ ϕ3(h)R(Y∗, I∗, S∗)
. (3.16)
Simplificando la ecuación (3.14) obtenemos que
1+ ϕ1(h)
r
k
(S∗ + I∗) + λϕ1(h)I∗ + ϕ1(h)P(S∗, Y∗) = 1+ ϕ1(h)r,
es decir,
r
k
(S∗ + I∗) + λI∗ + P(S∗, Y∗) = r,
equivalentemente,
r
(
1− S
∗ + I∗
k
)
− λI∗ − P(S∗, Y∗) = 0. (3.17)
Ahora, simplificando la ecuación (3.15) se sigue que
1+ ϕ2(h)Q(Y∗, I∗) + ϕ2(h)γ = 1+ ϕ2(h)λS∗.
Por lo tanto,
Q(Y∗, I∗) + γ = λS∗.
En consecuencia,
λS∗ −Q(Y∗, I∗)− γ = 0. (3.18)
Finalmente, simplificando la ecuación (3.16) llegamos a que
1+ ϕ3(h)R(Y∗, I∗, S∗) = 1+ ϕ3(h)δ.
Por consiguiente,
R(Y∗, I∗, S∗)− δ = 0. (3.19)
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Tenemos ahora los siguientes casos:
1. Si S∗ = 0, entonces por cuestiones ecológicas, I∗ = 0 y Y∗ = 0. Esto toma sentido cuando
pensamos en el comportamiento del ecosistema en ausencia de presas susceptibles. Si no hay
presas susceptibles, todas las presas que existen en el ecosistema estarán infectadas y por lo
tanto eventualmente desaparecerán. Luego, si no hay presas de ningún tipo, los depredadores
no tendrán el soporte alimenticio necesario para lograr sobrevivir. Por lo tanto, E0 = (0, 0, 0) es
nuestro primer punto de equilibrio.
2. Si S∗ 6= 0 y I∗ = 0, entonces se presentan los siguientes subcasos:
a) Si Y∗ = 0, de la equación (3.17) obtenemos que S∗ = k. Por lo tanto, E1 = (k, 0, 0) es un
punto de equilibrio.
b) Si Y∗ 6= 0, de las equaciones (3.18) y (3.19) se sigue que,
r =
rS∗
k
+
pY∗
mY∗ + S∗ y S
∗ = ηY∗.
Por consiguiente,
r =
rηY∗
k
+
p
m + η
,
luego,
Y∗ =
(
1− p
m + η
)
k
rη
, S∗ =
(
1− p
m + η
)
k
r
.
Así, E2 = ((1− pm+η ) kr , 0, (1− pm+η ) krη )) es un punto de equilibrio del sistema. Note que
este equilibrio tiene sentido biológico si r(m + η) > p.
3. Si S∗ 6= 0, I∗ 6= 0 y Y∗ = 0, entonces S∗ I∗ = γ1 I∗, por lo tanto S∗ = γ1 así,
r1
(
1− S
∗ + I∗
k
)
− I∗ = 0
I∗
(
1+
r1
k
)
= r1
(
1− γ1
k
)
I∗ = r1(k− γ1)
k + r1
.
Observe que, E3 tiene sentido biológico si k > γ1.
3.4. Puntos de equilibrio 29
4. Finalmente, analizaremos el equilibrio de coexistencia. Sean S∗ 6= 0, I∗ 6= 0 y Y∗ 6= 0. De las
ecuaciones (3.17), (3.18) y (3.19) tenemos que,
r1
(
1− S
∗ + I∗
k
)
− I∗ − p1Y
∗
mY∗ + S∗ = 0
S∗ − c1Y
∗
mY∗ + I∗ − γ1 = 0 (3.20)
I∗ + S∗ = ηY∗.
Sea x∗Y∗ = I∗, luego (η − x∗)Y∗ = S∗, esto es,
(η − x∗)Y∗ = c1Y
∗
mY∗ + I∗ + γ1
=
c1Y∗
m + x∗ + γ1
=
c1 + γ1(m + x∗)
m + x∗ .
Por lo tanto,
Y∗ = c1 + γ(m + x
∗)
(η − x∗)(m + x∗) . (3.21)
De le ecuación (3.20) podemos observar que,
r1
(
1− ηY
∗
k
)
− x∗Y∗ − p1
m + η − x∗ = 0.
En consecuencia,
Y∗ =
(
r1(m + η − x∗)− p1
m + η − x∗
)(
k
kx∗ + r1η
)
.
Para que el punto de equilibrio tenga sentido biológico necesitamos que 0 < x∗ < η, y x∗ <(
m + η − p1r1
)
también,
c1 + γ(m + x∗)
(η − x∗)(m + x∗) =
(
r1(m + η − x∗)− p1
m + η − x∗
)(
k
kx∗ + r1η
)
,
esto es,
−((c1 + γ1m) + γx∗)(m + η − x∗)(kx∗ + r1η) + k(η − x∗)(m + x∗)(r1(m + η − x∗)− p1) = 0
(3.22)
Expandiendo la expresión anterior obtenemos la siguiente ecuación cúbica,
f (x∗) = a0x∗3 + a1x∗2 + a2x∗ + a3 = 0, (3.23)
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donde,
a0 = k(r1 + γ1),
a1 = k(p1 + c1)− 2kr1η − γ1η(k− r1),
a2 = kr1(η2 −m2 − ηm)− kp1(η −m)− c1[k(m + η)− r1η]− γ1km(m + η)− γ1r1η2,
a3 = (m + η)r1η
(
km− c1 − γ1m− p1mkr1(m + η)
)
.
a) Evidentemente, para p1r1 ≥ m + η, no existe un equilibrio de coexistencia con significado
biológico.
b) Sea km > c1 + γ1m +
p1mk
r1(m+η)
, a3 > 0.
Aplicando (3.22), f (η) = −((c1 + γ1m) + γ1η)m(k + r1)η < 0.
Si, x = m+ η− p1r1 < η (note que m+ η >
p1
r1
), nuevamente usando (3.22), obtenemos que,
f
(
m + η − p1
r1
)
= −((c1 + γ1m) + γ1x) p1r1 (kx + r1η) < 0.
Por lo tanto, f
(
mı´n
[
η, m + η − p1
r1
])
< 0. Por consiguiente, la ecuación cúbica (3.23)
tiene una o tres raíces reales en
[
0, mı´n
[
η, m + η − p1
r1
]]
, pero tiene una raíz real en[
mı´n
[
η, m + η − p1
r1
]
,∞
]
. Así, tiene exactamente una raíz real en el intervalo,
[
0, mı´n
[
η, m + η − p1
r1
]]
,
en este caso.
c) Para p1r1 < m + η y km < c1 + γ1m +
p1mk
r1(m + η)
se sigue que a3 < 0 y al igual que en el
caso anterior tenemos que f
(
mı´n
[
η, m + η − p1
r1
])
< 0. Por lo tanto, la ecuación cúbica
(3.23) tiene un cero o dos raíces reales positivas en el intervalo. La derivada de f (x) dada
por (3.23) es
g(x∗) = 3a0x∗2 + 2a1x∗ + a2.
Los puntos de inflexión son las raíces α1, β1 de g(x) = 0 y ∆ = f (α1) f (β1). Si a21 > 3a0a2,
a1 < 0, a2 > 0 y ∆ < 0, la ecuación cúbica (3.23) tiene dos puntos de inflexión reales en
α1, β1 donde 0 ≤ α1 < β1. Si,
α1 < mı´n
[
η, m + η − p1
r1
]
,
3.5. Estabilidad 31
entonces considerando la forma de f (x), observamos que hay dos raíces reales estricta-
mente positivas de (3.23) en el intervalo.
Si, a21 > 3a0a2, a1 < 0, a2 > 0, ∆ = 0 y,
α1 < mı´n
[
η, m + η − p1
r1
]
,
entonces f (x) tiene una raíz real estrictamente postiva repetida en el intervalo. Si a21 ≤
3a0a2, a1 ≥ 0, a2 ≤ 0 o ∆ > 0, entonces f (x) no tiene raíces reales estrictamente positivas
en el intervalo.
Por todo lo anterior, vemos que el sistema (3.9) tiene los mismos puntos de equilibrio descritos
en el Teorema 2.4.
3.5. Estabilidad
En esta sección analizaremos la estabilidad del sistema (3.8) alrededor del punto de equilibrio E2 y
mostraremos que si se cumplen las mismas condiciones del Teorema 2.7, entonces el equilibrio E2 es
estable.
Para ello, haremos uso de un resultado fundamental en el análisis de estabilidad que proviene de la
teoría de ecuaciones en diferencias finitas, la demostración de este resultado es ardua y no representa
un interés fundamental para nuestro estudio, por lo tanto no ahondaremos en vicisitudes técnicas.
También será necesario un lema concocido como el criterio de Jury.
Teorema 3.2 Sean x(n + 1) = Ax(n), una ecuación en diferencias finitas, x∗ un punto de equilibrio de la
ecuación y λ1, . . . ,λk, con k ≤ n, los valores propios de la matriz A. Si |λi| < 1, para todo i ∈ {1, . . . , k},
entonces x∗ es estable.
Demostración: Ver [6]. 
Lema 3.1 (Criterio de Jury) Sean λ1 y λ2 las raíces del polinomio cuadrático f (λ) = λ2 + a1λ+ a2. En-
tonces, |λi| < 1, para i ∈ {1, 2} si y solo si las siguientes condiciones se cumplen:
1. f (1) = 1+ a1 + a2 > 0;
2. f (−1) = 1− a1 + a2 > 0;
3. |a2| < 1.
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Demostración: Ver Apéndice B. 
Para simplificar la notación, sean f1(Sn, In, Yn) = Sn+1, f2(Sn, In, Yn) = In+1 y f3(Sn, In, Yn) = Yn+1.
Por lo tanto, la matriz de estabilidad del sistema es,
J =

∂ f1
∂Sn
∂ f1
∂In
∂ f1
∂Yn
∂ f2
∂Sn
∂ f2
∂In
∂ f2
∂Yn
∂ f3
∂Sn
∂ f3
∂In
∂ f3
∂Yn

El siguiente teorema muestra que el esquema (3.9) preserva la estabilidad del esquema continuo (2.1).
Teorema 3.3 El punto de equilibrio E2 del sistema (3.9) es estable si se cumplen las condiciones,
γ1 +
c1
m
+
kp1
r1(m + η)
> k, (3.24)
δ1 + r1 >
p1(m + 2η)
(m + η)2
. (3.25)
Demostración: Evaluando las entradas de la matriz jacobiana J del sistema (3.9) en el equilibrio E2,
obtenemos que,
∂ f1
∂Sn
(E2) =
(η + m)2 + pϕ1(h)(2η + m)
(rφ(h) + 1)(η + m)2
,
∂ f1
∂In
(E2) = −
ϕ1(h)(r + kλ)
(
r− p
η + m
)
r(rϕ1(h) + 1)
,
∂ f1
∂Yn
(E2) =
−η2 pϕ1(h)
(rϕ1(h) + 1)(h + m)2
,
∂ f2
∂Sn
(E2) = 0,
∂ f2
∂In
(E2) =
r + kλϕ2(h)
(
r− p
η + m
)
r(1+ cm ϕ2(h) + γϕ2(h))
,
∂ f2
∂Yn
(E2) = 0,
∂ f3
∂Sn
(E2) =
δϕ3(h)[(η + m)2 + pϕ1(h)(2η + m)]
η(rϕ1(h) + 1)(η + m)2(δϕ3(h) + 1)
,
∂ f3
∂In
(E2) =
δϕ3(h)
[
m(r(η + m) + kλϕ2(h)(p + ηr + mr))
r(η + m)(m + cϕ2(h) + γmϕ2(h))
− ϕ1(h)(r + kλ)(r(η + m)− p)
]
η(δϕ3(h) + 1)
,
∂ f3
∂Yn
(E2) =
(1+ rϕ1(h))(η + m)2 − δηpϕ1(h)ϕ3(h)
(rϕ1(h) + 1)(η + m)2(δϕ3(h) + 1)
.
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Ahora, procedemos a calcular el polinomio característico de la matriz J(E2). Sea λ ∈ R dado, luego,
p(λ) = det(J(E2)− λI3)
= det

∂ f1
∂Sn (E2)− λ ∂ f1∂In (E2) ∂ f1∂Yn (E2)
∂ f2
∂Sn (E2)
∂ f2
∂In (E2)− λ ∂ f2∂Yn (E2)
∂ f3
∂Sn (E2)
∂ f3
∂In (E2)
∂ f3
∂Yn (E2)− λ
 .
Por la forma de la matríz, podemos hacer uso del lema 2.1 para concluir que un valor propio es,
λ1 =
∂ f2
∂In
(E2) =
r + kλϕ2(h)
(
r− p
η + m
)
r(1+ cm ϕ2(h) + γϕ2(h))
=
1+ kλϕ2(h)
(
1− p
r(η + m)
)
1+ cm ϕ2(h) + γϕ2(h)
, (3.26)
y los valores propios restantes satisfacen la ecuación característica,
det
 ∂ f1∂Sn (E2)− λ ∂ f1∂Yn (E2)
∂ f3
∂Sn (E2)
∂ f3
∂Yn (E2)− λ
 = 0. (3.27)
Ahora bien, supongamos que, γ1 +
c1
m
+
λkp1
r1(m + η)
> k. Entonces,
γ+
c
m
+
kp
r(m + η)
> kλ,
es decir,
λk
(
1− p
r(m + η)
)
<
c
m
+ γ.
Multiplicando por ϕ2(h) en la anterior desigualdad y luego sumando 1 en ambos lados obtenemos
que,
1+ λkϕ2(h)
(
1− p
r(m + η)
)
< 1+
c
m
ϕ2(h) + γϕ2(h).
Finalmente, dividiendo en ambos lados por la expresión de la derecha de la última desigualdad
llegamos a que,
λ1 =
1+ kλϕ2(h)
(
1− p
r(η + m)
)
1+ cm ϕ2(h) + γϕ2(h)
< 1,
es decir, λ1 < 1.
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Por otra parte, de (3.27) obtenemos que,
p(λ) = λ2 + Aλ+ B = 0,
donde,
A = −2(η + m)
2 + pφ1(h)(m + 2η) + φ1(h)(δ+ r)(m + η)2 + δpφ1(h)φ3(h)(η + m)
(rφ1(h) + 1)(η + m)2(δφ3(h) + 1)
B =
(m + η)2 + pφ1(h)(m + 2η)
(rφ1(h) + 1)(m + η)2(δφ3(h) + 1).
Notemos que la primera condición del criterio de Jury se cumple. En fecto, como A > 0 y B > 0,
entonces se sigue que,
p(1) = 1+ A + B > 0.
Por otro lado, observemos que,
p(−1) = 1− A + B = (rφ1(h) + 1)(m + η)
2(δφ3(h) + 1)
(rφ1(h) + 1)(m + η)2(δφ3(h) + 1)
− 2(η + m)
2 + pφ1(h)(m + 2η) + φ1(h)(δ+ r)(m + η)2 + δpφ1(h)φ3(h)(η + m)
(rφ1(h) + 1)(η + m)2(δφ3(h) + 1)
+
(m + η)2 + pφ1(h)(m + 2η)
(rφ1(h) + 1)(m + η)2(δφ3(h) + 1)
,
esto es,
p(−1) = (rφ1(h) + 1)(m + η)
2(δφ3(h) + 1)− (η + m)2 − ϕ1(h)(δ+ r)(m + η)2 − δpϕ1(h)ϕ3(h)(η + m)
(rφ1(h) + 1)(m + η)2(δφ3(h) + 1)
.
Luego, p(−1) > 0 si y solo si,
(η + m)2 + ϕ1(h)(δ+ r)(m + η)2 + δpϕ1(h)ϕ3(h)(η + m) < (rφ1(h) + 1)(m + η)2(δφ3(h) + 1),
esto es,
ϕ1(h)(δ+ r)(η+m)2 + δpϕ1(h)ϕ3(h)(η+m) < rδϕ1(h)ϕ3(h)(η+m)2 + [rϕ1(h) + δϕ3(h)](η+m)2.
Como ϕ1(h) = ϕ3(h), entonces la condición anterior equivale a,
δpϕ1(h)ϕ3(h)(η + m) < rδϕ1(h)ϕ3(h)(η + m)2,
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es decir,
p < r(η + m),
la cual es la condición de existencia del punto de equilibrio E2 que teníamos inicialmente. Por consi-
guiente, p(−1) = 1− A + B > 0.
Finalmente, vemos que, B < 1 si y solo si,
(m + η)2 + pφ1(h)(m + 2η)
(rφ1(h) + 1)(m + η)2(δφ3(h) + 1)
< 1,
esto es,
(m + η)2 + pϕ1(h)(m + 2η) < (rφ1(h) + 1)(m + η)2(δφ3(h) + 1),
y esta condición equivale a,
p(m + 2η) < r(η + m)2(δϕ3(h) + 1) + δ(η + m)2. (3.28)
Ahora, como
p(m + 2η)
(m + η)2
< δ+ r, es decir, p(m + 2η) < (r + δ)(m + η)2 y
(r + δ)(m + η)2 < r(η + m)2(δϕ3(h) + 1) + δ(η + m)2,
entonces la condición (3.28) se cumple. En consecuencia, concluimos que B < 1.
Así las cosas, hemos probado las tres condiciones del criterio de Jury, de esta manera concluimos que
las raíces λ1 y λ2 del polinomio p(λ) = λ2 − Aλ+ B satisfacen que |λi| < 1, para i ∈ {1, 2}.
Por todo lo anterior se sigue que E2 es estable bajo las condiciones dadas. 
3.6. Simulaciones Numéricas
En esta sección se presentan los resultados de algunas simulaciones numéricas que se realizaron
usando MATLAB (véase Apéndice A) y que, entre otras cosas, muestran que el esquema (3.9) es
bastante robusto en comparación con algunos esquemas tradicionales, como el método de Euler, el
método de Runge-Kutta 4 y la rutina de MATLAB ode45.
3.6.1. Primera simulación
En la primera simulación, se utilizaron los siguientes parámetros,
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Parámetro Valor
r 3
k 45
λ 0,006
γ 0,24
p 0
c 0,05
δ 0,09
η 0,2
m 1
TABLA 3.1: Parámetros empleados en la primera simulación
Se usó la condición inicial (S0, I0, Y0) = (60, 40, 300) y se aproximó usando un tamaño de paso h =
0,5. Los resultados fueron los siguientes,
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FIGURA 3.5: Primera simulación, Presas Susceptibles
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FIGURA 3.6: Primera simulación, Presas Infectadas
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FIGURA 3.7: Primera simulación, Población Depredadora
Y los tiempos de simulación fueron,
Esquema numérico Tiempo de simulación
(en segundos)
ode45 0,935155
Euler 0,019477
Runge Kutta 4 0,035196
NSFD 0,028293
TABLA 3.2: Tiempos de la primera simulación
Notamos que para este conjunto de parámetros, nuestro esquema numérico aproxima bien las solu-
ciones del sistema (2.1). Además, solo el método de Euler presenta un tiempo de simulación menor
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que nuestro esquema.
3.6.2. Segunda simulación
En la segunda simulación, se utilizaron los siguientes parámetros,
Parámetro Valor
r 3
k 2000000
λ 0,006
γ 0,24
p 0
c 0,05
δ 100
η 0,4
m 5
TABLA 3.3: Parámetros empleados en la segunda simulación
Se usó la condición inicial (S0, I0, Y0) = (50, 15, 1400) y se aproximó usando un tamaño de paso de
h = 2. Los resultados fueron los siguientes,
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FIGURA 3.8: Segunda simulación, Presas Susceptibles
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FIGURA 3.9: Segunda simulación, Presas Infectadas
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FIGURA 3.10: Segunda simulación, Población Depredadora
Y los tiempos de simulación fueron,
Esquema numérico Tiempo de simulación
(en segundos)
ode45 0,478895
Euler 0,017741
Runge Kutta 4 0,036142
NSFD 0,019253
TABLA 3.4: Tiempos de la primera simulación
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Notamos que para este conjunto de parámetros, nuestro esquema numérico aproxima bien las so-
luciones del sistema (2.1), sin embargo, en las Figuras (3.8) y (3.9) notamos que el método de Euler
no aproxima bien, mas aún, en la Figura (3.10) notamos que el método de Runge-Kutta 4 converge
a valores negativos, los métodos de Euler y ode45 ni siquiera aproximan la soluciones, mientras que
nuestro esquema no converge a valores negativos ni genera estados estables falsos. Además, nue-
vamente solo el método de Euler presenta un tiempo de simulación menor que nuestro esquema
numérico.
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Conclusiones y trabajos futuros
El esquema NSFD preserva las propiedades de positividad y acotamiento del modelo continuo. En
cuanto a estabilidad, vimos que nuestro esquema numérico preserva las condiciones suficientes para
que el equilibrio libre de infección del modelo estudiado sea estable. Además, observamos que el
esquema de diferencias finitas no estándar que propusimos aproxima sustancialmente mejor que los
métodos tradicionales tales como Método de Euler, Runge-Kutta 4 e incluso que la poderosa rutina
de MATLAB ode45. Por otra parte, el tiempo de computo del método es mínimo, lo cual es un ventaja
frente a métodos como el Runge-Kutta 4.
Para trabajos futuros, se busca analizar la estabilidad en el equilibrio de coexistencia E4 y E5. Tam-
bién, se busca probar que, bajo ciertas condiciones, el equilibrio E2 es globalmente asintóticamente
estable. Además, se estudiará la periodicidad de las soluciones, para esto, requeriremos técnicas de
teoría de grado y análisis funcional tales como el Teorema de continuación de Gaines-Mawhin.
Para finalizar, cabe resaltar que a lo largo del desarrollo de esta tesis los resultados se han presentado
en varios congresos a nivel nacional e internacional, entre los cuales están:
III Congreso Internacional de Matemáticas Aplicadas, Universidad el Bosque, Bogotá, D.C.,
2018. Numerical solution of a virus transmission model using a nonstandard finite difference squeme.
Modalidad: Poster.
XXII Congreso Colombiano de Matemáticas, Universidad del Cauca, Popayán, 2019. Soluciones
periódicas de un modelo eco-epidemiológico de tipo depredador-presa. Modalidad: Poster.
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Apéndice A
Códigos en MATLAB
A.1. Código para el ejemplo motivacional
func t ion motexample
c l c
c l o s e a l l
c l e a r a l l
s e t ( 0 , ’ d e f a u l t t e x t i n t e r p r e t e r ’ , ’ Latex ’ ) ;
% INITIAL CONDITION
x0 =0;
% TIME AND STEP−SIZE
t i =0;
t f =50;
h=1;
N=( t f−t i )/h ;
f o r i =1:N−1
time ( i +1)=h * ( i + 1 ) ;
end
% EULER METHOD
x0euler=x0 ;
t i c
f o r i =1:N−1
yeuler ( i +1)= x0euler+h* f ( x0euler ) ;
x0euler=yeuler ( i + 1 ) ;
end
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toc
%RUNGE−KUTTA 4 METHOD
x0RK4=x0 ;
t i c
f o r i =1:N−1
k1=h* f ( x0RK4 ) ;
k2=h* f ( x0RK4+k1 / 2 ) ;
k3=h* f ( x0RK4+k2 / 2 ) ;
k4=h* f ( x0RK4+k3 ) ;
yrgk4 ( i +1)=x0RK4+( k1+2*k2+2*k3+k4 ) / 6 ;
x0RK4=yrgk4 ( i + 1 ) ;
end
toc
% NSFD TRIVIAL
x0NSFDt=x0 ;
t i c
f o r i =1:N−1
yNSFDt ( i +1)=(h+(1+2*h ) * x0NSFDt )/(1+h* x0NSFDt ) ;
x0NSFDt=yNSFDt ( i + 1 ) ;
end
toc
% NSFD NON TRIVIAL
x0NSFDnt=x0 ;
t i c
f o r i =1:N−1
yNSFDnt ( i +1)=((1−exp(−h))+(1+2*(1− exp(−h ) ) ) * x0NSFDnt )/(1+x0NSFDnt*(1−exp(−h ) ) ) ;
x0NSFDnt=yNSFDnt ( i + 1 ) ;
end
toc
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% PLOTS
%p l o t ( time , yexact ( time ) , ’ r ’ , time , yNSFDt , ’m’ , time , yNSFDnt , ’ g ’ , ’ LineWidth ’ , 1 . 5 )
p l o t ( time , yeuler , ’ b ’ , time , yrgk4 , ’ r ’ , time , yNSFDt , ’ k ’ , time , yNSFDnt , ’ g ’ , time , yexact ( time ) , ’ y ’ )
% FUNCTIONS DESCRIBING THE ODE
funct ion y= f ( x )
y=1+2*x−x ^2;
funct ion z=yexact ( x )
z=1+ s q r t ( 2 ) * tanh ( s q r t ( 2 ) * x + 0 . 5 * log ( ( s q r t (2)−1)/( s q r t ( 2 ) + 1 ) ) ) ;
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func t ion NSFDSIY
c l c
c l o s e a l l
c l e a r a l l
s e t ( 0 , ’ d e f a u l t t e x t i n t e r p r e t e r ’ , ’ Latex ’ ) ;
%PARAMETERS
%r =3; k =45; lambda = 0 . 0 0 6 ; gamma= 0 . 2 4 ; c = 0 . 0 5 ; d e l t a = 0 . 0 9 ; p = 0 . ;m=1; e ta =0.2; % se dana ode45 , eu le r , rk4
s i z e s t e p =0.5
%x0 =[60 40 3 0 0 ] ;
%r =3; k =75; lambda = 0 . 0 0 6 ; gamma= 0 . 2 4 ; c = 0 . 0 5 ; d e l t a = 0 . 0 9 ; p=0;m=1; e ta =0.04; % se dana ode45 , eu le r , rk4
s i z e s t e p =2
%x0 =[50 15 1 4 0 0 ] ;
%r =3; k =45; lambda = 0 . 0 0 6 ; gamma= 0 . 2 4 ; c = 0 . 0 5 ; d e l t a = 0 . 0 9 ; p=0;m=5; e ta =50.04; % se dana ode45 , eu le r , rk4
s i z e s t e p =0.5
%x0 = [ 1 7 . 2 8 463 .13 1 3 4 3 3 . 7 9 ] ;
r =3; k =2000000; lambda = 0 . 0 0 6 ; gamma= 0 . 2 4 ; c = 0 . 0 5 ; d e l t a =100;p=0;m=5; e ta =0.04; % se jode ode45
x0 =[50 15 1400]; % % se dana ode45 , e u l er , s i z e s t e p =0 .001 , rk4 =0.0001
% TIME AND STEP−SIZE
T=50;
h=2;
46 Apéndice A. Códigos en MATLAB
N=T/h ;
opt ions=odeset ( ’ RelTol ’ , 2 . 2 2 0 4 5 e−14 , ’ S t a t s ’ , ’ on ’ ) ;
f o r i =1 :N
t ( i )=h* i ;
end
% ODE45 ROUTINE
t i c
[ t1 , Y1 ] = ode45 ( @siy , [ 0 , T ] , x0 , options , r , p , gamma, del ta , c , k ,m, eta , lambda ) ;
toc
% EULER METHOD
x0euler=x0 ;
t i c
f o r i =1:N
k11= f s ( x0euler , r , p , k ,m, lambda ) ;
k12= f i ( x0euler , gamma, c ,m, lambda ) ;
k13=fy ( x0euler , del ta , e ta ) ;
x s e u l e r ( i )= x0euler ( 1 ) + h* k11 ;
x i e u l e r ( i )= x0euler ( 2 )+ h* k12 ;
xyeuler ( i )= x0euler (3 )+ h* k13 ;
x0euler =[ x s e u l e r ( i ) x i e u l e r ( i ) xyeuler ( i ) ] ;
end
toc
%RUNGE−KUTTA 4 METHOD
x0rgk4=x0 ;
t i c
f o r i =1 :N
k11=h* f s ( x0rgk4 , r , p , k ,m, lambda ) ;
k12=h* f i ( x0rgk4 , gamma, c ,m, lambda ) ;
k13=h* fy ( x0rgk4 , del ta , e ta ) ;
k21=h* f s ( x0rgk4+k11 /2 , r , p , k ,m, lambda ) ;
k22=h* f i ( x0rgk4+k12 /2 ,gamma, c ,m, lambda ) ;
k23=h* fy ( x0rgk4+k13 /2 , del ta , e ta ) ;
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k31=h* f s ( x0rgk4+k21 /2 , r , p , k ,m, lambda ) ;
k32=h* f i ( x0rgk4+k22 , gamma, c ,m, lambda ) ;
k33=h* fy ( x0rgk4+k23 , del ta , e ta ) ;
k41=h* f s ( x0rgk4+k31 , r , p , k ,m, lambda ) ;
k42=h* f i ( x0rgk4+k32 , gamma, c ,m, lambda ) ;
k43=h* fy ( x0rgk4+k33 , del ta , e ta ) ;
xsrgk4 ( i )= x0rgk4 ( 1 ) + ( k11 +2* k21 +2* k31+k41 ) / 6 ;
x irgk4 ( i )= x0rgk4 ( 2 ) + ( k12 +2* k22 +2* k32+k42 )/6 ;
xyrgk4 ( i )= x0rgk4 ( 3 ) + ( k13 +2* k23 +2* k33+k43 ) / 6 ;
x0rgk4 ( 1 ) = xsrgk4 ( i ) ;
x0rgk4 ( 2 ) = xirgk4 ( i ) ;
x0rgk4 ( 3 ) = xyrgk4 ( i ) ;
end
toc
% NSFD SQUEME
x0NSFD=x0 ;
%phi1=exp ( h)−1;
%phi2=exp ( h)−1;
%phi3=exp ( h)−1;
phi1=h ;
phi2=h ;
phi3=h ;
t i c
f o r i =1:N
NSFDxs ( i )=x0NSFD ( 1 ) * ( 1 + phi1 * r )/(1+ phi1 * r *x0NSFD( 1) / k+phi1 *x0NSFD ( 2 ) * ( lambda+r/k)+ phi1 *P (x0NSFD , p ,m) ) ;
x0NSFD=[NSFDxs ( i ) , x0NSFD ( 2 ) , x0NSFD ( 3 ) ] ;
NSFDxi ( i )=x0NSFD ( 2 ) * ( 1 + phi2 *x0NSFD ( 1 ) * lambda )/(1+ phi2 *gamma+phi2 *Q(x0NSFD , c ,m) ) ;
x0NSFD=[NSFDxs ( i ) , NSFDxi ( i ) , x0NSFD ( 3 ) ] ;
NSFDxy( i )=x0NSFD ( 3 ) * ( 1 + d e l t a * phi3 )/(1+ phi3 *R(x0NSFD , del ta , e ta ) ) ;
x0NSFD( 1) =NSFDxs ( i ) ;
x0NSFD( 2) = NSFDxi ( i ) ;
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x0NSFD( 3) =NSFDxy( i ) ;
end
toc
% PLOTS
s i g n a l 1 =Y1 ( : , 1 ) ;
f i g u r e ( 1 ) ;
p l o t ( t1 , Y1 ( : , 1 ) , ’ b ’ , t , xsrgk4 , ’ k ’ , t , xseuler , ’ g ’ , t , NSFDxs , ’ r ’ , ’ LineWidth ’ , 1 . 2 )
%s i g n a l l S =Y1 ( : , 1 ) ;
%hold on ;
%axes ( ’ pos i t ion ’ , [ . 5 . 1 5 0 . 2 5 . 2 5 ] ) ;
%box on
%j 1 = 0.5 < t & t < . 6 ;
%j 2 = 0.7402 < t & t < 0 . 8 1 0 2 ;
%p l o t ( t1 ( j 2 ) , s i g n a l l S ( j 2 ) , ’ b ’ , t ( j 1 ) , xsrgk4 ( j 1 ) , ’ k ’ , t ( j 1 ) , x s e u l e r ( j 1 ) , ’ g ’ , t ( j 1 ) , NSFDxs ( j 1 ) , ’ r ’ )
y l a b e l ( ’ S u s c e p t i b l e Prey , S ’ )
x l a b e l ( ’ Time , t ( days ) ’ )
legend ( ’ ode 45 ’ , ’RK4 ’ , ’ Euler ’ , ’NSFD ’ ) ;
gr id on
f i g u r e ( 2 ) ;
p l o t ( t1 , Y1 ( : , 2 ) , ’ b ’ , t , xirgk4 , ’ k ’ , t , x i e u l e r , ’ g ’ , t , NSFDxi , ’ r ’ , ’ LineWidth ’ , 1 . 2 )
% s i g n a l l I =Y1 ( : , 2 ) ;
% axes ( ’ pos i t ion ’ , [ . 5 . 1 5 0 . 2 5 . 2 5 ] ) ;
% box on
% j 1 = 0.5 < t & t < . 6 ;
% j 2 = 0.7402 < t & t < 0 . 8 1 0 2 ;
% p l o t ( t1 ( j 2 ) , s i g n a l l I ( j 2 ) , ’ b ’ , t ( j 1 ) , x i rgk4 ( j 1 ) , ’ k ’ , t ( j 1 ) , x i e u l e r ( j 1 ) , ’ g ’ , t ( j 1 ) , NSFDxi ( j 1 ) , ’ r ’ )
y l a b e l ( ’ I n f e c t i o u s Prey , I ’ )
x l a b e l ( ’ Time , t ( days ) ’ )
legend ( ’ ode 45 ’ , ’RK4 ’ , ’ Euler ’ , ’NSFD ’ ) ;
gr id on
f i g u r e ( 3 ) ;
p l o t ( t1 , Y1 ( : , 3 ) , ’ b ’ , t , xyrgk4 , ’ k ’ , t , xyeuler , ’ g ’ , t , NSFDxy , ’ r ’ , ’ LineWidth ’ , 1 . 2 )
% s i g n a l l Y =Y1 ( : , 3 ) ;
% axes ( ’ pos i t ion ’ , [ . 5 . 1 5 0 . 2 5 . 2 5 ] ) ;
% box on
% j 1 = 0.5 < t & t < . 6 ;
% j 2 = 0.7402 < t & t < 0 . 8 1 0 2 ;
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% p l o t ( t1 ( j 2 ) , s i g n a l l Y ( j 2 ) , ’ b ’ , t ( j 1 ) , xyrgk4 ( j 1 ) , ’ k ’ , t ( j 1 ) , xyeuler ( j 1 ) , ’ g ’ , t ( j 1 ) , NSFDxy( j 1 ) , ’ r ’ )
y l a b e l ( ’ Predator Population , Y ’ )
x l a b e l ( ’ Time t ( days ) ’ )
legend ( ’ ode45 ’ , ’RK4 ’ , ’ Euler ’ , ’NSFD ’ ) ;
gr id on
hold o f f ;
% FUNCTIONS DESCRIBING THE MODEL
funct ion dx= s i y ( t , x , r , p , gamma, del ta , c , k ,m, eta , lambda )
dx = zeros ( 3 , 1 ) ;
dx ( 1 )= r * x (1 ) * (1 − ( x ( 1 ) + x ( 2 ) ) / k)−lambda * x ( 1 ) * x(2)−p* x ( 3 ) * x ( 1 ) / (m* x (3 )+ x ( 1 ) ) ;
dx ( 2 )= lambda * x ( 1 ) * x(2)− c * x ( 3 ) * x ( 2 ) / (m* x (3 )+ x (2))−gamma* x ( 2 ) ;
dx ( 3 )= d e l t a * x (3)* (1− e ta * x ( 3 ) / ( x (2 )+ x ( 1 ) ) ) ;
func t ion xs= f s ( x0 , r , p , k ,m, lambda )
xs=r * x0 (1 ) * (1 − ( x0 ( 1 ) + x0 ( 2 ) ) / k)−lambda * x0 ( 1 ) * x0 (2)−p* x0 ( 3 ) * x0 ( 1 ) / (m* x0 ( 3 ) + x0 ( 1 ) ) ;
func t ion x i = f i ( x0 , gamma, c ,m, lambda )
x i =lambda * x0 ( 1 ) * x0 (2)− c * x0 ( 3 ) * x0 ( 2 ) / (m* x0 ( 3 ) + x0 (2))−gamma* x0 ( 2 ) ;
func t ion xy=fy ( x0 , del ta , e ta )
xy= d e l t a * x0 (3)*(1− e ta * x0 ( 3 ) / ( x0 ( 2 )+ x0 ( 1 ) ) ) ;
func t ion defP=P (x0NSFD , p ,m)
defP=p*x0NSFD ( 3 ) / (m*x0NSFD( 3) +x0NSFD ( 1 ) ) ;
func t ion defQ=Q(x0NSFD , c ,m)
defQ=c *x0NSFD ( 3 ) / (m*x0NSFD( 3) +x0NSFD ( 2 ) ) ;
func t ion defR=R(x0NSFD , del ta , e ta )
defR= d e l t a * e ta *x0NSFD ( 3 ) / ( x0NSFD( 1 )+x0NSFD ( 2 ) ) ;
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Apéndice B
Demostraciones de los lemas
En esta sección realizaremos las demostraciones de algunos lemas que fueron de suma importancia
para analizar las propiedades de los modelos discreto y continuo que se estudiaron en este trabajo.
B.1. Demostración del Lema 2.1
Lema B.1 Sea A = [aij] ∈ M3×3(R) una matriz tal que a21 = a23 = 0. Si p es el polinomio característico
deA, entonces,
p(z) = (a22 − z)q(z),
donde q es el polinomio característico de la matriz,
B =
a11 a13
a31 a33
 ,
es decir, a22 es un valor propio de la matriz A y el resto de valores propios satisface la ecuación característica
q(z) = 0.
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Demostración: Por definición sabemos que, p(z) = det(A− zI3), donde I3 es la matriz identidad
de orden 3 y q(z) = det(B − zI2), donde I2 es la matriz identidad de orden 2. Luego, observe que,
det(A− zI3) = det

a11 − z a12 a13
0 a22 − z 0
a31 a32 a33 − z

= (a11 − z)(a22 − z)(a33 − z)− a13(a22 − z)a31
= (a22 − z)[(a11 − z)(a33 − z)− a13a31]
= (a22 − z)det
a11 − z a13
a31 a33 − z

= (a22 − z)det(B − zI2)
= (a22 − z)q(z),
es decir, p(z) = (a22 − z)q(z). 
B.2. Demostración del criterio de Jury
Aquí, estableceremos el denominado Criterio de Jury que es de vital importancia a la hora de mostrar
que las raíces de un polinomio de orden 2 se encuentran en el disco unitario.
Antes de establecer este resultado, necesitaremos los siguientes preliminares:
Definición B.1 Sea f : X ⊆ R→ R una función.
1. Suponga que (a,∞) ⊂ X para algún a ∈ R. Decimos que f (x) converge a +∞ (resp., −∞) cuando x
se aproxima a +∞, si para todo M ∈ R, existe xM > a tal que, si x > xM, entonces f (x) > M (resp.,
f (x) < M).
2. Suponga que (−∞, b) ⊂ X para algún b ∈ R. Decimos que f (x) converge a +∞ (resp., −∞) cuando
x se aproxima a −∞, si para todo N ∈ R, existe xN < b tal que, si x < xN , entonces f (x) > N (resp.,
f (x) < N).
Teorema B.1 (Teorema del valor intermedio) Sean a, b ∈ R con a < b y considere una función f :
[a, b] → R continua en [a, b]. Si y0 es un número que está entre f (a) y f (b), entonces existe un número
x0 ∈ [a, b] tal que f (x0) = y0.
Demostración: Ver [19]. 
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Lema B.2 (Jury) Sean λ1 y λ2 las raíces del polinomio cuadrático f (λ) = λ2 + a1λ+ a2. Entonces, |λi| < 1,
para i ∈ {1, 2} si y solo si las siguientes condiciones se cumplen:
a) f (1) = 1+ a1 + a2 > 0;
b) f (−1) = 1− a1 + a2 > 0;
c) |a2| < 1.
Demostración: ⇒ Supongamos que |λi| < 1, para i ∈ {1, 2}. Y considere la función f : R → R
dada por,
f (x) = x2 + a1x + a2,
para todo x ∈ R. Como λ1 y λ2 son las raíces de f , entonces
f (x) = (x− λ1)(x− λ2) = x2 − (λ1 + λ2)x + λ1λ2.
Luego, por igualdad de polinomios se sigue que, a2 = λ1λ2. En consecuencia, |a2| = |λ1||λ2| < 1 y
así se tiene la condición c). Para probar la condición a) y b) razonemos por el absurdo y supongamos
que f (1) ≤ 0 o f (−1) ≤ 0. Tenemos así dos casos.
Caso 1. Supongamos que f (1) ≤ 0. Note que f (1) 6= 0, pues si esto ocurre, tendríamos que
λi = 1, donde i = 1 o i = 2, pero de ahí se sigue que 1 > |λi| = 1 lo cual es imposible. Por lo
tanto, tenemos que f (1) < 0. Ahora, dado que,
f (x) =
(
x +
a1
2
)2
+ a2 − a
2
1
4
,
entonces se sigue que,
lı´m
x→+∞ f (x) = +∞.
Como (1,∞) ⊂ R, entonces básandonos en la Definición B.1 tenemos que en particular para
M = 0 existe x0 > 1 tal que, f (x) > 0, siempre que x > x0. Elija x∗ = x0 + 1. En consecuencia,
x∗ > 1 y f (x∗) > 0. Observe que 0 están entre f (1) y f (x∗), siendo f continua en [1, x∗], por
Teorema B.1 obtenemos que existe y0 ∈ [1, x∗] tal que, f (y0) = 0, esto es, y0 = λi, para algún
i ∈ {1, 2}. Dado que y0 ≥ 1, entonces vemos que,
1 ≤ |y0| = |λi| < 1,
lo cual es una contradicción.
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Caso 2. Supongamos que f (−1) ≤ 0. Note que f (−1) 6= 0, pues si esto ocurre, tendríamos que
λi = −1, donde i = 1 o i = 2, pero de ahí se sigue que 1 > |λi| = 1 lo cual es imposible. Por lo
tanto, tenemos que f (−1) < 0. Ahora, dado que,
f (x) =
(
x +
a1
2
)2
+ a2 − a
2
1
4
,
entonces se sigue que,
lı´m
x→−∞ f (x) = +∞.
Como (−∞,−1) ⊂ R, entonces básandonos en la Definición B.1 tenemos que en particular para
N = 0 existe x0 < −1 tal que, f (x) > 0, siempre que x < x0. Elija x∗ = x0− 1. En consecuencia,
x∗ < −1 y f (x∗) > 0. Observe que 0 están entre f (−1) y f (x∗), siendo f continua en [x∗,−1],
por Teorema B.1 obtenemos que existe z0 ∈ [x∗,−1] tal que, f (z0) = 0, esto es, z0 = λi, para
algún i ∈ {1, 2}. Dado que z0 ≤ −1, entonces vemos que,
1 ≤ |z0| = |λi| < 1,
lo cual es una contradicción.
Vemos que en cada caso obtenemos una contradicción. Por lo tanto f (1) > 0 y f (−1) > 0, es decir,
las condiciones a) y b) se cumplen.
⇐ Supongamos que las condiciones a)-c) se cumplen. Tenemos dos casos.
Caso 1. Si λ1,λ2 ∈ C, entonces λ1 = λ2, así, |λ1| = |λ2|, en consecuencia, solo necesitamos
mostrar que |λ1| < 1. Como a2 = λ1λ2, entonces por c) se sigue que,
1 > |a2| = |λ1||λ2| = |λ1|2,
es decir, |λ1| < 1.
Caso 2. Si λ1,λ2 ∈ R, entonces como f (−1) > 0 y f (1) > 0, entonces ambas raíces son me-
nores que 1 (lo cual contradice el hecho de que |a2| < 1), ambas son mayores que unp (lo cual
contradice el hecho de que |a2| < 1) o ambas están entre −1 y 1. Por lo tanto, λ1,λ2 ∈ (−1, 1),
es decir, |λi| < 1, para i ∈ {1, 2}.

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