Abstract: Our goal with this research manifesto is to define a roadmap to guide the evolution of the new research field that is emerging at the intersection between crowdsourcing and the Semantic Web. We analyze the confluence of these two disciplines by exploring their relationship. First, we focus on how the application of crowdsourcing techniques can enhance the machine-driven execution of Semantic Web tasks. Second, we look at the ways in which machine-processable semantics can benefit the design and management of crowdsourcing projects. As a result, we are able to describe a list of successful or promising scenarios for both perspectives, identify scientific and technological challenges, and compile a set of recommendations to realize these scenarios effectively. This research manifesto is an outcome of the Dagstuhl Seminar 14282: Crowdsourcing and the Semantic Web. 
INTRODUCTION
The Semantic Web was designed as a machine-processable Web of data-a Web where computerized agents could collect, integrate, exchange, and reason upon large quantities of heterogeneous online content (Shadbolt et al., 2006) . After more than a decade of research and development, the original idea has largely materialized; the foundations of semantic technologies can be found at the core of many success stories in ICT, from Google's Knowledge Graph (Singhal, 2012 ) to IBM's Watson (Ferrucci et al., 2010) . Semantic Web technologies (Hitzler et al., 2009 ) have become useful in various application areas including domain modeling, data integration, enhanced search and content management within several activity areas such as cultural heritage, health care, public administration and digital libraries (Baker et al., 2012) . However, just as many other technologies aiming at automation in a decentralized global environment, they remain reliant on human input and intervention (Siorpaes and Simperl, 2010; Bernstein, 2012) . This is due to several factors, but primarily to the knowledge-intensive and context-specific nature of many Semantic Web tasks. Almost any core aspect in the life cycle of semantic content-from conceptual modeling, describing resources in ontological terms and labeling them in different natural languages, to recognizing related concepts and entities in multiple knowledge bases-requires a certain degree of human involvement. Consequently, the Semantic Web community is exploiting theories, methods, and tools from other disciplines, including online communities, participatory design, crowdsourced human computation and collective intelligence with the ultimate goal of building the "Global Brain Semantic Web" (Bernstein, 2012) , a Semantic Web including distributed interleaved human-machine computation.
Crowdsourcing offers a cost-effective way to distribute the completion of a task among a potentially large group of contributors (Howe, 2008; Quinn and Bederson, 2011) . No matter which specific approach one follows (i.e., volunteering-based, paid, gamified), it has become a very useful means to realize hybrid information processing architectures in which crowd and machine intelligence are brought together to tackle tasks that computers alone find difficult to solve (Bernstein, 2013) . In this document we use the term 'crowdsourcing' broadly to refer to any of the models which can be applied to achieve such goals, including paid microtask and macrotask crowdsourcing (Kittur et al., 2013) , enterprise crowdsourcing (Vukovic and Bartolini, 2010) , citizen science (Raddick et al., 2009 ) and other online communities of volunteers (Blohm et al., 2013) , GWAPs (gameswith-a-purpose) (von Ahn and Dabbish, 2008) , 'stealth' crowdsourcing (also known as 'side-effect computing') (Doan et al., 2011) , participatory sensing (Burke et al., 2006) , and combinations of these. Particulars aside, contributors are members of the crowd who participate in the crowdsourcing process, while requesters are people or organizations outsourcing tasks to the crowd. Besides directed crowdsourcing, we also consider collaborative and passive crowdsourcing (Bigham et al., 2015) .
Our goal with this research manifesto is to define a research roadmap for the emerging field at the intersection between crowdsourcing and the Semantic Web. When analyzing the interplay of semantic and crowdsourcing technologies, we explore two categories of scenarios: (i) those in which Semantic Web tasks are approached by seeking the involvement of the crowd (see Section 2); and (ii) those in which the design and operation of a crowdsourcing process is enhanced through the use of machine-processable semantics (see Section 3).
CROWDSOURCING FOR THE SEMANTIC WEB
We see several areas in which crowdsourcing can be a valuable tool in the Semantic Web endeavour. First, it can enable (at least in some cases) an improvement in accuracy of existing automatic techniques by offering a systematic way to augment these with human inputs. Second, it achieves this in a scalable and affordable way, by distributing tasks to a large number of contributors and using novel incentive models to encourage participation. Third, it allows us to exploit the cognitive diversity of collective intelligence. This vision may be applied to a wide range of application domains (e. g. literature management (Morishima et al., 2012) , urban and geospatial systems (Celino et al., 2012b; Atzmueller et al., 2014) , the media sector (Raimond et al., 2014) and the medical domain (Mortensen et al., 2013a) ).
Scenarios
In each of the Semantic Web scenarios in which these benefits may be exploited, the scope and purpose of crowd contributions and the gestalt of the human-computer interaction can vary greatly (Simperl et al., 2013b) . Sometimes, it is about creating training data that an algorithm uses to improve its outcomes. In other cases, the crowd is asked to intervene in the execution of an algorithm to validate intermediary results or is even involved in the design of the overall workflow and the configuration of its run-time parameters. An example for the latter are hybrid query processing or search engines e.g., Acosta et al., 2015 ).
An alternative way to look at this space is by considering the kinds of activities the crowd is expected to perform, which some crowdsourcing sources group into data collection, data analysis, and problem-solving (Shadbolt et al., 2013) . The first refers to those situations in which new data, in our case new Semantic Web artifacts such as ontologies, knowledge bases, data sets of some sorts, benchmarks, gold standards and so on are created or enriched through crowd contributions. This is different from data analysis scenarios, in which the crowd is asked to examine specific properties of these artifacts; in terms of Semantic Web tasks this would mean questions such as identifying correspondences between concepts and entities or classifying instance data into ontological types. In the third case the crowd is confronted with a challenge to solve according to a set of predefined criteria; the focus there is less on breaking down the task into smaller chunks that are taken on by different contributors, but on designing holistic solutions to a given problem, very much in the spirit of open innovation (Leimeister et al., 2009; Boudreau and Lakhani, 2013) . The three classes of crowd activities are by no means disjunct and it is likely that any real-world crowdsourcing exercise will include elements of collection, analysis, and problem-solving. Distinguishing between the three is nevertheless meaningful for crowdsourcing design in terms of the crowds to be targeted, evaluation, validation, and use of crowd outputs, and incentives models (Malone and Johns, 2011) .
Ontology Engineering and Knowledge Base Curation
A number of projects in the Semantic Web area showcase the application of crowdsourcing techniques to collect new data to build ontologies and knowledge bases. Wikidata (Vrandečić and Krötzsch, 2014 ) is a community-oriented effort to create and curate a structured online knowledge base that is used by every language version of Wikipedia 1 . Other prominent examples include Freebase 2 and ontologies in the biomedical domain such as ICD (Tudorache et al., 2013a) . There are a multitude of tasks which the crowd can contribute to in these cases, from defining classes, instances, class hierarchies, and relationships, to adding labels, documentation, and metadata to ontological primitives. Celino et al. (2012a) developed a game to collect urban geo-spatial data. Noy et al. (2013) investigated the use of microtask platforms in ontology engineering comparing crowd workers with students and experts, while Hanika et al. (2014) proposed an extension of a popular ontology engineering environment with integrated GWAPs and microtask capabilities. Additionally, the crowd can become useful for understanding the different dimensions of culture, which is intrinsic to humans and needs to be reflected in semantic data. The crowd can also help in providing contextual knowledge, which is needed to adapt information to different target audiences (e. g. doctors and patients fora discussing rare diseases).
Validation and Enhancement of Knowledge
The diversity of data sources on the Web that contain different types of information and use different representations, naming conventions and natural languages introduces a challenging scenario for automatic methods to extract and process semantic data. Both in tasks related to ontology management and instance data (e. g. entity linking, RDB-to-RDF translation, fact checking and data interlinking), the quality and the amount of automatically generated knowledge can be improved by letting the crowd analyze, verify, correct or extend a particular aspect of an ontology or knowledge base. Thaler et al. (2011) demonstrated how to gamify ontology alignment. Waitelonis et al. (2011) explored similar principles to curate DBpedia content. In microtask crowdsourcing, Demartini et al. (2012) worked on the identification of links between text entities and DBpedia URIs, while Sarasua et al. (2012) focused on the post-processing of ontology mappings generated by alignment algorithms. Kontokostas et al. (2013) proposed a contest to attract volunteers to assess Linked Data triples, which Acosta et al. (2013) combined with the use of microtasks. Simperl et al. (2013a) provided an overview of some of these and other examples in this area.
Research Challenges
Works such as (Kittur et al., 2013; Kern, 2014) discuss the main challenges in crowdsourcing research, including the design of crowdsourcing workflows, methods for task and roles assignment for contributors, quality control, and motivation and incentives. We find specific instantiations of these challenges in a Semantic Web context as well.
Task and Workflow Design
The selection and organization of tasks has a great impact on the success of any crowdsourcing endeavor. Decisions about task granularity, as well as the way information is presented to potential contributors can draw the line between a compelling and easy-to-understand task, and an obscure task (Moussawi and Koufaris, 2013) . This is particularly true in microtask crowdsourcing, in which work is broken down in simple, routine tasks to be executed by the crowd in a matter of minutes and without particular training. Some Semantic Web tasks are naturally amenable to this type of divideand-conquer strategy. For example, defining or validating mappings between two ontologies can be divided into smaller units of work, each referring to one pair of entities to be compared. In other scenarios (e. g. semantic annotation of large textual documents), tasks require a significant amount of contextual information to yield useful results, hence, it is not obvious how the annotation effort could be distributed to a large number of independent contributors (e.g., sentence level or paragraph level) while making sure that the overall meaning is not lost.
When it comes to the information to be displayed, a challenging aspect is to identify the minimum amount of context and domain knowledge that contributors need to have access to in order to accomplish the task correctly. For example, when crowdsourcing ontology engineering and lexicalization, the tasks should include some description of the classes, related and neighbouring entities, and relationships to be examined. In addition, one needs to create human-readable versions of the machine-readable data, either by using existing documentation or verbalization methods.
Finally, when tasks refer to an expert domain and not to popular knowledge, they have to be accompanied by specific examples and instructing methods. Traditionally, such examples have been created by requesters, but one could also imagine a scenario in which they are curated by the most engaged crowd contributors.
Using Multiple Crowdsourcing Genres
Aligning incentives is at the core of any socio-technical system that relies on human input and intervention (Kim, 2000; Kraut et al., 2012) . Applications of design recommendations and guidelines from related disciplines such as gamification or online communities in Semantic Web contexts are largely unexplored (Simperl et al., 2013b) . Studies in crowdsourcing have acknowledged that for example, volunteer-based crowdsourcing is able to collect humans with higher expertise than microtask crowdsourcing. However, research in our field has shown that crowdsourcing the verification of ontology relations via microtasks can also work in a highly specific domain like biomedicine (Mortensen et al., 2013b) . Therefore, it is worth researching which crowdsourcing model (or which combination) is most suitable for each type of semantic management task, under which circumstances. A matching between a characterization of different types of tasks and the characterization of different crowds could help requesters in designing their systems.
The crowd has often been introduced as an alternative to the work carried out by experts (e. g. book translation (Minder and Bernstein, 2012) ). However, there are Semantic Web tasks in which combining expert curation with crowd contributions might be the most effective approach, due to the knowledge-intensive aspect of the tasks. Whether the emphasis should be placed on the experts guiding crowds or the experts reviewing crowd contributions is still an open question.
Managing Hybrid Workflows
While with crowdsourcing we could, in theory, process manually large amounts of data, this comes at a cost in money and time. More efficient solutions are defined as hybrid crowd-powered approaches, which combine algorithmic and human-computation techniques (Bernstein, 2013) . One of the topics to be researched in this direction is the interaction of the crowd with existing Semantic Web technologies and tools and the trade-offs of different variants of hybrid workflows in terms of accuracy, execution time, and costs. Going a step further, for crowdsourcing to establish itself in Semantic Web technology stacks and organizational processes, it will be essential to study paradigms and process models by which crowd computation could be added to existing workflows in a non-intrusive and systematic way.
Quality of Contributions
A number of methods have been proposed in crowdsourcing literature to assess and control the quality of crowd contributions (Quinn and Bederson, 2011; Kern et al., 2012; Schulze et al., 2012) . Typically one distinguishes between manual (e. g. expert judgement, peer review) and automatic (e. g. majority voting) techniques and ensure that the overall approach remains cost-effective and yields useful results. Many of these techniques can be applied for Semantic Web tasks. However, it is yet to be determined which of them are more appropriate in each scenario, given the knowledgeintensive and often subjective nature of the questions to be solved. Novel frameworks for quality modeling and assessment are needed to reflect the richness of domain knowledge and insight that collective intelligence could bring into traditional computational processes, going beyond the rigid, Boolean view of ground truth used in many computer science areas. The work of Inel et al. (2014) around the CrowdTruth framework proposes a useful starting point. Methods that match ontologies to microtask design could also offer a helpful way to prune the space of possible solutions.
Finding and Managing a Suitable Crowd
Finding the right crowd is still an open challenge in crowdsourcing in general. argue that crowdsourcing projects are completed successfully and fast when certain tasks are distributed to experienced contributors who also enjoy handling the tasks. In our field, the first question that should be looked into in more detail is related to the set of cognitive skills that are required to accomplish specific types of Semantic Web tasks. Historically, our community has targeted domain experts and knowledge engineers to contribute to ontology and data management projects; in a crowdsourcing setting such assumptions cease to hold and new, more refined processes are needed to leverage the abilities of larger groups of people, who have only very limited or no insight at all in the technicalities of the Semantic Web. Once we have an understanding of this set of skills, we should devise new types of qualifications tests to identify the most suitable crowd for a given task and encourage participation. The work of Feldman and Bernstein (2014) proposes a set of cognitive tests that can be applied in the context of crowdsourcing. Equally important to qualification tests are e-Learning technologies which would be suitable for large-scale distributed scenarios to familiarize and instruct the crowd with the tasks to be performed and the underlying domain. Ipeirotis and Gabrilovich (2014) presented an approach for targeted volunteer crowdsourcing, which attracts expert users through ads that are strategically published in Web sites frequently visited by domain experts. This work, which might be applicable to other forms of crowdsourcing, shows that it is feasible to recruit the right people for a highly domain-specific task. Gathering and integrating available user information (after obtaining user consent) also becomes useful for finding the right crowd. Difallah et al. (2013) introduced a system in this direction, which proposes tasks to contributors depending on their user profile generated from information extracted from Facebook.
Understanding Social Dynamics
Social computing systems with massive human participation tend to aggregate a large set of users with different interests and behaviour. Understanding who the users are, the motivations behind their actions, they way they organize themselves and the way they accomplish tasks becomes crucial for the design of effective complex systems. This becomes particularly relevant in the context of collaborative crowdsourcing, in which contributions are created and edited by different agents in a cooperative manner. Tudorache et al. (2011 Tudorache et al. ( , 2013b adopted such approach in the context of ontology engineering, to enable the distributed definition of agreed-upon knowledge representations. The work of Falconer et al. (2011) on the analysis of activity logs suggests that users can play different roles (e. g. ontology expert, domain expert, content manager) in terms of editing patterns. Walk et al. (2014) observed the edit sequences in such processes. Strohmaier et al. (2013) investigated the way ontologies are collaboratively created analyzing dynamism, social aspects, lexis and behaviour. They found weak forms of collaboration among users and identified that the users with higher degree of contribution were the most central users. These findings shed light on the way users act. However, there is still much to research about emerging social coordination mechanisms. For example, an open question is whether recommendation algorithms could help in the collaborative production of ontologies.
SEMANTIC WEB FOR CROWDSOURCING
We identify three core contributions that the Semantic Web can offer to crowdsourcing tools: first, machine-processable semantics facilitates the formal, explicit specification of the crowdsourcing domain, with all its components. Second, Linked Data standards and protocols facilitate information integration and reuse across crowdsourcing platforms and experiments. Third, reasoning could enhance the capabilities of specific crowdsourcing-related methods.
Scenarios
We describe the aforementioned three scenarios.
Knowledge Representation
The great majority of crowdsourcing platforms offer only limited means to match tasks to contributors. Basic crowd filtering features offered in such platforms are geographic location or high-level reputation scores, but essential aspects such as contributors' skills and knowledge are often not available. Even when such information is in place (e. g. in macrotask environments), it is primarily as unstructured text descriptions. For the same reasons, contributors are not optimally assisted in finding those tasks that best match their preferences. A common and structured representation of the crowdsourcing domain could be used to implement more advanced search features. The use of semantic technologies to realize this representation means improved matchmaking capabilities between the information needs of the users and the pool of available tasks and human resources. Platforms for software testing like testcloud and testbirds provide an example of how contributors may be selected based on their accomplished work and self-specified preferences .
Such semantic descriptions, together with other Linked Open Data sets, could be exploited to adjust crowdsourcing workflows. For example, information about labor regulations and statistical governmental resources could be taken into account to ensure fairness for both contributors and requesters in a paid crowdsourcing environment. This automatic analysis could complement more in-depth manual certifications granted by official authorities. Semantic Web technologies could also be used to publish the data that has been generated from crowdsourcing experiments, as a first step towards reproducibility of research results.
Moreover, a widely agreed conceptualization of the crowdsourcing landscape would have positive effects on the further development of the field and all its stakeholders, making communication more effective and enabling comparative studies of the research field.
Data Integration
The use of Linked Data as an integration technology means that new, external sources of information could be pulled in to inform decisions that requesters need to be made in the crowdsourcing process. For example, ontology terms can be used to automatically build qualification questions to assess the knowledge of contributors in particular domains (e. g. the NCI thesaurus can be used to test the knowledge on cancer treatments). This can considerably ease the construction of such questions, which currently need to be defined manually by requesters. Another example in this direction is the use of data on the Linked Open Data cloud to provide additional context about the data in the crowdsourcing tasks.
Data generated in one platform could be reused and integrated with other sources to increase its value. The same is true about crowdsourcing processes. Using Semantic Web standards and principles would make this knowledge accessible to machines and facilitate a more systematic and flexible design of crowdsourcing projects, which will be able to build and reuse arbitrarily complex combinations of relevant components and services produced by a variety of parties. The Semantic Web community has been very appreciative of this type of model-driven approach to software engineering, proposing frameworks such as Semantic Web services (Fensel et al., 2011) , Linked APIs (Krummenacher et al., 2010) , or semantic workflows (Cardoso and Sheth, 2003) to describe computational processes in a way that facilitates their automatic discovery, matchmaking and composition. These formalisms and technology should be revisited to assess their use for the representation of the functional and non-functional characteristics of various crowdsourcing platforms and tools.
Automatic Reasoning
The Semantic Web community has developed a rich portfolio of algorithms and tools to infer implicit knowledge and identify inconsistencies in semantically annotated data. One of the uses of this powerful feature is the generation of feedback to crowd contributions, possibly in combination with manual editing by the requester. This would make task management more effective not just because parts of the feedback cycle would be automated, but most importantly, because it would help contributors to get better at their tasks and motivate them to continue (Kraut et al., 2012 ).
An automatic analysis of the consistency of crowd responses, for instance, by taking into account specific properties and constraints that hold in the task domain, could assist existing quality control methods (Sheng et al., 2008) . Similarly, based on the responses obtained from the crowd, one could imagine a system in which complex requester workflows are adaptively created following insights from a background knowledge base. Once validated, these responses could enrich existing data sources and derive new knowledge facts.
Research Challenges
In order to realize the scenarios just discussed and develop semantically enabled crowdsourcing technology more research is needed to provide answers to the following open questions.
Defining Vocabularies or Ontologies
The Semantic Web community has published hundreds of ontologies covering different domains 3 . While it is possible (and encouraged) to reuse existing and widely deployed ontologies and vocabularies, the crowdsourcing context has its own information needs. Therefore, new ontologies should be engineered to enable the representation of knowledge on contributors, requesters, tasks, workflows, quality control and resulting data. As a community, we need to reach a common understanding of the commonalities and differences between different forms of crowdsourcing, design vocabularies capturing these findings, and share them widely. The vocabularies developed for provenance management and the social Semantic Web become of particular interest for this purpose. Recent proposals include the work of Celino (2013) on the Human Computation Ontology, which enables the annotation of objects resulting from human computation processes and is mapped to PROV 4 . Sarasua and Thimm (2014) propose Crowd Work CV, an ontology to capture crowd workers' and requesters' information across different crowdsourcing platforms. The CrowdTruth framework proposes a useful schema for annotating the provenance of crowdsourced data (Inel et al., 2014) . A second challenge will be to identify the most appropriate level of granularity to record activities and their results to meet the requirements of various use cases (data aggregation, quality control, tasks assignment, personalization etc.)
Connecting Linked Data and Crowdsourced Data
As discussed earlier, using Semantic Web standards and principles for data publication and use facilitates seamless integration among data sources and processes to create more advanced crowdsourcing pipelines. For this powerful idea to materialize, one needs tools that identify links between the individual data sets (e. g. annotating results from the crowds with external Linked Data URIs) or discover relevant crowd computing functionality. Connecting crowdsourced Linked Data to the LOD cloud 5 poses specific challenges: for instance, one could use this form of disambiguation of crowd results to identify incorrect answers or to resolve disagreement cases which are just a signal for poor accuracy rather than diversity of viewpoints (Inel et al., 2014) . Offering a full-fledged semantic workflow solution remains one of the greatest challenges of Semantic Web research; narrowing the domain down to crowdsourcing scenarios might reduce its complexity. However, it would still require tools to create useful semantic descriptions and automatically record or mine provenance information. In addition, relevant stakeholders need to acknowledge the benefits and commit to publishing data and software for the greater community to use, which is a problem that can not be solved just at the technology level.
Generating Specific Knowledge for Automatic Reasoning
A primary use of Semantic Web reasoning is to identify inconsistencies in knowledge bases; this could be contradicting information obtained from the crowd, or new facts that are not consistent with background knowledge. This will require non-traditional methods to gain insight from crowd data, which is noisy, uncertain, and aggregated from multiple contributors.
Another application is policy management for ethical and fair crowdsourcing. This is challenging primarily because of the complexity of the domain to be modeled, which requires sophisticated reasoning algorithms that are able to deal with multiple contexts.
GUIDELINES
From the discussions around the scenarios introduced in the previous sections we compiled a list of nine guidelines which should be taken into account when conducting research in this area:
Crowd contributors are not Semantic Web experts To be truly effective, attempts to crowdsource Semantic Web tasks should assume that the people who will take on these tasks have no technical background. This requires, as crucial elements, human-readable descriptions of Semantic Web resources (no RDF, URIs, HTML tags etc), contextual information (e.g., adjacent nodes in the knowledge graph), and many representative and well-made educational examples. The use of technical terms such as triple, ontology, class or Linked Data should be avoided as well, as this nomenclature is not only irrelevant for the completion of the task, but may confuse non-experts.
Use machine-processable semantics to describe crowd processes Semantically representing information can enable the inference of new and implicit facts. The semantic annotation of the different aspects of crowd processes (e.g., contributors, requesters, tasks and their outcomes) can lead to a better automatic management of such processes. In addition, formal descriptions of legal and ethical aspects could help identifying inconsistencies and prevent the violation of pre-defined constraints (e.g., compliance with labor laws).
Use machine-processable semantics to improve task design and assignment The fact that we are using Semantic Web data allows us to undertake specific optimizations in the choice of tasks to be assigned to the crowd. This includes, for example, the identification of most suitable answer choices, the detection of inconsistencies in crowd answers, or the ordering of tasks in bundles to improve crowd performance.
Define a framework to capture the meaning of uncertain and subjective knowledge Many tasks in semantic content creation use open online sources that contain uncertain, inconsistent, or subjective knowledge. These characteristics need to be reflected in the design of the tasks and in the way results are assessed and rewarded.
Acknowledge agreement and disagreement Traditionally, crowdsourced data aggregation techniques have focused on consensus, discarding crowd contributions that differ from those provided by the majority of the crowd. However, disagreement may be an indicator of low-quality data. Moreover, in many scenarios acknowledging different points of view may be enriching and provide a definition of the context.
Open crowdsourced data together with machine-readable metadata Research data created or curated through crowdsourcing should be made openly available to avoid 'wasting' valuable human resources by repeating unnecessary experiments. From an operational point of view, this includes formats and technologies that facilitate reuse, in particular metadata describing both the data, and the processes by which it was obtained. The Semantic Web community has developed a number of vocabularies which could provide a useful starting point: DCAT 6 , VoiD 7 and DDI 8 for data set description, PROV-O 9 for provenance information and the RDF version of Creative Commons 10 licenses for reporting licensing information.
Be open about your crowdsourcing project Share as much information as possible about the goal of the crowdsourcing process with workers. Inform them about the reason for the crowdsourcing task they have to solve, the provenance of the data they need to process and the way their contribution (e.g. crowdsourced data) will be (re)used.
Share your work and findings with the community Because the research field at the intersection of crowdsourcing and Semantic Web technologies is in its early stages, every definition of a new use case and every empirical evaluation will provide the research community with a better understanding of the domain and the methods to be used. For this reason, researchers should share not only the collected data, but also the implemented algorithms, any other resources they develop for their works and the lessons they learned. Specially, since our community values technologies for open access, interoperability and data reuse. We should take advantage of available open source platforms (e. g. GitHub, Sourceforge etc.), as well as data hosting and cataloging infrastructures (e. g. CKAN, the LOD cloud).
CONCLUSIONS
Due to the novelty and continuous evolution of these technologies, there is still much to explore, study and understand in the interdisciplinary field that we cover in this manifesto. With this document we aim at shedding some light on the opportunities that further research could lead to.
Recent success stories in ontology engineering, Linked Data management and semantic annotation of Web content show that there is a promising future for the use of crowdsourcing techniques in Semantic Web tasks. The use of Semantic Web methods in crowdsourcing environments has been investigated to a smaller extent, but as we described here, it can be equally beneficial.
We encourage the research community to design new methodologies and best practices, build infrastructure and design algorithms to combine human and machine computation for and with the Web of Data. All this, applying our own principles of shareable, reusable and open knowledge and remembering that with crowdsourcing we are opening the Semantic Web to a wider audience.
