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RIASSUNTO
L’obiettivo della presente tesi è quello di esplorare l’ambito dell’advertising online, 
prendendo in esame la problematica della selezione degli annunci più rilevanti da 
mostrare in una pagina web, dove per rilevanti si intende gli annunci che sono redditizi, in 
termini di interesse, per l’utente e, in termini di guadagno, per l’advertiser.
Partendo da una panoramica sulle tecniche generali utilizzate per gestire questo 
problema, ci si soffermerà su determinati casi specifici, con riferimento alle tecniche dei 
problemi denominati Multi-Armed Bandits, nei quali l’obiettivo è quello di minimizzare il 
rimpianto, in termini economici, tra il guadagno dato dalla scelta dell’annuncio selezionato 
e il guadagno atteso in caso di scelta dell’annuncio ottimale.
In particolare, verranno trattati i casi relativi alla scelta degli annunci sulla base di 
informazioni estrapolate da più esecuzioni dell’algoritmo, tenendo conto degli interessi 
dell’utente e deI collegamenti passati tra utente e tipologia di annuncio.
Verrà trattato il caso nel cui la selezione degli annunci venga fatta da un sottoinsieme di 
annunci e non dalla totalità, andando a fare una comparazione per coppie per eliminare, 
ad ogni turno, quelli ritenuti meno rilevanti.
Successivamente, verrà trattato il caso nel quale gli annunci non hanno disponibilità 
illimitata, ma dopo un determinato tempo di vita essi non sono più disponibili, il che rende 
più complesso scegliere le strategie, visto che i cambiamenti sono rapidi.
Infine, si concluderà con il caso nel quale gli annunci vengono accorpati per 
caratteristiche simili, in insiemi chiamati cluster, rendendo più facile l’applicazione 
dell’algoritmo, il quale avrà carichi di lavoro minori dovuti alla complessità inferiore dei 
singoli cluster rispetto all’insieme totale.
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CAPITOLO 1
INTRODUZIONE
Con l’aumento dell’utilizzo di internet, si è avuto parallelamente un aumento delle vendite 
al dettaglio online e dell’advertisement online, evidenziato soprattutto dalla crescita di 
grosse compagnie quali Amazon e Google. Esistono molti problemi di ottimizzazione in 
entrambi i contesti. Ad esempio, come rivenditore, quale oggetto sarebbe meglio da 
raccomandare ad un determinato cliente? O, come inserzionista, quanto dovrei offrire per 
poter mettere in una pagina uno dei nostri annunci? O, dal lato server di annunci, quale 
annuncio dovremo selezionare per mostrarlo? In generale, differenti utenti hanno anche 
differenti preferenze, che non sono conosciute a priori, e di conseguenza potrebbe essere 
necessario apprenderle nel tempo. Questi problemi spesso coinvolgono molti giocatori, 
ognuno con i propri obiettivi e le proprie possibili azioni, le quali suggeriscono formulazioni 
della teoria dei giochi; per rivenditori online e server di annunci, possono essere 
implementati dei meccanismi per ottimizzare una metrica a loro scelta (soddisfazione 
dell’utente, profitto dell’inserzionista, stato sociale, ecc.). In questa sede di analisi, si 
andranno a risolvere alcuni di questi problemi usando la teoria dei Multi-Armed Bandits.
   Un problema comune nella teoria dell’apprendimento è quello di identificare la migliore 
opzione fra un insieme di opzioni, senza conoscere a priori quali benefici (in termini di 
servizio o economici) possa dare ognuna di esse, riducendo allo stesso tempo al minimo il 
costo sostenuto per fare ciò. In tale contesto, è esattamente il problema che ci si pone 
davanti: quali annunci scegliere, da un insieme pressoché illimitato di annunci, da far 
visualizzare al fine di ottenere un guadagno ottimale?
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   Un modello classico utilizzato per risolvere questo problema è il M.A.B. stocastico, nel 
quale ogni opzione è rappresentata da una slot machine (nei capitoli successivi si farà 
riferimento alla leva piuttosto che alla slot machine, dato dal fatto che il giocare è fatto 
attraverso il tirare la leva stessa). Ad ogni time-step, si gioca solo una delle k leve, e 
successivamente si osserva un guadagno stocastico, dove ogni giocata di una leva k 
genera campioni indipendenti e identicamente distribuiti (i.i.d.) derivanti da qualche 
distribuzione sconosciuta. L’obiettivo è quello di massimizzare la somma dei guadagni 
ottenuti durante tutti i time-step, per qualche orizzonte temporaneo T.
   Ogni algoritmo che specifica quale leva andrebbe giocata, data la storia passata dei 
guadagni già ottenuti, è conosciuto con il nome di politica (policy). La metrica 
abitualmente usata per misurare le prestazioni di quest’ultima è chiamata rimpianto 
(regret), una misura che indica quanto guadagno in meno otteniamo, in previsione, 
seguendo la politica scelta, rispetto al seguire quella ottimale, nella quale si conosce a 
priori la media delle distribuzioni dei guadagni. Dato che queste distribuzioni sono 
sconosciute alla nostra politica, è necessario apprenderle attraverso giocate multiple, ma 
allo stesso tempo si vuole massimizzare anche il guadagno scegliendo di giocare leve 
che sono già state stimate come buone (in termini di guadagno). Questi due obiettivi 
contrastanti, esplorazione dell’ignoto e sfruttamento di ciò che si conosce, esemplificano 
un fondamentale trade-off presente in un’ampia classe di problemi di apprendimento 
automatico online.
   Nel Capitolo 2 si andrà ad esaminare il problema generale del M.A.B., descrivendo le 
tecniche più comuni, andando in oltre a introdurre i limiti, superiore e inferiore, per il 
classico caso stocastico.
   Nel Capitolo 3, si considera il caso del multiple-play M.A.B., dove la raccomandazione e 
la visualizzazione degli annunci, soprattutto in ambiti come l’e-commerce, può essere 
modellata come una leva che può essere giocata più volte. I metodi a stato d’arte 
richiedono tante esecuzioni dell’algoritmo quanti sono gli annunci da raccomandare, 
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chiamati single-play. Al contrario, recenti studi teorici, nell’ambito dell’apprendimento 
automatico, sono stati fatti sulla base della modellazione di algoritmi direttamente multi-
play, vale a dire una sola esecuzione dell’algoritmo in cui vengono presi in considerazione 
tutti gli annunci, dimostrando di possedere solide garanzie.
   Nel Capitolo 4, si considera il caso del k-armed Dueling M.A.B., dove vengono 
paragonate coppie di strategie (nel nostro caso coppie di leve), valutate attraverso una 
misura chiamata rumore (noisey). In contrasto con gli approcci convenzionali che 
richiedono che il guadagno totale della strategia scelta possa essere quantificabile e 
osservabile, in questo contesto si assume disponibile solamente un feedback binario per il 
guadagno relativo di due strategie scelte; questo tipo di feedback risulta particolarmente 
appropriato in applicazioni dove il guadagno assoluto non può essere ridotto in scala 
naturale, o risulta difficile da misurare (come ad esempio se si vuole misurare la qualità 
percepita dal cliente degli annunci raccomandati), ma al contrario risulta di facile 
implementazione la comparazione per coppie di approcci.
   Nel Capitolo 5, si andrà ad analizzare una variante in rapida evoluzione del problema 
affrontato dal M.A.B., chiamata mortal M.A.B., dovuto all’assunzione che gli annunci (o in 
modo equivalente, le slot machine disponibili) nascano e muoiano regolarmente; in 
particolare verrà mostrato come, mentre il contesto del M.A.B. standard permette algoritmi 
che si discostano solo dal profitto totale ottimale di un quantità O (ln t), nell’ambito mortal 
è possibile avere un cosiddetto rimpianto (regret) Ω(t).
   Nel Capitolo 6 si affronterà la selezione degli annunci più rilevanti, andando ad applicare 
l’algoritmo non sull’insieme totale, ma verrà eseguito per ogni sottoinsieme (cluster) 
contenente annunci simili per contesto e collocazione, al fine di snellire le operazioni.
   Nel Capitolo 7, infine, si andranno a riepilogare le conclusioni e i possibili lavori futuri 
delle varie metodologie descritte nei capitoli precedenti.
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CAPITOLO 2
TECNICHE COMUNI PER PROBLEMI
MULTI-ARMED BANDITS
2.1 Introduzione
In questo capitolo verranno descritte e motivate le tecniche usate per dimostrare sia il 
limite inferiore, sia il limite superiore, per il problema del M.A.B. stocastico classico. Ciò 
servirà come versione base dell’idea chiave che si andrà ad utilizzare nei capitoli 
successivi, quando si andranno a esaminare varianti più complicate e articolate del 
modello di base.
   Si considera un problema bandit con due leve e un orizzonte temporale T ≥ 0 (il tempo è 
discreto); al tempo n ∈ {1, …, T}, possiamo selezionare una leva k(n) ∈ {1,2} da giocare. 
Si riceve poi un guadagno Xk(n)(tk(n)(n)), dove tk(n) rappresenta il numero di volte che la 
leva k è stata selezionata, in un tempo compreso tra 1 e n. Si assume che i guadagni 
(Xk(i))k ∈{1,2}, i ≥0 siano indipendenti, e che Xk(i) è una variabile casuale di Bernoulli con 
parametro µk, dove µ1 > µ2 (vale a dire, la leva 1 è la migliore). Si denota con Fn la 𝜎-
algebra generata da {Xk(1)(tk(1)(1)), …, Xk(n)(tk(n)(n))}. Si considerano inoltre le politiche di 
adattamento, così che k(n) sia Fn-1 misurabile per tutti gli n. Si definisce π* la politica che 
conosce µ, e quindi può massimizzare l’attesa somma dei guadagni ottenuti giocando 
sempre la leva 1. Ulteriormente, si definisce il rimpianto di una regola di decisione π 
come:
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Il rimpianto della politica π è la perdita accumulata di guadagno dovuta al fatto che i 
parametri (µ1, µ2) sono sconosciuti a π. Diciamo che la politica π è uniformemente buona 
se, per tutte le istanze del problema, Rπ(T) = O(log(T) quando T → ∞. Infine, si utilizzerà 
DKL(P ||Q) per denotare la KL-divergenza tra due distribuzioni P e Q, e DKL(p ||q) per 
denotare la KL-divergenza tra due distribuzioni di Bernoulli con parametri p e q. 
Formalmente, 
2.2 Limite Inferiore
Come primo passo, si studia un limite asintotico originariamente proposto in uno studio di 
Lai e Robbins [1], che stabilisce:
Teorema 2.2.1 Per qualsiasi buona politica uniforme π,
 
Dimostrazione: Si dimostra il teorema sopra citato per due leve (per semplicità di 
esposizione), ma la dimostrazione è facilmente estendibile per il caso di K leve. L’idea di 
base è quella di considerare un insieme alternativo di parametri, diciamo (𝛌1, 𝛌2) con 𝛌1 < 𝛌2 (vale a dire, la leva migliore è la 2). Sia che P e Q denotino le distribuzioni di probabilità 
di (Xk(1)(tk(1)(1)), …, Xk(T)(tk(T)(T))) quando i parametri di Xk sono, rispettivamente, µ e 𝛌. Si 
consideri la probabilità di vedere una particolare sequenza di guadagni; se µ e 𝛌 sono 
“vicini”, allora anche le distribuzioni P e Q saranno vicine, diventando così difficile 
determinare quale dei due parametri abbia dato origine alla sequenza di guadagni 
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osservata. Tutto ciò viene formalizzato attraverso un risultato di uno studio di Kailath [2], il 
quale stabilisce che, per qualunque evento A, avremo che:
(2.1)
Usando questa formula, si sceglie un evento A che risulta probabile sotto Q e improbabile 
sotto P, in modo da minimizzare il lato sinistro della precedente equazione. In particolare, 
si sceglie A = {t2(T) ≥ T/2}, dal momento che la leva 2 è sub-ottimale sotto il parametro µ e 
può essere giocata, in media, solo O(logT) volte se la politica π è uniformemente buona; 
in maniera simile il discorso varrà anche per la leva 1 sotto il parametro 𝛌. Detto ciò, si 
può utilizzare la disuguaglianza di Markov per calcolare
Combinando quest’ultima con l’equazione (2.1), si ottiene
                          
(2.2)
Ora quello che rimane da fare è mettere in relazione il rimpianto R(T) con DKL(P ||Q). 
Abbiamo che
e, in maniera simile, per Q(x), con 𝛌 al posto di µ. Di conseguenza, 
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Ricordiamo che il rimpianto è definito come:
             (2.3)
   In questo caso si può andare a selezionare il caso peggiore per 𝛌, in modo da ottenere il 
miglior limite di rimpianto. 
   Dal momento che Eµ[t1(T )] ≥ T - O(log T ) e DKL(P ||Q) ~ log T, dobbiamo scegliere 𝛌1 = 
µ1 in modo da ottenere qualsiasi limite positivo sul rimpianto. Per rendere ulteriormente il 
limite inferiore su R(T) il più grande possibile, dato un limite fisso per DKL(P ||Q), dovremo 
scegliere 𝛌 in modo che DKL(µ2||𝛌2) sia la più piccola possibile. Visto che 𝛌2 > 𝛌1 = µ1 > µ2, 
abbiamo che DKL(µ2||𝛌2) ≥ DKL(µ2||µ1), e quindi
 
Applicando la (2.2) e lasciando T → ∞ si ottiene il risultato desiderato,
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È facile vedere come questa dimostrazione possa essere adattata per K > 2 leve; 
assumendo µ1 > µ2 ≥ … ≥ µk, possiamo limitare ogni Eµ[tk(t)] con una scelta associata di 𝛌, la quale risulta identica a µ per tutti gli indici, eccetto per k, dal momento che dobbiamo 
avere 𝛌k > µ1 per la leva migliore (e quindi per la decisione corretta), in modo da variare 
tra µ e 𝛌. Il rimpianto può essere direttamente calcolato da 
   Come per le estensioni ad altri modelli, le fasi principali che compongono questa 
procedura sono:
1. Costruire la 𝛌 più vicina possibile. In questo caso, si è finito scegliendo 𝛌1 = µ1 
e 𝛌2 ↘ µ1; se così fosse stato fatto in partenza, la dimostrazione risulterebbe 
più semplice (evitando la necessità per DKL(µ1||𝛌1)), ma la derivazione 
presentata motiva questa scelta di 𝛌. In generale, ogni leva k che viene giocata 
Ω(T) volte deve avere 𝛌k = µk in modo da ottenere un limite significativo, per lo 
stesso motivo per il quale è necessario che 𝛌1 = µ1.
2. Scegliere un evento A che sia probabile sotto Q e improbabile sotto P, e utilizzare 
la buona proprietà uniforme della politica π per limitare P(A) + Q(Ac). In questo 
caso si è scelto A = {t2(T) ≥ T/2}, e in generale, ogni evento che coinvolge una 
differenza 𝛳(T) nel numero di giocate delle leve può bastare.
3. Esprimere il rimpianto R(T) in termini di
   che può essere correlato a P(A) + Q(Ac) attraverso (2.1), il limite di Kailath.
Si osserva che questa tecnica è simile all’approccio di teoria decisionale utilizzato in 
alcuni studi [3,4,5], salvo per il fatto che, in ognuno di questi, viene applicato il limite di 
Kailath ad ogni time- step, invece di uno solo con una singola regola decisionale alla fine 
dell’orizzonte temporale T.
   Ad esempio, nel caso di [5], applicando la loro analisi di limite inferiore alla distribuzione 
di Bernoulli dei guadagni porta ad una costante errata nel limite inferiore. Nello specifico, 
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limitano inferiormente il massimo dei due rimpianti, rispettivamente sotto µ e 𝛌, ma la 
dimostrazione sfrutta una simmetria presente per le distribuzioni gaussiane con 
scostamenti fissi e parametri delle medie di µ = (µ1, µ1 - ∂) e 𝛌 = (µ1, µ1 + ∂), vale a dire 
che un fattore moltiplicativo pari a ∂ può essere preso in considerazione da ogni 
rimpianto, sia sotto il parametro µ che sotto il parametro 𝛌. Quando ciò viene applicato al 
caso riguardante la distribuzione di Bernoulli, si potrebbe avere che µ1 + ∂ ≥ 1, forzando 𝛌 
ad essere scelto in modo diverso e causando l’origine di un fattore moltiplicativo errato 
per il limite inferiore Ω(log T).
   In contrasto, la tecnica sopra esposta, nella quale si prende una singola decisione al 
tempo T, dipende solo da Eµ[t2(T)], il quale può essere direttamente correlato al rimpianto 
totale sotto il parametro µ, senza il bisogno di dover considerare quello sotto 𝛌.
   Per completezza, si fornisce, qui di seguito, una semplice derivazione del limite di 
Kailath, il quale è il lemma chiave necessario per introdurre la corretta costante all’interno 
della dimostrazione del limite inferiore.
Lemma 2.2.2 Supponiamo di avere due ipotesi riguardanti la distribuzione di probabilità 
di una variabile casuale X, sia H0: X ~ P, o H1: X ~ Q. Per qualsiasi regola decisionale 𝜓: 
X → {0,1},
Dimostrazione: Il lato sinistro dell’equazione può essere interpretato come la probabilità 
di errore sotto la regola decisionale 𝜓, quando si ha una pari priorità su H0 e su H1. In 
questo caso, sappiamo che il rapporto di verosimiglianza è ottimale, e quindi
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dove, nell’interesse di rendere più semplice possibile la notazione, è stata omessa la x da 
P(x) e da Q(x). Successivamente, si mettono in relazione min {P,Q} con √P · Q . 
   Dal momento che p + q = min {p,q} + max{p,q}, abbiamo che ∫[min {P,Q} + max {P,Q}] = 
2. Da qui, 
                                   
                                   
                                   
dove è stata usata la disuguaglianza di Cauchy-Schwarz. Infine, si mettono in relazione 
√P · Q con DKL(P ||Q).
                               
dove è stata usata la disuguaglianza di Jensen. Combinando tutte le formule sopra citate, 
avremo che
     
Come corollario, se prendiamo qualsiasi evento A e applichiamo questo Lemma alla 
regola decisionale 𝜓(X) = 1{X∈A}, otterremo la (2.1).
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2.3 Limite Superiore
In questa sezione si andranno a considerare una sequenza di politiche, nel tentativo di 
soddisfare asintoticamente il limite inferiore descritto nella precedente sezione, vale a dire 
trovare una politica π tale che
Iniziamo con, forse, il modo più semplice di realizzare il trade-off tra esplorazione e 
sfruttamento: la divisione del tempo. Ossia, scegliendo 1 > 𝜖 > 0 e spendendo una 
frazione di tempo 𝜖 esplorando le leve, e la rimanente frazione di tempo 1 - 𝜖 sfruttando la 
leva migliore trovata sino a quel momento. Questo viene definito un algoritmo 𝜖-greedy, e 
funziona come la più semplice delle regole di associazione, sebbene sia un algoritmo in 
cui l’uso di informazioni di feedback sia limitato dallo sfruttamento lungo i time-step.
   Questa assegnazione di time-step in cui si esplorano o si sfruttano le leve può essere 
fatto sia in maniera deterministica, sia in maniera del tutto casuale: in questa sede si 
esaminerà il caso deterministico, dove si sono spesi 𝜖t /K time-step esplorando ciascuna 
delle K leve, fino al time-step t. Questa è conosciuto anche come una politica greedy 
basata sulle epoche, dal momento in cui ci si può immaginare di suddividere il tempo in 
una sequenza di epoche, dove ogni epoca corrisponde una singolo tiro di esplorazione (o 
un giro di tiri esplorativi per ogni leva), seguito da un certo numero di tiri di sfruttamento 
della migliore leva trovata. Più largo è il periodo 𝜖 preso in considerazione, più 
velocemente la leva empirica migliore converge verso l’attuale leva migliore, ma questo 
avviene con il costo di giocare volutamente, a lungo, leve sub-ottimali dopo che la leva 
migliore è stata identificata; in altri termini, aumentando 𝜖, si può osservare un trade-off 
dove vengono migliorate le prestazioni a breve termine, e allo stesso tempo vengono 
peggiorate le prestazioni asintotiche. Ovviamente, con qualsiasi 𝜖 fissato, si saranno 
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spesi, in previsione, 𝜖T/K time-step esplorando ognuna delle leve sub-ottimali per 
l’orizzonte temporale T. 
   Dal momento in cui ogni giocata di una leva sub-ottimale comporta un rimpianto 
costante, il rimpianto dell’esplorazione è:
Per limitare il rimpianto dello sfruttamento, sia per l’algoritmo 𝜖-greedy che per altri più 
sofisticati, si farà riferimento al limite di Hoeffding e Chernoff, applicato a una sequenza di 
variabili casuali di Bernoulli {Xi} indipendenti e identicamente distribuite, con parametro p. 
In questo caso, il limite di Hoeffding afferma che:
e il limite di Chernoff afferma che:
dove
è la divergenza di Kullback-Leibner tra due variabili casuali di Bernoulli. Da notare che, in 
questo caso, il limite di Hoeffding è implicato dal limite di Chernoff e dalla disuguaglianza 
di Pinsker, la quale afferma che DKL(p ||q) ≥ 2(p - q)2. Anche se ciò significa che il limite di 
Hoeffding è il più debole dei due limiti, in questo ambito verrà comunque usato questo, 
così come è stato fatto nella prossima sezione per analizzare l’algoritmo UCB1.
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Ritornando al rimpianto dello sfruttamento, ricordiamo che le {Xk(i)}i≥1 sono variabili 
casuali di Bernoulli indipendenti e identicamente distribuite con parametro µk. Definiamo 
la media empirica dei guadagni tirando la leva k, durante i time-step di esplorazione, fino 
ad arrivare all’epoca l. Quindi, considerando la probabilità di scegliere di sfruttare una leva 
k sub-ottimale nell’epoca l,
      
Il numero di tiri sfruttati nell’epoca l è (1-𝜖)/𝜖 , e il numero totale di epoche è 𝜖T, quindi 
possiamo calcolare il rimpianto totale come
il quale risulta lineare al tempo T indipendentemente dalla scelta di 𝜖. Per riassumere, si 
mostra il seguente:
Teorema 2.3.1 Per la politica greedy basata sulle epoche, per qualsiasi costante 𝜖 > 0, si 
avrà
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Partendo da questo algoritmo 𝜖-greedy, con 𝜖 costante, c’è da eseguire un semplice 
modifica per rendere 𝜖 dipendente dal corrente time-step n. In particolare, se 𝜖(n) ↘ 0, la 
frazione di tempo spesa per l’esplorazione (che rappresenta il termine dominante 
nell’analisi del rimpianto) diventerà pari a o(T), vale a dire che avrà un rimpianto sub-
lineare. Per semplicità di analisi, consideriamo, come fatto in precedenza, una politica 
greedy basata sulle epoche, tranne che con lunghezze crescenti di tempo. L’intuizione 
dietro questa politica è che, per valori grandi di n, diventiamo sempre più sicuri del fatto 
che la leva che abbiamo scelto da sfruttare, la migliore in termini empirici, sia di fatto 
l’effettiva leva migliore, e di conseguenza la perdita attesa dovuta al fatto di aver scelto 
una leva sub-ottimale da sfruttare diminuisce. Tuttavia, ogni volta che scegliamo di 
esplorare, si sostiene un costo fisso, in cambio del guadagno di informazioni addizionali al 
fine di ridurre la perdita attesa per tiro di sfruttamento. Come la probabilità di errore, e 
quindi la perdita attesa, diminuisce, la frazione di tempo che dovremo spendere 
nell’esplorazione dovrebbe anch’essa diminuire; in particolare, ci piacerebbe scegliere un 
numero di time-step di sfruttamento durante l’epoca l, indicato con g(l), in modo tale che il 
rimpianto per lo sfruttamento stesso possa essere limitato da una costante, così da poter 
corrispondere al rimpianto per l’esplorazione. Richiamiamo il rimpianto totale
             
Se adesso scegliamo g(l) = 1/K · exp (c · l), dove   a l lora i l 
rimpianto può essere limitato da
Da notare come il numero L di epoche corrisponda al numero L di esplorazioni e ~ al 
numero 1/K · exp (c · L) di sfruttamenti. Dato che questo riconduce a T time-step, allora il 
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numero di esplorazioni può essere visto come L ~ (logKT)/c. Quindi, avremo il seguente 
risultato:
Teorema 2.3.2 Per la politica greedy basata sulle epoche, se la lunghezza delle epoche 
è scelta come g(l) = 1/K · exp (c · l), dove           allora avremo che
Da notare che questo limite si applica solo per valori di c sufficientemente piccoli, il che 
vuol dire che la nostra politica richiederebbe conoscenza del mink:µk<µ1(µ1-µk).
   Si potrebbe riformulare questa politica riutilizzandone una 𝜖-greedy, osservando che se 
si sceglie di esplorare con probabilità 𝜖(t) = 1/(c · t), il risultato equivarrà a ~ logT/c time-
step di esplorazione.
   Utilizzando il limite di Hoeffding, si può mostrare come per ogni ∂ > 0, ogni leva sarà 
stata esplorata almeno (1-∂) · logT/cK volte con alta probabilità, quando il valore T è 
abbastanza grande. Dalla stessa analisi di prima, questa volta condizionata dall’alta 
probabilità dell’evento, si può ottenere lo stesso limite del rimpianto, anche se il numero di 
time-step di esplorazione sono scelti casualmente e non in maniera deterministica:
Teorema 2.3.3 Per la politica 𝜖-greedy, se scegliamo di esplorare con probabilità 𝜖(t) = 1/
(c · t),  dove         allora avremo che
 
È importante osservare che per la politica 𝜖-greedy, cosi come per quella basata sulle 
epoche, la programmazione delle esplorazioni è effettivamente decisa in anticipo, non 
risultando quindi adattabile, al contrario di quando avviene la selezione della leva da 
sfruttare, che si decide di volta in volta.
   Come esempio, se ci sono tre leve con guadagno atteso rispettivamente di {0.5, 0.4, 
0.1}, e spendiamo la stessa frazione di tempo esplorando ciascuna leva, la seconda leva 
risulta più probabile della terza ad essere confusa come leva migliore. Questa asimmetria 
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suggerisce che un algoritmo ottimale dovrebbe esplorare differenti leve con differenti 
tempistiche, ed è proprio il fallimento di questi algoritmi che rappresenta la loro sub-
ottimalità. 
2.4 Algoritmo epsilon-greedy (𝜖-greedy)
L’algoritmo 𝜖-greedy è ampiamente usato per la sua notevole semplicità, sia di 
implementazione che di comprensione, avendo generalizzazioni ovvie per problemi di 
decisione sequenziale. Ad ogni round t = 1,2,… l’algoritmo seleziona la leva con la media 
empirica più alta con probabilità 1 - 𝜖, e seleziona allo stesso tempo una leva in maniera 
casuale con probabilità 𝜖. In altre parole, date le medie empiriche iniziali µ^1(0), …, µ^K(0),
Se 𝜖 viene mantenuta costante, può essere realizzato solamente un limite lineare sul 
rimpianto atteso. Cesa-Bianchi e Fischer [14] dimostrarono limiti poli-logaritmici per alcuni 
varianti dell’algoritmo nei quali 𝜖 decresceva in funzione del tempo.
   Sfortunatamente, gli studiosi del settore non gradiscono particolarmente l’approccio 𝜖-
greedy; sembra quasi uno spreco, poiché si è sicuri di spendere una parte del tempo 
cercando nuove leve anche se la leva migliore viene trovata in poco tempo, di 
conseguenza, seguendo questo approccio, il rimpianto cresce linearmente al numero di 
volte che l’algoritmo viene eseguito. Ad ogni iterazione, esiste una possibilità che si scelga 
una leva che non sia quella che risulta migliore delle altre, facendo così aumentare la 
media del rimpianto della stessa somma ogni volta, e questa crescita lineare è peggiore 
del rimpianto logaritmico garantito dai più classici algoritmi deterministici.
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Se, tuttavia, la semplicità di tale metodo risulta interessante, esso può essere sfruttato. 
Esiste una semplice variante di questo algoritmo, chiamata Epsilon-Over-N Greedy, che 
garantisce un rimpianto logaritmico, nonché performance migliori [14]. Il “trucco” sta nel 
diminuire le possibilità di scegliere nuove leve nel tempo: la prima volta che si effettua una 
scelta, si sceglie una leva casuale con probabilità 1/1; al secondo tentativo, se il primo è 
andato bene, si sceglie una leva con probabilità 1/2, vale a dire o si sfrutta la leva già 
scelta nel turno precedente, o si esplora una nuova leva. Al terzo tentativo si può 
scegliere la leva migliore con probabilità 2/3, o provare una nuova leva con probabilità 
1/3. Alla N-esima iterazione, si può  scegliere una nuova leva casuale con probabilità 1/N, 
o scegliere la migliore trovata fino a quel momento: diminuendo gradualmente la 
probabilità di scegliere una nuova leva (il cui comportamento è sconosciuto), si colpisce il 
punto debole tra esplorazione e sfruttamento. 
2.5 Campionamento di Thompson
Esiste un altro, più sofisticato, algoritmo per gestire il problema del M.A.B. che allo stesso 
modo fa uso della casualità. Esso prende il nome di campionamento di Thompson 
(Thompson Sampling), chiamato come lo studioso che che per primo formulò il problema 
sul come scegliere tra due diverse opzioni. La soluzione di Thompson fu semplice: 
mediante l’utilizzo della regola di Bayes, si calcola la probabilità che ciascuna opzione è la 
migliore, dopodiché si sceglie quell’opzione con quella probabilità. All’inizio non si 
conosce nulla, di conseguenza si ha la stessa probabilità di scegliere ciascuna di esse.
   Quando le informazioni iniziano ad accumularsi, si tende a favorirne una rispetto 
all’altra, ma alcune volte si tende a scegliere l’opzione meno preferita, avendo la 
possibilità di cambiare idea. Come si inizia a diventare certi del fatto che una delle due sia 
davvero la migliore, si finirà quasi sempre ad utilizzare quella. Questo campionamento 
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bilancia in maniera elegante le fasi di esplorazione e sfruttamento, garantendo inoltre il 
fatto che il rimpianto cresca solamente in maniera logaritmica.
   Il vantaggio principale del campionamento di Thompson rispetto agli altri algoritmi 
utilizzati per risolvere il problema del M.A.B. è dato dalla sua flessibilità. Anche se 
l’assunzione del problema può variare, dato dal fatto che si hanno informazioni che 
suggeriscono che un’opzione sia meglio delle altre, dal fatto che le opzioni dipendono le 
une dalle altre o che possono cambiare nel tempo, la strategia di Thompson, nel 
perseguire opzioni con una probabilità che riflette il senso che esse siano le opzioni 
migliori al momento, continua a funzionare bene. Quindi, piuttosto che dover ricavare un 
nuovo algoritmo per ognuno di questi casi, si può semplicemente applicare la regola di 
Bayes e usare i risultati ottenuti. Nella pratica, questi calcoli Bayesiani sono parecchio 
complicati, però cercando di scegliere l’opzione migliore, e consentendo un fattore di 
casualità nelle scelte, dato dal grado di certezza, risulta un algoritmo con prestazioni 
buone e non fuorviante.
   Formalmente, si consideri un insieme di contesti X, un insieme di azioni A, e i guadagni 
in ℝ. In ogni round, si ottiene un contesto x ∈ X, si gioca un’azione a ∈ A, e si ottiene un 
guadagno r ∈ ℝ seguendo una distribuzione che dipende dal contesto e dall’azione. 
L’obiettivo è quello di giocare le azioni che massimizzano la somma dei guadagni.
Gli elementi del campionamento di Thompson sono i seguenti:
1. una funzione di probabilità P(r |𝛳, a, x);
2. un insieme 𝛩 di parametri 𝛳 della distribuzione di r;
3. una distribuzione a priori P(𝛳) su questi parametri;
4. una tripla di osservazioni passate D = {(x; a; r )};
5. una distribuzione a posteriori P(𝛳|D) ∝	P(D|𝛳)P(𝛳), dove P(D|𝛳) è la funzione di 
probabilità.
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Il campionamento consiste nel giocare l’azione a* ∈ A in base alla probabilità che essa 
massimizzi il guadagno atteso, vale a dire
dove 𝕀 è la funzione caratteristica.
   In pratica, la regola è implementata campionando, ad ogni round, un parametro 𝛳* dalla 
distribuzione a posteriori P(𝛳|D), e scegliendo l’azione a* che massimizza 𝔼[r |𝛳*, a*, x], 
vale a dire il guadagno atteso dato il parametro, l’azione e il contesto corrente. Ciò 
significa che in ogni round si stanziano le proprie convinzioni in maniera totalmente 
casuale, e in base a queste si agisce in maniera ottimale.
2.6 Algoritmi UCB
Quindi, se esiste un’asimmetria su quanto spesso le braccia devono essere esplorate, 
come possiamo determinarla in modo da adattarlo a quello specifico momento? Invece di 
fissare il numero di esplorazioni, si potrebbero invece fissare le probabilità di errore (vale 
a dire, decidere che una particolare leva sub-ottimale sia la leva migliore) e adeguare il 
numero di esplorazioni di ogni leva in modo da  soddisfare quelle probabilità. Ossia, se 
vogliamo ottenere un limite del rimpianto di O(log T), allora un’opzione è quella di dare a 
noi stessi una probabilità O(n-1) di scegliere ogni leva sub-ottimale k > 1 ad ogni time-step 
n, poiché questo si integra in un totale di rimpianto O(log T).
   Per realizzare questo, faremo riferimento ad un tema comune di algoritmi progettati per 
risolvere problemi M.A.B., politiche “indicizzate” che, ad ogni time-step n, assegnano un 
indice bk(n) ad ogni leva k, e giocano la leva con il valore di indice più alto; in particolare, 
questi indici saranno “ottimistici”, nel senso che dovrebbero sovrastimare il guadagno 
atteso. Una giustificazione intuitiva per questa assunzione è la seguente: supponiamo di 
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non usare indici ottimistici. Se siamo sfortunati con le prime giocate della leva migliore, 
potrebbe essere che la media empirica dei guadagni scenda al di sotto del guadagno 
atteso di una leva sub-ottimale. L’indice della leva migliore potrebbe anche avere un 
valore così basso che fa si che la stessa leva non venga mai giocata nuovamente. Dal 
momento che questo evento si verifica entro un numero deterministico di time-step, con 
probabilità positiva, il risultato è un rimpianto lineare. Perciò, restringiamo le nostre 
considerazioni a politiche ottimistiche dove si sovrastima il guadagno atteso. Si può 
scomporre ogni indice (chiamato anche limite “di confidenza” superiore) in una somma di 
due termini, la media empirica del guadagno, e un “bonus di esplorazione”, che cattura 
l’incertezza causata dal fatto di avere solamente campioni finiti. Sceglieremo il bonus che 
sia largo a sufficienza in modo che le probabilità d’errore soddisfino P(bk(n) > b1(n)) ∈ 
O(n-1), che risulta necessario se la leva k è giocata O(log T) volte. Tuttavia, non si andrà a 
scegliere un bonus che sia troppo largo, in quanto causerebbe che leve sub-ottimali 
vengano giocate troppo spesso, superando il limite inferiore di valore log T / D(µi||µ1).
   Definiamo tk(n) come il numero di volte che una leva k è stata giocata fino al time-step 
n, e
la media empirica dei guadagni visti tirando la leva k fino al time-step n. L’indice della leva 
k al time-step n è definito come:
dove K è una costante che verrà scelta in seguito. Da osservare che bk(n) assume un 
valore grande quando Tk(n) < log n.
Per capire le prestazioni dell’algoritmo UCB, è bene prima capire le condizioni per il quale 
potremmo tirare la leva k invece della leva 1, e questo può accadere solo se bk(n) > b1(n). 
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Se tk(n) è sufficientemente largo, comparato a log n, allora bk(n) si concentrerà intorno a 
µk e, in maniera del tutto simile, b1(n) si concentrerà intorno a µ1. Pertanto, la probabilità 
che bk(n) ≥ b1(n) sarà bassa. Per rendere questa intuizione più precisa, per prima cosa 
convertiamo la condizione bk(n) ≥ b1(n) in una condizione che coinvolge la deviazione di 
bk(n) da µk, e di b1(n) da µ1. Si noti che la condizione bk(n) ≥ b1(n) risulta falsa se bk(n) < 
µ1 e µ1 < b1(n), perciò,
(2.4)
Il rimpianto atteso fino al tempo T, considerando gli eventi di cui sopra, può essere 
espresso come riportato qui di seguito:
dove (µ1 - µk) rappresenta la riduzione, nel guadagno atteso, ogni qualvolta la leva k è 
giocata, mentre E[tk(T)] indica, invece, il numero atteso di volte che la leva k è giocata fino 
al tempo T.
Successivamente, prendendo la definizione dell’algoritmo UCB e l’equazione (2.4),
                    
                    
Si consideri il primo termine del lato destro dell’equazione,
(2.5)
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Per studiare la probabilità di queste deviazioni dalla media, occorre richiamare il limite di 
Hoeffding. Tuttavia, non possiamo direttamente applicare il suddetto limite all’equazione 
(2.5), dal momento che:
1. tk(n) è una variabile casuale, e non una costante,
      2.           potrebbe non essere una quantità positiva, come
richiesto nel  limite di Hoeffding.
Per gestire l’ultimo punto, dobbiamo fare in modo che tk(n) sia un valore sufficientemente 
grande. In particolare, supponiamo tk(n) tale che:
Definiamo N come il termine dal lato destro della seconda disuguaglianza, e Y(n) come 
una variabile casuale che indica la leva che viene giocata al tempo n. Quindi,
            
Dato che   , avremo
e, usando l’equazione (2.4),
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(2.6)
Per vincoli di spazio, non verrà mostrata in questa sede la spiegazione e lo svolgimento 
dei termini dell’equazione sopra descritta, in particolare per i due casi in cui ck(j) ≥ µ1 e 
c1(j) ≤ µ1, in cui per entrambi è stato preso il valore K = 1.5. Tuttavia, ci limiteremo al 
mostrare il risultato finale, per cui, combinando le varie equazioni viste prime, avremo che
      
Per riassumere il tutto, si mostra il seguente teorema:
Teorema 2.6.1 (UCB1) Se giochiamo la leva con il valore dell’indice maggiore
ad ogni time-step, allora
Se sostituiamo il limite di Hoeffding con il limite di Chernoff, siamo in grado di motivare il 
risultato più stretto, nonché l’algoritmo KL-UCB, trovato e analizzato in [6]. Sebbene 
questo algoritmo ottenga (asintoticamente parlando) un rimpianto ottimale, il bonus di 
esplorazione non ha più una soluzione semplice in forma chiusa, e nella pratica questo 
problema lo rende più lento nel calcolare gli indici. Supponiamo di scegliere il bonus di 
esplorazione 𝜖k,n in modo che P(b1(n) ≤ µ1) = 1/ n(log n)c, per qualche c ≥ 2. Questo limite 
più flessibile (a confronto con 1/n2 dell’analisi precedente) consente, per l’appunto, una 
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maggiore flessibilità che porta a fare un tale errore, ma comunque mantiene la proprietà 
per la quale l’errore, integrato per tutti i valori di n, verrà limitato. Così, possiamo andare a 
calcolare
                               
e quindi t1(n) · D(µ1 - 𝜖1,n||µ1) = log n + c log log n. Tuttavia, il bonus di esplorazione 𝜖 
dovrebbe dipendere solo da µ^k, tk e n, e non da µ1, dato che questo valore risulta 
sconosciuto all’algoritmo. Dato che µ^1 →  µ1, e dato che vogliamo 𝜖1,n →  0, sostituiamo 
D(µ1 - 𝜖1,n||µ1) con D(µ^1||µ^1 + 𝜖1,n) = D(µ^1||b1); vale a dire, impostiamo l’indice della leva 
1 (e, per simmetria, per qualsiasi leva k) in modo che risulti:
che rappresenta l’indice calcolato dall’algoritmo KL-UCB. Usando questa politica [6], si 
mostra che
e quindi prova il seguente teorema, che corrisponde asintoticamente al limite inferiore di 
Lai e Robbins:
Teorema 2.6.2 (KL-UCB) Se giochiamo la leva con il valore dell’indice maggiore
ad ogni time-step, allora
(2.7)
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La dimostrazione di quest’ultima richiede una diversa disuguaglianza [7], nella quale la 
versione più semplice afferma che, per tutti gli 𝜖 > 1 e per tutti gli n ≥ 1,
Da questo, segue immediatamente che
                         
per cui il termine principale, di ordine 1/n log n, integra a log log n. Perciò, il rimpianto 
viene scritto come:
                    
dove il secondo termine è 𝛳(log log T). Successivamente, per calcolare il primo termine, 
                                       
dove n0 è definito come  e si è indicizzato nuovamente n, nella 
seconda riga dell’espressione, passando dal denotare il tempo attuale al denotare il 
conteggio di quante volte la leva k è stata giocata. L’ultimo termine può essere dimostrato 
come O(√log T), anche se la dimostrazione è abbastanza lunga e non viene mostrata in 
questa sede.
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Mettendo tutto insieme, otteniamo, come desiderato, che
Riassumendo, nonostante sia richiesta una disuguaglianza più nitida, l’intuizione dietro la 
scelta del bonus di esplorazione nell’algoritmo KL-UCB è la stessa che viene usata per 
l’algoritmo UCB1, vale a dire prendendo tale bonus di esplorazione grande abbastanza, in 
modo che
2.7 Limiti indipendenti al problema
Sia nel limite inferiore di Lai e Robbins, che nel risultato ottenuto dall’algoritmo KL-UCB, i 
risultati sono dipendenti al problema preso in considerazione, vale a dire che le costanti 
nel lato destro delle equazioni sono una funzione di µ. In particolare, come µ2 ? µ1, 
abbiamo che
Ossia, anche se per ogni istanza del problema possiamo ottenere un rimpianto 
logaritmico, se i parametri sono generati in modo tale che µ2 e µ1 possano essere 
arbitrariamente vicini, allora ad ogni tempo T potremo avere R(T) ≥ c log T, per ogni c > 0, 
cioè R(T) ∈ 𝜔(log T), con 𝜔 che indica il più piccolo ordinale infinito.
   Si mostra ora un limite superiore indipendente al problema, il quale non è una funzione 
di µ, utilizzando il risultato riportato sopra. In particolare, si suppone che µ = (µ1, µ1 - ∂).
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L’idea chiave è quella di scegliere un valore di ∂(T) che ci faccia ottenere il caso peggiore 
di rimpianto (ossia il valore più grande) per ogni orizzonte temporale T. Sfruttando il 
Teorema 2.3.5, si può scrivere il limite del rimpianto nel nostro caso delle due leve,
                
(2.8)
dove si è usata la disuguaglianza di Pinsker. Si ha inoltre che R(T) ≤ ∂T, dato che il 
rimpianto per time-step è al massimo ∂. Quindi, un limite inferiore migliore per il rimpianto 
è il minore di questi due limiti, e di conseguenza vengono impostati approssimativamente 
uguali per determinare un caso peggiore ∂(T). Ignorando il termine o(1), si suppone
Sostituendo nell’equazione (2.8), si ottiene il seguente teorema, che mostra un limite 
superiore indipendente dal problema:
Teorema 2.3.6 Utilizzando l’algoritmo KL-UCB, avremo che
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CAPITOLO 3
MULTIPLE-PLAY BANDIT ALGORITHM
3.1 Introduzione
Quando un utente interagisce con sistema di raccomandazione (RS), diversi elementi, 
quali film, notizie, canzoni, o come nel nostro caso annunci pubblicitari, vengono 
raccomandati all’utente stesso, il quale può selezionare i suddetti elementi raccomandati, 
o viceversa può farne a meno. La metrica chiamata click-through rate (CTR) permette di 
valutare le prestazioni del RS (Ricci, Rokach, and Shapira, 2011).
   In questa sezione ci baseremo sull’ipotesi che un elemento raccomandato e selezionato 
dall’utente sia rilevante per esso stesso, e che l’abbandono avvenga quando nessuno 
degli elementi raccomandati viene scelto; naturalmente, per ottimizzare il RS, 
considereremo il problema di minimizzare l’abbandono.
   Per essere il più adattabile possibile, un RS dovrebbe considerare le interazioni svolte in 
passato con utenti differenti prima di fornire raccomandazioni all’utente attuale. Il 
problema quindi consiste nell’impostare una strategia che permetta di imparare dalla 
rilevanza che ha ciascun elemento nel mentre che si continua a raccomandare elementi 
rilevanti agli utenti. Quando l’intero set di dati è disponibile immediatamente, si può 
stimare la rilevanza di ciascun elemento: trattasi di un ambiente di apprendimento 
supervisionato (Hastie, Tibshirani, and Friedman 2009). Ma questo non è il caso quando 
si prendono in considerazione RS reali: nuovi utenti e nuovi oggetti si presentano di 
continuo; inoltre, la scelta degli oggetti da raccomandare ad ogni interazione dev’essere 
presa tenendo conto solamente delle informazioni raccolte con interazioni passate: tale 
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ambiente è chiamato “di apprendimento rafforzativo” (Sutton and Barto, 1999). Esso 
richiede l’implementazione di una strategia per guadagnare informazioni circa la rilevanza 
di ciascun oggetto (fase di esplorazione), mentre ci si assicura che il RS possa continuare 
a raccomandare oggetti di rilevanza (fase di sfruttamento): anche in questo caso, si è di 
fronte al classico problema del trade-off tra esplorazione e sfruttamento.
   I lavori correlati a questa sezione ricadono in due gruppi di modelli. Il primo raccoglie i 
modelli basati sulle caratteristiche, i quali deducono nuove informazioni su oggetti non 
ancora visti o utenti tramite i feedback degli utenti stessi. Molti di questi sono implementati 
in modo da raccomandare un singolo oggetto, come l’approccio lineare stocastico, come 
(Li et al., 2010) e (Chu et al., 2011), mentre altri forniscono raccomandazioni multiple. In 
questo senso, lo studio di Yue e Guestrin (2011) propose l’algoritmo LSBGreedy, 
utilizzando un limite di confidenza superiore sul guadagno atteso nell’utilità, con un 
approccio lineare. Il secondo gruppo, invece, sono modelli liberi da caratteristiche, che 
non deducono informazioni da oggetti non ancora visti o da utenti. Seguendo questa 
direzione, Radlinski, Kleinberg e Joachims (2008) hanno sviluppato l’algoritmo Ranked 
Bandit (RBA), utilizzando tanti algoritmi a singola giocata di leva quanto il numero di 
raccomandazioni da fornire. Gli algoritmi di tipo UCB, o quello 𝜖-greedy, visti in 
precedenza, possono essere usati come sottoprogrammi del RBA, così come l’algoritmo 
Exp3 (Auer et al., 2002). Di più recente sviluppo è invece la creazione, da parte di Kohli, 
Salek e Stoddard (2013), dell’algoritmo Indipendent Bandit (IBA). Sia RBA che IBA 
verranno descritti più avanti.
   Usando tante leve quanti oggetti da raccomandare, RBA e IBA non sfruttano 
pienamente l’aspetto combinatorio del problema, questo poiché gli algoritmi a singola 
giocata risultano indipendenti fra loro: come risultato, ad ogni iterazione, ogni singolo 
algoritmo apprende informazioni riguardo un solo oggetto. Come si è detto prima, 
apprendere informazioni, in un singolo passo, su tutti gli oggetti da raccomandare, 
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utilizzando un solo algoritmo, è meglio; ciò risolve direttamente il caso multiplo oggetto di 
analisi.
   Alcuni recenti studi teorici nella letteratura dell’apprendimento hanno implementato 
nuovi algoritmi per risolvere questo problema; Bubeck e Cesa-Bianchi (2012) hanno 
proposto un algoritmo capace di sfruttare l’aspetto combinatorio del problema con giocate 
multiple, ossia l’ Exp3.M. Mentre il suddetto algoritmo ha forti garanzie teoriche, risulta un 
algoritmo generale per una vasta classe di problemi bandit complessi.
In questa sede di analisi ci si atterrà al contesto libero da caratteristiche, poiché, ad ogni 
tempo t, si considera l’utente attuale come un nuovo utente, e tutti gli oggetti indipendenti 
fra loro.
   I tre approcci menzionati prima (RBA, IBA, Exp3.M) non indirizzano alla stessa 
soluzione. Come detto in precedenza, l’obiettivo è quello di minimizzare l’abbandono. 
RBA mira a fornire una soluzione basata sul principio della varietà. Exp3.M e IBA mirano a 
massimizzare la somma dei click ad ogni passo. Queste soluzioni sono sub-ottimali 
rispetto all’obiettivo preposto, ma risultano più facili da trovare rispetto alla soluzione 
ottimale.
   Nelle sezioni che seguono, si descriveranno brevemente i tre approcci principali e le 
loro garanzie teoriche; successivamente, si descriveranno le performance dell’algoritmo 
Exp3.M ottenute utilizzando le collezioni di MovieLens e Jester, andando a mostrare come 
questo algoritmo apprenda più rapidamente rispetto agli altri due. Inoltre, si mostrerà che 
utilizzando Exp3.M come sottoprogramma di RBA, ciò migliori le prestazioni in maniera 
significativa di quest’ultimo, ma allo stesso tempo ciò non porta effetti sul risultato dell’IBA.
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3.2 Formalizzazione del problema
Si consideri una collezione di K oggetti, indicati con Ii, con i ∈ {1, …, K}. Ad ogni passo t, 
vengono raccomandati m oggetti all’utente; se esso effettua un click su almeno un 
oggetto, si ottiene una ricompensa globale pari a 1, altrimenti la ricompensa sarà pari a 0.
   L’obiettivo è minimizzare la frazione di 0, vale a dire minimizzare l’abbandono. 
Indichiamo con PmK l’insieme di tutte le combinazioni degli m oggetti che è possibile 
ottenere con K oggetti. Un utente può essere rappresentato attraverso un vettore di 
rilevanza X = {0,1}K, laddove Xi = 1 se l’utente seleziona l’oggetto i. Ad ogni passo t, 
l’utente è rappresentato da Xt. Un insieme At ∈ PmK di m oggetti viene presentato all’utente 
preso in considerazione.
   Zt è il guadagno ottenuto per l’insieme At con il vettore di rilevanza Xt; esso è definito 
come:
Ciascun elemento i ∈ {1, …, K} del vettore X segue una distribuzione di Bernoulli di un 
parametro sconosciuto p. La probabilità pi, al tempo t, può essere stimata come
con
La frazione di utenti che considera rilevante almeno un oggetto dell’insieme At è 
rappresentato come E[Zt], il valore atteso della variabile Zt. Massimizzare E[Zt] equivale a 
minimizzare l’abbandono. In questo caso un insieme ottimale A* è l’insieme di oggetti che 
porta ad almeno un click per la maggioranza degli utenti. A* è definito come
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Lo scopo di un sistema di raccomandazione in un contesto online può essere definito 
come il minimizzare la differenza fra la somma dei guadagni ottenuti usando l’insieme 
ottimale A* e la somma dei guadagni ottenuta con l’algoritmo; formalmente 
Questa differenza è chiamata rimpianto cumulativo atteso, indicato con R(T) e definito 
come:
Trovare un insieme ottimale A* è un problema NP-complesso (Radlinski, Kleinberg, and 
Joachims,  2008). Una soluzione sub-ottimale, ma più facile da trovare, potrebbe essere 
più appropriata. In questo contesto, Kohli, Salek e Stoddard (2013), proposero uno studio 
utilizzando altre due soluzioni: la soluzione greedy e la soluzione indipendente.
   Quest’ultima è basata sul principio della probabilità di ranking (Robertson, 1977); è 
definita come l’insieme costituito dagli m oggetti con il più alto CTR.
Questa soluzione è mirata sia dall’IBA che dall’algoritmo Exp3.M, entrambi implementati 
per massimizzare:
Il principio della varietà è essenziale nell’ambito delle raccomandazioni, ma nonostante 
ciò non viene presa in considerazione quando si esamina la soluzione indipendente 
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(Chen and Karger,  2006). Facciamo un esempio con la raccomandazione di titoli 
cinematografici: i film più popolari sono quelli appartenenti all’esalogia di “Star Wars”; in 
questo contesto, i 6 oggetti più popolari possono essere apprezzati da utenti che hanno 
gli stessi interessi o gusti, rappresentando la maggioranza degli utenti. Tuttavia, se un 
utente ha differenti gusti, nessuno dei titoli proposti lo soddisferà. L’insieme ottimale A* è 
basato sul principio della varietà, poiché è composto da m oggetti tali che almeno uno di 
essi sia rilevante per la maggioranza degli utenti.
   L’algoritmo greedy è definito come la soluzione che classifica l’oggetto più popolare al 
primo posto, e i successivi oggetti più popolari nelle posizioni seguenti, dato che l’utente 
non ha selezionato in precedenza oggetti dalla lista delle raccomandazioni.
In modo più formale, questa soluzione può essere definita come:
e, per k ≥ 2,
Prendendo gli elementi più popolari, dato che l’utente non ha fatto alcun click su tutti gli 
elementi precedenti, la soluzione greedy proposta prende in considerazione il principio 
della varietà. Anche se la soluzione greedy sceglie, nella prima posizione, l’elemento più 
popolare, tale elemento non fa necessariamente parte della soluzione ottimale A*, ragion 
per cui Agreedy è definita una soluzione sub-ottimale.
3.3 Algoritmi
In questa sezione vengono presentati i due metodi che serviranno come punti di 
riferimento: RBA e IBA. Come detto prima, il primo approccio punta alla soluzione greedy, 
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mentre il secondo punta alla soluzione indipendente. Entrambi i metodi usano, come 
sottoprogramma, un algoritmo bandit a giocata singola, analizzando il caso nel quale il 
sottoprogramma è l’algoritmo Exp3. Ciò permetterà un confronto equo con l’algoritmo a 
giocata multipla Exp3.M, il quale verrà descritto più avanti.
3.3.1 Algoritmo Ranked Bandit (RBA)
L’algoritmo Ranked Bandit (Alg. 1), sviluppato da Radlinski, Kleinberg e Joachims (2008), 
richiede l’esecuzione di m algoritmi bandit per K leve in parallelo: ad ogni passo t, gli m 
oggetti scelti dagli m algoritmi vengono raccomandati all’utente. Il modo in cui le 
informazioni del bandit vengono aggiornate funziona come riportato di seguito: il bandit 
corrispondente al primo elemento clickato riceve un guadagno pari a 1, mentre tutti i 
bandit rimanenti ricevono un guadagno pari a 0. Così facendo, il primo bandit tende a 
raccomandare l’oggetto che possiede il CTR più alto. Per di più, dal momento in cui il 
secondo bandit può ottenere un guadagno solamente nel momento in cui il primo oggetto 
non viene clickato, esso tende a raccomandare l’elemento con CTR più alto quando il 
primo elemento non è rilevante, e così via per il terzo, fino al m-esimo bandit.
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Come mostrato nello studio preso in considerazione (Radlinski, Kleinberg e Joachims, 
2008), RBA combinato con il sottoprogramma Exp3 ottiene un rimpianto di O(m√TKlogK) 
rispetto alla soluzione greedy e al guadagno Zt = maxi∈At Xi,t.
3.3.2 Algoritmo Independent Bandit (IBA)
L’algoritmo Independent Bandit (Alg. 2), sviluppato da Kohli, Salek e Stoddard (2013), 
similmente all’algoritmo Ranked Bandit, richiede l’esecuzione di m algoritmi bandit per K 
leve in parallelo. La più grande differenza tra i due algoritmi sta nel come i click degli 
utenti vengono presi in considerazione: mentre per il RBA solo il primo elemento clickato 
viene considerato rilevante, nell’IBA vengono considerati rilevanti tutti gli elementi clickati.
   Di conseguenza, la k-esima giocata singola bandit dell’IBA tende a raccomandare 
l’elemento con il k-esimo CTR più alto, puntando quindi alla soluzione indipendente.
   Adattando la dimostrazione dello studio di Kohli, Salek e Stoddard (2013), si può 
mostrare come l’IBA combinato con il sottoprogramma Exp.3 ottiene un rimpianto di 
O(m√TKlog(K)) rispetto alla soluzione indipendente, e al guadagno Zt = ∑i∈At Xi,t (somma 
dei click).
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Solitamente, la frazione di utenti che seleziona almeno un elemento è più piccola per la 
soluzione indipendente piuttosto che per la soluzione greedy. Quindi, nel lungo termine, 
RBA è generalmente meglio dell’IBA. Tuttavia, Kohli, Salek e Stoddard (2013) hanno 
mostrato, nella loro simulazione, che apprende molto più velocemente nelle fasi iniziali (la 
frazione di abbandoni decresce più velocemente rispetto al RBA), una caratteristica molto 
importante nei sistemi di raccomandazione.
   In entrambi gli approcci, tutti gli m algoritmi a giocata singola sono (quasi) indipendenti 
tra loro; ad ogni passo t, ogni bandit apprende informazioni riguardanti un solo oggetto.
   Quindi, possiamo solo aspettarci che il metodo principale converga quando tutti gli m 
algoritmi bandit a giocata singola convergono, il che potrebbe produrre un inutile rimpianto 
elevato. Al contrario, l’algoritmo bandit a giocata multipla, presentato qui di seguito, 
gestisce tutti gli m oggetti contemporaneamente, potendo quindi raggiungere una 
soluzione in maniera più rapida.
3.3.3 Algoritmo Exp3.M
L’algoritmo Exp3.M (Alg. 3), è un algoritmo bandit, recentemente e specificatamente 
implementato per affrontare i casi di giocata multipla, puntando anch’esso alla soluzione 
indipendente, definita nella sezione sopra. Venne inizialmente proposto e studiato in 
forma teoria da Uchiya, Nakamura e Kudo (2010); più recentemente (2012), Bubeck e 
Cesa-Bianchi analizzarono l’implementazione di questo algoritmo per un’ampia classe di 
problemi bandit complessi, conosciuti come bandits combinatori. In questa sezione si 
andrà a descrivere l’algoritmo Exp3.M e alcuni adattamenti utili alla comprensione.
Principali intuizioni matematiche. L’algoritmo si basa sul principio della “discesa dello 
specchio online” (online mirror descent), una metodo generale per minimizzare il 
rimpianto nell’ottimizzazione convessa online; più precisamente, può essere visto come 
un particolare caso dell’algoritmo “discesa dello specchio stocastico online” (online 
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stochastic mirror descent), usato con la funzione dell’entropia negativa F(p) = ∑Ki=1 (pi 
log(pi) - pi) sull’insieme convesso Cm = {p∈[0,1]K : ∑i pi = m}. Infatti, i passi (1) e (2) 
dell’algoritmo sono equivalenti ai due passi aggiornamenti della “discesa dello specchio 
online”:
 
           
dove DF(p,q)= ∑Ki=1 (pi log(pi/qi) + qi - pi) è la divergenza di Bregman associata alla 
funzione F. In altre parole, per calcolare il nuovo vettore pt+1, l’algoritmo Exp3.M parte da 
pt, poi si sposta nella direzione del vettore del guadagno atteso Xt = (Xi,t)1≤i≤K, e infine 
proietta di nuovo sull’insieme convesso Cm.
Un’efficiente implementazione. Come verrà spiegato in seguito, questa 
implementazione che si propone richiede solamente O(K log K) operazioni elementari, 
chiamate flops, ad ogni passo t. 
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Possono essere evidenziati due punti fondamentali:
1. Ci sono diversi modi per elaborare un insieme At ⊂ {1, …, K} in maniera casuale, in 
modo che P[i ∈ At] = pi,t per tutti gli i = 1, …, K. Un approccio “naive”, o ingenuo, 
consiste nel notare che pt ∈ Cm può essere decomposto come una combinazione 
convessa della forma ∑A𝛼A𝟙A (dove il sottoinsieme A {1, …, K} ha cardinalità m) in 
modo che sia sufficiente elaborare un insieme A in maniera casuale con 
probabilità 𝛼A. Sfortunatamente, la complessità computazionale di questo passo 
sarebbe, come minimo, dell’ordine di (Km) flops. Invece, usando la funzione 
chiamata “arrotondamento dipendente”, o Dependent Rounding (Subalg. 1), 
implementato da Gandhi et al.(2006), e rivisitato da Uchiya, Nakamura e Kudo 
(2010), si ottiene una complessità minore, dal momento che richiede soltanto O(K) 
flops.
2. La seconda questione riguarda come calcolare la costante numerica C, definita 
implicitamente dall’equazione ∑Ki=1 min{Cqi,t+1,1} = m. Si è scoperto che, dopo aver 
ordinato i componenti qi,t+1,i = 1, …, K, in ordine decrescente, questo problema si 
riduce a risolvere, successivamente, equazioni lineari elementari ad una variabile, 
della forma: 
      dove v1 ≥ v2 ≥ … ≥ vK sono i valori qi,t+1 ordinati in ordine decrescente. 
La complessità computazionale totale associata risulta, quindi, di ordine O(K log K).
Garanzie teoriche. Uchiya, Nakamura e Kudo (2010) hanno dimostrato che l’algoritmo 
Exp3.M ottiene un rimpianto di O(√mTKlog(K/m) se il guadagno è definito come Zt = ∑i∈At 
Xi,t (somma dei click); il suddetto limite del rimpianto migliorato di un fattore √m può 
essere derivato per IBA combinato con le m istanze dell’algoritmo Exp3.
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3.4 Valutazione delle prestazioni
Framework sperimentale. Per valutare l’implementazione dell’algoritmo Exp3.M e 
compararlo con i metodi dello stato dell’arte, sono stati eseguiti alcuni esperimenti con i 
dataset MovieLens-100 e Jester, i quali sono stati studiati nel lavoro di Kohli, Salek e 
Stoddard (2013).
   Il primo dataset preso in riferimento, MovieLens-100, è costituito da 943 utenti, i quali 
valutano 100 film; se un film non è valutato, è classificato come non apprezzato. Un film 
può essere valutato in una scala che va da 1 (scadente) a 5 (eccellente). Per convertire 
questi voti in click degli utenti, gli autori dello studio scelsero di impostare una soglia di 
importanza, la quale può essere fissata a valori differenti; nei loro esperimenti, usarono 
due valori, il 4 e il 2: quando la soglia era fissata a 4, per un determinato utente, tutti i film 
che sono stati valutati strettamente maggiori di 4 vengono considerati come rilevanti. 
Stesso discorso con il valore della soglia fissato a 2.
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Figura 1: Dataset MovieLens-100 con soglia di importanza = 2 (sinistra) e soglia di importanza = 4 (destra).
Il secondo dataset considerato, Jester, è costituito da 25000 utenti, i quali valutano 100 
barzellette; come prima, se una barzelletta non è valutata, essa è considerata come non 
rilevante. Una barzelletta può essere valutata in una scala che va da -10 (non divertente) 
a 10 (molto divertente). Kohli, Salek e Stoddard usarono una soglia di importanza pari a 7 
per identificare le raccomandazioni più rilevanti.
   Per simulare l’aspetto di un sistema di raccomandazione online, al tempo t, viene scelto 
in maniera del tutto casuale un utente, e m = 5 documenti gli vengono raccomandati. 
Inoltre, l’utente scelto viene considerato come nuovo utente; si può dire che l’utente ha 
effettuato un click su di un oggetto solo se la percentuale associata è strettamente 
maggiore della soglia impostata. Se l’utente effettua un click su uno o più documenti, si 
ottiene Zt = 1, altrimenti Zt = 0. L’obiettivo è quello di massimizzare la somma dei Zt, vale a 
dire minimizzare l’abbandono, come mostrato precedentemente.
   
Figura 2: Dataset Jester con soglia di importanza = 7.
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Ogni esperimento viene condotto in un intervallo temporale di lunghezza T = 100000; i 
risultati finali corrispondono alle medie aritmetiche dei risultati di 200 esperimenti Monte-
Carlo: ogni 100 passi, viene visualizzata la media di Zt sugli ultimi 1000 turni.
   Per ottenere un confronto equo dell’algoritmo bandit Exp3.M a giocata multipla con RBA 
e IBA, si è scelto di implementarli con l’algoritmo di base Exp3, e con l’algoritmo 𝜖-greedy.
   Con l’algoritmo Exp3, una probabilità pari a 1/K viene allocata ad ogni oggetto, e in base 
a queste probabilità, uno di questi oggetti viene scelto in maniera casuale. Basandosi sui 
feedback dell’utente, le probabilità vengono aggiornate più o meno aggressivamente, in 
base ad un parametro 𝜂, e il valore di quest’ultimo ha bisogno di essere accordato. Per 
questo motivo, nell’esperimento si è testata una griglia di valori 2i con i ∈ [-7, -6, …, 0], 
scegliendo il valore con il miglior compromesso tra la percentuale di apprendimento e il 
valore medio di abbandono alla fine degli esperimenti. Il valore di 𝜂 è stato accordato, 
indipendentemente, per RBA e IBA, scegliendo il valore 𝜂 = 2-6 per entrambi gli approcci.
   Per l’algoritmo 𝜖-greedy, invece, viene aggiunto un grado di casualità per la scelta 
dell’oggetto: al tempo t, un oggetto uniformemente casuale viene raccomandato con una 
probabilità pari a 𝜖, o, con una probabilità pari a (1 - 𝜖), viene raccomandato l’oggetto con 
il miglior CTR. Questo algoritmo altro non è che il sottoprogramma utilizzato nel RBA e 
nell’IBA, il quale da i migliori risultati negli studi effettuati da Kohli, Salek e Stoddard 
(2013), nel quale, per altro, indicarono con 𝜖 = 0,05 il valore di media migliore nei loro test 
iniziali.
   Anche l’algoritmo Exp3.M ha bisogno di essere accordato, e utilizzando lo stesso 
metodo utilizzato per l’algoritmo Exp3, si è scelto 𝜂 = 2-5.
   I risultati degli esperimenti sono riportati nelle figure precedenti: si può osservare sia la 
soluzione ottimale, sia la soluzione indipendente, laddove la soluzione greedy coincide 
con quella ottimale. Quindi, le applicazioni RBA puntano tutte alla soluzione ottimale, 
mente le applicazioni IBA e l’algoritmo Exp3.M mirano alla soluzione indipendente; la 
differenza tra queste due soluzioni è minima, circa l’1% (basti confrontare la figura 
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riguardante MovieLens-100 con soglia = 4 e Jester con soglia = 7), mentre, prendendo 
MovieLens-100 con soglia = 2, questa differenza aumenta fino a quasi il 4%.
Risultati. Si compara per prima cosa l’algoritmo Exp3.M con i metodi dello stato dell’arte. 
L’algoritmo converge a valori equivalenti rispetto all’approccio IBA 𝜖-greedy, il metodo allo 
stato dell’arte con la miglior percentuale di apprendimento; per di più, l’algoritmo Exp3.M 
apprende molto più velocemente. Per mettere in evidenza i miglioramenti della 
percentuale di apprendimento, è stata usata la versione unilaterale del test di Wilcoxon 
(Tabella 1).
Tabella 1: miglioramento percentuale di apprendimento: test di Wilcoxon unilaterale. Ipotesi alternativa: 
l’algoritmo Exp3.M apprende più velocemente.
L’algoritmo Exp3.M apprende 1.5 - 6 volte più velocemente rispetto ai metodi dello stato 
dell’arte. Per valutare il miglioramento della percentuale di apprendimento, si sono 
comparati il numero di passi richiesti dalle curve dei grafici precedenti, in modo da 
raggiungere il 95% e il 98% (Tabella 2).
95% 98%
collezione approccio p-value p-value
 
Movie-Lens100  
con soglia = 2
IBA-Egreedy 
IBA-Exp3  
RBA-Egreedy 
RBA-Exp3
0.054  
4.2e-09  
2.9e-13  
<2.2e-16
0.0012  
<2.2e-16  
2.9e-13  
<2.2e-16
 
Movie-Lens100  
con soglia = 4
IBA-Egreedy 
IBA-Exp3  
RBA-Egreedy 
RBA-Exp3
1.0e-08  
9.4e-15  
<2.2e-16  
<2.2e-16
0.0016  
7.6e-07  
1.0e-10  
1.1e-07
 
Jester  
con soglia = 4
IBA-Egreedy 
IBA-Exp3  
RBA-Egreedy 
RBA-Exp3
8.8e-06  
2.4e-14  
<2.2e-16  
<2.2e-16
8.7e-09  
1.9e-14  
<2.2e-16  
<2.2e-16
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Tabella 2: rapporto approssimativo tra il numero di passi richiesti per raggiungere il 95% e il 98% della 
soluzione indipendente con i metodi dello stato dell’arte e il numero di passi richiesti per raggiungere il 95% e 
il 98% della soluzione indipendente con Exp3.M.
Dall’altra parte, invece, si comparano le implementazioni del RBA e dell’IBA con 
l’algoritmo 𝜖-greedy, come implementato nello studio osservato, con l’algoritmo Exp3. 
RBA-Exp3 ha una proporzione di (1 - abbandono) più grande rispetto a RBA-Egreedy, ma 
questo solo dopo, approssimativamente, 4000 passi per Movie-Lens100 e 10000 passi 
per Jester; riguardo invece gli approcci IBA-Egreedy e IBA-Exp3, le prestazioni di 
entrambi sono molto simili nelle figure precedentemente mostrate.
   Per un lungo intervallo temporale, l’approccio RBA-Exp3 risulta sempre il migliore; nella 
Figura 1, per soglia di importanza = 2, tale approccio surclassa, in termini di prestazioni, la 
soluzione indipendente dopo 8000 passi, e approssimativamente dopo 50000 passi nella 
Figura 2; nella Figura 1, per soglia di importanza = 4, RBA-Exp3 non surclassa la 
soluzione indipendente, ma tuttavia resta l’unico approccio in grado di raggiungere in 
media il 98% della soluzione indipendente. Ciononostante, la sua percentuale di 
apprendimento è più bassa sia dell’approccio IBA, sia dell’algoritmo Exp3.M.
collezione approccio rapporto 95% rapporto 98%
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3.5 Conclusioni
Si è valutato un algoritmo di tipo bandit, implementato specificatamente per il contesto a 
giocata multipla, come avviene nei sistemi di raccomandazione, vale a dire l’algoritmo 
Exp3.M. Solitamente, gli approcci dello stato dell’arte usano tanti algoritmi quanti sono gli 
oggetti da raccomandare; gestendo, invece, tutti gli oggetti simultaneamente, si è visto 
come l’algoritmo Exp3.M converge verso valori equivalenti, e allo stesso tempo apprende 
molto più velocemente (circa tre volte tanto) rispetto all’approccio che la migliore 
percentuale di apprendimento, l’Indipendent Bandit Algorithm (IBA).
   Exp3.M è concepito per massimizzare la somma dei click effettuati; quindi, quando si 
prevede di minimizzare l’abbandono, tale algoritmo ricerca una soluzione sub-ottimale. 
Inoltre, si è mostrato come l’approccio Ranked Bandit Algorithm (RBA) può dare risultati 
migliori nel lungo termine, con l’adattamento proposto.
   Sicuramente uno sviluppo futuro sarà quello di cercare un adattamento dell’algoritmo 
Exp3.M capace di puntare alla soluzione greedy, cosa che RBA già esegue.
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CAPITOLO 4
K-ARMED DUELING BANDIT ALGORITHM
4.1 Introduzione
Nei problemi di apprendimento di informazioni parziali online (conosciuti anche come 
problemi bandits), un algoritmo deve scegliere, in ognuna delle T iterazioni consecutive, 
uno dei K bandit (o strategie) possibili. Per problemi bandit convenzionali, ad ogni 
iterazione, ciascun bandit riceve un payoff reale ∈ [0,1], inizialmente sconosciuto 
all’algoritmo. Quest’ultimo poi sceglie un bandit e riceve (e quindi osserva) il payoff 
associato; di conseguenza, nessun altro payoff viene preso in considerazione. L’obiettivo, 
quindi, è sempre quello di massimizzare il payoff totale (vale a dire, la somma dei payoff 
lungo tutte le iterazioni).
   L’impostazione tradizionale presuppone che le osservazioni riflettano perfettamente (o 
sono stime imparziali di) i payoff ricevuti. Tuttavia, in molte applicazioni queste 
osservazioni possono essere  non disponibili o non affidabili; si considerino, ad esempio, 
applicazioni riguardanti test sensoriali o recupero delle informazioni. Mentre risulta difficile 
ricavare payoff da applicazioni simili, si possono ottenere, in modo affidabile, giudizi 
relativi del payoff (come “A ha un sapore migliore di B”, o “classificare A è meglio che 
classificare B”). Infatti, il comportamento dell’utente può essere spesso modellato come 
una massimizzazione del payoff, in modo che tali affermazioni relative di confronto 
possano essere derivate dal comportamento dell’utente osservato. Ad esempio, per 
dedurre se un utente di un motore di ricerca preferisca classificare su r1 anziché su r2 per 
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una determinata query, Radlinski [11] ha mostrato come presentare una classifica 
intercalata di r1 e r2, in modo che un click indichi quale dei due è preferito dall’utente.
   Questa pronta disponibilità dei feedback nei confronti a coppie in applicazioni in cui i 
payoff assoluti sono difficili da osservare motiva lo studio del lavoro mostrato di seguito.
   Data una collezione di K bandit (per esempio, funzioni di recupero), speriamo di trovare 
una sequenza di confronti del rumore che abbia un basso rimpianto. Questo problema 
prende il nome di K-armed Dueling Bandits Problem, il quale può essere visto come una 
versione “minimizza rimpianto” del classico problema di trovare l’elemento col valore 
massimo di un insieme utilizzando confronto del rumore [12]. Un esempio di applicazione 
canonica è un sistema di ricerca intranet che viene installato per un nuovo cliente. Tra le 
K funzioni di recupero incorporate, il motore di ricerca ha bisogno di selezionare quella 
che fornisce il miglior risultato per quella collezione, con feedback a coppie provenienti dai 
click delle classifiche intercalate [11]. Dal momento che il motore di ricerca incorre in un 
rimpianto ogni qualvolta presenta i risultati di una funzione di recupero sub-ottimale, esso 
mira ad identificare tali funzioni di recupero sub-ottimali nel modo più veloce possibile. Più 
generalmente, il problema del Dueling Bandits sorge in modo naturale nella maggior parte 
delle applicazioni dove un sistema deve adattarsi, in modo iterattivo, ad un utente 
specifico, e dove i confronti a coppie sono più facili da dedurre rispetto ai payoff assoluti.
Un aspetto importante riguarda la formulazione di una nozione appropriata di rimpianto.
   Dal momento che ci occupiamo di massimizzare l’utilità per il cliente (o la 
soddisfazione), ma che al tempo stesso questa utilità non è direttamente quantificabile nel 
modello di confronti a coppie, una domanda che sorge spontanea è se gli utenti, ad ogni 
iterazione, avrebbero preferito un altro bandit rispetto a quello scelto dall’algoritmo in 
questione. Questo porta direttamente alla formulazione del rimpianto, che verrà descritta 
nei paragrafi successivi, che misura il rimpianto basandosi sulla probabilità (inizialmente 
sconosciuta) che il miglior bandit b* avrebbe vinto un confronto con il bandit scelto ad ogni 
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iterazione; alternativamente, può essere vista come la frazione di utenti che avrebbero 
preferito b* ai bandit scelti dall’algoritmo.
   La soluzione che verrà mostrata segue l’approccio “esplora e poi sfrutta”, dove verrà 
limitato il rimpianto atteso dal rimpianto sostenuto durante l’esecuzione dell’algoritmo di 
esplorazione. Gli algoritmi esplorativi saranno due, chiamati rispettivamente Interleaved 
Filter 1 e Interleaved Filter 2; il primo incorre in un rimpianto che, con alta probabilità, 
staziona all’interno di un fattore logaritmico dell’informazione teorica ottimale, il secondo 
usa una particolare estensione per ottenere il rimpianto atteso, il quale è all’interno di un 
fattore costante dell’informazione teorica ottimale.
   Una caratteristica interessante dell’algoritmo Interleaved è che, diversamente ai 
precedenti algoritmi di ricerca basati sul confronto del rumore, il numero di esperimenti 
dedicati a ciascun bandit durante la fase di esplorazione è altamente non uniforme: dei K 
bandit a disposizione, c’è solamente un piccolo sottoinsieme (in previsione O(log K) del 
totale) che partecipa a O(K) confronti, mentre i restanti partecipano solo  a O(log K) 
confronti.
4.2 Il problema dei Dueling Bandits
In questa sezione viene proposto un nuovo problema di ottimizzazione online, chiamato 
K-armed Dueling Bandits Problem, dove l’obiettivo è quello di trovare il migliore dei K 
bandits ß = {b1, …, bK}. Ogni iterazione si compone di un confronto basato sul rumore (o 
un duello) fra due bandits (possibilmente lo stesso bandit con se stesso). Si assume che i 
risultati di questi confronti siano variabili casuali indipendenti, e che la probabilità di b di 
vincere un confronto con b’ è stazionaria nel tempo. Scriviamo questa probabilità come 
P(b > b’) = 𝜖(b,b’) + 1/2, dove 𝜖(b,b’) ∈ (-1/2,1/2) è una misura della distinguibilità tra b e 
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b’. Si assume inoltre che esista un ordinamento totale su ß tale che b ≻ b’ implica che 𝜖(b,b’) > 0. Verrà fatto uso anche della notazione 𝜖i,j ≡	𝜖(bi,bj).
   Siano (b1(t),b2(t)) i bandits scelti all’iterazione t, e sia b* il miglior bandit totale. Si definisce 
il rimpianto forte, basato sul confronto tra i bandits scelti e b*, come
(1)
dove T sta a indicare l’orizzonte temporale. Si definisce inoltre il rimpianto debole come
(2)
il quale esegue solamente il confronto tra b* e il migliore tra b1(t) e b2(t). Il rimpianto forte 
può essere considerato come la frazione di utenti che avrebbero preferito il miglior bandit 
rispetto a quelli scelti ad ogni iterazione (più precisamente, corrisponde alla frazione di 
utenti che preferiscono il miglior bandit ad un membro uniformemente casuale della 
coppia di bandits scelti, nel caso di rimpianto forte, o al migliore dei due bandit scelti, nel 
caso di rimpianto debole). 
   Di seguito verranno presentati due algoritmi che raggiungono gli stessi limiti di 
rimpianto, per entrambe le formulazioni (fino a fattori costanti), assumendo una proprietà 
chiamata “disuguaglianza triangolare stocastica”, descritta successivamente.
4.2.1 Assunzioni
Si impone una struttura supplementare per i confronti probabilistici. Per prima cosa, si 
assume una forte transitività stocastica, la quale richiede che ogni tripla di bandit bi ≻ bj ≻ 
bk soddisfi
(3)
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Questa assunzione fornisce un vincolo di monotonia sui possibili valori della probabilità.
Inoltre, come anticipato in precedenza, si assume una disuguaglianza triangolare 
stocastica, la quale richiedere che ogni tripla di bandit bi ≻ bj ≻ bk soddisfi
(4)
Tale disuguaglianza triangolare stocastica cattura la condizione che la probabilità, per un 
bandit, di vincere (o di perdere) un confronto andrà a decrescere non appena crescerà in 
maniera superiore (o inferiore) al bandit con cui è in competizione.
   Verranno descritti brevemente due modelli generativi comuni, i quali soddisfano le due 
assunzioni; il primo è il modello logistico, o modello di Bradley-Terry, nel quale ad ogni 
bandit bi è associato un valore reale positivo µi. I confronti probabilistici vengono eseguiti 
utilizzando
Il secondo è un modello Gaussiano, nel quale ad ogni bandit è associata una variabile 
casuale Xi, che ha una distribuzione Gaussiana avente media µi e varianza 1. I confronti 
probabilistici vengono eseguiti utilizzando
dove Xi - Xj ~ N(µ1 - µj, 2). È immediato verificare che entrambi i modelli soddisfano sia la 
forte transitività stocastica, sia la forte disuguaglianza triangolare stocastica.
4.3 Algoritmi e Analisi
La soluzione proposta, descritta nell’Algoritmo 1, segue un approccio “esplora e poi 
sfrutta”. Per un dato orizzonte temporale T e un insieme di K bandits ß = {b1, …, bK}, un 
algoritmo di esplorazione (genericamente denotato come EXPLORE) viene utilizzato per 
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trovare il miglior bandit b*. EXPLORE restituisce sia la sua soluzione b^ così come il 
numero totale di iterazioni T^ per il quale è stato eseguito (è possibile che T^ > T).
   Dovendo T^ < T, si entra in una fase di sfruttamento, scegliendo ripetutamente (b1(t),b2(t)) 
= (b^, b^), il quale non produce rimpianto extra, assumendo che EXPLORE trovi 
correttamente il miglior bandit (b^ = b*). Nel caso in cui T^ > T, allora il rimpianto sostenuto 
eseguendo EXPLORE limita comunque la formulazione proposta in precedenza (il quale 
misura il rimpianto fino a T), continuando a rendere valida l’analisi mostrata.
Si andranno a considerare due versioni dell’algoritmo di esplorazione proposto, chiamate 
rispettivamente Interleaved Filter 1 (IF1) e Interleaved Filter 2 (IF2), mostrando come 
entrambi gli algoritmi (a cui si farà riferimento utilizzando genericamente IF) restituiscano 
entrambi il miglior bandit, con probabilità, almeno, 1 - 1/T. Di conseguenza, un bandit sub-
ottimale viene restituito con probabilità, al massimo, 1/T, assumendo come rimpianto 
massimo O(T). 
Possiamo quindi limitare il rimpianto atteso con
               
(5)
laddove RTIF indica il rimpianto sostenuto eseguendo l’Interleaved Filter, mostrando così 
che il limite del rimpianto dipende totalmente da esso.
   I due algoritmi IF sono mostrati rispettivamente in Algoritmo 2 e Algoritmo 3; IF2 ottiene 
un limite del rimpianto atteso che corrisponde al limite inferiore dell’informazione teorica 
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(per fattori costanti) che si andrà a mostrare più avanti, mentre IF1 si abbina, con alta 
probabilità, al limite inferiore per un fattore logaritmico. Per primo si esamina IF1, dovuto 
alla sua facilità di analisi, andando poi a esaminare IF2, che si basa su IF1 per 
raggiungere l’informazione teorica ottimale.
In entrambe le versioni, IF mantiene un bandit candidato b^ e simula, 
contemporaneamente, un confronto tra b^ e tutti gli altri bandit rimanenti tramite una 
politica di scheduling round robin (con il termine Interleaving ci si riferisce proprio a 
questo). Qualsiasi bandit empiricamente inferiore a b^ con confidenza 1 - ∂ viene rimosso 
(come scegliere ∂ verrà descritto più avanti); quando qualche bandit b’ è empiricamente 
superiore a b^ con confidenza 1 - ∂, allora b^ viene rimosso e b’ diventa il nuovo candidato 
b^ ← b’. IF2 contiene un passo aggiuntivo, nel quale ogni bandit empiricamente inferiore 
(anche se privo di confidenza 1 - ∂) viene rimosso (operazione chiamata “pruning”, righe 
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16-18 dell’Algoritmo 3); questo processo viene ripetuto fino a quando non rimane un solo 
bandit. Assumendo che IF non compia alcun errore, esso restituirà il bandit migliore.
   IF commette un errore se trae una falsa conclusione in merito ad una coppia di bandit; 
un errore si verifica quando un bandit inferiore è determinato con confidenza 1 - ∂ tale da 
essere considerato quello superiore. 
   Un “match” viene definito come l’insieme di tutti i confronti effettuati fra due bandit 
dall’Interleaved Filter, mentre un “round” viene definito come tutti i match giocati da un 
singolo candidato b^.
   In questa analisi, si assume, senza perdita di generalità, che i bandits in ß siano ordinati 
in modo preferenziale b1 ≻ … ≻ bK. Quindi, per T ≥ K, verrà mostrato che eseguendo IF1 
si incorrerà, con alta probabilità, in un rimpianto limitato da
Si noti che 𝜖1,2 = P(b1 ≻ b2) - 1/2 è la misura della distinguibilità tra i due bandit migliori; a 
causa della forte transitività stocastica, 𝜖1,2 limita inferiormente questa misura tra il bandit 
migliore e qualunque altro bandit. Verrà mostrato inoltre, nel Teorema 2, che eseguendo 
IF2 si incorrerà in un rimpianto atteso limitato da
il quale combacia con il limite inferiore dell’informazione teorica (fino a fattori costanti).
Approccio di analisi. L’analisi studiata segue tre fasi: per prima cosa si limita il rimpianto 
sostenuto per qualsiasi match. Successivamente, si mostra che sia per IF1 che per IF2, la 
probabilità di errore risulta al massimo 1/T. Infine, si limitano i match giocati da entrambi 
gli algoritmi per raggiungere i limiti di rimpianto finali prefissati.
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4.3.1 Intervalli di confidenza
In un confronto tra bi e bj, IF mantiene un numero P^i,j, il quale denota la stima empirica di 
P(bi ≻ bj) dopo t confronti; in altre parole, P^i,j è la frazione dei t confronti nei quali bi è il 
vincitore. Per semplicità di notazione, non si utilizzeranno più gli indici (bi, bj) ma si 
utilizzerà P^t, che sottolinea la dipendenza dal numero di confronti eseguiti. IF mantiene, 
analogamente, un intervallo di confidenza
dove ct = √log(1/∂)/t. Si giustifica l’implementazione di questa confidenza attraverso il 
seguente Lemma.
Lemma 1. Per ∂ = 1/(TK2), il numero di confronti in un match tra bi e bj è, con alta 
probabilità, al massimo
Inoltre, il vincitore è identificato correttamente con probabilità almeno 1 - ∂, a condizione 
che ∂ ∈ (0, 1,2].
Per limitare il numero n di confronti in un match, è sufficiente provare che per qualsiasi d ≥ 
1 esista un m dipendente solo da d, tale che
per tutti i K sufficientemente grandi. Si assume, senza perdita di generalità, che 𝜖1,2 > 0, e 
si definisce l’evento εt = {P^t - ct < 1/2}. Si noti che εt è una condizione necessaria, per il 
match, per continuare dopo t confronti; quindi, per qualsiasi t ∈ ℕ,
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Per m ≥ 4 e t = ?m log(TK2)/𝜖2i,j?, avremo che ct ≤ 𝜖i,j / 2. Applicando la disuguaglianza di 
Hoeffding, per t sopra considerato,
             
             
             
             
             
Prendendo m = max {4, d}, il lemma è dimostrato per tutti i K ≥ 2.
4.3.2 Rimpianto per match
Si va ora a limitare il rimpianto accumulato per ogni match.
Lemma 2. Assumendo che b1 non sia stato rimosso, e che T ≥ K, allora con alta 
probabilità il rimpianto debole accumulato, così come il rimpianto forte (assumendo la 
disuguaglianza triangolare stocastica) per ogni match, è al massimo
Dimostrazione. Si supponga che il bandit candidato b^ = bj sta giocando un match contro 
bi. Dal momento che tutti i match all’interno di un round vengono giocati simultaneamente, 
allora, dal Lemma 1, ogni match giocato da bj contiene al massimo 
confronti, dove la disuguaglianza segue dalla forte transitività stocastica. Si noti che min 
{𝜖1,j, 𝜖1,i} ≤ 𝜖1,j. Così, il rimpianto debole accumulato (2) è limitato da
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(6)
dove (6) è valida dal momento che log(TK) ≤ log(T2) = 2 log T. Si procede poi a limitare il 
rimpianto forte accumulato (1) sfruttando la disuguaglianza triangolare stocastica. Ogni 
confronto incorre in un rimpianto pari a 𝜖1,j + 𝜖1,i. Consideriamo ora tre casi differenti.
   · Caso 1: Si supponga bi ≻bj; quindi, 𝜖1,j + 𝜖1,i ≤ 2𝜖1,j, e il rimpianto forte accumulato del
     match è limitato da
   · Caso 2: Si supponga bj ≻ bi, e 𝜖j,i ≤ 𝜖1,j. Quindi
   e il rimpianto forte accumulato è limitato da
   · Caso 3: Si supponga bj ≻ bi, e 𝜖j,i > 𝜖1,j; quindi, si può utilizzare il Lemma 1 per limitare,
     con alta probabilità, il numero di confronti di
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   Il rimpianto forte accumulato è quindi limitato da
Come nell’analisi per il rimpianto debole (6), possiamo finalmente notare che
4.3.3 Limite del rimpianto per Inteleaved Filter 1
Per prima cosa si dichiara il limite generale del rimpianto per l’IF1.
Teorema 1. Eseguendo l’Algoritmo 1 con ß = {b1, …, bK}, un orizzonte temporale T (T ≥ 
K), IF1 incorre in un rimpianto atteso (sia debole che forte) limitato da
La dimostrazione risulta immediata dalla combinazione del Lemma 2, Lemma 5, Lemma 3 
e (5). Si inizierà analizzando la probabilità, da parte di IF1, di commettere un errore.
Lemma 3. Per ∂ ≤ 1/(TK2), IF1 commette un errore con probabilità, al massimo, 1/T.
Dimostrazione. Per il Lemma 1, la probabilità che IF1 commetta un errore in qualsiasi 
match dato è al massimo 1/(TK2). Dal momento che K2 è un limite superiore insignificante 
del numero dei match, applicando l’unione dei limiti all’insieme di tutti i match si dimostra il 
lemma.
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Per la restante parte dell’analisi, si assume che IF1 sia senza errori, dal momento che il 
costo di commettere un errore è considerato in (5), e qui si è interessati a limitare RTIF1.
Il modello a cammino casuale. Si può modellare la sequenza di bandit candidati come 
un cammino casuale. Sia ciascun bandit un nodo su di un grafo, dove bj (j > 1) transita su 
bi, per 1 ≤ i < j, con una certa probabilità; il bandit migliore b1 è un nodo di assorbimento.
   Dovuto alla forte transitività stocastica, la probabilità di bj di transitare verso bi equivale 
almeno alla probabilità di transitare verso bh (h > i). In sede di analisi si prenderà in 
considerazione il caso peggiore, dove bj transita su ognuno dei b1, …, bj-1 con equa 
probabilità. Si può, poi, limitare il numero di round richiesti da IF1 (e nello stesso modo da 
IF2) analizzando la lunghezza di un cammino casuale da bK a b1, dimostrando che, con 
alta probabilità, esso richiede O(log K) passi.
   Sia Xi (1 ≤ i < K) una variabile casuale che indica se un cammino casuale, che parte da 
bK, visiti bi nel modello a cammino casuale.
Lemma 4. Per Xi, definito sopra, con 1 ≤ i < K,
e inoltre, per tutti gli S ⊆ {X1, …, XK-1},
(7)
intendendo che X1, …, XK-1 sono mutualmente indipendenti.
Dimostrazione. Si può riscrivere la (7) come 
dove Si = {Xj ∈ S | j  > i}. 
   Come prima cosa si considera S = {X1, …, XK-1}. Per il fattore su Xi, si indica con j 
l’indice più piccolo in Si, con Xj = 1 nella condizione. 
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Quindi
dal momento che il cammino si muove verso uno dei primi i nodi con probabilità uniforme 
indipendente da j. Visto che ∀j > i : P(Xi = 1 | Xj = 1 ) = 1/i, questo implica che P(Xi = 1) = 
1/i. Quindi si può concludere che
Si consideri ora S arbitrario. Si utilizza ∑Sc per indicare la somma degli stati congiunti di 
tutte le variabili Xi che non figurano in S. Così, P(S) può essere scritta come
Questo dimostra l’indipendenza reciproca (7).
   Si può esprimere il numero di passi di un cammino casuale da bK a bi nel modello sopra 
citato come
Il Lemma 4 implica che
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laddove Hi rappresenta la somma armonica. Detto ciò, si può mostrare come, con alta 
probabilità, SK = O(log K).
Lemma 5. Assumendo che IF1 sia senza errori, allora, con alta probabilità, verrà eseguito 
per O(log K) round. 
Dimostrazione. Prendendo in considerazione il modello a cammino casuale, è sufficiente 
mostrare che per qualsiasi d ≥ 1, esiste un m dipendente solo da d tale che
(8)
Utilizzando il limite di Chernoff [13], sappiamo che per ogni m > 1
(9)
e la (9) è vera dal momento che
per tutti i K ≥ 1 (dove 1.155 è circa il doppio della costante di Eulero), e questo limite 
dev’essere al massimo di 1/Kd. Risolvendo (eK)m-1-m log m ≤ K-d, produce m ≥ ed (il limite di 
Cernoff vale per tutti i K ≥ 0). Quindi, per ogni d ≥ 1, si può scegliere m = ed per soddisfare 
(8).
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4.3.4 Limite del rimpianto per Inteleaved Filter 2
Per prima cosa si dichiara il limite generale del rimpianto per l’IF2.
Teorema 2. Eseguendo l’Algoritmo 1 con ß = {b1, …, bK}, un orizzonte temporale T (T ≥ 
K), IF2 incorre in un rimpianto atteso (sia debole che forte) limitato da
La dimostrazione risulta immediatamente dalla combinazione del Lemma 6, del Lemma 7, 
del Lemma 2 e di (5). IF2 migliora IF1 rimuovendo tutti i bandit empiricamente inferiori 
ogni qualvolta il bandit candidato perde il confronto, operazione che prende il nome di 
pruning. Si inizierà proprio dall’analisi di questa tecnica.
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Teorema 3. Per ∂ ≤ 1/(TK2), quando il bandit incombente b^ viene sconfitto con 
confidenza 1 - ∂ da qualche altro bandit b’, allora per tutti i bandit b’’ trovati, 
empiricamente inferiori (ma privi di confidenza 1 - ∂) rispetto a b^, si può concludere che b’ 
è superiore a b’’ con confidenza 1 - ∂.
Dimostrazione. Si supponga che un round sia appena terminato, dove il bandit candidato 
b^ = bj è stato sconfitto dal candidato bi; i viene trattata come una variabile casuale, dal 
momento che ogni bandit rimanente potrebbe, per ipotesi, aver battuto bj. Inoltre, si 
suppone che il bandit bk sia empiricamente inferiore a bj (ma senza confidenza 1 - ∂).
   Si definisce n come il numero di confronti effettuati per ogni match del round in corso, e 
Si,j indica il numero di confronti in cui bi ha avuto la meglio su bj. Partendo dalla 
definizione di confidenza data nelle sezione precedente (4.3.1), si sa che
(10)
dal momento che questa è la condizione di stop del round.
   Sia An,i,k la variabile che denota l’evento nel quale bi è il bandit che sconfigge bk in n 
confronti, e bk ≻ bi, ma erroneamente IF2 conclude che bi ≻ bk. Quindi, per qualsiasi bk, è 
sufficiente provare
 
Prendendo l’unione dei limiti, si avrà che
(11)
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dove P(n,i) è la probabilità congiunta che il round abbia una durata di n confronti per 
match, con bi vincitore del round. Bn,i,k indica l’evento che, condizionato per n e bi 
vincente, IF2 concluda erroneamente che bi ≻ bk; si mostrerà che, per qualsiasi n e bi, si 
può rifiutare Bn,i,k con confidenza 1 - ∂, e di conseguenza si può limitare (11) con ∂.
   Supponiamo che P(bi > bj) = 𝛼, di conseguenza sotto Bn,i,k sappiamo, dalla forte 
transitività stocastica, che P(bk > bj) ≥ 𝛼, pertanto P(bj > bk) ≤ 1 - 𝛼, e E[Si,j + Sj,k] ≤ n.
Combinando Sj,k ≥ n/2 con (10), produce
(12)
Successivamente, si può considerare
(13)
In sede d’analisi, verrà considerato il caso peggiore, quando P(bj > bk) = 1 - 𝛼.
   Deviare dal caso peggiore farà solo in modo che la disuguaglianza di Hoeffding sia più 
stretta su (13); in questo caso peggiore, per qualunque 𝛼 si avrà che E[Si,j + Sj,k] = n. 
Usando la disuguaglianza citata sopra, si avrà che
Si può, quindi, rifiutare Bn,i,k con confidenza, almeno, 1 - ∂.
Lemma 6. Per ∂ ≤ (1/TK2), IF2 commette un errore con probabilità massima di 1/T.
Dimostrazione. Nel round r, si supponga bi come il bandit incombente, e che bi non venga 
mai sconfitto. Quindi, ogni match in questo round è giocato fino a compimento, e 
seguendo il Lemma 1, la probabilità che IF2 commetta un errore in ciascun match è al 
massimo 1/(TK2); un’applicazione dell’unione del limite mostra che IF2 commette un 
errore, nel round considerato, con probabilità al massimo di 1/(TK).
 64
Dall’altra parte, si consideri che, sempre nel round r, bi venga sconfitto da bk. In questo 
caso, IF2 commette un errore solo nel caso in cui esso scarti un bandit bj quando, di fatto, 
bj ≻ bk. Dal Teorema 3, sappiamo che la probabilità di questo evento è limitata 
superiormente da 1/(TK2), quindi la probabilità che IF2 commetta un errore nel round è al 
massimo 1/(TK). Prendendo in considerazione l’unione del limite su tutti i round, esso 
prova il lemma.
   Per la restante parte del paragrafo, si prenderà in considerazione il comportamento di 
IF2 quando esso è libero da errori; verrà mostrato come, in previsione, IF2 gioca O(K) 
match e poi sostiene un rimpianto atteso limitato da
Lemma 7. Assumendo che IF2 sia libero da errori, allora esso giocherà, in previsione, 
O(K) match.
Dimostrazione. Per provare l’analisi del caso peggiore, si fa leva sul modello del cammino 
casuale esposto in precedenza. Sia Bj una variabile casuale che conta il numero di match 
giocati da bj quando quest’ultimo non è il bandit candidato. Bj può essere definita come Bj 
= Aj + Gj, dove Aj indica il numero di match giocati da bj contro bi per i > j (vale a dire 
quando il candidato risulta inferiore a bj), e Gj indica il numero di match giocati da bj contro 
bi per i < j (vale a dire quando il candidato risulta superiore a bj). Si può quindi limitare il 
numero atteso di match giocati con
(14)
Utilizzando il Lemma 4, E[Aj] può essere scritto come
dove Hi è la somma armonica.
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Si passa ora ad analizzare E[Gj], considerando il caso peggiore dove E[Gj] non perde un 
match (con confidenza 1 - ∂) contro qualsiasi candidato superiore bi prima che il match si 
concluda (bi viene sconfitto), a meno che bi = b1; si può quindi limitare E[Gj] usando la 
probabilità che bj venga eliminato alla conclusione di ogni round. Sia εj,t la variabile che 
indica l’evento nel quale bj viene eliminato dopo il t-esimo round nel quale il bandit 
candidato è superiore a bj, a condizione di non essere eliminato nei primi t -1 round. Si 
definisce Gj,t come il numero di match oltre i primi t -1 giocati da bj contro un candidato 
superiore, a condizione che vengano giocati almeno t -1 di tali match. Si può scrivere 
E[Gj,t] come
e quindi
(15)
Sappiamo che P(εcj,t) ≤ 1/2 per tutti i j ≠ 1 e t. Dal Lemma 5, E[Gj,t] ≤ O(K log K) ed è 
quindi definito. Perciò, si può limitare (15) utilizzando la serie geometrica infinita 1 + 1/2 + 
1/4 + … = 2.
Di conseguenza, la (14) può essere scritta come
4.4 Limiti Inferiori
Si mostra, ora, che il limite definito nel Teorema 2 è un’informazione teorica ottimale per 
fattori costanti. La dimostrazione è simile a quella del limite inferiore per il problema 
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standard di MAB stocastico. Tuttavia, dal momento che in questa analisi si fanno delle 
assunzioni non presenti nel caso standard (come ad esempio l’ordinamento di ß), si 
presenta un semplice limite inferiore autonomo, piuttosto che definirla come una riduzione 
del caso standard.
Teorema 4. Qualsiasi algoritmo 𝜙 per il problema del dueling bandits ha
dove 𝜖 = minb≠b* P(b*,b).
   La dimostrazione è motivata dal Lemma 5 di [8]. Fissato un 𝜖 > 0, e definita la seguente 
famiglia di istanze del problema: Nell’istanza q~j, sia bj il bandit migliore, e gli altri bandit 
sono ordinati in base al loro indice. Sia P(bi ≻ bk) = 𝜖 ogni qualvolta bi ≻ bk (si noti che 
questi corrispondono a validi problemi di istanze, cioè soddisfano (3),(4) e l’assunzione 
della sezione 4.2).
   Sia qj la distribuzione su storie in T passi indotta da q~j. Sia nj,T il numero di match che 
coinvolgono il bandit bj, programmato da 𝜙 fino al tempo T. Usando queste istanze, si può 
dimostrare un lemma da cui poi seguirà il Teorema 4.
Lemma 8. Sia 𝜙 un algoritmo per il problema del dueling bandits tale che
per tutti gli a > 0. Quindi, per tutti i j,
Dimostrazione. Fissato j ≠ 1 e 0 < a < 1/2, si definisce l’evento εj = {nj,T < log(T)/ 𝜖2}. Se 
q1(εj) < 1/3, allora
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Si supponga, invece, che q1(εj) ≥ 1/3. Sotto qj, l’algoritmo incorre in un rimpianto 𝜖 per 
ciascun confronto che coinvolge un bandit b ≠ bj. Questo fatto, unito all’assunzione su 𝜙, 
implica che Eqj [T - nj,T] = o(Ta). Utilizzando quest’ultimo fatto, combinato con la 
disuguaglianza di Markov, si ha che
 
In [9], Karp e Kleinberg hanno dimostrato che, per ogni evento ε e distribuzioni p,q con 
p(ε) ≥ 1/3 e q(ε) < 1/3,
Applicando questo lemma all’evento εj, si avrà che
(16)
Dall’altra parte, dalla regola di derivazione per la divergenza KL [10], si ha che
(17)
La combinazione di (16) e (17) dimostra pienamente il lemma.
Dimostrazione del Teorema 4. Sia 𝜙 un algoritmo per il problema del dueling bandits. Se 𝜙 non soddisfa l’assunzione del Lemma 8, il teorema è banale; altrimenti, nell’istanza del 
problema specificata da q1, 𝜙 incorre in un rimpianto minimo di 𝜖 ogni qualvolta gioca un 
match in cui viene coinvolto bj ≠ b1. Ne segue, dal Lemma 8, che
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CAPITOLO 5
MORTAL MULTI-ARMED BANDIT
5.1 Introduzione
Facendo riferimento a ciò che è stato descritto precedentemente, il problema principale 
pone di fronte ad un trade-off tra esplorazione di nuovi dati e sfruttamento (o utilizzo) dei 
dati già disposizione, laddove lo scopo finale è bilanciare la ricerca degli annunci aventi il 
maggiore “click rates” utilizzando i migliori trovati fino a quel momento.
   Il compito di selezionare le migliori pubblicità è modellato prendendo, come riferimento, 
il problema denominato Multi-Armed Bandit: considerando ogni annuncio come se fosse 
una slot machine, esso può o non può essere oggetto di guadagno quando viene 
presentata agli utenti, permettendo a qualsiasi strategia basata sul M.A.B. di essere usata 
per risolvere il problema della selezione.
   Un’ipotesi standard in questo ambiente, tuttavia, è che ogni leva esista perennemente; 
sebbene la funzione di vincita di una di esse è in grado di evolvere nel tempo, si assume 
che l’andamento dell’evoluzione stessa sia lenta; gli annunci, invece, vengono 
regolarmente creati nel mentre che altri vengono rimossi dalla circolazione, e ciò può 
essere dato da diversi fattori, come ad esempio l’esaurimento del budget degli 
inserzionisti, il cambiamento delle campagne pubblicitarie, la fine delle promozioni 
natalizie, o altri fattori che sono al di la del controllo del sistema di selezione. 
   Il problema è ancora più impegnativo all’aumentare dell’insieme degli annunci disponibili 
(nell’ordine dei milioni), ed è ancor più complesso se si pensa che le strategie standard 
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del M.A.B. convergono lentamente e richiedono un tempo lineare nel numero di opzioni 
disponibili.
   L’analisi del problema prende in considerazione due contesti differenti: nel meno 
realistico ma più semplice caso, denominato stato conosciuto (o guadagno 
deterministico), tirando una leva i si otterrà sempre un guadagno che risulta equivalente al 
guadagno atteso della stessa; nel secondo, più realistico, denominato stato ignaro (o 
guadagno stocastico), il guadagno dato dalla leva i è una variabile aleatoria binomiale che 
indica il vero guadagno che si può ottenere da quella leva (in termini di previsione). In 
questa sede di analisi verrà inizialmente mostrato un algoritmo ottimale per il primo caso 
considerato, basato sulla caratterizzazione di una soglia precisa di guadagno, al di sotto 
della quale il continuare a tirare le leve porta ad un risultato non ottimale, mostrando 
anche casi nei quali è inevitabile riscontrare un rimpianto lineare; verrà poi, 
successivamente, mostrata l’estensione dell’algoritmo per affrontare il problema anche nel 
caso ignaro, arrivando ad ottenere un risultato quasi ottimale. Infine, verrà mostrata 
un’euristica generale che serve da punto di partenza per modificare gli algoritmi M.A.B. 
standard, in modo da renderli più adatti al contesto preso come oggetto di analisi. In tutti i 
casi, viene mostrato come gli algoritmi esposti ottengano prestazioni migliori rispetto agli 
approcci standard conosciuti.
5.2 Modellazione del problema 
Supponiamo di voler selezionare gli annunci da mostrare all’interno di una pagina web. 
Ogni qualvolta un utente visita la suddetta pagina, dobbiamo sceglierne uno da far 
visualizzare; ognuno di essi ha un differente potenziale nel produrre guadagno, e di 
conseguenza l’obiettivo è di selezionare, in maniera sequenziale, gli annunci che riescono 
a massimizzare il guadagno atteso complessivo.
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Formalmente, diciamo che al tempo t abbiamo a disposizione A(t) = {ad1t, … , adkt} 
annunci, dal quale dobbiamo selezionarne uno da mostrare. Ogni adit ha una 
ricompensa(payoff) µit ∈ [0,1], tratta da qualche distribuzione cumulativa conosciuta F(µ), 
limitando l’analisi al caso dove F(µ) è stazionaria e conosciuta poiché siamo 
particolarmente interessati alle impostazioni a lungo termine. Presentando adit al tempo t, 
essa fornisce un guadagno (in termini finanziari) R(µit), laddove la funzione R(·) verrà 
specificata più avanti.
   Se l’insieme A(t) degli annunci disponibili fosse statico, o se le ricompense rimanessero 
quasi immutate al variare di t, il problema potrebbe facilmente essere risolto usando un 
qualunque approccio M.A.B. standard; tuttavia, come descritto precedentemente, in realtà 
l’insieme degli annunci disponibili cambia rapidamente al variare di t, ragion per cui è 
stato proposto il seguente modello, per far fronte alla dinamicità di A(t):  alla fine di ogni 
step t, uno o più annunci possono morire ed essere rimpiazzati con altri nuovi, 
continuando poi il processo al tempo t +1. Da ciò si evince che, finché i cambiamenti 
avvengono in termini di rimpiazzo di annunci con altri, il numero k = ∣A(t)∣ di annunci 
rimane invariato. Inoltre, fintanto che un annuncio risulta “vivo”, si assume che la sua 
ricompensa sia fissa.
   La morte (cessazione) può essere modellata in due modi: un annuncio può avere un 
budget Li conosciuto a priori, che viene rivelato all’algoritmo; esso muore immediatamente 
dopo essere stato selezionato Li volte, assumendo che i valori Li siano ottenuti da una 
distribuzione geometrica, con un budget atteso di L. Questo caso viene denominato morte 
preventiva. Alternativamente, ogni annuncio può morire con una probabilità fissata p dopo 
ogni step, a prescindere dal fatto che venga visualizzato o meno: ciò equivale ad allocare, 
ad ognuno di essi, un budget di tempo vitale Li, ottenuto da una distribuzione geometrica 
con parametro p, fissato quando l’annuncio viene inserita nell’insieme di annunci 
disponibili, il cui valore non viene mai rivelato all’algoritmo; in questo caso il nuovo 
elemento ha un tempo di vita atteso pari a L = 1 / p. Questo caso viene denominato morte 
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temporizzata. In entrambi i casi, nell’analisi si assume che, in qualunque momento, ci sia 
almeno un annuncio disponibile precedentemente non visualizzato, e ciò viene fatto per 
riflettere uno scenario reale nel quale il numero di annunci è praticamente illimitato.
   La funzione di guadagno R(·) viene modellata in due modi, uno reso semplice in modo 
tale da essere analizzato facilmente, e uno più veritiero che rispecchia la realtà dei fatti.
   Nel primo caso, ossia quello in cui si prende in considerazione il caso conosciuto, si 
assume che R(µit) = µit. Questo ci fornisce informazioni complete in merito ad ogni 
annuncio immediatamente dopo essere stata scelto per essere visualizzato. Nel secondo 
caso, considerando il caso ignaro, si assume che R(µit) sia una variabile aleatoria, che 
prende valore 1 con probabilità µit , e 0 altrimenti.
   Il contesto del mortal M.A.B. richiede differenti misure di performance rispetto a quelle 
usate per il M.A.B. statico: in quest’ultimo, infatti, sono necessarie solo poche esplorazioni 
una volta che si è individuato, con una quasi certezza totale, una leva ottimale; di 
conseguenza la misura qualitativa è il rimpianto nel tempo. Nell’ambito preso in analisi, 
invece, l’algoritmo necessità continuamente di esplorare nuove leve disponibili, e perciò si 
analizza il rimpianto a lungo termine per step, di varie soluzioni. Il sopracitato rimpianto è 
definito come la differenza tra il guadagno atteso derivante dalla migliore leva disponibile 
viva e il guadagno attualmente ottenuto dall’algoritmo.
5.3 Limite Superiore
In questa sezione viene mostrato come nel mortal M.A.B., il rimpianto per step di 
qualunque algoritmo non può mai andare a zero, diversamente da quanto accade nel 
M.A.B. standard. Nello specifico, si analizza il limite superiore del guadagno medio per 
step di qualsiasi algoritmo per lo stato conosciuto, facendo riferimento al caso di morte 
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preventiva; successivamente, analizzando le riduzioni tra i vari modelli, si mostrerà come 
questo limite valga anche per lo stato ignaro, per il caso di morte temporizzata.
   La validità del limite viene testata assumendo di avere sempre a disposizione nuove 
leve. Il guadagno atteso di una singola leva è ricavato partendo da una distribuzione 
cumulativa F(µ) con supporto in [0,1]. Per X ~ F(µ), sia E [X] il valore atteso di X in F(µ). Si 
assume inoltre che il tempo di vita di una leva abbia una distribuzione esponenziale con 
parametro p, e si denota con L = 1/p. La seguente funzione cattura il trade-off tra 
l’esplorazione di nuove leve non ancora utilizzate e lo sfruttamento (o utilizzo) delle leve 
già disponibili, funzione che gioca un ruolo importante in questa analisi:
Teorema 1. Sia µ`(t) il massimo guadagno medio che qualsiasi algoritmo per il caso 
conosciuto del mortal M.A.B. può ottenere in t step nel caso di morte preventiva. Allora 
lim t → ∞ µ`(t) ≤ maxµ Γ(µ).
La dimostrazione è omessa per vincoli di spazio.
   I seguenti lemmi stabiliscono il limite inferiore per i modelli di morte temporizzata e per il 
caso ignaro.
Lemma 1. Assumendo che nuove leve siano sempre disponibili, ogni algoritmo per il 
modello morte temporizzata otterrà, almeno, lo stesso guadagno per step nel modello di 
morte preventiva.
   Omettendo la dimostrazione, l’intuizione dietro questo lemma è che una leva, nel 
modello temporizzato, può morire non prima di essere cessata nel modello preventivo 
(vale a dire, quando è sempre giocata fino a esaurimento budget). Come risultato, si 
ottiene:
Lemma 2. Siano µ`det(t) e µ`sto(t) rispettivamente il massimo guadagno medio previsto che 
un qualsiasi algoritmo può ottenere per lo stato conosciuto e per il caso ignaro, dopo t 
passi. Allora µ`sto(t) ≤ µ`det(t).
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Si presentano infine due applicazioni per constatare la validità del limite superiore. La 
prima semplicemente osserva che se il tempo impiegato per trovare una leva ottimale è 
maggiore del tempo di vita stesso della leva, allora il guadagno medio per step di 
qualunque algoritmo deve essere inferiore al valore ottimale. Questo per andare in 
contrasto con il problema del M.A.B. standard avente la stessa distribuzione di guadagno, 
dove il rimpianto medio per step tende a 0.
Corollario 1. Si assume che il guadagno atteso di una slot machine sia 1 con probabilità 
p < 1/2 e 1-∂ altrimenti, per qualche ∂ ∈ (0,1]. Inoltre, il tempo di vita della leve è data da 
una distribuzione geometrica con lo stesso parametro p. Il guadagno medio per step di 
qualunque algoritmo per questa distribuzione di leve è al massimo 1 - ∂ + ∂p, mentre il 
guadagno massimo atteso è 1, ottenendo un rimpianto atteso per step di Ω(1).
Corollario 2. Si assume che le ricompense della leva siano ottenuti a partire da una 
distribuzione uniforme, F(x) = x, x ∈ [0,1]. Si prende in considerazione il caso di morte 
temporizzata con parametro p ∈ (0,1). Allora il guadagno medio per step è limitato da 
1-√ p / 1-p e il rimpianto atteso per step di qualunque algoritmo è Ω(√ p).
5.4  Algoritmi
In questa sezione si presenta e si analizza un numero di algoritmi specificatamente 
implementati per per il problema del mortal M.A.B.. In particolare si va ad analizzare un 
algoritmo ottimale per lo stato conosciuto e, successivamente, si va a modificare lo stesso 
per lo stato ignaro, con lo scopo di ottenere un ripianto quasi ottimale. Inoltre, si è studiato 
un approccio che coinvolge un determinato sottoinsieme (sottoinsieme euristico), che può 
essere usato in coppia con qualunque algoritmo M.A.B. standard per migliorare 
sostanzialmente le performance nel mortal M.A.B.
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5.4.1 Caso di stato conosciuto
Di seguito viene mostrato come l’algoritmo denominato DetOpt sia ottimale per ottenere, 
in questo specifico caso, un guadagno deterministico.
_______________________________________________
Algorithm DetOpt
   input: Distribution F(µ), expected lifetime L
  µ*← argmaxµ Γ(µ)
  while we keep playing
    i ← random new arm
    Pull arm i; R ← R(µi) = µi 
    if R > µ* [if arm is good, stay with it]
      Pull arm i every turn until it expires
    end if
  end while
–––––––––––––––––––––––––––––––––––––––––––––––
Assumendo la stessa impostazione della sezione precedente, con un apporto costante di 
nuove leve, il guadagno atteso di una leva è ottenuto partendo dalla distribuzione 
cumulativa F(µ). Sia X una variabile aleatoria con quella distribuzione, e sia E[X] il suo 
valore atteso su F(µ). Come visto prima, si assume inoltre che il tempo di vita della leva 
abbia una distribuzione esponenziale con un parametro p, indicando la sua aspettativa 
con L = 1/p; si richiama Γ(µ) da (1) e µ*= argmaxµ Γ(µ).
Teorema 2. Sia DetOpt(t) l’algoritmo che denota il guadagno medio per turno, ottenuto da 
DetOpt dopo t passi di esecuzione, con µ*= argmaxµ Γ(µ), allora limt→∞ DetOpt(t) = maxµ 
Γ(µ).
   Da notare come queste analisi dell’algoritmo siano valide sia per il modello di morte 
preventiva, sia per quello di morte temporizzata.
5.4.2 Caso di stato ignaro
Per il caso di stato ignaro viene presentata una versione modificata dell’algoritmo DepOpt.
   L’intuizione dietro l’algoritmo modificato, denominato Stochastic, risulta semplice: invece 
di tirare la leva una sola volta, in modo da determinarne la sua ricompensa µi, l’algoritmo 
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tira ogni leva n volte e poi le abbandona, a meno che qualcuna di esse non risulti 
promettente in termini di vincita. Una sua variante, denominata Stochastic with Early 
Stopping, abbandona la leva anticipatamente se la sua possibile vincita futura continuerà 
a non giustificare il mantenimento della stessa.
   Per n = O(log L / 𝜖2), Stochastic ottiene un guadagno atteso per step di Γ(µ* - 𝜖), 
risultando quasi ottimale; i dettagli sono stati omessi per questioni di spazio.
  ____________________________________     ________________________________
   Algorithm Stochastic Algorithm Stoch. with Early Stopping
     input: Distribution F(µ), expected lifetime L   input: Distribution F(µ), expected
             lifetime L
     µ*← argmaxµ Γ(µ)   µ*← argmaxµ Γ(µ)
     while we keep playing   while we keep playing
        [Play a random arm n times]             [Play random arm as long as
          necessary]
      i ← random new arm; r ← 0     i ← random new arm; r ← 0; d ← 0
      for d = 1,….,n     while d < n and n - d ≥ nµ* - r
       Pull arm i; r ← r + R(µi)      Pull arm i; r ← r + R(µi); d ← d + 1
      end for     end while
      if r > nµ*     [if it’s good, stay with it forever]     if r > nµ*      [if it’s good, stay with
            it forever]
       Pull arm i every turn until it dies      Pull arm i every turn until it dies
      end if     end if
     end while   end while
 –––––––––––––––––––––––––––––––––––––     -–––––––––––––––––––––––––––––––
Il sottoinsieme euristico. La domanda che ci si pone principalmente è: perché non si 
può semplicemente utilizzare un algoritmo M.A.B. standard per i problemi dei “mortal 
bandit”? Intuitivamente, gli algoritmi M.A.B. effettuano un elevato numero di tiri su tutte le 
leve (al minimo un numero logaritmico al numero dei tiri) al fine di garantire una 
convergenza verso la leva ottimale. 
   Ciò è necessario nelle impostazioni tradizionali, ma nel caso di t →  ∞, il costo è 
recuperato, portando ad un rimpianto sub-lineare; tuttavia, questo investimento non è 
giustificato per il mortal bandits: il maggior guadagno che possiamo ottenere da una leva 
è L (se la leva ha ricompensa 1), il quale riduce l’importanza della convergenza alla leva 
ottimale. Difatti, come mostrato nel Corollario 1, convergere verso una leva 
ragionevolmente buona è considerato sufficiente.
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Tuttavia, gli algoritmi M.A.B. standard identificano in modo migliore quelle che sono le 
leve ottimali, e ciò suggerisce la seguente euristica, basata sul tempo: (a) selezionare un 
sottoinsieme di k/c leve uniformemente casuali dal numero totale k delle leve disponibili 
all’inizio di ogni epoca (periodo di tempo preso in considerazione), (b) applicare un 
algoritmo M.A.B. standard alle leve selezionate fino a quanto l’epoca non finisce, e 
ripetere. Intuitivamente, lo step (a) riduce il carico di lavoro dell’algoritmo, permettendo di 
esplorare meno leve e di convergere in maniera più rapida, in cambio di individuare  la 
leva che, probabilmente, risulta ottimale solo per il sottoinsieme k/c.
   Prendendo il giusto numero c e la lunghezza dell’epoca, i risultati dipenderanno anche 
dal bilanciamento della velocità di convergenza dell’algoritmo bandit, dal tempo di vita 
delle leve, e dalla differenza tra la k-esima e la k/c-esima statistica nella distribuzione 
della ricompensa della leva. Negli esperimenti utilizzati e studiati, il valore c viene scelto 
empiricamente.
   Utilizzando l’euristica sopra descritta, viene proposta un estensione dell’algoritmo 
UCB1, chiamato UCB1 K/C, per il caso di stato ignaro. Per completezza d’analisi, UCB1 è 
un algoritmo che fa si che il rimpianto cresca in maniera logaritmica rispetto al numero di 
azioni intraprese. Per ogni azione j, si registra i compenso medio xj e il numero nj di volte 
che viene tentata l’azione j, mentre n rappresenta il totale (numero) di azioni intraprese. 
L’obiettivo è trovare l’azione che massimizzi xj + √(2 ln n) / nj.
L’euristica AdaptiveGreedy. Empiricamente, i semplici algoritmi “greedy" M.A.B. hanno 
dimostrato di lavorare bene e di giungere ad una soluzione ottimale dovuto alla rapida 
convergenza. Quindi, ai fini della valutazione, sono stati comparati anche con un’euristica 
adattativa “greedy” per i mortal bandits. Si noti che l’algoritmo 𝜖n-greedy non si applica 
direttamente ai mortal bandits poiché la probabilità 𝜖t di esplorazione casuale decade a 
zero per t grande, il quale lascia l’algoritmo senza buone scelte nel momento in cui la leva 
migliore muore.
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 __________________________________    ___________________________________
   Algorithm UCB1 K/C          Algorithm AdaptiveGreedy
     input: k-armed bandit, c  input: k-armed bandit, c
     while we keep playing Initialization: ∀i ∈ [1,k], ri, ni← 0
      S ← k/c random arms while we keep playing
      dead ← 0           m ← argmaxi ri / ni      [Find best 
        arm so far]
      AUCB1(S) ← Initialize UCB1 over arms S  pm ← rm / nm
      repeat  With probability min(1, c · pm)
        i ← arm selected by AUCB1(S)     j ← m
        Pull arm i, provide reward to AUCB1(S)  Otherwise        [Pull a random arm]
        x ← total arms that died this turn    j ← uniform(1,k)
        Check for newly dead arms in S, remove any   r ← R(j)
        dead ← dead + x   rj ← rj +     [Update the observed
rewards]
      until dead ≥ k/2 or ∣S ∣ = 0   nj ← nj + 1
     end while end while
  –––––––––––––––––––––––––––––––––       ––––––––––––––––––––––––––––––––––
5.5 Valutazione empirica
In questa sezione si valutano le performance degli algoritmi visti in precedenza, UCB1 K/
C, Stochastic, Stoch. with Early Stopping e AdaptiveGreedy, nel contesto relativo al caso 
dello stato ignaro, considerando la mortalità delle leve. Inoltre si vedrà anche una 
comparazione di questi algoritmi con l’algoritmo UCB1 il quale non considera la vita delle 
leve nella sua politica, ma risulta uno degli algoritmi M.A.B. standard che convergono più 
velocemente. I risultati sono stati ottenuti da una simulazione, usando tre differenti 
distribuzioni F(·) delle ricompense della leva.
Ricompense uniformemente distribuite. Quest’analisi delle prestazioni si basa 
sull’assunzione che la distribuzione cumulativa F(·) delle ricompense di nuove leve sia 
conosciuta. Una semplice e particolare è la distribuzione uniforme, µit ~ uniform(0,1). La 
Figura 1(a) mostra le prestazioni degli algoritmi come funzione del tempo di vita atteso di 
ogni leva, usando una morte temporizzata, facendo riferimento al caso di stato ignaro. La 
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valutazione è stata eseguita per k = 1000 leve, con ogni curva che mostra il rimpianto 
medio per turno ottenuto da ogni algoritmo con una media di dieci esecuzioni. Ogni 
esecuzione è stata simulata per dieci volte il tempo di vita atteso delle leve, e tutti i 
parametri sono stati ottimizzati in maniera empirica per ogni algoritmo e per ogni tempo di 
vita. Ripetendo la valutazione per k = 100000 leve, gli algoritmi producono prestazioni 
qualitativamente molto similari.
   Per prima cosa, si nota la notevole differenza tra l’algoritmo UCB1 e la sua variante 
UCB1 K/C, con quest’ultimo che possiede prestazioni migliori. In particolare, anche con 
tempi di vita più lunghi, ogni leva può essere campionata, in previsione, al massimo 100 
volte. Con questo campionamento limitato, UCB1 spende quasi tutto il tempo cercando 
nuove leve, e generando quasi lo stesso rimpianto, di 0,5 per turno, di un algoritmo che 
tira le leve in maniera casuale.
   In contrasto, UCB1 K/C è capace di ottenere un rimpianto migliore, dovuto al fatto che 
l’esplorazione è limitata ad un sottoinsieme di leve. Ciò dimostra l’utilità dell’idea di 
utilizzare K/C: applicando l’algoritmo su un appropriato sottoinsieme fissato di leve, il 
rimpianto totale per turno viene drasticamente ridotto. In pratica, con k = 1000 leve, le 
migliori prestazioni sono state ottenute con k/c compreso tra 4 e 40, valore dipeso dal 
tempo di vita della leva.
Figura 1: comparazione del rimpianto, per step, ottenuto da cinque diversi algoritmi, assumendo che le 
ricompense delle nuove leve provengano da (a) una distribuzione uniforme e (b) una distribuzione beta(1,3).
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In seconda analisi, si è osservato come l’algoritmo Stochastic surclassi UCB1 K/C con 
parametri scelti in modo ottimale. Inoltre, Stoch. with Early Stopping ha le stesse 
prestazioni dell’algoritmo AdaptiveGreedy, il quale corrisponde alle migliori prestazioni 
ottenibili da qualsiasi algoritmo. Questo dimostra che (a) la versione ottimale, per il caso 
di stato ignaro, dell’algoritmo deterministico risulta in generale efficace, e (b) l’arresto 
anticipato permette di eliminare rapidamente le leve che generano scarso guadagno.
Ricompense beta distribuite. Mentre le strategie sopra citate danno buoni risultati 
quando le ricompense sono uniformemente distribuite, è molto improbabile che, in 
situazioni reali, le stesse siano effettivamente così distribuite. In particolare, se esistono 
leve occasionali che generano maggiori guadagni, ci si può aspettare che qualunque 
algoritmo che non cerchi in maniera esaustiva leve disponibili possa ottenere, come 
risultato, alti rimpianti ad ogni turno. La Figura 1(b) mostra i risultati ottenuti quando le 
probabilità delle ricompense sono ottenute a partire da una distribuzione beta(1,3).
   È stata scelta questa distribuzione in quanto ha un supporto finito, ma ciò nonostante 
tende a scegliere piccoli payoff per la maggior parte delle leve, mentre seleziona alti 
payoffs solo occasionalmente. Ancora una volta, gli algoritmi Stoch. with Early Stopping e 
AdaptiveGreedy forniscono le prestazioni migliori. Il rimpianto assoluto degli algoritmi 
proposti è incrementato rispetto a quelli visti in Figura 1(a), ma continua a essere 
sostanzialmente migliore di quello dell’algoritmo UCB1: difatti, il rimpianto di questo 
algoritmo è quello che maggiormente subisce un aumento sotto questa distribuzione.
Ricompense nel mondo reale. In ultima analisi vengono valutate le prestazioni dei 
quattro nuovi algoritmi quando le ricompense provengono dalla distribuzione 
empiricamente osservata dai click-through rates (percentuali di click) su annunci reali 
offerte da un largo gestore di inserzioni.
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La Figura 2(a) mostra un istogramma delle varie probabilità dei payoff per un 
campionamento casuale di circa 300 annunci reali, appartenenti ad una determinata 
categoria di acquisti, quando sono presentati a pagine web classificate come appartenenti 
alla stessa categoria. Le probabilità sono state linearmente ridotte in modo che tutti gli 
annunci abbiano una ricompensa compresa tra 0 e 1. Si può notare come la distribuzione 
sia unimodale (segue una sola moda), e come essa sia fortemente concentrata.
   Campionando i payoff da una versione “livellata” di questa distribuzione empirica, sono 
state valutate le prestazioni degli algoritmi presentati in precedenza. La Figura 2(b) 
mostra come le prestazioni di tutti gli algoritmi siano coerenti con quelle viste sia per la 
distribuzione uniforme, sia per quella beta. In particolare, mentre il rimpianto medio per 
turno è alquanto alto rispetto a quello visto per la distribuzione uniforme, esso risulta più 
basso di quello che si ottiene quando i payoff provengono dalla distribuzione beta. Come 
in precedenza, Stoch. with Early Stopping e AdaptiveGreedy hanno le migliori prestazioni, 
indistinguibili tra loro.
Figura 2: (a) distribuzione delle ricompense di pubblicità realmente esistenti, ridotte in scala in modo che la 
massima ricompensa sia 1, e (b) rimpianto, per step, sotto la distribuzione delle ricompense delle pubblicità 
realmente esistenti.
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5.6 Conclusioni
Si è analizzata una nuova formulazione introdotta per il problema relativi al M.A.B. dato 
dal problema reale di scegliere annunci da far visualizzare all’interno delle pagine web. In 
questo contesto, l’insieme di strategie disponibili per un algoritmo M.A.B. cambiano 
rapidamente nel tempo. È stato presentato un limite inferiore di rimpianto lineare sotto 
determinate distribuzioni di payoff. Successivamente, sono stati introdotti un numero di 
algoritmi che possiedono un rendimento migliore, in questo contesto, rispetto ai 
precedenti algoritmi M.A.B. conosciuti, tra cui uno che è ottimale nel caso dello stato 
deterministico, e quasi ottimale nel caso di stato stocastico. Infine, è stata presentata 
un’estensione che permette a qualunque algoritmo precedente di essere usato nel caso di 
leve che non hanno una durata illimitata. Le simulazioni sulle varie distribuzioni dei payoff, 
inclusa quella relativa all’applicazione su annunci reali, hanno dimostrato l’efficacia di 
questo approccio. 
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CAPITOLO 6
CONTEXTUAL MULTI-ARMED BANDITS
6.1 Introduzione
Come è stato ripetuto più volte in precedenza, un obiettivo fondamentale del motore di 
ricerca è quello di mostrare annunci più rilevanti possibili per l’utente, nella speranza di 
aumentare il numero di click effettuati su di essa, e possibilmente per aumentare il 
guadagno atteso.
   Per arrivare a ciò, il motore di ricerca ha bisogno di apprendere nel corso del tempo 
quali sono gli annunci più rilevanti da mostrare per query differenti: da una parte, è 
importante sfruttare gli annunci rilevanti attuali al momento, dall’altra si potrebbe andare 
alla ricerca di altri annunci potenzialmente rilevanti. Questo problema può essere 
naturalmente rappresentato come un problema M.A.B. con il contesto, intendendo come 
contesto, in questa sede d’analisi, la query di un utente. Ogni qualvolta una query x arriva 
e un annuncio y viene mostrato, esiste una probabilità (incerta) µ(x,y) che l’utente effettui 
un click sull’annuncio (per semplicità, si assume che per ogni query viene mostrato un 
solo annuncio). Questa misura µ(x,y) viene chiamata click-through rate (CTR) di x e y.
   In questo capitolo si andrà a mostrare l’implementazione di un algoritmo online, il quale, 
data una query ad ogni passo d’iterazione e una storia di query precedenti e click 
effettuati, mostra un annuncio capace di massimizzare il numero atteso di click; in queste 
impostazioni, si fa una fondamentale, ma semplice, assunzione per il quale lo spazio delle 
query e degli annunci è dotato di una metrica µ(x,y) che soddisfa una condizione di 
Lipschitz rispetto a ciascuna coordinata. In maniera informale, si assume che il CTR di 
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due annunci simili per la stessa query siano vicini, e allo stesso tempo due query simili 
per lo stesso annuncio siano vicine. In ultimo, si assume che la sequenza di query da 
passare all’algoritmo sia fissata in anticipo da un avversario, e rivelata ad ogni passo di 
iterazione (conosciuto come avversario sconosciuto).
   Naturalmente, il miglior algoritmo possibile, Bayes ottimale, mostra, per una data query, 
l’annuncio avente il CTR più alto; ma per far ciò, questa misura dev’essere conosciuta a 
posteriori. Qui invece siamo interessati ad un algoritmo che non dipende dalla 
conoscenza dei vari CTR, e le cui prestazioni rimangano le stesse del Bayes ottimale.
   Più precisamente, per qualsiasi algoritmo A, si andrà a considerare la differenza attesa 
tra il numero di click ricevuti dall’algoritmo Bayes ottimale e da A per un numero di query 
T; anche qui, questa differenza prende il nome di rimpianto di A, e viene indicato con 
RA(T). Un algoritmo viene detto essere asintoticamente Bayes ottimale se il rimpianto per 
quei RA(T)/T si avvicina a 0 per T → ∞ per qualsiasi sequenza di query.
   La misura standard della qualità di un qualsiasi algoritmo di Bayes asintoticamente 
ottimale è la velocità di convergenza per la quale, ad ogni round, il rimpianto tende a 0.
   Equivalentemente, si misura l’aumento del rimpianto RA(T) per T →  ∞. I limiti sono 
generalmente nella forma RA(T) = O(T𝛾), per qualche 𝛾 < 1; tali limiti del rimpianto 
costituiscono il modello standard per misurare le prestazioni degli algoritmi per i problemi 
M.A.B., per l’apprendimento di problemi online e, più genericamente, per problemi di 
apprendimento di rinforzo.
I principali contributi di questo studio sono:
1. un modello formale del problema bandit nel contesto di Lipschitz su spazi metrici;
2. un nuovo algoritmo, concettualmente semplice e chiaro, chiamato query-ad-
clustering;
3. dei limiti inferiori che mostrano come l’algoritmo risulti ottimale rispetto al 
rimpianto.
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In particolare, il teorema che verrà mostrato a breve afferma i risultati ottenuti nel modello 
bandit presentato. Si noti come la dimensione di copertura di uno spazio metrico è definita 
come il valore d più piccolo tale che il numero di palline di raggio r richieste per coprire 
tale spazio è O(r-d). La dimensione di imballaggio, invece, è definita come il valore d più 
grande tale che, per qualsiasi r, esista un sottoinsieme di palline disgiunte, di raggio r, di 
grandezza 𝛺(r-d’).
Teorema 1. Si consideri un problema M.A.B. nel contesto di Lipschitz con uno spazio 
metrico delle query di (X,LX), e un spazio metrico degli annunci di (Y,LY), avente almeno 
dimensione pari a 2. Siano a,b le dimensioni di copertura, rispettivamente, di X,Y, e siano 
a~,b~ le dimensioni di imballaggio, rispettivamente, di X,Y. Quindi,
• per qualunque 𝛾 > (a+b+1)/(a+b+2), l’algoritmo query-ad-clustering A ha la proprietà 
che esistano le costanti T0,C tali che, per qualsiasi istanza µ, T ≥ T0, e, per una 
sequenza di T query, il rimpianto RA(T) ≤ C · T 𝛾.
• per qualunque 𝛾 < (a~+b~+1)/(a~+b~+2), esistono delle costanti positive C,T0 tali che, 
per qualsiasi T ≥ T0, e per qualsiasi algoritmo A, esistano un’istanza µ e una 
sequenza di T query tale che il rimpianto RA(T) ≥ C · T𝛾.
Se lo spazio delle query e lo spazio degli annunci sono sottoinsiemi Euclidei limitatamente 
convessi, o sono spazi finiti, allora a~ = a e b~ = b (gli spazi finiti hanno dimensione pari a 
zero), e il teorema fornisce la corrispondenza dei limiti superiore e inferiore.
6.2  Problema M.A.B. nel contesto di Lipschitz
Definizione 1. Un problema M.A.B. nel contesto di Lipschitz è costituito da una coppia di 
spazi metrici, uno spazio metrico delle query (X,LX) e uno spazio metrico degli annunci 
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(Y,LY). Un’istanza del problema è una funzione di payoff µ : X × Y → [0,1], che soddisfa la 
condizione di Lipschitz per ogni coordinata, vale a dire che, ∀x,x’ ∈ X, ∀y,y’ ∈ Y,
(1)
La condizione sopra citata risulta essere significativa se gli spazi metrici hanno diametro 
maggiore del valore unitario; tuttavia, si dovrebbe evitare il problema di dover apprendere 
metriche significanti. Nella definizione, la condizione di Lipschitz (1) può essere riscritta, in 
maniera più intuitiva, come una coppia di condizioni, una per lo spazio delle query, e una 
per lo spazio degli annunci:
Un algoritmo per il problema M.A.B. nel contesto di Lipschitz è una sequenza A = {At}∞t=1 
di funzioni At : (X × Y × [0,1])t-1 × X → Y, dove la funzione At mappa una storia (x1,y1,µ^1), 
…, (xt-1,yt-1,µ^t-1) e una query corrente xt ad un annuncio yt.
   L’algoritmo opera per t round, con t = 1,2,…; ad ogni round t, esso prima riceve una 
query xt, poi, basandosi sulla query e sulla storia precedente, mostra un annuncio yt, e 
infine riceve un payoff µ^t ∈ [0,1], il quale è una variabile casuale indipendente con 
previsione µ(xt,yt).
   Il rimpianto di A dopo T round, su una sequenza fissata di query x1,x2,…,xT è definito 
come
dove la previsione è presa dalla scelta casuale della sequenza di payoff µ^1, µ^2,…,µ^T che 
l’algoritmo riceve.
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I risultati dell’algoritmo costituiscono i limiti superiore e inferiore del rimpianto; essi 
verranno espressi in termini di dimensioni di copertura e di imballaggio, rispettivamente, 
dello spazio delle query e dello spazio degli annunci. A loro volta, queste dimensioni 
verranno definite in termini di numeri di copertura e di imballaggio. Queste nozioni 
vengono formalmente specificate nella seguente definizione.
Definizione 2. Sia (Z,LZ) uno spazio metrico. Il numero di copertura N(Z, LZ, r) è il numero 
più piccolo di insieme che servono per coprire Z in modo tale che, in ciascun insieme di 
copertura, la distanza tra due punti qualsiasi sia inferiore a r. La dimensione di copertura 
di (Z,LZ), indicata con COV(Z,LZ), è
Un sottoinsieme Z0 ⊆ Z è chiamato r-separato se per tutti gli z,z’ ∈ Z0, si ha che LZ(z,z’) ≥ 
r. Il numero di imballaggio M(Z, LZ, r) è la grandezza maggiore di un insieme r-separato. 
La dimensione di imballaggio di (Z,LZ), indicata con PACK(Z,LZ), è
Per il resto del capitolo, quando viene inteso un problema M.A.B. di Lipschitz, si indicano 
con a,b le dimensioni di copertura di X,Y, e con a~,b~ le dimensioni di imballaggio di X,Y, 
rispettivamente.
6.3 L’algoritmo query-ad-clustering
In questa sezione si presenta l’algoritmo query-ad-clustering per il problema M.A.B. di 
Lipschitz. In senso stretto, l’algoritmo rappresenta una classe di algoritmi, uno per ogni 
M.A.B. (X,Y) e per ogni 𝛾 > (a+b+1)/(a+b+2).
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Prima di mostrare l’algoritmo, si definiscono alcuni parametri che dipendono da (X,Y) e da 𝛾, che specificano totalmente l’algoritmo. Siano a, b le dimensioni di copertura di X, Y; si 
definiscono a’, b’ per cui a’ > a e b’ > b, e 𝛾 > (a’+b’+1)/(a’+b’+2). Si hanno, inoltre, le 
costanti c, d tali che i numeri di copertura di X, Y vengano rispettivamente limitati da 
N(X,r) ≤ cr-a’ e N(Y,r) ≤ dr-b’. L’esistenza di tali costanti è garantita dalla definizione della 
dimensione di copertura.
   L’algoritmo lavora su i fasi, con i = 0,1,2,…, ognuna consistente in 2i round. Prendendo 
in considerazione una particolare fase i, all’inizio di essa, l’algoritmo partizione lo spazio 
delle query X in tanti insiemi disgiunti (cluster) X1,X2,…,XN, ognuno con diametro al 
massimo di r, dove
(2)
L’esistenza di tali partizioni X1,X2,…,XN segue dall’assunzione che la dimensione di 
copertura di X sia a. Similmente, all’inizio della fase, l’algoritmo prende un sottoinsieme Y0 
⊆ Y di grandezza K, tale che ogni y ∈ Y0 è all’interno di una distanza r da un punto in Y0, 
dove
(3)
L’esistenza di tale Y0 viene dal fatto che la dimensione di copertura di Y è b. (Nella fase i, 
l’algoritmo mostra solo annunci provenienti da Y0).
   In ogni round t della fase corrente i, quando una query xt viene ricevuta, l’algoritmo 
determina il cluster Xj dal quale la query considerata dipende, dopodiché il cluster viene 
fissato. Per ogni annuncio y ∈ Y0, sia nt(y) il numero di volte che l’annuncio y è stato 
mostrato per una query appartenente a quel cluster Xj durante la fase corrente, fino al 
round t, e sia µt(y) la media corrispondente  al payoff dell’annuncio y. Se nt(y) = 0, 
conseguentemente µt(y) = 0. 
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Nel round t, l’algoritmo mostra l’annuncio y ∈ Y0 che massimizza l’indice di confidenza 
superiore
dove Rt = √4i / 1+nt(y) rappresenta il raggio di confidenza.
   Si noti che, nel round t, le quantità nt-1(y), µt-1(y), Rt-1(y) e It-1(y) sono conosciute 
dall’algoritmo. Se più di un annuncio raggiunge il valore massimo dell’indice di confidenza 
superiore, l’algoritmo si interrompe arbitrariamente.
   Ci apprestiamo ora ad analizzare i limiti del rimpianto nell’algoritmo esposto in 
precedenza. Nel Lemma 4 il rimpianto viene limitato per un cluster di query durante una 
singola fase, mentre per tutti i cluster, sempre in una singola fase, viene descritto nel 
Lemma 5. Il risultante limite O(T𝛾) viene trattato nel Lemma 6. Nella dimostrazione del 
Lemma 4 viene utilizzato anche il limite di Hoeffding, trattato anche nei precedenti capitoli.
Disuguaglianza di Hoeffding. Siano X1,X2,…,Xn variabili casuali limitate indipendenti, 
tale che Xi, con 1 ≤ i ≤ n, ha supporto [ai,bi]. Quindi, per la somma S = X1 + X2 + … + Xn si 
avrà, per qualsiasi u ≥ 0,
Lemma 4. Si assuma che durante la fase i, fino allo step T, sono state ricevute n query 
nel cluster Xj. Quindi, il contributo, di queste query, al rimpianto è limitato come
dove r è il diametro definito in (2), e K è la grandezza dello spazio di copertura degli 
annunci definito in (3).
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Dimostrazione. Per i = 0 il limite è banale, per questo d’ora in poi si assumerà i ≥ 1. Si 
fissa un punto arbitrario (una query) x0 in Xj. Sia definito l’evento buono in modo che µt(y) 
∈ [µ(x0,y0) - Rt(y) - r, µ(x0,y0) + Rt(y) + r] per tutti gli y ∈ Y, e tutti i t, con 2i ≤ t ≤ min(T,2i+1 
-1). Naturalmente, il complementare dell’evento buono è l’evento cattivo.
   Si utilizza la disuguaglianza di Hoeffding per mostrare che, con probabilità al massimo 
di K2-i, l’evento cattivo si verifica, condizionato dai valori di nt(y) per tutti gli y ∈ Y0, e per 
tutti i t. Dal momento che il limite K2-i non dipende dai valori di nt(y), l’evento cattivo si 
verifica incondizionatamente con al massimo tale probabilità. Considerando qualsiasi y ∈ 
Y0 e qualunque t, con 2i ≤ t < T, per il quale nt(y) ≥ 1. 
Per la condizione di Lipschitz,
Perciò, dalla disuguaglianza di Hoeffding
e la stessa disuguaglianza, 
risulta banale se nt(y) = 0, dal momento che Rt(y) > 1. Viene usato il limite unito su tutti gli 
y ∈ Y0 e tutti i t, 2i ≤ t ≤ min(T,2i+1 - 1) per limitare la probabilità dell’evento cattivo:
(4)
Supponiamo ora che si verifichi l’evento buono. Sia R^ il rimpianto attuale,
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Dal momento che l’algoritmo, durante la fase i, mostra solamente annunci provenienti da 
Y0, il rimpianto attuale può essere decomposto come la somma di
dove R^y è il contributo al rimpianto, mostrando l’annuncio y.
   Fissiamo un y ∈ Y0, e prendiamo qualsiasi 𝜖 > 0. Sia y* una 𝜖-ottimale per la query x0, 
vale a dire che y* sia tale per cui µ(x0,y*) ≥ supy ∈Y µ(x0,y) - 𝜖. Sia y0* l’annuncio ottimale in 
Y0 per la query considerata (x0), vale a dire y0*= argmaxy∈ Y0 µ(x0,y).
   La condizione di Lipschitz garantisce che, per ciascun xt ∈ Xj,
Utilizzando le due disuguaglianze, il limite su R^y si semplifica a
Dal momento che 𝜖 può essere scelta arbitrariamente piccola, si avrà che
(5)
Arrivati a questo punto, si suddivide l’insieme Y0 in due sottoinsiemi, annunci buoni, Ygood, 
e annunci cattivi, Ybad. Un annuncio y viene considerato buono quando µ(x0, y*) - µ(x0, y) 
≤ 3r, o non è stato mostrato (durante la fase i fino al round T, per una determinata query 
in Xj), altrimenti l’annuncio viene considerato cattivo. Ne segue dalla (5), e dalla 
definizione di annuncio buono, che
(6)
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Per quanto riguarda, invece gli annunci cattivi, si utilizza la (5) e un limite superiore su 
nT(y), e per fare ciò utilizziamo la proprietà dell’evento buono. In accordo con la 
definizione di indice di confidenza superiore, l’evento buono è equivalente a It(y) ∈ [µ(x0,y) 
- r, µ(x0,y) +2Rt(y) + r] per tutti gli y ∈ Y e per tutti i round t, 2i ≤ t ≤ T. Pertanto, l’evento 
buono implica che, per ciascun annuncio y, quando il limite superiore (µ(x0,y) +2Rt-1(y) + r, 
su It-1(y)) scende al di sotto del limite inferiore (µ(x0,y0*)-r, su It-1(y0*)), l’algoritmo smette di 
mostrare l’annuncio y per le query appartenenti a Xj. Perciò, nell’ultimo round t, quando 
l’annuncio y viene mostrato ad una query in Xj, nt-1(y)+1 = nt(y) = nT(y), e
Equivalentemente, 
Si sostituisce la definizione di Rt-1(y) all’interno della disuguaglianza, e si elevano al 
quadrato entrami i lati. Questo porta al limite superiore su nT(y) = nt-1(y) + 1:
Combinando questa con (5), si avrà
Usando la definizione di annuncio cattivo, si avrà che
(7)
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Sommando su tutti gli annunci, buoni o cattivi che siano, 
Infine, si limita il rimpianto atteso
Lemma 5. Si assume che n query sono state ricevute, fino al round T, durante la fase i (in 
qualsiasi cluster). Il contributo di queste query al rimpianto è limitato come
dove r è il diametro definito in (2), N è la grandezza dello spazio di copertura delle query 
definito in (2) e K è la grandezza dello spazio di copertura degli annunci definito in (3).
Dimostrazione. Si indica con nj il numero di query facenti parte del cluster Xj. Ovviamente 
n = ∑N j=1 nj. Dal Lemma 5 si ottiene che
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Lemma 6. Per qualsiasi T ≥ 0, il rimpianto dell’algoritmo query-ad-clustering è limitato 
come
Tale lemma è fondamentale per dimostrare la prima parte del Teorema 1 (La 
dimostrazione è omessa per motivi di spazio).
   Mentre l’algoritmo query-ad-clustering ottiene ciò che risulta essere il limite ottimale del 
rimpianto, è stato notato come anche una modifica dell’algoritmo Exp4, denominato 
“esperto”, realizzato da Auer, ottenga lo stesso limite. Ogni algoritmo “esperto” è definito 
attraverso una mappatura ƒ : {X1, …, XN} →  Y0, dove data una x ∈ X, trova il cluster 
appropriato Xx, e raccomanda ƒ(Xx).
   Ci sono E = (1/𝜖b)(1/𝜖a) di tali mappature, e una di questa è 𝜖-vicina ala strategia ottimale 
di Bayes. Il limite del rimpianto di Auer, per Exp4, è pari a O(√TE log E) per il miglior 
“esperto”, il quale ha rimpianto 𝜖T per la strategia ottimale, e impostando 𝜖 = T-1/(a+b+2) si 
trova lo stesso limite superiore del rimpianto dell’algoritmo query-ad-clustering. Tuttavia, il 
problema con questo algoritmo (Exp4) è dato dal fatto che esso deve tener traccia di un 
numero E estremamente grande di “esperti”, mentre ignora la struttura del modello preso 
in considerazione, dato dal fatto che non sfrutta il fatto che un algoritmo bandit può essere 
eseguito per ogni conteso, a differenza di ogni “esperto”.
6.4  Un limite inferiore
In questa sezione viene dimostrato che, per ogni 𝛾 < (a~+b~+1)/(a~+b~+2), si ottiene un 
limite inferiore pari a 𝛺(T𝛾) sul rimpianto di ciascun algoritmo inerente ad un problema 
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MAB di Lipschitz (X,Y), con a~ = PACK(X,LX) e b~ = PACK(Y,LY). Al livello più alto, l’idea 
generale del limite inferiore è un ragionamento basato sulla media; si sono costruite 
alcune istanze “difficili” per poi andare a dimostrare che il rimpianto medio di ciascun 
algoritmo, su tali istanze, è 𝛺(T𝛾).
   Prima di costruire le suddette istanze, è giusto definire alcuni parametri dipendenti da 
(X,Y) e 𝛾. Si definiscono a’ e b’ in modo che a’ ∈ [0,a~], b’ ∈ [0,b~], e 𝛾 = (a’+b’+1)/
(a’+b’+2). Inoltre, se a~ > 0, siamo sicuri che a’ ∈ (0,a~), e allo stesso modo se b~ > 0, b’ ∈ 
(0,b~). Siano c, d costanti tali che, per qualsiasi r ∈ (0,1], esistano sottoinsiemi 2r-separati 
di X,Y di grandezza minima, rispettivamente, di cr-a’ e dr-b’. L’esistenza di tali costanti è 
garantita dalla definizione della dimensione di imballaggio. Vengono usate, in aggiunta, le 
costanti positive 𝛼, ß, C, T0, le quali possono essere espresse solamente in termini di a’, 
b’, c, d.
Istanze “difficili”: Sia dato l’orizzonte temporale T. Le istanze “difficili” vengono costruite 
come riportato di seguito. Sia r = 𝛼 · T-1/(a’+b’+2), e X0 ⊆ X, Y0 ⊆ Y siano sottoinsiemi 2r-
separati di grandezza minima c · r-a’ e d · r-b’. Ogni istanza |Y0||X0| costruita è definita da 
una funzione v : X0 →  Y0. Per ogni v ∈ Y0X0 si definisce un’istanza µv : X × Y →  [0,1], 
come riportato di seguito.
Per prima cosa si definisce µv per ciascun (x0,y) ∈ X0 × Y come
e, successivamente, applichiamo la funzione di Lipschitz all’intero dominio X × Y: per 
qualsiasi x ∈ X, sia x0 ∈ X0 il punto più vicino a x, definendo per qualsiasi y ∈ Y
Per di più, si assume che, in ogni round t, il payoff µ^t, che l’algoritmo riceve, stazioni tra 
{0,1}, ovvero che µ^t sia una variabile casuale di Bernoulli con parametro µv(xt,yt).
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   Arrivati a questo punto, si sceglie una sequenza di T query, consistente in |X0| sotto 
sequenze, una per ciascun x0 ∈ X0, concatenate insieme. Per ogni x0 ∈ X0, la 
corrispondente sotto sequenza consiste in M =?T/|X0|?( o M = ?T/|X0|?+ 1) copie di x0. 
   Nel Lemma 7 si va a descrivere il modo in cui si limita inferiormente il contributo di 
ciascuna sotto sequenza al rimpianto totale; la dimostrazione è un adattamento della 
dimostrazione del Teorema 6.11 di Cesa-Bianchi e Lugosi [15] di un limite inferiore per il 
problema dell’armed bandit finito. Nel Lemma 8, infine, si sommano i contributi e si arriva 
al limite inferiore finale.
Lemma 7. Per x0 ∈ X0, si consideri una sequenza di M copie della query x0. Quindi, per T 
≥ T0 e per qualsiasi algoritmo A, il rimpianto medio di questa sequenza di query è limitato 
inferiormente come
dove RvA(M) indica il rimpianto sull’istanza µv.
Lemma 8. Per qualsiasi algoritmo A, esiste una v ∈ Y0X0, un’istanza µv e una sequenza di 
T ≥ T0 query, sul quale il rimpianto è, come minimo,
6.5  Conclusioni
In questo capitolo si è voluta introdurre una nuova formulazione del problema di 
visualizzare annunci rilevanti, per ricerche online, nella forma di un problema MAB nel 
contesto di Lipschitz. Tale modello cattura uno scenario online dove le query cercate (i 
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contesti) arrivano nel corso del tempo, e gli annunci rilevanti devono essere mostrati per 
ogni query (classico problema MAB). Esso rappresenta una rigida generalizzazione del 
modello generale, dove nessuna informazione è conosciuta ad ogni round, ma nonostante 
ciò questa formulazione può essere applicata anche negli scenari più reali, dove le 
informazioni che influenzano il guadagno generato dalle azioni, sono rese disponibili.
   È stato presentato un algoritmo concettualmente semplice, denominato query-ad-
clustering, il quale racchiude i contesti in regioni simili, e successivamente esegue un 
algoritmo MAB per ogni cluster. Quando lo spazio delle query e lo spazio degli annunci 
sono dotati di una metrica per la quale la funzione di guadagno è rappresentata da una 
funzione di Lipschitz, si è potuto dimostrare un limite superiore del rimpianto dell’algoritmo 
query-ad-clustering, e un limite inferiore  sul rimpianto di qualsiasi algoritmo, mostrando 
che l’algoritmo query-ad-clustering è ottimale. Nello specifico, il limite superiore è 
dipendente dalla dimensione di copertura dello spazio delle query (a) e degli annunci (b), 
mentre il limite inferiore è dipendente dalla dimensione di imballaggio degli spazi (a~,b~).
   Per spazi euclidei limitati, e insiemi finiti, queste dimensioni risultano uguali, implicando 
limiti ravvicinati al rimpianto. Il limite inferiore può essere rafforzato per 𝛺∞(T𝛾) per 
Quindi, sia se a~ = a o se b~ = b, allora si può ancora dimostrare un limite inferiore che 
corrisponda al limite superiore. Tuttavia, il limite inferiore vale “solo” per T orizzonti 
temporali infiniti (in contrapposizione a tutti gli orizzonti). Sembrerebbe che per i problemi 
MAB di Lipschitz, dove a~ ≠ a e b~ ≠ b, ci sia la necessità di attuare una diversa nozione di 
dimensione, che in qualche modo cattura l’aumento dei numeri corrispondenti alla 
copertura dello spazio delle query e degli annunci.
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CAPITOLO 7
CONCLUSIONI E POSSIBILI SVILUPPI FUTURI
Con il presente lavoro si è voluto introdurre il mondo dell’advertising online, un campo che 
con il passare del tempo diventa sempre più vasto, nel quale ormai milioni di annunci 
vengono visualizzati dai diversi utenti, divisi per preferenze e contesti.
   Si è voluto, in modo particolare, soffermarsi sul contesto del Multi-Armed Bandits, 
poiché si tratta di uno dei campi attualmente al centro di tantissimi studi, nel quale 
sorgono sempre più adattamenti o migliorie che fanno si che i guadagni da parte degli 
advertiser sia sempre più tendente a quello ottimale, diminuendo conseguentemente il 
rimpianto nella scelte adoperate dagli utenti, i quali vengono indirizzati a scegliere 
l’annuncio più redditizio in termini economici. Partendo dalle tecniche generali, ci si è 
voluti soffermare su contesti specifici, diversi per tipologia ma simili per obiettivo, ossia 
quello di minimizzare il rimpianto. 
   Nel Capitolo 3 si è valutato un algoritmo di tipo bandit per il caso di giocata multipla, per 
analizzare il tipico funzionamento dei sistemi di raccomandazione, nel quale più di un 
annuncio viene proposto all’utente, il quale dovrà effettuare una scelta su quale 
visualizzare e quali scartare.
   Nel Capitolo 4 si è andati a presentare un sottoproblema del caso standard, ovvero 
quello nel quale si ha a disposizione soltanto un insieme limitato di annunci, dove i 
feedback arrivano dalle comparazioni per coppie di annunci, anziché utilizzare il concetto 
assoluto di utilità, anche se un possibile sviluppo futuro sarebbe studiare il 
comportamento degli algoritmi proposti quando aumentano le dimensioni dell’insieme di 
annunci, cercando comunque di raggiungere un limite inferiore ottimale per il rimpianto.
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Nel Capitolo 5 viene presentato un caso limite, quello nel quale gli annunci possiedono un 
tempo di vita, oltre il quale non è più possibile selezionarlo, e di conseguenza le strategie 
possibili per affrontare il problema cambiano rapidamente nel tempo.
   Infine, nel Capitolo 6, si è voluta introdurre una nuova formulazione del problema, quella 
nel quale i risultati delle query vengono raggruppate in insiemi (cluster) sulla base di 
caratteristiche simili, per cui anziché avere un unico problema M.A.B. che coinvolge la 
totalità degli annunci, andrà applicato un algoritmo a ciascun cluster, snellendo le 
operazioni di ricerca.
   Per quanto riguarda possibili sviluppi futuri, il lavoro presentato nel Capitolo 2 necessita 
di un limite inferiore corrispondente, anche se esistono alcune difficoltà dovute 
all’interazione tra il rimpianto e l’importo per il quale superiamo il budget a disposizione. 
Tuttavia, potrebbe essere possibile dimostrare che, applicando un vincolo stretto su tale 
importo, un limite inferiore al rimpianto esiste. Più in generale, politiche differenti possono 
portare a diversi tradeoff tra rimpianto e l’importo al di sopra del budget, laddove un 
possibile sviluppo futuro potrebbe essere la caratterizzazione dei tradeoff più promettenti.
   Nello stesso capitolo 2, si è analizzato il contesto nel quale un giocatore punta, per 
giocate multiple, contro un campo di offerenti, considerando l’offerta più altra come un 
campionamento di variabili indipendenti e identicamente distribuite, per qualche 
distribuzione fissata. Questo campo medio di offerenti è utile, ma si potrebbe anche 
assumere un contesto nel quale esista un unico giocatore attivo nel sistema. Una 
possibile implementazione futura potrebbe essere quella nel cui, partendo da un numero 
fissato di giocatori, ciascuno con il proprio budget e le proprie valutazioni, si applica una 
approssimazione stocastica per cercare di imparare la loro offerta ottimale.
   Il punto di partenza potrebbe essere una dimostrazione per l’esistenza e l’unicità di un 
equilibrio di Nash nel singolo stage di gioco, e poi sotto alcune condizioni (come ad 
esempio la non perfetta correlazione delle valutazioni tra due giocatori qualsiasi), si può 
mostrare come i valori di offerta non ottimali convergano verso i valori di equilibrio. Ciò 
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mostrerebbe l’assunzione del campo medio, che può condurre ad un equilibrio medio, se 
tutti i giocatori seguono la stessa politica, anche se ciò vorrà dire che le singole offerte 
non saranno più indipendenti nel tempo.
   Si potrebbe inoltre permettere ai giocatori di entrare e uscire dal sistema, in modo tale 
da non avere un insieme di offerenti statico, ma che può cambiare nel tempo, con valori di 
“vita” di ogni giocatore provenienti da variabili indipendenti e identicamente distribuite; 
nonostante quindi la mancanza di uno stato stazionario, può ancora essere possibile 
caratterizzare la convergenza del fattore di sotto offerta in questo ambiente dinamico, 
portando sempre ad un limite nel rimpianto.
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