We present the temperature and polarization angular power spectra measured by the Atacama Cosmology Telescope Polarimeter (ACTPol). We analyze night-time data collected during 2013-14 using two detector arrays at 149 GHz, from 548 deg 2 of sky on the celestial equator. We use these spectra, and the spectra measured with the MBAC camera on ACT from 2008-10, in combination with Planck and WMAP data to estimate cosmological parameters from the temperature, polarization, and temperature-polarization cross-correlations. We find the new ACTPol data to be consistent with the ΛCDM model. The ACTPol temperature-polarization cross-spectrum now provides stronger constraints on multiple parameters than the ACTPol temperature spectrum, including the baryon density, the acoustic peak angular scale, and the derived Hubble constant. Adding the new data to Planck temperature data tightens the limits on damping tail parameters, for example reducing the joint uncertainty on the number of neutrino species and the primordial helium fraction by 20%.
INTRODUCTION
The now standard ΛCDM model of cosmology has been increasingly refined with measurements of the cosmic microwave background (CMB), most recently by the Planck satellite (Planck Collaboration et al. 2014a , 2016c . This model provides an excellent fit to current cosmological data but leaves unanswered questions about the contents, structure and dynamics of the Universe, and their origins. Some tensions exist at the 2-3σ significance level between the Hubble constant and the amplitude of fluctuations derived from different cosmological probes (e.g., Riess et al. 2016; Hildebrandt et al. 2016) . One of the paths forward is an improved measurement of the polarization anisotropy and its power spectra.
Significant new CMB polarization data have been published in the last three years. The Planck team reports TE and EE polarization spectra for ≥ 50 from the HFI instrument (Planck Collaboration et al. 2016c) , and estimates the large-scale E-mode signal from the LFI and HFI instruments (Planck Collaboration et al. 2016b,g) . The E-mode power spectrum has also been measured by WMAP on large scales (Hinshaw et al. 2013) , and on smaller scales with first-season ACTPol data (Naess et al. 2014) , by BICEP2/Keck (BICEP2 Collaboration et al. 2016) , The Polarbear Collaboration: P. A. R. Ade et al. (2014) , and SPTpol (Crites et al. 2015) . These all show the E-mode signal to be consistent with the ΛCDM prediction.
The B-mode gravitational lensing signal has now been measured at 2σ by the The Polarbear Collaboration: P. A. R. Ade et al. (2014) , at 4σ by SPTpol (Keisler et al. 2015) , and at 7σ by BICEP2/Keck (BICEP2 Collaboration et al. 2016) . It has been detected in cross-correlation with the reconstructed lensing signal by SPTpol (Hanson et al. 2013) , The Polarbear Collaboration: Ade et al. (2014) , ACTPol (van Engelen et al. 2015) , and Planck (Planck Collaboration et al. 2016d) .
This paper describes the temperature and polarization power spectra and derived cosmological parameters obtained from two seasons of observations by the Atacama Cosmology Telescope Polarimeter (ACTPol) . In this analysis we use only data collected at night in a 548 deg 2 region known as 'D56.' In §2 we describe the data and basic processing, and in §3 show the power spectra and null tests. In §4 we describe our likelihood method, in §5 show cosmological results, and conclude in §6.
DATA AND PROCESSING
In this paper we use a combination of data collected during three months of observations in 2013 using a single detector array known as PA1, as reported in Naess et al. (2014) , combined with data from a four month period in 2014 using the PA1 and PA2 detector arrays. Each detector array is coupled to 522 feedhorns, and has 1044 TES bolometers operating at 149 GHz, of which a median 400 (for PA1) and 600 (for PA2) detectors are used for this analysis. Further description of the instrument is given in Naess et al. (2014) and Thornton et al. (2016) .
We refer to the first-season 2013 data as S1, and the second-season 2014 data as S2. Observations of Uranus permit the direct calibration of timestream data to estimate detector sensitivities. These measurements produce array noise equivalent temperatures (NETs) of 15.3 µK √ s and 23.0 µK √ s for PA1 in S1 and S2 respectively, and 12.9 µK √ s for PA2. The sensitivities of the detector arrays depend on the loading from the sky. These values correspond to a precipitable water vapor column density, along the line of sight, of 1.2 mm, which was the median value for S2 observations. The decreased sensitivity of PA1 in S2 is due to higher average cryogenic temperatures of the detectors. Because of data cuts, the white noise levels seen in the CMB maps are 12% higher, in temperature, than the simple prediction based on these array sensitivities and the observing time.
The passbands for both PA1 and PA2 detectors were measured in the field using a Fourier Transform Spectrometer coupled to the cold optics at the receiver windows. The effective frequency for the CMB is ν CMB = 148.9 ± 2.4 GHz for PA1 and ν CMB = 149.1 ± 2.4 GHz for PA2 (Thornton et al. 2016 • , known as D1, D2, D5 and D6. In the second and third seasons, ACTPol observed two wider regions, known as D56 and BOSS-N. The D56 region used for analysis covers 548 deg 2 with coordinates −7.2 • < dec < 4
• and 352
• < RA < 41
• , and BOSS-N covers 2000 deg 2 with coordinates −4
• < dec < 20
• and 142 • < RA < 228
• . The D5 and D6 sub-regions lie within D56. The D56 and BOSS-N regions are visible to the telescope at different times of day, and each was observed both rising and setting on each day. The observations alternated, from day to day, between two different elevations, to provide a total of four different parallactic angles in the complete data set. Data were taken from Sept. 11, 2013 to Dec. 14, 2013 (S1), and Aug. 20, 2014 to Dec. 31, 2014 .
In this paper we analyze just the night-time data in the D56 region, including the D5 and D6 sub-regions measured in S1. These data correspond to 45% of all twoseason CMB data that pass data quality screening procedures (55% of S1 and 40% of S2), and 12% of all screened three-season data. The combined maps and weight map of the two-season data are shown in Figure 1 and a summary of the data given in Table 1 . As in Naess et al. (2014) we analyze only the lowest noise regions of the maps. Combining the data from PA1 and PA2 for D56, and additionally including S1 data for D5 and D6, this results in a white noise map sensitivity of 18, 12, and 11 µK· arcmin for D56, D5 and D6 respectively, illustrated in Figure 2 . To get Stokes Q or U sensitivities, multiply by √ 2. Exposure map in equatorial coordinates (the horizontal and vertical axes are RA and Dec respectively), including both the three-season MBAC data and the ACTPol data used in this analysis. The D5 and D6 regions are the deep fields on the right and left sides of the map, and D56 is the wider rectangle which overlaps both deep fields. The contour labels indicate the T noise level in µK · arcmin, starting from 8µK · arcmin in the deepest region. The Q and U noise levels are each √ 2 higher. Lower panels: Filtered maps in T and in Q, U, E and B-polarization. All maps are filtered with a highpass-filter at = 200 and a horizontal highpass-filter at = 40. The polarization maps are additionally lowpass-filtered at = 1900. The color scale is ±250µK in T and ±25µK in P. -The temperature white noise levels (right axis), and inverse variance (left axis), in the ACTPol maps as a function of cumulative area. Levels are shown for the larger D56 region, the smaller D5 and D6 sub-regions, and the combined map.
Data pre-processing
Much of the data selection and analysis follows Naess et al. (2014) and Dünner et al. (2013) ; here we report changes or improvements made for this analysis.
The data selection method has been refined and sped up. The new algorithm works mainly in frequency space, assessing the data properties and systematics in different frequency bands. In the sub-Hz range, the data are dominated by atmosphere temperature brightness fluctuations, and to a lesser degree bath thermal drifts. The latter are measured and deprojected using the signal from detectors which are not optically coupled, known as dark detectors. The correlations generated by the atmospheric drifts are used to select the working detectors and measure their relative gains. The detector noise is measured at higher frequencies, between 8 and 15 Hz, after deprojecting the ten largest modes across the array corresponding to up to 10% of the total variance. Detectors with an extreme noise level, or abnormal skewness or kurtosis, which is a signature of residual contamination, are rejected from the analysis.
Pointing and beam
The pointing reconstruction model has been improved. The preliminary pointing model is still constrained using observations of planets at night. In this new analysis we also apply a correction to account for temporal variation in the pointing of the telescope. We first make a preliminary map with the nominal pointing estimate. We then locate bright point sources and find their true positions by matching them to known catalogs. Assuming that the beam is constant, we then take each ≈10 minute section of time-ordered data, which we term a 'TOD,' and perform a joint fit in the time domain to the four brightest sources stronger than 1 mK, fitting for a single overall pointing offset per TOD, [p x , p y ], in focal plane coordinates, and a flux for each source.
We use this primary pointing correction when a TOD has a good source fit, quantified by requiring the uncertainty on the pointing offset, σ(p x,y ) to be less than 12 , which is satisfied for 65% of the data. For the remaining TODs we follow a simple prescription. If available, we use the average of nearest neighbor TODs within 15 minutes, of the same scan type with the same azimuth and elevation (24% of the data). If not available, we use secondary neighbors within 30 minutes (4.5%). If fits from neighboring TODs are not available, we use an average of offsets from the same scan type within 0.5, 1, or 1.5 hours in UTC (5%). If none of the above is possible, we use an average of all TODs with good fits within 0.5 hours in UTC (2%), which amounts to correcting for a global offset. Maps are remade with this refined pointing solution.
As in the first season, we use multiple observations of Uranus to determine the beam profile, which is modeled in one radial dimension. The beam window functions and solid angles are described in Thornton et al. (2016) , and are normalized at = 1400. The beam uncertainty is further increased due to the position-dependent pointing uncertainty. The impact of this uncertainty on the full season maps is handled by projecting the estimated pointing variance for each TOD, weighted by white noise level, into a map and finding its distribution. This is combined with an estimate made by convolving the instantaneous beam with a Gaussian, and fitting for its width using multiple bright point sources. The resuting pointing variance corrected beams, along with the instantaneous beams, are shown in Figure 3 . The corrected beams are included in the covariance matrix for the power spectrum, following the same treatment as in Naess et al. (2014) .
During this analysis we established the existence of weak, polarized sidelobes in the PA1 and PA2 optical systems. The sidelobes are shown in Figure 4 and consist of several slightly elongated images of the main beam, suppressed to a level below -30 dB and distributed with a rough 4-fold symmetry at a distance of approximately 15 (with an additional set visible at 30 in PA1). The sidelobes are strongly polarized in the direction perpendicular to the vector between the main beam and the sidelobe position, which results in a small leakage of intensity into E-mode polarization.
Studies of Saturn observations across the three ACTPol observing seasons show that the sidelobes are stable in time, and that their amplitudes are stable across the focal plane with the exception that there are no sidelobes associated with any points outside each array's field of view. The fact that sidelobes from Saturn are only seen if Saturn lies within a focal plane's field of view confirms that the effect originates inside the receiver and not in the primary or secondary optics.
To remove this effect from the maps, the sidelobe signal is projected out of the time domain data prior to the mapmaking stage. To facilitate this deprojection, the sidelobes are modeled as a combination of ≈ 20 instances of the main beam, with the T, Q, and U amplitudes (relative to the main beam in focal plane coordinates) of each instance fitted to Saturn observations. As a test of this removal process and to estimate residuals, we run Saturn observations through the map-making pipeline and demonstrate significant improvement in the TE and TB transfer functions (see Figure 4) . The remaining TE and TB contamination is treated as a systematic error in the cosmological spectrum analysis.
The origin of these polarized sidelobes is under investigation; the optical characteristics suggest the effect is related to the filter element near the Lyot stop. We do not observe visible sidelobes in the PA3 data, which has a different configuration of filters.
As in Naess et al. (2014) , the polarization angles for the PA1 and PA2 detectors are calculated by detailed optical modeling of the mirrors, lenses and filters (Koopman et al. 2016) . A rotating wire grid was used to confirm that, apart from a global offset angle, the relative orientations of the detectors differ from the optical model with an RMS of less than two degrees. Because the optical modeling ties together the positions of the detectors and their polarization angles, the measurement of the relative positions of the detectors on the sky also fixes the polarization angles of all detectors on the sky. There are thus no free parameters in mapping the optical model to the sky; work is underway to quantify any remaining systematic error in the optical modeling procedure. We later test for any additional global angle offset using the EB power spectrum.
Mapmaking
We continue to estimate maps using the maximum likelihood method, solving the system
using the preconditioned conjugate gradient algorithm described in Naess et al. (2014) . Here, d is the set of timeordered data, A is the generalized pointing matrix that projects from map domain to time domain, and N is the noise covariance of the data. We make separate maps for the D56 wide region for both PA1 and PA2, and maps of the deeper D5 and D6 sub-regions for PA1. In each case we make four map-splits, allocating every fourth night of data to each split. The map depths are shown in Figure  2 . As in Naess et al. (2014) we use cylindrical equal area (CEA) pixels of side 0.5 , in equatorial coordinates. We now account for the beam sidelobes in the mapmaking as described in the previous section. We also make a set of cuts in the mapmaking step. We use the same treatment to remove scan-synchronous pick-up as in Naess et al. (2014) , applying an azimuth filter to the time-ordered data. We also detect several spikes in the TOD power spectra, and mask those as a precaution. We found a few detectors occasionally deviate from the expected white-noise behavior at high frequency. To avoid giving these unrealistically high statistical weight in the mapmaking, we apply a cut requiring the noise power at 100 Hz to be no more (less) than 3 (0.5) times the power at 10 Hz.
To identify possible systematic contaminants we make maps centered on the Moon and on the Sun, as well as in coordinates fixed relative to the ground. To remove Moon contamination we make a new Moon-centered mask defined using a Sun-centered map to better measure the beam sidelobes. This new mask reduces the number of TODs by 7%, and includes masking sidelobes at 30
• away from the boresight that were not masked in the original S1 maps, in addition to the two sidelobes at 20
• and 120
• identified in Naess et al. (2014) . To remove ground or other scan-synchronous pickup contamination we bin each detector's data by azimuth for each of the different scanning patterns. Several classes of near-constant excess signal are observed for groups of detectors at particular regions of azimuth and elevation. Some of these we attribute to ground pick-up, but most of them appear to be internal to the telescope. We mask these regions, corresponding to removing 6% of the data. These cuts will be described more fully in a follow-up paper. Their effect on the spectra is tested in one of our null tests.
Finally, we re-estimate the transfer function for these new maps, finding it to decrease from 0.995 at = 500 to 0.95 at = 200.
A 45 deg 2 cut-out of the ACTPol temperature map is shown in Figure 5 , compared to the corresponding part of the Planck 143 GHz map. This region covers the transition from the deep to the shallower part of the ACTPol data. The two maps are in good agreement; a quantitative comparison of the data is presented in Section 3.
3. ANGULAR POWER SPECTRA 3.1. Methods We follow the methods described in Louis et al. (2013) and Naess et al. (2014) to compute the binned angular power spectra using the flat-sky approximation. This is a standard pseudo-C approach that accounts for the masking and window function with a mode-coupling matrix. In this analysis we do not use the pure B-mode estimator as in Smith (2006) as our focus is on E-modes. We compute cross-spectra from four map-splits, and following Das et al. (2014) (2014)). Their details will be given in a forthcoming paper.
mask Fourier modes with |k x | < 90 and |k y | < 50 to remove scan-synchronous contamination. We identify bright point sources in the intensity map, and mask 273 sources with flux brighter than 15 mJy using a circle of radius 5 . We do not mask any polarized point sources or SZ clusters, but we identify one bright polarized point source at a previously-known source location RA = 1.558
• , Dec = -6.396
• . We present power spectra in the range 500 < < 9000 in temperature and 350 < < 9000 in polarization, chosen to minimize atmospheric contamination, large-scale systematic contamination, and to avoid angular scales where the transfer function deviates from unity by more than a percent.
We compute the power spectra for D56 (PA1×PA1, PA2×PA2, and PA1×PA2), for D5 and D6 PA1×PA1, and for the cross-correlation between the deep regions (D5, D6) and D56. As in Naess et al. (2014) we use the notation D XY = ( + 1)C XY /2π where XY ∈ TT, TE, TB, EE, EB, BB. The covariance matrix for these spectra is estimated using simulations described below, and are compared to an analytic estimate in the Appendix. We then optimally combine the spectra to produce a single 149 GHz power spectrum for each combination XY. The method for doing this coaddition is also described in the Appendix. The full covariance matrix includes extra terms to account for calibration uncertainty and beam uncertainty.
We 'blind' the EB, TB, and BB power spectra throughout our analysis by avoiding estimating them until specific tests are passed. After testing for internal consistency of the data, described in Section 3.3, we unblind the EB and TB power spectra, and after testing a further suite of null tests described in Section 3.7 we unblind the BB power spectra. We do not blind the TT, TE and EE spectra, but do require the same set of consistency and null tests to be passed. We calibrate each power spectrum to Planck following Louis et al. (2014) , first crosscorrelating the D56 PA2 maps with the Planck 143 GHz full-mission intensity maps (Planck Collaboration et al. 2016a) , and then by correlating the D56 PA1, D5 and D6 maps with the D56 PA2 map.
Simulations
We test the power spectrum pipeline by simulating 840 realizations of the sky. For each one a Gaussian signal is generated on the full sky, drawn from a power spectrum of the sum of the expected signal and foregrounds at 149 GHz. This neglects the non-Gaussian nature of the foregrounds. The D56, D5, and D6 regions are then cut out and projected onto the flat sky, and a Gaussian noise realization added, drawn from the two-dimensional noise power spectrum estimated from the data by differencing different split maps, and weighted by the data hit count maps. These simulations therefore include appropriate levels of non-white noise, but neglect the spatial variation of the two-dimensional power spectrum. Each set of maps is then processed in the same way as the data.
Examining the spectra, we find the dispersion to be consistent with the statistical uncertainty. We construct the data covariance matrix from the simulations, as described further in the Appendix. We also estimate ΛCDM parameters from 100 of these simulations, to test for parameter bias. Since we only have 149 GHz data here, we fix the residual foreground power to the input value, and vary only the six cosmological parameters. Further, since we use only the ACTPol simulated data, we impose a prior on the optical depth and spectral index, with τ = 0.08 ± 0.02 and n s = 0.9655 ± 0.01 1 . We find the parameters are recovered with less than 0.2σ bias, where σ corresponds to the uncertainties on cosmological parameters for a single simulation. This also tests the validity of our flat-sky approximation. We also extend the parameter set to include the lensing parameter A L , which artificially scales the expected lensing potential as in Calabrese et al. (2008a) . We estimate this from each of the simulations, and recover A L = 1 to 0.1σ.
Data consistency
To identify possible residual systematic effects, we assess the consistency of the power spectra of subsets of our data, splitting the data by array for D56, by season, and by time-ordered-data split.
Splitting the D56 data by array looks for systematic effects that differ between these two arrays, which could include a number of instrumental effects as the two detector arrays were fabricated and assembled independently. Here we look at the difference between the PA1 and PA2 power spectra, and compute the covariance matrix of this difference using our simulation suite. In fact, it was our first analysis of this null test which indicated a difference between the response of the two arrays, and led to our identification of the beam sidelobes (Figure 4 ) that differ between PA1 and PA2. Including the beam sidelobe model we find that this test is passed, as indicated in Table 2 . -The TB (top) and EB (bottom) power spectra, unblinded after internal data consistency checks. The χ 2 /dof and probabilities to exceed (PTE) are consistent with the null hypothesis for both spectra.
The season test looks for systematic effects in the array or telescope that vary on long time-scales. The sky coverage is not the same between the two seasons, so to perform the season test we cut out just the part of D56 that overlaps with D5 and D6. The results are reported in Table 2 for D56 observed with PA1, and are consistent with null. We also check the difference between the D5 and D6 PA1-S1 spectra and the D56 spectra observed with PA2 in S2, and find no evidence of inconsistency.
After passing this set of consistency tests, we unblind the EB and TB power spectra, shown in Figure 6 . The EB and TB power spectra test the polarization angle measurement (e.g., Keating et al. 2013 ). This can be biased by Galactic foreground emission, but the effect is estimated to be negligible for ACTPol (Abitbol et al. 2016) . We vary an overall offset parameter, and find it to be consistent with zero for all our maps, with φ = 0.40 ± 0.26
• for PA1, and −0.25 ± 0.36
• for PA2. We do not recalibrate the polarization angle, using the original angle estimates as standard. Since these original angle estimates do not yet include a well-characterized systematic uncertainty, we do not estimate cosmological quantities from the EB and TB power spectra.
3.4. The 149 GHz power spectra Given the internal consistency of the spectra, we proceed to calibrate the maps by cross-correlating with the Planck-2015 143 GHz temperature maps. The cross correlation of the D56 PA2 maps with the Planck maps is shown in Figure 7 . Here we follow the same method as in Louis et al. (2014) . We find the ACT x Planck (AxP) cross-spectra to be consistent with the ACT autospectra (AxA): their differences have a reduced χ 2 of 0.68, 1.10, 1.17, with PTE of 0.93, 0.31, 0.22, for TT, TE and EE. No obvious shape dependence or anomalies are detected. The temperature calibration factor is found to be 0.998 ± 0.007. Cross-correlating the D5, D6, -Cross-correlation of the D56 PA2 map with the Planck 2015 143 GHz temperature and polarization maps. For clarity we shift the ACTxPlanck spectra by δ = 10 compared to the ACTxACT spectra. They are consistent and the relative calibration factor is 0.998 ± 0.007 in temperature, defined such that Planck is lower than ACT by that factor. D56 PA1 maps with D56 PA2 gives relative calibrations of 1.002 ± 0.012, 0.996 ± 0.01, and 1.009 ± 0.007. We then rescale all the maps to have unit calibration. We do not calibrate our data to Planck polarization data, but we test the cross-correlation of the D56 polarization maps with the Planck-2015 143 GHz Q and U maps. The spectra appear consistent, as shown in Figure 7 , and the correlation implies an ACTPol polarization efficiency of 0.990 ± 0.025.
The noise levels for these maps are shown in Figure  8 , indicating the dominance of non-white atmospheric noise at scales < 3000 in temperature. The atmospheric noise is significantly suppressed in polarization, although it dominates the noise power at scales below ≈ 1000. A powerful technique for suppressing large scale atmospheric noise contamination in polarization is the use of a half-wave plate that modulates the polarization at timescales shorter than most atmospheric fluctuations. The Atacama B-Mode Search telescope (ABS) has shown this results in noise power spectra that are white down to large angular scales (Kusaka et al. 2014) . We are currently testing this technique using a subset of ACTPol data taken with a half-wave plate in operation.
The TT, TE, and EE power spectra for the calibrated ACTPol maps in each region are shown in Figure 9 , corrected for the transfer function. The temperature and polarization acoustic peak structure is clearly seen in all the maps, with six acoustic peaks measured in polarization. As expected, the D56 maps provide the best estimate of the power at large scales, due to the larger In polarization the contamination is significantly lower, and instrumental noise dominates at > ∼ 1000. The white noise levels given in the legend are shown with dashed lines. These noise curves are from the analysis of roughly half the data that passes quality screening procedures from these two seasons.
sky area. At smaller scales the deeper D5 and D6 maps contribute more statistical weight. The reference model shown is the best-fitting ΛCDM model with best-fitting foreground contribution, described in section 4.
The optimally combined spectra are shown in Figure  10 for temperature, E-mode polarization, and the TE cross-spectrum, and reported in Table 5 . Here, the temperature data have the expected residual foreground contribution that dominates at scales smaller than ∼ 3000. For comparison, the ACT MBAC temperature data are also shown for the coadded ACT-Equatorial and ACTSouth spectra, including 220 GHz data (Das et al. 2014 ).
3.5. Real-space correlation The WMAP team first stacked temperature and polarization data on temperature hot and cold spots to help visualize acoustic patterns in the data (Komatsu et al. 2009 ). With Planck data, the noise of the stacked 2D images was considerably reduced (Planck Collaboration et al. 2016e). We now repeat this exercise with the ACTPol data. Although such patterns do emerge in the ACTPol data, there are not as many extrema to stack on and the result is noisier than for Planck. To decrease the noise, and provide a direct measure of the T T and T E cross correlation functions C T T (θ) and C T E (θ), we instead stack on a much larger set, using randomly chosen temperature field points. Figure 11 shows the D56 temperature and E-mode polarization maps stacked on a uniformly chosen sample of 'hot' points with T > 0, and, with flipped sign, on a 'cold' sample with T < 0.
For Epolarization, with enough points the result should converge to the ensemble average given the {T } constraints,
, where |T | is the ensemble average of |T | at randomly chosen field points ( 2/π C T T (0) 1/2 ). A similar result holds for the mean temperature. Around each stack-point, the T and E fields are randomly rotated, and so should be spherical, as they clearly are.
The rings in the patterns depend upon the low-pass and high-pass filtering of the maps, but reflect the acoustic patterns in a more direct way than stacking on extrema. To demonstrate that our ACTPol stacks agree with theoretical expectations, in the lower panels of Fig 11 we compare an average of 30 ΛCDM simulations processed in the same way, with ACTPol noise estimated from map differences included. By angle-averaging at each radius we generate direct isotropic correlation function estimates in excellent agreement with the simulations. By varying temperature thresholds, rotation strategies, map selections and data cuts, the stacked maps help show the robustness of the ACTPol data sets. Note that we do not yet stack E on E field points because of the higher noise levels.
Galactic foreground estimation
We estimate the level of thermal dust contamination in the power spectrum using the Planck 353 GHz dust maps (Planck Collaboration et al. 2016a) . We compute the difference between the power spectrum of the Planck 353 GHz maps and the ACTPol power spectrum at 149 GHz, following a similar method to Louis et al. (2013) . The result is shown in Figure 12 . The difference between the two power spectra is dominated by CIB fluctuation and Galactic cirrus emissions at 353 GHz. On large and intermediate scales, the contributions from other signals are subdominant and can be neglected. The shaded band represents the CIB and dust model from Dunkley et al. (2013) , valid for the overlapping ACT-Equatorial region, with the exception of the CIB clustered source template that we have replaced to match the one used in the nominal Planck analysis (Planck Collaboration et al. 2014c) . We find this model to be a good fit to the 353-149 differenced spectrum, so use the same ACT-Equatorial dust level as a prior in the likelihood. In E-mode polarization, we find that the dust signal is negligible for all scales of interest.
Null tests
We make an additional suite of maps to identify further possible systematic contamination. The first set of tests splits the data into two parts. We test for dependence on the scan pattern by splitting the data for D56 into the two different elevations. We then test the effect of detector performance, making maps from detectors with faster and slower time constants. The threshold is chosen to give roughly equal statistical weight to each subset, splitting at 80 Hz. We test the impact of weather and atmospheric noise on the data by splitting on precipitable water vapor level (PWV). We choose a threshold of 0.8 mm, again to give equal weight to both halves. We test the impact of internal telescope pick-up fluctuations by splitting each array into two groups of detectors based on their qualitative behavior. We also run an additional null test for PA2, testing the different detector wafers by splitting the data based on their thermal conductivity to the bath. (For this specific test, the number of detectors in PA1 is too small to pass the internal cuts of the map-maker.) Finally we test the effect of applying a more aggressive moon cut. In all these cases we generate four splits for each map subset, so the power spectrum is estimated from four splits as usual. The χ 2 /dof and PTE of all these null tests are reported in Table 3 .
We do not find any indication of contamination from any of these systematic effects in the power spectrum. -Distribution of the χ 2 for the null tests described in Section 3.7. The smooth line represents the expected distribution if the null tests were uncorrelated. The dashed black histogram shows our null test distribution after rescaling the errors by 3%. We interpret this as an estimate of the uncertainty on our errors.
The χ 2 distribution for this set of null tests is shown in Figure 13 . The distribution is close to expectation, but we find that the measured and predicted χ 2 distribution fit best if we reduce the error bars by ≈ 3%. We interpret this as an estimate of the uncertainty on our errors.
Effect of aberration
The observed power spectra are affected by aberration due to our proper motion with respect to the CMB last scattering surface. We move at a speed of 369 km/s along the direction d = (l, b) = (264
• , 48 • ) (e.g. Planck Collaboration et al. (2014b) ). This motion induces a kinematic dipole of the form cos θ = (d · n), where n is the vector position of each pixel. Aberration results in an angledependent rescaling of the multipole moments and its effect on the power spectrum can be approximated as (Jeong et al. 2014) , where β = v/c and cos θ = −0.82 in D56, −0.97 in D5 and −0.65 in D6, where the average is taken over the solid angle of each ACTPol patch. We generate a set of 120 aberrated simulations, compute their power spectra and compare it to the power spectra of non-aberrated maps. The result is presented in Figure 14 together with the analytical estimate. We use this set of simulations to correct our power spectra for the aberration effect, such thatĈ = C −∆C . In earlier releases the effect was negligible and we did not correct for it. Section 5.2 discusses the impact of this correction on cosmological parameters.
3.9. Unblinded BB spectra We unblind the B mode power spectrum at the end of the analysis. The spectrum is shown in Figure 15 along with B mode measurements from The Polarbear Collaboration: P. A. R. Ade et al. (2014) , SPTpol (Keisler et al. 2015) and BICEP2/Keck array (BICEP2 Collaboration et al. 2016). We fit for an amplitude in the multipole range 500 < < 2500, where Galactic and extragalactic contamination is minimal, using the lensed B mode ΛCDM prediction. We find A = 2.03 ± 1.01. This amplitude is consistent with expectation, but the significance of the fit is not high enough to be interpreted as a detection.
LIKELIHOOD
We first construct a likelihood function to describe the CMB and foreground emission present in the 149 GHz power spectrum. To improve the estimation of the CMB part, we then add intensity power spectra estimated at both 150 and 220 GHz by the previous ACT receiver, MBAC.
Using these multi-frequency data we estimate the foreground-marginalized CMB power spectrum in TT, TE, EE for ACT, for both the MBAC and ACTPol data. We then combine this likelihood with the data from WMAP and Planck.
Likelihood function for 149 GHz ACTPol data
Following Dunkley et al. (2013) , we approximate the 149 GHz likelihood function L = p(d|C th ) as a Gaussian distribution, with covariance described in Sec. 3. We neglect the effects of variation in cosmic variance among theoretical models. The likelihood for the data given some model spectra C th is given by We include a calibration parameter y that scales the estimated data power spectra as C b → y 2 C b and the elements of the bandpower covariance matrix as Σ bb → y 4 Σ bb . We impose a Gaussian prior on y of 1.00 ± 0.01, using the estimated error from the calibration of ACTPol to Planck.
Since we will include data from MBAC data at 150 GHz and 220 GHz, we write the model spectrum as the sum of CMB and foreground terms, following the approach in Dunkley et al. (2013) . We use the same intensity foreground model that includes Poisson radio sources, clustered and Poisson infrared sources, kinetic and thermal Sunyaev Zel'dovich effects, and Galactic dust. This model has six free extragalactic foreground parameters: an amplitude for each of tSZ and kSZ spectra, an amplitude for each of the Poisson and clustered infrared spectra, an emissivity index for the infrared sources, and a cross-correlation coefficient between the tSZ and clustered infrared emission. The amplitude for the radio source spectrum is also varied with a prior based on observed source counts, and the spectral index is held fixed. The Galactic dust intensity level has a parameter for each different region (the ACTPol D56 region and the two MBAC ACT regions known as ACTSouth and ACT-Equatorial), varied with a prior based on the higher frequency observations. This model all follows Dunkley et al. (2013) .
We extend the model to include polarization foregrounds relevant for the ACTPol data, including a single Poisson source term as in Naess et al. (2014) in EE. We allow for an additional Poisson source term in TE that can take both positive and negative values, although this contribution is expected to be negligible.
A similar approach was used for the Planck analysis (Planck Collaboration et al. 2016c) , which also included ACT and SPT data, but the foreground model we use for ACT differs in the following few ways. Following Dunkley et al. (2013) we use an alternative cosmic infrared background clustering template that differs at large scales, and an alternative thermal SZ template from Battaglia et al. (2010) . This is, however, similar in shape to the Efstathiou & Migliaccio (2012) template used in the Planck analaysis. As in Dunkley et al. (2013) we also describe the Poisson source components by using an amplitude and a spectral index for each of the radio and infrared components, rather than a free Poisson amplitude at each frequency and cross-frequency as done for Planck.
CMB estimation for ACTPol data
We combine the data from ACTPol and MBAC in the D56 region to estimate simultaneously the CMB bandpower and the foreground parameters, following Dunkley et al. (2013) and Calabrese et al. (2013) .
We write the likelihood as
Here the MBAC data includes both the ACT-S and ACT-E data at 150 and 220 GHz, and the 150-220 GHz crosscorrelation. We use the Gibbs sampling method of Dunkley et al. (2013) to simultaneously estimate the CMB bandpowers and the foreground parameters. We marginalize over the foregrounds to estimate the CMB bandpowers and their covariance matrix. We measure the EE Poisson power to have A p = 1.10 ± 0.34, defined in units of µK 2 for D 3000 . This is evidence for Poisson power in the case where no polarized sources are masked. In the analysis of SPTpol data in Crites et al. (2015) , sources with unpolarized flux brighter than 50 mJy are masked at 150 GHz, and an upper limit of A p < 0.4 at 95% CL was found. For ACTPol we find the TE power to be consistent with zero, with A T E = −0.08 ± 0.22 at the same = 3000 scale.
The marginalized spectra are shown in Figure 16 and reported in Table 6 . Figure 16 also shows how the ACTPol data compare to Planck TT, TE and EE data. Due to its larger sky coverage the Planck uncertainties are smaller at large scales, but at scales > ∼ 1500 the ACTPol uncertainties in polarization are smaller.
Foreground-marginalized ACTPol likelihood
Following Dunkley et al. (2013) , we use the marginalized ACTPol spectrum to construct a new Gaussian likelihood function. The only nuisance parameters in this likelihood are an overall calibration parameter, and a varying polarization efficiency parameter. The likelihood includes data in the angular range 350 < < 4000, using scales where the distribution of the marginalized spectra is Gaussian to good approximation.
Combination with Planck and WMAP
For some investigations we combine the ACTPol data with WMAP and Planck data. This is done by adding the log-likelihoods, since there is little overlap in angular range and since the ACTPol survey area represents a small fraction of the sky observed by Planck. We use the Planck temperature data (Planck Collaboration et al. 2016b) at 2 < < 1000 as a baseline, and over the full range 2 < < 2500 for other combined-data tests. We label Planck temperature at 2 < < 1000 'PTTlow'. We use the public CMB-marginalized 'plik-lite' likelihood, constructed using our same marginalization method. The CMB likelihood is then
For TE-only tests we use the WMAP likelihood at < 800, since it includes TE cross-correlation data (Hinshaw et al. 2013) .
Instead of explicitly using the large-scale TE and EE polarization data from Planck or WMAP we choose to impose a prior on the optical depth of τ = 0.06 ± 0.01, derived from the Planck-HFI polarization measurements (Planck Collaboration et al. 2016g).
COSMOLOGICAL PARAMETERS
We use standard MCMC methods to estimate cosmological parameters, using the CosmoMC numerical code (Lewis & Bridle 2002) . In the nominal cases we estimate the six ΛCDM parameters: baryon density, Ω b h 2 , cold dark matter density, Ω c h 2 , acoustic peak angle, θ A (reported in terms of θ MC , an approximation of the acoustic peak angle that is used in CosmoMC) , amplitude, A s and scale dependence, n s , of the primordial spectrum, defined at pivot scale k = 0.05/Mpc, and optical depth to reionization, τ . All have flat priors apart from the optical depth. We assume N eff = 3.046 effective neutrino species, a Helium fraction of Y P = 0.24, a cosmological constant with w = −1, and following Planck (Planck Collaboration et al. 2016c) we fix the neutrino mass sum to 0.06 eV.
We use the aberration-corrected spectra in our analysis, and test the effect on parameters with and without the correction. The ACTPol D56 patch is almost opposite to our direction of motion with respect to the last scattering surface. An observer looking away from his or her direction of motion will measure the sound horizon to have a larger angular size compared to that seen by a comoving observer. As expected, we find a 0.5σ decrease in peak position θ when the correction is applied, as shown in Figure 17 . This effect must be accounted for when analyzing small regions of the sky; only over much larger regions does it average out for the two-point function.
5.1. Goodness of fit of ΛCDM We first examine the best-fitting ΛCDM model estimated using only ACTPol data. The model is compared to the data in Figure 18 , where we show the residuals in standard deviations as a function of angular scale for TT, TE and EE. This covers both the larger scales where the CMB dominates, and smaller scales where extragalactic foregrounds dominate in intensity. We do not find significant features beyond those expected due to noise. The reduced χ 2 for this fit is 1.04 (for 142 degree of freedom). We find that the ΛCDM model is an acceptable fit to the data. The parameters estimated from the TT, TE and EE two-point functions are shown in Figure 20 . These are consistent with estimates from both WMAP and Planck, but would need to be combined with large-scale data to give competitive constraints. Despite not measuring the first acoustic peak, ACTPol data are able to constrain the peak position with higher precision than WMAP due to its measurement over a wide range of angular scales.
Comparison to first-season data
Our second-season D56 data covers approximately twice the sky area observed in D1, D5 and D6 in S1. This reduction in cosmic variance uncertainty, together with the increase in observing time, translates into an improvement in cosmological parameters. In Figure 19 , we show the improvement between the Season-1 parameters derived from the Naess et al. (2014) data, analyzed using the same priors as this analysis, compared to the new data used in this paper. Estimates of the means are within 1-σ for all parameters. The individual errors are reduced by a factor of between 1.4 and 1.7, corresponding to a ten-fold reduction in the five-dimensional parameter space volume.
5.3. Relative contribution of temperature and polarization data We then examine the relative contributions of the TT, TE and EE power spectrum in constraining the ΛCDM model, and assess their consistency. We show parameters in Figure 21 and report constraints in Table 4 . We find good agreement for parameters derived from TT, TE and EE only spectra, and, for the first time, we find that multiple parameters are better constrained by the TE spectrum than the TT spectrum, using just the data measured by ACTPol.
The ACTPol TE spectrum now provides the tightest internal constraint on the baryon density and the peak position, compared to ACTPol TT and EE, and in turn provides the strongest internal constraint on the Hubble constant. This strength of TE compared to TT was only marginally true for the data from Planck (Planck Collaboration et al. 2016c), which had higher noise levels than ACTPol but mapped a larger region of the sky. There, the TE uncertainty on the CDM density was 0.95 the TT uncertainty, but all other ΛCDM parameters were better constrained by TT. Now, with ACTPol data, the error on the baryon density is 1.8 times smaller with TE than TT, and the peak position error is 1.3 times smaller. The EE spectrum is also starting to make an important contribution; for ACTPol the EE provides the same error on the peak position as the TT. This is compatible with expectation, as discussed in e.g., Galli et al. (2014) , that parameters which are constrained by the position and shape of the acoustic peaks get more weight from polarization data as the noise is further reduced. The peaks and troughs in the temperature power spectrum are less pronounced due to the contribution from the Doppler effect from velocity perturbations that are out of phase with the density perturbations. As a result, the peaks in the TT power spectrum have a lower contrast compared to the peaks in the polarization power spectrum, and the signal to noise on the location of the peaks and their amplitude is higher for polarization data.
In contrast, ACTPol parameters measured using the overall shape of the spectra are currently still better constrained by the temperature power spectrum, in particular the primordial amplitude A s , because the signal to noise in the damping tail is higher for our two-season ACTPol temperature data. 5.4. Consistency of TT and TE to ΛCDM extensions Given the improved constraining power of TE, we explore whether any extensions of ΛCDM are preferred by TE compared to TT. The TE spectrum offers an independent check of the model, and is not contaminated by emission from extragalactic foregrounds and SZ effects. As such, it is playing an increasingly important role in parameter constraints.
We estimate the lensing parameter A L , defined in Calabrese et al. 2008b , through its effect on the smearing of the CMB acoustic peaks. To reduce degeneracy with other ΛCDM parameters we add the Planck temperature and WMAP TE data at large scales, where the impact of lensing is minimal, and estimate A L jointly with the other ΛCDM parameters.
For the TT, TE, and EE data separately, we find marginalized distributions shown in Figure 23 , with
In all three cases we find that A L is consistent with the standard prediction of A L = 1. The TE power spectrum does not show signs of deviation from the expected lensing signal, and we now measure the lensing in the WMAP+ACT TE power spectrum at 2.5σ significance. We repeat the same test with the number of relativistic species, and find no evidence of deviation from the nominal N eff = 3.04 in the TE or EE spectrum.
Comparison to Planck
Previous analyses of the Planck temperature data have shown a 2-3σ difference in some parameters estimated from the small and large angular ranges of the Planck dataset (Addison et al. 2016; Planck Collaboration et al. 2016f) . We compare parameters derived from our full ACTPol dataset to these two slicings of the Planck data. In Figure 22 we show parameters estimated from the ACTPol TT, TE and EE power spectra with parameters obtained from Planck temperature data using angular scales greater or smaller than = 1000. The ACTPol data presented in this paper are consistent with both sets of parameters estimated from Planck. Additional data from the third-season ACTPol observations will shed further light on this issue.
Damping tail parameters
Given the consistency of the ACTPol data, both internally and with Planck, we add the ACTPol data to the full Planck temperature data to better constrain the effective number of relativistic species, and the primordial helium fraction. Figure 24 shows the improvement on the 68% and 95% confidence levels by adding the ACTPol data to the Planck temperature data (2 < < 2500). We find N eff = 2.74 ± 0.47 Y P = 0.255 ± 0.027 (PlanckTT + ACTPol) (7) compared to N eff = 2.99 ± 0.52 and Y P = 0.246 ± 0.031 from PlanckTT alone.
Additional ACTPol data measuring the damping tail data will further tighten these limits and better test the standard paradigm.
CONCLUSIONS
We have presented temperature and polarization power spectra estimated from 548 deg 2 of sky observed at night during the first two seasons of ACTPol observation. We find good agreement between cosmological parameters estimated from the TT, TE and EE power spectra individually, and the spectra are consistent with the ΛCDM model. The CMB temperature-polarization correlation is now more constraining than the temperature anisotropy for certain parameters; the baryon density and acoustic peak angular scale are now best internally constrained from the TE power spectrum. Adding the new ACTPol polarization data to the Planck temperature data improves constraints on extensions to the ΛCDM model that affect the damping tail.
This analysis includes only 12% of the full three-season ACTPol data taken from 2013-15, so future analyses will provide an opportunity to further test the ΛCDM model and more tightly constrain properties including the number of relativistic species, the sum of neutrino masses, and the primordial power spectrum. This work was supported by the U.S. National Science Foundation through awards AST-1440226, AST-0965625 and AST-0408698 for the ACT project, as well as awards PHY-1214379 and PHY-0855887. Funding was also provided by Princeton University, the University of Pennsylvania, and a Canada Foundation for Innovation (CFI) award to UBC. ACT operates in the Parque Astronómico Atacama in northern Chile under the auspices of the Comisión Nacional de Investigación Científica y Tecnológica de Chile (CONICYT). Computations were performed on the GPC supercomputer at the SciNet HPC Consortium and on the hippo cluster at the University of KwaZulu-Natal. SciNet is funded by the CFI under the auspices of Compute Canada, Table 5 shows the combined 149 GHz spectra from D5, D6 and D56, and Table 6 shows the foreground marginalized CMB spectra used for cosmological parameter estimation. The spectra and likelihood presented in this paper are available on LAMBDA: https://lambda.gsfc.nasa.gov/product/act/
COADDITION OF SPECTRA AND COVARIANCE MATRIX
The power spectra C XY (X, Y = {T, E, B}) presented in this paper are the result of a weighted average of nine data spectra,
56 .} Assuming a Gaussian distribution for these power spectra, their maximum likelihood combination can be easily obtained as
where C XY is a vector encompassing all data spectra, Σ is the covariance matrix of all the different spectra pairs and P is a projection matrix. P T projects all the individual spectra into a single power spectrum. The covariance matrix of the maximum likelihood spectra is then given by
We estimate the covariance matrix of all the spectra using 840 Monte Carlo simulations, with
Here A,B,C,D stands for detector arrays (PA1 and PA2), α,β,γ,δ stands for season of observation and W,X,Y,Z stands for T, E, B. We use this estimate in the likelihood, and also verify that the dispersion of the simulation is consistent with an analytical estimate: Here, S is the signal power spectrum, N represents the noise power spectrum, ν b is the number of modes in the bin b, and N s is the number of splits used for computing each cross spectra. The analytic and Monte Carlo estimates are shown in Figure 25 . The final covariance matrix is then given by the sum of the signal and noise covariance matrix, the calibration covariance matrix, the beam covariance matrix and a covariance matrix accounting for possible residual leakage estimated using planet map observations 
