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TOWARDS A UNIFIED THEORY OF INTENSIONAL 
LOGIC PROGRAMMING 
MEHMET A. ORGUN AND WILLIAM W. WADGE 
D Intensional Logic Programming is a new form of logic programming based 
on intensional logic and possible worlds semantics. Intensional logic allows 
us to use logic programming to specify nonterminating computations and 
to capture the dynamic aspects of certain problems in a natural and 
problem-oriented style. The meanings of formulas of an intensional first- 
order language are given according to intensional interpretations and to 
elements of a set of possible worlds. Neighborhood semantics is employed 
as an abstract formulation of the denotations of intensional operators. 
Then we investigate general properties of intensional operators such as 
universality, monotonicity, finitariness and conjunctivity. These properties 
are used as constraints on intensional logic programming systems. The 
model-theoretic and fixpoint semantics of intensional logic programs are 
developed in terms of least (minimum) intensional Herbrand models. We 
show in particular that our results apply to a number of intensional logic 
programming languages such as Chronolog proposed by Wadge and Tem- 
plog by Abadi and Manna. We consider some elementary extensions to the 
theory and show that intensional logic program clauses can be used to 
define new intensional operators. Intensional logic programs with inten- 




programming (ILP) is a new form of logic programming based on 
and possible world semantics. Intensional logic [20] allows us to 
describe context-dependent properties of certain problems in a natural and prob- 
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lem-oriented way. In intensional logic, the values of formulas depend on an implicit 
context parameter. The values from different contexts can be combined through 
the use of intensional operators that serve as context-changing operations. 
Temporal and modal logics have been successfully used for specifying and 
verifying concurrent programs. Recently, several researchers have proposed ex- 
tending logic programming with temporal logic, modal logic, and other forms of 
intensional logic in order to be able to model the notion of dynamic change. There 
are a number of modal and temporal logic programming languages: Tempura [21] 
and Tokio [2] are based on interval logic; Chronolog [371, Templog [l] and 
Temporal Prolog [131 are based on temporal logic; the Molog system [lo] is based 
on user-elected modal logics; InTense [191 is a multidimensional language with 
temporal and spatial dimensions. This paper in particular discusses the temporal 
language Chronolog 1371 and two other ILP languages, previously introduced in 
[231. There are also other nonclassical extensions of logic programming including 
multiple-valued logic programming schemes of Blair et al. [7] and of Fitting [12]. 
However, there are few attempts to develop rigorous model-theoretic semantics 
for these nonclassical languages. For instance, Blair et al. [7] develop a logic 
programming semantics scheme for multiple-valued logic programming. Fitting [12] 
employs topological bilattices to treat the semantics of multiple-valued logic 
programming. However, these two approaches deal with nonclassical semantics for 
logic programming. Baudinet [5, 61 shows the completeness of Templog, and 
provides the declarative semantics of Templog programs. Orgun and Wadge [22, 
231 develop the model-theoretic semantics of Chronolog and describe a general 
framework to deal with several ILP systems. Balbiani et al. [3] provide a tree-like 
semantics for a class of Molog programs. For other languages, some kind of 
extended operational semantics is usually provided. In this paper, we will build on 
the work of Orgun and Wadge [231 and provide a language-independent theory 
which can be applied to a variety of intensional logic programming languages. We 
will try to answer the question of how an ILP language can be enriched in terms of 
already available tools in the language. 
In the following, we will first outline the semantics of intensional logic in terms 
of intensional interpretations and the satisfaction relation k . Then we will 
introduce several intensional logic programming languages. We will discuss seman- 
tic properties of intensional operators, such as monotonicity, universality, conjunc- 
tivity and finitariness, based on an abstract formulation of intensional operators 
and the neighborhood semantics of Scott [281 and Montague [20]. Then we will 
develop a language-independent, model-theoretic semantics of intensional logic 
programs based on intensional Herbrand models in the style of van Emden- 
Kowalski [34]. We will show that this semantics can be applied to diverse ILP lan- 
guages including Chronolog [371, Templog [ll and Molog 1101. Later we will show 
that intensional program clauses can be used to define new intensional operators. 
However, when recursive definitions are allowed, an infinitary logic, a version of 
L,,, [15] must be employed. 
2. INTENSIONAL LOGIC 
Intensional logic [20] is the study of context-dependent properties. In intensional 
logic, the meaning of expressions depends on an implicit context, abstracted away 
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from the object language. Temporal logic [25] can be regarded as an instance of 
intensional logic where the collection of contexts models a collection of moments 
in time. Similarly, we regard modal logics [14] as instances of intensional ogic. The 
collection of contexts is also called the universe or the set of possible worlds, and 
denoted by %. An intensional ogic is equipped with intensional operators through 
which elements from different contexts can be combined. 
Throughout, we will only consider unary intensional operators. However, all the 
following results can be extended to cover n-ary intensional operators in a 
straightforward manner. The underlying language is obtained from a first-order 
language by extending it with formation rules for intensional operators. 
Let IL denote the underlying intensional anguage of an intensional ogic. From 
here on, we assume that % is countable. An intensional interpretation of IL 
basically assigns meanings to all’ elements of IL at all possible worlds in ?Y. An 
intensional interpretation can also be viewed as a collection of first-order interpre- 
tations (Tarskian structures), one for each possible world in %. Here the denota- 
tions of variables and function symbols are extensional (a.k.a. rigid), that is, 
independent of the elements of %!. This is not generally so in intensional ogic; but 
quite satisfactory for the theory of intensional logic programs. Let P(A) denote 
the set of all subsets of the set A and [ A+B] the set of functions from A to B. 
Then the formal definition of an intensional interpretation can be given as follows. 
Definition 2.1. An intensional interpretation I of an intensional language IL 
comprises a nonempty set D, called the domain of the interpretation, over which 
the variables range, together with for each variable, an element of D; for each 
n-ary function symbol, an element of [D” -jD]; and for each n-ary predicate 
symbol, an element of [YY+P(D”)]. 
The fact that a formula A is true at world w in some intensional interpretation 
Z will be denoted as @ ,,,A. All formulas of IL are intensional, that is their 
meanings may vary depending on the elements of % The definition of the 
satisfaction relation K in terms of intensional interpretations is given in part as 
follows. Let Z(E) denote the value in D that Z gives an IL term E. 
Definition 2.2. The semantics of elements of IL are given inductively by the 
following, where Z is an intensional intepretation of IL, w E %', and A and B 
are formulas of IL: 
(a) If f(e,,...,e,_,) is a term, then Z(f(e,,, . . . , e, _ ,I) = Z(fXZ(e,l, . . . , Ice,, _ 1 )I 
E D. If u is a variable, then Z(V) E D. 
(b) For any n-ary predicate p and terms e,, . . . , e,_ ,, K ,,,,p(e,,, . . . , e,_ i> iff 
(Z(e,), . . . , Ice,_ ,I) E Z(p)(w). 
(c) @/,W 1 A iff #,,A. 
(d) k,,,A AB iff &,,,A and k,,,,B. 
(e) l=,,,(Vx)A iff != ,,d,xl,wA for all d E D. 
Furthermore, ti ,A means that A is true in Z at all worlds, that is, Z is a model of 
A, and kA means that A is true in any interpretation of IL. 
This definition is incomplete. We must define the semantics of intensional 
operators available in the language. For instance, consider two classical modal 
operators 0 (necessary) and 0 (possible) [14]. 
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In Kripke-style semantics for modal logic, the meanings of IJ and 0 are 
determined by an “accessibility” relation R. Informally, q A is true at a world w 
iff A is true at all worlds accessible from w; and OA is true at w iff A is true at 
some world accessible from w. More formally, 
. ti ,,,oAiff ~=,,~Aforall(w,u)~R 
ti,,OAiff @,UAforsome(w,v)~R 
wh’ere I is an intensional interpretation, and w E %. Note that OA and -lcllA 
are logically equivalent; 0 is the dual of 0. 
If R = Y/x 22, this gives a Kripke-style semantics for the modal logic S5 [14]. 
The traditional Kripke approach is, however, too restrictive, because it limits us to 
a dual pair of intensional operators. We could extend it in the obvious way, by 
allowing a family of dual pairs, each with its own accessibility relation. This is 
better but still not truly general because, as Scott [28] and others have pointed out, 
there are many natural intensional operators that cannot be defined in terms of an 
accessibility relation alone. Since we would like to develop a language-independent 
theory for intensional logic programming languages, there is no reason why we 
should restrict ourselves to those logics for which a Kripke-style semantics is 
possible. 
There are more general approaches to the semantics of intensional logic, 
including the “neighborhood” semantics of Scott [28] and Montague [20]. For a 
detailed exposition of more general approaches and their relative strengths, we 
refer the reader to the literature (see [39] and [8]). Neighborhood semantics 
provide us with an abstract characterisation of intensional operators which we can 
exploit to explore the properties of intensional ogics under discussion. Later in this 
paper, we will essentially use neighborhood semantics as the basis of our theory, 
but we will also make use of Kripke-style of semantics for illustrative purposes. 
3. INTENSIONAL LOGIC PROGRAMMING 
We start by defining an intensional logic program as a set of intensional Horn 
clauses. The basic building blocks in an intensional logic program are intensional 
units defined inductively as follows: 
l All atomic formulas are intensional units. 
l If A is an intensional unit and v is a unary intensional operator of IL, then 
v A is an intensional unit. 
We adopt the clausal notation [16] for intensional logic programs. All variables 
in an intensional Horn clause are assumed to be universally quantified. For 
convenience, we will use upper-case letters for variables, and lower-case letters for 





An intensional program clause is the universal closure of a clause of the 
form A +-&,...,B,_, (n 2 01, where each Bj and A are intensional units. 
An intensional goal clause is the universal closure of a clause of the form 
+B(),..., B,, _ 1 (n > O), where each Bi is an intensional unit. 
An intensional Horn clause is either an intensional goal clause or an 
intensional program clause. 
UNIFIED THEORY OF INTENSIONAL LOGIC PROGRAMMING 417 
The informal semantics of an intensional program clause A+&. . . , B, _ , is 
defined as follows: at all worlds w E Z’, for each variable assignment, if all of 
B 4-i “,“‘, are true, then A is true. Then an intensional ogic program consists of 
the conjunction of a set of intensional program clauses regarded as axioms true at 
all worlds in Z Intensional goal clauses are also called queries. 
3.1. Chronolog: A Temporal Logic Programming Language 
Temporal logic [25] can be regarded as a special case of intensional ogic where the 
set of possible worlds Z models a collection of moments in time, usually discrete, 
linearly ordered, without a last moment. The temporal logic of the temporal logic 
programming language Chronolog [22, 261 has two temporal operators, first and 
next, which refer to the initial and the next moment in time, respectively. Here 
the set of possible worlds is the set w of natural numbers. 
A temporal interpretation I basically assigns meanings to all elements of the 
language at each moment of time in w. The Kripke-style semantics of the temporal 
operators first and next are defined in terms of the satisfaction relation i= as 
follows. Let R, and R, be the accessibility relations associated with first and 
next. Formally, the semantics of first and next are as follows: 
. k=,,firstA iff k,,,A for all (t,x) ER, 
. I= ,,,nextA iff b ,,,A for all (t, X) E R, 
where A is a formula, I is a temporal interpretation, and t E W. It is not hard to 
see that first and next are the necessity operators corresponding to the 
accessibility relations R,= {(t,O>lr E 01 and R, = ((t, t + l)lr E w). Notice that 
these relations are single valued; they are functions, namely ht.0 and At.t + 1. 
Therefore, the temporal operators first and next are self-dual; for example, 
7first7A cf firstA. 
The following Chronolog program taken from [37] defines the predicate fib 
which is true of t + lth Fibonacci number at time t for all t E w and no other. 
Read all clauses as assertions true at all moments in time. 
first fib(O)+- 
first next fib(l)+ 
next next fib(N) +-next fib(X), fib(Y), N is X+Y 
The first two clauses define the first two Fibonacci numbers as 0 and 1; the last 
clause defines the current Fibonacci number as the sum of the previous two. For 
instance, the answer to the query + first next next fib(X) is a substitution 
instance of the query with x replaced by 1 (at any given moment in time). 
Temporal logic programming has the potential for describing nonterminating 
computations naturally. For instance, a query like + fib (x) may trigger an 
attempt to prove fib (x) at all moments in time, since it is an open-ended query 
and actually stands for an infinite series of closed queries, + first fib ( x ) , 
+ first next fib (x) , and so forth; a closed query being the conjunction of 
formulas of the form first next54 where A is an atom and next" represents II 
successive applications of next. The answers to the original query are those 
answers to closed queries obtained from it. 
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The following program adapted from [30] in Concurrent Prolog defines the 
predicate fib as true of the infinite list of all Fibonacci numbers. 
fib([O,l(Ll)+fibtest([O,l\L]) 
fibtest([X,Y,ZIL])+Z is X+Y, fibtest([Y,ZIL]) 
As mentioned in [35], the least Herbrand model of such a program is empty, and 
the intended meaning of the program could be modeled by the greatest tixpoint 
semantics. On the other hand, the minimum temporal Herbrand model [22] of the 
corresponding Chronolog program is exactly what we wanted in the first place. 
3.2. A Spatial Logic Programming Language 
We now introduce another ILP language, which is based on a two-dimensional 
(spatial) logic. The underlying logic has _Y XZ as the set of possible worlds 2, 
where 5 is the set of integers, and six intensional operators. We regard 3 X27 as 
a collection of (x, y)-coordinates of a plane (or grid) with an absolute reference 
point (0,O) which is analogous of 0 in the temporal logic of Chronolog. 
Intensional (spatial) operators are side, edge, north, south, west and 
east. The informal semantics of these operators are given as follows: let A be a 
formula, (x, y) E ??/ and I be a spatial interpretation. A spatial interpretation 
assigns meanings to all elements of the language at all spatial points. Any formula 
of the form s ideA is true in Z at ( x, y ) iff A is true in I at (0, y ). Any formula of 
the form westA is true in I at (x, y) iff A is true in I at (x - 1,~). Any formula 
of the form eastA is true in Z at (x, y) iff A is true in Z at (x + 1,~). Similarly, 
the operators edge, north and south operate on the y coordinate of a given 
world. 
We now give an example of spatial logic programming which defines the 
predicate Pascal. Read all clauses as assertions true at all points in the two- 
dimensional space. 
side edge pascal(1) + 
side Pascal(X) +-side north pascal(X) 
edge pascal(X)+edge west pascal(X) 
Pascal(X)+-north Pascal(Y), west pascal(Z), X is Y+Z 
If these are the only axioms for the Pascal predicate, Pascal’s triangle is 
constructed on the south-east quadrant, whose apex is at (O,O), i.e., at (O,O), 
Pascal ( 1) is true (from the first clause). Figure 1 shows an approximate graphic 
representation of Pascal’s triangle as specified by the Pascal predicate. 
This spatial language is in fact more expressive (powerful) than the temporal 
language Chronolog, because any Chronolog program can be rewritten as a spatial 
program by replacing all temporal operators by their spatial counterparts over one 
of the spatial dimensions. 
3.3. A Three-Dimensional Logic Programming Language 
Let us combine the two languages we have introduced in the preceding sections to 
obtain a (three-dimensional) ILP language [23]. The underlying logic now incorpo- 
rates %X2? X o as the set of possible worlds ?Y and employs all the intensional 
operators defined previously. A triple (x, y, z) E 2 is interpreted as representing 
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FIGURE 1. Pascal’s triangle on the 
1 2 3 4 south-east quadrant. 
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the coordinates of some world, the first two of which refer to the location of the 
world on a plane and the last coordinate refers to a moment in time. Of course, all 
intensional operators work on their respective coordinates. 
Now we will give an example of three-dimensional intensional logic program- 
ming from [23]. Perhaps Conway’s game of life is one of the best examples which 
include relative references to the neighbors of a point in space at different 
moments in time. The game involves a (possibly infinite) plane divided into grids. 
Inside each grid (or cell) resides an organism that may become alive or dead 
depending on the status of its immediate neighbors in the surrounding cells on the 
plane. The game starts with an initial configuration on the plane in which some of 
the organisms are alive. 
Supposing the initial configuration is defined elsewhere, the following program 
describes all relationships and state changes in the game. 
next orqanism(alive)+-neighbors(L), count_alive(L,2) 
next organlsm(alive)+ 
organism(alive), Eeighbors(L), coun&alive(L,3) 
next organism(dead) +neighbors(L), lonely(L) 
next organism(dead) +neighbors(L), overcrowded(L) 
next organism(dead) + 
organism(dead), neighbors(L), count_alive(L,3) 
neighbors( [X1,X2,X3,X4,X5,X6,X7,X8]) + 
north west organism(Xl), north organism(X2), 
north east organism(X3), east organism(X4), 
south east organism(Xi), south organism(Xb), 
south west organism(X7), west organism(X8) 
lonely(L)+count-alive(L,X), X<2 
overcrcwdefi(L)*couct-alive(L,X),X>3 
count-aiive([], 0) i- 
co~rlt-ali-~e(iaiivelL:,r;) *count-alive(L,X), N is X+1 
coLtnt-ali~ei[deadlL;,):) +count-alive(L,X) 
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Read all clauses as assertions true at all worlds. We will briefly explain what the 
first six clauses mean. The first clause says that an organism will become alive at 
the next moment if exactly two of its neighbors are alive at the current moment no 
matter if the organism itself is alive or dead. This clause also covers the case where 
the birth of an organism will occur at the next moment if it is dead and exactly two 
of its neighbors are alive at the current moment. The second clause says that an 
alive organism will continue to live at the next moment if exactly three of its 
neighbors are alive at the current moment. The next two clauses state that an 
organism will become dead at the next moment if it is lonely (less than two 
neighbors are alive) or the surrounding area is overcrowded (more than three 
neighbors are alive). The fifth clause says that an organism will stay dead if it is 
already dead and has exactly three alive neighbors. The sixth clause simply bundles 
up the status of the neighbors of a given cell in a list for further use. The rest of 
the clauses define some auxiliary predicates. According to the program, note that 
atanyworld exactly one of the atoms organism(alive) and organism(dead) 
is true. 
4. INTENSIONAL SEMANTICS 
This section lays down the groundwork for a language-independent model- 
theoretical investigation of intensional logic programming. As mentioned before, 
we will adopt the more general semantics of intensional operators of Scott [28] and 
Montague [20] instead of Kripke’s. This is because we would like our theory to be 
general enough to apply intensional logics for which a Kripke-style of semantics is 
not possible. Moreover, Scott-Montague semantics will provide us with an abstract 
characterisation of intensional logic, according to which intensional operators 
receive a denotation reflecting the mathematical properties of the intensional logic 
under discussion. 
Let us call the intensional language under discussion IL. Let 11 All’ denote the 
meaning of a formula A of the language in some intensional intepretation I. As A 
may have different values at different possible worlds, II All’ is really a function, i.e., 
IIA]i’ E [%+ 21 where 2 = (0, l} and the set of all functions from %( into 2 is 
denoted by [V/-2]. We write 0 for false and 1 for true. IlAJl’ is also called an 
intension which, given an element w E %‘, returns the extension (0 or 1) of A at w. 
Note that 11 AlI’ can also be viewed as a subset of ZY, whose elements are all the 
possible worlds at which A is true, i.e., IIAll’ = {w E ~1 K ,,,A). 
Note that [%+2], or equivalently PC%> together with the usual set operations 
and a complementation operation relative to P(V), is a complete Boolean algebra 
denoted by (P(%;c>, 0, FY, 7, n , U >. Here 7 is the complementation operation. 
We also have that PC%) is a complete lattice denoted by (P(Y), c >. 
4.1. Semantics of Intensional Operators 
Intensional operators take formulas as their arguments, and the denotations of 
formulas are intensions. If v is a unary operator of IL, its denotation is a function 
in [P(%/)&P(%)] [28]. Then the definitions of the satisfaction relation F can be 
extended to assign meanings to formulas of the form v A as follows. 
UNIFIED THEORY OF INTENSIONAL LOGIC PROGRAMMING 421 
Definition 4. I. Let v be a unary intensional operator of IL and II v II= 0 for some 
element 0 E [P(Y) ---) P(P)]. Then the semantics of the formulas of the form 
v A are given by the following: 
k ,,w v A i.w E IIV ll(llAll’), 
where I is an intensional interpretation 
It is easy to see that this approach 
operators. Suppose R is an accessibility 
and w E Y%. 
allows us to formalize traditional modal 
relation and that we wish q and 0 to be 
the necessity and possibility operations associated with R. Let I be an intensional 
interpretation. If we set 
Il0ll(ll~ll’) = (w E %I I= ,,$JA} 
= {w E gl k ,,,A for some (w,u) E R) 
= (w E %IVE IlAll’ for some (w,v> E R}. 
We have that I/All’ E P(%). Therefore, the function 11011 can be obtained from the 
above expression by lambda abstraction: 
~~O~l=hX.{w~~~/lv~Xforsome(w,u)~R}. 
The function 110 /I can be formed in a similar fashion. We omit the details. 
I/O~I=hX.(w~~/lu~Xforall(w,u)~R}. 
For modal logic S5 in which case R = %!x %!, the definitions of 110 11 and /(Olj can 
be simplified further: 
II011 = AX. 0 ifX=0 
%’ otherwise. 
We will now construct the denotations of the temporal operators first and 
next. Consider the semantics of a formula of the form f irstA in a temporal 
interpretation 1. Then, from the definition of the satisfaction relation k, the 
function I(f irst II can be obtained as follows. 
j/firstil(/lAjl’) = {t E WI ti ,,lf irstA) 
= {t E WI I= ,,,A for all (t,x> E Rr) 
= (t E ~10 E II All’}, since Rf is functional and x = 0. 
We can now obtain the function I/first 1) by lambda abstraction. 
Ilfirstll=hX.{tEw/OEX). 
Similarly, the function //next11 can be formed as I/next)1 = AX.{t E wit + 1 EX). 
4.2. Neighborhood Semantics 
Suppose v is an intensional operator of IL. Then 110 II = 0 E [P(Y)+P(Y/)I. 
Associate with 0 an indexed family of subsets of P(%) by the following: let 
01, = {X E P(?~c)lw E O(X)} for any w E Z. In other words, 01, consists of sets of 
“neighborhoods” of w with respect to 0. Note that w is not necessarily a member 
of each of these neighborhoods. Let A be a formula of IL, I be an intensional 
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interpretation of IL, and w E 2Z. Then the meaning of a formula of the form v A 
at w in I can be defined as follows: 
k= ,,W v A iff IIAll’ E 01,. 
The above statement says that v A is true at w in I just in case the set of worlds 
at which A is true in I is one of the neighborhoods of w with respect to 0. This 
approach is called neighbor!zood semantics and it is attributed to Scott [28] and 
Montague [20]. 
For instance, consider the temporal operator next. Then the corresponding 
indexed family for ]I next11 can be defined as follows. For all t E w, 
(Il~extll)I,=(X~P(w)l~~IlnextII(X)} 
= {X E P( w)I t + 1 E X} , by the definition of llnext 11. 
Given an element 0 E [ P(zY/)+P(z)], we have described how to obtain the 
corresponding indexed family of neighborhoods. We can go in the opposite 
direction as well. Let {NW],+ t Y, be an indexed family of neighborhoods where for all 
w E %,A$ E P(P(Y/)). Then an element 0 E [P(%)-+P(g/)l that corresponds to 
the family can be obtained as follows: 
Therefore, both of the approaches lead to the same semantics. 
In the examples given above, we employed accessibility relations and the 
satisfaction relation k to obtain the denotations of certain intensional operators 
in terms of neighborhood semantics. This in no way suggests that neighborhood 
semantics is equivalent to Kripke-style of semantics for intensional logic. In fact, as 
van Benthem [32] points out, Kripke-style of semantics based on accessibility 
relations may be cast as neighborhood semantics, but not conversely. 
4.3. Properties of Intensional Operators 
We will investigate several properties of intensional operators. These properties 
will be used later to impose restrictions on intensional logic programming lan- 
guages. Note that some of the following results appeared in [23] and 1241 where the 
foundations of a language-independent theory for intensional logic programming 
were originally outlined. 
Our first requirement of an intensional operator of IL is that its denotation be 
monotonic. Monotonicity simply implies that if we know more information about 
the argument of a function, we shall know no less about the result. 
Definition 4.2. Let 0 E [ P(sv)+P(z)]. We say that 0 is monotonic iff for all X 
and YE P(Z), XL Y implies O(X) c WY). 
The denotation of negation )I7 II is not monotonic. Indeed, given an element X 
of P(Y), II7 II returns the complement of X with respect to Z. It can be verified 
that the denotations of temporal operators first and next are both monotonic, 
and so are those of modal 0 and 0. 
Monotonicity has some consequences in the neighborhood semantics. It can be 
shown that, for a given unary monotonic function 0, the neighborhoods of any 
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w E % with respect to 0, are closed under superset relation (also called “supple- 
mented” in the terminology of Chellas [9]>. 
We also need a property to ensure that if d is an operator of IL with the 
property, then any formula of the form v A is guaranteed to have a model. 
Monotonicity is not enough for this purpose. Suppose start is a unary temporal 
operator where K ,,r start,4 iff t = 0 and OEJIAJI’. The function I(startl)E 
[P(o) --, P(w)] is AX.{0 10 E X). It can be shown that I/start II is monotonic, but 
any formula of the form start,4 does not have any temporal model. 
Below is the formal definition of the property of uniuersalify. 
Definition 4.3. Let 0 E [P(FY)-+P(%)I. We say that 0 is universal iff for some 
x E PGYC), O(X) = %. 
Clearly llstartll is not universal. Since Ilf irstll({O}) = 0, Ilf irstl) is an example 
of universal functions. 
Let 0 E [P(g) + P(Z)]. When 0 is both universal and monotonic, we can 
obtain a stronger condition which says 0 turns universal truth into universal truth. 
Lemma 4.1. Let 0 E [P(z/)*P(Z)]. Zf 0 is universal and monotonic, then O(g) = 
Y, i.e., FY’E 01, for all w E Z!. 
The following axiom related to the temporal operator first states that first 
can be distributed over conjunction, and initial truths can be conjoined: 
first(AAB)++(firstA A firstB). 
We need to encapsulate a similar property but at a more general and semantic 
level. Van Benthem [32] has introduced a similar notion of conjunctivity related to 
the necessity operator •I to study the conditions under which a neighborhood 
semantics may be replaced by a Kripke semantics. 
Below is the formal definition of the property of conjunctiuity. 
Definition 4.4. Let 0 E [P(zY/)+P(%~)I. We say that 0 is conjunctive iff for all 
{XJaE, EP(P(U), @(ll,,,X,)= l-l,,,@<X,). 
Conjunctivity captures the following property besides monotonicity. Recall that 
for any tE w, (llfirstll)l,={XEP(w)IOEX). Then 10) is the least element in 
(Ilfirstjl>l,, and, in fact, is the intersection of all elements of (Ilfirstll>l,. In 
other words, (IIf irst 11) If is closed under intersection and therefore, it contains a 
least element. This intersective property is what we are after. 
Lemma 4.2. Let 0 E [PC%/)+ P(%/)l. 0 is conjunctive iff 0 is monotonic and for all 
w E F?//, 0 I ,+, # 0 implies that 0 I ,+ is closed under intersection. 
PROOF. Suppose 0 is conjunctive. The monotonicity of 0 is trivially implied by the 
conjunctivity of 0. As for the intersective property, pick any subset S of a 
nonempty @I,. Then for any member S, of the subset, we have that w E O(S,), 
which implies that w E fl ,O(S,). But then the conjunctivity of 0 implies that 
w E O( f?S>, and hence nS E @I,. Conversely, suppose 0 is monotonic and has 
the intersective property. The monotonicity of 0 implies one-half of the con- 
junctivity of 0. The intersective property provides the other half. We omit the 
details. q 
424 MEHMET A. ORGUN AND WILLIAM W. WADGE 
The denotation of the S5 possibility operator 11011 is monotonic but not conjunc- 
tive. Consider the indexed family of subsets of P(Z) associated with IlOll, i.e., for 
all w E Z!, 
Then for any w E Z, (IlOll>J, is not closed under intersection. The denotation of 
the S5 necessity operator 110 II is conjunctive and, in fact, for any w E z!, (110 [I)[,,, = 
(N. 
Let v be an intensional operator of IL. Then the value of a formula of the 
form v A at a given world w may depend on the extensions of A at a set of 
worlds, possibly including w. If this set happens to be infinite, any machinery to 
prove v A at w may fail to terminate because A needs to be proved at all worlds 
in the set. Therefore, for practical reasons, another property is necessary to filter 
out such kind of intensional operators. Yaghi [40] investigated a similar property 
for the operators of the dataflow language Lucid [38]; Fitting [ll] introduced the 
same notion to modular logic programming. 
Below is the formal definition of finituriness (called compactness in Fitting’s 
work). 
Definition 4.5. Let 0 E [ P(%)-+P(Vc)]. 0 is finitary iff for all X E P(Z!) and for all 
w E Z, w f O(X) implies w f O(S) for some finite S CX. 
Intuitively, this definition means that we can verify that w E O(X) by only 
referring to a finite subset of X. For instance, consider IIf irstll and llnextll. Let 
t E w and XE P(o). If t E llf irs t II(X), then it must be the case that 0 E X and 
t E Ilf irstll((O)>. It follows that Ilf irstll is finitary. Similarly, we can show that 
llnextll is finitary as well. 
As for S5 necessity 0, we have that w E 110 I/(X> for any w E %! iff X= P; thus 
110 II is not finitary. But IlOll is finitary, since w E IlOll implies that for any 
z E x, w E Ilollw>. 
Monotonic and fmitary functions are generally called continuous in the litera- 
ture [ll, 311. In the programming language semantics, computable functions are 
identified with continuous functions. Here we will adopt the following definition of 
continuity. 
Definition 4.6. Let 0 E [P(%)-+P(?Y/)]. We say that 0 is continuous iff for all 
chains (X,,),,,, overP(~),U..,~(X,)=O(U.,,X,). 
The following theorem establishes the connection between continuity and 
monotonicity combined with finitariness. We omit the proof of this theorem, 
because it is very similar to that of an analogous theorem in the programming 
language semantics. Yaghi [401 in fact proved a similar theorem for the operators 
of the dataflow language Lucid. 
Theorem 4.1. Let 0 E [ P( Z!)” + P( %,)I. Then 0 is continuous iff it is monotonic and 
finitaly. 
Consider the S5 necessity operator 0. Since II 0 II is not finitary, it fails to be 
continuous. Indeed, II •I II does not satisfy the definition of continuity. Let CC,,),, E w 
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= (Oa,I~,,l,I~,,~,l,{~,,~l,~~l,. . . ) be an cuchain of elements of P(Z) where 
U ,l t ,C, = 2Y. For any n E w, 110 Il(C,> = 0. Then 110 II(l_l n E ,C,) = 2Y/, but 
U nE Jo KC,) = 0. 
4.4. Monotonic Formulas as Intensional Operators 
It is a common practice in logic for new operators to be introduced in a language 
by considering formulas as the definitions of operators in terms of already available 
ones. For instance, disjunction V can be defined as A V B =def -T ( 7 A A 7 B). 
Similarly, the possibility operator 0 can be defined as OA =dL’f 7 0 1 A. As an 
alternative, we can directly extend the underlying language with extra (intensional) 
operators. In the first case, the denotation of a defined intensional operator can be 
obtained from the denotations of those operators used in the definition. In the 
second case, we explicitly specify the denotations of the extra intensional operators 
as elements of [P(Z!+P(%l]. 
In particular, we can directly define the semantics of 7 and A as follows: 
l I= ,lwA A B iff w E IIAll’n IlBII’ 
where I is an intensional interpretation and w E %. We will also regard disjunction 
as part of the language whose denotation corresponds to set union. We will use 
negation, conjunction and disjunction as primitives along with other intensional 
operators available in the language to define new intensional operators. 
Consider the underlying temporal language of Chronolog and a formula of the 
form A A nextA A ..* Anext"-' A where A is any formula. We denote this 
formula as A ,E,pext'A. Then a new unary temporal operator, say [nl, can be 
defined as follows 
[ n]A =de,Art ,next'A, 
where A is a propositional variable, i.e., a place-holder for formulas. Then any 
formula of the form [nlB would be regarded as a formula obtained from the 
definition of [nl by substituting B for A. Equivalently, we can specify the denota- 
tion of [n] as an element of 0 E [P(Y/)+P(Z/)] as follows: 
Il[n]ll( X) = n 1 E .Ilnext lli( X). 
Here Ilnextll' is the i-fold composition of /next/l. Note that llnextll" = AX.X. 
We will consider, as defining formulas for new operators, monotonic formulas of 
one propositional variable. Monotonic formulas with one propositional variable 
correspond to unary monotonic functions, but not conversely. We can pick a 
monotonic formula of IL and treat it as the definition of a new intensional 
operator v , or, equivalently, we can compose a new function 0 in terms of unions, 
intersections, compositions of given functions, and enrich IL with a new symbol v 
by letting /Iv II = 0. 
The properties of functions involved in the definitions of new functions are 
preserved under certain restrictions. The following lemma shows that functions 
composed out of monotonic functions are monotonic as well. 
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Lemma 4.3. Any function 0 in [P(%)+P(%)], defined in terms of unions, intersec- 
tions, monotonic functions and compositions of such functions, is monotonic. 
The following lemma states that universality is preserved for functions com- 
posed out of unions, intersections, and universal and monotonic functions. Both 
monotonicity and universality are needed for this lemma. Suppose 0 = AX.‘%; then 
IIT Ilo 0 is not universal, even though 0 and IIT II are. 
Lemma 4.4. Any function 0 in [ P(%/)+P(Z)], defined in terms of unions, intersec- 
tions, universal and monotonic functions, and compositions of such functions, is 
universal. 
We also have the following two lemmas. 
Lemma 4.5. Any function 0 in [P(g)+ P(%zc)], defined in terms of unions, intersec- 
tions, monotonic and jinitay functions, and compositions of such fimctions, is 
jinita y. 
Lemma 4.6. Any function 0 in [P(Z)+ P( Z)], dejined in terms of intersections, 
conjunctive functions and compositions of such functions, is conjunctive. 
In summary, the definition of the satisfaction relation F can be extended in at 
least two different ways: if we consider [nl as part of the language, then ll[nlll = 0 
for a particular 0 E [ P( OJ)--) P( o)] and 
b ,,,[n]A iff r E O(llAlll), 
where I is a temporal interpretation and t E w. If we regard [n] as a defined 
operator, the semantics of [n]A somewhat reads differently. 
k ,,,[n]A iff t E rl iEnllnextlli(llAll’). 
Technically, both of these definitions lead to a logic with the same expressive 
power. However, in the first case, [n]B is a formula of the language, where [n] is 
applied to two arguments, whereas in the second case, [n]B refers to the defining 
formula of [n] with A substituted by B. But again, from a model-theoretical point 
of view, there is no difference. Segerberg [29] presents a thorough discussion on 
this topic. 
5. MODELS OF INTENSIONAL LOGIC PROGRAMS 
In this section, we will develop a language-independent, model-theoretic semantics 
of intensional logic programs along the lines of van Emden-Kowalski 1341. Van 
Emden and Kowalski showed that the family of Herbrand models of a given logic 
program is nonempty and closed under intersection; thus the least Herbrand model 
of the program exists and it consists of the ground atomic consequences of the 
program. We will extend their result to intensional logic programming. However, 
we will not focus on any particular ILP language. From here on, unless otherwise 
stated, we assume that all (intensional) operators that can be used in intensional 
logic programs have the properties formulated in the previous section. In other 
words, if v is an operator of the language, its denotation is universal, monotonic, 
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conjunctive and finitary. Therefore, IL is not just an arbitrary intensional logic, 
rather a logic with these constraints. The following results rely on this assumption. 
The basic building blocks in an intensional logic program are now monotonic 
formulas, which we call intensional units in this context. In the previous section, we 
have shown that monotonic formulas in one propositional variable can be consid- 
ered as the definitions of new intensional operators. Then intensional units that 
appear in the programs may be regarded as the applications of such defined 
operators to some other intensional units. 
5.1. Intensional Herbrand Interpretations 
We understand an intensional logic program 9 in terms of intensional interpreta- 
tions as follows: 9 is true in an intensional interpretation I iff all clauses in 9 are 
true in I. A clause is true in I iff it is true in Z at all worlds in %. 
Definition 5.1. Let Z be an intensional interpretation of IL. Then Z is a model of 
9 iff Z is a model for each clause C ~9, that is, b ,9 iff for all C E 9, K ,C. 
We call ground atomic formulas intensional ground atoms. Let 9 be an 
intensional logic program. Then the intensional Herbrand universe U, of 9’ is the 
set of all ground terms that can be constructed from the function symbols and 
constants that appear in 9’. The intensional Herbrand base B,, of 9 is the set of 
all intensional ground atoms that can be constructed from the predicate symbols 
that appear in 9 with ground terms from U, as arguments. 
Intensional Herbrand interpretations of 9 have U, as their domain. If Z is an 
intensional Herbrand interpretation, it satisfies the condition that for all e E U,, 
Z(e) = e. Then Z can be identified with a function H which assigns to each 
intensional ground atom p(e,,, . . . , e, _ , > E B,, an element of Z’(P) by the follow- 
ing. 
(e 03...,en-l) El(p)(w) iff WEIIp(e,,,...,e,_,)lIH. 
We say that H is a model of 9, in notation g H9, iff K ,9 for any Z 
corresponding to H. 
From here on, we will use these two dual notions of an intensional Herbrand 
interpretation interchangeably. We also say that a clause is true in an intensional 
Herbrand interpretation Z iff all of its ground instances are true in Z at all possible 
worlds. 
We now define an ordering relation on intensional Herbrand interpretations. 
Let %9d) denote the set of intensional Herbrand interpretations of an intensional 
logic program 9. 
Definition 5.2. Let Z and J ~S7(9). Then Z&J iff ((A((’ G ((A((J for all A E B,. 
Note that (fl9’), c> is a complete lattice induced by the complete lattice of 
(P(?Y;/), c>. We also have that 9’(P) is in fact a complete Boolean algebra induced 
by the complete Boolean algebra of P(V). 
The following two lemmas justify that intensional Herbrand interpretations are 
sufficient for proving the unsatisfiability of a set of intensional Horn clauses. 
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Lemma 5.1. Let S be a set of intensional Horn clauses and suppose S has an 
intensional model. Then S has an intensional Herbrand model. 
Lemma 5.2. Let 9 be an intensional logic program and A be an intensional unit, 
where all the atomic formulas that appear in A are in B,+,. Then 9 U { 1 A) is 
unsatisfiable in any intensional model of 9 iff no intensional Herbrand model of 9 
satisfies 9 u { 7 A}. 
5.2. Model- Theoretic Semantics 
Intensional logic programs have models under monotonicity and universality con- 
straints. Consider negation whose denotation is not monotonic: 117 11 = AX. -J X. 
But II 7 11 is universal, since I( 7 11(0) = Z. If any such operator is used in the head of 
any clause of an intensional logic program 9, 9 in general may not even be 
consistent. 
Lemma 5.3. Let 9 be an intensional logic program, and HP denote ~~99’). Then 
H,ip is a model of 9, i.e., k n,+.9. 
PROOF. We have that for all A E B,9, II AlIn” = %. Consider any ground instance of 
any clause in 9 and let A+B,,..., B, be one such ground instance. Here A is of 
the form v A, where v is a sequence of intensional operators. Let II v II = 0 for 
some element 0 of [ P(%!)+P(iV)]. We have that 0 is universal and monotonic by 
Lemmas 4.3 and 4.4. We also know that for any FE BY, IIFIIn” = Z by construc- 
tion, therefore, for all w E %‘, w E 11 v AlI H+ iff w E @(I1 AlIn”) iff w E O(Y). Then 
by Lemma 4.1, O(Y) = ?Y, therefore the ground instance must be true at w. Thus 
E FH,+ A + B,, . _ . , B, for any ground instance of any clause in 9, which implies 
that b H,+9D. q 
Suppose start were a temporal operator of Chronolog. The lemma given 
above would not be valid for the single line program 9 = (start p +) as we know 
that listart II is not universal. In fact, 9 has no temporal Herbrand models. 
Conjunctivity is related to the model intersection property: 
Lemma 5.4. Let 9 be an intensional logic program. Let A E BL9 and v be an 
intensional operator where II v II = 0 is universal and conjunctive. Let M = (I,), E .~ 
be a family of intensional Herbrand interpretations of 9, where for all I, E M, k t,, 
v A. Then k n M v A. 
PROOF. Since 0 is universal and conjunctive, for all w E Z, 01, # 0 by Lemma 4.1 
and n@/, E 01, by Lemma 4.2. Given for any w E FY and for any Z, EM, 
IIAll’- E @I,,,, we have that IIAllnM = n OIE sllAIl’fV E @I,, because 01, is closed 
under intersection by Lemma 4.2. But this means that flM is a model as well. 0 
The family of models of a formula of the form OA is not closed under 
n-intersection where 0 is the S5 possibility operator. Indeed, take all models 
which assign a different singleton set to A, then the denotation of A in the 
fl-intersection is the empty set. 
The following lemma states that the model n-intersection property smoothly 
extends to a family of intensional Herbrand models of an intensional logic 
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program. The proof of the lemma is along the lines of that of classical logic 
programming, the difference being that we now have to use the properties of 
monotonic&y and conjunctivity in the proof. 
Lemma 5.5. Let 9 be an intensional logic program and M = (I,), t s be a nonempty 
family of intensional Herbrand models of 9. Then n M is an intensional Herbrand 
model of 9, i.e., k n ,,,,.9’. 
PROOF. Suppose nM is not a model of 9. Then there is a ground instance of an 
intensional clause in 9 of the form A + B,, . . . , B, _ , which is false in n M at 
some w E ZY. That means all B,‘s are true, but A is false in n M at w. Since all Bj’s 
are true at w in nM and all the intensional operators in B,‘s have the monotonic- 
ity property, it must be the case that all B,‘s are true at w in all Z, EM. This 
implies that A must be true at w in all Z, E M. Then A is true in nM at w by 
Lemma 5.4, which is a contradiction to the assumption that nM is not a model 
of 9. 0 
Let 9 = {Op -} be an intensional logic program where 0 is the S.5 possibility 
operator. It can be verified that the model n-intersection property does not hold 
for 9, since Lemma 5.4 no longer applies for Op. 
The following theorem states that there is a model of an intensional logic 
program called the minimum intensional Herbrand model, which as far as declara- 
tive semantics is concerned, is all we need to know about the program. The 
theorem follows from Lemmas 5.3 and 5.5. 
Theorem 5.1. Every intensional logic program 9 has a 5 -minimum intensional 
Herbrand model M,9, which is the n -intersection of all intensional Herbrand models 
of 9. 
The theorem given below characterizes logical consequences of intensional logic 
programs as formulas of the form v A. Note that 11 v II is universal, monotonic, and 
finitary, but does not have to be conjunctive. The proof of the following theorem is 
quite similar to that of an analogous theorem for classical logic programming. 
Theorem 5.2. Let 9 be an intensional logic program and A E B,,. Then v A is a 
logical consequence of 9 iff 9 K M,, v A. 
5.3. The Fivpoint Semantics of Intensional Logic Programs 
The continuous mapping T9 originally given in [341 provides the basis for fixpoint 
semantics and therefore establishes the connection between the model-theoretic 
and operational semantics of logic programs. The major result of the fixpoint 
theory of logic programs is that the prefixpoints of the mapping T9 are models of a 
logic program 9 and Ifp(T,) = T9 T w = M9. We will generalise this result to 
intensional logic programming. 
Let 9 be an intensional logic program and H E~C~D) be an intensional 
Herbrand interpretation. Let T9 E [Y(9) +sT(9a)l where we want T,(H) to be an 
intensional Herbrand interpretation satisfying the model-theoretical condition given 
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below: for all w E %!/, 
w E IIAJp(H) iff w E IIB,IIH for all i En, 
where A-B ,,,..., B,_, is a ground instance of some clause in 9’. However, this 
condition does not explicitly specify what the intensions assigned to ground 
intensional atoms in BP should be. 
The major problem in defining T9 is that intensional operators may appear in 
the heads of program clauses in 9’. Here A may be an intensional unit of the form 
v B where B E B9. Therefore we must elaborate what T,(H) assigns to B. In 
case v is the empty sequence, we have that IIv II = hX.X. Let 0 = IJv II for 
universal and conjunctive 0. For any given conjunctive 0 and for any w E Y/, we 
call n 01, the cluster of @I,, i.e., the least element in 01,. Then the following is 
the formal definition of the mapping T9. 
Definition 5.3. Let 9 be an intensional logic program and H be an intensional 
Herbrand intepretation of 9’. Then T,(H) is an intensional Herbrand interpre- 
tation defined as follows: for all A E B,, 
IIAII T*(H)= u(Xlv A +-B, ,,..., B,_, is a ground instance of some clause in 9, 
We will illustrate the importance of constraints on intensional operators in the 
fixpoint theory of intensional logic programs. If I/v II = 0 is not conjunctive, then 
the cluster of 01, for some w E Z is not an element of 01,. Consider the 
following intensional logic program: 9 = (Op +}. Let H* denote nfl9). We 
have that for all A E B,9, IIAIIH@ = 0 and nIlOIl I,,, = 0 for all w E Z. Then 
T,(H& = H,, which means that H, is a fixpoint of T,; indeed, the least one, and 
yet it is not a model of PO! Similar anomalies occur when II v 1) is not universal. 
The mapping TP shares the properties of that of classical logical programs [17, 
341 and that of multiple-valued logic programming [7, 121. We will first show that 
T9 is continuous. 
Lemma 5.6. Let .9 be an intensional logic program. Then T9 is continuous, that is, 
for any chain C = CC,), t w of intensional Herbrand interpretations of 9, 
T,(u nE,cJ= kmJxl). 
PROOF. We proceed as follows: for all A E B,p and w E V,w E l(A(lTr(uC) 
iff for some ground instance v A+ B,,, . . , B,,_ , of some clause in 9, w E 
nllv II I,, for some UE %, where UE [lB,ll UC for all i in 
iff for some C, E C, UE IIBillc“ for all i in, since the denotations of all 
intensional operators that appear in 9 are continuous 
iff w E 11 A(IT”(‘,,) 
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Lemma 5.6 fails for the following intensional logic program in which 0 is the S.5 
necessity operator: 9 = {p(a) t q q(a), q(x) +- }. Pick an w-chain (C, ), E w = 
(C”,C,,... ) of intensional Herbrand interpretations of 9 where each C, is 
defined as follows: IIp(a)llc*z = 0 and Ils(a)llc8 = (wo,w,, . . . , wn- ,I G 2Y. Then 
Ils(a)ll u’,, J,: = 9, which implies that IIp(a>IIr,+( “lt *c,J) = Z!‘, but IIp(a)ll “lE ‘ur,‘cc~~I = 
0. Therefore, T9 is not continuous. Similarly, the continuity of T9 fails if 
intensional operators whose denotations are nonmonotonic are used in intensional 
logic programs. This fact is also noted in 1171 for logic programs with negation. 
The following lemma characterises intensional Herbrand models of 9 in terms 
of T9. The lemma fails if conjunctivity, and universality constraints are not 
satisfied. 
Lemma 5.7. Let 9 be an intensional logic program. Let I be an intensional Herbrand 
intepretation of 9. Then I is a model of 9 iff TJ I) c I. 
The following theorem gives the fixpoint characterisation of the minimum 
intensional Herbrand model of an intensional logic program 9’. 
Theorem 5.3. Let 9 be an intensional logic program. Then lfp(&) = i’Y@ t w = M+ 
provided that all (intensional) operators have the properties, that is, the denotations 
of intensional operators are universal, monotonic, finitary and conjunctive. 
PROOF. Suppose all (intensional) operators have the properties. Since iry, is contin- 
uous by Lemma 5.6, it follows that the closure ordinal of T9 is 5 w. Thus the least 
fixpoint of T,, Ifp(T,) = T9 t w. We also have that IV, = fl{IlT,(I)cI} by 
Lemma 5.7 and Theorem 5.1. By a version of Knaster-Tarski fixpoint theorem [17], 
Ifp(T9) = fl{Il~JI) c I). Therefore, Ifp(T?) = T9 t w =MP. q 
6. APPLYING THE THEORY 
We have shown that each constraint on intensional operators has model-theoreti- 
cal consequences on the semantics of ILP. However, it is possible to relax some of 
these constraints, because we do not need all of them to prove each theorem, 
except monotonicity. Finitariness is not needed for intensional operators used in 
the heads of intensional program clauses. Conjunctivity and universality are not 
needed for intensional operators used in the bodies of intensional program clauses. 
We can now formulate the following theorem: 
Theorem 6.1. Let 9 be an intensional logic program. Then 9 has the minimum 
model property which can also be characterised by the least fixpoint of the mapping 
TC9 prorided that the denotations of all (intensional) operators that appear in the 
heads of the clauses in 9 are universal, monotonic and conjunctive, and the 
denotations of all (intensional) operators that appear in the bodies of the clauses in 
9 are monotonic and finitary. 
PROOF. We will outline an informal proof without any details. If all the intensional 
operators appearing in the heads have monotonicity and universality properties, 
the model existence lemma (Lemma 5.3) holds for 9. To prove that the model- 
intersection property (Lemma 5.5) holds for 9, we need to use monotonicity for all 
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intensional operators in 9, and conjunctivity for the intensional operators appear- 
ing in the heads. Then the minimum model semantics for 9 follows. As for the 
fixpoint semantics, we need to use monotonicity, universality, and conjunctivity 
for the intensional operators appearing in the heads, and monotonicity and fin- 
itariness, that is, continuity, for the intensional operators appearing in the 
bodies. 0 
In short, the precondition of the theorem is sufficient to prove individual 
theorems about intensional ogic programs, as can be seen from the proofs of the 
results presented in the previous section. Theorem 6.1 can be applied to a variety 
of ILP languages including Chronolog. The temporal operators first and next 
have all the desired properties, therefore Chronolog programs enjoy Theorem 6.1. 
In [22], the declarative semantics of Chronolog programs are defined in terms of 
canonical atoms and temporal Herbrand models. We are also considering an 
extension of Chronolog with negative moments in time. Here % is the set of 
integers, 2, and the underlying language is extended with an extra unary operator 
pre to refer to the previous moment in time. The denotation of pre is given as 
follows: 
It can be shown that llprell has all the desired properties, therefore, temporal logic 
programs in Chronolog with negative time enjoy Theorem 6.1 as well. 
Theorem 6.1 also applies to the spatial and three-dimensional languages de- 
scribed previously, since all intensional operators of these languages have the 
desired properties. As for extensional operators like A and V, II A II = n is 
monotonic, universal, finitary and conjunctive; II v II = u is monotonic, universal 
and finitary but not conjunctive, which means that V cannot be used in the heads 
of intensional program clauses whereas A can be used anywhere in programs. 
6.1. Temporal Logic Programming 
Templog, originally proposed by Abadi and Manna [l], incorporates temporal 
modalities 0 and q as well as next time operator 0, same as next of Chronolog. 
Templog allows monotonic formulas in the bodies of program clauses. Moreover, 
there are two kinds of program clauses in Templog: 
l Permanent clauses of the form IJ(O~C+B,, . . . , B,_ ,) 
l Initial clauses of the form OkC+B,,...,B,_, or q IO~C+B,,...,B,_, 
where all of &...,B,_, are monotonic formulas and C is an atomic formula. 
Initial clauses are interpreted as assertions true at the initial moment in time, 
whereas permanent clauses are true at all moments in time. Therefore, the 
temporal operator first is implicitly available. 
In our approach, the necessity operator 0 is implicit; we regard all program 
clauses as true assertions at all moments in time. Initial clauses in Templog 
programs may be turned into equivalent permanent clauses by applying first to 
the whole clause by the following. Let A +-B,, . . . , B, _ , be an initial clause. If A is 
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of the form q OkC for an atom C, then the corresponding permanent clause is 
OkC +- firstB,,,...,firstB,_,; 
otherwise; it is 
firstOke+ firstB,,,...,firstB,_,. 
It can be shown that this transformation is correct and preserves modelhood. 
Then the next question is if Templog with first enjoys the minimum model 
semantics. The denotations of temporal 0 and 0 are given as: 
It can be shown that temporal Ilo II and ]lOl] share the properties of the denotations 
of S5 modalities 0 and 0. Moreover, Abadi and Manna [l] restrict the use of 0 to 
the bodies of temporal clauses, and q to the heads of temporal clauses. Therefore, 
Theorem 6.1 applies to Templog programs. Baudinet [5, 61 independently devel- 
oped the declarative semantics of Templog programs. 
Temporal Prolog, introduced by Gabbay [13], allows in the heads of the program 
clauses temporal operators such as possible in the future and possible in the past, 
denoted by F and P, and temporal programs may include clauses whose heads 
contain conjunctions of other clauses. Even if we consider Horn clause subsets of 
this language, we have a negative result: Gabbay’s system is not contained in our 
theory; one of the reasons being that llFl[ and IlPll are nonconjunctive, which 
implies that Temporal Prolog does not enjoy Theorem 6.1. 
6.2. Modal Logic Programming 
Molog, proposed by Fariiias de1 Cerro [lo], is a framework for modal logic 
programming. The user fixes the underlying modal logic. In [lo], The Kripke-style 
of semantics of modal operators are defined in terms of the satisfaction relation 
K , and the modal operators are grouped in two categories, universal and existen- 
tial. Furthermore, no constraints are imposed on the use of modal operators. Note 
that q is a universal operator, and 0 is an existential operator. In [31, the 
declarative semantics of a particular instance of Molog is developed in terms of 
trees, and certain transformations on trees. We will summarize some features of 
this language and show that it is contained in the theory. 
In [3], first, a language with modal operators 0 and 0 is described. With 0 
disallowed in the heads and 0 in the bodies of modal clauses, the preconditions of 
Theorem 6.1 are satisfied. Then in order to skolemize the possibility operator, the 
language is enriched with a countable set of modal operators. If (cy > is such an 
operator, then I= ,,w( (Y )A iff b ,,fa(w)A, where f, E [!?+ ~1. The denotations of 
those operators can be obtained as follows: 
IKa>ll= hX.{w 65 Wf,(w) EX}. 
It can be verified that each ]I( a>lI has all the desired properties, therefore, we 
conclude that Theorem 6.1 applies to this particular language. 
InTense, proposed by Mitchell and Faustini [19], supports any finite number of 
temporal and spatial dimensions. Thus a possible world in InTense is a point in a 
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time-space hyperfield. For instance, if we have m temporal and 12 spatial dimen- 
sions, the set of possible worlds Z! is .Z”‘+“. InTense provides users with unary 
intensional operators for each dimension: priork, initia& and restk are 
associated with the kth spatial dimensions; and similarly, prevk, init ial, and 
rest, are associated with the k th temporal dimension. 
The semantics of temporal operators prevk, f irstk, and next+ are similar to 
those of Chronolog with negative time, the only difference being that they operate 
on the kth temporal dimension. The semantics of spatial operators prior,, 
initial, and rest, are counterparts of temporal operators, over the kth spatial 
dimension. Therefore all of the intensional operators of InTense share the desired 
properties, which in turn implies that pure InTense programs enjoy the minimum 
model semantics. 
6.3. Interval Logic Programming 
As for interval type temporal logic programming languages uch as Tokio [2] and 
Tempura [21], our theory does not directly apply. These languages have features 
which go beyond pure logic programming. In fact, Tempura is not based on the 
Horn-clause subset of logic. As for Tokio, Aoyagi et al. [2] do not clearly specify 
the syntax of Tokio, but intensional operators of Tokio are in fact those of 
Tempura. In Tokio, even the variables are intensional, i.e., the meanings of 
variables depend on moments in time, and there are even temporal operators that 
can be applied to the terms of the language. However, the fact that the minimum 
model semantics does not apply to Tempura and especially Tokio does not mean 
that it cannot be applied to interval logic programming at all. As a matter of fact, it 
is known that an interval logic can be embedded into a two-dimensional logic by 
transformation [33]. This result suggests that, if all the constraints are satisfied, 
interval logic programming enjoys the minimum model semantics. 
An interval is a pair of natural numbers [x, y], where x my. Let Sub([x, yl) =def 
{[m, nl Ix I m 5 II 2~1, i.e., Sub([x, y]) is the set of all subintervals of [x, yl. In 
interval logic, the satisfaction relation can be defined over intervals and temporal 
interpretations. For instance, the semantics of interval operators 0 and 0 of 
Tempura are defined as 
. b I,[m,nl 0 A iff I= ,,,_]A for all IX, nl E SubUrn, l) 
. I= f,[m,nl OA iff K ,,,x,nlA for some [x, nl E SubUrn, nl) 
where I is a temporal interpretation and [m, n] is an interval. The semantics of 
atomic formulas can be defined as 
l t= I,[x,yl~ oy-.7en-l (e 1 iff x~llp~e,,...,e,_,~ll’ 
Note that there are surely other ways of defining the semantics of atomic formulas. 
Consider the intensional logic IL where % = {(x, y > E w x wlx 5 y], and the 
intensional operators of IL are (0, 0, 0, . . . }. The semantics of intensional opera- 
tors are defined as in interval logic, but in terms of pairs in Y?J. The extra operator 
0 projects any given world onto the main diagonal in SY’, i.e., K ,,(X,YjOA iff 
K 1,(X,X) A. Here the world (x, x) can be interpreted as a moment in time, that is, 
X. We need the extra operator 0, because the semantics of atomic formulas of IL 
UNIFIED THEORY OF INTENSIONAL LOGIC PROGRAMMING 
are defined for all pairs in Z!. Then the transformation procedure from interval 
logic to this two-dimensional logic adds the new operator 0 in front of every 
atomic formula A. This way, the semantics of A in terms of intervals coincides 
with the semantics of 0 A in terms of pairs in %!. Moreover, IL inherits all the 
properties of operators in the interval logic as well as the function Sub with 
intervals interpreted as possible worlds. 
The next step is to transform a given interval logic program 9 into this 
two-dimensional logic. Then we just check whether the transformed program 
satisfies the preconditions of Theorem 6.1. If so, the minimum intensional Her- 
brand model of the interval logic program may be constructed from that of the 
transformed program in IL, by carrying everything from the worlds along the main 
diagonal in ZY over to a model of ,?d, with worlds of the form (x, X) interpreted as 
moments in time. 
If we restrict Tokio to extensional variables, and strip Tokio off all of its 
structures which go beyond our framework, it can be shown that the resulting 
interval language enjoys the minimum model semantics. We have that the denota- 
tions of all interval operators of Tokio are universal, monotonic, and finitary (all 
intervals are of finite length). On the other hand, IlOll and the chop operator II&&l1 
are not conjunctive, which in turn implies that 0 and && can not be used in the 
heads of program clauses. 
7. DEFINING INTENSIONAL OPERATORS 
Recall that, in temporal logic, the formula A , l ,qext’A states that A is true “now 
and during the next n - 1 moments.” We can move to a defiinitional extension [29] 
of the underlying logic and use this formula as the definition of a new temporal 
operator, say [nl. This is fine, but, in temporal logic programming, we can do a 
better job and define [nl on the fly by an intensional program clause. 
The definition of [nl in the form of a temporal program clause can be given as: 
[n]A + A next'A, 
iEfl 
where A is just a propositional variable. Let $5’ be a temporal logic program in 
which [n] is applied to some temporal atom B in the body of some clause. To 
prove [n]B, the definition can be invoked after substituting A by B. Moreover, the 
occurrence of [n] is not a direct application of [n] to A; it is there to establish the 
connection between the use and the definition of [nl. In other words, the definition 
works as a metarule. 
There is one important restriction: the symbol [n] cannot appear in the body of 
any clause in the definition of [nl or in the definitions of other new temporal 
operators. This way, we avoid direct or indirect recursion. 
Theorem 6.1 does not extend to intensional logic programs with metarules, 
because in the object language, the meaning of the symbol [n] is unknown. But we 
can formulate a model-theoretical condition for the denotation of [n] by the 
following: for all X E P(w), 
Il[n]ll( X) 2 f-j llnext II’( X). 
ien 
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There may be many functions in [PC > w + P(m)] which satisfy the condition. 
However, it can be shown that AX. lJ ; E nil next II'(X) is the least such function. 
Then the definition of [n] is a monotonic formula in one propositional variable, 
which in fact corresponds to the least function obtained from the definition. 
In general, a new intensional operator v can be defined by an intensional 
program clause by the following: 
where S E w and each B, k is a monotonic formula in the propositional variable 
A. We assume that v or other defined operators do not appear in the definition of 
v . Most importantly, the constraints on intensional operators still apply. 
Let 9 be an intensional logic program with intensional operator definitions. 
Then 9 is a metatheory of the underlying logic. We will describe a transformation 
procedure to obtain an equivalent intensional logic program from 9. We first 
define a syntactic translation function T from formulas of a metatheory to formulas 
of IL. 
Definition %I. Let r be a syntactic translation function from formulas of a 
metatheory to formulas of Zi defined as follows: 
l r(v B)= T(V uEs A kEm,rBB,,kfA/B)), where v 
tordefinedas(VA* VaESAkkE,,,BB,,k)~9. 
. T( v B) = V(T( B)) where v is an intensional 
logic. 
l r(V ,EsB,)= A a t sr( B,) (similarly for V >. 
l T(B) = B where B is an atomic formula. 
is a new intensional opera- 
operator of the underlying 
Let PC denote the set of intensional program clauses in 9. Then the trans- 
formed program 9’ is defined as follows: 
~T={(A+~(B,J ,..., T(B,_,))I(A+B ,,,..., B,_,)E~~} 
All the model-theoretical results from the previous sections apply to PD’, since the 
preconditions of Theorem 6.1 are met. 
7.1. Recursive Dejinitions 
Let us focus on the temporal logic of Chronolog and call the underlying temporal 
language TL. We will now enrich TL with two new temporal operators, •I and 0 
as follows. Read q as “always” and 0 as “sometime.” A formula of the form 0 A 
is true at time t in a temporal interpretation I just in case A is true at all moments 
in time; a formula of the form OA is true at time t in I just in case A is true at 
some moment in time. In other words, 0 and 0 are just like (temporal) necessity 
and possibility operators. Then it can be shown that the following theorems hold. 
. k 0 AH firstA~ q (nextA) 
. k 0 A- firstA V O(nextA) 
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The theorems given above suggest that both 0 and 0 could be recursively 
defined within TL. However, it is not hard to see that such definitions actually lead 
to infinitary formulas in the object language (formulas with countable conjunctions 
and disjunctions). If recursion is allowed in defining new intensional operators, 
both 0 and 0 can be defined from the above theorems as metarules within 
temporal Horn logic as follows: q A + first/I A q (nextA); and OA + 
f irstA V O(nextA). 
The methods described above are not directly applicable to metatheories of 
intensional Horn logic in the presence of recursively defined intensional operators. 
Barringer [4] employs a temporal fixpoint calculus for recursively defined temporal 
operators in the context of program specification and proof theories. Baudinet [6] 
shows the connections between the fixpoint semantics of temporal logic program- 
ming and temporal logic pTL of Vardi [36]. Here we will sketch a fixpoint 
approach to recursive definitions in intensional logic programming based on L,,, 
[El. Note that the theory developed so far can be extended to infinitary intensional 
logic programs in a straightforward manner. Now intensional logic programs may 
contain countably many program clauses. 
A functional T is an element of [[PIP]-[Pan]]. Continuity 
and monotonicity of functionals can be defined as usual, e.g., see [18]. We have the 
following theorem. 
Theorem 7.1. Any functional r, when defined by unions, intersections and composi- 
tions of monotonic and jinitary functions and the function cariable 0, is continuous. 
A continuous functional T has a least fixpoint denoted by Ifp(r). In fact, 
Ifp( ‘I’) = ‘I’ t w. Note that 7’ t 0 = hX.0. Then the functions implied by recursive 
definitions given for q and 0 of TL are the least fixpoints of the following 
functionals To and ‘I’,: 
r,(O) =AX.llfirstll(X) nO+extll(X) 
T,(O) ==hX.Jjfirstll(X) UOollnextll(X). 
Since I([3 ]I is not continuous, we do not expect to obtain a discontinuous function 
from the least fixpoint of To ; indeed, Ifp(r, I= AX.O. As ]lOl] is continuous, the 
least fixpoint of T, is exactly what we wanted, i.e., the least function implied by the 
definition of 0. 
Ifp(‘l’,) =AX. U Ilfirstllollnextll”(X). 
rlEW 
The greatest fixpoint of a continuous functional T also exists and is defined as 
gfp(‘-P) = ‘I’ J, w where ‘T JO = AX.%. Then it can be verified that the function 110 I] 
is actually the greatest fixpoint of To. 
gfp(r,) = AX. n Ilfirst\lo/lnextll”(X). 
?ZE” 
However, under continuity restriction, the greatest fixpoint construction in tempo- 
ral logic [4] can not be adapted to ILP, because we consider the use of such defined 
intensional operators only in the bodies of intensional program clauses. 
Now the syntactic definition of 0 can be obtained from the least fixpoint of ‘I?, 
by just using the syntactic counterparts of functions, compositions, intersections, 
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and unions. For set variables, we introduce propositional variables. The nonrecur- 
sive definition of 0 obtained from ZSp(T,J is given below: 
OA+- V first next”A, 
llEW 
where A is a propositional variable. 
If we use the greatest fixpoint techniques, the nonrecursive definition of q can 
be formed from the greatest fixpoint of To by the following: 
CIA+ A first next”A. 
IlEW 
The body of the definition of q has a countable conjunction. Although the body of 
the definition of 0 is a monotonic formula, it cannot be regarded as the definition 
of an intensional operator as we did earlier, since Lemma 4.5 does not hold for 
logics based on L,,,. Consequently the continuity of T9 is lost. 
Let B be a metatheory with recursive intensional operator definitions. We first 
modify 9 by replacing the bodies of the definitions of new intensional operators by 
the nonrecursive definitions obtained from the least hxpoints of the corresponding 
functionals. The modified z?’ is surely a metatheory, but now the transformation 
procedure induced by the function r can be applied to it. From the modified 9, we 
can obtain an intensional ogic program 9’ in the underlying language; Theorem 
6.1 applies to 9’. 
In case of mutually recursive definitions, the fixpoint theory of functionals can 
be extended to cover a set of recursive definitions in a usual way, e.g., see [X31. 
However, we do not explore this subject any further. 
8. CONCLUSIONS 
We will first give a summary of the main results of this paper. In Section 3, we 
showed that temporal logic programs can model nonterminating computations and 
the notion of dynamic change naturally and without employing infinitary objects. In 
Section 4, we developed an intensional semantics based on algebraic and neighbor- 
hood semantics [20, 281 and defined several constraints on intensional operators. 
We also showed how monotonic formulas can be regarded as the definitions of new 
intensional operators. The major result of Section 6, Theorem 6.1, combines all the 
results obtained in Section 5, and it can be applied to a variety of ILP paradigms 
including Chronolog [37], Templog [ll, instances of Molog [lo], restricted versions 
of Tokio [2] and InTense [19]. We also showed how new intensional operators can 
be defined within (infinitary) intensional Horn logic. 
In short, the objective of a language-independent unified theory for intensional 
logic programming is twofold: 
l We investigate whether some intensional logic programming language is 
contained in the theory and enjoys the properties outlined in this paper. 
l We use the theory as a template to design a new intensional ogic program- 
ming language with the desired properties. 
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We do not claim that the theory developed so far is the ultimate way to go about 
intensional logic programming, but it clarifies how important the role of each 
property is. 
However, this approach to the semantics of ILP is not complete. It lacks rules of 
inferences and therefore, we do not have the connections between model-theoreti- 
cal and proof-theoretical semantics. In general, in order to be able to describe a 
formal proof procedure for an ILP language, we need to know intensional opera- 
tors available in the language and particular rules of inference for those inten- 
sional operators. We conjecture that for “acceptable” languages, a complete proof 
procedure with respect to the minimum intensional Herbrand model can be 
devised, since a finite proof of a given query is guaranteed by the continuity 
restriction. Baudinet [5, 61 showed the completeness of Templog’s proof procedure 
called TSLD-resolution. Chronolog is simpler than Templog, and therefore, 
TSLD-resolution can be adapted to a complete proof procedure for Chronolog. 
Rolston [26] is exploring efficient implementation techniques 
ston [27] also investigated the potentials of Chronolog to 
problem. 
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