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Abstract—Surge tanks are units employed in chemical process-
ing to regulate the flow of fluids between reactors. A notable
feature of surge tank control is the need to constrain the
magnitude of the Maximum Rate of Change (MROC) of the
surge tank outflow, since excessive fluctuations in the rate of
change of outflow can adversely affect down-stream processing
(through disturbance of sediments, initiation of turbulence, etc.).
Proportional + Integral controllers, traditionally employed in
surge tank control, do not take direct account of the MROC.
It is therefore of interest to explore alternative approaches. We
show that the surge tank controller design problem naturally
fits a differential games framework, proposed by Dupuis and
McEneaney, for controlling a system to confine the state to
a safe region of the state space. We show furthermore that
the differential game arising in this way can be solved by
decomposing it into a collection of (one player) optimal control
problems. We discuss the implications of this decomposition
technique, for the solution of other controller design problems
possessing some features of the surge tank controller design
problem.
Index Terms—Stochastic optimal control; Game Theory; Op-
timal control; Robust control
I. INTRODUCTION
Surge tanks are buffer devices used in chemical processing
to prevent excessive flow rate fluctuations, as fluids flow
between reactors. The level of the fluid in the surge tank is
affected by random variations of the rate of change of inflow
and by the control action which governs the rate of change
of the outflow. The purpose of the control action is, on the
one hand, to restrict the magnitude of the Maximum Rate of
Change (MROC) of the surge tank outflow and, on the other,
to prolong as far as possible the time before the tank empties
or overflows. In surge tank control, MROC is a significant
performance indicator. This is because it is the rate of change
of outflow, rather than the outflow itself, that adversely affects
down-stream processing (through disturbance of sediments,
initiation of turbulence, etc.). One can regard states of the
surge tank for which the fluid is between the overflow and
empty levels as comprising the ‘safe region’. While exit from
the safe region is tolerated, it is undesirable, because it incurs a
cost (for closing down and starting up the unit, or employing
an override control). It is therefore appropriate to employ a
control strategy that, while not altogether preventing exit, at
least renders this an infrequent event.
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A simple dynamic model of the surge tank is as follows:
denote by h(t) the deviation of the fluid level from its nominal
value at time t. Then the state of the surge tank at time t is the
2-vector x(t) = (h(t), h˙(t)), comprising the fluid level and the
rate of change of fluid level. Assuming uniform cross-section,
we obtain a state space equation for the surge tank, relating
the state to fluctuations v(t) in the rate of change of inflow
and to the rate of change of outflow u(t):
dx(t)/dt =
[
0 1
0 0
]
x(t) +
[
0
1
]
(−u(t) + v(t)) .
The constraints that the surge tank must neither overflow or
empty are expressible (in normalized units) as
−1 < x1(t) < +1 .
Permitted tolerances on the MROC index are captured by the
additional constraint on the outflow:
−1 ≤ u(t) ≤ +1 .
Here u(t) is interpreted as the control signal and v(t) as a
disturbance signal.
Traditionally, proportional + integral controllers have been
used for surge tank control which aim to regulate the fluid
level about a set point [3], [8]. Reducing fluctuations in the
rate of change of outflow can, to some extent, be achieved
by detuning the controllers. Model predictive schemes have
also been proposed [5]. But other kinds of controllers have
been developed, to take more direct account of the MROC
constraint. McDonald [20] and subsequently Kantor [18] pro-
posed non-linear controllers based on the calculation of a
controller that minimizes the maximum rate of change of
outflow (the MROC index) for a special class of disturbances
(a single step change in the rate of change of inflow). This
controller alone allows the surge tank to completely fill or
empty over the chosen time horizon; for this reason it is
modified by the addition of a sliding mode control term
to reduce the frequency or such events. We might seek to
improve on this approach for the following reasons. First, it
would appear to be more natural to incorporate MROC as a
constraint. (The maximum rate of change of outflow should be
kept below a specified threshold to avoid disruption to down-
stream processing.) The McDonald/Kantor approach, based
on minimizing MROC, places undue emphasis on reducing
MROC, even below the required threshold, instead of on
preventing overflow or emptying of the surge tank. Second,
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disturbance.
In [12], Dupuis and McEneaney give careful consideration
to the appropriate choice of cost, for problems of controlling
a small-noise stochastic control system to influence the exit
time of the state from a safe region.We refer to such problems
as ‘exit time’ problems. It is observed that maximizing the
expected exit time is not necessarily the most sensible strategy,
because the resulting probability of an early exit might be
unacceptably high. Instead, these authors propose a cost,
parameterized by a risk averseness parameter θ, that takes
account of the degree to which an early exit can be tolerated.
Conditions are given under which the value function of the
stochastic control problem can be characterized as a viscosity
solution to the Hamilton Jacobi equation for a given value of
θ and (when the risk averse cost is appropriately scaled by the
noise intensity parameter ϵ) under which the log transformed
value function converges to that of a differential game as ϵ
vanishes.
The aim of this paper is to solve the surge tank controller
design problem within the Dupuis/McEneaney framework. We
also discuss how the proposed methodology might be em-
ployed to generate controllers for related systems. The solution
has been announced in [10]. The present paper gives full
details of the underlying analysis. This framework appears to
offer a number of advantages over earlier proposed approaches
that explicitly account of the MROC measure of performance:
it yields a controller that maximizes a cost function related to
the exit time from the safe region, subject to the constraint that
MROC must remain within specified limits. It also implicitly
takes account of a more diverse set of disturbance signals
than the single step disturbances considered by McDonald and
Kantor.
The exit problems of interest here can be equivalently
described as stochastic control problems with vanishingly
small noise intensity or as differential games problems. (The
value functions of the former and the upper values of the latter
are the same.) This equivalence is established in [12], and
generalized in [13] to cover systems where the noise enters
only some of the state components, of which the surge tank
system is an example. See also [17] for an expository account
of some of the underlying ideas. We may therefore seek to
solve either kind of problem, in relation to surge tank control.
In this paper we focus on the differential game. This is because
we can exploit a special feature of this particular differential
game, which greatly facilitates its solution: the problem de-
composes into a finite collection of optimal control problems.
To be more precise, the upper value of the differential game
is the lower envelope of the value functions of these optimal
control problems.
Besides providing a solution to the surge tank control design
problem interpreted as a differential game, we shall discuss
the broader implications of the solution technique employed.
One special feature of the surge tank system permitting the
decomposition of the differential game into a collection of
optimal control problems is its monotonicity properties in
relation to the different modes of exit from the safe region. For
example, given any fixed disturbance history and initial state
the effect of increasing the outflow is to reduce the fluid level
(and therefore of increasing the time when overflow occurs).
Not only for the surge tank controller design problem, but
for other exit problems for which the underlying control sys-
tems possess similar monotonicity properties, control design
strategies can be devised which, like model predictive control
schemes [19], involve on-line optimization. But now they
involve the solution of not one, but several, optimal control
problems. We give conditions for such a scheme to yield the
solution to the differential game. Even in some situations when
these conditions cannot be directly verified, this optimization
based control can be implemented as a sub-optimal scheme,
and bounds can be developed governing its cost. We illustrate
this point by considering a higher dimensional variant on the
surge tank controller design problem.
There is a substantial literature on the numerical solution
of the Hamilton Jacobi equations arising in optimal control
and differential games [21], [4]. Attention has been given, in
particular, to computation saving schemes for control systems
with higher dimensional state spaces [7], [11], [1], [15], [22],
of which variants of the surge tank controller design problem
involving colored noise disturbances are examples. We point
out that the explicit solution provided in this paper to an
exit problem arising in process systems, besides providing
a new paradigm for surge tank control, has potential use as
a benchmark for the application of generic Hamilton Jacobi
equation solvers. Furthermore, the surge tank problem focuses
on the prevalence in applications of stochastic systems where
the noise signal affects directly only certain of the state
variables and the classical boundary conditions on the relevant
solutions to the Hamilton Jacobi equations are violated at
boundary points that are not exit points, and the need for
generic Hamilton Jacobi equation solvers that take account
of such degeneracies.
II. A DIFFERENTIAL GAMES FORMULATION OF THE STATE
CONFINEMENT PROBLEM
In this section we describe a differential games formulation,
employed by [12], of the problem of controlling a dynamic
system with disturbance input to maximize some measure
of the exit time of the state from a subset of the state
space, interpreted as a safe region. We show presently how
this formulation can be employed in surge tank control. The
dynamic system is modelled as{
dx(t)/dt = f(x(t), u(t)) + σ(x(t))v(t)
x(0) = x0 ,
(1)
relating the state trajectory x(.) to the control functions u(.)
and v(.) applied by the two players. The data comprise
functions f : Rn × Rm1 → Rn, σ : Rn → Rn×m2 , sets
A ⊂ Rn and Ω ⊂ Rm1 and a vector x0 ∈ A. It is assumed
that
(H1): There exists K > 0 such that
|f(x, u)− f(x′, u)|+ |σ(x) − σ(x′)| ≤ K |x− x′|
for all x, x′ ∈ Rn and u ∈ Ω.
3(H2): Ω is a compact set and A is an open set with represen-
tation:
A = {x ∈ Rn |h1(x) < 0, . . . , hr(x) < 0} (2)
in which, for each j, hj(.) : Rn → R is a given C1
function satisfying the condition |∇hj(x)| ≠ 0 at points
x where hj(x) = 0.
Denote by U and V the spaces of open loop controls for the
u and the v players respectively:
U := {measurable functions u : [0,∞)→ Rm1
s.t. u(t) ∈ Ω a.e. }
V := L2([0,∞);Rm2) .
Following Elliott and Kalton [14], we define the space Φ of
closed loop controls for the u player to be
Φ := {non-anticipative mappings φ(.) : V → U} .
Here, a ‘non-anticipative mapping’ φ(.) : V → U means a
mapping such that, for each pair of open loop controls v, v′ ∈
V and each T ≥ 0, we have:
‘v|[0,T ] = v′|[0,T ] a.e.’ implies ‘φ(v)|[0,T ] = φ(v′)|[0,T ] a.e.’ .
The differential game is
(Px0)
{ Maximize infv∈V J(φ(v(.)), v(.);x0)
over φ(.) ∈ Φ
where the payoff function J(., .;x0) : U ×V → R∪ {+∞} is
J(u(.), v(.);x0) =
∫ τ(x(.))
0
(
1
2
|v(t)|2 + θ
)
dt . (3)
Here, θ ≥ 0 is a design parameter and τ(x(.)) denotes the
first exit time from A of the solution x(.) to (1).
The payoff J(u(.), v(.);x0) is a weighted sum of the energy
expended by the v player to force an exit from the region A
(when the u player employs the closed loop control φ(.)), and
of the exit time.
The reason for formulating the differential game in terms of
non-anticipative controls for the u player, instead of in terms
of a control defined by a state feedback relation
u ∈ χ(x) , (4)
is to circumvent the difficulty that, for non-Lipschitz functions
χ(.), the solution to x˙(t) = f(x(t),χ(x(t)))+σ(x(t))v(t), for
given v(.) ∈ V and initial state x(0) = x0, is possibly non-
unique or may fail to exist, thereby leaving ambiguous the
meaning of ‘state trajectory corresponding to a given v(.) ∈ V
and initial state x0’.
Often, however, discontinuous state feedback relations can
be interpreted as non-anticipative controls for the u player
according to the following definition.
Definition 2.1: Take a set-valued function χ(.) : Rn !
Rm1 and an initial state x0 ∈ A. A closed loop control φ(.) ∈
Φ is said to be compatible with χ(.) if, for every v(.) ∈ V ,
the state trajectory x(.) corresponding to u(.) = φ(v(.)), v(.)
and x0 satisfies
u(t) ∈ χ(x(t)) for a.e. t ∈ [0,∞) .
General conditions ([9],[6]) are known for the existence of
closed loop controls compatible with a given state feedback.
Proposition 2.2: Assume (H1) and (H2). Take any set
valued function χ : Rn ! Ω and initial state x0 ∈ Rn.
Assume that
• the set Graph{χ(.)} is closed, where
Graph {χ(.)} := {(u, x) ∈ Ω×Rn |u ∈ χ(x)} .
Then there exists a closed loop control φ(.) ∈ Φ which is
compatible with χ(.).
Define the upper value W (.) : A→ R∪{+∞} for the family
of differential games {(Px) |x ∈ A} to be the function
W (x) = sup
φ(.)∈Φ
inf
v∈V
J(φ(v(.)), v(.);x) for x ∈ A .
We set W (x) = +∞ if there exists φ(.) ∈ Φ for which no
open-loop v-control can be found forcing an exit from A.
Dupuis and McEneaney have investigated the connection
between the differential game and the following stochastic
control problem:
(P ϵx0)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Minimize Ex0 exp {−θτ(x(.))/ϵ}
over measurable control processes u(.) such that
dx(t) = f(x(t), u(t))dt + ϵ
1
2σ(x(t))dB(t)
x(0) = x0
u(t) ∈ Ω ,
in the limit as the noise intensity parameter ϵ vanishes [12].
See also [13].
Now the evolution of the state is governed by a stochastic
differential equation, driven by an Rm2-valued Brownian
motion B (integrated ‘continuous time white noise’). ‘Mea-
surable’ control processes are taken to be Ω valued processes
that are progressively measurable with respect to a filtration
induced by the Brownian motion, on some appropriate mea-
sure space. τ(x(.)) denotes the first exit time from A of the
solution x(.) to the stochastic differential equation with initial
state x0 and for the given (non-anticipative) control process
u(.). A control process is sought to minimize
Ex0 exp {−θτ(x(.))/ϵ} .
The subscript on the expectation operator emphasizes the
specified initial state. The constant θ is that appearing in
the payoff function (3). The positive number ϵ is the noise
intensity parameter appearing in the stochastic differential
equation above. It is introduced into the cost in such a manner
as to permit an asymptotic analysis of minimizing controls, in
the limit as ϵ ↓ 0.
Cost functions of this kind are referred to as ‘risk averse’
costs for exit time, and can be thought of as refinements of the
expected exit time criterion. Risk averse costs have received
considerable attention in the literature [24], [12], [13]. Suffice
it to mention here that, for small θ, the effect of minimizing the
cost approximates that of maximizing the expected exit time.
Increasing θ produces a control for which the probability of
an early exit is lessened, at the price of a reduction in the
average exit time.
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family of problems {(P ϵx) |x ∈ A} is the function
V˜ ϵ(x) = inf Ex exp{−θτ(x(.))/ϵ},
for x ∈ A. The infimum is taken over measurable control
processes u(.) (interpreted as above). τ(x(.)) is the first exit
time of the solution x(.) to the stochastic differential equation
for initial state x and the given u(.). We set V˜ ϵ(x) = 0 if,
for all measurable controls, state trajectories x(.) (with initial
state x) remain in A for all time, with probability one.
The link between the differential game and the stochastic
optimal control problem is as follows [12]: under an additional
non-degeneracy hypothesis
det{σ(x)σT (x)} ≠ 0 for all x ∈ Rn , (5)
on the control system and a regularity hypothesis on the
boundary of A, it is known that the value function W (.) of
the differential game is the unique viscosity solution (in the
space of continuous functions vanishing on the boundary of
A) of the Isaacs equation
maxu∈Ω minv∈Rm2 {∇xW (x)(f(x, u)
+σ(x)v) + (1/2)|v|2}+ θ = 0 .
Now write W˜ ϵ(.) for the scaled, log transformed value func-
tion of the stochastic optimal control problem:
W˜ ϵ(x) := −ϵ ln V˜ ϵ(x) .
Then W˜ ϵ(.) converges pointwise, as ϵ ↓ 0, to the viscosity
solution of the Isaacs equation in the specified function space,
which therefore coincides with W (.).
Since the logarithmic transformation is monotone, maximiz-
ing −ϵ ln {Ex0 exp(−θτ(x(.))/ϵ)} produces the same optimal
controls as minimizing Ex0 exp(−θτ(x(.))/ϵ). The analysis
referred to above suggests then that solving the differential
game is an approach to solving the stochastic control problem
for small ϵ. The non-degeneracy hypothesis (5) is not satisfied
by the surge tank control system, because the dimension of the
disturbance variable v is smaller than that of the state variable
x. In such cases, the relationship of the two problems with
the Hamilton Jacobi equation is not a straightforward one but,
nonetheless, it is known [13] that the log transformed value
function of the stochastic control problem still coincides with
the upper value of the game, in the limit as ϵ vanishes. In
any event, the differential game formulation of the control
design problem (‘maximize the minimum disturbance energy
required to force a violation of the state constraint’) has a
validity independent of any such relationship.
III. ASSOCIATED OPTIMAL CONTROL PROBLEMS
For certain differential games, of which the surge tank de-
sign problem formulated as a differential game is an example,
the solution decomposes into the solution of a collection of r
optimal control problems, which we now describe.
The j’th optimal control problem is obtained from the
differential game by modifying the differential game in two
ways. First, the state constraint set A, which we recall involves
r state constraint functionals, is replaced by the larger set Aj
which results when we discard all but the j’th state constraint
functional. Thus
Aj = {x ∈ Rn |hj(x) < 0} .
Second, the differential game is reduced to a (one player)
optimal control problem by freezing the control action of the
u control player at some uj ∈ Ω. The selected control value
uj has the interpretation that it drives the state away from
the boundary of Aj at the maximum rate. (In the case of the
surge tank problem, A1 is the state constraint set expressing
the requirement ‘the surge tank level must not overflow’ and
the corresponding frozen control value u1 gives rise to the
maximum rate of outflow, while A2 is the state constraint set
expressing ‘the surge tank level must not empty’ and u2 gives
rise to the minimum rate of outflow.)
For arbitrary initial state x0 ∈ Aj , the j’th optimal control
problem is taken to be:
(P jx0)
⎧⎪⎪⎨
⎪⎪⎩
Minimize ∫ τ0 (12 |v(t)|2 + θ)dtover τ ≥ 0 and v ∈ L2([0, τ ];Rm2) satisfying
x˙(t) = f(x(t), uj) + σ(x(t))v(t) a.e. on [0,∞)
x(0) = x0, hj(x(τ)) = 0 .
Notice that (P jx0) has been posed as a standard free final-time
optimal control problem, for which the ‘decision variable’ is a
couple (τ, v(.) : [0, τ ] → Rm2) comprising the terminal time
τ and a square-integrable function v(.) on [0, τ ]. The state
trajectory x(.) : [0, τ ]→ Rn associated with a given (τ, v(.)),
and with initial value x0, is required to satisfy the j’th endpoint
constraint hj(x(τ)) = 0. If (P jx0) has a minimizer (τ¯ , v¯(.))
with state trajectory x¯(.), then τ¯ will always be the first exit
time of x¯(.) from Aj in the case θ > 0, and can be replaced
by the first exit time in the case θ = 0.
The value function V j(.) : Aj → R ∪ {+∞} evaluated at
x0, now regarded as a generic point in Aj , is defined to be
the infimum cost for P jx0 .For the differential game considered here, each V j(.) will
be finite valued. This implies that, for each x ∈ Aj there exist
a pair (τ, v(.)) satisfying the constraints of (P jx). We can then
show, by means of a standard weak sequential compactness
analysis making use of hypotheses (H1) and (H2), and of the
facts that the dynamics are linear in v and the cost integrand is
coercive, that (P jx) has a minimizer. (c.f.([23], Section 2.8).)
IV. DECOMPOSITION CONDITIONS
In this section we give conditions under which the solution
of the differential game decomposes into the problem of
computing the value functions of a finite collection of (one
player) optimal control problems. These conditions axiomatize
the special properties of the surge tank controller design
problem formulated as a differential game, which facilitate
its solution.
Recall that optimal control problem (P jx) is associated with
the state constraint set Aj , and involves a ‘frozen’ u player
control value uj which drives the state away from the boundary
of Aj at a maximum rate. The first condition, which is further
discussed in Section 7 below, makes precise this property:
(C1): Take any x0 ∈ Rn. Take also any open loop controls
u(.) ∈ U and v(.) ∈ V . Let x(.) be the state trajectory
5with initial state x0, corresponding to controls u(.) and
v(.), and let x′(.) be the state trajectory with initial state
x0, corresponding to controls u′(.) ≡ uj and v(.). Then
hj(x′(t)) ≤ hj(x(t)) for all t ≥ 0.
The remaining conditions concern the optimal control prob-
lems and properties of their value functions V j(.), j =
1, . . . , r. One such condition is a boundary condition for V j(.).
This asserts that V j(.) is required to vanish merely on the j’th
‘exit boundary’
∂Ajexit = {x(τ) |x(.) : [0, τ ]→ R
n is a trajectory
such that x(t) ∈ Aj for t ∈ [0, τ) and x(τ) /∈ Aj} ,
and not on the whole boundary {x ∈ Rn | hj(x) = 0} of Aj .
The need for a boundary condition of this nature is clear
from consideration of the surge tank problem. The j = 1 state
constraint set is
{x = (x1, x2) ∈ R2 | x1 < 1}
with boundary {x = (x1, x2) ∈ R2 | x1 = 1,−∞ <
x2 < +∞}. However V 1(.) cannot vanish on the subset
{x = (x1, x2) ∈ R2 | x1 = 1,−∞ < x2 < 0}. More
precisely, V 1(.) cannot have a continuous extension to the
closure of A1 that vanishes on this subset, because the surge
tank can never first overflow at a time when the rate at which
the level is changing is strictly negative. The exit boundary
is {x = (x1, x2) ∈ R2 | x1 = 1, x2 ≥ 0}; that is, the
complement of {x = (x1, x2) ∈ R2 | x1 = 1,−∞ < x2 < 0}
in the boundary of A1.
The next set of conditions are that the V j(.)’s possess
certain regularity properties, and that they are solutions of the
Hamilton Jacobi equation which vanish on the exit boundary.
For each j, the conditions are
(C2): V j(.) is continuously differentiable on {x ∈ Aj |V j(x) >
0}.
(C3): V j(.) has a continuous extension to the closure of Aj ,
which vanishes on ∂Ajexit.
(C4): min{∇xV j(x)[f(x, uj) + σ(x)v] + 12 |v|2 + θ | v ∈
Rm2} = 0
for
x ∈ {x′ ∈ A |V j(x′) > 0}.
The final two conditions concern the relations of the optimal
control problems to one another. They are expressed in terms
of the notation: for x ∈ A
I(x) := {j |V j(x) = min
j′
V j
′
(x)} .
(C5): Take any x0 ∈ A and j ∈ I(x0). If x¯(.) : [0, τ ] → Rn
is an optimal state trajectory for (P j(x0)), then x¯(t) ∈
A for all t ∈ (0, τ¯ ). In addition, if V j(x0) = 0 then
V j
′
(x) > 0 for all j′ ̸= j.
(Notice that state trajectories for (P jx0) evolve in Aj . The
above condition requires that, if j ∈ I(x0) then they are
confined to the subset A ⊂ Aj .)
(C6): Take any point x ∈ A and j, j′ ∈ I(x) such that j ̸= j′.
Then, for any u ∈ c¯o{uk | k ∈ I(x)} (where c¯o denotes
the closed convex hull) and v ∈ Rm2 such that
∇xV j(x)(f(x, u)+σ(x)v) = ∇xV j′ (x)(f(x, u)+σ(x)v),
we have ∇xV j(x)(f(x, u) + σ(x)v) ≥ − 12 |v|2 − θ.
The solution to the differential game will be expressible as a
discontinuous state feedback relation, with a switching surface
comprising states at which two or more of the associated opti-
mal control problems have the same minimum costs. The value
function for the differential game will be the lower envelope of
the value functions for the optimal control problems. This last
condition restricts the rate of decrease of the value function
for the differential game along trajectories that dwell in the
switching surface.
V. SOLUTION OF THE DIFFERENTIAL GAME UNDER THE
DECOMPOSIBILITY CONDITIONS
In this section we give a description of the solution to the
differential game under the conditions listed in the previous
section. The following theorem asserts, in precise terms, the
optimality of any closed loop strategy compatible with a
state feedback control with the property: the feedback relation
takes the value uj at points x in the state space such that
V j(x) < V j
′
(x) for all j′ ̸= j. These conditions, while
restrictive, are satisfied in the case of the surge tank controller
design problem; their role here is to highlight the distinctive
features of this problem that justify this decomposition.
Theorem 5.1: Consider the differential game (Px0) for
some given initial state x0 ∈ A. Assume that conditions (H1)
- (H2) and (C1)− (C6) are satisfied. For j = 1, . . . , r let uj
be the fixed control value associated with the optimal control
problem (P jx0), and let V j(.) be the value function. Define
V (.) : A→ R to be the function
V (x) := min{V 1(x), . . . , V r(x)} for x ∈ A .
Then
max
φ∈Φ
inf
v∈V
J(φ(v(.)), v(.);x) = V (x) for all x ∈ A (6)
(i.e., V(.) is the value function for the family of differential
games {(Px) |x ∈ A}). Furthermore, for any initial state
x0 ∈ A, there exists a closed loop control φ¯(.) ∈ Φ (it will
depend on x0), compatible with the state feedback relation
χ¯(.) : Rn → Ω:
χ¯(x) = c¯o {uj |V j(x) = V (x)} for x ∈ A , (7)
and any such closed loop control is a maximizer for (Px0).
A proof of Thm. 5.1 appears in the Appendix. It might seem
surprising that the theorem statement makes reference to the
initial state x0, since the state feedback χ(.), in terms of which
the solution is expressed, is independent of x0. The need to
consider the initial state arises for technical reasons: strictly
speaking it is not the feedback relation that solves the game
problem but some closed loop control φ(.) compatible with
this feedback relation. It may happen that the way the closed
loop control selects controls consistent with the set valued
feedback relation depends on the initial condition.
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DESIGN PROBLEM
The surge tank controller design problem described in
the introduction conforms to the differential game (Px0) of
Section 2, when we take r = 2, n = 2, m1 = m2 = 1,
Ω = [−1,+1],
f(x, u) = Fx(t)− gu(t) and σ(x) = g ,
where
F =
[
0 1
0 0
]
and g =
[
0
1
]
.
The state constraint set is A = {(x1, x2) ∈ R2 | − 1 < x1 <
+1, −∞ < x2 < +∞} which can be written
A = {x ∈ R2 |h1(x) < 0 and h2(x) < 0} ,
where
hj(x) =
{ −1 + cTx if j = 1
−1− cTx if j = 2,
in which cT = [1 0]. Fix θ ≥ 0. We seek a state feedback
control
u ∈ χ(x)
(interpreted as a closed loop control φ¯(.) for a given initial
state x0 ∈ A) to maximize the cost
inf
v∈V
J(φ(v(.)), v(.);x0)
over closed loop controls φ(.) ∈ Φ, where J(., .;x0) is the
payoff, given by (3).
The number of state constraint functionals r is 2. Following
the proposed approach, we need to consider two associated
optimal control problems (P 1x0) and (P 2x0) with state constraint
sets
A1 =
{
x ∈ R2 |h1(x) < 0} = {(x1, x2) |
−∞ < x1 < 1 and −∞ < x2 < +∞} ,
A2 =
{
x ∈ R2 |h2(x) < 0} = {(x1, x2) |
−1 < x1 < +∞ and −∞ < x2 < +∞}
respectively. The distinguished control value for (P 1x0) is u1 =
+1 (maximize the rate of outflow to prevent overflow) and that
for (P 2x0) is u2 = −1 (minimize the rate of outflow to prevent
emptying). The two control problems are
(P 1x0)
⎧⎪⎪⎨
⎪⎪⎩
Minimize ∫ τ0 (12 |v|2 + θ) dtover τ ≥ 0 and v ∈ L2([0, τ ];R) satisfying
x˙ = Fx+ g(−1 + v) a.e. t ∈ [0, τ ]
x(0) = x0, x(τ) ∈ {+1}×R ,
(P 2x0)
⎧⎪⎨
⎪⎪⎩
Minimize ∫ τ0 (12 |v|2 + θ) dtover τ ≥ 0 and v ∈ L2([0, τ ];R) satisfying
x˙ = Fx+ g(+1 + v) a.e. t ∈ [0, τ ]
x(0) = x0, x(τ) ∈ {−1}×R .
Let us now examine the value functions V 1(.) and V 2(.)
of these optimal control problems. For j = 1, 2 define the
effective domain Ajdom of V
j(.) to be
Ajdom := {x ∈ A
j |V j(x) > 0} ,
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Then
A1dom =
{
A1 if θ > 0
{(x1, x2) ∈ R2 |x1 < 1− p(x2)} if θ = 0 .
and
A2dom =
{
A2 if θ > 0
{(x1, x2) ∈ R2 |x1 > −1− p(x2)} if θ = 0 .
where p(x2) = 12 (max{x2, 0})2. Fig. 1 shows the exit
boundaries of A1 and A2, and also, in the case θ = 0, the
intersection A1dom ∩ A2dom of the effective domains. Noticethat, if θ = 0, the set A1dom is a strict subset of A1. The pointsin the complementary set A1\A1dom are precisely those initialstates such that the corresponding state trajectory exits from
Aj , when we choose u(.) ≡ +1 and v(.) ≡ 0. (The surge
tank overflows if the initial rate of change of fluid level is
sufficiently large, even for zero ‘disturbance’ v(.).) Similar
remarks apply to A2dom. Reference was made in Section 4
to the exit boundary ∂Ajexit of A
j , for j = 1, 2. This is the
subset of the boundary of Aj comprising points of first exit
from Aj , for some state trajectory with initial state in Aj . In
the present context
∂A1exit = {+1}×[0,+∞) and ∂A2exit = {−1}×(−∞, 0] .
(The rate of change of level cannot be strictly negative at the
first time that the surge tank overflows.)
Application of the free time Maximum Principle and analy-
sis of the extremality conditions establishes that, for j = 1, 2,
and given initial state x0 ∈ Aj , there is a unique extremal.
Since (P jx0) has a minimizer, the extremal is this minimizer.
Semi-explicit formulae can then be obtained for the mini-
mizing control and the value function following a change of
coordinates. The change of coordinates employs the mappings
η1 : (0,∞)× (0,∞)→ R2 and η2 : (0,∞)× (0,∞)→ R2:
η1(q, τ) = (1− 1
2
τ2 +
1
6
qτ3 − θτ/q, τ − 1
2
qτ2 + θ/q) ,
η2(r,σ) = (−1 + 1
2
σ2 − 1
6
rσ3 + θσ/r,−σ + 1
2
rσ2 − θ/r) .
It can be shown that there exist open sets Oj , j = 1, 2, such
that, for each j, ηj(.) is one-to-one on Oj and
ηj(Oj) = Ajdom .
7It can be shown furthermore that, for any initial state x ∈
A1dom, the value function, value function gradient, first exittime from A1dom and optimal control for problem (P 1x ) are⎧⎪⎨
⎪⎪⎩
V 1(x) = 16q
2τ3 + θτ
∇xV 1(x) = (−q,−qτ)
first exit time from A1domis = τ
v(t) = q(τ − t), for a.e. t ∈ [0, τ ] ,
in which (q, τ) = (η1)−1(x).
Also, for any initial state x ∈ A2dom, the value function,value function gradient, first exit time from A2dom and optimalcontrol for problem (P 2x ) are⎧⎪⎪⎨
⎪⎪⎩
V 2(x) = 16r
2σ3 + θσ
∇xV 2(x) = (r, rσ)
first exit time from A2domis = σ
v(t) = −r(σ − t), for a.e. t ∈ [0,σ] ,
in which (r,σ) = (η2)−1(x).
We show below that all the conditions are satisfied under
which the solution has the structure described in Section
5. It follows that, for a given initial state, any closed loop
control φ(.) compatible with the following set valued feedback
function χ¯(.) is maximizing:
χ¯(x) =
⎧⎨
⎩
{+1} if V 1(x) < V 2(x)
[−1,+1] if V 1(x) = V 2(x)
{−1} if V 1(x) > V 2(x) .
for x ∈ A. The switching set Σ, for several values of the
parameter θ is shown in Fig. 2. The switching set, the graph
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of a smooth curve in A, is
Σ = {x ∈ A | 1
6
q2τ3 + θτ =
1
6
r2σ3 + θσ},
in which (q, τ) = (η1)−1(x) and (r,σ) = (η2)−1(x). In the
case θ = 0, the switching curve is given by the following
parametric formula
x1(α) =
(1 + 3α− 2α2 + 2α3 − 3α4 − α5)
(1 + 3α− 2α2 − 2α3 + 3α4 + α5)
x2(α) =
√
12α(α− 1)
(1 + α)1/2(1 + 3α− 2α2 − 2α3 + 3α4 + α5)1/2
(the denominators are positive for all non-negative α’s), in
which α ranges over the interval 4
3+
√
17
< α < 3+
√
17
4 .
Let us examine the validity of the conditions, on which the
solution to the surge tank controller design problem depends.
Properties (C2), (C3), (C4) are that the two value functions
have the specified regularity, satisfy the Hamilton Jacobi
equations and vanish on their exit boundaries. All of these
properties can be checked from the semi-explicit formulae
for the value functions and the fact that the Jacobians of the
transformations η1(.) and η2(.) are everywhere nonsingular on
(0,∞)× (0,∞). Property (C5), namely that the minimizing
state trajectory x(.) for (P 1x0) with initial state x0 ∈ A
satisfying V 1(x0) = V (x0) does not cross the boundary of
A2, is illustrated by the plots in Fig. 3 for the case θ = 0; it
follows from the facts that the switching curve passes through
the origin and has negative slope and a trajectory can only
leave A1dom ∩A2dom at a point in the exit boundary of either
A1 or A2.
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Consider now property (C1). We need to show that⎧⎨
⎩ dx(t)/dt =
[
0 1
0 0
]
x(t) −
[
0
1
]
u(t) .
y(t) = [1 0] x(t)
is monotone in the following sense: fix an initial state
x0 ∈ R2. Let u(.) and u′(.) be two control functions such
that u(t) ≤ u′(t) for a.e. t. Write y(.) and y′(.) for the
corresponding outputs for initial state x0. Then y(t) ≥ y′(.).
This can be checked directly. Alternatively, it can also be
deduced from sufficient conditions for monotonicity of linear
systems in [16].
Finally consider property (C6). Suppose that x is a point
in A such that V 1(x) = V 2(x). The fact that the switching
8line lies inside A1dom ∩A2dom implies V 1(x) > 0. It remainsto show that, if u ∈ Ω and v ∈ Rn are points such that
∇xV 1(x)(f(x, u) + σ(x)v) = ∇xV 2(x)(f(x, u) + σ(x)v)
(8)
then
∇xV 1(x)(f(x, u) + σ(x)v) ≥ −1
2
|v|2 − θ. (9)
Let (q, τ) ∈ O1 and (r,σ) ∈ O2 be the unique pairs of positive
numbers such that x = η1(q, τ) and x = η2(r,σ) respectively.
Then
(∇xV 1(x) −∇xV 2(x))(f(x, u) + σ(x)v) =
= [(−q, −qτ) − (r, rσ)]
[
x2
v − u
]
.
So, from (8), (q+ r)x2+(qτ + rσ)(v−u) = 0 . It follows
that v − u = − (q+r)qτ+rσ x2 .
Then
∇xV 1(x)(f(x, u) + σ(x)v) = [−q, −qτ ]
[
x2
− (q+r)x2qτ+rσ
]
= x2qr(τ−σ)qτ+rσ . (10)
Claim. If x2 ≥ 0 then τ ≥ σ, and if x2 ≤ 0 then τ ≤ σ.
If the claim is true then ∇xV 1(x)(f(x, u) + σ(x)v) ≥ 0 ,
from (10). This will imply (9).
We verify the claim. Since x = η1(q, τ) = η2(r,σ) we have
x2 = τ(1− 1
2
qτ+θ/(qτ)) = −σ(1− 1
2
σr+θ/(rσ)) . (11)
Since V 1(x) = V 2(x)
τ
[
1
6
(qτ)2 + θ
]
= σ
[
1
6
(rσ)2 + θ
]
. (12)
Consider the case x2 ≥ 0. By (11)
(qτ)2 − 2(qτ) − 2θ ≤ 0 and (rσ)2 − 2(rσ) − 2θ ≥ 0 .
It follows that qτ ≤ 1+(1+2θ) 12 ≤ rσ. But then 16 (qτ)2+θ ≤
1
6 (rσ)
2+θ. So, by (12), τ ≥ σ. The claim is confirmed in the
case x2 ≥ 0. The case x2 ≤ 0 is dealt with similarly.
VII. GENERALIZATIONS TO HIGHER ORDER PROBLEMS
The surge tank controller design problem has been for-
mulated as a differential game in which the objective is to
maximize the occupancy of a safe region A in the state space.
It has been solved by showing that, for this differential game,
conditions (C1) – (C6) are satisfied, under which the differen-
tial game decomposes into a collection of simpler, (one player)
optimal control problems. The underlying methodology can be
used to generate solutions to other differential games arising
in controller design, when conditions (C1) – (C6) are satisfied,
or to generate sub-optimal solutions and upper bounds to the
value of the differential game in some circumstances when the
conditions cannot be directly validated. We now discuss the
broader applicability of the approach.
(C2) is a differentiability condition on the value functions
of the individual optimal control problems, on their effective
domains. (The requirements embodied in (C3) and (C4) that
the value functions also satisfy the relevant Hamilton Jacobi
equations and boundary conditions follow automatically from
the hypotheses (H1) and (H2).) The failure of value functions
to be differentiable is typically associated with the existence
of multiple minimizers and with bang-bang optimal controls.
Bearing in mind that the optimal control problems considered
here have dynamics linear in the control v and a cost quadratic
in v (features that exclude bang-bang optimal control), we
would expect the value functions to exhibit similar differen-
tiability properties as those for surge tank control, in some
other cases of interest. (The relevant optimal controls here are
for the v players in the optimal control problems, which are
smooth; it is the optimal control for the u player that is bang
bang.) We focus attention on the remaining conditions (C1),
(C5) and (C6).
Clearly condition (C1) (and the closely related condition
(C5)) have key roles in the applicability of the methodology.
(C1) requires that the safe region A can be expressed as the
intersection of r sets, each involving a single state constraint
functional hj(.), and that each of the r control systems
associated with a particular constraint, namely⎧⎨
⎩
x˙(t) = f(x(t), u(t)) + σ(x(t))v(t)
x(0) = x0
y(t) = hj(x(t)) ,
defines a monotone mapping u(.)→ y(.) in the sense that, for
every
‘u(t) ≼ u′(t) for all t ’ implies ‘y(t) ≼ y′(t) for all t ’ ,
and that there is a distinguished control value uj such that
the constant control u¯(.) ≡ uj is maximal w.r.t. the relevant
ordering ≼ on the space of u(.)’s, used in the definition on
monotonicity.
This monotonicity property has been identified in a number
of dynamic systems of interest (besides flow systems), notably
in systems biology. The literature provides general, directly
verifiable, conditions for system monotonicity (of which ‘pos-
itivity’ is a special case). Conditions for monotonicity of
linear systems are available in the monograph [16]. Criteria
for monotonicity in a broader context are established by
Sontag and Angeli [2], illustrated by application to the MAPK
cascade class of models used to model cell signal transduction
processes.
Condition (C6) excludes situations in which the disturbance
signal can significantly reduce the occupancy of the safe
region by forcing the state to dwell in the switching region.
Validity of this condition in the surge tank control case does
not appear to be anomalous. Even in situations where (C6)
cannot be verified, the methodology still yields at least a
sub-optimal control and an upper bound on the value of the
differential game. This is because the characterization of the
value function (6) is the result of combining two inequalities,
proved in the Appendix. If (C6) is not confirmed, there still
remains
max
φ∈Φ
inf
v∈V
J(φ(v(.)), v(.);x) ≤ V (x) for all x ∈ A . (13)
9Thus the pointwise infimum of the value functions for the
associated optimal control problems provides the upper bound.
As an illustration of the broader application of the method-
ology, consider the differential game with state dimension 3,
in which the dynamics are taken to be:
x˙ =
⎡
⎣ 0 1 00 0 1
0 0 −1
⎤
⎦x−
⎡
⎣ 01
0
⎤
⎦u+
⎡
⎣ 00
1
⎤
⎦ v ,
the u control is constrained to lie in the set Ω = [−1,+1] and
the state constraint set is
A = {x ∈ R3 | − 1 ≤ x1 ≤ +1} .
As we have noted, the differential game for the surge tank
control problem is associated with the small noise stochastic
model
dx(t) =
[
0 1
0 0
]
x(t)dt+
[
0
1
]
(−u(t)dt+ ϵ 12 dB(t)) .
The modified differential game corresponds to replacing the
white noise disturbance dB(t) by colored noise e(t), generated
by the stochastic differential equation
de(t) = −edt+ ϵ 12 dB(t) .
There are two optimal control problems to consider, associated
with the state constraint sets
A1 = {x ∈ R3 | −∞ < x1 < +1} and
A2 = {x ∈ R3 | − 1 < x1 < +∞}
with boundaries
∂A1 = {+1}×R×R and ∂A2 = {−1}×R×R.
The controls that drive the state away from the boundaries of
A1 and A2 are u1 = +1 and u2 = −1 respectively.
The monotonicity condition (C1) is satisfied. This may be
verified directly, or by application of the sufficient condition
([16], Corollary III.3). It is not possible to confirm condition
(C6) analytically. But, even if it is violated, our decomposition
technique yields sub-optimal control strategies and bounds on
the upper value of the differential game, as described above.
A numerical implementation of the technique is as follows:
Let h be the sample period. At time tk = kh measure
the state x(tk) and compute the r (optimal control problem)
minimum costs:
V jmin(x(tk)) = Min12
∫ τ
0 (|v|2 + θ)dt
x˙ = f(x, uj) + σ(x)v,
x(0) = x(tk), x(τ) ∈ ∂Aj
Choose
u(t) = uj on [kh, (k + 1)h]
where
j = argmin
j′
{V j′min(x(tk))}.
The two optimization problems involved are
solved for initial states on a grid in the ‘box’
{(x1, x2, x3) | − 1 ≤ x1 ≤ +1,−L ≤ x2 ≤ +L,−L ≤ x3 ≤
+L} for some suitably large bound L. The minimum costs
are compared and the feedback control value is chosen to be
+1 or −1, depending on which is the larger. The switching
surface is illustrated in Figure 4.
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APPENDIX A
PROOF OF THEOREM 5.1
Attention is limited to the case r = 2 (which in particular
covers the surge tank controller design problem). The general
situation r ≥ 2 is dealt with by means of the r = 2 analysis
coupled with an induction on r. Fix an initial state x0 ∈ A.
We shall show:
(A): For any φ(.) ∈ Φ,
inf
v∈V
J(φ(v(.)), v(.);x0) ≤ V (x0) (14)
and
(B): For any closed loop control φ¯(.) ∈ Φ compatible with
(7) and any v ∈ V ,
J(φ¯(v(.)), v(.);x0) ≥ V (x0) . (15)
Indeed, the first relation implies that V (x0) ≥
infv∈V J(φ¯(v(.)), v(.);x0), while the second relation implies
that infv∈V J(φ¯(v(.)), v(.);x0) ≥ V (x0). We conclude from
these last two relations that
inf
v∈V
J(φ¯(v), v;x0) = max
φ(.)∈Φ
inf
v∈V
J(φ(v), v;x0) = V (x0) .
Since the initial state x0 is arbitrary, this tells us that V (.) is
the upper value of the differential game, and any closed loop
control φ¯(.) compatible with (7) (for the given initial state) is
optimal.
Consider first (A). Select any φ(.) ∈ Φ and take any j ∈
arg minj′ {V j
′
(x0)}. The optimal control problem (P jx0) has
a minimizer v¯(.), with state trajectory x¯(.) and first exit time
τ¯ from Aj . (See the comments at the end of Section 3.) By
(C5), τ¯ is the first exit time also from A. Let u = φ(v¯) and
write x(.) for the state trajectory obtained by solving x˙(t) =
f(x(t), u(t))+σ(x)v¯(t) with initial value x0. From (C1), x(.)
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has a first exit time τ from A and τ ≤ τ¯ . But then
inf
v∈V
J(φ(v), v;x0) ≤ J(u, v¯;x0) = 1
2
∫ τ
0
|v¯|2dt+ θτ
≤ 1
2
∫ τ¯
0
|v¯|2dt+ θτ¯
= V j(x0) = V (x0) .
Relation (14) is confirmed.
Consider next (B). Let φ¯(.) be any closed loop control
compatible with (7). Take any v ∈ V . Write u(.) = φ¯(v(.))
and x(.) for the solution to x˙(t) = f(x(t), u(t))+σ(x(t))v(t)
with initial state x0. We may assume that x(.) has a first exit
time τe fromA since, otherwise, (15) is automatically satisfied.
We may also assume that V (x0) > 0. If V (x(t)) > 0 for all
t < τe, write τ = τe. Otherwise we may define τ to be the
infimum of times τ ′ ≥ 0 such that V (x(t)) > 0 for t < τ ′.
Since V is continuous, and in view of (C3) we have, in either
case, that τ > 0,
lim
t↑τ
V (x(t)) = 0 (16)
and
V (x(t)) > 0 for all t ∈ (0, τ) . (17)
The function V (.) is Lipschitz continuous on compact subsets
of A1dom ∩ A2dom, as a lower envelope of continuouslydifferentiable functions on the open set A1dom ∩A2dom. Takeany sequence of positive numbers τi ↑ τ . It follows that
t → V (x(t)) is an absolutely continuous function on [0, τi].
In view of (16), we may write
V (x0) = 0 − lim
i→∞
∫ τi
0
d/dt V (x(t))dt . (18)
Take T to be the set of times t ∈ (0, τ) such that
(i): t is a point of differentiability of x(.), t′ → V (x(t′)) and
of t′ → V j(x(t′)) for j = 1, 2.
(ii): x˙(t) = f(x(t), u(t)) + σ(x(t))v(t) and u(t) ∈ Ω .
The set T so defined has full measure. For any t ∈ T we have
d/dt V (x(t)) = lim
i→∞
ϵ−1i [V (x(t + ϵi))− V (x(t))] .
for some ϵi ↓ 0. Since the V j ’s are continuous, we can
arrange, by extracting a subsequence, that, for some j,
V j(x(t)) = V (x(t)) and
d/dt V (x(t)) = lim
i→∞
ϵ−1i [V
j(x(t + ϵi))− V j(x(t))] .
Since V j(.) is differentiable at x(t) (see (C2)), and x(.) is
differentiable at t with derivative f(x(t), u(t)) + σ(x(t))v(t),
we have
d/dt V (x(t)) = ∇xV j(x(t))(f(x(t), u(t)) + σ(x(t))v(t)) .
(19)
Now consider the partition of T into three disjoint sets T =
T1 ∪ T2 ∪ T3:
T1 = {t ∈ T |V 1(x(t)) ̸= V 2(x(t))}
T2 = {t ∈ T |V 1(x(t)) = V 2(x(t)) and
(∇xV 1(x(t)) −∇xV 2(x(t)))(f(x(t), u(t))
+σ(x(t))v(t)) = 0} ,
T3 = {t ∈ T |V 1(x(t)) = V 2(x(t)) and
(∇xV 1(x(t)) −∇xV 2(x(t)))(f(x(t), u(t))
+σ(x(t))v(t)) ̸= 0} .
Take any t ∈ T3. We deduce from the defining properties (i)
and (ii) for T3 that
V 1(x(s)) ̸= V 2(x(s)) for all s ∈ (t− δ, t+ δ)\{t} ,
for some δ > 0. But this means that T3 is a set of isolated
points; that is, each t ∈ T3 is contained in an open set disjoint
from T3\{t}. Such sets are countable and therefore have zero
measure. We may therefore redefine the full-measure set T to
exclude T3. Now T = T1 ∪ T2.
Take any t ∈ T . We claim that
d/dtV (x(t)) ≥ −1/2 |v(t)|2 − θ .
There are two cases to consider:
1. t ∈ T1. We may assume without loss of generality that
V 1(x(t)) < V 2(x(t)). Then V 1(x(t)) = V (x(t)) and u(t) =
u1, since φ¯(.) is compatible with (7). It follows from (C2)
and (C5) that
d/dtV (x(t)) = ∇xV 1(x(t))(f(x(t), u1) + σ(x(t))v(t))
≥ −1/2 |v(t)|2 − θ ,
as required.
2. t ∈ T2. Now V 1(x(t)) = V 2(x(t)). We know from the
second defining property of T2 that
d/dtV (x(t)) = ∇xV 1(x(t))(f(x(t), u(t)) + σ(x(t))v(t))
= ∇xV 2(x(t))(f(x(t), u(t)) + σ(x(t))v(t)).
But then, by (C6),
d/dtV (x(t)) = ∇xV 1(x(t))(f(x(t), u(t)) + σ(x(t))v(t))
≥ − 12 |v(t)|2 − θ .
This validates the claim. Finally, we deduce from (18) that
V (x0) = − limi→∞
∫ τi
0 d/dt V (x(t))dt≤ 12
∫ τ
0 |v(t)|2dt+ θτ = J(u = φ¯(v), v;x0) .
Relation (15) is confirmed.
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