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Recently, workﬂow technologies have been increasingly used in scientiﬁc communities.
Scientists carry out research by employing scientiﬁc workﬂows to automate computing
steps, analyze large data sets and integrate distributed computing processes. This is
a challenging task because of insecure procedures in a distributed environment. In this
paper, we present an access control framework and models for supporting secure and
reliable collaboration. The proposed approaches combine control ﬂows and data ﬂow
models to describe scientiﬁc workﬂows, and extend the atomicity sphere concept by
considering two levels of atomicity abstraction at the level of process as well as at the
level of data, in order to maintain the process consistency and the data consistency in the
presence of failures. We also present a case study in a scientiﬁc research scenario to show
the effectiveness of our approaches.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Over the past decade, workﬂow techniques have been successfully developed to automate business processes, which
support a variety of business domains, such as enterprise production management and e-business integration. Additionally,
workﬂow techniques have been increasingly employed in scientiﬁc communities where, scientists make discoveries by con-
ducting complex sets of scientiﬁc computations and data analyses. These scientiﬁc explorative activities in biology, chemistry
engineering, geosciences, medicine and physics [6–8,11,13,14,22,37,43] are typically carried out at multiple sites, run over
long periods of time and involve multidisciplinary processes and huge amounts of data. For example, a typical biological ex-
perimental scenario may consist of hundreds of computational steps; each step may be distributed over the Web by taking
input data from various databases and disseminating the results obtained from one step to multiple downstream steps in a
distributed environment. In such data-oriented application systems, workﬂows are often referred to as scientiﬁc workﬂows.
Scientiﬁc workﬂows assist scientists in their research by orchestrating compute-intensive tasks, analyzing large data sets, as
well as, integrating distributed computing processes.
As an example of a scientiﬁc workﬂow, consider lymphoma DNA classiﬁcation research scenario as shown in Fig. 1(a),
which has been adapted from [32]. The objectives of this experiment are to select valid gene data from differing databases
for the use of scientists. During these experiments, DNA samples are ﬁrst collected from the Gene Collection Laboratory
before being sent to the Data Validation Center for data processing. The processed DNA samples, matching anticipated lym-
phoma symptoms, are considered as valid data and in turn are sent to the Lymphoma Research Lab for further classiﬁcation,
based on speciﬁc gene characteristics. Otherwise, the results of the classiﬁcation are assumed to be negative, which may
result in the process of DNA classiﬁcation analysis being rolled back for a new round of experiment.
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With advances in Web technologies, scientiﬁc research like the above DNA analysis is increasingly the result of collabo-
rative efforts among scientists who make use of each other’s experimental results. In these situations, data resources (e.g.,
DNA databases and medical testing data), individual computational tasks (e.g., gene comparison) and scientist-created work-
ﬂows (e.g., experimental steps) are likely to be distributed over various locations, connected over the Internet. In addition,
these distributed resources can be further wrapped as Web services, which are published and deployed on the Web, so that
other scientists are able to share these valuable computational resources for facilitating their scientiﬁc researches. These
collaborations in a distributed environment allow scientists to transform a complicated scientiﬁc research problem into a
series of simpler, and more easily handled steps. Examples of scientiﬁc workﬂow management systems that have developed
to support scientists for tackling complex scientiﬁc computing problems, include work done by Taverna [37], Triana [41],
Pegasus [15] and Kepler [29].
There are a number of unique challenges that remain unaddressed in collaborative scientiﬁc researches. The ﬁrst chal-
lenge is the lack of sets of standard and commonly accepted descriptions for scientiﬁc workﬂows [19,39,43,13]. Currently,
most of workﬂow descriptions are based either on pure control ﬂow models or on pure data ﬂow models. On one hand,
control ﬂows emphasize the sequence of work to be executed, and this ordering concept is widely used to describe business
workﬂows, where tasks can be ﬂexibly assembled in different ways. For example, with proper control ﬂow patterns, such
as sequential and parallel patterns, a designer can express potential dependencies among tasks by designating how control
rights ﬂow from one task to others. On the other hand, data ﬂows are widely employed in scientiﬁc workﬂows, wherein the
dependencies of tasks are expressed by data dependencies, which regulate how data produced by one task can be routed to
multiple downstream tasks. Although such pure data-driven approaches are simple in their design and workﬂow analysis,
they are not eﬃcient enough to model iterative behaviors, to reuse and to maintain existing workﬂow models [5,1,13,32].
For this reason, current trends in scientiﬁc workﬂow representations are towards a hybrid approach integrating both the
control and data dependencies in a workﬂow model [39,13,32,1]. Furthermore, combining efforts from both the scientiﬁc
domain and the business workﬂow domain would provide a balanced way to explore scientiﬁc workﬂows [10]. For example,
Bowers [5] combines control ﬂows and data ﬂows by using ﬁnite state machines whilst Li [32] integrates control ﬂows with
data ﬂows for scalable scientiﬁc process integration. Other similar methods can be found in [39,3,1]. Fig. 1(b) shows an
example of a scientiﬁc workﬂow which integrates control and data ﬂows.
The second challenge is security, which is currently ignored in most scientiﬁc workﬂows systems. This is particularly
important in a Web services context because the messages transmitted over the Web could be accessed and altered by
imposters. For security reasons, it is important that conﬁdential information like private processes and sensitive data (e.g.
patients’ private data in medical research) should not be visible or released to unauthorized users. Also selecting the relevant
information for speciﬁc scientiﬁc experiments can be problematic. Typically, scientiﬁc experiments are characterized by
their exploratory nature, that is, scientists conduct experiments in a trial-modiﬁcation manner, by which procedures of
experiments may be often modiﬁed, whilst tasks may need to be replaced with alternative ones. As a result, a lot of
provenance information about the creation of data objects, such as program version number, data resources and related
computing steps, could be produced, which can make it diﬃcult for scientists to browse, look at and choose the proper
computing services for their experiments. It is therefore desirable to provide an effective mechanism to enable authorized
users to see and to access the relevant part of a scientiﬁc workﬂow.
One such effective mechanism for balancing security and information choice for users is the concept of a view. Views
represent an abstraction of original workﬂow speciﬁcations by deﬁning parts of the speciﬁcations, which are only visible
and accessible to authorized users. Like the notion of the views in databases [17], a view in a business process or scien-
tiﬁc workﬂow places emphasis on information hiding, minimizing what collaborative partners need to know during their
collaboration with each other [4,24,25,30,32,44]. Various roles can also be associated with views, so that users can only see
necessary parts of workﬂows that they are entitled to see. Furthermore, only the relevant data products and provenance
information need to be provided to users based on their different requirements in cooperative scientiﬁc researches.
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for ensuring reliable execution of scientiﬁc workﬂows. A basic requirement for reliable collaboration in distributed experi-
ments is that the experiments should be allowed to proceed without violating process speciﬁcations and data consistencies
even when the failures occur for varying reasons [1,32,20,44]. This requirement is particularly applicable to scientiﬁc work-
ﬂows because the experiment may consist of hundreds of separate computing steps and involve lots of data objects, whilst
the computing steps may fail. In such cases, giving up the overall experiment would be too expensive [1,13].
The transactional support is widely used to address the reliability of systems. In traditional database systems and work-
ﬂows [17,18,20,23,40], the consistency of sharing data and administration among components can be achieved through
implementing strict transaction semantics in terms of atomicity, consistency, isolation and durability (ACID) [17]. Although
extremely reliable, traditional ACID transactions are not suitable for loosely coupled environments such as Web service-based
business transactions [17,33,40,44]. This is because ﬁne-grained lock controls and full trustworthiness are not generally ap-
plicable in Web services-based transactions. Although a number of proposals [20,40] are presented to address this issue,
currently, the existing Web service frameworks still lack effective models and approaches for the reliable (fault-tolerant,
transactional) execution of a group of Web services [2,36].
In this paper, we address the challenges mentioned earlier by presenting an access control framework and models for
supporting reliable collaboration. The proposed approaches depend on describing scientiﬁc workﬂows by integrating control
ﬂow and data ﬂow models, and they employ a relaxed transaction concept for fault tolerance, in order to maintain the pro-
cess consistencies, as well as, data consistencies even in the presence of failures. To achieve these objectives, we ﬁrst model
the internal scientiﬁc activities within an institution. Then, the individual workﬂow models of participating institutions are
mapped to views, which are further described by Web services. Based on the view model, a two layered access control
architecture is proposed to protect computing resources. Finally, the atomicity concept is relaxed by integrating transactions
and exception handling models in order to ensure the reliable collaboration on the Web.
The main contributions of this paper are twofold. First, a novel two layered access control model based on the general
principles of the order of security priority in an organization is proposed. With the model, various roles are associated
with views, so that authorized users can only see necessary parts of workﬂows exposed to them. Second, the atomicity
sphere model is relaxed by considering two levels of atomicity abstraction for supporting reliable collaboration at the level
of process, as well as, at the level of data to maintain the process consistency and data consistency in case of failures.
The rest of the paper is organized as follows. Section 2 introduces the related work and Section 3 describes the system
architecture. The detailed basic models for collaborative scientiﬁc researches are introduced in Section 4. Section 5 illustrates
reliable collaboration across organizations based on views. Finally, the discussion focuses on aspects of evaluation followed
by the conclusion.
2. Related work
In this section we brieﬂy discuss some of the research work related to workﬂow descriptions, views and transaction
models for supporting reliable collaboration in a Web services-based context.
Although control ﬂows are widely employed in business workﬂows [20,26,40], they are also employed in scientiﬁc work-
ﬂows for their simplicity of presentation as well as for their suitability of scientiﬁc process integration [4,5,32]. For instance,
Bao [3] studies differencing provenance issues in scientiﬁc workﬂows based solely on control ﬂow for its simplicity of pre-
sentation. As pure data-driven approaches are not eﬃcient enough to model iterative behaviors, to reuse and to maintain
existing workﬂow models [5,39,1], current trends in scientiﬁc workﬂow representations are towards a hybrid approach inte-
grating both the control and data dependencies in a workﬂow model [39,13,32,1]. For example, Bowers [5] combines control
ﬂows and data ﬂows by using ﬁnite state machines whilst Li [32] integrates control ﬂows with data ﬂows for scalable sci-
entiﬁc process integration.
To protect the privacy of business processes and to facilitate Business-to-Business (B2B) interoperability, many researchers
have focused on deriving process views from the back-end business processes for the collaboration across organizations [24,
25,30]. For instance, Liu [24] proposed an order-preserving process-view approach to protect B2B workﬂow interoperabil-
ity [10], whereas Chiu [30] described an approach for the cross-organizational interactions by combining private workﬂows
and workﬂow views together. Additionally, Liu [25] applied the workﬂow view approach to drive cross-organizational work-
ﬂows interoperability in the Web services environment. On the other hand, views have been also employed in scientiﬁc
workﬂows for balancing security and information choice to users. For example, Li [32] introduced ﬂow views for scalable
scientiﬁc workﬂow process integration and for security whilst Biton [4] manages provenance in scientiﬁc workﬂows by using
views.
There are many transaction models [34,38,42] and protocols proposed to support long-running and distributed business
processes, such as Saga model [35], Business Transaction Protocol (BTP) [46] and Web services coordination (WS-C) [47],
etc. All these efforts have focused on the relaxation of the traditional ACID properties in order to meet the requirements for
long running collaborative business applications.
Fault tolerant approaches have been employed to ensure reliable execution of scientiﬁc workﬂows. Basic fault tolerant
mechanisms include checkpoint [9], log-based message approaches and transaction approaches. To reduce the cost of re-
covery from failures in distributed environments, one of the transaction-oriented recovery approaches used, is the concept
of sphere [12]. Sphere simply means the control sphere that was originally used to recover from failures in the traditional
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database. Leymann [27] put forward the notion of atomicity sphere, which correlates related transaction properties with a
process or a group of operations, whereas Hagen [20] proposed an advanced fault tolerance mechanism to integrate both
transactions and exception handling into workﬂow systems, for ensuring reliable implementation of workﬂow systems. In
addition, a uniﬁed model of atomicity and isolation was presented by Schuldt [40] for the usage of transactional processes.
There is also some work focused on applying fault tolerance and transaction approaches for Web services composition [2,36,
44]. For example, Bhiri [2] proposes a transactional approach to effectively support reliable Web services composition. The
method is based on the conception that a composite service is regarded as a structured transaction, whilst individual Web
services are treated as sub-transactions.
3. System architecture overview
A scientiﬁc experiment in a distributed environment can be represented as a process. As already mentioned, tasks con-
tributing to a process can be distributed at multiple sites, run over long periods of time and involve huge amounts of data.
As a result, it is a challenge in enforcing reliable transaction over the entire computing process. This motivates our research.
Our approach to the above challenge is dependent on describing scientiﬁc workﬂows by integrating control ﬂow and data
ﬂow models, and on employing a relaxed transaction concept for fault tolerance.
Fig. 2 shows the overall system architecture. In more detail, our work can be characterized in terms of the following
basic models. First, we model the internal scientiﬁc activities within an institution. Then, the individual workﬂow models
of participating institutions are mapped to views, which are further described by Web services. Based on the view model, a
two layered access control architecture is proposed to protect computing resources. Finally, the atomicity concept is relaxed
by integrating transactions and exception handling models in order to ensure the reliable collaboration on the Web.
4. Basic models for collaborative scientiﬁc research
In this paper, the proposed access control framework is built around the following major requirements and models:
transaction requirements, a workﬂow-based model, a Web services model, a view model and an access control model. In
this section, the transaction requirements and the ﬁrst two models are explained and the remaining models are covered in
Section 5.
4.1. Transaction requirements
Firstly the transaction requirements for reliable collaborations in a distributed environment will be associated with tasks’
models, Web services models and process models so that they are characterized by transactional functions.
To support the reliable collaborations in a distributed environment, effective transaction mechanisms should satisfy dif-
ferent transaction requirements needed in different contexts. These transaction requirements are mainly reﬂected in the
collaborating researches among participants in various application scenarios. For example, orchestrating a computational
step A and a computational step B may be considered to be reasonable, but combining the step A or step C without step B
might be not acceptable.
A transaction in a distributed environment is characterized by some distributed features: long-running, heterogeneous,
and loosely coupled. Firstly, long-running computational tasks can be executed over a long period of time duration, so that
it is impractical to lock all data used in a computing process for extended period of time. Next, heterogeneous features may
involve multiple participants from various organizations whose scientiﬁc computing processes run independently. These
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pling indicates that the collaborating relationships between partners are established in a highly dynamic fashion and in an
on-demand basis. From these characteristics, it is clear that the overall transactional behaviors associated with a transaction
depend on the transactional capabilities and behaviors of individual computing processes. Therefore, an effective transaction
model, suitable for a distributed environment, should support different transactional semantics in the same model [20,2,40].
To sustain such transactional semantics, we integrate transaction properties into the task model and the Web service
model by extending the approaches proposed in [20,2,36,40]. The main transactional properties include retriable, compen-
satable and pivot properties.
• Retriable Property: This property indicates that an entity (e.g., a task) with this property is allowed to repeat itself for
completing its work successfully after a ﬁnite number of tries.
• Compensatable Property: This property implies that an entity with this property is allowed to undo the effect. In
addition, the result produced by the entity could be rolled back with transaction.
• Pivot Property: This property regulates that an entity with this property cannot repeat itself or to undo the job because
the cost of these behaviors may be expensive.
4.2. A scientiﬁc workﬂow model
According to the transaction properties introduced in the previous section, we deﬁne in this subsection a transactional
task model, and then present a scientiﬁc workﬂow model.
4.2.1. Basic task models
We describe basic task (or actor) models from two aspects: task designing and task implementing. From the point of
view of abstraction, each task represents a unit of work regulated within a scientiﬁc computing process, and achieves a sub-
objective with respect to the whole process. Normally, a task may be an atomic task or a composite task. An atomic task
cannot be further broken down into smaller ones while a composite task may contain some other tasks or sub-processes.
Secondly, tasks are performed by agents (e.g., humans, or computer programs) involved in a process enactment by
providing the tasks with designed input data. Meanwhile, the practical implementation of tasks can result in the changes of
these tasks’ states. The main states for a task may include initial, completed, failed, aborted, canceled and terminated states.
For example, a task enters into the terminated state when the work performed has stopped and related exit conditions have
not evaluated. In the following paragraph, we ﬁrst formulate the deﬁnition of a basic task.
Deﬁnition 1 (Basic task model). A task Ti is a tuple Ti = (n, S, A, Tinput, Toutput, φ), where
• n is the name of the task Ti ,
• S = {initial, completed, failed,aborted, canceled, terminated} is the set of task T ′i possible states,• A = {compensatable, retriable,pivot} is the set of the transactional properties of the task Ti ,
• Tinput and Toutput are input and output types for the execution of the task Ti , and φ ⊆ (Tinput × Toutput) is a transition
relation on the Tinput and Toutput .
Based on Deﬁnition 1, we associate transaction properties with tasks to distinguish different tasks in a computing process.
Deﬁnition 2 (Compensatable task T ci ). Let T
∗ be the set of all tasks deﬁned by a process. A task Ti ∈ T ∗ is compensatable if
there exists a task T ci ∈ T ∗ such that T ci can undo the effect produced by Ti , that is, task Ti and T ci form a pair p = (Ti, T ci ),
and p satisﬁes the following properties:
(1) Let PT = {Ti | ∃(Ti T ci ) ∈ T ∗} be the set of tasks in T ∗ , then ∃Ti ∈ PT such that ϕ(T ci ) • output ⇒ ϕ(Ti) • output = null;
(2) For each Ti ∈ PT , φ(Ti−1 × Ti × T ci × Ti+1) • output = φ(Ti−1 × Ti+1) • output.
Thus, task T ci is called the compensating task of Ti .
The property (1) and property (2), deﬁned in Deﬁnition 2, indicate that the computing work performed by compensatable
task Ti can be undone by its compensating task T ci .
Accordingly, we can deﬁne other kinds of tasks such as retriable task T r and pivot task T p .
4.2.2. A scientiﬁc workﬂow model
A workﬂow model (or speciﬁcation) deﬁnes its basic components and regulates how its components interact with one
another. More precisely, the main components of consisting a workﬂow normally include tasks (or actors), data ﬂows and
control ﬂows. As mentioned before, a task represents a basic unit of work (step) that performs a speciﬁc function within
a workﬂow. For example, a task may merely implement a simple mathematics computation, but can also complete other
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tential sequence by which different tasks can be implemented whilst the data ﬂows describe the data dependency between
tasks.
We deﬁne a workﬂow by using the ﬂow model [32,26,27,48,49], which describes the connection between tasks, the
executing order of tasks, the data exchanging between tasks and the decision point. The ﬂow models play a role in the
collaboration between partners in the context of Web services. For example, the tasks in a scientiﬁc workﬂow can be
implemented as operations of Web services. Thus, a Web service provider can publish a scientiﬁc workﬂow (ﬂow model) as
a Web service that can be invoked by other collaborative partners. In this case, the collaborative partners play the role of
service requestors. Formally, a ﬂow model can be represented as a directed graph in which nodes correspond to tasks and
edges indicate possible control dependencies or data dependencies between tasks. Let G be a graph, with a set of nodes V
and with a set of edges E; and V (G) and E(G) represent the set of all nodes and the set of all edges in G respectively.
Thus, a scientiﬁc workﬂow is a simple graph G = (V , E, f ), where b ∈ V (G) and e ∈ V (G) denote the beginning node and
the end node in G; the edges can be expressed as E ∈ V × V , and f is a function mapping each node onto unique label.
Basically, the connection between tasks represents their dependencies, which imply some constraints imposed on the
occurrence of two tasks. More precisely, such dependencies can arise from data ﬂows and from control ﬂows.
Data dependencies describe the dependencies of tasks, which regulate how data produced by one task can be routed to
multiple downstream tasks. This dependency can also be represented as a graph, with nodes denoting tasks (computational
steps or processes) and edges representing the ﬂow of data. Based on the description presented in [27], each task T ∈
T has associated input and output containers, denoted as in(T ) and out(T ) respectively. If the input container in(T2) of
task T2 receives (consumes) the data that are produced from the output container out(T1) of another task T1, we say that
T2 depends on T1, denoted as d(T1, T2). Formally, for a given workﬂow model W , let set T denote the set of all tasks, then
all data dependencies among two tasks T1 ∈ T and T2 ∈ T can be represented as a connector map which has been adapted
from [27]:








where ℘(T1) denotes the powerset of T1 and the following conditions should be satisﬁed:
(1) (T1, T2) ∈ ℘(out(T1) × in(T2)),
(2) (T1, T2) 	= φ ⇒ T2 is reachable from T1.
The condition (2) indicates that there exists a control connector k(T1, T2) between two tasks T1 and T2. In what follows
this paragraph, we consider control dependency.
Control dependencies describe the partial order of execution of the tasks inside a workﬂow. For example, in a sequence
dependency of tasks, control linking from task A to task B means that task B could be implemented after task A has been
completed successfully, denoted as q = (A, B, c), where c denotes transition condition. In this paper, we use a projection
map to represent the dependencies between the tasks.
Let set T denote the set of all tasks within a workﬂow model W , and set Q consist of all possible sequences of tasks as-
sociated with the model W , thus, a control link is a triple (t1, t2, c) ∈ Q ⊆ T × T × C , where C denotes transition conditions,
then
• the set of all control connectors pointing to task ts ∈ T can be denoted by 
ts := π3({q ∈ Q | π2(q) = ts}).
For example, in Fig. 3(a), q1 = (T1, T2, c) ∈ T × T × C and π2(q1) = T2.
• The set of all control connectors leaving to task ts ∈ T can be denoted by ts := π3({q ∈ Q | π1(q) = ts}).
Here π denotes the projection map between Cartesian products.
Based on the above description, we can represent the dependencies between the tasks in terms of BNF syntax:
DT ::= T1 → T2|T1 ‖ T2|T1 ⊕ T2,
where T1 → T2, T1 ‖ T2 and T1 ⊕ T2 denote sequential, parallel and choice relationship operators respectively.
Deﬁnition 3 (Sequential relation Ti → T j). Two tasks Ti and T j are deﬁned as the sequence pattern Ti → T j if and only if
they satisfy the following conditions:
(1) π3({q ∈ Q | π1(q) = Ti}) = π3({q ∈ Q | π2(q) = T j}),
(2) ∀(Ti,T j) ∈ T : i 	= j ⇒ Ti ∩ T j = φ for example, T1 	= T2.
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The condition (1) indicates that the outgoing edge of task Ti is the ingoing edge of task T j . The condition (2) expresses
that the two tasks are distinct. The sequence operator Ti → T j indicates that task T j can only be started after task Ti
completes its work. Accordingly, we can deﬁne other dependency between tasks such as parallel relation T2 ‖ T3 and choice
relation T2 ⊕ T3.
4.3. Transactional Web service model
According to Web Services Description Language (WSDL), a Web services can be described as an abstract interface that
consists of collections of operations. The interaction of a Web service with its environment (or other services) takes place
through the operations by receiving input message and likely responding with output message. Based on the description of
the interaction, we model a Web service by adopting a states/transitions approach.
Deﬁnition 4 (Web service). A Web service WS is deﬁned as a transition system with the form of a tuple WS =
(Σ, S, R, s0, δ, F ), where Σ is a nonempty ﬁnite set of elements including input elements and output elements; S is a
nonempty ﬁnite set of elements called states; R is the set of transition preconditions; s0 ∈ S is an initial state; δ is a state
transition partial function regulated by δ : S × Σ × P → S and F is a set of ﬁnal states given as a subset of S: F ⊆ S .
Deﬁnition 5 (Transactional Web service). A Web service WS is deﬁned as a transactional service if it satisﬁes the transactional
properties deﬁned in Section 4.1.
According to the transactional properties deﬁned in Section 4.1, we use similar method introduced in Section 4.2.1 to
distinguish between compensable, retriable and pivot services.
5. Reliable collaboration across organization based on views model
Based on the basic models introduced in the previous section, in this section, we describe reliable collaboration across
organizations based on a view model. We start with deriving a view based on the workﬂow-based model presented in
Section 4.2.2, and then describe an access control model. After introducing the notion of atomicity sphere, we focus on
maintaining data consistency and process consistency for reliable collaboration across organizations.
5.1. Deriving consistency view based on scientiﬁc workﬂow model
This section considers deriving a consistency view from a computing workﬂow model. We ﬁrst summarize ordering
reservation rules proposed in [24,25,32], and then derive a consistency view by using a projection approach.
Views represent an abstraction of the original workﬂow speciﬁcations by redeﬁning parts of the speciﬁcations. Let a
workﬂow speciﬁcation be G = (V , E, f ), where V = V1 ∪ V2 ∪ · · · ∪ Vn is the set of nodes, then views deduced from
the speciﬁcation G can be represented as Gv = (V v , Ev , f v). In Gv , nodes V v indicate the parts of nodes in V , that is,
V v = V1 ∪ V2 ∪ · · · ∪ Vm , where m n and f v maps each node onto a new unique label.
Views can be used to improve trust and security in collaboration among scientists in distributed environment. This is
because a view hides the internal private process within an organization from other partners. Like the notion of the views
in a database, a view places emphasis on information hiding, minimizing what collaborative applications need to know
during coordinating with other computing processes. With views, the information only necessary for process enactment of
the collaboration can be made available to both partners, in a fully controlled manner. For example, during design time,
a workﬂow designer can determine various views based on the roles of participants by exposing the information that those
participants only need to know, whilst concealing the core information within an institution. As a result, different views of
a workﬂow can be presented to individual scientists or different organizations according to their speciﬁc requirements.
5.1.1. Consistency views
We now consider the consistency of the views. Intuitively, for a computing process, a view derived from it should be
coherent in both structure and semantics. Basically, the following requirements should be satisﬁed:
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• If a virtual task t1v precedes another virtual task t2v in a process view, then the actual task t1a contained by t1v also
precedes t2a contained by t
2
v in an actual process. That is, a process-view preserves the original structure ordering
relations of an actual process.
• If a virtual task t1v begins to run, then at least one of actual tasks contained by t1v has started. This means that the
behavior of a virtual task in a view is dependent on that of actual tasks in workﬂow.
Formally, we let TV = {t1v , t2v , . . . , tmv } be the set of all virtual tasks in the view, and let T A = {t1a , t2a , . . . , tna } be the set of
all actual tasks in a workﬂow model. In some cases, a virtual task may include actual tasks as well as other virtual tasks,




a) ∪ (thv), where h ∈m, and h 	= i. As a virtual task tiv is
determined by its contained actual task t ja , we say t
i
v is dependent on t
j
a , denoted as t
j
a → tip . In the following deﬁnition, we
use symbol ≺ to express the ordering relation between two tasks.
Deﬁnition 6. Given two virtual tasks t1v and t
2
v , we say that t
1
v is before t
2
v , denoted as t
1
v ≺ t2v , if and only if ∀txa ∈ t1v ∃t ya ∈ t2v
such that txa ≺ t ya , x 	= y.
Next, we derive a consistency view by using a projection approach. In a relational database, a projection operation is
used to perform a vertical decomposition of the input relations in such a way that each tuple in a table becomes part of
the output, but only the attributes of related selections are preserved. Similarly, the proposed projection approach can be
used to derive views. The projection method will take as input a workﬂow-based speciﬁcation and produce as output a
view. In particular, the speciﬁcation of workﬂow-based process is speciﬁed in a path expression. Thus, we ﬁrst deﬁne a path
expression.
Deﬁnition 7 (Path). Let V be the set of control connectors of a process model P , v1, . . . , vn ∈ V , and let T A = {t1a , t2a , . . . , tna }
be the set of all actual tasks. The sequence v1, . . . , vn is called a path starting from the beginning task t1a ∈ T A to the ending
task tna ∈ T A .
Deﬁnition 8 (Deriving consistency view). Given a process model P = (P1, P2, . . . , Pn) and a path expression V , a view P V =
(P V1, P V2, . . . , P Vm) is a division of P and the projection operator πV (P ) will return a view P V = P V1 ∪ P V2 ∪ · · · ∪ P Vm .
Fig. 4 shows an example of views where a back-end process consists of ﬁve tasks, starting from t1a to t
5
a ; a path expres-
sion can be denoted as μ = v1v2v3v4; and the process model is P = t1a × t2a × t3a × t4a × t5a . Thus, virtual task t1v can be
described as: π1,2(P ) = t1a × t2a , and virtual task t2v is shown as π3,4,5(P ) = t3a × t4a × t5a .
5.2. A two layer access control model
Based on the views presented in the previous section, various roles can be associated with them, so that users can only
see necessary parts of workﬂows they are entitled to see. Furthermore, only the relevant data products and provenance
information need to be provided to users based on their different requirements in cooperative scientiﬁc researches. In this
subsection, we present a novel two layered access control model for securing access to scientiﬁc workﬂows.
The proposed layered security architecture is based on the general principles of the order of securing priority in an or-
ganization [31]. Accordingly, the higher securing requirements in the organization specify what needs to be done, including
the trust objectives of the organization and the security of the whole system’s external interface to the environment. This
security requirement is put on the ﬁrst level, whereas the security requirements to the components within a system can be
put at the second level. Such security requirements focus on the securing integrity indicating that resources such as data
and ﬁle should not be modiﬁed by unauthorized executing entities.
Fig. 5 shows a basic model of the layered access control. According to the model, the security requirement of performing
a task within a business process will be captured at level 1. Once passing the security requirement at the task level, security
control ﬂow can go to the next security level to invoke concrete Web services. The correlation between two different secure
levels depends on the corresponding events, which trigger the interaction between layers.
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We extend the Role-Based Access Control (RBAC) model [16,21] to securely access Web services. The RBAC model include
two basic elements: role and permission. A role describes a job function to be performed by an entity, that is, a role
represents access rights that could be assigned to users. Permissions, on the other hand, indicate whether or not the access
rights can be granted to protected objects. By using role hierarchies and constraints, a wide range of security policies can
be expressed such as by using Discretionary Access Control (DAC), Mandatory Access Control (MAC), etc. In this paper, roles
and permissions are used for both Web services and workﬂow tasks.
5.3. Reliable collaboration across organization
In this subsection, we describe reliable collaboration across organizations. The proposed approaches are based on the
combination of atomicity sphere and exception handling. We ﬁrst introduce the concept of atomicity sphere (Section 5.3.1),
and then present an extended atomicity sphere model by considering two levels of atomicity abstraction for supporting
reliable collaboration: the atomicity in the lower level associated with maintaining data consistency (Section 5.3.2) and the
atomicity in the higher level related to keeping process consistency (Section 5.3.3).
5.3.1. Atomicity sphere
The concept of sphere was originally used to refer to the sphere of control in the traditional database [12]. A sphere
of control logically deﬁnes the boundaries around a collection of operations performed on resources. As a unit of work
composing of set of operations, a sphere is atomic if all its composed operations are committed or aborted unilaterally.
This property can be used to create a fault-handling mechanism for reducing the cost of recovering processes in case of the
failure, and ensuring data consistency at various levels of granularity. For example, when a sphere included in a process is
found to be in error, recovery can be made by undoing or compensating the parts of tasks included in the sphere rather
than undoing the whole process.
Atomicity spheres go further by correlating related transaction properties with a process or a group of operations [27,20,
44]. More precisely, an atomicity sphere represents a group of tasks with transactional properties. Each transactional task
within a sphere can be implemented as a sub-transaction while the whole atomicity sphere forms a unit of work imple-
mented as a global transaction. For instance, with a two-phase commit protocol (2PC), all tasks within an atomicity sphere
are sure to be either committed or all aborted, thus the all-or-nothing semantics of the global transaction representing the
atomicity sphere can be achieved.
5.3.2. Maintaining data consistency
In a single task’s level, we apply the notion of atomicity to ensure the consistency of data in the case of a failure. We
model the execution of a task as a run. A run r on a task t can be triggered by different events. For example, the output
data of a task r are arriving in the input container of task h may lead to the execution of its successor task h. We assume
that these events and runs are recorded into log ﬁles as the history, which can be used to recover a scientiﬁc computing
process in the presence of failures. In the run model, execution of a task will inﬂuence the dependency between output
data and input data. For instance, a run on a task will modify the data inputted to the task, change the state of the task and
inﬂuence the next task to be executed.
Based on the principle of message passing in distributed computing [28], there is a separation between acceptation of
message arriving at tasks and communication with other tasks by sending the computation results. For instance, in a data-
oriented scientiﬁc workﬂow model, data availability would determine the related computational steps to run. For this reason,
a run on a task starts with copying data from the task’s input container to local variables, which may be associated with
speciﬁc data types, so that it is possible to validate the data reaching the task. The run then carries out the computation
based on some formula. If the computation completes successfully, the updated results will be put into the task’s output
container, ready to be sent to the next tasks. Therefore, for the sake of consistency, it is desirable to model copy and update
operations performed on the data items in a run, as shown in Fig. 6(a). Based on this model, each execution of an entity
consists of copying incoming data items into the local variables, followed by updating the data items. If either of these
operations fail due to a copying failure or due to the computation updating failure, the entire execution can be retried.
Without loss of generality, we employ an entity to denote a task in the following deﬁnition.
Deﬁnition 9 (Run model). An entity can be invoked by applying the following two access modes to the entity’s parameters:
Copy (C ) and Update (U ). A run r of an entity ei is a tuple R • ei = {Ic, Oc, L, θ}, where Ic is entity ei ’s input container;
Oc denotes ei ’s output container, L represents local variables and θ ∈ Ic × Oc represents the dependency of output on input
with an execution of the entity.
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Intuitively, based on the run model, data ﬂows should be manipulated in the right way in the execution of a workﬂow
to ensure data consistency. The consistency mainly includes three aspects: proper connection of data ﬂows between tasks,
correct matching of data formats and atomicity of run a task. Firstly, the proper connection implies that for given two
different nodes, there exists a feasible path by which data can ﬂow from one to the other. Let a workﬂow speciﬁcation be
G = (V , E, f ), where V = V1 ∪ V2 ∪ · · · ∪ Vn is the set of nodes, and let PΣ be the set of all path among V . For two nodes
Vi ∈ V and V j ∈ V , we say that data can move from Vi to V j if the following conditions are satisﬁed: (1) ∀Vi, V j ∈ V , if
i 	= j → Vi ∩ V j = φ (e.g. Vi is different from V j), and (2) ∀p ∈ PΣ(V1, . . . , Vn), ∃PVi×V j ∈ PΣ(V1, . . . , Vn) . P = PVi×V j =
d(Vi, V j).
Secondly, data consistency should ensure correct data matching between two tasks. In other words, for two tasks Ti
and Ti+1, data matching indicates that the output data of task Ti should be compatible with the input data of task Ti+1.
In distributed environment, we assume that data transmitted over the Web are described by WSDL XML messages. Thus
data matching can start with by extracting the data from containers by using XPath based on its expressions as well as the
structure of the XML schema. The detailed data matching method is beyond the scope of this paper.
Thirdly, the atomicity semantics of execution of an entity says that either execution of a task completes or none of runs
depending on the execution has any effect. To achieve the atomicity, we model a run as a transaction.
Deﬁnition 10 (Transaction). A transaction T j is deﬁned as a partial ordering over its operations: T j = {Σ j,< j}, where
(1) Σ j = {copy j[x],update j[x]} ∪ {abort j, commit j}; x denotes data item, and < j is ordering relation;
(2) for any two conﬂicting operations h j = {C(x) or U (x)} and d j = {U (x)}, then either h j < j d j or d j < j h j ;
(3) for any operation h j ⊆ O j , h j< j {abort, commit}; O j denotes all operation in T j .
Formally, we describe the atomicity of an execution of entity as follows. For task Ti , let its input container be in(Ti) =
{v1, v2, . . . , vm}, output container as out(Ti) = {w1,w2, . . . ,wq}, the set of local variable as Li = {L1i , L2i , . . . , Lmi }, and its
input and output instance as in(Ti)inst = {vi1, vi2, . . . , vim} and out(Ti)inst = {wi1,wi2, . . . ,wiq} respectively. When data are
available at Ti , the availability would trigger Ti to run. If all conditions are satisﬁed such as data type matching, then the
variables would be populated with the input instances, that is, ∀Lgi | g ∈ [1,2, . . . ,m]: Lgi = vik ∈ in(Ti)inst | k ∈ [1,2, . . . ,m].
Furthermore, if the update operation completes successfully at the end of execution of task Ti , then current value of data
will be updated to
⋃m
i=1 L′i according to rules stipulated by task Ti . After the output container out(Ti) of Ti is populated by
the updated values
⋃m
i=1 L′i , the local variables would then be cleared whilst the result of run would be sent to the next task.
However, if for any reason an exception has been raised in one of the operations performed by a run, appropriate recovery
measures have to be taken. In this case, a run on an entity provides a fault-tolerant approach based on exception handling
for maintaining the consistency of data. For example, when a computation runs into trouble, a fault recovery can be made
by employing a forward recovery mechanism, that is, run on the entity can be retried within the ﬁnite times. In this case,
data consistency sub-system would remove the error and automatically restarts the run, so that regular computation can be
resumed.
If an entity is a composite one, reliable data handling system needs to determine the scope affected by the failure to
maintain the consistency of data in the case of failure. This can be achieved by identifying the children of the failed entity
as shown in Fig. 6(b). In this case, the atomicity data handling sub-system detects the failure of an execution on a composite
entity and decides to abort the execution by adopting the following steps. Firstly, an execution on a composite entity aborts
if all executions depending the composite entities have aborted. Secondly, the abort of the execution on entity will remove
all output data in its output container, and then recover all input data from the log ﬁles.
5.3.3. Maintaining process consistency
In the previous subsection, we extend the notion of atomicity in the lower level associated with executing an entity,
aiming to maintain the consistency of data in the case of failure. When the atomicity handling system decides to abort the
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execution of an entity, for instance, if any of the components within an atomicity sphere does not have a fault handler for a
raised exception, then all of the components in the sphere should indicate the sphere failure. In this subsection, we extend
the notion of atomicity sphere in the higher level related to executing sets of entities by combining atomicity sphere with
exception handling, aiming to maintain the consistency of computing processes.
As one failure may cause the entire collaborative computing process to be interrupted and as rolling back an entire
process may be expensive, we use atomicity sphere to make the collaboration resumable because the approach can recover
something smaller than the entire process. For this end, an application system can be constructed by nesting spheres
properly. For example, a set of spheres can form a hierarchy construction where the outermost sphere represents a root
and other spheres below the root indicate children. From the point of view of a transaction, the top-level sphere represents
a global transaction that regulates the commits of nested sub-transactions (sub-spheres). If the failure of a sub-transaction
is not recoverable inside its sphere, the failure can be propagated along the hierarchy construction until it can be treated
by an ancestor transaction. One of main advantages in this sphere construction is that the failure of a sub-transaction can
avoid aborting the entire computing process since such failure may be handled at a certain level.
To ensure the consistency of the collaborative processes, an atomicity sphere should comply with the requirements of
a well-formed structure. Let T = {T1, T2, . . . , Tn} be the set of tasks; and atomic sphere APi. j = {Ti.1, Ti.2, . . . , Ti.m}, m < n,
be the ith subset of set of T . Based on the requirements proposed in [20,40], we summarize the basic requirements for a
well-formed atomicity sphere as following:
(1) An atomicity sphere has only one pivot task.
The requirement indicates:






∧ (Ti. j) . type 	= pivot.
(2) Execution path pointing to the pivot task consists of only compensatable tasks.
Let T pi be a pivot task and all tasks ≺ T pi before T pi would be
≺T pi :=
{
Ti. j ∈ APi. j
∣∣ ∃e ∈ E: π1 = Ti. j ∧ π2 = T pi ∧ (Ti. j) . type= compensatable}.
(3) Execution path leaving the pivot task consist of only retriable task.
Let T pi be a pivot task and all tasks T pi after T pi would be
T pi :=
{
Ti. j ∈ APi. j
∣∣ ∃e ∈ E: π1(e) = T pi ∧ π2(e) = Ti. j ∧ (Ti. j) . type = retriable}.
The condition (1) and condition (2) indicate that a pivot task decides the outcome of the sphere. If the pivot task fails, the
sphere has failed. In this case, the sphere has to be rolled back by undoing the executed task. And condition (3) expresses
that after passing pivot task, undoing is possible only through the rollback method. In short, if satisfying these conditions,
the process is able either to proceed until termination or to compensate all tasks executed so far. Fig. 7 shows a well-formed
example.
5.3.4. Recovering approaches
Based on the basic models and notion introduced in the previous subsections, we combine a backward error recovery
and forward error recovery methods in order to ensure reliable collaboration, aiming to maintain processes consistency as
well as the data consistency. In particular, we adopt exception handling models proposed in [20,45]. The basic actions of
exception handling include retry and alternate methods.
Retry: it simply means that an interrupted computing process due to a failed task can be recovered by re-revoking
the failed task in accordance with the following conditions. Firstly, the type of the task should be retriable. Secondly, the
number of times of retrying is restricted as ﬁnite value.
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Alternate: It allows the exception handler to replace a failed task with another one that is supposed to have the same
function as the failed tasks.
In short, all these retry-based recovering approaches are characterized by a forward recovery mechanism in nature that
a failed entity would be retried again until it completes successfully. Otherwise, a backward recovery stratagem could be
attempted, which is omitted in this paper due for the limitation of the paper length.
6. Evaluation
In this section, we exemplify the usage of the approach presented in this paper for supporting reliable collaboration. We
ﬁrst present a possible framework according to the models introduced in the previous sections, and then describe a scenario
focusing on earthquake science research.
6.1. A proposed framework
Based on the models introduced in the previous sections, a securing framework for supporting reliable collaboration is
proposed to deal with long-running computing processes that may include both human and automated tasks. The framework
provides general transactional semantics and supports for backward and forward error recoveries of computing processes.
In particular, the application would depend on the publish/subscribe middleware layer to wrap participating applications
for detecting data and process-related events, and for guaranteeing reliable delivery of events and messages to the applica-
tion.
Fig. 8 shows the basic structure of reliable Web service-based collaborative transaction management. The architecture
consists of two layers: User Applications Layer (UAL) and Transaction Supporting Infrastructure Layer (TSIL). The purpose
of UAL is to provide users with an accessing environment that consists of generic function templates. In UAL, users can
use templates to register and describe their e-services. On the other hand, TSIL provides a service transaction management
environment for services discovery and transactional Web service composition. BPEL is used to describe process schemes
and coordinate the interactions among Web services. In this framework, we separate the normal processes that are speciﬁed
in BPEL and the reasoning of securing service transaction management. Other basic modules in the framework include the
Plan Manager, the Access Control Evaluation Model (ACEM) and the Composition Policy Repository (CPR). The Plan Manager
will monitor the behavior of the scientiﬁc computing process. The ACEM will evaluate the request issued by a service source
via sending the request to CPR. If the request is compatible to the requirement of the security constraints, the requested
action is permitted and ACEM will refer to the request to the target services.
Within this framework, developers can specify the access policy and associate services to the accesses authorizations,
and generate access binding for collaborative services.
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Fig. 10. Example of atomicity sphere application.
6.2. An example of earthquake science research
Our case study is based on the scenario adapted from the CyberShake system [14], which focuses on earthquake science
research conducted by the collaborations among scientists and different organizations (sites). In this scenario, for example,
the participants involving the collaboration include hundreds of scientists from over 54 different institutes that form a
virtual organization. The goal of the project is to produce hazard maps for some speciﬁc areas in order to forecast the
probabilities at which earthquake would occurs in these areas.
Fig. 9(a) shows an example of the collaborative earthquake science research involving three different sites (areas) around
the city M. For each site, scientist carry out the experiments for deducing a hazard curve that shows the probability for this
speciﬁc site due to likely earthquake over some period of time. For example, a seismologist at a site may ﬁrst stimulate an
experimental plan by indicating required experimental steps, which may include the following seven experimental steps:
selecting a site (SS), identifying ruptures (IR), computing rupture variations (CRV), computing tensors (CT), synthesizing
synthetic seismograms (SSS), computing peak value (CPV) and computing hazard curve (CHC). These experimental steps can
be modeled as tasks and the combination of the tasks forms a scientiﬁc workﬂow as shown in Fig. 9(b). The scientist then
creates the data dependencies among steps though designing proper inputting data IDs to each step. During the run time,
an engine would be in charge of invoking these tasks in an appropriate order. Finally, through the integration of the hazard
curves created from the three sites, a hazard map for area M is produced to be able to indicate the ground motions, which
may predicate a particular earthquake in city M. Normally, the number of sites used to produce a hazard map for an area
in practice may be huge, therefore the computation and collaboration in this case may be complicated.
In order to depict the hazard map for area M, a scientist S would ﬁrst run the scientiﬁc workﬂow by providing it with
related information. The collaborative system would then send the requirement to different sites, where needed scientiﬁc
research data are stored. We assume that there exist two different spots at each site, for example, data warehouse W1
at spot 1 and R1 at spot 2 for site 1, similarly for W2 and R2 for the site 2, and W3 and R3 for site 3. To facilitate the
interaction and collaboration, each computing step as well as the workﬂow in a site can be wrapped as Web services,
which can in turn be associated with different the back-end databases, so that the scientiﬁc computation can be carried
out in a cooperative and standard way. Furthermore, for a speciﬁc requirement for producing a cure for a site, it may be
desirable that data stored in W1 needs to be integrated with the data stored in R1, W2 to R2, and W3 to R3 respectively
because the two spots in a site are closer each other, so that they are able to produce similar geographical data. As a result,
W1 to R1, W2 to R2 and W3 to R3 form atomicity spheres AS1, AS2 and AS3 respectively, as shown in Fig. 10. In addition,
AS0 represents a top-level sphere that simulates the interaction between the scientists S and the collaborative system. In
this case, AS0 can be implemented as a global transaction while nested spheres AS1, AS2 and AS3 are implemented as
sub-transactions.
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be retired for ﬁnite times (e.g. two times) based on our run model for ensuring data consistency. On the other hand, if
R1 were unavailable, it then could be replaced with another data warehouse that is close to R1, so that the computing
process would be continued.
7. Conclusion and future work
Reliable collaboration in distributed environment is one of critical research issues in scientiﬁc computing. In this work,
we propose a novel two layered access control framework and a run model for supporting reliable collaboration. The pro-
posed approaches are based on the current research trend towards integrating control ﬂows and data ﬂows into a scientiﬁc
workﬂow model, which can effectively reuse and maintain existing workﬂows for assisting scientiﬁc researches. We ﬁrst em-
ploy a projection approach to derive views from a computing process in order to improve security and information choice
for the collaboration among scientists in a distributed environment. To reduce the cost of recovery from failures, we extend
the notion of atomicity spheres by considering two levels of atomicity abstraction for supporting reliable collaboration: the
atomicity in the lower level associated with executing a task and the atomicity in the higher level related to executing sets
of tasks, aiming to maintain consistency of data as well as consistency of process in the case of failures. In the future work,
we will adopt process algebra to further model and verify the correctness of the collaboration in distributed environment.
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