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ABSTRACT
The paper introduces a knowledge-based multimedia ap-
proach to multimedia information retrieval. The approach
uses domain knowledge to augment a user’s query, performs
automatic ontology mapping to search different multimedia
databases, and combines the results in a multimedia pre-
sentation. The texts in the presentation are generated from
the domain knowledge. Thus, the user can view a coherent
multimedia presentation that contains the answer to his or
her query. The paper describes an architecture for realiz-
ing the approach. The individual parts of the architecture
have been implemented, but are not yet integrated in one
system.
Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Selection
process; H.3.5 [Online Information Services]: Web-based
services; H.5.1 [Multimedia Information Systems]: Mis-
cellaneous
General Terms
Design, Algorithms, Theory
Keywords
semantic web technologies, multimedia presentations, ontol-
ogy mapping, natural language generation
1. FROM MULTIMEDIA SEARCH TO MUL-
TIMEDIA PRESENTATIONS
Multimedia presentations utilize a combination of several
media, which results in shared load of the different per-
ceptional channels [7] and reduction of cognitive memory
load [6], thus ultimately in conveying effectively informa-
tion. Text-only information retrieval systems have retrieval
modes that show query results in various granularities: in
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the coarse extreme they show links to documents, ranked
with respect to their relevance to the query. In the fine-
grained extreme they provide an exact answer to the query
(question-answering system). In between are the passage-
retrieval systems. In this paper we introduce a retrieval
mode that is related to passage retrieval and question an-
swering but which is especially geared to multimedia infor-
mation.
In brief, our approach uses domain knowledge to augment
the query, performs automatic ontology mapping to search
different multimedia databases, and combines the results in
a multimedia presentation. The texts in the presentation are
generated from the domain knowledge and the various on-
tologies. Thus, the user can view a multimedia presentation
that contains the answer to his or her query.
The remainder of this paper is organized as follows. In Sec-
tion 2 we elaborate on our approach and present our ar-
chitecture. Three parts of the architecture are dealt with
in separate sections: presentation generation (Section 3),
natural-language generation (Section 4), and ontology map-
ping (Section 5). Finally Section 6 provides conclusions and
directions for future work.
2. THE I2RP ARCHITECTURE
Our approach to multimedia information retrieval can best
be described on the basis of our architecture, called the I2RP
architecture.1 It is depicted in Figure 1. From left to right
the figure shows the course of query processing to the pre-
sentation of the results.
The user starts with formulating a query. The query pro-
cessor augments the query with domain knowledge by re-
trieving also elements that are semantically related to the
query term. The domain knowledge is stored in a semantic
network, which is served by the ontology agent. This agent
also has access to various multimedia databases. For each
database the agent automatically creates a mapping such
that items in the databases are linked to concepts in the
semantic network. Thus, retrieving information from the
databases becomes an inferencing task. The result is a sub-
graph of the semantic network that contains the answer to
1I2RP is the project acronym, which stands for Intelligent
Information Retrieval and Presentation in Public Historical
Multimedia Databases.
Figure 1: The I2RP architecture.
the query; we call this subgraph the answer graph.
The next task is to generate a presentation from the answer
graph. This is done by the presentation generator. A pre-
sentation may comprise written text, sound, pictures, and
movies. The presentation generator decides how to combine
the information from the answer graph into one presentation
that conveys the information to the user as well as possible.
Complete texts may be taken from the databases, but the
texts may also be generated from the answer graph on the
fly. This is the task from the natural language generator. It
receives a selection of facts from the answer graph and us-
ing knowledge of syntax and semantics it generates natural
language texts that are incorporated in the presentation.
Finally, the presentation can be viewed by the user with a
multimedia player. Since the presentation does not contain
actual multimedia items but only links to them, the player
accesses the databases while playing the presentation.
Although our project is limited to museums as test domain,
the architecture has a wider scope. This explains the generic
character of the natural language generator and the ontology
agent.
The different parts of the architecture are developed by dif-
ferent groups. The query processor and presentation gen-
erator come from CWI, the natural language generator is a
product of Leiden University, and the ontology agent is from
the Universiteit Maastricht. They are further discussed be-
low.
3. QUERY PROCESSING AND PRESENTA-
TION GENERATION
The I2RP system generates multimedia presentations about
a user-specified subject using a semantically annotated knowl-
edge source. Users start off specifying via a web interface
the topics they are interested in. The system then accesses
the knowledge source to retrieve relevant information items
(the query processor in Figure 1) and structures them in a
presentation (the presentation generator in Figure 1). Fig-
ure 2 shows a multimedia player screen with an example
presentation. Each knowledge source available is described
by an ontology, here called domain ontology. The ontology
agent guarantees that all information sources use the same
domain ontology.
Retrieving information based on a domain ontology makes
it possible to retrieve items which might not contain infor-
mation about the main topic of the query but are semanti-
cally related (sometimes indirectly via multiple steps) to it.
For example, a presentation about Rembrandt’s biography
might include a description of his student Jan Lievens even
if this information item does not contain any reference to
Rembrandt, but is annotated with a semantic relation ‘stu-
dentOf’. Inferencing on the semantic relations can also help
to discover relevant items; for example, if A is spouseOf B
and B is sonOf C, then A and C are also relatives.
This is not the only way the domain ontology can serve the
purpose of information retrieval: if elements are retrieved
because of their semantic relations with the topics of the
presentation and with each other, these semantic relations
should be preserved when presenting the results to the users,
translating the semantic relations in spatio-temporal rela-
tions (related items are presented in spacial or temporal
proximity). A ranked list will very likely not preserve se-
mantic relations among the retrieved items. Again using
the example of Rembrandt, in a list a relevant information
item (e.g., text or image) about Rembrandt can be ranked
as first, while a less relevant information item about Rem-
brandt’s son can be ranked much lower (or excluded from
the list). It would be better to have an ordered presentation
Figure 2: A Multimedia Presentation. The format
is SMIL and the player is RealOne.
about Rembrandt’s life with the two information items next
to each other (assuming the focus is on Rembrandt’s private
life and not on his career).
A domain ontology can thus be used to recreate a coherent
context (i.e., the presentation) for the information items,
where coherent context means that the structure of the pre-
sentation has a semantic motivation. Our approach to pro-
vide a coherent context is to use narrative theory [4]. The
idea is that organizing a presentation to tell a story requires
the story and the presentation to be coherent, that is, to
communicate a message to the user in a familiar and logical
way.
The presentation’s narrative in the presentation generator
is created by defining what genre the presentation should
belong to, for example, a biography or a curriculum vitae,
and then determining who the main actors are in the story.
For example, in a biography of an artist, the system knows
as roles the main character and his/her family members,
teachers, collaborators, and students. Successively the pre-
sentation generator asks the query processor to find infor-
mation items related to these roles in the knowledge base.
If the query processor finds them, the presentation genera-
tor includes them in the presentation and it structures them
according to their role (e.g., all family members are grouped
in the private life section).
The core functioning mechanism is the selection of the roles
to include in the presentation. The selection is rule based:
rules define the conditions for an information item to get a
role in the presentation. If a rule is satisfied, the information
item is selected and assigned a role. For example, a rule con-
structing a private life narrative unit could define that any
element X which has an isMarried relation to any element
Y with role ‘main character’ is assigned the role of Spouse.
Other rules can then be applied on the newly created role
or on other roles in the presentation.
At the current stage the rules are straightforward and check
for particular semantic relations among information items,
but the plan is to extend them to take into consideration re-
lations among more items (e.g., composing more rules with
boolean operators). Such rules could also assess the rele-
vance of the information items based on their relations with
other information items, while at the current stage elements
either match or do not match a rule (the rules we use are
described more in depth in [3]).
An important aspect in generating multimedia presentations
is that each building unit (information item) of the gener-
ated narrative can be of different modality (text, picture,
audio, etc.) and the dependencies and referentiality that
exist between the modalities influence the meaning of the
presentation.
The transformation from a pre-media structure (which in
our approach is the narrative structure) to a media-dependent
structure (which we call presentation structure) is made in
the presentation generator and is based on rules. These rules
determine the choice of a particular modality (or combina-
tion of modalities) by mapping features describing types of
information to features describing the inherent structure of
each modality. Thus each type of information is presented
with the modality that best conveys its meaning.
When the presentation generator has decided upon the struc-
ture of the presentation, it provides the Natural Language
Generator (described in the next section) with facts for the
presentation (e.g., date of birth, place of birth) and the
natural-language generator generates the texts to be included
in the presentation. The final content is encoded in SMIL
(Synchronized Multimedia Integration Language [12]) and
served to the user.
4. NATURAL LANGUAGE GENERATION
Natural-language generation (NLG) is only related to the
textual level of multimedia information retrieval, but it im-
proves this level in several different aspects. The NLG-
related subproject of I2RP is named Spreekbuis and its focus
is on developing an algorithm for semantically based NLG.
Therefore the stress of the research is on the field of com-
putational semantics and the semantics-syntax interface, es-
pecially on how the semantic form can provide the relevant
information for syntactic realization.
Our project develops a NLG system that starts from the
level of semantics and aims to transform a selected meaning
into a natural-language sentence. A semantic representa-
tion, as complete as possible (containing the participating
concepts, the event-structure information, the temporal or-
ganization, quantification, and the relevant discourse func-
tions), is to be transformed into a form supplied with syn-
tactic functions and lexical material, which is further used
as a base for realization of a sentence.
One of the most important and most difficult tasks for the
interface between semantics and syntax is to preserve the
proper mapping of the semantic relations in the form pro-
vided for syntactic realization, so that realized sentences
fully reflect the meaning from the semantic representation.
For example, the meaning of ‘Pieter Lastman gave classes
to Rembrandt’ should not be realized as ‘Rembrandt gave
classes to Pieter Lastman’, although they have the same con-
ceptual participants. Working on a semantic network with
an adequate notation, such generation would ideally be able
to realize through natural language any piece of informa-
tion selected from the database, without much irrelevant
content. Instead of the usual way of providing the results
to the user, where often large pieces of text containing the
requested information are found and displayed, the results
can be condensed into sentences that answer the the user’s
query.
Combined with a parser that outputs the same type of se-
mantic representation that the generator uses as its input,
the generator is able to work on both structured and un-
structured databases. In a question-answering system, it
could be implemented in the following way: questions asked
in natural language are parsed, and fed to the query proces-
sor; after it returns the candidate passages of text (excerpted
from the unstructured database in the way it is already done
within the I2RP architecture), the text is parsed and its
parts matched to the parse of the question. The match-
ing semantic contents are then used to generate sentences.
Matching semantic parses of the question and the retrieved
information could use the help of an inferencing system to
achieve a wider range of matching possibilities.
Currently Spreekbuis encompasses two generators: the Per-
formance Grammar Generator [5] and Delilah [2]. Delilah
is a very robust parser for Dutch; it parses sentences to
and generates them from a semantic form. The major re-
search task at the moment is to preserve the full seman-
tics of the input in syntactic realization. Our plan is first
to develop the algorithm and if possible also the software
that will provide a more information-preserving interface
between the semantic form and its realization in natural
language, particularly with respect to the argument struc-
ture and adjunct-argument distinctions. In other words, we
want to determine within a semantic form which participat-
ing concepts are to be realized as arguments and which as
adjuncts. For instance, we do not want to get a sentence
like ‘Rembrandt inhabited Leiden being a student by Jacob
van Swanenburch’ for ‘Rembrandt studied in Leiden under
Jacob van Swanenburch’.
5. ONTOLOGY MAPPINGS
The ontology agent provides uniform access to the domain
representation (a semantic network) and the various mul-
timedia databases. In the ideal case we start with the se-
mantic network and then automatically map the databases
to the semantic network. Thus any multimedia record is
accessible from the semantic network.
Currently, we cannot make a mapping from a database to
the semantic network automatically; therefore, this mapping
is established manually. Once a mapping to one database
exists, we can establish mappings to other databases auto-
matically. The procedure described below uses one agent for
each database/ontology for clarity; in the I2RP architecture
one agent does all the work.
Figure 3 illustrates some forms of semantic heterogeneity
that must be solved to establish a mapping: different con-
Figure 3: Ontologies 1 and 2.
cept names are used for the same data and data may be
structured differently. To obtain a mapping we must be
able to split and merge data fields. For instance, the con-
cept ‘date’ in ontology 1 containing the data ‘1661–1662’
must be split into ‘1661’ and ‘1662’ in order to map ‘date’
in ontology 1 to ‘start’ and ‘end’ in ontology 2. The inverse
mapping requires merging ‘start’ and ‘end’. None of the ap-
proaches proposed in the literature, e.g. [9, 8, 11], offers an
adequate solution.
Suppose that agent 1 wishes to know the artist’s name and
the material of some paintings. Agent 1 knows that the in-
formation is (probably) available in a database managed by
agent 2. Therefore, agent 1 contacts agent 2. In order for
agent 1 to put forward its request, the agents first have to
establish whether both use the same ontology or whether
they use an ontology of which the other agent knows how to
map it on its ontology. If the agents use different ontologies
and if no mapping is known, the agents should try to estab-
lish a mapping. The way the agents establish a mapping is
inspired by language games [10].
To illustrate the idea behind language games for ontology
mapping, suppose that two agents wish to communicate
about the concept ‘painting’. Moreover, the agents use dif-
ferent conceptualizations of the concept ‘painting’ (as de-
picted in Figure 3) and some paintings are known by both
agents.
A concept such as a ‘painting’ may consist of a hierarchy of
sub-concepts. For the primitive concepts in this hierarchy,
an instance specifies the actual data values. For example,
an instance could be a painting titled ‘Self portrait as St.
Paul’, painted by Rembrandt Harmensz. van Rijn with oil
on canvas. By finding an instance of the concept ‘painting’
known by both agents, the agents determine joint atten-
tion. The joint attention will be the basis of the language
game. To establish the joint attention, agent 1 produces an
utterance containing a unique representation of a concept
and instance of the concept. Agent 2, upon receiving the
utterance, investigates whether it has a concept of which
an instance matches to a certain degree with the communi-
cated instance. To do so, agent 2 measures the proportion
of words that two instances have in common. The instance
with the highest proportion of corresponding words together
with the communicated instance constitute a joint attention
– provided that the correspondence is high enough.
After establishing the set of joint attentions, agents 2 tries
to establish a mapping between the primitive concepts that
make up the concept. To do so, agent 2 needs an utterance
from agent 1 and itself. An utterance for an instance is sim-
ply formed by a list of all words of the instance. Hence, the
structure of the ontology plays no role. Next, agent 2 tries
to establish associations between the different primitive con-
cepts. Agent 2 generates associations between the primitive
concepts of the two utterances on the basis of the proportion
of corresponding words in pairs of primitive concepts, one
from each utterance. Possible associations are:
field x ← field y.
field x ← field y, split(s), first.
field x ← field y, split(s), last.
field x ← field y, field z, merge (t).
Here, the operator field denotes the selection of a primitive
concept where x, y, and z represent the primitive concepts
to be selected. The operator split divides a data field into
two sub-fields using the separator s to determine the point
of division. We consider the following separators: ‘ ’, ‘,’, ‘;’,
and TC (a type change, i.e., a change from letters to digits
or vice versa). After splitting a data field the operators first
and last can be used to select either the first or the last sub-
field. The operator merge takes two data fields and merges
them into one data field adding the separator t in between.
As separators can be added: ‘’, ‘ ’, ‘,’ and ‘;’. The following
illustrates a mapping from agent 2 to agent 1.
field painting.date ← field painting.period.start,
painting.period.end, merge(’-’).
Agent 2 searches through a space of possible associations
guided by the proportion of words that instances of con-
cepts have in common. Each new utterance from agent 1
enables agent 2 to update the strength of the associations.
After having received a number of utterances, agent 2 may
accept certain associations as being correct. Agent 2 has
established a complete mapping from agent 1 to itself when
it has a unique association for each primitive concept in its
ontology.
6. CONCLUSIONS
This paper presented a new approach to information re-
trieval from multimedia databases. The main features of
the approach are knowledge-based query augmentation, au-
tomatic mapping between the ontologies used, and combi-
nation of retrieval results in a single multimedia presenta-
tion. Texts in the presentation are generated by a natural-
language component.
The various parts of our I2RP architecture are realized as
prototypes. What remains to be done is to combine them
in one system. Further future work will concentrate on the
query processor. Its searching abilities are currently limited.
The natural language processing of queries could breech the
gap between ontology-based queries and keyword-oriented
queries. Finally, more sophisticated rules for the presenta-
tion generator will be investigated.
An important development that will contribute to the suc-
cess of the I2RP approach is the Semantic Web [1]. Orig-
inally devised as a means to improve information retrieval
from the Web, semantic markup can also play a part in the
presentation of information when it is combined with the
I2RP semantic network.
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