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Abstract
A large body of research work has been done to enable robots to learn motor skills from human demonstrations. Likewise,
much work has been done on investigating how humans can learn from robots or get physically assisted by them.
However, these two bodies of work have been mostly detached from each other. A set of works in robotics has been
enabling robots to learn motor skills through imitation and self-improvement while another set of works in robotics
and sports science has studied how robots can help humans perform movements with less effort, assist humans in
rehabilitation and in motor skill learning.
In most of the work on humans being assisted by robots, there is no attempt to improve upon predefined movements
or demonstrations through machine learning techniques. In part, this lack of machine learning in the area of robot-
assisted human motion is due to the high cost of collecting data of humans interacting with robots. Collecting this
type of data might involve risks to humans, usually takes a large amount of time, usually requires expensive equipment
and trained personnel. Collecting data of interactions between humans, from videos for example, does not present
some of these difficulties. Nevertheless, data of interactions between humans may not be readily usable for machine
learning techniques applied to robotics because of the differences between the morphology of humans and robots, lack
of information about forces and torques, which may be critical to succeed in some tasks, endless variability of interaction
scenarios, etc. Consequently, it is hard to collect enough data to infer the behavior of the robot given the behavior of
the human and the environment in any possible situation. It is also hard to make the robot improve its interaction
with humans through trial and error in a safe manner within a feasible amount of time. Therefore, even state-of-the-art
work on robots assisting humans often avoids machine learning. Robot-assisted training and rehabilitation are based
for example on spring-damper systems with fixed stiffness and damping coefficients. Assisted teleoperation relies for
example on expert demonstrations or on rules designed to assist users in specific situations such as grasping multiple
objects.
However, in order to increase the usability and range of applications of robot assistants, it is crucial that these robots
autonomously adapt to different humans, tasks and environments. Moreover, it would be desirable that a robot could
teach or assist a human just like a human can teach a new skill to a robot via kinesthetic teaching, i.e., moving the robot
arm with gravity compensation.
Building on data-efficient machine learning techniques, this thesis presents a unifying perspective to the fields of robots
learning from humans and humans from robots. Using stochastic movement representations and reinforcement learning
techniques, we enable robots to learn motor skills from a few human demonstrations and improve these motor skills.
Subsequently, the robot can help humans learn a new motor skill or perform a challenging task such as teleoperation
requiring obstacle avoidance and accuracy.
We start by tackling one of the key problems in human-robot interaction: how can a robot learn to react to human
movements which can vary both in shape and speed? We present a method to enable robots to learn interaction models
from demonstrations with different speeds even if the demonstrations are corrupted by noise or occlusion, for example.
These interaction models, which are based on stochastic movement representations, can then be used to predict the rest
of a human action given observations of its beginning as well as to compute the most suitable robot reaction.
Often, human demonstrations are suboptimal because the human is a non-expert, the environment changes rendering the
demonstrations ineffective, the robot cannot accurately reproduce the demonstration, etc. In such cases, it is necessary
to improve upon the initial demonstrations. We present an approach to deal with this problem by enabling the human to
teach new motor skills to robots through demonstrations and incremental feedback. Furthermore, by using probabilistic
conditioning, the robot is able to generalize learned movements to different situations.
Human demonstrations can be suboptimal not only with respect to their shape in space but also with respect to their speed
profile. The robot may have for example to adapt the speed of a movement to throw an object further away or closer,
hit an object faster or slower, etc. These can be local adaptations of the speed profile instead of simply accelerating or
decelerating the whole movement uniformly. Moreover, if a high degree of accuracy is required, it may be very difficult
for a human to correct the initial demonstrations through incremental feedback. Besides that, it is desirable that the
robot improve its movements without always requiring human input. We address this problem by optimizing through
reinforcement learning movement parameters that determine the speed profile of movements.
Having addressed key problems towards making robots more capable of learning from human demonstrations and im-
prove upon these demonstrations, we start to look into how robots can help humans learn new motor skills or perform a
challenging teleoperation task. As before, using stochastic movement representations, we address the problem of giving
visual feedback to a human trying to learn a new motor skill. Our proposed algorithm aligns expert demonstrations
in space and time and builds a probability distribution of trajectories. When a user tries to perform that motor skill,
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our algorithm uses the built probability distribution based on the expert demonstrations to evaluate if the user attempt
matches or not the expert movements and gives visual feedback to the user.
A similar principle can be used to give haptic feedback to the user, helping him/her to succeed in challenging teleoperation
tasks. As we demonstrate through user studies, teleoperation tasks may be difficult for humans when, for example, the
human cannot accurately estimate the 3D position of objects or the human needs to control several degrees of freedom
at the same time. In this case, the failed attempts of the human are used as initial demonstrations and are optimized
through reinforcement learning to generate trajectory distributions that satisfy the requirements of the task.
We assist humans in teleoperation tasks initially by tackling motion planning problems in static environments. Subse-
quently, we build up a framework that enables robots to solve motion planning problems and interact with humans in
dynamic environments. Finally, we tackle tasks with multiple possible solutions such as grasping multiple objects and
infer the intention of the user to select the most appropriate guidance.
In summary, this thesis uses stochastic movement representations to enable robots to learn motor skills from human
demonstrations and incremental feedback. These movement representations are used in conjunction with reinforcement
learning algorithms to make the robot improve upon the demonstrations or upon arbitrary initial trajectory distributions.
The robot can use trajectory distributions based on expert demonstrations to help non-experts acquire a new motor
skill. In addition, if the human demonstrations are not suitable, the robot can use trajectory distributions optimized
trough reinforcement learning to help users perform challenging tasks, e.g. in teleoperation. Further applications of
the algorithms and frameworks proposed in this thesis may lie in fields such as rehabilitation, training in sports and
human-robot collaboration.
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Zusammenfassung
Zum einen wurde viel Forschung mit dem Ziel betrieben, Roboter dazu zu befähigen anhand menschlicher Demonstra-
tionen motorische Fertigkeiten zu erlernen. Zum anderen wurde umfangreich erforscht, wie Menschen von Robotern
lernen oder von ihnen physisch unterstützt werden können. Diese beiden Forschungsfelder sind jedoch weitestgehend
voneinander getrennt. Eine Reihe von Arbeiten in der Robotik hat Roboter dazu in die Lage versetzt motorische Fertig-
keiten anhand von Demonstrationen und durch Selbstverbesserung zu erlernen. Eine andere Reihe von Arbeiten in der
Robotik und den Sportwissenschaften hat erforscht, wie Roboter Menschen dabei helfen können, Bewegungen mit ge-
ringerem Kraftaufwand auszuführen und wie Roboter Menschen bei der Rehabilitation sowie beim Erlernen motorischer
Fertigkeiten unterstützen können.
In den meisten Arbeiten, die sich mit der Unterstützung des Menschen durch Roboter beschäftigen, wird nicht versucht
vordefinierte Bewegungen oder Demonstrationen durch Techniken des maschinellen Lernens zu verbessern. Der mangeln-
de Einsatz von Techniken des maschinellen Lernens im Bereich der von Robotern unterstützten menschlichen Bewegung
ist zum Teil auf die Tatsache zurückzuführen, dass die Datensammlung in Hinblick auf die Interaktion von Menschen mit
Robotern sehr kostenintensiv ist. Eine Datensammlung dieser Art könnte mit Risiken für den Menschen verbunden sein.
Darüber hinaus ist ein solches Vorhaben für gewöhnlich sehr zeitintensiv und setzt in der Regel eine kostspielige Ausstat-
tung sowie geschultes Personal voraus. Die Erhebung zwischenmenschlicher Interaktionsdaten, beispielsweise mithilfe
von Videos, ist mit einzelnen der zuvor genannten Schwierigkeiten nicht verbunden. Solche Interaktionsdaten sind je-
doch nicht ohne weiteres verwendbar, wenn Techniken des maschinellen Lernens auf Roboter angewendet werden sollen.
Schwierigkeiten bestehen zum einen aufgrund der unterschiedlichen Morphologie des Menschen und des Roboters. Zum
anderen liegt ein Mangel an Informationen hinsichtlich der Kräfte und Drehmomente vor, was sich bei der Ausführung
mancher Aufgaben als kritisch erweisen könnte, und es gibt eine unendliche Variabilität an Interaktionsszenarien. Folglich
gestaltet sich die Erhebung einer ausreichenden Datenmenge, anhand derer in jeder möglichen Situation vom beobach-
teten Verhalten des Menschen und den Umweltbedingungen auf das Verhalten des Roboters geschlossen werden kann,
als äußerst schwierig. Eine weitere Herausforderung besteht darin, auf sichere Art und Weise und innerhalb einer vertret-
baren Zeitspanne, die Interaktion des Roboters mit dem Menschen mithilfe der Trial-and-Error-Methode zu verbessern.
Aus diesem Grund werden in den meisten aktuellen Forschungsarbeiten, in denen es darum geht, wie Roboter Men-
schen unterstützen können, Techniken des maschinellen Lernens nicht in Erwägung gezogen. Arbeiten, die erforschen
wie Roboter Menschen beim Training und bei der Rehabilitation unterstützen können, beruhen zum Beispiel auf Feder-
Dämpfer-Systemen mit vorher festgelegten Steifigkeits- und Dämpfungs-Koeffizienten. Weiterhin basieren von Robotern
unterstütze Teleoperationen zum Beispiel auf Experten-Demonstrationen oder auf Regeln, die dazu entwickelt wurden,
Anwender in spezifischen Situationen, beispielsweise beim Greifen mehrerer Objekte, zu unterstützen. Um die Brauch-
barkeit von Assistenz-Robotern zu verbessern und deren Anwendungsgebiet auszuweiten, ist es dennoch notwendig, dass
sich diese selbstständig an verschiedene Menschen, Aufgaben und Umweltbedingungen anpassen. Darüber hinaus wäre
es wünschenswert, wenn ein Roboter einem Menschen in gleichem Maße neue Dinge beibringen oder ihn unterstützen
könnte, wie ein Mensch einem Roboter durch Kinesthetic Teaching neue Dinge beibringen oder ihn unterstützen kann.
Mithilfe des Kinesthetic Teaching kann ein Roboterarm mit Ausgleich der Schwerkraft bewegt werden.
In der vorliegenden Thesis wird erforscht, wie dateneffiziente Techniken des maschinellen Lernens in wechselseitigen
Lernprozessen zwischen Menschen und Robotern eingesetzt werden können. Durch die Anwendung von stochastischen
Bewegungsrepräsentationen und Techniken des Reinforcement Learnings, befähigen wir Roboter dazu anhand einer klei-
nen Anzahl von menschlichen Demonstrationen motorische Fertigkeiten zu erlernen und diese Fertigkeiten zu verbessern.
Danach kann der Roboter Menschen dabei helfen eine neue motorische Fertigkeit zu erlernen oder eine herausfordernde
Aufgabe, wie eine Teleoperation, die die Umrundung von Hindernissen und Sorgfältigkeit erfordert, zu bewältigen.
Zunächst gehen wir eine der Hauptherausforderungen in der Mensch-Roboter-Interaktion an: Wie kann ein Roboter
lernen auf menschliche Bewegungen zu reagieren, welche sowohl in ihrer Form wie auch in ihrer Geschwindigkeit
variieren? Wir beschreiben eine Methode, die einen Roboter dazu befähigen kann, Interaktionsmodelle anhand von
Demonstrationen unterschiedlicher Geschwindigkeit zu erlernen. Dabei ist es nicht von Bedeutung, ob die Demons-
trationen beispielsweise durch Geräusche oder optischen Barrieren gestört werden. Diese Interaktionsmodelle, welche
auf stochastischen Bewegungsrepräsentationen basieren, können anschließend dazu verwendet werden den Rest einer
menschlichen Bewegung vorherzusagen, vorausgesetzt es liegen Beobachtungen zu deren Beginn vor, und die passendste
Reaktion des Roboters zu berechnen. Häufig sind die Demonstrationen des Menschen suboptimal, da der Mensch kein
Experte ist. Weitere Probleme entstehen dadurch, dass sich die Umweltbedingungen verändern und der Roboter nicht im-
mer ganz akkurat die Demonstrationen reproduzieren kann. In einem solchen Fall ist es notwendig die Bewegungen der
Anfangsdemonstration zu verbessern. Wir beschreiben einen Ansatz, mit dessen Hilfe diesem Problem begegnet werden
kann. Mit diesem Ansatz befähigen wir den Menschen dazu, dem Roboter mithilfe von Demonstrationen und inkrementel-
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lem Feedback neue motorische Fertigkeiten beizubringen. Darüber hinaus wird der Roboter mithilfe von probabilistischer
Konditionierung dazu in die Lage versetzt gelernte Bewegungen auf verschiedene Situationen zu generalisieren.
Menschliche Demonstrationen können sich nicht nur in Hinblick auf die Form, sondern auch in Hinblick auf das Ge-
schwindigkeitsprofil als suboptimal erweisen. Zum Beispiel könnte der Fall eintreten, dass der Roboter die Geschwin-
digkeit einer Bewegung anpassen muss, um ein Objekt weiter oder weniger weit zu werfen, ein Objekt schneller oder
langsamer zu treffen, etc. Im Zuge dessen könnte eine einheitliche Beschleunigung oder Verlangsamung der ganzen Be-
wegung nicht ausreichend sein und eine lokale Anpassung des Geschwindigkeitsprofils notwendig werden. Wenn ein
hoher Grad an Exaktheit notwendig ist, könnte es darüber hinaus für einen Menschen sehr schwierig sein, die ursprüng-
liche Demonstration mithilfe von inkrementellem Feedback zu verbessern. Zusätzlich wäre es wünschenswert, dass der
Roboter seine Bewegung selbstständig verbessert, ohne fortwährend ein Input des Menschen zu benötigen. Wir gehen
dieses Problem an, indem wir die Bewegungsparameter, die das Geschwindigkeitsprofil der Bewegungen bestimmen,
mithilfe von Reinforcement Learning optimieren.
Nachdem wir einige Hauptprobleme adressiert haben, die dabei entstehen, wenn es darum geht Roboter dazu zu befä-
higen Bewegungen anhand menschlicher Demonstrationen zu lernen und diese Bewegungen zu verbessern, betrachten
wir wie Roboter Menschen dabei helfen können neue motorische Fertigkeiten zu erlernen und herausfordernde Auf-
gaben der Teleoperation auszuführen. Auch an dieser Stelle verwenden wir stochastische Bewegungsrepräsentationen.
Zunächst versuchen wir Menschen durch visuelles Feedback beim Erlernen neuer motorischer Fertigkeiten zu unterstüt-
zen. Unser vorgeschlagener Algorithmus justiert Experten-Demonstrationen in Hinblick auf Raum und Zeit und erstellt
eine Wahrscheinlichkeitsverteilung der Trajektorien. Wenn ein Anwender versucht eine bestimmte Bewegung auszufüh-
ren, verwendet unser Algorithmus die erstellte Wahrscheinlichkeitsverteilung, welche auf den Experten-Demonstrationen
basiert, um zu evaluieren ob der Versuch des Anwenders mit der Bewegung des Experten übereinstimmt oder nicht. Au-
ßerdem gibt unser Algorithmus dem Anwender visuelles Feedback.
Ein ähnliches Prinzip kann verwendet werden, um dem Anwender haptisches Feedback zu geben, das ihm oder ihr
dabei helfen soll, herausfordernde Aufgaben der Teleoperation auszuführen. Wie wir in unseren Studien zeigen, können
sich Aufgaben der Teleoperation für den Menschen als schwierig erweisen. Zum Beispiel kann der Mensch nicht exakt
die 3D-Position von Objekten schätzen oder er hat Schwierigkeiten bei der gleichzeitigen Kontrolle von verschiedenen
Freiheitsgraden. In diesem Fall werden die Fehlversuche des Menschen als Anfangsdemonstrationen verwendet und
anhand von Reinforcement Learning verbessert. Mithilfe von Reinforcement Learning werden Trajektorien-Verteilungen,
die den Anforderungen der Aufgabe gerecht werden, generiert.
Zunächst unterstützen wir Menschen bei der Durchführung von Aufgaben der Teleoperation indem wir Probleme des
Motion Plannings in statischen Umgebungen angehen. Danach erarbeiten wir die Rahmenbedingungen, welche Roboter
dazu befähigen Probleme des Motion Plannings und der Interaktion mit Menschen unter dynamischen Umweltbedingun-
gen zu bewältigen. Schließlich behandeln wir Aufgaben mit verschiedenen möglichen Lösungen, wie zum Beispiel das
Greifen unterschiedlicher Objekte, und leiten die Intention des Anwenders ab, um die passendste Anleitung auszuwählen.
Zusammenfassend lässt sich festhalten: Die vorliegende Thesis verwendet stochastische Bewegungsrepräsentationen, um
Roboter dazu zu befähigen anhand menschlicher Demonstrationen und inkrementellem Feedback motorische Fertig-
keiten zu erlernen. Diese Bewegungsrepräsentationen werden in Verbindung mit Reinforcement Learning-Algorithmen
verwendet, um den Roboter dazu in die Lage zu versetzen die Anfangsdemonstrationen oder eine beliebige Trajektorien-
Verteilung zu verbessern. Der Roboter kann Trajektorien-Verteilungen, die auf Experten-Demonstrationen basieren, ver-
wenden, um Nicht-Experten dabei zu helfen neue motorische Fertigkeiten zu erlernen. Falls die menschlichen Demons-
trationen nicht geeignet sind, kann der Roboter außerdem die durch Reinforcement Learning optimierte Trajektorien-
Verteilung benutzen, um dem Anwender dabei zu helfen herausfordernde Aufgaben, zum Beispiel bei der Teleoperation,
auszuführen. Weitere Anwendungen der Algorithmen und Frameworks, die in dieser Thesis vorgestellt werden, könnten
in Feldern wie der Rehabilitation, des Sporttrainings oder der Zusammenarbeit von Mensch und Roboter liegen.
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Notation Description
x scalar
x vector
X matrix
X> transpose of a matrix
X−1 inverse of a matrix
{x1, x2, · · · , xn} set of elements x1, x2, · · · , xn
[x1, x2, · · · , xn]> column vector of elements x1, x2, · · · , xn
x˙ time derivative
x¨ second derivative with respect to time
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∫
xpθ (x)dx expected value according to probability density function with
parameters θ
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HMM Hidden Markov Model
PRO Pearson-Correlation-Based Relevance Weighted Policy Optimization
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1
1 Introduction
There is a large body of work in enabling robots to learn from human demonstrations, a research field known as imitation
learning [1, 2]. Whether and what humans can learn from robots have also been intensively researched subjects [3–6].
However, in most approaches for humans learning or getting assisted by robots, the robot movements are predefined or
based on expert demonstrations, i.e., the robot does not improve upon the demonstrations through machine learning.
Rauter et al. [6] point “the missing big data” as one of the main issues hindering the application of machine learning in
the field of human-robot interaction, especially in applications such as robot-assisted rehabilitation, surgery and human
motor learning. The lack of big data in these applications is due to the fact that collecting human-robot interaction data
may involve risks to the human, takes a substantial amount of time, requires costly equipment, etc.
Nevertheless, there exist machine learning techniques to extract patterns from relatively little data. Machine learning
can be used for example to generate stochastic models of movements based on a few human expert demonstrations.
Moreover, as long as it is possible to simulate the aspects of the environment that are important to succeed in a certain
task, reinforcement learning can be used to optimize movements in that environment even if this optimization takes
much more iterations than it would be feasible with real robots and real humans. In this thesis, we demonstrate how
stochastic movement models and reinforcement learning techniques can be useful to address both robots learning from
humans (imitation learning) and humans learning from or getting assisted by robots.
One of the possible applications of our work is assisted teleoperation. A robot may be trained through demonstrations
to assist a human in teleoperation. Training through demonstrations is appealing because it is less time intensive than
manually defining virtual fixtures [7]. However, there are many situations where the human demonstrations that are
available are suboptimal or where the motor skills need to be adapted to environments very different from the ones in
which demonstrations were given. Therefore, it is desirable that the robot improve upon suboptimal demonstrations or
unsuccessful human attempts to solve a task and adapt to help the human by using haptic feedback.
Previous research provides evidence of the importance of haptics in learning motor skills [8–10]. This evidence is an
indication that the approach presented in this thesis may also have potential for motor skill learning through haptic
feedback.
In this thesis, demonstrations may be considered suboptimal due to three reasons. One reason is that the demonstrator
is not an expert, and therefore his/her demonstrations do not satisfy a certain criterion of optimality. Another reason is
that, although a certain demonstration may satisfy the optimality criteria, it is possible that the robot cannot generate
the forces and torques to reproduce that demonstration, rendering it effectively suboptimal. Finally, changes in the
environment may turn a demonstration "obsolete". For example, if demonstrations were carefully provided on a cluttered
environment to avoid collisions, they are optimal with respect to a collision cost. However, if objects change position
such that the path described by the demonstration is now in collision with some objects, the demonstration is not optimal
for the new scene. This thesis proposes optimizing such suboptimal demonstrations by using a reinforcement learning
approach. That means an explicit formulation of a cost/reward is provided, and the robot attempts to optimize the
suboptimal demonstrations by trial and error. This optimization also opens the opportunity for the robot to transmit this
information back to the demonstrator, in which haptic feedback is one of the most natural and practical ways.
We demonstrate applications of our framework to human-robot collaboration, motor-skill learning, teleoperation and
planning in dynamic environments. The approach here presented has also potential in rehabilitation and human learning
from haptic feedback.
In summary, this thesis presents a new and unifying outlook on how robots can learn from humans and how humans
can learn or get assisted by robots. The same framework that is used to let robots learn motor skills from human
demonstrations and to adapt these demonstrations to specific requirements is also used to help the human learn motor
skills or to assist the human in shared control tasks. Fig. 1.1 illustrates the problem addressed in this thesis, our approach
and some of our experiments.
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Figure 1.1.: This thesis addresses the “Bidirectional Human-Robot Learning” problem: How can humans and robots learn
from each other? Humans can teach new motor skills to robots through demonstrations (imitation learning).
These demonstrations may be suboptimal for several reasons: the human may be a non-expert or incapable
of providing optimal demonstrations; the environment may change, rendering the demonstrations ineffec-
tive; the robot may be incapable of reproducing the provided demonstrations. In these cases, reinforcement
learning can be used to optimize the robot movements. The optimized robot movements can in turn be
used to teach or assist a human through visual or haptic feedback and to enable other forms of human-robot
interaction as well. This figure presents several images that are representative of our work along with the cor-
responding thesis chapters. In Chapter 2, a robot learns from demonstrations how to react to human actions
executed at different speeds. In Chapter 3, a robot learns a reaching task and a golf putt from incremental
human demonstrations. In Chapter 4, the robot uses reinforcement learning to adapt the speed profile of the
movement originally learned from human demonstrations. In Chapter 5, visual feedback can be provided to
a user learning a motor skill (in this case, Japanese characters). The visual feedback is based on a probability
distribution of trajectories that are aligned by our algorithm in space and time. Also in Chapter 5, haptic feed-
back based on optimized movements helps a user in an assisted teleoperation task. In Chapter 6, the robot
uses reinforcement learning to generalize movements learned from human demonstrations to different situ-
ations and to adapt to dynamic environments. Finally, in Chapter 7, reinforcement learning finds multimodal
solutions to assist users in teleoperation tasks. The assistive framework presented in that chapter adapts to
the actions of the human operator and to changes in the environment.
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1.1 Motivation
This thesis is motivated by the “Bidirectional Human-Robot Learning” problem. It means that both agents, human and
robot, should learn from each other and profit from each other’s capabilities.
More precisely, we address the following questions: How can robots learn from humans? How can humans learn or get
assisted by robots? How can a solution to a human-robot interaction task, e.g. robot-assisted teleoperation or human-
robot shared control, be found even if both human and robot are unable in the beginning to provide acceptable solutions?
How can a robot optimize and generalize human demonstrations as well as trajectories based on prior human knowledge
to successfully solve tasks and collaborate with the human in dynamic environments?
The answers to these questions may have implications for several possible uses of robots, such as helping to lift and to
move patients in hospitals, assisting people in the household, guiding users in public places, etc. In the following, several
applications of robots related to “Bidirectional Human-Robot Learning” are discussed.
Human-Robot Collaboration in the Workplace
Previous studies have established links between overhead work, where workers need to raise one or both arms above their
shoulders, and upper extremity discomfort and disorders [11]. There is also strong evidence for a causal relationship
between forceful or highly repetitive work and musculoskeletal disorders (MSDs) involving the neck or the neck and
the shoulders [12]. Moreover, it has been demonstrated that work-related lifting and forceful movements contribute to
low-back disorders [12]. A recent meta-review confirms that finding: “Moderate to high-quality evidence is available
that LRS (lumbosacral radiculopathy syndrome) can be classified as a work-related disease depending on the level of
exposure to bending of the trunk or lifting and carrying. Professional driving and sitting were not significantly associated
with LRS” [13]. Knee diseases may as well be caused by work-related movements: “There is moderate quality evidence
that longer cumulative exposure to kneeling or squatting at work leads to a higher risk of osteoarthritis of the knee” [14].
Robots can relieve humans of unergonomic tasks in the workplace such as overhead work. Robots can also lift heavy
loads and perform repetitive tasks, reducing the risk of injuries. Therefore, human-robot collaboration has great potential
to improve the quality of life of human workers.
Human-robot collaboration has been finding more and more applications in the industry [15]. The company KUKA, for
example, lists on its website several applications of their robots to human-robot collaboration in the industry [16].
The use of human-robot collaboration in the industry is increasing due to “advances in sensors, hydraulics, mobility,
machine vision and big data” [17]. Despite these technological advances, human-robot interaction is still far from being
as seamless as human-human interaction. This thesis contributes towards that goal by presenting algorithms that endow
robots with (1) the ability of learning new tasks, including tasks which involve human-robot interaction, from human
demonstrations, (2) flexibility to adapt to human movements with different shapes and speed profiles during human-
robot interaction, (3) self-improvement capabilities to optimize upon suboptimal demonstrations and to adapt to new
situations.
Robot-Assisted Surgery
Robots have been used to enhance the precision of surgeons by presenting them with a “magnified 3D high-definition
vision” and by scaling and filtering their hand movements [18,19]. Virtual fixtures [7] and human-machine cooperative
systems have also been applied to robot-assisted surgery [20]. For example, a “safety barrier or no-fly zone” is determined
given registered anatomical models. A safety barrier prevents the robot’s tools from entering certain regions of the robot’s
workspace. The robot can also help the surgeon maintain a desired force or adjust the position and the orientation of a
tool [20].
Robot-Assisted Neurorehabilitation
Studies on the effectiveness of robot-assisted neurorehabilitation often report inconsistent results in part due to the
difficulty in performing statistically significant studies in this field, since treatment must be suited to the necessities of
each patient. In fact, inconsistencies are also present in conventional neurorehabilitation training. However, according
to many studies, robots can improve rehabilitation outcome [21]. Adaptive assistance properties have been identified as
important features for robots in neurorehabilitation [22]. Iosa et al. [21] highlight the potential of artificial intelligence
to automatically adjust the parameters of the assistive robot given the requirements of the human therapist. Nowadays,
the human therapist may need to tune several robot parameters to change for example the walking speed of the patient.
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Robots Assisting People with Disabilities
Muelling et al. [23] propose a framework to help users teleoperate a robot through Brain-Computer Interfaces (BCI).
Their framework includes computer vision techniques to recognize and localize objects, user intention inference and
arbitration between control by the user and control by the robot depending on the certainty about the user intention.
Our work could potentially add up to [23] in different ways. The framework proposed in [23] relies on a library of
preprogrammed grasp poses and movements for tasks such as door opening and pouring soda. An approach based on
learning from demonstrations and reinforcement learning such as the one proposed in this thesis could potentially be
able to learn these poses and movements. Our work also provides a way to quickly compute distributions of trajectories
that avoid obstacles and reach targets in dynamic environments. The computed distributions of trajectories could then be
used to assist the user. The input of the user would determine which objects should be grasped and which objects should
be treated as obstacles, for example, using the intention inference algorithm proposed in [23]. The inferred intention
could in turn be used to compute a probability distribution of trajectories to solve the task.
Several other examples of robots to support people with disabilities in daily tasks as well as rehabilitation robots are
provided in [24].
Teleoperation
The first master-slave teleoperator was built in the mid-1940s [25]. Today teleoperation is used by the military to
investigate potentially explosive devices, in radioactive environments, underwater, for space exploration, etc. and it
continues to be an active topic of research [26–28].
Training robots to assist humans in teleoperation tasks through demonstrations is a promising alternative to manually
defining guiding virtual fixtures [7]. Training through demonstrations is intuitive for the human user and not very time
intensive. In [26], a robot learns from demonstrations to assist the user with the teleoperation of a device to scan a
surface, such as in a maintenance task performed by remotely operated underwater vehicles (ROVs). In [27], the robot
learns assistive behavior for teleoperation tasks from iterative refinement by the human.
Learning from demonstrations has also been applied in supervisory control [28]. In this paradigm, the remote system
executes a task autonomously, while the user needs only to specify high-level task goals.
In contrast to these methods, in our work, the robot optimizes, through trial and error, upon initial demonstrations or
human attempts to solve a task. The optimized robot movement can in turn be used to assist the human. In addition,
by carefully designing a reward function that attributes higher values to desirable movements and lower values to un-
desirable ones, it may be possible to find a suitable assistive behavior in teleoperation tasks without the need of human
demonstrations. Learning assistive teleoperation without demonstrations is discussed in Chapter 7.
Robot-Assisted Training in Sports
Kümmel et al. [10] show evidence that humans can learn sport-specific motor skills through robot guidance. In the user
studies conducted in that work, the robot guides the human several times along the same predefined trajectory. The
motor skill examined in that work was a golf swing.
Robots that help users learn golf swings have been employed by golf schools since 2014 [29,30]. A report extracted from
“forbes.com” [30] briefly explains the functionality of such a robot:
“(RoboGolfPro) It’s a robotic golf-training system that stores pre-recorded PGA Tour pro swings in it. Any amateur can
grab onto the grip of a club that’s connected at the other end to a robot, and then be guided through a pro’s swing – right
down to every detail and at least at first in slow motion. ”
“A capable golf instructor trained on the software can build any golfer an ideal swing based off his or her physical
dimensions, range of motion, current swing and swing orientation.”
Still in this same report, a golf instructor points out an improvement in the process of teaching students who don’t speak
English because the instructor is able to teach through the robot certain aspects of the movement that he could not
communicate through words to the student.
There is thus great potential for the application of robots in sports training. It may be possible that machine-learning-
based approaches such as the one adopted in this thesis contribute to this kind of robot application by automatizing the
search for optimal movements given certain requirements and using the solution to this optimization problem to give the
human visual and haptic feedback.
Rauter et al. [6] present an approach for robot-assisted motor skill learning with automated feedback selection. The
motor skill studied in [6] is a rowing movement. The proposed framework can automatically select a feedback type for a
user depending on the dominant error made by that user. This personalized feedback has a significant effect on reducing
the velocity error. Differently from our work, that work does not address the learning of trajectories and velocity profiles.
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Numerous other works discuss possible applications of robots or autonomous systems to training in sports: automated
anomaly detection based on correct demonstrations [31]; visual feedback based on correct demonstrations [32]; visual,
auditory and haptic feedback modalities [33].
Exoskeleton Robots
In [34], reinforcement learning is used to make a 1-DoF exoskeleton robot learn assistive strategies from user-robot
physical interaction. That work is very much in line with this thesis since it aims at achieving an optimal movement for
the human in interaction with the robot starting from suboptimal movements. Due to the necessity of optimizing with
the human in the loop, the robot needs to have few degrees of freedom or synergies between its degrees of freedom
must be explored, allowing for control in a lower dimensional space. Otherwise, the number of iterations to achieve an
optimal movement becomes very high, rendering the optimization with the human in the loop infeasible.
In Chapter 6, the robot optimizes its movements offline, using the information about the environment that is necessary to
solve the task at hand. Subsequently, this optimized movement is used to help the human perform a certain movement.
Perhaps an interesting line of research would be to combine both approaches, using the optimization iterations with the
human in the loop to update a model of how the human reacts to the assistance by the robot. This model could in turn be
used to perform several optimization iterations without requiring the interaction with the human. This approach could
potentially make feasible optimization of human movements assisted by robot exoskeletons with a fair amount of degrees
of freedom.
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1.2 Contributions
Humans are still much more versatile than robots when it comes to learning and applying motor skills in unstructured
environments. On the other hand, robots can perform very accurate measurements of positions, speeds, accelerations,
forces and torques, which might be useful for humans trying to learn or optimize movements. Based on this perspective,
the work presented in this thesis has studied how humans and robots can better interact with each other and learn motor
skills from each other.
We have developed algorithms that enable people to teach robots new motor skills through demonstrations instead of
writing several lines of code. These algorithms allow the robot to learn activities such as reaching objects in its workspace,
but also how to interact with humans moving at different speeds (Chapter 2). Furthermore, the algorithms presented
in that chapter enable the robot to learn motor skills from demonstrations with missing data, which can result from
occlusions or lack of sensor coverage when recording demonstrations.
When learning from demonstrations, the robot must be able to not only imitate the human but also to generalize his/her
movements to new situations. Besides, it might be useful to allow the human to give incremental feedback to the robot.
For this reason, we have developed an algorithm for incremental imitation learning of context-dependent motor skills
(Chapter 3).
Incremental imitation learning can be a fast way of teaching new motor skills to robots when the human is able to
incrementally correct the movements of the robot. However, in several cases, the human lacks the accuracy to perform
fine adjustments to a given movement. Making use of the ability of the robot of performing precise measurements, we
have developed algorithms to enable the robot to optimize a movement learned from human demonstration in order to
achieve precise speeds that are different from the ones of the original demonstrated movement (Chapter 4).
Building upon stochastic movement representations that play a key role in our work on imitation and reinforcement learn-
ing, we demonstrate how a machine can create a probabilistic model of a certain motor task given expert demonstrations,
which allows it to give feedback to a human trying to learn how to solve that task. Moreover, through reinforcement
learning, the initial probabilistic model can be optimized to help humans succeed in a shared control task such as
robot-assisted teleoperation even when the available demonstrations are insufficient (Chapter 5).
The framework proposed in Chapter 5 can assist the human in static environments. Chapter 6 improves and extends
this framework to solve tasks in dynamic environments. The results of this chapter have potential applications in robot-
assisted teleoperation and other forms of human-robot interaction where it is important that the robot constantly adapt
to the movements of the human partner and to other changes in the environment.
In order to effectively assist humans in teleoperation tasks involving several obstacles and several objects of interest, it
is important to identify multiple possible solutions. If none of the proposed solutions correspond to the real intention
of the human, it is important to enable the human to escape the guidance of the autonomous system, in which case
the autonomous system computes a new set of solutions to correspond to the intention of the human. A framework to
address these challenges is proposed in Chapter 7.
In summary, this thesis gradually builds up a framework to teach robots new motor skills from human demonstrations,
optimize, adapt these motor skills and use the optimized motor skills to help humans. In this framework, expert demon-
strations or optimized movements can be used to help humans learn motor skills or to help humans through shared
autonomy in tasks such as robot-assisted teleoperation. Moreover, the proposed framework can be used to address
human-robot collaboration. In contrast to most previous works addressing the learning of shared autonomy tasks from
demonstrations or addressing human-robot interaction, our work addresses the problem of learning motor skills when
both human and robot are, at first, unable to perform successful movements or when it is necessary to deal with situations
very different from situations for which there were demonstrations.
Addressing both robots learning from humans and humans learning from or getting assisted by robots when both agents
are potentially unable to solve the task at hand by themselves is what we call the “Bidirectional Human-Robot Learning”
problem. Probability distributions of trajectories and reinforcement learning play a key role in our approach to solve this
problem. Fig. 1.2 shows a schematic representation of this problem and of our proposed approach.
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Figure 1.2.: Addressing the “Bidirectional Human-Robot Learning” problem with trajectory distributions. Trajectory distri-
butions play a key role in this thesis. Trajectories may be wrong with respect to the requirements of the task at
hand because they do not have an adequate shape in space or do not have an adequate speed profile, e.g. the
wrong trajectories are too fast such as in this figure. Our work models movements as trajectory distributions
and presents algorithms to optimize these distributions. Trajectories provided by the human may be wrong
for several reasons: the human may be a non-expert, he/she may be exposed to an overwhelming amount of
sensor data related to the task at hand or the controls can be too complex, he/she may lack some important
knowledge about the task at hand, he/she may be impaired in such a way that hinders the accomplishment
of the task at hand, etc. The movements executed by the robot may be wrong because the robot may rely
on suboptimal human demonstrations, the robot may be unable to produce the necessary forces and torques
to reproduce human expert demonstrations or the environment can change, rendering the movements origi-
nally learned from human demonstrations ineffective. Our work addresses the improvement of motor skills in
three ways: the human teaches motor skills to the robot, potentially in an incremental manner that enables
the human to gradually improve the movements of the robot; the robot improves its own motor skills by trial
and error; the robot uses movements learned from expert human demonstrations or optimized by the robot
itself to teach a motor skill to a human or to assist the human in a shared-control task, e.g. teleoperation.
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1.3 Outline of the Thesis
The order of the chapters in this thesis reflects the gradual development of our framework from addressing only imitation
learning (H → R) to imitation and reinforcement learning (H → R and R ) up to the full bidirectional human-robot
learning problem (H → R, R  and R→ H), where both human and robot start without being able to solve the task at
hand but learn from and interact with each other to arrive at a successful solution. The chapters can nevertheless be
read independently as each chapter has been written in a self-contained manner. Table 1.1 provides an overview of the
content of each chapter, the learning directions (H → R, R  or R→ H) covered in each chapter and the corresponding
research papers.
Chapter H→ R R R→ H
Ch. 2) Learning Motor Skills from Partially Observed Movements Executed
at Different Speeds [IROS 2015]
Ch. 3) Incremental Imitation Learning of Context-Dependent Motor Skills
[HUMANOIDS 2016]
Ch. 4) Movement Primitives with Multiple Phase Parameters [ICRA 2016]
Ch. 5) Assisting Movement Training and Execution with Visual and Haptic
Feedback [Frontiers 2018]
Ch. 6) Learning Trajectory Distributions for Assisted Teleoperation and Path
Planning [submitted to Frontiers 2019]
Ch. 7) Assisted Teleoperation in Changing Environments with a Mixture of
Virtual Guides [submitted to Advanced Robotics 2019]
Table 1.1.: Overview of this thesis and how each chapter relates to each of the three learning directions investigated in
this thesis: robots learning from humans (H → R), robot self-improvement by trial and error (R ) and hu-
mans learning or getting assisted by robots (R → H). Chapter 2 addresses imitation learning when there is
missing data in the demonstrations due to occlusions or lack of sensor coverage, for example. This chapter also
addresses imitation learning of human-robot cooperation tasks when the robot needs to react to human move-
ments executed at different speeds. Chapter 3 addresses a way to improve the robot movements: incremental
human feedback. In Chapter 4, reinforcement learning is used to enable the robot to optimize by trial and error
the speed profile of a movement. In Chapter 5, we show how stochastic movement representations and rein-
forcement learning can be used to teach and/or assist humans. Chapter 6 improves upon Chapter 5 by enabling
adaptation of movements to dynamic environments. This adaptation is crucial in physical human-robot interac-
tion and is promising for assisted teleoperation or shared control in dynamic environments. Finally, Chapter 7
presents a framework for assisted teleoperation in changing environments with multimodal solutions.
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2 Learning Motor Skills from Partially Observed
Movements Executed at Different Speeds
Learning motor skills from multiple demonstrations presents a number of challenges. One of those challenges is the
occurrence of occlusions and lack of sensor coverage, which may corrupt part of the recorded data. Another issue is
the variability in the speed of execution of the demonstrations, which may require a way of finding the correspondence
between the time steps of the different demonstrations. In this chapter, an approach to learn motor skills is proposed that
accounts both for spatial and temporal variability of movements. This approach, based on an Expectation-Maximization
algorithm to learn Probabilistic Movement Primitives, also allows for learning motor skills from partially observed demon-
strations, which may result from occlusion or lack of sensor coverage. An application of the algorithm proposed in this
work lies in the field of Human-Robot Interaction when the robot has to react to human movements executed at different
speeds. Experiments in which a robotic arm receives a cup handed over by a human illustrate this application. The
capabilities of the algorithm in learning and predicting movements are also evaluated in experiments using a data set of
letters and a data set of golf putting movements.
2.1 Prologue
(a) (b) 
Figure 2.1.: Experimental setups to evaluate our EM algo-
rithm to learn ProMPs. (a) The robot receives a
cup from a human who executes the handover
at different speeds. (b) A golf putting data set
is used to evaluate different formulations of our
phase function.
Researchers investigating how a robot can learn motor
skills from multiple human demonstrations face numer-
ous challenges. The recorded data may, for example, be
corrupted by occlusions or lack of sensor coverage and the
demonstrations may vary considerably in the speed of ex-
ecution. It is necessary to identify the corrupted data or to
be able to extract useful information from the corrupted
recordings. A common approach to represent the learned
movement is to use time-dependent models. In this case,
the variability in the speed of execution requires a way
of finding the correspondence between the time steps of
the different demonstrations. This chapter presents an
approach to deal with both challenges. This approach is
based on an Expectation-Maximization (EM) algorithm to
learn Probabilistic Movement Primitives (ProMPs).
ProMPs [35] are movement representations based on a
probability distribution over trajectories. By represent-
ing movements with ProMPs, it is possible to condition
the distributions over trajectories on observed positions.
One of the applications of this framework lies in the field
of Human-Robot Interaction, where it is possible to use
probabilistic operations to condition the reactions of the robot on the actions of the human [36,37].
This work builds upon the concept of ProMPs and proposes learning from multiple demonstrations probability distribu-
tions not only over trajectories but also over speed profiles or the phase of the movement. The phase of the movement is
a function of time that can be associated with a movement. By changing the phase of a movement, it is possible to change
its speed of execution. Learning a distribution over phase profiles is important to learn motor skills from demonstrations
executed at different speeds and to allow a robot to react to human actions executed at different speeds.
The remainder of this chapter is organized as follows: Section 2.2 presents related work. Section 2.3 presents the main
contribution of this work, an EM algorithm to learn ProMPs, capturing variability in the trajectories and in the phase
profiles. Section 2.4 describes a number of experiments that evaluate the proposed algorithm. Our experiments evaluate
the capabilities of the presented algorithm in learning movements from demonstrations with missing data. Furthermore,
we evaluate two different formulations of the phase function: a simple formulation with one single phase parameter and
a more general formulation with multiple phase parameters. Section 2.5 summarizes the chapter and presents ideas for
future work.
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2.2 Related Work
Time-dependent movement representations are heavily used due to their small number of parameters. The most promi-
nent time-dependent movement representation is the Dynamical Movement Primitive (DMP) [38], which comprises a
proportional-derivative (PD) controller and a nonlinear forcing function. This forcing function corresponds to a weighted
sum of time-dependent basis functions. The weights for the basis functions are learned for example through linear
regression.
In the Probabilistic Movement Primitive (ProMP), which is also a time-dependent movement representation, not a forcing
function, but the trajectories themselves are approximated by a weighted sum of time-dependent basis functions.
In both approaches, the time-dependency of the basis functions can be given through a phase variable, which is in
turn a function of time. Defining the basis functions through a phase variable allows for time-rescaling trajectories and
synchronizing the movements of different limbs.
Those formulations of movement primitives have found a large number of applications. They are used, for instance,
to model Human-Robot Interaction. The Interaction Primitives (IPs), proposed by Ben Amor at al. [39], are based on
DMPs. The Interaction Probabilistic Movement Primitives, proposed by Maeda et al. [36], and the Mixture of Interaction
Primitives, proposed by Ewerton et al. [37], are based on ProMPs. All those interaction models are time-dependent. In
their current form, those models require the time-alignment of the demonstrations. In [39], Dynamic Time Warping [40]
is used to time-align the demonstrations. In [36], a local optimization method is proposed to this end. This same method
is also used in [37]. However, as will be discussed in Section 2.4.1.2, those procedures do not allow for reacting to
actions executed at different speeds.
Time-independent methods to learn trajectories by imitation have also been proposed. For example, Calinon et al. [41]
propose an approach based on Hidden Markov Models (HMMs) and Gaussian mixture regression (GMR) to learn and
reproduce gestures by imitation. Each hidden state corresponds to a Gaussian over positions and velocities, locally encod-
ing variation and correlation. ProMPs, however, offer very useful properties for learning motor skills and approaching the
problem of Human-Robot Interaction, such as the parameterization of trajectories with a relatively small set of weights
and the global encoding of variation and correlation. Therefore, ProMPs have been chosen in our work.
A number of other methods deal with the problem of phase estimation or time-alignment. Englert et al. [42] present
a method to adapt the trajectory and the phase of a movement to changes in the environment, such as changes in the
position of the goal or in the position of obstacles. Vuga et al. [43] present a modified form of DMPs where the rate of
phase change is related to the speed of movement. They use Reinforcement Learning and Iterative Learning Control (ILC)
to speed up the execution of a movement as much as possible without violating some given constraints. For example,
they speed up the movements of a robot carrying a glass full of liquid without spilling the liquid. Coates et al. [44] learn
how to follow a desired trajectory from multiple sub-optimal expert’s demonstrations. They apply their algorithm to the
problem of autonomous helicopter flight. They use Dynamic Time Warping to find the relation between the time steps
of the demonstrations and the time steps of the desired trajectory. Similarly, van den Berg et al. [45] use Dynamic Time
Warping to learn the time mapping between demonstrated trajectories and a reference trajectory. With their approach,
robots are able to perform surgical tasks with superhuman performance.
Differently from the cited works, the work on online phase estimation presented in this chapter aims at inferring the
phase from a partial observation of a trajectory. The position of the goal is not known a priori and there is no reference
trajectory.
Meier et al. [46] propose a technique to perform movement recognition, prediction and segmentation. This technique
assumes the existence of a library of DMPs with specific weights and uses a reformulation of DMPs as linear dynamical
systems. Given a partial observation of a trajectory, an EM algorithm is able to estimate the most probable primitive
corresponding to this trajectory, the duration and the goal of this primitive. Their work is related to ours, especially since
they also use an EM algorithm that can also estimate the completion of trajectories. In our work, an EM algorithm is
used to infer a different set of parameters of movement primitives, specifically, the weights and the phase parameters of
ProMPs. While their technique is especially suitable for movement segmentation, ours is able to model the correlation
between positions at different time steps and the correlation between different joints, which is suitable for Human-Robot
Interaction applications, for instance.
2.3 EM Algorithm to Learn ProMPs
This section explains an EM algorithm to determine the vectors of weights that compactly represent the training move-
ments of a ProMP and a probability distribution over those weights as well as the phase parameters for each training
movement and a probability distribution over those phase parameters. First, the algorithm is introduced for the case in
which the phase function can be defined by one single parameter. Afterward, an extension of this method for the case in
which the phase function depends on multiple parameters is presented.
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2.3.1 Algorithm with a Single Phase Parameter
Assume there are a number K of training movements in the form of trajectories. Each training movement can be com-
pactly represented by a vector w of weights for basis functions1 and, for now, by a single non-negative phase parameter
α. The phase function z(t) is defined as z(t) = αt and assumes values between 0 and Z . The higher the value of α, the
faster the phase goes from 0 to Z and the faster the movement gets executed.
The phase parameter αi of a trajectory indexed by i is given by
αi =
Z
Ti
, (2.1)
where Ti is the duration of the training trajectory i.
Assuming pθ (w ) is a multivariate Gaussian defined by a set of parameters θ =

µw,Σw
	
, i.e. its mean and covariance,
one of the objectives of the algorithm is to determine θ . The training trajectories may have missing values, as it would
be the case for example due to occlusion or lack of sensor coverage. The observed part of trajectory i is represented by
Di . Finding the parameters θ of pθ (w ) can be formulated as an Expectation-Maximization [47] problem, where w is a
hidden, vector-valued variable.
The joint probability of the observations2∏
i
pθ (Di |αi) =
∏
i
∫
p (Di |w ,αi) pθ (w )dw , (2.2)
with p (Di |w ,αi) = N
 
Di;Ψ iw ,σ
2I

, must be maximized with respect to θ . The term σ2I is a covariance matrix
modeling a uniform observation noise.
Assuming that an observation Di comprises the positions qt from time step t = 1 to time step t = m, where m ≤ Ti , this
observation can be represented by
Di = [q1,q2, · · · ,qm]> ≈ Ψ iw i , (2.3)
where w i is the unobserved vector of weights that compactly represents the training trajectory i. We assume a number
N of basis functions, i.e. the weight vectors are given by w i = [wi1,wi2, · · · ,wiN ]>.
The matrix Ψ i has each basis function ψn evaluated at the phase value corresponding to the observed time steps t. This
matrix can be written as
Ψ i =

ψ1 (zi(1)) ψ2 (zi(1)) · · · ψN (zi(1))
ψ1 (zi(2)) ψ2 (zi(2)) · · · ψN (zi(2))
...
...
. . .
...
ψ1 (zi(m)) ψ2 (zi(m)) · · · ψN (zi(m))
 , (2.4)
where zi(t) = αi t.
Note that the observations Di do not need to be comprised of positions at successive time steps. There may be gaps
between the observed parts as well.
As the parameter vector w i for each demonstration Di is unobserved, an EM algorithm is used to maximize the likelihood
of the demonstrations. First, θ is initialized with a rough estimate θ 0 =

µw0,Σw0
	
. Next, the algorithm performs
the Expectation step (E step), by estimating for each observation Di the posterior pθ0(w |Di ,αi)∝ p(Di |w ,αi)pθ0(w ),
which is a Gaussian with mean µwi and covariance Σwi . The posterior for each observation Di is necessary to define the
complete data log-likelihood Q (θ ,θ old),
Q (θ ,θ old) =
∑
i
Eθold [log pθ (Di ,w ,αi) |D = Di] , (2.5)
which is maximized with respect to θ in the Maximization step (M step), i.e.
θ = arg max
θ
Q (θ ,θ old) . (2.6)
1 We use normalized Gaussian basis functions.
2 Assuming w and α independent variables.
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The algorithm keeps iterating over the E step and the M step until
∏
i pθ (Di |αi) converges. The parameters µwi , Σwi and
Equation (2.6) have closed-formed solutions with
E step
Σwi =

σ−2Ψ>i Ψ i +Σ−1wold
−1
, (2.7)
µwi = Σwi

σ−2Ψ>i Di +Σ−1woldµwold

(2.8)
and M step
µ∗w =
∑
i µwi
K
, (2.9)
Σ∗w =
 
E>E +
∑
i Σwi

K
, (2.10)
where
µwi =

µwi1 ,µwi2 , · · · ,µwiN
>
,
µ∗w =

µ∗w1 ,µ
∗
w2
, · · · ,µ∗wN
>
,
e i = µwi −µ∗w, E = [e1, e2, · · · , eK]> .
Note that this approach to learn ProMPs incorporates all available observations when estimating the mean µwi and
the covariance Σwi , which define the probability distribution over the weights for each training trajectory i. Equa-
tions (2.7) and (2.8) involve the terms µwold and Σwold , which represent the mean and the covariance from the previous
EM iteration of the Gaussian over the weights of all the training trajectories.
2.3.2 Algorithm with Multiple Phase Parameters
A set of movement demonstrations may present local variabilities in the speed of execution. For example, consider a
data set in which the beginning of the movements has approximately the same speed of execution, but the end differs
considerably in speed. A phase function with one single parameter cannot account for this kind of variability because
changing its phase parameter would result in accelerating or decelerating the whole movement.
In order to learn movement primitives that model local variabilities in the speed of execution, the rate of change z˙(t) of
the phase function with respect to time t can be defined as a weighted sum of Gaussian basis functions,
z˙(t) = φ(t)>α, (2.11)
where φ(t) is a vector of normalized Gaussian basis functions evaluated at time step t and α is a vector of phase
parameters, which are the weights for the basis functions.
The phase function can be obtained by first defining its value at time step t = 0 and then using Euler Integration until a
time limit tmax is achieved,
z(0) = 0, z(t + 1) = z(t) +∆tz˙(t).
However, once z(t) = Z , it no longer increases, remaining with the value Z until t = tmax . Movements may have any
duration that does not surpass the time limit tmax .
When learning ProMPs with multiple phase parameters, the estimation of the phase parameters is incorporated into the
EM algorithm. This time, w and α are both hidden, vector-valued variables. The set of parameters θ is initialized with
a rough estimate θ 0 =

µw0,Σw0,µα0,Σα0
	
. At the beginning of each iteration of the algorithm, a number S of vectors
α j are sampled from N

α;µαold ,Σαold

, where µαold and Σαold are parameters determined by the previous iteration. The
algorithm optimizes the parameter vector θ =

µw,Σw,µα,Σα
	
to maximize
∏
i, j pθ
 
Di |α j

. This operation is performed
by executing iteratively an EM to determine

µw,Σw
	
and an EM to determine

µα,Σα
	
with
E step for w
Σwi j =

σ−2Ψ>i jΨ i j +Σ−1wold
−1
, (2.12)
µwi j = Σwi j

σ−2Ψ>i jDi j +Σ−1woldµwold

(2.13)
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and M step for w
µ∗w =
∑
i, j p
 
α j |Di

µwi j∑
i, j p
 
α j |Di
 , (2.14)
Σ∗w =

E>d E +
∑
i, j p
 
α j |Di

Σwi j

∑
i, j p
 
α j |Di
 , (2.15)
where
µwi j =

µwi j1 ,µwi j2 , · · · ,µwi jN
>
,
µ∗w =

µ∗w1 ,µ
∗
w2
, · · · ,µ∗wN
>
,
e i j = µwi j −µ∗w, E = [e11, e12, · · · , eKS]> ,
edi j = p
 
α j |Di  µwi j −µ∗w ,
Ed = [ed11, ed12, · · · , edKS]> .
Having executed the EM for w , the algorithm recomputes the terms p
 
α j |Di

according to

µ∗w,Σ∗w
	
and executes the
EM for α with
E step for α
E [α|Di] =
∑
j p
 
α j |Di

α j∑
j p
 
α j |Di
 , (2.16)
and M step for α
µ∗α =
∑
i E [α|Di]
K
, (2.17)
Σ∗α =
∑
i, j p
 
α j |Di
  
α j −µ∗α
  
α j −µ∗α
>∑
i, j p
 
α j |Di
 . (2.18)
The mean µ∗α and the covariance Σ∗α become the mean µαold and the covariance Σαold of the Gaussian probability dis-
tribution from which the vectors α j are sampled at the beginning of the next iteration of the algorithm. The iterations
continue until
∏
i, j pθ
 
Di |α j

converges.
2.3.3 Online Phase Estimation and Movement Prediction
Given a set Di of observed positions at specific time steps of a movement i being observed
3, the phase associated with this
movement can be online estimated and the unobserved part of this movement can subsequently be predicted, as long as
its trajectory and phase fit into the probability distributions learned in the training phase.
In order to perform this prediction, a number of vectors α j are sampled from N
 
α;µα,Σα

resulting from the training
phase performed with the algorithm explained in Section 2.3.2. The probability of α j given observation Di is given by
4
p
 
α j |Di
∝ p  Di |α j , (2.19)
where5
p
 
Di |α j

=
∫
p
 
Di |w ,α j

p (w )dw . (2.20)
3 This movement does not need to be part of the training data. In fact, for any practical application, this movement most likely does not match
exactly any of the demonstrations.
4 Note that p(α j) is not part of the expression, since the vectors α j are being sampled.
5 Assuming w and α independent variables.
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Equation 2.20 can be solved in closed form, yielding p
 
Di |α j

=N  Di;µDi j ,ΣDi j with
µDi j = Ψ i jµwi j , (2.21)
ΣDi j = σ
2I +Ψ i jΣwi jΨ
>
i j . (2.22)
The terms µwi j and Σwi j can be computed using (2.13) and (2.12), respectively.
Finally, the mean µτ and covariance Στ of the predicted trajectory τ for the whole duration Ti of the movement i can be
computed with
µτ =
∑
j p
 
α j |Di

µτ j∑
j p
 
α j |Di
 , (2.23)
Στ =
∑
j p
 
α j |Di

Στ j +µτ jµ
>
τ j −µτµ>τ

∑
j p
 
α j |Di
 , (2.24)
where
µτ j = Ψ jµwi j , (2.25)
Στ j = σ
2I +Ψ jΣwi jΨ
>
j . (2.26)
While Ψ i j is defined only at the time steps of observed positions, Ψ j is defined over the whole duration Ti of the movement
according to α j .
This prediction is thus a weighted average of the predictions with all sampled vectors α j . Equations (2.23) and (2.24)
can be derived by minimizing the Kullback-Leibler divergence [47] between a mixture of Gaussians with parameters
p
 
α j |Di

,µτ j ,Στ j
	
and a single Gaussian with parameters

µτ,Στ
	
.
2.4 Experiments
This section presents a number of experiments that evaluate some of the applications of our algorithm described in Sec-
tion 2.3. Those applications are online phase estimation with subsequent movement prediction, learning from incomplete
data and inferring distributions over trajectories associated with phase functions defined by multiple parameters.
2.4.1 Experiments on Online Phase Estimation and Movement Prediction
In this first set of experiments, we evaluate online phase estimation and movement prediction assuming all movements
can be associated with a phase function defined by one single phase parameter. Each movement has, however, its own
phase parameter α. This evaluation is performed in two scenarios: with artificially generated trajectories of the letter “a”
and in a Human-Robot Interaction scenario, in which a robot receives a cup from a human.
2.4.1.1 Using Artificially Generated “a” Trajectories
Figure 2.2.: Data set consisting of different trajectories of the
letter "a". The trajectories differ in shape, scale
and duration.
Consider a data set comprising several (x , y) trajectories
of the letter “a”, differing in shape, scale and duration.
Fig. 2.2 exemplifies such a data set, showing different let-
ters “a” and their corresponding x trajectories. Given a
partial observation of a test trajectory, our objective is to
predict the unobserved part. The prediction should be
as close as possible to the ground truth. In the experi-
ments presented in this section, the training data set was
comprised only of whole trajectories, without any gaps.
The training and test data were constructed by sampling
weights w for a set of 20 Gaussian basis functions and
phase parameters α from Gaussian distributions. Forty
trajectories were generated with the sampled values, us-
ing (2.3). Twenty of them were selected at random as training and the other twenty as test data. This data set fulfills
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Figure 2.3.: Phase estimation after observing 5, 10, 20, 40
and 60 percent of a test trajectory. The darker
the curve representing the probability density
function, the larger the observed part. The
vertical red line corresponds to the ground
truth phase parameter.
Figure 2.4.: Predictions after observing 5 and 40 percent
of a test trajectory.
perfectly the assumptions that both the weights w of the basis functions and the phase parameters α are normally dis-
tributed. For this reason, it was chosen as a starting point to test the method proposed in Section 2.3.3 to estimate the
phase online and predict the unobserved part of a movement.
In the training phase, the weights w for each training trajectory were computed with linear regression and the phase
variables α were computed with Equation (2.1). Then, Gaussian probability distributions p (w ) and p (α) over the
computed values were defined.
Figure 2.5.: Observed part versus RMS error with mean and
standard deviation.
In the test phase, 50 values for the α parameter were
sampled from the prior probability distribution p(α). For
testing, we provided for each test trajectory observations
with an increasing number of time steps. After each
new observed position, the remaining test trajectory was
predicted using the method described in Section 2.3.3.
Fig. 2.3 shows the probability density function p (α|D)
over the sampled values for α after observing 5%, 10%,
20%, 40% and 60% of a test trajectory. The vertical red
line corresponds to the ground truth phase parameter. In
general, the larger the observed part, the better the esti-
mation of α and the better the prediction. Fig. 2.4 shows
the prediction after observing 5% and 40% of a test tra-
jectory in comparison to the ground truth.
The accuracy of the predictions was evaluated by comput-
ing the root-mean-square (RMS) error between prediction
and ground truth. The RMS error was computed for each
of the twenty test trajectories every time the number of
time steps of the observed part increased 1% in relation
to the total number of time steps of the trajectory. Fig. 2.5
shows the mean and the variance of the RMS error as the
observed part increases.
2.4.1.2 Human-Robot Interaction Experiment
We evaluated the same algorithm on a human-robot collaborative task of an object handover (see Fig. 2.6).
During training, the human moved with different speeds in the direction of the robot but also varying the position at
which he handed over the cup, while the robot was moved by kinesthetic teaching to receive the cup at the correct
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Figure 2.6.: A sequence of snapshots of a cup handover interaction between a human and a robot. The robot infers online
the phase of the human movement and computes the expected reaction to this movement, according to the
training.
(b) 
(a) 
Human Robot 
Demonstrations Observation Prediction Ground truth 
Human Robot 
Figure 2.7.: One of the test cases where the robot reaction is computed based on a partial observation of the human
movement. The (x , y, z) coordinates of the human wrist and four joint angles of the 7-DoF robotic arm are
shown. (a) Conditioning after time-alignment with the method proposed in [36], which does not allow for
online conditioning. (b) Conditioning online, without time-alignment, using the method proposed in this
chapter.
position. The trajectories of the human were about 150 cm long. Each of those trajectories was a sequence of (x , y, z)
coordinates of the human’s left wrist, which had markers attached to it detectable by a motion capture system.
During test, the human was observed only during the first 50 cm of his trajectory. Then, 15 values for the phase parameter
α were sampled from the p(α) learned in the training phase. Subsequently, the rest of the movement of the human and
the expected reaction of the robot6 were computed online using the method presented in Section 2.3.3.
Fig. 2.7 shows one of the test cases from a leave-one-out cross-validation (LOOCV) procedure run over a data set of
recorded trajectories (22 in total). Fig. 2.7(a) shows the result of conditioning the learned probability distribution over
trajectories on the observed sequence of positions of the human with the method proposed in [36]. The method proposed
in that work performs first the time-alignment of the recorded trajectories using a local optimization algorithm and then
performs the conditioning. That method cannot condition online on the beginning of the human’s movement, since it
is not possible to time-align his trajectory before it has been completed. Fig. 2.7(b) shows the result of our method,
in which the training movements, in gray, preserve their original speed profile. Using the same observations as in the
previous case, the robot’s joint trajectories could still be predicted with similar accuracy, but now also with variable
phases, inferred from the human movement.
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Figure 2.8.: Training trajectories with missing data points.
Figure 2.9.: Approximation to a training trajectory by lin-
ear regression versus approximation by EM.
2.4.2 Experiments on Dealing with Missing Data
This section presents experiments that show the applicability of the EM algorithm proposed in Section 2.3 to learn ProMPs
in the face of training trajectories with missing data points.
The training and test trajectories were artificially generated letters “a” as in Section 2.4.1.1. This time, however, random
sequences of 180 time steps were removed from the training trajectories. Since the shortest training trajectory comprised
355 time steps and the longest, 1129, the missing parts corresponded approximately to between 16% and 51% of the
entire trajectories. Fig. 2.8 shows three of those training trajectories.
In a first experiment, linear regression was used to learn the weight vectors w for each of those training trajectories and a
Gaussian distribution was fitted to the resulting set of weight vectors. Fig. 2.9(a) shows the approximation generated by
linear regression to one of the training trajectories. In a second experiment, the EM algorithm proposed in Section 2.3.1
was used instead of linear regression to learn the weights w . Fig. 2.9(b) shows the approximation generated by the EM
algorithm to the same training trajectory as in Fig. 2.9(a).
Figure 2.10.: Comparison between error of the predictions
after training with EM and error of the pre-
dictions after training with linear regression, for
the case in which the training trajectories have
missing data points.
The approximation generated by the EM algorithm resem-
bles a letter “a”, while the one generated by the linear
regression method does not. The reason is that, while
learning the weights for one training trajectory, the lin-
ear regression method only takes into consideration the
observed positions of this trajectory, not using any infor-
mation from other training trajectories, which may have
observed positions complementing the observations cur-
rently under consideration. The EM algorithm, on the
other hand, takes into consideration all training trajecto-
ries while computing the mean and the covariance that
define a probability distribution over the weights w for
each trajectory i with (2.7) and (2.8). Note that those
equations involve the terms µwold and Σwold , which rep-
resent the mean and the covariance from the previous
EM iteration of the Gaussian over the weights of all the
training trajectories.
After training a ProMP with the linear regression method
and another ProMP with the EM method, both models
were used to estimate the phase and predict the unob-
served part of test trajectories. Fig. 2.10 shows the mean
and the standard deviation of the RMS error as the ob-
served part of the test trajectories increases. As the ob-
served part gets larger, the RMS gets in general lower for
both methods because the prior probability distribution over the weights w gets less and less relevant in the face of new
observations. However, the EM approach reaches lower values for the RMS sooner than the linear regression method.
6 For more details on how to apply the ProMP framework to interaction scenarios, the interested reader is referred to [36].
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Figure 2.11.: Comparison between prediction (µ± 2σ) of
the model with two phase parameters (red)
and prediction of the model with only one
phase parameter (green), having observed
30% of a test trajectory. The training and
test trajectories were in this case artificially
generated letters “a”.
Figure 2.12.: Comparison between prediction (µ± 2σ) of
the model with two phase parameters (red)
and prediction of the model with only one
phase parameter (green), having observed
part of a test trajectory before the minimum
value of x had been reached. The training
and test trajectories were in this case golf
putting trajectories demonstrated by a hu-
man.
2.4.3 Experiments on Using Multiple Phase Parameters
In this section, we evaluate differences between models with only one phase parameter and models with multiple phase
parameters. In the experiments here presented, whole trajectories, with no missing data, were used for training. Never-
theless, the data sets used here have speed profiles that make predicting unobserved parts more challenging than with
the previously used data sets.
In a first set of experiments, training and test data comprised artificially generated “a” trajectories. This time, however,
these trajectories were associated with phase functions with two phase parameters, i.e. these trajectories could for
instance start slowly and end fast or start fast and end slowly. After training and having observed a part of a test
trajectory, our objective was to predict the unobserved part. The prediction should be as close as possible to the ground
truth. Fig. 2.11 shows the prediction produced by the model with two phase parameters, in red, and the prediction
produced by the model with only one phase parameter, in green, after observing 30% of a test trajectory. The model with
two phase parameters produced a much better prediction because it accounts for local changes in the speed of execution.
We performed the same experiment also using a data set of golf putting movements executed by a human. Fig. 2.12 shows
the prediction produced by the model with two phase parameters, in red, and the prediction produced by the model with
only one phase parameter, in green, after observing a sequence of positions at the beginning of a test trajectory. This
sequence of observations comprised positions before the x degree of freedom (DoF) had reached its minimum value. The
x DoF is the one with the largest range of values, from left to right in Fig. 2.1(b). While both predictions are considerably
far away from the ground truth, the prediction from the model with two phase parameters has a covariance that better
represents the training trajectories, what can be observed in Fig. 2.12 by the fact that the red shade covers more of the
training trajectories than the green shade. Moreover, the prediction of the model with two phase parameters had an
average RMS error of approximately 18.93 cm with a standard deviation of 8.23 cm, while the model with only one
phase parameter had an average RMS error of approximately 24.69 cm with a standard deviation of 13.52 cm.
2.5 Epilogue
This chapter presented an Expectation-Maximization algorithm to learn motor skills in the form of Probabilistic Movement
Primitives. The presented algorithm allows for learning from trajectories with missing data and accounts for the spatial-
temporal variability of the demonstrations. Experiments demonstrated the applicability of this algorithm to movement
prediction and to Human-Robot Interaction scenarios in which the robot must react to human movements executed at
different speeds.
Possible extensions of this work involve using Gaussian mixture models to account for nonlinear correlations between
joints or interacting agents and to learn multiple tasks as in [37]. Applications to real data of models with multiple
phase parameters deserve further investigation, as well as different phase function formulations with different numbers
of parameters.
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3 Incremental Imitation Learning of
Context-Dependent Motor Skills
Teaching motor skills to robots through human demonstrations, an approach called “imitation learning”, is an alternative
to hand coding each new robot behavior. Imitation learning is relatively cheap in terms of time and labor and is a
promising route to give robots the necessary functionalities for widespread use in households, stores, hospitals, etc.
However, current imitation learning techniques struggle with a number of challenges that prevent their wide usability.
For instance, robots might not be able to accurately reproduce every human demonstration and it is not always clear how
robots should generalize a movement to new contexts. This chapter addresses those challenges by presenting a method to
incrementally teach context-dependent motor skills to robots. The human demonstrates trajectories for different contexts
by moving the links of the robot and partially or fully refines those trajectories by disturbing the movements of the robot
while it executes the behavior it has learned so far. A joint probability distribution over trajectories and contexts can then
be built based on those demonstrations and refinements. Given a new context, the robot computes the most probable
trajectory, which can also be refined by the human. The joint probability distribution is incrementally updated with the
refined trajectories. We have evaluated our method with experiments in which an elastically actuated robot arm with
four degrees of freedom learns how to reach a ball at different positions.
3.1 Prologue
(a) Experimental setup (b) Kinesthetic teaching
Figure 3.1.: Images of an experiment involving the BioRob, a
4-DoF elastically actuated robot arm. The objec-
tive in this experiment is to teach the robot how
to reach a ball at each of the positions pointed
by the arrows. (a) The blue arrow points to the
current position of the ball, while the red arrows
point to other possible ball positions. (b) The hu-
man demonstrates through kinesthetic teaching
how to reach the ball at a certain position.
Since the beginning of the 1980s, a large amount of re-
search has been done to make robots capable of learn-
ing motor skills by imitating human demonstrations. This
strategy, called “imitation learning” [1], might become a
viable route to quickly train general-purpose robots to
perform new tasks on demand in environments such as
households, stores, hospitals, etc.
However, a number of challenges hinder the widespread
application of imitation learning in those environments.
For example, the robot might not be able to accurately
reproduce some of the movements demonstrated by the
human and the robot should be able to generalize the
motor skills it has learned so far to different contexts. In
those cases, it may be helpful to structure the imitation
learning as an incremental process. In this process, the
human could incrementally refine the robot trajectories
in order to make it accomplish a certain task or incremen-
tally correct trajectories inferred by the robot in the face
of new contexts. In this way, the human would not have
to demonstrate a movement all over again when the robot
had made a mistake. Instead, the human could just give
small incremental feedbacks that would be interpreted by
the robot as necessary changes to its movements and to
the relation between movements and contexts.
Following this perspective, the main contribution of this
chapter is an algorithm that allows humans to teach
robots context-dependent motor skills through demon-
strations in an incremental manner. Our demonstrations
have been obtained through kinesthetic teaching, i.e. by
letting the human grasp and move the links of the robot. The proposed algorithm allows the human to incrementally
refine the movement of the robot, a desirable feature if the robot cannot imitate the original demonstration of the human
or if the movement executed by the robot does not yet solve the task at hand.
In our method, a joint probability distribution over refined trajectories and context variables is built. Having built this
joint distribution, the robot is able to infer from previous experiences what movement it should execute to accomplish
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a certain task given a new context. The contexts used in our experiments have been in the form of via points. More
generally, the context could for example be positions, orientations or other properties of objects in the workspace of the
robot. The human can also incrementally correct the inferences of the robot by intervening in its movements. Each new
refined trajectory and context is used to update the joint distribution.
The algorithm proposed in this work is fairly general and may be applied to teach different motor skills to robots. In our
experiments, this algorithm has been applied in a 2D problem to make a particle pass through certain via points, with the
BioRob [48], an elastically actuated robot arm with four degrees of freedom (DoFs), to make it reach a ball at different
positions and in a minigolf-like task involving the same robot.
The remainder of this chapter is organized as follows: Section 3.2 presents related work. Section 3.3 introduces the
proposed method for incremental imitation learning of context-dependent motor skills. Our method is explained starting
with a procedure to learn trajectories for a single context. After that, the necessary extensions to deal with context-
dependent motor skills are described. Section 3.4 presents our experiments. Finally, Section 3.5 summarizes the chapter
and discusses ideas for future work.
3.2 Related Work
While in this work we have been specifically dealing with demonstrations through kinesthetic teaching, another form of
imitation learning involves observation. In this case, the movements of a human are recorded by a camera or by a motion
capture system. Those movements are mapped to the kinematics of the robot, which reproduces the demonstration or
learns motion primitives from multiple demonstrations as in [49]. Usually, though, this mapping does not always produce
the most preferable motions. For this reason, researchers have been investigating the idea of incremental imitation
learning through kinesthetic teaching to refine the movements initially learned by the robot through observation.
Calinon and Billard [50] presented an approach based on Principal Component Analysis (PCA) and Gaussian Mixture
Models (GMMs) to teach gestures to a humanoid robot. The gestures are demonstrated by a human in two ways: the
human moves while sensors attached to his/her body record his/her movements or the human performs kinesthetic
teaching by grasping and moving the arms of the robot. The robot learns new gestures from multiple human demonstra-
tions and its movements can be incrementally refined by the human. When performing kinesthetic teaching, the human
can decide which DoFs he/she wants to drive and which DoFs should be autonomously driven by the robot. The DoFs
driven by the human are set in passive mode. In contrast, in our method, the human disturbs the movements of the robot
without setting any DoFs in passive mode. In our work, the disturbances introduced by the human lead to changes in the
behavior of the robot. The human does not need to demonstrate the whole movement of a DoF again in case it is not
moving correctly yet. He/she just needs to apply incremental changes to this movement.
Lee and Ott [51] also presented a method to teach motor skills to a humanoid robot. In their method, first, the robot
observes the movements of a human. Subsequently, a human may incrementally refine the movement of the robot
through kinesthetic teaching. Their work uses the concept of a “motion refinement tube”, which is a region around
the nominal trajectory followed by the robot where the controller has low stiffness, allowing the human to refine the
trajectory. Movements are represented in their method by Hidden Markov Models (HMMs). Changes introduced in a
trajectory by the human translate into changes in the parameters of the HMM representing that trajectory. The updated
HMM generates an updated trajectory, accounting for the refinements introduced by the human. Their approach offers
desirable properties, such as the possibility of defining the “refinement tube” in such a way that changes in the trajectory
of one joint do not result in accidental disturbances in the trajectories of other joints. In contrast to our work, their
approach requires an accurate model of the robot dynamics in order to identify human intervention. Our approach
allows robots to learn context-dependent motor skills in the absence of an accurate model of the robot dynamics at the
expense of having the robot execute a movement with and without human intervention at each iteration of the algorithm.
Another approach to incremental imitation learning aims at eliciting human preferences from the feedbacks he/she gives
to the robot. Jain et al. [52] have developed a framework that enables robots to learn grocery checkout tasks with
the help of human feedback. In their work, it is assumed that the user has an unknown score function quantifying the
quality of trajectories in different contexts. This score function is a weighted sum of predefined features describing:
1) interactions between objects, 2) robot arm configurations, 3) orientation and temporal behavior of the object being
manipulated, 4) interactions between the object being manipulated and the environment. The robot learns the weights
for each of those features from human feedback. The user gives feedback by re-ranking a set of trajectories proposed
by the robot or by changing waypoints of trajectories, setting the robot in zero-force gravity-compensation mode. In
our method, when giving physical feedback to the robot, the user does not change specific waypoints. Instead, the user
disturbs the movement of the robot while it is moving. By doing so, the user can directly interfere in the speed profile of
the trajectory of the robot, teaching it for example to hit a golf ball faster or slower. Our work also differs from the cited
one by computing a probability distribution between trajectories and contexts. While the computation of the distribution
requires modeling assumptions (Gaussians, GMMs, etc.), it does not require the design of a score function.
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Akgun et al. [53] conducted a study evaluating kinesthetic teaching by demonstrating trajectories as well as kinesthetic
teaching by demonstrating keyframes. They concluded that both trajectory and keyframes demonstration are viable
methods to teach motor skills to humanoid robots and have their specific advantages. When keyframes were demon-
strated, the trajectories were generated by splines connecting the keyframes. They presented a way to demonstrate
keyframes iteratively to the robot, but did not present a way to demonstrate trajectories iteratively. In this chapter, we
present a method for demonstrating trajectories iteratively. The method presented here might be of interest to future
usability studies such as the one presented in [53].
The idea of incremental imitation learning has also been used in conjunction with tactile feedback to allow humans to
teach grasp positioning and adaptation to robots [54,55].
As explained in Section 3.3.2, we have been using as part of our algorithm the framework of Probabilistic Movement
Primitives (ProMPs) [35] for achieving generalization. This framework offers a straightforward way of inferring trajec-
tories given contexts. Other methods such as task parameterized models discussed in [56] and [57] have very good
generalization properties as well. In task parameterized models, demonstrations are observed from different frames.
Different contexts are then represented by different positions and orientations of these frames. For example, by changing
the position and orientation of an object of interest in the workspace of the robot, the position and orientation of the
frame associated with this object also change. The product of distributions over trajectories observed from different
frames determines the trajectories that should be executed in a new context. The novelty of our work resides not in the
generalization to different contexts in itself but in offering the human an intuitive way to teach trajectories to a robot in
an incremental manner. The human feedback also changes how the robot responds to different contexts. The incremental
learning aspect of this work could be combined with task parameterized models as well.
Reinforcement Learning methods, as in [58], have been used to make robots find successful movements for solving a
given task and to generalize those movements to new situations. However, in the absence of a good model of the robot
and of its environment, which would allow for optimization in simulation, it might take too long to find a successful
policy with the real robot. In this case, our method may be helpful by allowing the human to influence the search for
good policies.
3.3 Incremental Imitation Learning
In this section, our method for incremental imitation learning of context-dependent motor skills is explained. First, in
Section 3.3.1, a procedure is explained that allows a human to teach a trajectory to a robot through kinesthetic teaching
and to incrementally introduce adjustments to the trajectory. Afterward, Section 3.3.2 explains how this procedure can
be combined with a probabilistic framework to provide the robot with the capability of learning context-dependent motor
skills from human demonstrations and incremental refinements.
3.3.1 Incremental Imitation Learning of a Trajectory for a Single Context
τDnew = τDold + α(τHR-τR)
robot alone (feedback tracking)
τDuR
τHR
τR
robot in 
open-loop
τR*
human
intervention
τH*
Figure 3.2.: Workflow of procedure to incrementally teach a
trajectory to a robot for a single context.
The workflow depicted in Fig. 3.2 describes our proce-
dure to incrementally teach a trajectory to the robot for
a single context. First, an initial desired trajectory τD is
defined. This initial desired trajectory could have been
defined by a vector of Cartesian or joint positions entered
by the user or by kinesthetic teaching. We assume the
existence of a feedback controller with potentially imper-
fect dynamics compensation. The robot tries to track τD,
but executes in general a different trajectory τR. The se-
quence of forces or torques uR generated by the controller
at each time step is recorded. The robot returns then to
its initial position and uR is executed. While the robot
executes uR, the human can disturb the trajectory of the
robot. The resulting trajectory τHR is recorded. We pro-
pose an update of the form
τnewD = τ
old
D +α (τHR −τR) , (3.1)
where α ∈ [0,1] is a scalar that defines how much the difference between the trajectories τHR and τR should change the
desired trajectory τD. In our experiments, the term α has been set equal to 1. Smaller values of α decrease the update
step, what might be useful to adjust for cases in which the human tends to exaggerate his feedback.
The update (3.1) resembles the format of iterative learning control (ILC) [59, 60]. Fundamentally, ILC learns tracking
commands with respect to a given trajectory that the robot should execute. The challenge addressed by our method
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relates to the acquisition of the desired trajectory updates, which are assumed to be implicitly provided by human
interventions. As in ILC, the control signal, in this case the desired trajectory τD for the feedback controller, is updated
according to an error, in our case (τHR −τR). In other words, the difference between the trajectory that the robot
executes without disturbance τR and the trajectory that the robot executes with human disturbance τHR indicates how
the control signal τD should be changed in order to perform the movement that the human wishes. While in ILC the
reference trajectory used in the computation of the tracking error is predefined, in update (3.1) the reference trajectory
τHR changes at each iteration when the human is allowed to disturb the trajectory of the robot. The human decides when
to stop disturbing the trajectory of the robot, in which case τHR = τR and τnewD = τ
old
D , which means that the desired
trajectory does not change anymore.
3.3.2 Learning Context-Dependent Motor Skills from Incremental User Feedback
This section presents our method for incremental imitation learning of context-dependent motor skills. This method is
based on the procedure explained in the previous section and uses Probabilistic Movement Primitives (ProMPs) [35].
3.3.2.1 Probabilistic Movement Primitives
A ProMP is a probability distribution over trajectories. This probability distribution can be built from multiple demon-
strated trajectories. In the ProMP framework, each demonstrated trajectory, which has a duration of T time steps, is
approximated by a weighted sum of N normalized Gaussian basis functions. This approximation can be represented by
the equation
τ = Ψw + ε, (3.2)
where ε is a zero-mean i.i.d. Gaussian noise, i.e. ε∼N  0,σ2I T xT , and
Ψ =

ψ1 (1) ψ2 (1) · · · ψN (1)
ψ1 (2) ψ2 (2) · · · ψN (2)
...
...
. . .
...
ψ1 (T ) ψ2 (T ) · · · ψN (T )
 . (3.3)
The terms ψn (t) correspond to basis functions indexed by n and evaluated at time t. The centers of those basis functions
are positioned at regular intervals along the time axis. The vector of weights w = [w1,w2, · · · ,wN ]>, containing the
weight wn for each basis function ψn, can be computed through linear least squares, according to
w =
 
Ψ>Ψ
−1
Ψ>τ. (3.4)
Once the weight vector w for each demonstrated trajectory τ has been computed, a probability distribution p (w ) over
weight vectors can be defined. In this work, p (w ) is assumed to be a Gaussian with mean µw and covariance Σw , i.e.
p (w ) =N  µw ,Σw  . (3.5)
With this assumption, it is possible to compute in closed form the probability distribution p (τ) over trajectories by
integrating out the weight vectors w as in the equation
p (τ) =
∫
p (τ|w ) p (w ) dw , (3.6)
which results in
p (τ) =N  µτ,Στ , (3.7)
where
µτ = Ψµw , (3.8)
Στ = σ
2I T xT +ΨΣwΨ
>. (3.9)
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3.3.2.2 Modeling Context-Dependent Motor Skills
In this work, ProMPs are used to infer the most probable trajectory for a given context. In order to achieve this, a normal
joint probability distribution over weight vectors w and the corresponding contexts, here represented by the vectors c, is
created,
p (w , c) =N  µ joint ,Σ joint , (3.10)
where
µ joint =
µw
µc
 , Σ joint =
Σww Σwc
Σcw Σcc
 .
Given a specific context c, it is then possible to compute the conditional probability distribution
p (w |c) =N  µw |c ,Σw |c , (3.11)
where
µw |c = µw +ΣwcΣ−1cc
 
c −µc

, (3.12)
Σw |c = Σww −ΣwcΣ−1cc Σcw . (3.13)
Next, the conditional probability distribution p (τ|c) can be computed by solving the equation
p (τ|c) =
∫
p (τ|w ) p (w |c) dw , (3.14)
which results in
p (τ|c) =N  µτ|c ,Στ|c , (3.15)
with
µτ|c = Ψµw |c , (3.16)
Στ|c = σ2I T xT +ΨΣw |cΨ>. (3.17)
3.3.2.3 Online Learning with Human Feedback
This section explains the proposed algorithm, which allows robots to learn in an online fashion context-dependent motor
skills from human demonstrations and refinement. This algorithm uses the refinement procedure illustrated as a work-
flow in Fig. 3.2 in conjunction with the probabilistic modeling of context-dependent motor skills previously explained in
Section 3.3.2.2.
The robot starts with an initial joint probability distribution p (w , c) over weights w and contexts c. Given this prior and
a certain context c, the robot computes p (τ|c) = N  µτ|c ,Στ|c, as in Section 3.3.2.2. The robot’s desired trajectory τD
is set equal to the mean µτ|c . The algorithm iterates over the refinement loop depicted in Fig. 3.2 as many times as the
human wants. By the end of this iteration, the weights w of the new desired trajectory τD are computed, using (3.4).
This new weight vector wM and the given context vector cM are concatenated to form the vector x =

w>M , c>M

, where
M is the number of situations experienced so far. The joint distribution p (w , c) = N  µ joint ,Σ joint is then updated
according to Welford’s method for computing mean and covariance online [61]. According to this method, the mean
µ joint is updated with
µnewjoint = µ
old
joint +

x> −µoldjoint

M
(3.18)
and the covariance matrix Σ joint with
Snew (i, j) = Sold (i, j)+
M − 1
M

x (i)−µoldjoint (i)

x ( j)−µoldjoint ( j)

, (3.19)
Σnewjoint (i, j) =
Snew (i, j)
M − 1 , (3.20)
where S = (M − 1)Σ is an auxiliary matrix.
Afterward, the whole procedure is repeated for a new context. Algorithm 1 summarizes the proposed method.
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Algorithm 1 Incremental Imitation Learning of Context-Dependent Motor Skills
1: Initialize µ joint and Σ joint with a few demonstrations or with predefined values
2: for each new c
3: compute µw |c and Σw |c (Eqs. 3.12 and 3.13)
4: compute µτ|c and Στ|c (Eqs. 3.16 and 3.17)
5: τD = µτ|c
6: refinement loop (until human decides to stop)
7: robot tracks τD with feedback controller (τR and uR are recorded)
8: robot executes uR in feedforward and human is allowed to disturb the trajectory (τHR is recorded)
9: τnewD = τ
old
D +α (τHR −τR)
10: end
11: wM =
 
Ψ>Ψ
−1
Ψ>τD
12: update µ joint and Σ joint (Eqs. 3.18, 3.19 and 3.20)
13: end
3.4 Experiments
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Figure 3.3.: 2D problem. Left plot: the red circles repre-
sent two via points through which the trajectory
should pass; the black line represents the trajec-
tory being currently tracked by the particle; the
blue line represents the trajectory executed by
the particle until the current instant. Right plot:
the red circles represent the same two desired
via points; the red line represents the trajectory
that the particle would execute without any hu-
man interference; the blue curve represents the
trajectory executed by the particle with human
interference.
This section presents two experimental evaluations of the
proposed algorithm. First, a simple 2D problem is pre-
sented. In this problem, the human can incrementally
teach trajectories to the learning system, which can infer
what to do in the face of new contexts. Afterward, ex-
periments are described that show the applicability of our
method for teaching motor skills to a real robot.
In all the experiments described in this chapter, the num-
ber N of Gaussian basis functions, introduced in Sec-
tion 3.3.2.1, was 20. This value was determined empiri-
cally by increasing the number of basis functions until the
trajectories could be approximated to a desired level of
detail.
3.4.1 2D Problem
We designed a simple 2D problem in order to facilitate
the understanding of the algorithm and the visualization
of results. In this problem, a particle moves with constant
velocity in the x-direction. Initially, its velocity in the y-
direction is zero. The user can introduce an acceleration
in the y-direction by pressing the keys “up” or “down”
on the keyboard. The objective is to teach the system a
trajectory that passes through two via points. The y-coordinates of each via point constitute in this case the context,
which is represented by the vector [y1, y2]>, where y1 is the y-coordinate of the via point located at x = 2 and y2 is the
y-coordinate of the via point located at x = 3.6.
After being trained for a number of different configurations of the via points, the system should be able to infer the
right trajectory to pass through the via points both in the configurations that it has already experienced as well as in a
previously unseen configuration. The human can iteratively apply disturbances to the trajectory of the particle. This way,
the human can correct the trajectory initially inferred by the system for a given context. See Fig. 3.3 for an illustration of
this 2D problem.
In this problem, uR is a time-indexed sequence of forces in y direction, while the trajectories τR, τHR and τD are
time-indexed sequences of (x , y) positions.
Fig. 3.4 shows the prior and the posterior probability distributions over trajectories after the human had trained the
system for two contexts. In this simple problem, after experiencing only two examples, the system could already infer
trajectories that passed close to the via points. The progress in the generalization ability of the system is depicted in
Figs. 3.5 and 3.6. Fig. 3.5 shows the prior and the posterior over trajectories without any training, after the human had
trained the system for one context and so on until the system had previously observed eight different contexts. Fig. 3.6
shows the mean squared error
MSE =
1
2
 
(y (2)− y1)2 + (y (3.6)− y2)2

(3.21)
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of the trajectories executed by the particle when observing each context for the first time. Here y (2) and y (3.6) are the
y-coordinates of the particle when x = 2 and x = 3.6 respectively.
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Figure 3.4.: Prior and posterior over trajectories for the 2D
problem after the human had trained the sys-
tem for two contexts. Left plot: the light gray
curves represent the trajectories executed by the
particle after refinement provided by the hu-
man for two different configurations of the via
points, represented by the light gray circles; the
blue curve represents the prior mean and the
blue shade represents two standard deviations
of the prior. Right plot: the configuration of the
via points represented by the red circles is dif-
ferent from the configurations that have been
observed so far by the system, which are repre-
sented by the light gray circles; the black curve
represents the prior mean and the gray shade
represents two standard deviations of the prior
(the prior in this plot is the same as in the left
plot); the blue curve represents the posterior
mean and the blue shade represents two stan-
dard deviations of the posterior.
The MSE for the first context is 100 because the trajec-
tory is 10 units apart from each via point. After the hu-
man has taught the trajectory for two different contexts
through the refinement loop, the MSE of the trajectories
executed by the particle for previously unseen contexts
already drops to almost zero.
3.4.2 Real Robot Experiments
We tested our algorithm in experiments with the
BioRob [48], a 4-DoF elastically actuated robot arm. It
is a biologically inspired robot whose cables and springs
roughly mimic the functionality of antagonistic pairs of
muscles. The BioRob is light and compliant, nevertheless
challenging to model and control1.
In these experiments, the objective of the human was to
teach the robot how to reach a ball positioned on steps
of a ladder as shown in Fig. 3.1. We defined six different
positions for the ball (see Fig. 3.7). We chose to represent
each position by two values, expressing the two different
heights with respect to the ground and the three different
left-to-right positions. This choice was motivated by the
fact that the relations between the values assumed by the
context variables are important, not their absolute values.
In this setup, there was no camera detecting the ball. The
values representing the different contexts were manually
provided to the robot.
In our experiments with the BioRob, uR is a time-indexed
sequence of torques, while the trajectories τR, τHR and
τD are time-indexed sequences of joint angles. By work-
ing with trajectories in joint space, we avoid any possible
problems related to kinematic redundancy that would need to be addressed if our trajectories were sequences of Cartesian
end-effector positions.
In order to initialize the prior probability distribution p (w , c) over weight vectors and contexts, the refinement loop
depicted in Fig. 3.2 was executed for four different positions of the ball: “top left” represented by the vector [1,1]>, “top
right” represented by [1,3]>, “down left” represented by [2,1]> and “down right” represented by [2,3]>.
After building the prior, the for loop described in Algorithm 1 was executed. The robot computed the most probable
trajectory τ for the context “top middle” represented by [1, 2]>. The human improved the trajectory of the robot through
the refinement loop until the robot could successfully reach the ball at the “top middle” position. After the human decided
to quit the refinement loop, the joint probability distribution p (w , c) over weights and contexts was updated according
to (3.18), (3.19) and (3.20). Then the robot used its updated prior to compute a trajectory for the context “down middle”
represented by [2, 2]>.
Having built the prior based on trajectories that reach the ball at each of the four corner positions, the robot was able
to compute trajectories to reach or pass close to the ball at the two previously untrained middle positions. Using our
refinement loop, the human could correct the trajectories inferred by the robot. In a second pass of the algorithm over
all the six positions, the robot was able to reach the ball every time without needing any further refinement from the
human.
Fig. 3.8 shows three iterations of the refinement loop to teach the robot how to reach the ball at the position “top left”
when the robot had no previous experience. The figure shows the trajectories in joint space of the 1st DoF of the BioRob
and the corresponding end-effector trajectories in Cartesian space. In the first iteration, the robot arm simply hung
down. Then, the human demonstrated through kinesthetic teaching how to reach the ball. In the second iteration, the
robot tried to track the new desired trajectory. Since the controller of the robot is not able to track a desired trajectory
accurately, the robot only passed close to the ball, but still did not reach it (see the middle plot in the lower row). The
1 The robot is controlled by a proportional-derivative (PD) controller with feedforward terms to compensate for gravity and friction/stiction.
In these experiments, only three DoFs are actually being used.
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Figure 3.5.: Prior and posterior (with mean and two standard deviations) over trajectories given contexts without any
training (Prior 1 and Posterior 1), after training for one context (Prior 2 and Posterior 2) and so on until the
system had previously observed eight different contexts (Prior 9 and Posterior 9). Only the two first contexts
needed refinement from the human. After that, the system was already able to infer trajectories intercepting
the via points.
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cuted by the particle when the system is ob-
serving each context for the first time.
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Figure 3.7.: Ball positions in an experiment involving the
real robot. The positions represented by the
vectors written in blue are the contexts that
were used to initialize the prior probability dis-
tribution p (w , c) over weight vectors and con-
texts. Having built this prior, the robot infers
trajectories to reach the ball at the positions
represented by the vectors written in red.
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Lower row: The corresponding end-effector trajectories in Cartesian space.
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human refined this trajectory further by interfering in the movement of the robot. In the third iteration, the robot was
able to reach the ball alone and the human did not give any further feedback. The small differences between the red
curve (trajectory generated by feedback tracking) and the blue curve (trajectory generated by reproducing the sequence
of torques generated by the feedback tracking controller) are, in the third iteration, due to small errors in the repeatability
of the robot.
We also performed experiments in which the human taught a robot how to putt in a minigolf-like task. In this case, there
was only one context. In the phases in which the human was allowed to disturb the trajectory, the human kept his hands
close to the robot and applied forces to its end-effector when he judged necessary. After a few iterations, the desired
trajectory τD tracked by the feedback controller was such that it led to the robot being able to sink the ball.
3.5 Epilogue
This chapter presented an algorithm to allow humans to incrementally teach robots context-dependent motor skills. This
algorithm is particularly relevant when the robot cannot track desired trajectories accurately or when trajectories initially
computed by the robot given a new context do not solve the task at hand. In those cases, our algorithm offers the human
an intuitive way of refining the trajectories of the robot. Moreover, the refined trajectories and the new contexts are
used to update the probability distribution used by the robot to compute trajectories given contexts. A 2D problem and
experiments involving a 4-DoF elastically actuated robot arm demonstrate the effectiveness of the proposed algorithm.
As it is, the presented method for the human to teach the robot is not suitable when the robot moves very fast, is too
heavy or manipulates a dangerous object. For those cases, an alternative way for the human to introduce changes in the
trajectory of the robot would be necessary. Instead of physically interacting with the robot while it moves, the human
could for instance use a graphical interface to change the trajectory or use teleoperation.
In this work, we modeled the joint probability distribution p (w , c) over weights and context variables as a single Gaus-
sian. This model entails that w and c are linearly correlated, which is a reasonable assumption for the simple tasks
we have dealt with so far. On the other hand, in a task such as playing table tennis, in which the robot would have to
execute forehand and backhand strokes, this assumption would probably not hold. In order to deal with those cases, an
alternative would be to model p (w , c) as a Gaussian mixture model.
The contexts addressed so far in our work have been only in the form of via points. Other possible contexts could be
the weight or the size of objects manipulated by the robot, goal position of an object thrown by the robot, positions and
orientations of objects in the workspace, etc. For the simple contexts evaluated so far, the human could teach the robot in
a few iterations how to solve the task at hand and the generalization capabilities of the algorithm also helped to reduce
the amount of human intervention needed. Further evaluations shall be made in order to determine if the human can
successfully teach skills with other types of context as well.
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4 Movement Primitives with Multiple Phase
Parameters
Movement primitives are concise movement representations that can be learned from human demonstrations, support
generalization to novel situations and modulate the speed of execution of movements. The speed modulation mechanisms
proposed so far are limited though, allowing only for uniform speed modulation or coupling changes in speed to local
measurements of forces, torques or other quantities. Those approaches are not enough when dealing with general
velocity constraints. We present a movement primitive formulation that can be used to non-uniformly adapt the speed
of execution of a movement in order to satisfy a given constraint while maintaining similarity in shape to the original
trajectory. We present results using a 4-DoF robot arm in a minigolf setup.
4.1 Prologue
Figure 4.1.: Human demonstrating
a putt to a robot via
kinesthetic teaching.
Learning from human demonstrations has been playing an increasingly im-
portant role in robotics, especially since robots are getting better at adapting
demonstrated movements to new situations and demands [62–64].
A commonly required adaptation is due to the necessity of executing a certain
demonstrated movement faster or slower. For example, a robot playing table
tennis has to hit the ball at different speeds than the ones of the movements
demonstrated to the robot [63]. In a task such as golf, the necessity of adapt-
ing a certain movement in order to achieve new speeds also arises. Depending
on the distance between the ball and the hole or on the shape and friction
properties of the floor, a robot has to hit the ball faster or slower in order to
sink it.
When executing a golf swing, a human normally moves the golf club first
away from the ball and then towards it. In order to hit the ball twice as
fast, the human does not need to move away from the ball twice as fast as
well. Uniformly accelerating the whole movement would be energy inefficient.
Therefore, adapting a golf swing to hit the ball with different speeds requires
a non-uniform change in the speed of execution of the movement.
This chapter presents an approach to achieve such non-uniform changes in
speed of execution in order to adapt a demonstrated movement to new situ-
ations and demands. This approach consists of optimizing with respect to a
given reward multiple parameters that define the phase function associated
with the movement. The phase function is a monotonically increasing func-
tion of time. It describes the speed of execution of the movement at each time
step and its overall duration.
The remainder of this chapter is organized as follows: Section 4.2 presents
related work. Section 4.3 explains our movement primitive formulation with
multiple phase parameters. Section 4.4 shows how to use a reinforcement
learning algorithm to optimize the parameters of the phase function and the
amplitude of a movement. Section 4.5 presents two sets of experiments. The first experiments explain the importance
of non-uniformly adapting the phase function of a movement instead of simply adjusting some parameters that define its
shape or uniformly rescaling its speed of execution. The second set of experiments has been conducted with an elastically
actuated robot arm and shows how the proposed approach performs in practice at the task of adapting a demonstrated
golf swing to achieve desired speeds at specific positions. Section 4.6 presents conclusions and ideas for future work.
4.2 Related Work
A number of distinct movement representations have been proposed that allow for adapting demonstrations to new
requirements. Dynamical movement primitives (DMPs) [65], for instance, allow for changing the goal, the speed and the
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duration of a movement while preserving its overall shape. The original DMP formulation, however, is not able to reach
a certain goal with an arbitrary velocity because it enforces zero velocity at the end of the movement.
Kober et al. [66] have designed an alternative DMP formulation to achieve arbitrary velocities at the end of the movement,
however, as pointed out by Mülling et al. [63], this solution is not necessarily accurate and may produce very large
accelerations if the desired final position and the start position are very close to each other.
Mülling et al. [63] have used a two-stage movement primitive in order to achieve the desired velocity at an intermediary
position along the movement. In a table tennis setup, the stage of the movement primitive is switched when the racket
gets in contact with the ball. In our work, it is possible to specify desired velocities at intermediary positions using one
single movement primitive with one single stage.
Nemec et al. [67] also proposed a method for adapting the velocity of motor skills learned from user demonstration.
They have extended DMPs with a scaling factor ν(x), which is a function of the phase variable x . By changing ν(x), it
is possible to accelerate or decelerate movements in order to satisfy for example certain contact forces or contact torques
during the execution of a task. This acceleration or deceleration does not need to be uniform. In their method, the
change in ν(x) depends on the difference between desired and actual forces and torques at successive time steps along
the execution of the trajectory.
In [43], a similar approach has been adopted in order to speed up the movement of a robot carrying a cup without spilling
the water inside it. In this approach, DMPs have been extended with a scaling factor ν(t), which allows for non-uniform
change in speed. The change in ν(t) depends on an intermediate cost function with value γ if the water is about to be
spilled or value 0 otherwise.
In contrast, our method deals with the problem of accelerating, decelerating or changing the amplitude of trajectories in
order to satisfy velocity constraints. Our method allows for non-uniform change in velocity also if there is only a final
reward, computed at the end of the execution of a trajectory.
In [45], van den Berg et al. showed how to speed up the movement of a surgical robot by increasing a factor s that
rescales the time steps according to ∆t = ∆t0/s. By increasing s, the time steps get shorter. Since the number of time
steps N is kept constant, the speed of the movement increases uniformly and its duration decreases. In our work, we deal
with changing the speed of execution of a movement in a non-uniform fashion. As previously discussed, when adapting
movements such as a golf putt swing to achieve new desired velocities at specific positions, a non-uniform change in the
speed of execution is more suitable.
Englert et al. [42] presented a method for adapting online the path and the phase of a movement to events such as
changes in the positions of obstacles and of the goal. Kim et al. [68] have also developed a method for adapting online
the velocity of the movement of a robot to make it reach a certain position at a certain time, for example when catching
objects on the fly. In contrast, we try to optimize the phase function and the amplitude of a movement according to a
given reward, which can depend for instance on the difference between the achieved velocity and the desired velocity at
a specific position.
In a remarkable work involving a minigolf setup, Kronander et al. [69] proposed a method to infer the hitting speed
and hitting angle to sink the ball given multiple successful demonstrations. In our experiments, the amplitude of the
movement and the phase function with multiple parameters have been optimized starting from only one demonstration.
4.3 Movement Primitive with Multiple Parameters for Shape and Phase
This section explains the proposed movement primitive formulation. This formulation comprises a set of parameters to
define the shape of the movement in space and a set of parameters to define its speed profile and duration.
4.3.1 Shape Parameterization
The shape parameterization used in this work is basically the same one used in Probabilistic Movement Primitives
(ProMPs) [35]. A trajectory τ = [q1,q2, · · · ,qT ]> comprising positions qt sampled at a certain number T of time
steps can be approximated by a weighted sum of normalized Gaussian basis functions ψn. This approximation can
be expressed by
τ ≈ Ψw , (4.1)
where w = [w1,w2, · · · ,wN ]> is the vector of weights wn for each normalized Gaussian basis function ψn and
Ψ =

ψ1 (z(1)) ψ2 (z(1)) · · · ψN (z(1))
ψ1 (z(2)) ψ2 (z(2)) · · · ψN (z(2))
...
...
. . .
...
ψ1 (z(T )) ψ2 (z(T )) · · · ψN (z(T ))
 (4.2)
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is a matrix with each ψn evaluated over the phase z(t), which is a monotonically increasing function of time.
Given a trajectory τ and a matrix of normalized Gaussian basis functions Ψ, the vector of shape parameters w can be
determined by
w =
 
Ψ>Ψ
−1
Ψ>τ, (4.3)
which is the ordinary least squares solution for linear regression [47].
4.3.2 Phase Parameterization
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Figure 4.2.: Effects of changes in phase parameters. (a) Two
different phase functions. The blue one has
phase parameters α1 = 1, α2 = 4 and T = 400.
The red one has phase parameters α1 = 1, α2 =
0.25 and T = 600. (b) Respective trajectories.
The phase function z(t) is a monotonically increasing
function of time assuming non-negative real values be-
tween 0 and Z . In this work, Z = 100 has been cho-
sen. When z(t) = 0, the movement is just starting. When
z(t) = Z , the movement is over. We propose defining the
phase function with a few parameters that will be use-
ful to manipulate the evolution of a movement in time,
as the shape parameters wn allow for manipulating the
trajectory of a movement in space.
The rate of change of phase in relation to time can be
written as the vector z˙ = [z˙ (1) , z˙ (2) , · · · , z˙ (T − 1)]>. In
fact, we parameterize z˙ according to
z˙ = Φα. (4.4)
The matrix Φ comprises M normalized Gaussian basis
functions evaluated from time step t = 1 until time step
t = T − 1, where T is the total number of time steps of
the movement. This matrix can be written as
Φ=

φ1 (1) φ2 (1) · · · φM (1)
φ1 (2) φ2 (2) · · · φM (2)
...
...
. . .
...
φ1 (T − 1) φ2 (T − 1) · · · φM (T − 1)
 . (4.5)
The vector α = [α1,α2, · · · ,αM ]> contains the weights αm for each basis function φm. Those weights are such that
αm > 0,∀m ∈ {1,2, · · · ,M}, ensuring that the phase z always increases with time.
Once z˙ has been defined according to (4.4), the phase z(t) can be computed via Euler integration with z(0) = 0 and
z(t + 1) = z(t) +∆tz˙(t) until t = T − 1.
In order to ensure that the phase achieves its maximum value exactly at the last time step of the movement, i.e. z(T ) = Z ,
the phase is normalized with
znorm =
z
z (T )
Z . (4.6)
In summary, the weights αm and the total number of time steps T are the phase parameters. They define the rate of
change z˙ of the phase in relation to time, which, via Euler integration, defines the phase z of a movement.
Fig. 4.2 shows two phase functions. Each of them was defined using two normalized Gaussian basis functions φ(t). One
Gaussian is centered at t = 0, the other at t = T . The variance of those Gaussians is 30× T . The number of time steps
T is 400 for the phase depicted in blue and 600 for the phase depicted in red. Observe how the proportion between the
parameters αm influence the phase function and consequently the evolution in time of the trajectories generated with the
same shape parameters w . The first half of the blue trajectory is slow compared to the second half because α1 < α2. The
opposite happens in the red trajectory.
In [70], we proposed a similar phase function parameterization as in this chapter. In that formulation, it was necessary
to define the maximum number of time steps of the demonstrated movements. By treating T as a phase parameter and
applying the normalization described by (4.6) we have eliminated in this new formulation the necessity of defining a
maximum number of time steps.
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4.4 Reinforcement Learning of Movement Amplitude and Phase
This section explains how to use reinforcement learning by Reward-weighted Regression (RWR) [71] in order to optimize
the amplitude and the phase parameters of a movement with the objective of achieving a desired velocity at a specific
position.
The reward function has been defined as
R= exp(−β‖v − v ∗‖), (4.7)
where β is a task-specific parameter tuned by the user and ‖v − v ∗‖ is the L2 norm of the difference between v and v ∗.
The term v is the actual velocity at the specific position q∗, while the term v ∗ is the desired velocity at this same specific
position. Velocities have been computed using the finite difference approximation
q˙(t) =
q(t + 1)− q(t)
∆t
. (4.8)
The term β has been set equal to 10 in all our experiments because this value led to achieving the desired speed with
high precision within a reasonable number of reinforcement learning iterations, compared to the values 0.1, 1 and 100.
The parameters that need to be optimized are given by the vector θ = [α2,α3, · · · ,αM , T,λ]>. Due to the normaliza-
tion (4.6), not the absolute values of the parameters αm, but the proportions between their values is important. Therefore,
α1 is simply always equal to 1 and it is not necessary to optimize it. The scalar λ multiplies all the shape parameters wn
and determines the amplitude of the movement.
Let us adopt an upper-level policy given by a Gaussian distribution N  θ ;µθ ,Σθ . Our objective is thus to maximize the
expected reward with respect to µθ and Σθ . This can be done iteratively according to
{µk+1θ ,Σk+1θ }= argmax{µθ ,Σθ }
S∑
i=1
RiN
 
θ i;µθ ,Σθ

, (4.9)
where S is the number of sampled parameter vectors θ i from the previous policy N
 
θ ;µkθ ,Σ
k
θ

.
The solution of (4.9) is given by
µk+1θ =
∑S
i=1 Riθi∑S
i=1 Ri
, (4.10)
Σk+1θ =
∑S
i=1 Ri
 
θ i −µkθ
  
θ i −µkθ
>∑S
i=1 Ri
. (4.11)
This iterative process continues until the expected reward converges. The best parameters are then given by µθ .
The convergence properties of the Expectation-Maximization (EM) algorithm [72] guarantee that the reward converges
to some local maximum. The initial parameters µ0θ and Σ
0
θ influence the maximum expected reward achieved by RWR.
As will be explained in Section 4.5, those parameters have been initialized in our work by using a human demonstration
and choosing an exploration noise.
4.5 Experiments
This section presents a number of experiments in which the proposed movement primitive formulation with multiple
phase parameters has been applied. In these experiments, the BioRob, a robot arm consisting of four elastically actuated
joints [48], has been used.
In the first experiments, we have assumed that the desired trajectory could be perfectly tracked by the robot. Using this
simplifying assumption, a comparison between optimizing in simulation different parameters has been made. Afterward,
both the phase parameters and the amplitude of a putt swing have been optimized such that the real robot arm could
pass through a specific position with a desired velocity.
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Figure 4.3.: Optimizing only shape parameters to achieve
double the velocity of an original movement
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4.5.1 Comparison between Optimizing Different Parameters
In these experiments, a putt swing was demonstrated to the robot via kinesthetic teaching as depicted in Fig. 4.1.
Subsequently, the robot tried to track the demonstrated trajectory1. The trajectory executed by the robot was then
recorded. It comprises 5959 positions2 sampled at regular intervals of 1/480s. We refer to this recorded trajectory as the
“original trajectory”.
The shape of the original trajectory has been parameterized according to (4.1). Twenty normalized Gaussian basis
functions ψ (z) have been used. These basis functions have variance equal to 100 and their means are evenly distributed
between z = 0 and z = 100. In a first experiment, the phase function was defined as z(t) = αt, where α = 100/T . The
vectors of shape parameters w for each of the four DoFs of the robot have been determined with (4.3).
The shape parameters have then been optimized according to (4.9), using however θ = w , to generate a trajectory in
which the double of the original velocity of the 1st joint is achieved when this joint crosses position 0.1 rad for the first
time. The desired velocity for the other three joints is the same as the original velocity and is close to zero. Our algorithm
iterated over equations (4.10) and (4.11) 100 times. In each iteration, fifty vectors of parameters θ were sampled.
Results are depicted in Fig. 4.3. The plot on the left shows the time at which the original trajectory and the trajectory
after optimization cross the joint position 0.1 rad for the first time. The plot on the right shows the joint velocity of both
trajectories. The shape of the trajectory has changed considerably. Such changes in shape may result in unnecessary
movements, collisions, reaching joint limits, etc. Further constraints would be required in order to keep the shape of the
movement similar to the original one when optimizing only the shape parameter vectors w as in this example.
By optimizing not the shape parameters, but only the phase parameter α, assuming z(t) = αt and α = 100/T , we have
obtained solutions like the one depicted in Fig. 4.4. This solution rescales the velocity of the movement uniformly and
results in unnecessary accelerations. Speeds are considerably higher than the original ones also when the joint position
is far away from the position of interest.
Finally, the same experiment was performed optimizing multiple phase parameters and the amplitude of the movement,
as in Section 4.4. The shape parameterization is the same as the one in the previous experiment. The phase function has
been defined as in Section 4.3.2, with nine Gaussian basis functions φ (t). The basis functions φ (t) have variance equal
to the duration T and their means are equally distributed between t = 0 and t = T . The upper-level policyN  θ ;µθ ,Σθ 
was initialized with mean
µ0θ =

α2 = 1,α3 = 1, · · · ,α9 = 1, T = 500,λ= 1
>
and a diagonal covariance matrix Σ0θ with its diagonal defined by the vector
σ2α2 = 10, · · · ,σ2α9 = 10,σ2T = 1000,σ2λ = 0.1

.
The elements σ2αm represent the variance of the parameters αm. The element σ
2
T represents the variance of the duration
T of the movement. Finally, σ2
λ
represents the variance of the amplitude parameter λ.
1 The control of the robot has been performed using a PD controller for joint and motor angles with compensation for stiction and gravity.
System identification methods have been used to estimate gravitational torques, elastic transmission and stiction.
2 Cubic spline interpolation has been used to compress the original trajectory to 500 time steps before determining the parameters of the
movement primitive and running reinforcement learning. The optimized trajectory is then decompressed also with cubic spline interpolation
in the experiments where the real robot executes the trajectories.
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Figure 4.5.: Optimizing multiple phase parameters and
amplitude to achieve double the velocity of
an original movement when the 1st joint an-
gle crosses the value 0.1 rad for the first time.
Assuming the desired trajectory could be ex-
actly tracked by the robot.
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Figure 4.6.: Phase functions before and after optimiza-
tion. (a) Phase functions of the form z(t) =
αt. (b) Phase functions with multiple phase
parameters.
Figure 4.7.: Iteration of reinforcement learning algorithm
versus expected reward with mean and stan-
dard deviation. (a) Evolution of the expected
reward by trying to achieve half the original
velocity at position 0.1 rad. (b) Evolution of ex-
pected reward by trying to achieve twice the
original velocity at position 0.1 rad.
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Figure 4.8.: Optimizing phase parameters and amplitude
to achieve half the velocity of an original
movement when the 1st joint angle crosses
the value 0.1 rad for the first time. In this
case, trajectories executed by the real robot
have been evaluated.
Fig. 4.5 depicts the results of optimizing the phase parameters and the amplitude parameter after 100 iterations with 50
samples θ i each. The optimized trajectory has shape similar to the original one, except for the change in its amplitude.
Velocities are not much higher than original ones far from the position of interest. Fig. 4.6 shows the phase functions
before and after optimization with one and multiple phase parameters.
4.5.2 Optimizing Trajectories Executed by the Robot
In these experiments, the same Gaussian basis functions for shape and phase were used as in Section 4.5.1. The upper-
level policy N  θ ;µθ ,Σθ  was initialized with the same mean µ0θ as in Section 4.5.1. The initial covariance matrix Σ0θ
was again a diagonal matrix and its diagonal was defined by the vector
σ2α2 = 10, · · · ,σ2α9 = 10,σ2T = 50000,σ2λ = 0.25
>
.
In a first experiment, the phase parameters were optimized to reach the half of the original velocity when the 1st joint
crosses position 0.1 rad for the first time. In a second experiment, those same parameters were optimized to reach
the double of the original velocity when the 1st joint crosses this same specific position for the first time. In both
experiments, there were 20 reinforcement learning iterations with 30 samples θ i each
3. Fig. 4.7 shows how the expected
reward changed with the number of iterations of the reinforcement learning algorithm. Figs. 4.8 and 4.9 show the
trajectories found by the reinforcement learning algorithm that achieve the desired velocity in comparison to the original
trajectories.
3 The experiments with the real robot were time-consuming, since the robot took approximately 32 seconds on average to position the golf
club and perform the putt swing. This motivated the choice of running 20 iterations with 30 samples θ i each.
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Figure 4.10.: Phase functions before and after optimiza-
tion. The blue curve represents the original
phase function, which was defined with con-
stant slope. (a) The red curve represents the
phase function after optimization to achieve
half the original velocity when the 1st joint
reaches 0.1 rad for the first time. (b) The red
curve represents the phase function after op-
timization to achieve double the original ve-
locity when the 1st joint reaches 0.1 rad for
the first time.
In the solution for achieving half the original speed at a certain position, the overall duration of the movement is con-
siderably longer than the original duration. The change in velocity is non-uniform, as can be clearly observed by the
different slopes along the red curve in Fig. 4.10a.
In the solution for achieving twice the original speed at a certain position, the overall duration of the movement is slightly
longer than the original duration. However, the movement accelerates in between, producing the desired velocity. This
acceleration can be noticed by the slight change in slope along the red curve in Fig. 4.10b.
4.6 Epilogue
This chapter presented a movement primitive formulation with multiple phase parameters. Changes in these phase pa-
rameters allow for non-uniform acceleration or deceleration of a movement. We have shown that, using a reinforcement
learning algorithm, it is possible to adapt the phase parameters and the amplitude of a movement demonstrated by a hu-
man in order to satisfy new velocity constraints. This was demonstrated in practice with experiments where an elastically
actuated robot arm learned how to execute a golf putt swing, achieving new desired velocities at a specific position.
Experiments with more sophisticated reward functions might be performed with the real robot. For example, the reward
function could favor energy-efficient movements. Our phase function with multiple parameters might play an impor-
tant role in this case, since it allows for non-uniform changes in the speed of execution. Unnecessary accelerations or
decelerations could then be avoided.
In the future, we will use a camera to detect the ball and a reward will be assigned to the movement of the robot
depending on the final distance between the ball and the hole. Furthermore, we will evaluate the applicability of our
movement primitive formulation to other tasks such as throwing or catching an object, moving objects around in an
energy-efficient and safe way, etc.
So far in our experiments, only a small change in the shape of the movement through an amplitude parameter has been
allowed. In a future work, we intend to allow for more general changes in shape alongside changes in phase in order to
let the robot adapt to new constraints in space as well.
36
5 Assisting Movement Training and Execution with
Visual and Haptic Feedback
In the practice of motor skills in general, errors in the execution of movements may go unnoticed when a human instructor
is not available. In this case, a computer system or robotic device able to detect movement errors and propose corrections
would be of great help. This chapter addresses the problem of how to detect such execution errors and how to provide
feedback to the human to correct his/her motor skill using a general, principled methodology based on imitation learning.
The core idea is to compare the observed skill with a probabilistic model learned from expert demonstrations. The
intensity of the feedback is regulated by the likelihood of the model given the observed skill. Based on demonstrations,
our system can, for example, detect errors in the writing of Japanese characters with multiple strokes. Moreover, by using
a haptic device, the Haption Virtuose 6D, we demonstrate a method to generate haptic feedback based on a distribution
over trajectories, which could be used as an auxiliary means of communication between an instructor and an apprentice.
Additionally, given a performance measurement, the haptic device can help the human discover and perform better
movements to solve a given task. In this case, the human first tries a few times to solve the task without assistance.
Our framework, in turn, uses a reinforcement learning algorithm to compute haptic feedback, which guides the human
towards better solutions.
5.1 Prologue
Figure 5.1.: Human manipulating a haptic device, the Hap-
tion Virtuose 6D. In our experiments, the haptic
device assists the movements of the human by
providing force feedback which is inversely pro-
portional to the standard deviation of a distribu-
tion over trajectories (example is shown on the
computer screen).
In the absence of an instructor, errors in the execution
of movements by a person trying to learn a new motor
skill, such as calligraphy, for example, may go unnoticed.
To counter this problem, we propose recording demon-
strations of a motor skill provided by an instructor and
processing them such that someone practicing that motor
skill in the absence of the instructor can have the correct-
ness of his/her trials automatically assessed and receive
feedback based on the demonstrations.
More precisely, our system aligns demonstrated trajecto-
ries in space and time and computes a probability distri-
bution over them. Often, demonstrations may have been
executed at different speeds. In order to extract the un-
derlying shape of the movement from multiple trajecto-
ries, it is thus necessary to time-align these trajectories.
In some cases, such as writing characters, the scale and
the absolute position of the movements are not as rele-
vant as their shape, justifying the necessity of addressing
space-alignment in our framework as well.
When a new trajectory is executed, our system aligns the
observations in space and time with the post-processed
demonstrations and computes the probability of each of
the positions of this new trajectory under the distribution
over the demonstrations. The computed probabilities pro-
vide a way of assessing the correctness of each position of the new trajectory.
Based on this assessment, our system can generate visual or haptic feedback. We demonstrate the generation of visual
feedback with the task of assisting the practice of writing Japanese characters on a monitor with a computer mouse.
The generation of haptic feedback is demonstrated in an experiment with a haptic device, the Haption Virtuose 6D
(see Figure 5.1). Our system gives haptic feedback to the user in the form of forces that constrain his/her movements
when manipulating the haptic device, which can be seen as a form of guiding virtual fixtures [7]. The produced force
is perpendicular to the mean trajectory of the distribution and its intensity is inversely proportional to the standard
deviation along the distribution, as detailed in Section 5.4.
There are situations where the initial demonstrations are not enough to successfully accomplish a task, but it is possible
to define performance measurements accounting for certain objectives. Examples of such a situation could be found in a
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teleoperation task where the user perception and motor capabilities do not enable him/her to succeed. Such a task could
be for instance telemanipulating a robot arm to move an object from a start position to an end position while avoiding
obstacles. In such a task, a user can easily hit obstacles or fail to reach objects of interest. However, it may be possible to
define performance measurements based on the positions of objects in the environment of the teleoperated robot. These
positions could be computed from information provided by sensors in that environment. The framework presented in this
chapter deals with these situations by applying reinforcement learning to adapt the original distribution over trajectories.
The adapted distribution is then used to guide the user towards a better solution to the task.
In general, the problem of finding a distribution over trajectories that avoid obstacles and pass through positions of
interest involves multiple optimization subproblems. Tuning the hyperparameters of the reward function to satisfy all the
objectives may be time-consuming and may not produce the desired results. For this reason, our proposed framework
includes a novel reinforcement learning algorithm that makes use of a parametric representation of trajectories and
identifies how relevant each policy parameter is to each of the objectives of the task. By identifying how relevant each
policy parameter is to each objective, it is possible to achieve effective policies with simpler reward functions, one for
each objective, instead of a single reward function with different user-defined weights for each objective. Moreover, it is
possible to optimize each objective sequentially, exploring different values of the parameters that matter for that objective
and preserving the uncertainty about the other parameters.
In summary, this chapter presents a new framework to assist humans in training and executing movements by providing
visual and haptic feedback to the user. This feedback can be given based on a probability distribution over expert
demonstrations or based on an optimized distribution learned from a few non-expert demonstrations and performance
criteria. By including methods for time and space-alignment of trajectories, this framework can potentially be applied
to a large range of motor skills as long as the shape of the movement is critical, not its speed. In this work, our
framework has been applied to the learning of Japanese characters and to teleoperation. As a secondary contribution,
this chapter presents a novel reinforcement learning algorithm for problems involving multiple objectives, which are
often encountered in teleoperation scenarios.
5.2 Related Work
This section primarily describes related work on techniques to assess the correctness of human motion and provide
feedback to the user. It briefly introduces related work on the required components used for modeling the human
demonstrations.
5.2.1 Human Motion Assessment and Feedback to the User
With similar goals as in our work, [3] presented a method to teach users how to write characters using a haptic interface.
In their method, characters are modeled with Hidden Markov Models (HMMs) with discrete hidden states and discrete
observations. The system recognizes online what character the user intends to write and applies a proportional derivative
(PD) controller with fixed gains to restrict the user to move along the trajectory that corresponds to the recognized
character. Differently, in our work, the gains of the haptic device are adapted as a function of the user’s deviation with
respect to the model learned from expert demonstrations or through reinforcement learning. Adaptive gains allow for
practicing motor skills with multiple correct possibilities of execution, in case there is not a single correct trajectory. Also,
it allows for regulating the stiffness of the robot to impose different levels of precision at different parts of the movement.
[32] proposed a “multilayer learning architecture with incremental self-organizing networks” to give the user real-time
visual feedback during the execution of movements, e.g. powerlifting exercises. In our work, we have not addressed
real-time visual feedback so far, although we do address real-time haptic feedback. On the other hand, our framework
can deal with movements with different absolute positions and scales when producing visual feedback. By disabling this
preprocessing, it would be possible to generate real-time visual feedback as well.
[31] presented a workflow to detect anomalies in weight training exercises. In their work, movement repetitions are
segmented based on the acceleration along an axis in space. A probability distribution over a number of time-aligned
repetitions is built. Then, based on this distribution, movement segments can be deemed correct or incorrect. Our
approach focuses rather on correcting movements with respect to their shape or position in space, not on correcting
acceleration patterns.
A variable impedance controller based on an estimation of the stiffness of the human arm was proposed by [4]. This
controller enabled a robot to assist humans in calligraphic tasks. In the cited work, the tracked trajectories were not
learned from demonstrations.
Our work is in line with approaches that aim to assist in human learning with demonstrations. [73], for instance, used
probabilistic virtual guides learned from demonstrations to help humans manipulate a robot arm. In another related
work, [74] presented a system that learns from demonstrations how to assist humans using a smart wheelchair.
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Visual, auditory and haptic feedback modalities have been successfully used for motor learning in the fields of sport and
rehabilitation [33]. Our method to provide visual feedback to the user, detailed in Section 5.3.4, is, for instance, similar
in principle to bandwidth feedback. This sort of feedback means that the user only receives feedback when the movement
error exceeds a certain threshold and it has been shown to be effective in rehabilitation [8]. The work here presented
relates and can potentially complement previous research on bandwidth feedback in the sense that our threshold is not
constant, but depends on a probability distribution over trajectories. Our approach may find applications in tasks where
it is desirable to give the user more freedom of movement around a certain position and less freedom around a different
position or where multiple variations of movements are considered correct.
[9] have demonstrated that maximum-likelihood estimation describes the way humans combine visual and haptic per-
ception. The estimation of a certain environmental property that results from the combination of visual and haptic stimuli
presents a lower variance than estimations based only on visual or haptic stimuli. When the visual stimulus is noise-free,
users tend to rely more on vision to perform their estimation. On the other hand, when the visual stimulus is noisy, users
tend to rely more on haptics. Therefore, users may profit from multimodal feedback to learn a new motor skill. In our
experimental section, we provide haptic feedback to users to help them perform a teleoperation task in a virtual environ-
ment. The findings in [9] indicate that haptic feedback also helps users perceive some aspects of the task that they could
not perceive only from visual stimuli, which could help them learn how to better solve the task without assistance next
time. The work here presented offers an algorithmic solution to the acquisition of policies and control of a robotic device
that could be applied to help humans learn and retain motor skills.
In contrast to most of the work on haptic feedback for human motor learning, our method modulates the stiffness
of the haptic device according to demonstrations and uses reinforcement learning to improve upon the demonstrated
movements. Those features may be interesting as a means of communication between an expert and an apprentice or
patient and to enable improvement of initial demonstrations.
5.2.2 Learning and Adapting Models from Demonstrations
An essential component of this work is to construct a model from expert demonstrations, which is then queried at runtime
to evaluate the performance of the user. One recurrent issue when building models from demonstration is the problem of
handling the variability of phases (i.e. the speed of the execution) of different movements. [75] proposed the Continuous
Profile Model (CPM), which can align multiple continuous time series. It assumes that each continuous time series is a
non-uniformly subsampled, noisy and locally rescaled version of a single latent trace. The model is similar to a Hidden
Markov Model (HMM). The hidden states encode the corresponding time step of the latent trace and a rescaling factor.
The CPM has been successfully applied to align speech data and data sets from an experimental biology laboratory.
[44] augmented the model of [75] by additionally learning the dynamics of the controlled system in the vicinity of
the intended trajectory. With this modification, their model generates an ideal trajectory that not only is similar to the
demonstrations but also obeys the system’s dynamics. Moreover, differently from [75], their algorithm to time-align the
demonstrations and to determine an ideal trajectory relies both on an EM algorithm and on Dynamic Time Warping [40].
With this approach, they were able to achieve autonomous helicopter aerobatics after training with sub-optimal human
expert demonstrations.
The same method was used by [45] to extract an ideal trajectory from multiple demonstrations. The demonstrations
were, in this case, movements of a surgical robot operated by a human expert.
Similarly to [44,45], our system uses Dynamic Time Warping (DTW) to time-align trajectories. While DTW usually aligns
pairs of temporal sequences, in Section 5.3.2 we present a solution for aligning multiple trajectories. An alternative
solution was presented by[76], however, it suffers from scalability issues because distances need to be computed between
every point of every temporal sequence.
Differences in the scale and shape of movements must also be addressed to account for the variability in human demon-
strations. In practice, for tasks such as writing, we want our system to be invariant to the scale of the movements of
different demonstrations. The analysis of the difference between shapes is usually addressed by Procrustes Analysis [77].
The output of this analysis is the affine transformation that maps one of the inputs to best match the other input, while
the residual is quantified as the effective distance (deformation) between the shapes. As the analysis consists of comput-
ing such transformations in relation to the centroid, Procrustes Analysis provides a global, average assessment and has
found applications in tasks of trajectory and transfer learning [78–80] and manipulation [81]. While this seems the most
natural solution to our problem of aligning shapes, we noticed that it is not suitable for detecting anomalies. In fact,
in the writing task, we are interested in finding the “outliers” that can be indicated to the human as erroneous strokes.
However, Procrustes Analysis aligns the shapes globally such that the positions of the centroids are inappropriately biased
towards such outliers. In Sections 5.3.1.1 and 5.3.1.2 we describe our own alignment method that is suited for detecting
particular errors with the introduction of a few heuristics.
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5.3 Processing Demonstrations and Assessing the Correctness of Observed Trajectories
Assuming the availability of expert demonstrations, the workflow of our proposed method is the following: First, the ex-
pert demonstrations are aligned in space and time and a probability distribution over these demonstrations is computed.
Afterward, a user tries to perform the motor task. The movements of the user are also aligned in space and time with
the demonstrations. Based on the probability distribution over the demonstrations, our system highlights which parts
of the user’s movements need improvement. A way of translating a distribution over trajectories into haptic feedback
is presented later in Section 5.4. A novel reinforcement learning algorithm to help the user achieve good movements
according to certain performance criteria without good demonstrations available is presented in Section 5.5.
5.3.1 Rescaling and Repositioning
In assessing the correctness of individual executions of a motor skill, it is often not important what the absolute position of
the sequence of movements is, e.g. in weightlifting or gymnastics. In some situations, it is also not of crucial importance
what the scale of the movements is as long as they keep their relative proportions, e.g. in drawing or calligraphy.
Therefore, our system rescales all trajectories, both the ones demonstrated by a human expert and the ones performed
by a user practicing a motor skill. Moreover, all trajectories are repositioned in such a way that the first position of the
reference stroke is at the origin of the coordinate system. In practice, each stroke composing a motor skill is used once
as the reference for rescaling and repositioning. For each reference stroke, a different score and visual feedback are
computed. The best score and the respective feedback are presented to the user. This procedure enables our algorithm
to present meaningful feedback to the user regardless of the location of his/her errors. In this section, our method for
rescaling and repositioning is explained for two dimensions (x and y) and exemplified with the task of writing Japanese
characters. This method can nevertheless be extended in a straightforward manner for more than two dimensions.
5.3.1.1 Rescaling
First, the system computes
∆xref = maxt xref (t)−mint xref (t) , (5.1)
∆yref = maxt yref (t)−mint yref (t) , (5.2)
where t indexes each time step, maxt xref (t) is the maximum x coordinate of the reference stroke, mint xref (t) is the
minimum x coordinate of the reference stroke, and similarly for maxt yref (t) and mint yref (t).
Subsequently, a rescaling factor α is given by
α=
¨
1
∆xref
if ∆xref ≥∆yref,
1
∆yref
otherwise.
(5.3)
The characters are written on a square window with side equal to 1. The rescaling factor α expresses the ratio between
the constant 1 and the width ∆xref or height ∆yref of the reference stroke. If ∆xref ≥∆yref, the width is used to compute
α. Otherwise, the height is used. Some strokes are much larger in width than in height or vice versa. Therefore, this way
of computing the rescaling factor selects the width or the height of the reference stroke according to which one will lead
to the smallest amount of rescaling. For example, the characters depicted in Figure 5.2(a) will be rescaled according to
the width of the first stroke of each of them respectively, resulting in characters whose first stroke has width equal to 1.
The rescaling factor can also be written as
α=
x i,rescaled (t)−min{ j,k} x j (k)
x i (t)−min{ j,k} x j (k) =
yi,rescaled (t)−min{ j,k} y j (k)
yi (t)−min{ j,k} y j (k) , (5.4)
where both t and k are time step indexes, while the indexes i and j represent the strokes of a character. Here,
x i,rescaled (t) − min{ j,k} x j (k) is the difference between the x coordinate at time step t of stroke i after rescaling and
the minimum x coordinate of the character. The term x i (t)−min{ j,k} x j (k) represents the corresponding difference be-
fore rescaling. Equation (5.4) also includes similar terms for the y coordinates. Therefore, after rescaling, the difference
between the x coordinate of the position at time step t and the minimum x coordinate is α times this difference before
rescaling, and similarly for the y coordinate. Thus this rescaling keeps the proportion between the width and the height
of the character.
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Figure 5.2.: Rescaling and repositioning different executions of a motor skill. In this example, the motor skill is writing a
Japanese character. (a) Two demonstrations of a Japanese character. (b) After rescaling both characters. (c)
After repositioning the characters such that the first position of the first stroke is (x = 0, y = 0). The first
stroke is the reference stroke in this case.
Rearranging the terms of (5.4) leads to
x i,rescaled (t) = min{ j,k} x j (k) +

x i (t)−min{ j,k} x j (k)

α, (5.5)
yi,rescaled (t) = min{ j,k} y j (k) +

yi (t)−min{ j,k} y j (k)

α, (5.6)
which is how the coordinates of the rescaled version of a character are computed. Figure 5.2(a) shows two demonstra-
tions of the same character and Figure 5.2(b) shows the result of rescaling these characters.
5.3.1.2 Repositioning
In order to reposition a character such that the first position of the reference stroke is (x = 0, y = 0), our system simply
computes
x i,repositioned (t) = x i (t)− xref (t = 1) , (5.7)
yi,repositioned (t) = yi (t)− yref (t = 1) , (5.8)
where x i (t) and yi (t) are the original coordinates of stroke i at time step t, x i,repositioned (t) and yi,repositioned (t) are the
coordinates of stroke i at time step t of the character after repositioning, xref (t = 1) and yref (t = 1) are the coordinates
of the reference stroke at the first time step. Figure 5.2(c) shows two demonstrations of the same character after rescaling
and repositioning.
5.3.2 Time Alignment
The time alignment of all the demonstrations and of the user’s movements is achieved in our system by using Dynamic
Time Warping [40]. Each stroke of an execution of a motor skill is time-aligned with respect to the corresponding stroke
of other executions of that same motor skill.
Suppose two corresponding strokes need to be time-aligned. Let us represent these strokes by τ1 and τ2, which are
sequences of Cartesian coordinates from time step t = 1 until time step t = T1 and t = T2, respectively. Here, T1 and T2
represent the last time step of τ1 and τ2, respectively.
First, the Euclidean distance D (i, j) between position at t = i of τ1 and position at t = j of τ2 is computed for all time
steps of both strokes, i.e.
D (i, j) = ‖τ1 (i)−τ2 ( j)‖, (5.9)
∀i ∈ {1,2, · · · , T1} ,∀ j ∈ {1,2, · · · , T2} .
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Algorithm 2 Path Search
1: procedure PATH(T1, T2,A)
2: k← 1
3: i← T1
4: j← T2
5: p (k)← (i, j)
6: while i 6= 1 or j 6= 1 do
7: if i = 1 then
8: j← j − 1
9: else if j = 1 then
10: i← i − 1
11: else
12: if A (i − 1, j) = min
n
A (i − 1, j) ,A (i − 1, j − 1) ,A (i, j − 1)
o
then
13: i← i − 1
14: else if A (i, j − 1) = min
n
A (i − 1, j) ,A (i − 1, j − 1) ,A (i, j − 1)
o
then
15: j← j − 1
16: else
17: i← i − 1
18: j← j − 1
19: end if
20: end if
21: k← k+ 1
22: p (k)← (i, j)
23: end while
24: return p
25: end procedure
Subsequently, assuming that the first position of τ1 corresponds to the first position of τ2, the accumulated cost A (i, j)
of associating τ1 (i) with τ2 ( j) is computed according to
A (1, 1) = D (1,1) , (5.10)
A (i, 1) = D (i, 1) + A (i − 1,1) , (5.11)
A (1, j) = D (1, j) + A (1, j − 1) , (5.12)
A (i, j) = D (i, j) +min
n
A (i − 1, j) ,A (i − 1, j − 1) ,A (i, j − 1)
o
. (5.13)
Algorithm 3 Warping for a Pair of Trajectories
1: procedure PAIRWARP(p,τ1,τ2)
2: t ← 0
3: for k = p.Length→ 1 do
4: t ← t + 1
5: (i, j)← p (k)
6: τ′1 (t)← τ1 (i)
7: τ′2 (t)← τ2 ( j)
8: end for
9: return τ′1,τ′2
10: end procedure
Algorithm 4 Warping for Multiple Trajectories
1: procedure MULTIPLEWARP(τ1,τ2, · · · ,τn)
2: for l = 1→ n− 1 do
3: (p,τl ,τl+1)← DTW (τl ,τl+1)
4: for m= 1→ l − 1 do
5: t ← 0
6: for k = p.Length→ 1 do
7: t ← t + 1
8: (i, j)← p (k)
9: τm (t)← τm (i)
10: end for
11: end for
12: end for
13: return τ1,τ2, · · · ,τn
14: end procedure
Once the matrix of accumulated costs A has been determined, a path p can be computed that indicates how each
trajectory should progress in time such that the minimum total cost is achieved. This path is computed backward in time
in a dynamic programming fashion, as detailed in Algorithm 2.
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Figure 5.3.: x trajectories of corresponding strokes of multi-
ple instances of a Japanese character. (a) Before
time alignment. (b) After time alignment using
DTW and our extension to deal with multiple tra-
jectories.
The time-warped versions of trajectories τ1 and τ2, de-
noted by τ′1 and τ′2, are computed with Algorithm 3.
Algorithms 2 and 3 represent a common form of DTW
which aligns pairs of temporal sequences. Algorithm 4
shows our proposed extension of DTW for time-aligning
multiple temporal sequences. It works as follows: Tra-
jectories τ1 and τ2 are time-aligned with DTW, resulting
in τ′1 and τ′2. Then τ′2 and τ3 are time-aligned. Subse-
quently, the same warping applied to τ′2 is also applied
to τ′1. The algorithm proceeds like that until τn, always
warping previous trajectories as well. For n trajectories,
DTW needs to be computed n−1 times and the computa-
tion of the distance matrix D remains the same as in the
original DTW. Figure 5.3 exemplifies the time-alignment
of multiple trajectories.
5.3.3 Distribution over Trajectories
In order to create a distribution over trajectories, we use the framework of Probabilistic Movement Primitives [35].
Probabilistic Movement Primitives (ProMPs) allow for representing each trajectory with a relatively small number of
parameters. A distribution over trajectories can then be computed by integrating out those parameters.
More precisely, in this framework, each trajectory τ with a certain duration T is approximated by a weighted sum of N
normalized Gaussian basis functions evenly distributed along the time axis. This approximation can be represented by
τ = Ψw + ε, (5.14)
where w is a weight vector, ε is a zero-mean i.i.d. Gaussian noise, i.e. ε∼N  0,σ2I T xT , and
Ψ =

ψ1 (1) ψ2 (1) · · · ψN (1)
ψ1 (2) ψ2 (2) · · · ψN (2)
...
...
. . .
...
ψ1 (T ) ψ2 (T ) · · · ψN (T )
 . (5.15)
A term ψi (t) in this matrix represents the normalized Gaussian basis function with index i evaluated at time step t.
Given a trajectory τ, a pre-defined matrix of basis functions Ψ and a regularizing factor λ, the weight vector w can be
computed with linear ridge regression according to
w =
 
Ψ>Ψ +λIN xN
−1
Ψ>τ. (5.16)
Once the weight vectors w corresponding to a set of trajectories τ have been computed, a Gaussian distribution
N  µw ,Σw  over these vectors is determined using maximum likelihood estimation. The distribution over trajecto-
ries τ can be expressed as the marginal distribution
p (τ) =
∫
p (τ|w ) p (w ) dw , (5.17)
where p(w ) = N  w |µw ,Σw  . Assuming that a Gaussian is a good approximation for the distribution over w , this
integral can be solved in closed-form, yielding
p (τ) =N  τ|µτ,Στ , (5.18)
with
µτ = Ψµw ,
Στ = σ
2I T xT +ΨΣwΨ
>. (5.19)
To deal with not only one stroke and a single degree of freedom (DoF) but with multiple strokes and multiple DoFs,
one can think of τ as a concatenation of trajectories. The matrix Ψ becomes, in this case, a block diagonal matrix and
w a concatenation of weight vectors. For further details about this formulation, the interested reader is referred to our
previous work [82] in which ProMPs were used to coordinate the movements of a human and a robot in collaborative
scenarios.
The variance σ2 defining the Gaussian noise ε determines how sensitive our system is to deviations from the distribution
over demonstrations because σ2 directly influences the variance along this distribution, as expressed by (5.19). A small
σ2 results in assessing positions as incorrect more often, while a high σ2 results in a less strict evaluation.
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5.3.4 Assessing the Correctness of New Trajectories
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Figure 5.4.: Score function relating the ratio g between the
probability of a certain position and the prob-
ability of the corresponding position along the
mean trajectory. This function is determined by
(5.21) and was designed to be 0 when g = 0, 1
when g = 1 and to monotonically increase with
g. It is possible to change the steepness of this
function by changing its hyperparameter b. The
same color code as in this figure is used to give
visual feedback to the user.
The correctness of each position of a new trajectory is
assessed by comparing the probability density function
evaluated at that position with the probability density
function evaluated at the corresponding position along
the mean trajectory, which is considered by our system
the best achievable trajectory, since it is the one with the
highest probability under the Gaussian distribution over
demonstrations.
First, the ratio
g (t) =
p (τ (t))
p
 
µτ (t)
 (5.20)
is computed for each time step t, where p (τ (t)) is the
probability of position τ (t) at time step t and p
 
µτ (t)

is the probability of position µτ (t) at time step t. Since
the highest achievable value of the Gaussian probability
density function at each time step is the one achieved by
the mean trajectory, g is a function with values between
0 and 1.
Subsequently a score
s (g (t)) =
arctan ((g (t) + a) b)
2c
+ 0.5 (5.21)
for each time step t is computed, where
c = arctan ((1+ a) b) . (5.22)
The score function s was designed with a few desired properties in mind. With a = −0.5, s is equal to 0 when the ratio
g is equal to 0, it is 0.5 when g is 0.5 and it is 1 when g is 1. The score function s monotonically increases with g. Its
steepness is regulated by the parameter b. We have been using a = −0.5 and b = 25. One could consider using other
score functions, depending on the preferences of the users. The score function depicted in Figure 5.4 leads to a sharp
distinction between right and wrong positions. One might prefer a more gradual distinction. In this work, we did not
investigate what score function the users prefer nor whether certain score functions make the users learn faster. These
considerations could be the subject of extensive user studies.
5.4 Method to Provide Haptic Feedback
Up to now, it has been solely discussed in this chapter how to provide offline visual feedback to the user assessing the
correctness of his/her movements. Here, it is presented how our framework provides online haptic feedback to the user,
guiding him/her towards correct movements.
The Haption Virtuose 6D can provide force feedback to the user by simulating a virtual object attached to its end-effector
constituting a mass-spring-damper system. Given the mass and the inertia of the virtual object, the Virtuose API computes
stiffness and damping coefficients that guarantee the stability of the system. The intensity of the force produced by this
system can be rescaled by a factor denoted in this chapter by ζ.
In this work, we are interested in providing feedback to the user according to a probability distribution over trajectories,
which is computed as in Section 5.3.3. If the standard deviation at a certain part of the distribution is high, the haptic
device should become compliant in that region, while if the standard deviation is low, the haptic device should become
stiff. The virtual object always lies along the mean trajectory of the distribution. The factor ζ can be derived from
ζ− ζmin
ζmax − ζmin =
σ−σmax
σmin −σmax , (5.23)
where ζmin and ζmax are respectively the minimum and the maximum force scaling factor. These values have been
empirically defined in our experiments. The variable σ stands for the standard deviation that corresponds to the current
position of the virtual object. The variables σmin and σmax stand for the minimum and maximum standard deviations of
the distribution over trajectories. These values can be determined from a set of demonstrated trajectories. The underlying
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assumption behind (5.23) is that the stiffness is the highest when the standard deviation is the minimum and the lowest
when the standard deviation is the maximum. Moreover, we assume a linear dependence between ζ−ζmin and σ−σmax.
Rearranging (5.23), we get
ζ= ζmin + (ζmax − ζmin)

σ−σmax
σmin −σmax

. (5.24)
The closest point along the mean trajectory that is not further away from the previous position of the virtual object than
a certain threshold becomes the new position of the virtual object. This threshold is especially necessary when dealing
with convoluted trajectories to avoid large sudden variations in the position of the virtual object.
In situations where there are no good demonstrations available, but there is a performance measurement of the trajec-
tories, it is possible to use reinforcement learning to improve the distribution over trajectories. Such a situation could
be found in a teleoperation scenario, where an optimization problem with multiple objectives may have to be solved,
accounting for distances to via points, distances to obstacles and other performance measurements. In the next section,
a novel reinforcement learning algorithm is presented to address such problems.
5.5 Relevance Weighted Policy Optimization
We are interested in enabling a haptic device to assist a human in a task also when good demonstrations are not available.
As will be presented in Section 5.6.2, our particular task is to move an object in a virtual environment from a start
position to an end position through a window in a wall. We have defined three objectives to determine the performance
of solutions to this task: distance to the start position, distance to the center of the window and distance to the end
position. An optimal policy for this task is a trajectory that begins at the start position, passes through the center of the
window and reaches the end position. This problem can be decomposed into three subproblems w.r.t. which a policy
parameter can be more or less relevant. Therefore, in this section, a new policy search method is explained, which
identifies the relevance of each policy parameter to each subproblem in order to improve the learning of the global task.
This method makes use of Reward-weighted Regression [71]. The basic idea of this method is to first find out how
much each policy parameter influences each objective. Subsequently, this information is used to optimize the policy with
respect to the objectives. In our particular application, the policy parameters are the elements of the weight vector w as
in (5.14).
5.5.1 Learning Relevance Functions
Our approach to answering how much each policy parameter influences each objective consists of learning a relevance
function fo for each objective o. The argument of this function is an index identifying a policy parameter. In other words,
a relevance function fo (n) evaluated for policy parameter indexed by n represents how relevant this parameter is to the
objective indexed by o. In order to learn this function, in this chapter, it is assumed that a relevance function can be
represented by a weighted sum of basis functions with lower bound 0 and upper bound 1 according to the expression
fo (n) =

0, if ρ>φ (n)≤ 0
1, if ρ>φ (n)≥ 1
ρ>φ (n) , otherwise,
, (5.25)
where ρ is a vector of weights ρi for the basis functions φi and φ (n) = [φ1 (n) ,φ2 (n) , · · · ,φI (n)]>. It will become
clear in the remainder of this section why the lower bound of a relevance function is 0 and its upper bound is 1.
The basis functions are
φi (n) =
1
exp (−k (n−mi)) , (5.26)
φI = 1, (5.27)
with i ∈ {1,2, · · · , I}, where I is the total number of basis functions for the relevance function, n is an index representing
one of the policy parameters, k is a scalar determining steepness and mi is a scalar determining the midpoint of the
logistic basis function with index i.
These basis functions have been chosen because weighted combinations of them lead to reasonable relevance functions.
For example, three relevance functions that can be constructed with the proposed basis functions are depicted in Fig. 5.5.
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Figure 5.5.: Three examples of relevance functions. Let us assume that our goal is to optimize a certain movement with
respect to an objective at the beginning of the movement, an objective in the middle and an objective in the
end. Let us further assume that the movement to be optimized can be determined by 10 parameters and
that the first parameters (close to 1) have higher influence over the beginning of the movement, while the
last ones (close to 10) have higher influence over the end. The image depicts potentially suitable relevance
functions for each of the objectives in this problem.
The depicted relevance functions determine how each of the parameters determining a movement influences objectives
at the beginning of the movement, in the middle or in the end. These relevance functions are
fstart (n) = φ3 (n)−φ2 (n) , (5.28)
fmiddle (n) =
1
maxn (φ1 (n)−φ2 (n))φ1 (n)−
1
maxn (φ1 (n)−φ2 (n))φ2 (n) , (5.29)
fend (n) = φ1 (n) , (5.30)
where the basis functions are
φ1 (n) =
1
exp (− (n− 3)) , (5.31)
φ2 (n) =
1
exp (− (n− 8)) , (5.32)
φ3 (n) = 1. (5.33)
In this framework, learning a relevance function with respect to a certain objective means finding a vector ρ that leads
to high variability in the value of that objective and to low variability in the values of other objectives. How a relevance
function influences the variability in the values of an objective will be made explicit in the following.
First, a Gaussian distribution N  µρ ,Σρ over ρ is initialized with a certain mean µρ and a certain covariance matrix
Σρ . Subsequently, parameter vectors ρ are sampled from this distribution and, for each sample, the relevance function
fo is computed using (5.25).
Let us now assume that there is an initial Gaussian probability distribution N (µw ,Σw ) over the policy parameters w .
The mean µw and the covariance matrix Σw can be computed from an initial set of demonstrations or determined by the
user.
For each fo computed with the sampled vectors ρ, our algorithm generates samples of the policy parameters w from the
distribution N  µw ,Σw fo, where
Σw
fo =

σ2w1 fo (1) 0 · · · 0
0 σ2w2 fo (2) · · · 0
...
...
. . .
...
0 0 · · · σ2wN fo (N)
 (5.34)
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and σ2wn , ∀n ∈ {1, 2, · · · ,N}, are the variances in the diagonal of the matrix Σw . In other words, the policy parameters
are sampled in such a way that their original variance is weighted with a relevance coefficient. The higher the relevance
of a parameter, the larger the range of values for that parameter among the samples.
Each sampled vector of policy parameters w determines a policy with a corresponding value for each objective. In our
teleoperation scenario, for example, each policy parameter vector w determines a trajectory, which has a certain distance
to the start position, a certain distance to the center of the window and a certain distance to the end position. Given
these objective values, our algorithm computes a reward function
Rρ,o = exp
 
βrelevance
 
σo −
∑
i 6=o
σi
!!
, (5.35)
where σo is the standard deviation of the values for objective o and σi with i 6= o is the standard deviation of the values
for the other objectives. The scalar βrelevance can be determined with line search.
Parameters ρ determining suitable relevance functions fo result in higher reward Rρ,o because the range of values for
the parameters that mainly affect objective o will be high, producing a high standard deviation of the values for that
objective. Moreover, the range of values for the parameters that mainly affect the other objectives will be low, producing
a low standard deviation of the values for the other objectives.
Finally, Reward-weighted Regression (RWR) is used to learn the relevance parameters ρ. RWR is an iterative algorithm
that finds the best Gaussian distribution over parameters of interest (in the particular case of optimizing the relevance
functions, the parameters of interest are given by ρ) to maximize the expected reward, given samples from the Gaussian
distribution of the previous iteration. In order to do so, RWR solves the optimization problem
{µk+1ρ ,Σk+1ρ }= argmax{µρ ,Σρ}
S∑
i=1
Rρ,o,iN
 
ρ i;µρ ,Σρ

(5.36)
at each iteration, where S is the number of sampled parameter vectors ρ i from the previous distribution N

µkρ ,Σ
k
ρ

.
The solution to this optimization problem is
µk+1ρ =
∑S
i=1 Rρ,o,iρi∑S
i=1 Ri
, (5.37)
Σk+1ρ =
∑S
i=1 Rρ,o,i

ρ i −µkρ

ρ i −µkρ
>∑S
i=1 Rρ,o,i
. (5.38)
This procedure is repeated until convergence of Rρ,o has been reached to learn a relevance function fo for each objective
o. The parameters determining the relevance functions fo are given by the vector µρ computed in the last iteration.
After this iterative procedure is finished, our algorithm computes fo (n)/maxn fo (n), ∀n ∈ {1, 2, · · · ,N}, and assigns this
value to fo (n). This last step makes the maximum value of fo be not less than 1 and helps the exploration in the policy
optimization phase, which will be discussed in the next section. Algorithm 5 presents an informal description of the
relevance learning algorithm.
5.5.2 Policy Optimization using Relevance Functions
Now that a relevance function for each objective has been learned, our algorithm uses this information to optimize a
policy with respect to each objective. As in Section 5.5.1, it is assumed here that there is an initial Gaussian probability
distribution N  µw ,Σw  over the policy parameters w .
For each objective o, our algorithm samples policy parameters w from the distribution N  µw ,Σw f ∗o , where
Σw
f ∗o =

σ2w1 f
∗
o (1) 0 · · · 0
0 σ2w2 f
∗
o (2) · · · 0
...
...
. . .
...
0 0 · · · σ2wN f ∗o (N)
 (5.39)
and f ∗o is the learned relevance function with respect to the objective o. Therefore, the policy parameters w are sampled
from a Gaussian distribution where the original variances σ2wn are weighted with the learned relevance function. This
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Algorithm 5 Learning Relevance Functions
1: Inputs: mean µw and covariance Σw of the policy parameter vectors w
2: Initialize the mean µρ and the covarianceΣρ of the Gaussian distribution over the parameter vectors ρ that determine
the relevance functions fo
3: repeat
4: Sample parameter vectors ρ from N  µρ ,Σρ
5: for each sample vector ρ do
6: for each objective o do
7: Compute the relevance functions fo (Equation 5.25)
8: Compute matrix Σw
fo (Equation 5.34)
9: Sample policy parameter vectors w from N  µw ,Σw fo
10: for each sample vector w do
11: Compute value achieved by policy for objective o
12: end for
13: Compute standard deviation σo of the values achieved for o with the different samples
14: end for
15: for each objective o do
16: Compute Rρ,o (Equation 5.35)
17: end for
18: end for
19: Update µρ and Σρ (Equations 5.37 and 5.38)
20: until convergence of the rewards Rρ,o
21: ρ∗ = µρ
22: for each objective o do
23: Compute f ∗o using ρ∗ (Equation 5.25)
24: Normalize f ∗o by computing
f ∗o (n)
maxn f
∗
o (n)
25: end for
26: return the relevance functions f ∗o
procedure means that a larger range of values will be sampled for the policy parameters wn that are more relevant to
the objective o and a smaller range of values will be sampled for the policy parameters wn that are less relevant to this
objective.
For each sampled vector of policy parameters w i , the reward Rw ,o,i associated with the objective o is computed. These
objectives and rewards depend on the problem. An objective might be for instance to achieve a certain goal position, in
which case the reward could be a non-negative function monotonically decreasing with the distance to the goal position.
In our particular teleoperation problem, the reward associated with the objective of being close to the start position is
given by R = exp
 −βpolicydstart, where dstart is the distance between the first position of the trajectory and the position
where the trajectories should start.
Our algorithm uses once again RWR. This time, RWR is used to maximize the expected reward with respect to µw and
Σw
f ∗o . This maximization is done iteratively according to
{µk+1w ,C k+1}= argmax
{µw ,Σw f ∗o }
S∑
i=1
Rw ,o,iN
 
w i;µw ,Σw
f ∗o

, (5.40)
where S is the number of sampled policy parameter vectors w i from the previous distribution N
 
w ;µkw ,Σw
f ∗o k

.
The solution to (5.40) is given by
µk+1w =
∑S
i=1 Rw ,o,iwi∑S
i=1 Rw ,o,i
, (5.41)
C k+1 =
∑S
i=1 Rw ,o,i
 
w i −µkw
  
w i −µkw
>∑S
i=1 Rw ,o,i
. (5.42)
In each iteration, after computations (5.41) and (5.42), our algorithm updates the variances of each policy parameter
σ2wn with
σ2wn,k+1 = (1− fo (n))σ2wn,k + fo (n)C k+1nn , (5.43)
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where σ2wn,k is the previous variance of policy parameter wn and C
k+1
nn is the n
th element along the main diagonal of the
matrix C k+1. This equation has the effect of keeping the previous variance of the parameters that are less relevant to the
objective o while updating the variance of the parameters that are more relevant to this objective. The algorithm then
uses σ2wn,k+1 to compute Σw
f ∗o k+1 as in (5.39).
Finally, Equation 5.43 justifies the lower bound of 0 and the upper bound of 1 for the relevance function. The closer the
relevance of policy parameter wn is to 0, the closer the updated variance of this parameter is to the previous variance
σ2wn,k
. The closer the relevance of policy parameter wn is to 1, the closer the updated variance of this parameter is to
C k+1nn . In other words, the previous variance of irrelevant policy parameters is preserved, while the variance of relevant
policy parameters is updated. Algorithm 6 presents an informal description of the algorithm for policy optimization using
relevance functions.
Algorithm 6 Policy Optimization using Relevance Functions
1: Inputs: mean µw and covariance Σw of the policy parameter vectors w , learned relevance functions f ∗o
2: repeat
3: for each objective o do
4: Compute matrix Σw
f ∗o (Equation 5.39)
5: Sample policy parameter vectors w from N  µw ,Σw f ∗o 
6: for each sample vector w do
7: Compute the reward Rw ,o of the policy with parameters given by vector w associated with objective o
8: end for
9: Update µw and compute C (Equations 5.41 and 5.42)
10: Update the variances of the policy parameters σ2wn (Equation 5.43)
11: end for
12: until convergence of the rewards Rw ,o
13: return the mean µw and the variances σ
2
wn
5.5.3 Example of Policy Optimization with Relevance Weighting
In order to make the proposed Relevance Weighted Policy Optimization algorithm more clear, we present an example
using the 2D scenario depicted in Figure 5.6(a). This scenario is composed of a start position, a wall with a window and
an end position. Given the initial trajectories depicted in Figure 5.6(a), the goal of our algorithm is to find a distribution
over trajectories that begin at the start position, pass through the center of the window and reach the end position.
First, the algorithm aligns the initial trajectories in time and computes the parameters w for each of them using (5.16).
Subsequently, the relevance functions for start position, center and end position are learned as in Section 5.5.1. An
example of learned relevance functions is depicted in Figure 5.6(b). After learning the relevance functions, the algorithm
uses the procedure explained in Section 5.5.2 to learn a policy that satisfies the three above-stated objectives. Figure 5.7
shows how the distribution over trajectories changes with the number of iterations of the algorithm. The distances to
start, center and end positions decrease with the number of iterations and the return exp
 −βpolicy (dstar t + dcenter + dend)
increases, as depicted by Figure 5.8. Here, βpolicy is a parameter which can be determined with line search, dstar t is the
distance to the start, dcenter is the distance to the center and dend is the distance to the end.
Relevance Weighted Policy Optimization implements policy search for each objective sequentially. For each objective, the
algorithm samples a larger range of values for the parameters that are more relevant to that objective, while sampling
values close to the mean for the parameters that are less relevant. Subsequently, the algorithm optimizes the mean
and the variances of the policy parameters given the samples. After optimization, the mean and the variance of the
parameters that matter more to that objective are updated, while the mean and the variance of parameters that matter
less remain similar to the previous distribution. The algorithm does not require defining a reward function with different
weights for the different objectives, which can be time-consuming and ineffective. Moreover, at each iteration, when
optimizing the distribution over policy parameters with respect to a certain objective, the algorithm does not accidentally
find solutions that are good according to this objective, but bad according to the other objectives because only the mean
and the variance of the parameters that matter change substantially. The mean and the variance of the other parameters
remain close to the mean and the variance of the previous distribution.
Figure 5.9 exemplifies how the algorithm samples trajectories in the 2D problem. Figure 5.9(a) shows samples from
the original distribution. Figure 5.9(b) shows samples of the first iteration of the algorithm right before optimizing for
beginning at the start position. Figure 5.9(c) depicts the next step, still in the first iteration, after the first optimization for
starting at the start position and before optimizing for passing through the center of the window. Finally, Figure 5.9(d)
shows samples at the first iteration of the algorithm, right before optimizing for reaching the end position.
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(a) Demonstrated trajectories (b) Learned relevance functions
Figure 5.6.: (a) 2D problem used to explain the proposed Relevance Weighted Policy Optimization (RWPO) algorithm.
The green x at the lower left corner of the image represents the start position. The blue lines in the middle
represent a wall with a window in the center. The red x at the upper-right corner represents the end position.
The goal of our algorithm is, given a few initial trajectories (depicted in light gray), to find a distribution
over trajectories that begin at the start position, pass through the center of the window and reach the end
position. (b) Learned relevance functions for the 2D problem. The learned relevance functions show that
policy parameters close to w1 are more important for beginning at the start position, policy parameters
around w5 are more important to pass through the center of the window and policy parameters close to w10
are more important to reach the end position.
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Figure 5.7.: Example of policy search with relevance weighting. The proposed algorithm finds a distribution over trajec-
tories that start and end at the correct positions (represented by the green x and by the red x, respectively)
and do not hit the wall (represented by the blue lines).
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Figure 5.8.: Iteration versus distances and iteration versus returns. The plots represent mean and two times the standard
deviation. All the distances to the points of interest decrease to 0 or close to it with the number of iterations.
A return function given by exp
 −βpolicy (dstar t + dcenter + dend) increases with the number of iterations. Here,
βpolicy is a parameter which can be determined with line search, dstar t is the distance to the start, dcenter is the
distance to the center and dend is the distance to the end.
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Figure 5.9.: Sampling with relevance weighting. (a) Samples from the original distribution. (b) Samples to optimize the
distribution over trajectories with respect to beginning at the start position. (c) Samples to optimize the dis-
tribution over trajectories with respect to passing through the center of the window. (d) Samples to optimize
the distribution over trajectories with respect to reaching the end position. The proposed algorithm explores
for each objective a large range of values for the policy parameters that are relevant to that objective, while
sampling values close to the mean for the other policy parameters. The variance of the irrelevant parameters
is recovered according to Equation 5.43. Therefore, after optimizing for each objective, the distribution over
the relevant parameters is updated, while the distribution over the irrelevant parameters is preserved.
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Figure 5.10.: (a) Sample trajectories after using Reward-weighted Regression (RWR) to optimize the distribution over
trajectories with respect to passing through the center of the window. (b) Sample trajectories after using
Relevance Weighted Policy Optimization (RWPO) to optimize the distribution over trajectories with respect
to the same objective, using the same reward function. In contrast to RWR, RWPO finds a better policy to
avoid hitting the wall and does not shrink the variance of parts of the trajectories that are far away from the
region of interest.
Figure 5.10(a) shows a distribution over trajectories learned by Reward-weighted Regression (RWR) optimizing only for
passing through the center of the window. Figure 5.10(b) shows the solution of Relevance Weighted Policy Optimization
(RWPO) for this same optimization problem. RWPO’s solution achieves the objective with higher accuracy and preserves
a large variance for parts of the trajectory that do not influence the objective.
Finally, Figure 5.11 shows a comparison between Reward-weighted Regression (RWR), sequential Reward-weighted
Regression (sRWR) and Relevance Weighted Policy Optimization (RWPO). RWR used here a reward function of the form
R = exp
 −βpolicy (dstar t + dcenter + dend), while sRWR and RWPO used one reward function for each objective. The
reward functions of sRWR and RWPO were
Rstart = exp
 −βpolicy (dstar t) , (5.44)
Rcenter = exp
 −βpolicy (dcenter) , (5.45)
Rend = exp
 −βpolicy (dend) . (5.46)
The distribution of trajectories computed by RWPO can better satisfy the criteria of this problem than the distributions
computed by the other two methods.
5.6 Experiments
We demonstrate our method to assist the practice of motor skills by humans with the task of writing Japanese characters.
Moreover, an experiment involving a haptic device, the Haption Virtuose 6D, demonstrates how our method can be used
to give haptic feedback to the user, guiding him/her towards correct movements according to certain performance criteria
even in the absence of expert demonstrations.
5.6.1 Teaching Japanese Characters
In these experiments, first, a human provided with a computer mouse 10 demonstrations of a certain Japanese char-
acter composed of multiple strokes. Our system aligned these demonstrations in space and time. Afterward, a human
provided a new trajectory. This new trajectory was also aligned in space and time by our system with respect to the
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Figure 5.11.: Comparison between Reward-weighted Regression (RWR), sequential Reward-weighted Regression (sRWR)
and Relevance Weighted Policy Optimization (RWPO). This time, the three algorithms optimize the distri-
bution over trajectories with respect to all objectives. (a) Distribution after optimization with RWR, which
uses a single reward function with a term for each objective. (b) Distribution after optimization using sRWR,
which optimizes for each objective sequentially and has a reward function for each objective. (c) Distribu-
tion after optimization using RWPO, which uses the concept of relevance functions and optimizes for each
objective sequentially with a reward function for each objective.
demonstrations. Once all the demonstrations and the new trajectory had been time-aligned, our system computed a
probability distribution over the demonstrations. Based on the probability density function evaluated at each position of
the new trajectory in comparison to the probability density function evaluated at corresponding positions along the mean
trajectory, our system computed a score. This score was then used to highlight parts of the new trajectory that do not fit
the distribution over demonstrations with a high probability.
Figure 5.12 shows some examples of feedback provided by our system. The new trajectory provided by the user is also
aligned in space and time. Therefore the absolute position of his/her character and its scale are not relevant. The speed
profile of the new trajectory can also be different from the speed profile of the demonstrations. Figure 5.12 shows the
new trajectories already after alignment in space and time.
5.6.2 Haptic Feedback
When learning complex movements in a 3D environment or perhaps when manipulating objects, haptic feedback may
give the human information about how to adapt his/her movements that would be difficult to extract only from visual
feedback. Therefore, we investigated how to give haptic feedback based on a probability distribution over trajectories
possibly provided by an instructor or resulting from a reinforcement learning algorithm. This study was carried out in
accordance with the recommendations of the Declaration of Helsinki in its latest version. The protocol was approved
by the Ethical Committee of the Technische Universität Darmstadt. All participants provided written informed consent
before participation.
In this user experiment, users had to use the Haption Virtuose 6D device to teleoperate a small cube in a 3D environment
(See Figure 5.14(a)). The users were instructed to begin at the position marked by the yellow sphere, pass through the
center of the window in the wall and end at the position marked by the blue sphere. Moreover, it was allowed, at any
time, to rotate the virtual environment, zoom in and zoom out using the computer mouse. Five users took part in our
experiments: two females and three males, between 27 and 29 years old. Three users had not used the Virtuose 6D
before, while two users did have some experience with it.
In the first phase of the experiment, users tried to perform the task ten times without force feedback. Right before each
trial, the user pressed a button on the handle of the haptic device, indicating to our system when to start recording the
trajectory. By pressing this same button another time, by the end of the trajectory, the user indicated to our system when
to finish recording. The users were then instructed to move the cube back to the start position and perform another trial.
This procedure would be repeated until ten trajectories had been recorded. Afterward, our system would align them
in time and compute a probability distribution over them. Figure 5.14(b) shows a visualization of the distribution over
trajectories of one user after this phase. Subsequently, our system optimized this distribution over trajectories using the
proposed Relevance Weighted Policy Optimization (RWPO) algorithm. An example of trajectories before and after RWPO
is depicted in Figure 5.13. Figure 5.14(c) shows the optimized distribution over trajectories given the initial distribution
shown in Figure 5.14(b). After optimizing the distribution over trajectories, our system used it to give force feedback to
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Figure 5.12.: The demonstrations after rescaling, repositioning and time-alignment are depicted in light gray. Parts of a
new trajectory that are considered correct are depicted in blue. Parts of a new trajectory that are considered
wrong are marked with red x’s . (a) Instance with a small mistake in the third stroke. (b) Third stroke goes
further than it should. (c) First stroke is too short. (d) Third stroke starts too low. (e) Second stroke is too
long and third stroke has its arch in the wrong direction. (f) First stroke is too long.
the user according to the method explained in Section 5.4. The users were requested to try to perform the task with force
feedback ten times using the aforementioned procedure to record the trajectories.
Results showing the performance of the users with and without force feedback are presented in Figure 5.15. The use of
force feedback did not greatly influence the distance to the start because the force feedback was activated only when the
user pressed a button, right before starting to move. The start distance of the third trial of user 2 with force feedback is
an outlier. This outlier was due to the user starting far away from the start position. The use of force feedback decreased
the distance to the center of the window for all users and the distance to the end for three out of five users. The plots
of trial versus distances indicate that the users did not achieve better performance with the force feedback only due to
training through repetition because there is a clear difference between the performance in trials with force feedback and
the performance in trials without force feedback.
A 2 (feedback) × 3 (distance measures) repeated-measures ANOVA was conducted to test the performance differences
between the conditions with and without force feedback. The results reveal significant main effects of feedback (F(1, 4) =
16.31; p < 0.05; η2p = 0.80) and distance measure (F(1, 5) = 12.93; p < 0.05; η
2
p = 0.76; after ε correction for
lack of sphericity) as well as a significant interaction of feedback × distance measure (F(1,5) = 10.10; p < 0.05;
η2p = 0.72; after ε correction for lack of sphericity). Follow-up one-factor (feedback) repeated-measures ANOVA revealed
a significant difference for distance to the center (F(1, 4) = 57.32; p < 0.05; η2p = 0.94), but not for distance to the start
(F(1,4) = 0.11; p = 0.76) and end (F(1, 4) = 3.61; p = 0.13), respectively. Therefore, feedback had only a significant
and strong effect on the distance to the center. However, due to the small sample, the distance to the end test was
slightly underpowered (1 − β = 0.798; corresponding to η2p = 0.474). Thus, we conclude that force feedback has a
differential influence on performance. Whereas force feedback does not influence initial error, later errors are expected
to be substantially influenced by force feedback. However, further studies with bigger samples are required to confirm
this conclusion.
As can be seen in Figure 5.15(c), users 3 and 5 were able to reach the desired end position with approximately the same
accuracy with and without force feedback. Moreover, it has not been enforced in our experiments that users really finish
their trials at the end position. Users have been instructed to finish their trials both with and without force feedback
whenever they thought they have reached the end position. We could instead, for the trials with force feedback, instruct
users to stop only when they feel force feedback contrary to the continuation of the trajectory, which could potentially
help to minimize the variance of the end distance with force feedback as observed for users 1 and 2.
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Figure 5.13.: (a) Original trajectories. (b) Sample trajectories after Relevance Weighted Policy Optimization (RWPO).
(a) Virtual environment (b) Before reinforcement 
learning
(c) After reinforcement learning
Figure 5.14.: (a) Virtual environment. The goal of the user is to teleoperate the green cube to move it from the position
marked by the yellow sphere to the position marked by the blue sphere through the window to not hit the
wall. (b) Distribution over trajectories before reinforcement learning. (c) Distribution over trajectories after
reinforcement learning using the proposed Relevance Weighted Policy Optimization (RWPO) algorithm.
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Figure 5.15.: Distances without force feedback and with force feedback. (a,b,c) User versus distances, where each data
point corresponds to a different trial. (d,e,f) Trial versus distances, where each data point corresponds to a
different user.
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5.7 Epilogue
This chapter presents a probabilistic approach for assisting the practice and the execution of motor tasks by humans.
The method here presented addresses the alignment in space and time of trajectories representing different executions
of a motor task, possibly composed of multiple strokes. Moreover, it addresses building a probability distribution over
demonstrations provided by an expert, which can then be used to assess a new execution of a motor task by a user.
When no expert demonstrations are available, our system uses a novel reinforcement learning algorithm to learn suit-
able distributions over trajectories given performance criteria. This novel algorithm, named Relevance Weighted Policy
Optimization, is able to solve optimization problems with multiple objectives by introducing the concept of relevance
functions of the policy parameters. The relevance functions determine how the policy parameters are sampled when
optimizing the policy for each objective.
We evaluated our framework for providing visual feedback to a user practicing the writing of Japanese characters using a
computer mouse. Moreover, we demonstrated how our framework can provide force feedback to a user, guiding him/her
towards correct movements in a teleoperation task involving a haptic device and a 3D environment.
Our algorithm to give visual feedback to the user practicing Japanese characters has still some limitations that could
possibly be addressed by introducing a few heuristics. For example, the current algorithm assumes that the orientation
of the characters is approximately the same. A correct character written in a different orientation would be deemed
wrong by our algorithm. Procrustes Analysis [77] provides a solution to align objects with different orientations. Our
algorithm could be extended in the future with a similar technique to give meaningful feedback to the user regardless of
the orientation of the characters.
In our system, the user has to enter the correct number of strokes to receive feedback. For example, if the user is
practicing a character composed of three strokes, the system waits until the user has drawn three strokes. Furthermore,
the user has to draw the characters in the right order to get meaningful feedback, otherwise, strokes that do not really
correspond to each other are compared. These limitations can potentially be addressed by analyzing multiple possible
alignments and multiple possible stroke orders, giving feedback to the user according to the alignment and order that
result in the best score.
Our current framework can give the user feedback concerning the shape of a movement, but not concerning its speed.
In previous work [83], we have demonstrated how to learn distributions over shape and phase parameters to represent
multiple trajectories with multiple speed profiles. Instead of giving the user force feedback towards the closest position
along the mean trajectory, the distribution over phase parameters could be used to determine the speed of the attractor
along the mean trajectory and how much the user is allowed to deviate from that speed. This extension shall be made in
future work.
The framework proposed here could be applied in a scenario where a human would hold a brush connected to a robot
arm. The robot could give the user force feedback to help him/her learn both the position and the orientation of the
brush when writing calligraphy.
Especially if our framework can be extended to give feedback to the user concerning the right speed of a movement, it
could potentially be applied in sports. This work could, for example, help users perform correct movements in weight
training, such as in [31,32]. Another possibility would be to help users train golf swings given expert demonstrations or
given optimized probability distributions over swings.
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6 Learning Trajectory Distributions for Assisted
Teleoperation and Path Planning
Several approaches have been proposed to assist humans in co-manipulation and teleoperation tasks given demonstrated
trajectories. However, these approaches are not applicable when the demonstrations are suboptimal or when the gen-
eralization capabilities of the learned models cannot cope with the changes in the environment. Nevertheless, in real
co-manipulation and teleoperation tasks, the original demonstrations will often be suboptimal and a learning system
must be able to cope with new situations. This chapter presents a reinforcement learning algorithm that can be applied
to such problems. The proposed algorithm is initialized with a probability distribution of demonstrated trajectories and
is based on the concept of relevance functions. We show in this chapter how the relevance of trajectory parameters to
optimization objectives is connected with the concept of Pearson correlation. First, we demonstrate the efficacy of our
algorithm in static environments by addressing an assisted teleoperation problem. Afterward, we extend this algorithm
to deal with dynamic environments by utilizing Gaussian Process regression. The full framework is tested in two online
planning problems: one with a point particle and the other with a 7-DoF robot arm.
6.1 Prologue
Learning from demonstrations is a promising approach towards human-robot co-manipulation and teleoperation. With
this approach, a user can easily demonstrate trajectories to a robot, for instance in gravity compensation mode. Subse-
quently, the robot fits a model to these trajectories, which allows it to assist the user in the execution of repetitive tasks.
The robot assistance can potentially reduce the cognitive load in the user and prevent unintended collisions. Moreover,
training a teleoperated robot through demonstrations can give it a certain degree of autonomy, which is desirable in the
face of communication latency and intermittency.
Recently, methods have been proposed to assist humans in co-manipulation and teleoperation tasks given demonstrated
trajectories [26,28,73]. Our work contributes to this field by providing a new reinforcement learning algorithm, Pearson-
Correlation-Based Relevance Weighted Policy Optimization (PRO), to improve upon demonstrated trajectories when
these are suboptimal or when solutions to new situations must be found. These trajectories need to be optimized with
respect to objectives such as minimizing distances to via points, keeping a certain minimum distance from obstacles,
achieving minimal length, minimal jerk, etc.
In [84], we have introduced the concept of relevance to optimize trajectory distributions. By using this concept, it is
possible to preserve the variance of trajectory parameters that are not relevant to the objective currently being optimized
for. This property is helpful for optimizing trajectories sequentially with respect to multiple objectives because the search
for optimal parameters for a certain objective does not disturb other parameters that are irrelevant to the objective
currently under consideration. In that work, a relevance function was represented by a weighted sum of basis functions.
The relevance weights were learned through an iterative process. The new algorithm presented in this chapter, PRO,
is based on the insight that the Pearson correlation coefficient can be used to determine how each trajectory parameter
influences each objective. It does not require designing basis functions for the relevance. Moreover, the relevance is
now determined in one shot in contrast to the previous iterative approach. The efficacy of the proposed algorithm is
demonstrated in an assisted teleoperation experiment involving a haptic device, the Haption Virtuose 6D (See Fig. 6.2).
Finally, we extend PRO with Gaussian Processes (GP) regression to cope with dynamic environments. A GP is initialized
with demonstrations and prior knowledge. Given a new environment, it outputs a distribution of trajectories which
guides the movements of a robot to solve a certain task. PRO is used to optimize upon the GP inferences, gradually
improving the mapping from environment to trajectory distribution. After a phase of self-optimization, our learning
system is able to compute successful trajectories on the fly face to changes in the environment. This chapter presents
applications of this framework in two problems. The first problem involves a point particle that needs to achieve a
dynamic target while avoiding moving walls. The second one consists in controlling a 7-DoF robot arm to reach a target
while avoiding a cylinder on a table. Both the position of the target and the position of the cylinder can be changed by a
human (See Fig. 6.1).
The main contribution of this chapter is a new algorithm that learns trajectory distributions to solve planning tasks both
in static and dynamic environments. The learned trajectory distributions are appealing because they function as virtual
guides for users in shared-autonomy tasks, e.g. assisted teleoperation, as it is demonstrated in our experiments.
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Figure 6.1.: In this experiment, the robot has to reach the
target (pink object) while avoiding the obsta-
cle (Pringles can). (a) Demonstrations. (b)
Our learning system is able to adapt on the
fly a distribution of trajectories to changes
in the environment. This distribution can be
used for path planning tasks as well as for co-
manipulation and assisted teleoperation in dy-
namic environments.
Figure 6.2.: A haptic device, the Haption Virtuose 6D, is
operated by a user to move a beam in a vir-
tual environment. The haptic device uses a
trajectory distribution learned with Pearson-
Correlation-Based Relevance Weighted Policy
Optimization (PRO) to assist the user in mov-
ing the beam from a start position and ori-
entation to an end position and orientation
through a window in the wall.
6.2 Related Work
To assist users in teleoperation or potentially in co-manipulation tasks given suboptimal demonstrations, our algorithm
has to be able to refine continuous paths to avoid obstacles, pass through via points, etc. CHOMP [85] and STOMP [86]
are two prominent methods for continuous path refinement. CHOMP is a gradient-based optimization technique to
minimize a cost function while changing an initial trajectory as little as possible. STOMP is a gradient-free, stochastic tra-
jectory optimization technique based on Policy Improvement with Path Integrals (PI2) [87]. Our algorithm, PRO, presents
some similarities to STOMP. It is a gradient-free, stochastic trajectory optimization technique based on Reward Weighted
Regression (RWR) [71]. While in STOMP, trajectories are generated by perturbing an initial trajectory with a certain
noise, in our work, a distribution of trajectories based on demonstrations (and potentially also on prior knowledge) is
optimized.
An effective method for assisting users in shared-autonomy tasks, e.g. co-manipulation, with probabilistic models learned
from demonstrations has been proposed in [73]. In that paper, Gaussian mixture models [62] are used to create multiple
probabilistic virtual guides, which constrain the movements of the user to a region close to the demonstrations.
As in our work, in [26], probabilistic models are used to assist users in teleoperation tasks with shared control. In
that work, task-parameterized Gaussian mixture models (TP-GMMs) [57] have been used to encode the probability
distribution of demonstrated trajectories. Gaussian mixture regression (GMR) [57] has been used to generate a behavior
according to the learned model. The learning agent assists the user with the teleoperation of a device to scan a surface.
Our work is in line with [73] and [26], with the important difference that our approach addresses cases where demon-
strations are suboptimal or when the learned model cannot generalize well enough to a new scenario. This is possible
due to the optimization of the original distribution through reinforcement learning. An approach for improving upon
suboptimal initial demonstrations is presented in [27]. Nevertheless, that approach is based on iterative refinement by
the human user instead of reinforcement learning.
Learning from demonstrations has also been applied in supervisory control. In this paradigm, after training, the remote
system can execute a task autonomously, needing only high-level task goals to be provided by the user. In [28], task-
parameterized hidden semi-Markov models (TP-HSMMs) are used to build probabilistic models of manipulation motions
and Model Predictive Control (MPC) is used to execute these motions. In that work, TP-HSMMs have been shown to
generalize better to changes in the environment than Probabilistic Movement Primitives (ProMPs) [88], which are used
in our work. We believe that our work can contribute to enhancing the generalization capabilities of frameworks using
probabilistic models such as TP-HSMM and ProMP by using reinforcement learning to let the remote system look for
solutions to new tasks by trial and error.
Previous works have proposed approaches to adapt initial movements learned from demonstrations to new environments
with obstacles [89–91]. As a contribution to this area of research, our approach creates in an offline self-optimization
procedure a mapping between environment configurations and trajectory distributions, which can be used to online
adapt these distributions in dynamic environments. This is achieved by using Gaussian Process (GP) regression to map
variables describing the environment to parameters (mean vector and covariance matrix) of a probability distribution of
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trajectories in the form of a ProMP. Our proposed reinforcement learning algorithm, Pearson-Correlation-Based Relevance
Weighted Policy Optimization (PRO), is used to iteratively refine this mapping. In a sense, PRO is providing the GPs with
new optimized ProMPs for any given environment, which gradually improves the mapping. PRO performs Reinforcement
Learning while GP regression performs Supervised Learning. This process resembles the way Guided Policy Search
(GPS) [92] uses trajectory optimization in combination with the constraint that the actions output by a Convolutional
Neural Network (CNN) must track the optimized trajectories. In our approach, PRO assumes the role of the trajectory
optimizer while the GPs assumes the role of the CNN. In contrast to GPS, while the CNN outputs actions for any given
state, in our approach, GP regression outputs ProMPs (distributions of trajectories) for any given environment. These
distributions are used in our work as virtual guides that can constrain the movements of the human and the robot to
certain regions of the state space.
6.3 Pearson-Correlation-Based Relevance Weighted Policy Optimization (PRO)
This section explains PRO, a policy search algorithm which uses the relevance of each trajectory parameter to each
optimization objective to optimize policies in the form of trajectory distributions. The relevance is computed in one shot
by using Pearson correlation coefficients.
6.3.1 Relevance Functions
PRO is a stochastic policy search algorithm based on Reward Weighted Regression (RWR) [71]. In each iteration of RWR
applied to trajectory optimization, trajectory parameters are sampled from a probability distribution, e.g. a Gaussian.
Subsequently, the parameters of that probability distribution, e.g. mean vector and covariance matrix, are optimized to
maximize the expected reward.
In PRO, the relevance of each trajectory parameter to each optimization objective is estimated. This information is
then used to determine how the trajectory parameters should be sampled when optimizing the distribution of trajectory
parameters with respect to each objective. This procedure prevents undesirable changes in the distribution of trajectory
parameters that do not influence the objective under consideration. On the other hand, only the trajectory parameters
that actually influence the objective under consideration are subject to exploration in the sampling procedure. Fig. 6.3
illustrates the difference between RWR and PRO.
The key observation in PRO is that the relevance of the trajectory parameter wn to the objective o, denoted by fo (n), can
be represented by the absolute value |ρn,o| of the Pearson correlation coefficient
ρn,o =
cov (wn, o)
σwnσo
, (6.1)
where cov (wn, o) is the covariance between wn and the value of the objective o, σwn is the standard deviation of wn
and σo is the standard deviation of the values of the objective o. The values ρn,o can be computed from samples of
w = [w1, · · · ,wN ]>, where N is the number of trajectory parameters. In this work, the samples w to compute ρn,o
are drawn from a Gaussian with mean vector µw and covariance matrix σ
2
relevanceIN×N . The mean µw can be based on
demonstrations and σ2relevance is chosen by the user to produce small disturbances around the mean. The underlying
assumption in this method of quantifying relevance is that the trajectory parameters are locally linearly correlated with
the optimization objectives. This is whyσ2relevance needs to be small. For each w , the value of each objective o is computed.
Given the samples w and the corresponding objective values o, the computation of ρn,o is straightforward and can be
implemented with a single line of code using libraries such as NumPy.
The Pearson correlation coefficient ρX ,Y of any two random variables X and Y is a measure of the linear correlation
between X and Y and −1 ≤ ρX ,Y ≤ 1. Thus the relevance function f = |ρX ,Y | is such that 0 ≤ f ≤ 1. The relevance
fo (n) of wn to the objective o expresses how strongly changes in wn are linearly correlated to changes in the values of the
objective o. In practice, to explore a large range of parameter values, it is helpful to normalize the relevance functions
fo (n) such that their maximum value is 1 instead of a smaller value. The normalized relevance functions are thus given
by fo(n)maxn fo(n) . Assuming our probability distribution of trajectory parameters wn is a Gaussian, i.e. w ∼N
 
µw ,Σw

, PRO
samples wn from the distribution N

µw ,Σ
fo
w

, where
Σw
fo = diag

σ2w1 fo (1) , · · · ,σ2wN fo (N)

. (6.2)
In our work, the initial distribution N  µw ,Σw  is based on demonstrations.
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6.3.2 Optimization of Trajectory Distributions using Relevance Functions
Once a number S of trajectory parameter vectors w have been sampled from N µw ,Σ fow , Reward Weighted Regression
(RWR) is used to optimize the mean µw and the covariance matrix Σ
fo
w of this distribution to maximize the expected
reward. The optimization problem
{µk+1w ,C k+1}= argmax{µw ,Σw fo }
S∑
i=1
Ro,iN
 
w i;µw ,Σw
fo

(6.3)
has the solution
µk+1w =
∑S
i=1 Ro,iwi∑S
i=1 Ro,i
, C k+1 =
∑S
i=1 Ro,i
 
w i −µkw
  
w i −µkw
>∑S
i=1 Ro,i
. (6.4)
The variable k in the expressions above represents the iterations of the algorithm. The variable Ro,i represents the
reward with respect to objective o obtained by the sampled trajectory i. The reward is non-negative and usually has
the form Ro,i = exp (−βo (i)), where o (i) is the value obtained by the sampled trajectory i for objective o and β is a
hyperparameter chosen by the user.
Finally, the new covariance matrix Σw is determined. It is a diagonal matrix with the variances in the diagonal given by
σ2wn,k+1 = (1− fo (n))σ2wn,k + fo (n)C k+1nn , (6.5)
where σ2wn,k is the variance of wn in iteration k and C
k+1
nn is the element at row n and column n of the covariance matrix
C k+1.
Equation (6.5) keeps the variance of irrelevant trajectory parameters unchanged and updates the variance of relevant
trajectory parameters. If fo (n) = 0, for example, σ2wn,k+1 = σ
2
wn,k
, i.e. the variance of wn at iteration k+ 1 is the same as
at iteration k. On the other hand, if fo (n) = 1, σ2wn,k+1 = C
k+1
nn , i.e. the variance of wn at iteration k + 1 is the result of
the RWR optimization at iteration k, yielding C k+1nn . For other relevance values, which must lie by definition between 0
and 1, the new variance is a weighted average of its previous value and the optimized one.
Algorithms 7 and 8 present a description of PRO in the form of pseudocode. Fig. 6.4 shows a comparison between the
algorithm proposed in [84], Relevance Weighted Policy Optimization (RWPO), and the one proposed in this chapter,
PRO. PRO has two main advantages over RWPO: 1) in PRO, it is not necessary to design problem-specific basis functions
for the relevance; 2) The relevance computation in PRO is performed in one shot, which is much faster than the iterative
procedure used in RWPO. Fast computation of the relevance is crucial because, in general, the relevance may need to be
reevaluated during the optimization of the trajectory distributions. This necessity is due to the fact that the relevance
is computed from samples of a Gaussian with mean µw and covariance matrix σ
2
relevanceIN×N . Therefore, the relevance
depends on µw , which needs to be optimized.
Algorithm 7 Relevance Learning
1: Inputs: mean µw , variance σ
2
relevance and objective function corresponding to objective o
2: Sample trajectory parameters w from N  µw ,σ2relevanceIN×N
3: for each sample w do
4: Compute the value for the objective o obtained by the trajectory with parameters w
5: end for
6: for each wn do
7: Compute the Pearson correlation coefficient ρn,o (Equation6.1)
8: Compute the relevance function fo (n) = |ρn,o|
9: Normalize the relevance function
10: end for
11: return the normalized relevance functions fo (n)
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Algorithm 8 Pearson-Correlation-Based Relevance Weighted Policy Optimization
1: Inputs: mean µw , covariance Σw of trajectory parameters w ,variance σ2relevance and objective functions
2: repeat
3: for each objective o do
4: Compute relevance functions fo (n) (Algorithm 1)
5: Compute matrix Σw
fo (Equation 6.2)
6: Sample trajectory parameters w from N  µw ,Σw fo
7: for each sample w i do
8: Compute the reward Ro,i of the trajectory with parameters w i associated with objective o
9: end for
10: Update µw and compute C (Equations 6.4)
11: Update the variances of the trajectory parameters σ2wn (Equation 6.5)
12: end for
13: until convergence of the rewards Ro,i
14: return the mean µw and the variances σ
2
wn
Figure 6.3.: Pearson-Correlation-Based Relevance Weighted Policy Optimization (PRO) versus Reward Weighted Regres-
sion (RWR). Here, w1 and w2 are the trajectory parameters. These trajectory parameters could be for example
the weights for some basis functions. For visualization purposes, it is assumed in this example that only two
parameters suffice to parameterize the trajectories. The red line represents the region in the space of trajec-
tory parameters where the reward is the maximum. The reward for any point in this space is R = exp (−βd),
where β is a hyperparameter chosen by the user and d is the distance between the point and the red line.
Both RWR and PRO were applied to optimize a Gaussian distribution of w = [w1,w2]
> with 1000 iterations
and 200 samples per iteration. The variances of RWR collapse while PRO is able to keep the variance of w1
because this parameter is not relevant to this optimization problem. PRO can thus optimize the mean and
variance of a certain parameter without disturbing the mean and variance of parameters which are irrele-
vant to the objective being optimized for. This property is helpful when sequentially optimizing trajectory
distributions with respect to several objectives or to conserve as much as possible of the variance of the initial
distribution.
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Figure 6.4.: Comparison between Relevance Weighted Policy Optimization (RWPO), proposed in [84], and Pearson-
Correlation-Based Relevance Weighted Policy Optimization (PRO), proposed in this chapter. In this problem,
a trajectory must be found that starts at the green ×, goes through the window in the center and ends at
the red ×. RWPO took 84.47s to learn the relevance functions while PRO took only 0.02s. Both algorithms
were implemented in Python. The machine used for both computations was the same. The hyperparame-
ters for RWPO were the same as used in [84]. PRO used 200 trajectory samples to compute the relevance
function. The vast difference in execution time is due to the iterative nature of the relevance computation
in RWPO while PRO has a one-shot approach to compute the relevance. (a) 5 demonstrations provided by
a user. (b) Both algorithms find solutions that satisfy the given criteria. The larger deviation from the direct
path observed in the solution by RWPO does not represent an error because there is no cost for larger devi-
ations from the direct path. The cost function used by both algorithms is the same and depends only on the
distances to the start, window center and end. (c, d) Relevance for the 10 weights that parameterize the x
trajectory computed by RWPO and by PRO, respectively. The relevance for the 10 weights that parameterize
the y trajectory has not been plotted here. Differently from RWPO, PRO does not use basis functions for the
relevance.
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6.4 Online Adaptation of Trajectory Distributions
Figure 6.5.: Architecture to adapt trajectory distributions,
in this case, ProMPs, to changes in the en-
vironment. Our learning system is initialized
with demonstrations and potentially with tra-
jectories based on prior knowledge about the
task at hand. Gaussian Process (GP) regres-
sion is used to infer ProMPs given variables de-
scribing the current state of the environment.
Pearson-Correlation-Based Relevance Weighted
Policy Optimization (PRO) optimizes the infer-
ences made by GP regression, updating the
dataset of environment configurations and cor-
responding ProMPs, gradually improving the
quality of the inferences.
This work uses Probabilistic Movement Primitives
(ProMPs) [88] to represent trajectory distributions. In
ProMPs, each trajectory is approximated by a weighted
sum of Gaussian basis functions evenly spaced along the
time axis. Each trajectory can thus be represented by a
vector of weights w = [w1, · · · ,wN ]>, where N is the
number of Gaussian basis functions. Given a number
of demonstrated trajectories for a certain task, a Gaus-
sian distribution N (µw ,Σw ) of w is computed through
Maximum Likelihood Estimation (MLE).
ProMPs allow for computing the posterior probability dis-
tribution of trajectories given via points. This operation,
however, produces sensible results only if the via points
are close to the original ProMP. For our purposes, we need
to adapt ProMPs to environment configuration variables
like via points and others also when they are very differ-
ent from the configurations observed during the demon-
stration phase.
To adapt ProMPs on the fly to changes in the environ-
ment, our learning system must be able to compute these
ProMPs quickly. To deal with this challenge, we propose
using Gaussian Process (GP) regression to map variables
describing the environment to mean vector µw and co-
variance matrix Σw of a ProMP. Our learning system is
trained according to the following steps: 1) Initialization
with demonstrations and prior knowledge; 2) Given a
random state of the environment, infer a ProMP using GP
regression; 3) PRO optimizes upon the inferred ProMP;
4) Update dataset of environment states and correspond-
ing ProMPs with the solution provided by PRO. Steps 2 to
4 are repeated several times until the learning system is
able to solve a given task for a range of possible configurations of the environment. For a task in which a robot needs to
move from a start position to an end position while avoiding an obstacle, for example, a suitable initialization based on
prior knowledge can be a distribution of trajectories with mean going directly from the start position to the end position
and a certain amount of noise for exploration by PRO. Fig. 6.5 depicts our proposed architecture.
The vector of variables describing the current state of the environment is denoted by e. The elements of this vector can
be for example obstacle positions, via points, target positions, etc.
The user is asked to initialize our learning system by providing multiple demonstrations for each environment configura-
tion em in the set {e1, · · · , eM} containing M different configurations. Based on these demonstrations, the variables µwn,m
and σ2wn,m are computed through Maximum Likelihood Estimation (MLE), where n ∈ N,m ∈ N, 1 ≤ n ≤ N , 1 ≤ m ≤ M .
The variables µwn,m and σ
2
wn,m
are the mean and the variance, respectively, of weight wn based on the demonstrations for
environment configuration em. The set of demonstrations can be augmented for additional environment configurations
by trajectories based on prior knowledge, as previously mentioned. In this case, the trajectories based on prior knowledge
are treated just as the demonstrations directly provided by the user.
Given µwn,m and σ
2
wn,m
,∀m, 1 ≤ m ≤ M , the variables µwn and σ2wn are computed. These variables represent the average
mean µwn =
1
M
∑M
m=1µwn,m and the average variance σ
2
wn
= 1M
∑M
m=1σ
2
wn,m
for each weight wn.
A new environment enew is sampled at random from a set containing both the environments e1, · · · , eM for which
there were demonstrations as well as environments for which there were no demonstrations. Gaussian Process (GP)
regression is used to infer the trajectory parameters wn,new for the new configuration enew, given the demonstra-
tions. There is one Gaussian Process (GP) for each parameter wn. The GPs use the squared exponential kernel
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k
 
e i , e j

= exp
−α  e i − e j>  e i − e j ,α ∈ R,α > 0. The variables e i and e j represent any two arbitrary environ-
ment configurations. The posterior p
 
wn,new|wn,1:M

=N µwn,new ,σ2wn,new is a Gaussian with
µwn,new = µwn + Knew,1:M
 
K1:M ,1:M +Σwn
−1 
µwn,1:M −µwn

, (6.6)
σ2wn,new = Knew,new +σ
2
wn
− Knew,1:M
 
K1:M ,1:M +Σwn
−1
K1:M ,new, (6.7)
where µwn =

µwn , · · · ,µwn
>
is a column vector with µwn repeated M times, µwn,1:M =

µwn,1 , · · · ,µwn,M
>
, the covariance
matrix of each GP is
K =
Knew,new Knew,1:M
K1:M ,new K1:M ,1:M
 (6.8)
and
Σwn = diag

σ2wn,1 , · · · ,σ2wn,M

. (6.9)
The covariance matrix K comprises four blocks. Knew,new is here just the scalar k (enew, enew). Knew,1:M is a row vector
with elements k
 
enew, e j

, j ∈ N, 1 ≤ j ≤ M . K1:M ,new is a column vector with elements k (e i , enew) , i ∈ N, 1 ≤ i ≤ M .
Finally, K1:M ,1:M is a matrix with elements k (i, j).
After computation of the posterior distribution given by µwn,new (Eq. 6.6) and σ
2
wn,new
(Eq. 6.7), PRO optimizes upon this
distribution as described in Section 6.3. The dataset of known environments and corresponding trajectory distributions
is updated with enew, µwn,new and σ
2
wn,new
, ∀n, 1 ≤ n ≤ N . Subsequently, this entire process is repeated for another enew.
After several iterations, as will be shown in the experimental section, the learning system is able to generate successful
distributions of trajectories for a pre-defined range of environment configurations.
6.5 Experiments
Three experiments demonstrate the efficacy of our proposed framework. The first experiment demonstrates that PRO
can be applied to optimize upon initial failed attempts to solve a teleoperation task. The last two experiments demon-
strate how PRO in combination with Gaussian Process (GP) regression can tackle motion planning problems in dynamic
environments.
6.5.1 Assisting Humans in a Teleoperation Task
In this experiment, the user manipulates the Haption Virtuose 6D to move a beam in a virtual environment (See Fig. 6.2).
This experiment can be seen as a teleoperation task, where the haptic device is the master and the beam is the slave. The
goal of the user is to move the beam from a start position and orientation to an end position and orientation through the
window without hitting the wall. This task is hard for humans in part due to the difficulty in visually estimating the 3D
position and the orientation of the beam.
First, the user tries ten times to perform the task without force feedback. A distribution of trajectories based on the trials
of the user is created using a ProMP. Subsequently, PRO is used to optimize this ProMP such that sample trajectories from
the optimized ProMP pass through four via points with the right beam orientations to avoid collisions with the wall.
In this experiment, the original optimization problem has been separated into two optimization problems: one taking into
consideration only the Cartesian coordinates of the via points and another taking into consideration only the orientation
of the beam at each via point. This separation helped PRO to find successful trajectories in this problem. The reward
function for both problems is Ro = exp
 −β  o+ βl l + β j j, with β = 200, βl = 0.1 and β j = 105. The value for β was
empirically determined by trying a few values between 1 and 300. The values for βl and β j were determined by trying
different powers of 10. The variable o represents the distances to each of the four via points. The two via points closest
to the window are computed given the current position of the window. The variables l and j represent the length and the
average jerk magnitude of the trajectory, respectively, and are computed by using finite differences. The terms βl and β j
are used to regulate the importance of the length and average jerk magnitude to the reward. PRO optimized the ProMP
in 150 iterations with 200 trajectory samples per iteration.
Fig. 6.6(a) shows the initial trials of a user to solve the task for a given scenario without the assistance of the haptic
device. Fig. 6.6(b-f) represents the optimized ProMP, which is used by the haptic device to guide the user with force
feedback inverse proportional to the standard deviation.
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Sampled Trajectories after PROOriginal Demonstrations
Figure 6.6.: (a) Cartesian coordinates of demonstrated trajectories. (b) Cartesian coordinates of trajectories sampled
from the ProMP optimized with PRO. (c - f) Orientations in quaternions of the mean trajectory of the ProMP
optimized with PRO. The yellow dots represent via points.
6.5.2 Adaptation in Dynamic Environments — Point Particle
The problem addressed in this section is depicted in Fig. 6.7. First, a human was presented with 30 random environments.
The environments differed in c = (xc , yc), the position of the center of the hole in the wall, and in g =
 
x g , yg

, the
position of the end goal (red × in Fig. 6.7). By using a computer mouse, the human provided three demonstrations for
each environment.
The random environments e =

xc , yc , x g , yg
>
were uniformly distributed in the range 2 ≤ xc ≤ 8, 1 ≤ yc ≤ 9,
xc + 1.5≤ x g ≤ 10, 0≤ yg ≤ 10. The start position s = (xs, ys) was always the same.
PRO used reward functions of the form Ro = exp (−βo), where β = 20 was empirically determined by observing the
trajectory distributions learned by PRO for a few values of β: 1, 10, 20, 30, 40 and 50. In this problem, three objectives
need to be minimized: the distance to the start position o1 = ||τ (0)− s ||, the minimal distance to the center of the hole in
the wall o2 = mint ||τ (t)− c|| and the distance to the end goal o3 = ||τ (T )− g ||. The term τ (t) represents the position
along trajectory τ at time step t, τ (0) is the first position and τ (T ) is the last position.
After the initialization with the demonstrations, the self-improvement loop (Fig. 6.5) was repeated 1000 times, each time
with a new random environment. Each PRO optimization took at most 200 iterations (less if convergence was achieved
sooner) and used 100 trajectory samples per iteration. The kernel of the GPs used in this problem had parameter
α= 10−3. This value was empirically determined by trying a few different powers of 10 and observing the GP inferences.
During test, our learning system can compute ProMPs on the fly, solving the task in a dynamic environment (See Fig. 6.7).
In order to verify if the performance observed during test was due to the self-optimization procedure or simply due to the
human demonstrations, we have performed the comparison depicted in Fig. 6.8. Note that by simply applying Gaussian
Process Regression based on the demonstrations to infer ProMPs given a new random scenario leads to high errors with
respect to the desired start and end distances as well as negative signed Euclidean distances indicating collisions with
the walls. On the other hand, the self-improvement procedure involving PRO gradually leads to a better mapping from
environments to ProMPs, which is evidenced by smaller errors with respect to the desired start and end positions as well
as higher signed Euclidean distances to the obstacles.
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Figure 6.7.: The magenta point particle has to move from the start position (green ×) to the target position (red ×)
without hitting the walls (blue rectangles). The position of the hole in the wall and the target position
change with time. As these positions change, our learning system computes the corresponding trajectory
distributions on the fly to solve this task. The red line corresponds to the mean of the computed trajectory
distribution. The light gray trajectories are samples from the computed distribution. The black star-shaped
marker moves forward along the mean of the current distribution. The magenta point particle tracks the
black star-shaped marker with a PD controller. This figure depicts four frames of a test case.
GPR + PRO vs. GPR based only on demonstrations
Figure 6.8.: Gaussian Process regression (GPR) plus PRO versus GPR based only on the human demonstrations without
refinement by PRO. These learning curves refer to the problem depicted in Fig. 6.7. The algorithm using
GPR + PRO used GPR to compute a ProMP given a random environment, optimized the inferred ProMP by
using PRO, updated its dataset of environments and corresponding ProMPs and repeated this procedure for
a new random environment. The algorithm using only GPR did not optimize the GPR inferences. In this
case, the dataset of environments and corresponding ProMPs was solely based on the demonstrations. Both
algorithms performed 1000 inferences of ProMPs given the same random environments. These plots show the
performance measurements for the ProMPs inferred by GPR before PRO optimization for each of the 1000
random environments. We conclude that GPR based only on the demonstrations does not generalize well
to new environments as our proposed method, which uses PRO. PRO gradually improves the mapping from
environments to ProMPs.
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6.5.3 Adaptation in Dynamic Environments — Robot Arm
Figure 6.9.: Our learning system infers a distribution of tra-
jectories (ProMP) given the current state of the
environment. An inverse-dynamics based feed-
back controller tracks the mean of the inferred
distribution. (a) The robot goes around the ob-
stacle (a Pringles can) from the right side to reach
the target (a pink object). (b) Given that the
user changes the position of the target while the
robot is moving, the robot switches on the fly to
another ProMP, going around the obstacle from
the left side.
The problem addressed in this section is depicted in
Figs. 6.1 and 6.9. The obstacle (Pringles can) and the
target (pink object) are tracked by using a motion cap-
ture system (OptiTrack). First, a human provides demon-
strations by moving the 7-DoF robot arm in gravity com-
pensation mode. Demonstrations were provided for 20
different environment configurations. There were three
demonstrations for each environment. The configurations
were determined by arbitrarily choosing positions on the
table for the obstacle and the target. The start position
for the robot arm was always the same.
Each environment in this problem was represented by the
vector e =

xp, yp, x g , yg
>
, where (xp, yp) was the po-
sition of the Pringles can and (x g , yg) was the end goal
position.
We have noticed that initializing our learning system only
with the human demonstrations for 20 different situations
was not enough to learn a mapping capable of dealing
with any obstacle and target positions on the table. For
this reason, we have decided to extend the set of demon-
strations with ProMPs based on prior knowledge. These
ProMPs had mean trajectory going directly from the start
position to the target position irrespective of the obstacle
position and the variance of each ProMP weight was the
average variance for that weight based on the demonstra-
tions. The GPs were thus initialized with ProMPs for 2023
different environments (including environments for which human demonstrations were given). The additional 2003 en-
vironments were generated by taking obstacle and target positions of a grid inside a range of possible positions delimited
by the corners of the table and excluding configurations with the obstacle and the target too close to each other.
PRO used reward functions of the form Ro = exp (−βo), where β = 200 was empirically determined by observing
the trajectory distributions learned by PRO for a few values of β: 1, 10, 20, 30, 40, 50, 100, 200 and 300. In this
problem, three objectives need to be minimized: o1 = ||τ (0) − s || + d, o2 = max(−mint ||τ (t) − p||,−0.2) + d and
o3 = ||τ (T )− g ||+ d.
The term d = 1T
∑T
t=0 ||τ (t)− τdirect (t) || is the average distance to the direct path τdirect from the start to the end goal.
This term was added to each of the objectives to avoid large deviations from the direct path to the end goal. Apart of this
term, o1 and o3 are very similar to objectives described in Section 6.5.2. The variable p =
 
xp, yp

in o2 is the position
of the Pringles can. Minimizing o2 has the effect of avoiding the Pringles can without going too far away from it because
distances to the Pringles can larger than 20 cm do not result in additional reward.
The self-improvement loop (Fig. 6.5) was repeated 2023 times (one time for each environment in the initialization
data set). Each PRO optimization took at most 50 iterations (less if convergence was achieved sooner) and used 100
trajectory samples per iteration. The kernel of the GPs used in this problem had parameter α = 1. This value was
empirically determined by trying a few different powers of 10 and observing the GP inferences. During test, the robot is
able to successfully execute the reaching task even when the human moves the obstacle or the target while the robot is
moving (See Figs. 6.1 and 6.9).
6.6 Epilogue
This chapter presented a new algorithm to optimize trajectory distributions, PRO. In this algorithm, the concept of Pearson
correlation is used to determine the relevance of each trajectory parameter to each optimization objective. Moreover, a
framework which uses PRO and GP regression has been presented, which is able to compute trajectory distributions on
the fly to solve tasks in dynamic environments. PRO can be used to optimize upon suboptimal demonstrated trajectories.
An application of PRO to assisted teleoperation has been demonstrated. Our full framework is able to solve planning
problems in dynamic environments in an experiment involving a point particle and in a real robot experiment with a
7-DoF robot arm.
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The next step in this research is to apply our framework to assisted teleoperation in dynamic environments. We will also
investigate other reward functions for the assisted teleoperation task to avoid the necessity of intermediate via points and
the separation in two optimization problems.
In this work, we have used Gaussian Processes with a fixed covariance function instead of addressing the model selec-
tion problem. In our case, it is a difficult problem because we do not have a supervised learning setup. The ProMPs
corresponding to each new environment configuration are output by PRO, which itself gets initialized by the inferences
produced by Gaussian Process Regression. As future work, it would be thus interesting to investigate to which extent
model selection can be helpful in our setup.
A limitation of PRO is that it learns ProMPs with diagonal covariance matrices instead of full covariance matrices. In
the problem depicted in Fig. 6.3, if the red line had a certain slope, the solution of PRO would converge to a dot just
as RWR, instead of preserving the original variance along the line. In the future, we intend to investigate the practical
implications of this limitation and look for ways to learn a full covariance matrix while applying the concept of relevance
functions.
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7 Assisted Teleoperation in Changing Environments
with a Mixture of Virtual Guides
Haptic guidance is a powerful technique to combine the strengths of humans and autonomous systems for teleoperation.
The autonomous system can provide haptic cues to enable the operator to perform precise movements; the operator can
interfere with the plan of the autonomous system leveraging his/her superior cognitive capabilities. However, providing
haptic cues such that the individual strengths are not impaired is challenging because low forces provide little guidance,
whereas strong forces can hinder the operator in realizing his/her plan. Based on variational inference, we learn a
Gaussian mixture model (GMM) over trajectories to accomplish a given task. The learned GMM is used to construct a
potential field which determines the haptic cues. The potential field smoothly changes during teleoperation based on our
updated belief over the plans and their respective phases. Furthermore, we can learn new plans online when the operator
does not follow any of the proposed plans, or after changes in the environment. User studies confirm that our framework
helps users perform teleoperation tasks more accurately than without haptic cues and, in some cases, faster. Moreover,
we demonstrate the use of our framework to help a subject teleoperate a 7-DoF manipulator in a pick-and-place task.
7.1 Prologue
Robots can perform precise and fast movements and can exert large forces on their environment, which makes them
powerful tools for solving a variety of tasks that would be very laborious for human workers. Furthermore, they can be
deployed in hazardous environments, e.g., for sorting nuclear waste [93]. However, especially when operating in un-
structured environments, fully autonomous robots may not provide the required reliability. On the other hand, manually
controlling the robots, for example via teleoperation, is often cumbersome and inefficient. Hence, there is great interest
in shared autonomy, where both, the human operator and the autonomous system, influence the robot’s actions [94].
Figure 7.1.: User operating the haptic device Haption Virtu-
ose 6D to perform teleoperation tasks.
In safety-critical environments, it is often desirable that
the operator remains in full control of the robot’s move-
ments. For example, by teleoperation of a robot with a
master haptic device [95], the autonomous system should
apply a wrench on the end-effector handle that is large
enough to provide guidance, yet weaker than the oper-
ator’s wrench. However, even if the operator can apply
higher wrenches on the handle than the autonomous sys-
tem, the haptic guidance can still be inconvenient, espe-
cially if the plans of both agents are badly aligned, or if
the haptic guidance changes suddenly.
A way of avoiding a misalignment between the plans of
the human and of the autonomous system is to vary the
stiffness of the master device according to the required
precision at each state. This way, the user can easily de-
viate from the plan proposed by the autonomous system
when he/she sees fit as long as this deviation does not compromise the necessary accuracy to solve the task. For example,
the robot may need to be controlled with high precision while picking up a small item, whereas the precision while
moving towards that item can be rather low since the intention of the human might be still unclear. An autonomous
system that takes into account these variabilities while solving a task could apply relatively high wrenches while picking
up the small item and restrict itself to merely providing cues while guiding the operator towards that object, enabling
the operator to move towards another object for example. In order to encode these variabilities, probabilistic trajectory
representations are often used for providing the haptic guidance [84,94].
Gaussian distributions over trajectories, such as probabilistic movement primitives (ProMPs) [35], are particularly conve-
nient because their mean can correspond to a reference trajectory and their covariance matrix can encode the variability
along that trajectory. However, a single ProMP only encodes a single (noisy) plan and may thus fail to provide adequate
haptic feedback if several plans are feasible. For example, the planned trajectory might avoid an obstacle from the left,
whereas the operator may prefer to avoid it from the right. As both agents would try to enforce their plan, the operator
would need to apply large wrenches to the handle of the haptic device to override the plan of the autonomous system.
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Instead, the autonomous system should consider several possible plans and should, furthermore, be aware of the fact
that none of its plans might be in accordance with the operator’s intentions.
We address these challenges by providing haptic feedback based on a mixture of ProMPs, where one of the ProMPs is
fixed and has very high variance for all time steps. This ProMP corresponds to a “freelance” plan which induces negligible
wrenches. The remaining ProMPs are the mixture components of a GMM over trajectories which is learned in an episodic
maximum entropy reinforcement learning setting. In this work, a method for variational inference, VIPS [96], is used to
learn this Gaussian mixture model.
We update our belief over the plan that the operator is following, as well as its phase, based on the operator’s actions.
If the operator does not seem to follow any of the plans of the autonomous system, our framework naturally assigns a
high probability to the freelance plan and the operator will receive low haptic feedback. In that case, we can plan a new
trajectory online and smoothly blend it in. Furthermore, plans that get invalidated due to changes in the environment
can be detected and removed.
In order to provide haptic feedback based on our current belief of the operator’s intention, we construct a potential field
where each discretized phase of each plan is represented by the energy of a Gaussian distribution in end-effector space
and use its gradient to provide haptic feedback. The potential field is thus given by the negative log probability density of
a Gaussian mixture model, where the component’s weights are given by our belief, and where each plan creates a valley
along which the operator is guided.
The efficacy of the proposed method is validated by experiments in which users perform teleoperation tasks by manip-
ulating a haptic device, the Haption Virtuose 6D (see Fig. 7.1). One of the tasks consists of teleoperating a 7-DoF robot
arm to pick up objects. The human can switch between different assistive guides and our system helps the user pick up
objects accurately. The second task consists of translating and rotating a pole in a virtual environment to reach a certain
pose while avoiding obstacles. Both tasks have multiple possible solutions, which are learned by our method.
7.2 Learning a Mixture of ProMPs
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Figure 7.2.: Mixture of three trajectory distributions
(ProMPs) learned in a 2D scenario. The
blue lines represent the sides of walls. A point
particle needs to move from a start position
(green ×) to an end position (red ×) while
avoiding the walls. VIPS can learn a mixture of
ProMPs to solve this task. The ellipses represent
Gaussians in Cartesian space, which are used to
construct a potential field. This potential field is
used to give the user haptic cues as explained in
detail in Section 7.3.
In order to encode the task variabilities, we want to rep-
resent each plan by a trajectory distribution with phase-
dependent variance as illustrated in Fig. 7.2. We therefore
represent each plan as a Probabilistic Movement Primitive
(ProMP) [35]. A ProMP is a Gaussian distribution of tra-
jectories. This representation is convenient for our needs
since the variance of this Gaussian can be used to mod-
ulate the stiffness of an autonomous system in a shared
autonomy setting. Moreover, ProMPs provide a compact
representation of trajectories, which is helpful for rein-
forcement learning algorithms.
ProMPs represent a trajectory of end-effector poses x(ν)
as a function xw(ν) = Φ(ν)
>w that is linear in radial ba-
sis functions. These basis functions are usually equally
spaced along the movement phase ν ∈ [0,1]. The ma-
trix Φ(ν) is a block-diagonal matrix of radial basis func-
tions, such that every weight only affects a single dimen-
sion. Since the pose xw(ν) is an affine function of the
weights w, a Gaussian distribution over weights p(w) =
N (w|µw,Σw) induces a Gaussian distribution over poses
p(x|ν) =N  x|Φ(ν)>µw,Φ(ν)>ΣwΦ(ν) .
Hence, a mixture of ProMPs can be represented by a Gaus-
sian mixture model over weights
p(w) =
No∑
o=1
p(o)p(w|o),
where a multinomial distribution p(o) assigns a normal-
ized weight to each option p(w|o) =N (w|µo,Σo) and No
is the number of options.
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We consider a reinforcement learning setting with a reward function r(xw(ν),ν) that depends on the end-effector pose
x and the phase ν. We aim to learn a mixture of ProMPs that achieves high episodic reward r(w) =
∫ 1
0 r(xw(ν),ν)dν in
expectation while maintaining high entropy. These assumptions can be phrased as the optimization problem
argmax
p(o),µo ,Σo
No∑
o=1
p(o)
∫
w
p(w|o)r(w)dw+H(p(w)) (7.1)
with the Shannon entropy of the Gaussian mixture model H(p(w)). The entropy objective rewards variability and is
crucial to prevent preliminary convergence to a single trajectory. Please note that scaling the reward function affects
the optimal solution due to the entropy objective. We assume that the reward function is adequately scaled to result in
sufficient variability without inducing undesirable trajectories.
As we consider an episodic setting, that is, we do not assume nor exploit access to time-series data, the maximum entropy
reinforcement learning problem (Eq. 7.1) can be equivalently framed as variational inference. The connection between
this reinforcement learning formulation and variational inference can be shown by introducing a reward distribution
pr(w) =
1
Zr
exp(r(w))
with partition function Zr =
∫
w pr(w)dw. The optimization problem (Eq. 7.1) can now be reformulated as the variational
inference problem of approximating the reward distribution pr(w) with a Gaussian mixture model p(w) by minimizing
the reverse Kullback-Leibler divergence DKL(p(w)||pr(w)). This optimization problem is
argmin
p(o),µo ,Σo
DKL(p(w)||pr(w))
= argmax
p(o),µo ,Σo
∫
w
p(w) log pr(w)dw+H(p(w))
= argmax
p(o),µo ,Σo
∫
w
p(w)r(w)dw− log Zr +H(p(w)). (7.2)
As the constant partition function Zr does not affect the solution of the optimization problem, the Optimization Problems
(7.1) and (7.2) are equivalent. Therefore, we can learn a mixture of ProMPs with any variational inference method that
is capable of learning multi-modal Gaussian mixture models. We use variational inference by policy search (VIPS) [96],
a recent variational inference method that focuses on GMMs. Fig. 7.2 shows a mixture of three ProMPs learned by VIPS
to solve a planning problem in a 2D scenario.
7.3 Computing the Haptic Cues
Haptic cues to the operator are provided by constructing a potential field in end-effector space based on our Gaussian
mixture model in weight space. More precisely, we discretize the phase ν in To steps for each plan, denoted by ν1, . . .νTo
and compute the marginal distribution
p(x) =
No∑
o=1
p(o)
To∑
i=1
p(νi |o)p(x|νi , o)
=
No∑
o=1
p(o)
To∑
i=1
p(νi |o)N (x|Φ(νi)>µo,Φ(νi)>ΣoΦ(νi))
=
No∑
o=1
p(o)
To∑
i=1
p(νi |o)N (x|µo,i ,Σo,i)
using our belief p(νi |o) about the current phase of each plan o and the distribution p(x|νi , o) over end-effector poses at
phase νi in plan o. We will discuss in Section 7.4 how we adapt online the belief p(νi |o) over the phase and also the
belief p(o) over the plan.
The marginal distribution p(x) corresponds to a Gaussian mixture model that contains Gaussian components for each
plan and each phase. Similarly to Hamiltonian MCMC [47], we define a potential energy E(x) = − log p(x) based on the
negative log of the marginal, which induces a wrench that is given by the negative gradient of the energy
τ(x) = −∂ E(x)
∂ x
=
∂ log p(x)
∂ x
.
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By applying the wrench τ(x), we guide the operator towards low energy regions based on the marginal p(x). As the
marginal is computed based on an approximation of the episodic reward distribution pr(w), the operator is guided
towards trajectories that provide high episodic reward. Please note that directly using the negative reward function
−r(x,ν) for constructing a potential field would guide the operator towards regions of high immediate reward, whereas
our learned, planning-based potential field assists the operator in achieving high episodic reward. For example, consider
a goal position that is directly behind a wall and a reward function that penalizes the distance to the goal and close
proximity to the wall. Whereas the immediate reward results in a potential field that would keep the operator in the
current position, our learned potential field would create several valleys along which the operator is guided around the
wall. Furthermore, the energy of the marginal distribution p(x) corresponds to the negative log of a Gaussian mixture
model and is thus differentiable and smooth. A smooth potential field is highly desirable in order to avoid sudden jumps
in the direction or magnitude of the wrench that is applied to the handle of the master device. The gradient of the log of
the marginal is
∂ log p(x)
∂ x
=
No∑
o=1
To∑
i=1
p(o,νi |x)Σ−1o,i (µo,i − x). (7.3)
Hence, each component attracts the operator with a force of magnitude proportional to the distance to its mean and
weighted by its responsibility
p(o,νi |x) = p(o)p(νi |o)p(x|νi , o)p(x) .
The operator would typically get small haptic cues if he/she is close to one of the components because, due to the
proximity to that component, its responsibility would often be close to one and its force contribution would be close to
zero. However, if the operator is far from every component, all components would have large force contributions and
their weighted average would typically also be large. Such behavior can be desirable if we do not want to allow the
operator to leave the planned trajectories.
However, if the operator should keep full control, such behavior would be undesirable even if the maximum wrench gets
capped. In such cases, we can add an additional component with large variance to our mixture model that covers the
whole workspace. Such a component corresponds to a freelance plan with a single phase, where the operator can move
freely within the workspace. Due to its high variance, this component always has low force contributions and gets low
responsibility if the operator is close to the planning based components, but high responsibility if the operator is far from
any planned components.
Without the user, when assuming the beliefs p(o) and p(νi |o) to be fixed and the control rate at which the haptic cues are
updated to be infinite, no energy gets injected into our system. We include a damping term, such that the total wrench is
τtotal(x, _x) = τ(x)− kdamp_x. (7.4)
By including such a damping, the total energy of the system always decreases, which leads to its stability. The damping
term also prevents oscillatory force feedback close to low-variance components that were caused by our limited control
rate.
7.4 Adapting the Mixture Weights by Updating the Belief
In order to assist the user in a teleoperation task, our system needs to infer from the pose of the handle of the haptic
device commanded by the human which ProMP (also referred to as option or plan) the human intends to follow. We
may also want to guide the human forward along the intended plan, while enabling the user to stop or move backward
if he/she wants. Therefore, we may also need to infer the intended phase along the plan of interest.
These inference problems are formalized by using the weights p(o) and p(ν|o) to reflect our belief about the plan o
that the operator is currently employing and their respective phases ν, respectively. We initialize p(o) based on the
weights that were learned by VIPS, which assigns higher weights to components that achieve higher expected reward,
higher entropy or that differ from the remaining components. We initialize our belief p(ν|o) over the phase as a uniform
distribution.
In order to update our belief during teleoperation, we formulate a Hidden Markov Model (HMM) where the true plan ot
of the operator and the phases νt(o) at time t are hidden variables. Please note that t corresponds to the discretized real
time that increments at the control rate at which we send the desired wrench to the haptic device. Fig. 7.3 represents this
HMM. The transition probabilities p(νt+1(o)|νt(o)) and p(ot+1|ot) are explained in Sections 7.4.1 and 7.4.2, respectively.
The emission probability pobs(xt |νt(o), ot) is obtained by rescaling the Covariance matrix of p(xt |νt(o), ot) to allow for
a larger uncertainty in the observation xt . The rescaling factor for the Covariance matrix is chosen such that the belief
about the plan p(o) does not converge too fast in the face of new observations.
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Figure 7.3.: Hidden Markov Model (HMM) underlying the update of the belief about the plan o and phase ν.
Figure 7.4.: Example of change in the probability distribution p(ν) induced by the shifting operator T∆ν(p) when the
phase is discretized in only three possible values for simplification. With ∆ν = 1.5, half of the probability
mass of ν1 gets assigned to ν2 and the other half gets assigned to ν3. Because ν3 is the last phase, all the
probability mass of ν2 gets shifted to ν3.
7.4.1 Updating the Belief about the Phase
For modeling the transition probability of the phase p(νt+1(o)|νt(o)), we assume that the phase progresses by ∆ν with
probability pprogress and changes to a random phase otherwise. A prior belief about the phase at time step t can thus be
computed based on the posterior belief at time step t − 1,
pprior,t(ν|o) =pprogressT∆ν
 
ppost,t-1(ν|o)

+ (1− pprogress) 1To , (7.5)
where the shifting operator T∆ν(p) shifts the probability mass of the distribution p by ∆ν forwards in time whereby no
mass gets shifted beyond the last phase νTo. Please note that∆ν can be any positive real value by shifting fractions of the
probability mass of the distribution p. For example, when shifting by ∆ν = 1.5, half of the probability at ν1 would get
assigned to ν2 and the other half would get assigned to ν3. Fig. 7.4 presents a visualization of the effects of the shifting
operator T∆ν(p) for a case where To = 3.
Based on recursive Bayesian estimation, the posterior belief at time t is
pt,post(ν|o)∝ pt,prior(ν|o)pobs(xt |ν, o).
However, when providing haptic cues based on the posterior belief of the phase at time step t, we would not provide any
incentive to the operator to progress with the plan. Instead, we compute the haptic cues based on the prior belief of the
phase at the next time step, pprior,t+1(ν|o). As we assume the phase to progress by ∆ν at the control rate, computing the
negative energy gradient (Eq. 7.3) based on the prior belief of the next time step, results into a wrench that tends to pull
the operator towards the upcoming components for each plan, providing an incentive to progress.
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7.4.2 Updating the Belief about the Plan
We model the transition probability of the plan as
p(o|o′) =
 (1− pswitch), if o′ = opswitch/(No − 1), otherwise (7.6)
with a small probability pswitch of changing the plan and No corresponding to the number of plans. We therefore assume
that the operator likely follows the same plan as during the last time step, but with low probability might change to
another random plan. The Bayesian belief update
ppost,t(o)∝pprior,t(o)p(xt |o) (7.7)
∝
∫
o′
pt−1(o′)p(o|o′)do′
To∑
i=1
pt(νi |o)pobs(xt |νi , o) (7.8)
corresponds to the posterior belief of the plan that is pursued by the operator at time t.
7.5 Adapting the Plans Online
The computational time required to plan a mixture of ProMPs with the proposed method depends strongly on the dimen-
sion of the weights w, and thus on the number of degrees of freedom and basis functions, as well as on the number of
components p(x|o) that are to be learned. VIPS [96] can learn components with full covariance matrices Σo; however, to
speed up the online replanning of ProMPs, we only learn diagonal covariance matrices in this work, which greatly reduces
the number of parameters to be learned. This simplification ignores correlations between different phases and between
different degrees of freedoms, resulting in mixture components p(xt |ν, o) in the end-effector space that are axis-aligned.
We found VIPS to be sufficiently efficient for learning small mixtures of ProMPs online. We consider two kinds of events
that trigger online replanning, namely, replanning due to changes in the environment and replanning if the operator does
not seem to pursue any of the existing plans.
Changes of the environment can be detected for example via vision and typically invalidate the previous plans. We
therefore remove the previous plans and provide haptic cues only based on the freelance plan and the new plans.
We can detect that the operator is not pursuing one of the current plans, for example, based on the smallest Mahalanobis
distance to each of the end-effector components p(x|νi , o) or based on the belief p(ofreelance) of the freelance plan. If the
operator does not seem to pursue one of the previous plans, we do not need to delete the previous plans. In order to
avoid sudden changes in the haptic cues, we add the new plans with negligible initial weight to the mixture of ProMPs.
The weight of the new plans will typically smoothly increase due to the belief updates.
7.6 Experiments
Two experiments have been performed to demonstrate applications of our approach based on VIPS and ProMPs to assist
humans perform teleoperation tasks. The first experiment demonstrates that our framework can be used to assist users
teleoperate a 7-DoF robot arm by manipulating a 6-DoF haptic device. The user controls the 3D Cartesian position of
the end-effector of the robot to realize pick and place tasks in a changing environment. In the second experiment, users
need to control through the 6-DoF haptic device the 6D pose of a pole in a virtual environment. The users need to move
the pole as quickly as possible between specific positions and avoid collisions with obstacles. In this experiment, we have
performed user studies to evaluate the efficacy of our framework for assisting users in teleoperation tasks. The haptic
device used in these experiments is depicted in Fig. 7.1.
7.6.1 Shared Control of the 3D End-Effector Position of a 7-DoF Robot Arm
Picking up small objects through teleoperation can be a very challenging task for a human operator due to the difficulty
in accurately estimating the 3D position of the objects of interest. This experiment demonstrates how our framework can
be used to facilitate such a task.
In our setup, the human manipulates a 6-DoF haptic device to teleoperate a 7-DoF robot arm. The human has control
over the 3D Cartesian end-effector position of the robot arm and the joint configuration of the robot is computed through
inverse kinematics. The goal of the human is to pick three little balls and release them inside a basket. The environment
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may change online through the introduction of an obstacle (a Pringles can). Our framework helps the user to solve this
task by learning multiple plans (ProMPs) that are used to modulate the force feedback applied by the haptic device on
the human. The ProMPs are relearned online whenever there are changes in the environment or when the belief of the
freelance plan is larger than 0.5. Fig. 7.5 shows three snapshots of the robot and of the environment during one trial to
accomplish the pick and place task. The figure shows also the virtual guides (ProMPs) that have been learned in each
situation. The balls and the obstacle have been tracked by using the OptiTrack system.
In these experiments, the reward r(w) = ψ(xw)>θ is a weighted sum of features. The vector ψ(xw) has elements such
as distance to desired start pose, distance to desired end pose, log-likelihood of trajectories designed to be higher when
avoiding obstacles, etc. The vector θ has empirically determined weights for each feature. We have tried different
weights until we achieved reward functions leading to ProMPs that satisfied all the criteria of the task at hand such as
avoiding obstacles, starting and ending with certain poses, not producing jerky trajectories, etc. An alternative to this
approach would be using Inverse Reinforcement Learning (IRL) to determine the weights [97]. The integration of IRL
into our framework is an interesting topic for future research.
In this experiment, xw(νi) = [x(νi), y(νi), z(νi)]> represents the 3D Cartesian position of the end-effector of the slave
robot arm at phase νi . Our feature vector evaluated for trajectory x is
ψ(x) =

d2start, d
2
end,Lbox,Lobstacle,
To∑
i=1
x˙2(νi),
To∑
i=1
x¨2(νi),
To∑
i=1
min(0.5, z(νi))
>
(7.9)
and the vector of feature weights is θ = [−5000,−5000, 5000,5000,−500,−50000, 50]>.
In (7.9), dstart is the distance between the start position of the trajectory and the desired start position. The variable
dend represents the distance between the end position and its closest target. The features Lbox and Lobstacle have been
designed to prevent leaving the workspace in the form of a bounding box and collisions with the obstacle, respectively.
The next two features prevent high velocities and accelerations. Finally, the last feature gives higher rewards for achieving
high positions inside the bounding box defining the workspace of the robot. This feature induces grasping motions from
the top.
The features Lbox andLobstacle are computed based on the signed Euclidean distance between the robot end-effector and
the bounding box or obstacle, respectively. First, the minimum signed Euclidean distance d between trajectory x and the
bounding box or obstacle is computed. Subsequently, the log-likelihood of that trajectory is given by
L =
 log
 N  0;0,σ2 , if d ≥ 0
log
 N  d; 0,σ2 , if d < 0 (7.10)
where we chose σ2 = 2. Here, L represents Lbox if d is the signed Euclidean distance to the bounding box or Lobstacle if
d is the signed Euclidean distance to the obstacle. The signed Euclidean distance to the bounding box is positive inside
the box and negative outside it. The obstacle is modeled as a cylinder. The signed Euclidean distance to the obstacle is
positive outside the cylinder and negative inside it.
7.6.2 Shared Control of the 6D Pose of a Virtual Object
This experiment addresses the problem of assisting users in teleoperation tasks with multiple solutions involving both
translations and rotations. In this case, users have to control a virtual pole by manipulating a haptic device. Our virtual
environment consists of the pole, a wall with two windows, the desired start position and the desired end position (see
Fig. 7.6). As in the previous experiment, the reward function has the form r(w) = ψ(xw)>θ . This time, the feature
vector for trajectory x is
ψ(x) =

d2start, d
2
end,Lwall,
To∑
i=1
x˙2(νi),
To∑
i=1
x¨2(νi),
To∑
i=1
α2(νi)+β
2(νi)+γ
2(νi)
>
(7.11)
and the vector of feature weights is θ = [−2.5,−5, 1000,−5,−5,−5]>.
In (7.11), dstart is the distance between the start pose of the trajectory and the desired start pose. The variable dend
represents the distance between the end pose and the desired end pose. The feature Lwall has been designed to prevent
collisions with the obstacle, which in this case is a wall. The next two features prevent high velocities and accelerations,
both Cartesian and rotational. Finally, the last feature serves to prevent unnecessary rotations by punishing high Euler
angles α, β and γ. The feature Lwall is computed according to (7.10) with d the minimum signed Euclidean distance
between the pole and the wall.
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(a) Initial virtual guides (left) and environment (right)
(b) Virtual guides (left) and environment (right) after first grasp
(c) Virtual guides (left) and environment (right) after introducing an obstacle
Figure 7.5.: Teleoperating a robot arm through a haptic device with force feedback. In this experiment, the user controls
the Cartesian position of the robot end-effector. Our framework computes distributions of trajectories that
serve as virtual guides to the user. The force feedback applied by the haptic device on the user depends on
the gradient of the trajectory distributions. Our framework replans the virtual guides whenever there is a
change in the environment or when the user escapes all previously planned virtual guides.
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Figure 7.6.: 6D Experiment. The user operates the haptic de-
vice Haption Virtuose 6D to translate and rotate
a pole in a virtual environment. The goal of the
user is to move the pole from the start position
(yellow sphere) to the end position (blue sphere)
through one of the two windows without hitting
the wall. VIPS learns a mixture of trajectory dis-
tributions (ProMPs) that helps the user achieve
the necessary translations and rotations to solve
this task.
In these experiments, ten users have been requested to
perform two tasks as quickly as possible while avoiding
collisions with the wall. Task 1 consisted of moving the
pole from the start position to the end position through
any of the two windows. Task 2 consisted of moving the
pole from the start position to the end position through
any of the two windows and bringing it back to the start
position through the other window.
Task 1 has been performed by the users with two control
modes: with force feedback or without force feedback.
Task 2 has been performed with three control modes:
with force feedback and replanning, with force feedback
and without replanning, without force feedback. The or-
der of the control modes experienced by each user has
been determined at random. When force feedback was
active, our system would compute a guiding ProMP, which
would be used to give the users force feedback. The ini-
tial ProMP resembles a tube starting at the start position
and extending through one of the two windows until the
end position. By applying a certain amount of force to the
end-effector of the haptic device, users could escape the
guidance of the initially planned ProMP. With replanning
enabled, a new ProMP from the pole’s current pose to the
end pose would be planned once the user had escaped
all the other previously planned ProMPs. Without replan-
ning, no new ProMP would be planned once the user had
escaped the initially planned ProMP. Fig. 7.7 shows an ex-
ample of replanning enabled.
In summary, each user performed Task 1 (start to end)
two times (with and without force feedback) and Task 2
(round trip) three times (with force feedback and replanning, with force feedback and no replanning, without force
feedback). The number of collisions with the wall in each trial has been recorded as well as the time users took to
complete each task. Task 1 was considered completed once the distance between the center of the pole and the end
position (marked by the blue sphere) was under a certain threshold. Task 2 was completed once, after reaching the
position marked by the blue sphere, the distance between the center of the pole and the start position (marked by the
yellow sphere) was under a certain threshold. Moreover, after all the trials, users have been asked “In a scale from 1 to
5, how much did you feel in control of the haptic device? 1 means completely not in control. 5 means completely in
control.” Fig. 7.8 shows the results.
Nonparametric ANOVA Kruskal-Wallis hypothesis tests with a significance level α= 0.05 have been conducted to evaluate
our results. For the evaluations involving more than two groups, post-hoc Conover’s tests have been used to indicate
which groups were significantly different.
There was a significant difference between “with force feedback” and “no force feedback” with respect to the number
of collisions (p = 0.0137) and time to complete the task (p = 0.0002) in Task 1. The difference between ‘with force
feedback” and “no force feedback” with respect to the feeling of control reported by the users was not significant (p =
0.9060) in Task 1.
Kruskal-Wallis test has indicated a significant difference (p = 0.0008) between the three teleoperation modes in Task 2
with respect to the number of collisions. Conover’s test has indicated that the differences were significant between “no
force feedback” and “with force feedback, no replanning” (p = 0.0035) as well as between “no force feedback” and “with
force feedback, with replanning” (p = 0.0001). Kruskal-Wallis test has indicated no significant difference (p = 0.2050)
between the teleoperation modes in Task 2 with respect to the time users took to complete the task. There was also no
significant difference (p = 0.7563) between the three teleoperation modes in Task 2 with respect to the feeling of control
reported by the users.
Based on the box plots and hypothesis tests, we conclude that our framework helps users avoid collisions in both tasks.
Furthermore, our framework helps users complete Task 1 faster than without assistance. Although the hypothesis tests
did not indicate a significant difference between the teleoperation modes in Task 2 with respect to the time users took
to complete the task, Fig. 7.8(b) shows two outliers for the teleoperation mode without force feedback. The modes with
force feedback did not present outliers. Therefore, our framework may help users to not get lost and to not require a
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Figure 7.7.: Example of replanning in the experiment involving the teleoperation of a virtual pole through a haptic de-
vice. The little orange spheres represent positions along the mean of distributions of trajectories (ProMPs).
The larger transparent orange spheres represent the variances in x , y and z corresponding to the positions
depicted by the small spheres. Our framework learns ProMPs to help the user move the pole through the
windows to a target position on the other side of the wall. When the user escapes the attraction of one of
the ProMPs, another ProMP is learned to take the pole from its current position to the target position. The
three images represent the same moment from three different perspectives.
very large amount of time to complete Task 2. Moreover, the box plots and hypothesis tests indicate that our framework
helps users avoid collisions in Task 2 without compromising the time users take to complete the task.
The hypothesis tests indicate that the difference between the medians of the feeling of control reported by the users
was not significant in any of the tasks. We conclude that our framework does not affect much the feeling of control of
the users over the haptic device. This result is in accordance with the intended purposes of our framework, since it is
supposed to assist users while giving them the freedom to diverge from the guidance of the haptic device.
7.7 Connection to Prior Work
7.7.1 Potential Fields and Dynamical Systems
Potential fields have long found applications in shared control tasks. In [98], potential fields are used to drive a robot
arm away from obstacles and from the borders of the workspace as well as to let the human change the autonomous
behavior of the robot. The contribution of the human to the movement can be given directly through velocities entered
through a joystick or by modifying the position and the scaling factor of potential fields. The contribution of the human
to the movement can be important for example if there are unknown objects in the environment or modeling errors.
Potential fields can be used to ease the teleoperation of a robot to grasp small objects. In [99], an experiment is described
where a camera has been mounted on the gripper of a robot. Potential fields help the user move the gripper such that
the object appears at the center of the image captured by the camera, meaning that the gripper is just above the object.
Another application of potential fields designed to help users in teleoperation tasks is shown in [100]. In that work, a
control loop is proposed to assist the teleoperation of a quadrotor both in contact-free flight and when applying forces to
objects. The control loop automatically slows down the quadrotor in the proximity of objects. Moreover, the user receives
through the master haptic device force feedback proportional to the force applied by the quadrotor at the contact point.
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In contrast to the mentioned works, our approach consists of learning potential fields that provide the user with one or
more paths to solve a task. Furthermore, our approach can deal with obstacles without getting stuck in local minima as
it is often the case in classical potential fields methods.
(a) Teleoperation mode versus number of collisions
(b) Teleoperation mode versus time to complete the task
(c) Teleoperation mode versus feeling of control
Figure 7.8.: Box plots representing the data acquired in our
user studies on the control of the 6D pose of a
virtual pole by manipulating a haptic device.
Dynamical systems approaches more sophisticated than
classical potential fields have recently been explored in
tasks involving avoidance of obstacles of various shapes
and interaction with humans. Huber et al. [101] have
presented an approach to make the end-effector of a robot
avoid convex and star-shaped obstacles while moving to-
wards an attractor. That approach consists of multiplying
the original linear dynamical system by a dynamic mod-
ulation matrix, which can be computed in closed form to
guarantee the impenetrability of convex and star-shaped
obstacles. Our work does not provide the same strong
guarantees. On the other hand, it finds multimodal tra-
jectory distributions to solve planning problems with ar-
bitrary reward functions, which can be used as guiding
virtual fixtures in assisted teleoperation tasks.
Potential fields can be learned from demonstrations,
which increases the applicability of robots beyond hard-
coded behaviors, and can lead to safe and reliable move-
ments in unstructured environments. In [102], a poten-
tial energy function and a dissipative field are learned
from demonstrations. The control policy is the negative
gradient of the potential function minus the dissipative
field. Movements with a single target are addressed.
The parameters of the potential energy function and of
the dissipative field such that the robot reproduces the
demonstrations and converges from any start state to
the target state are determined by solving two convex
constrained quadratic optimization problems. Our work
bears similarities to [102] in the sense that our approach
also involves learning a potential field. Nevertheless, in
our work, the objective is not necessarily to drive the
robot along a certain path to the target. Instead, we
address the problem of giving force feedback to a user
in assisted teleoperation tasks. There may be several so-
lutions to the task and the user can decide to switch from
a path to another. Moreover, our potential field is learned
through reinforcement learning instead of from demon-
strations. This feature is especially desirable when it is
hard for the human to give suitable demonstrations.
7.7.2 Gaussian Mixture Models
In [37], a Gaussian mixture model (GMM) of trajectories
is learned from demonstrations. The learned GMM is used
to model human-robot collaboration tasks. This approach
is extended in [103] to enable the open-ended learning
of a skill library for collaborative tasks. The open-ended
learning is achieved through the use of incremental Gaus-
sian mixture models [104], which do not require pre-
specifying the number of mixture components. In this
chapter, a variational inference method (VIPS) to learn
GMMs has been employed [96]. VIPS requires specifying
a maximum number of components instead of the exact
number and is used to learn GMMs given a reward func-
tion instead of demonstrations. VIPS could however in
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principle been employed with an Inverse Reinforcement Learning method [97] to learn the reward function from demon-
strations and the GMM to optimize that reward function.
Raiola et al. [73] also learn GMMs of trajectories from demonstrations. In their work, virtual mechanisms attract the
end-effector of the robot like spring-damper systems, guiding the user in co-manipulation tasks. The GMM formulation
allows for the existence of multiple virtual mechanisms. The resultant force applied to the end-effector is a combination
of the forces applied by each virtual mechanism weighted by the probability of each virtual mechanism given the current
end-effector position. In our work, the GMMs of trajectories are learned through reinforcement learning, which can be
very helpful when the user cannot provide suitable demonstrations, e.g. in a challenging teleoperation task with several
degrees of freedom.
7.7.3 Variational Inference
In [105], a method to learn a mixture of models through Variational Inference is proposed. The paper points several
possible applications of this method in robotics, e.g. learning forward and inverse kinematics, planning, etc. In that
work, a mixture of Gaussians is learned to cover a certain 2D space while avoiding all the obstacles in that space.
Subsequently, a shortest path algorithm is used to find a sequence of mixture components from a given start position to
a given end position. In our work, Variational Inference is used to learn a mixture of Gaussians over trajectories, namely,
probabilistic movement primitives (ProMPs), which solve planning problems and assist users in teleoperation tasks.
Covering the entire workspace with mixture components does not scale very well for higher dimensions. Therefore, in
our work, the components of the learned GMM correspond directly to successful distributions of trajectories to solve the
task instead of representing clusters of successful poses.
7.8 Epilogue
This chapter introduced a new approach for assisted teleoperation. A probability distribution of trajectories in the form of
a Gaussian mixture model (GMM) is learned through variational inference with the VIPS algorithm. VIPS learns a GMM
that maximizes an episodic reward function in expectation while maintaining high entropy. Each mixture component
is a Probabilistic Movement Primitive (ProMP). The gradient of the marginal distribution in end-effector space plus
a damping term is equal to the wrench applied by the haptic device on the user performing the teleoperation task.
Moreover, Bayesian belief update is used to infer the plan and the phase of the movement that is intended by the user.
The belief about the plan and the phase corresponds to the weights of the mixture components in end-effector space.
Therefore, this belief influences the wrench applied by the haptic device on the user.
Our approach can guide the user around obstacles when classical potential fields methods could get stuck in local minima.
It can learn multimodal solutions to a task and adapt online to changes in the environment or in the intention of the user,
as it has been demonstrated in experiments involving the teleoperation of a 7-DoF robot arm and the control of the 6D
pose of a virtual pole. User studies have demonstrated that our framework can help users perform teleoperation tasks
faster and avoiding collisions with obstacles.
A promising line of research for future work would be to combine the proposed framework with Inverse Reinforcement
Learning to avoid specifying the weights of the features of the reward function manually. In addition, user studies
involving the teleoperation of a real robot arm would be interesting to evaluate the efficacy of our approach in more
realistic scenarios. In this case, our system should also give the user haptic cues to avoid singularities and joint limits.
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8 Conclusion and Future Work
There has been a large amount of research work on robots learning from humans (imitation learning) and on humans
learning or getting assisted by robots. However, these two bodies of work have been mainly separated. Recent works
on robot-assisted human motion and on robot-assisted human motor skill learning make significant advances in building
systems to assist humans as well as in understanding human motor skill learning but they still rely on expert demon-
strations or predefined trajectories. This thesis bridges the gap between both learning directions (robots learning from
humans and humans learning or getting assisted by robots) by addressing both of them within a single framework based
on stochastic movement representations and reinforcement learning. Our work presents contributions to solve challenges
in imitation learning, improve and generalize motor skills through reinforcement learning. Furthermore, the stochastic
movement models learned from expert demonstrations or resulting from an optimization process can be used to help
humans learn motor skills or to assist human movements. Potential applications of our results are human-robot collabo-
ration, robot-assisted rehabilitation, robot-assisted movement training, teleoperation and other human-robot interaction
tasks.
8.1 Summary of Contributions
This thesis gradually builds up a framework that can be used both to teach new motor skills to robots through human
demonstrations (H → R) as well as to enable robots to help humans learn motor skills or perform various kinds of
motion (R→ H). Often there is the need of optimizing upon human demonstrations or adapting them to changes in the
environment in order for the robot to solve a certain task. The robot can perform this optimization through trial and
error, i.e. reinforcement learning (R ). This thesis presents contributions to reinforcement learning and demonstrates
how the human can profit from the optimized movements learned by the robot.
We present contributions to these three learning directions (H → R, R  and R → H) and show how they are tightly
interconnected, building upon stochastic movement representations.
Humans Teaching Robots (H → R)
In Chapter 2, a method to learn human-robot collaboration tasks from demonstrations is presented which can deal with
missing data and that enables the robot to start reacting to human actions before the human finishes his/her movements.
This method can substantially speed up human-robot collaboration in comparison to other state-of-the-art techniques.
Often a human demonstration is not enough to successfully teach a new motor skill to a robot because the human may
be unable to give a suitable demonstration, the environment in the test phase can be different from the one experienced
during the demonstration or the robot may be unable to generate the necessary forces and torques to accurately reproduce
the demonstration. Chapter 3 presents an approach to address this problem. In this approach, the human provides
demonstrations and incremental feedback to the robot, gradually leading it to perform the desired movements. Moreover,
the robot can generalize the learned movements to different situations through probabilistic conditioning.
Robots Learning from Human Demonstrations and Improving through Trial and Error (H → R and R)
In some cases, there is the necessity of locally adapting the speed of execution of a movement without necessarily chang-
ing its shape in space. For example, when performing a golf putt, a fine adjustment in speed may be crucial. Chapter 4
shows that this fine adjustment in speed can be achieved by introducing parameters to a stochastic movement represen-
tation that explicitly model the progress of the movement in time and by using reinforcement learning to optimize these
parameters.
Bidirectional Learning (H → R, R and R→ H)
Probability distributions of trajectories are basic components of our methods for imitation learning and reinforcement
learning. Chapter 5 shows how these distributions can also be used to teach or assist humans. An algorithm proposed in
that chapter aligns expert demonstrations in space and time to create a probability distribution of trajectories representing
the demonstrated motor skill. Assuming that correct movements have high probability and incorrect movements have
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low probability given this distribution, our algorithm can evaluate the movements of an apprentice and highlight any
possible mistakes. Still in chapter 5, the same basic principle is used to give haptic feedback to the human, helping
him/her accomplish a teleoperation task. We have performed user studies that demonstrated that the performance of
users in the teleoperation task when assisted by a haptic device using our method was significantly higher than without
assistance.
When expert demonstrations are not available or there is the need to adapt the available demonstrations to new sit-
uations, our method presented in Chapter 5 can improve upon the available demonstrations through reinforcement
learning. Improving trajectories for assisted teleoperation in a setting like ours can be treated as a motion planning
problem with multiple objectives depending, for example, on distances to objects of interest. For the purpose of solving
this kind of problem while maintaining as much as possible of the variability of the original demonstrations, we have
developed a new algorithm that explicitly takes into consideration the relevance of each trajectory parameter to each
objective, which also achieves better convergence properties than other reinforcement learning methods which do not
use the concept of relevance.
Chapter 6 presents a new reinforcement learning algorithm, which uses the connection between the concept of rele-
vance and Pearson correlation. As opposed to computing the relevance in an iterative fashion such as in Chapter 5, this
new algorithm can compute the relevance in one shot, which leads to a great speedup. Chapter 6 also shows how this
algorithm can be used in conjunction with Gaussian Process regression to learn a mapping between environment config-
urations and suitable trajectory distributions to solve a given task. The ensuing framework can generalize movements to
situations that are quite different from the situations experienced during demonstrations and can solve tasks in dynamic
environments. This work represents a substantial improvement upon state-of-the-art research work in learning robot-
assisted teleoperation from human demonstrations, since other proposed methods to not optimize upon the available
human demonstrations. Furthermore, this work can greatly contribute to human-robot collaboration since the robot can
constantly adapt to the movements of the human partner and to other changes in the environment.
Besides adapting to changes in the environment, an assistive system for teleoperation may need to recognize several
possible solutions to a given task and adapt to changes in the intention of the human operator. Chapter 7 addresses these
challenges by leveraging recent advances in variational inference to learn Gaussian mixture models.
8.2 Future Work
Ideas for future research based on the contributions of this thesis are presented in the following.
Extensions to Incremental Imitation Learning
Our method for incremental imitation learning of context-dependent motor skills 3 can at the moment be applied when
the robot is not too heavy, does not move too fast and does not carry any dangerous objects. However, under these cir-
cumstances, it would be worth considering other ways for the human to give incremental feedback, such as teleoperation
or through a graphical user interface.
Assisted Teleoperation in Unstructured Environments
We have applied our algorithms and frameworks to assist users in teleoperation tasks in relatively simple environments
where the geometry of every object is known. In real teleoperation applications in unstructured environments such
as exploring the interior of a building in a rescuing operation or in robot-assisted surgery, however, there may be many
complicating factors. There may be unknown objects in the scene, some objects may not be visible, the dynamic properties
of some objects may be unknown, etc. Endowing autonomous systems with the capability of dealing with unstructured
environments would greatly extend the applicability of the algorithms and frameworks proposed in this thesis.
In chapter 6, an approach based on stochastic movement representations, reinforcement learning and Gaussian Process
regression has been presented to optimize upon demonstrations and prior knowledge to deal with dynamic environments.
The learning system has been initialized with demonstrations and prior knowledge about the task at hand. Subsequently,
it has sampled many possible environment configurations and optimized its movements through trial and error to each
of them. After each optimization, the mapping from environment state variables to movement parameters has been
updated.
Dealing with the challenges of assisting teleoperation in unstructured environments could thus be in part addressed
by scaling up the approach presented in chapter 6 and learning environment models based on interactions with real
environments. The learning system would be required to learn a model of the environments it needs to interact with and
update this model as more data becomes available. This model would then be used by the system to optimize its own
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movements offline. New interactions with real environments would follow, which could again be used to optimize the
system’s world model and, subsequently, its own movements.
Depending on the requirements of the task, the environment model to be learned could be more or less simple. For
example, if the objective of the task is just to avoid collisions with any objects in the environment, it may be unnecessary
to model the dynamics properties of every object in the scene. Also in this case, if necessary to estimate the geometry of
objects given images, this geometry could be in some cases simplified as long as it is suitable to avoid the objects.
Recent works have made important contributions towards learning environment models through interaction with the
environment. In [106], deep learning is used to infer object properties such as mass, position, 3D shape and friction
from videos or images. The proposed architecture can also predict the outcome of physical events with an accuracy
comparable to the one achieved by human subjects. Agrawal et al. [107] propose a method to learn forward and inverse
dynamics models from images of the environment and poking movements by the robot. Kansky et al. [108] propose a
factor graph architecture to learn the dynamics of an environment from data. After being trained in a standard version
of the Breakout Atari game, their architecture can achieve higher scores than state-of-the-art reinforcement learning
algorithms also trained only in that same standard version.
Ideas such as the ones presented in these works could be used to learn models of the environment. The framework
proposed in Chapter 6 could in turn be used to optimize movements in simulation using the learned environment models.
Subsequently, the optimized movements could be used to assist a human in a teleoperation task, for example. The assisted
teleoperation framework presented in Chapter 7 could also be used in conjunction with Gaussian Process regression or
Neural Networks to provide an even faster adaptation to changes in the environment.
Extensions to Online Adaptation of Movements
In our work on online adaptation of Probabilistic Movement Primitives (ProMPs) presented in Chapter 6, the robot has
to avoid colliding with a Pringles can. However, what if there are two or more Pringles cans in the scene?
Let us suppose the target of the robot is fixed and that there is only one Pringles can that needs to be avoided. Let us
further suppose that training our learning system to avoid the Pringles can at N different positions in a grid results in
successfully avoiding the Pringles can for any position on the table in the test phase.
By increasing the number of Pringles cans to two, the learning system could be trained with roughly N2 different envi-
ronment configurations (less than N2 if we consider that two Pringles cans cannot be at the same position at the same
time). Three Pringles would require roughly N3 different environment configurations to train the learning system and so
on. If a grid with 1000 points is used in the training to avoid one Pringles can, avoiding three Pringles cans would require
training with approximately 109 different environment configurations, dramatically increasing the necessary amount
of computation during training. Therefore, an important direction for future work is improving the scalability of this
algorithm.
Perhaps, it is possible to blend Probabilistic Movement Primitives (ProMPs) which successfully avoid one Pringles can to
achieve ProMPs that avoid multiple Pringles cans (See “Combination and blending of movement primitives” in [88]).
For many tasks, an agent does not need to take into consideration the whole environment at once. Therefore, it may be
possible to train a learning agent using only a relatively small region around that agent, greatly reducing the amount of
computation during training.
In Chapter 7, adaptation to changes in the environment has been achieved through an efficient implementation of a
reinforcement learning algorithm based on variational inference. This adaptation could be sped up by the offline training
of a mapping between environment and distribution of trajectories, as proposed in Chapter 6. This speedup is due to the
fact that computing a distribution given the environment by using a regression model, e.g. Gaussian Process regression or
Neural Network, is computationally less expensive than iteratively solving an optimization problem. Therefore, solving
the scalability problem mentioned above would be beneficial despite efficient optimization.
Besides the scalability issue mentioned above, in order to make the frameworks presented in Chapters 6 and 7 applicable
to more complex situations, it is important to prevent other types of collisions beyond collisions involving only the end
effector of the robot. In our experiments where the robot has to avoid the Pringles can, only the collision between the
robot hand and the Pringles can has been taken into consideration. In general, though, it would be necessary to take
into consideration possible collisions between the robot arm and obstacles in the environment as well as self-collisions.
Avoiding these types of collisions could be achieved by taking the geometry of the robot into consideration when designing
the reward functions for our reinforcement learning algorithms.
Adapting Movements to the Dynamics of Objects
In the work presented in this thesis, kinematics plays an important role. The robot coordinates its movements in space
and time with the movements of a human, it performs reaching tasks, it optimizes the speed profile of movements, it gives
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visual and haptic feedback to the user concerning the position and/or orientation along a trajectory, it avoids obstacles,
etc.
Nevertheless, our approach could also be applied in situations where dynamics plays an important role. For example,
the robot may have to move a bottle from a start position to an end position along a certain trajectory. The joint torques
necessary to perform this movement may vary considerably depending on the amount of liquid inside the bottle.
In our work, a probability distribution of trajectories is computed given the action of the human (Chapter 2) or given
environment configurations (Chapters 3 and 6). The same principle could be used to manipulate objects with different
dynamics. Provided a dataset of reaction forces generated by lifting a bottle and the sequence of joint torques at each
time step to track certain trajectories, it is possible to compute a probability distribution of joint torques given reaction
force and desired trajectory. This could be achieved for example through multivariable Gaussian conditioning as in
Chapters 2 and 3, potentially using a mixture of Gaussians as in [37] to deal with nonlinear correlations, or through
Gaussian Process regression as in Chapter 6.
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8.3 Research Papers Included in this Thesis
The research presented in this thesis has led to the following research papers:
Ewerton, M.; Maeda, G.J.; Peters, J.; Neumann, G. (2015). Learning Motor Skills from Partially Observed Movements
Executed at Different Speeds, Proceedings of the IEEE/RSJ Conference on Intelligent Robots and Systems (IROS), pp.456–
463.
Ewerton, M.; Maeda, G.J.; Kollegger, G.; Wiemeyer, J.; Peters, J. (2016). Incremental Imitation Learning of Context-
Dependent Motor Skills, Proceedings of the International Conference on Humanoid Robots (HUMANOIDS), pp.351–358.
Ewerton, M.; Maeda, G.; Neumann, G.; Kisner, V.; Kollegger, G.; Wiemeyer, J.; Peters, J. (2016). Movement Primitives
with Multiple Phase Parameters, Proceedings of the International Conference on Robotics and Automation (ICRA), pp.201–
206.
Ewerton, M.; Rother, D.; Weimar, J.; Kollegger, G.; Wiemeyer, J.; Peters, J.; Maeda, G. (2018). Assisting Movement
Training and Execution with Visual and Haptic Feedback, Frontiers in Neurorobotics.
Ewerton, M.; Maeda, G.; Koert, D.; Kolev, Z.; Takahashi, M.; Peters, J. (2019). Learning Trajectory Distributions for
Assisted Teleoperation and Path Planning, Frontiers in Robotics and AI, section Robotic Control Systems (submitted).
Ewerton, M.; Arenz, O.; Peters, J. (2019). Assisted Teleoperation in Changing Environments with a Mixture of Virtual
Guides, Advanced Robotics (submitted).
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