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NUMERICAL SOLUTION OF MULTI-ORDER FRACTIONAL
DIFFERENTIAL EQUATIONS
KAI DIETHELM

AND NEVILLE J. FORD
y
Abstrat. We onsider the numerial solution of (possibly nonlinear) frational dierential
equations of the form
y
()
(t) = f(t; y(t); y
(
1
)
(t); y
(
2
)
(t); : : : ; y
(
n
)
(t))
with  > 
1
> 
2
> : : : > 
n
and   
1
 1, 
j
  
j+1
 1, 0 < 
n
 1, and where the derivatives
are understood in the Caputo sense.
We begin by disussing the questions of existene and uniqueness of solutions, and we investigate
how the solutions depend on the given data. We propose onvergent and stable numerial methods
based on a nearly equivalent system of frational dierential equations of order not exeeding 
n
.
We give partiular emphasis to the pratially important linear ase and also present results for
nonlinear problems.
Key words. Multi-term frational dierential equation, Caputo derivative, existene, unique-
ness, strutural stability, Adams method
AMS subjet lassiations. Primary 65L05; seondary 65L06, 65R20, 26A33, 34A12, 34A45,
34D30.
1. Introdution. Numerial methods for the solution of linear frational dier-
ential equations involving only one frational derivative are well established (see for
example [1, 2, 5, 16℄). The work [3℄ ontains many referenes to frational integration
methods and related theory although it does not expliitly address frational dieren-
tial equations. There have been some attempts to solve linear problems with multiple
frational derivatives (the so-alled multi-term equations) [7, 12, 19, 21℄ but a om-
plete analysis has not been given so far. Nonlinear equations have reeived rather less
attention in the literature, partly beause many of the model equations proposed have
been linear. Indeed, some writers have proposed that the use of frational dierential
equations in a model an avoid altogether the need to introdue nonlinearity. More
reently, appliations have inluded lasses of nonlinear frational dierential equa-
tions (see, for example [9℄) and this motivates us to onsider their eetive numerial
solution. To our knowledge this paper presents the rst viable numerial method for
the solution of nonlinear multi-order frational dierential equations.
We are onerned with providing good quality algorithms for the solution of multi-
order frational dierential equations of the general (possibly nonlinear) form
y
(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(t) = f(t; y(t); y
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1
)
(t); y
(
2
)
(t); : : : ; y
(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)
(t)) (1.1)
where  > 
1
> 
2
> : : : > 
n
and    
1
 1, 
j
  
j+1
 1, 0 < 
n
 1, and its
linear speial ase
y
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0
y(t) +
n
X
j=1

j
y
(
j
)
(t) + f(t): (1.2)
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Our approah is based on a generalisation of an approah ommonly employed in the
solution of ordinary dierential equations of order two or above, where the equation
is onverted to a system of equations of order one. In the ase of frational order
equations, the analysis has some unique features. We onsider the linear equation
rst and then develop our theory for nonlinear problems. One advantage of treating
the linear equation separately is that there is an expliit expression for the solution
and this provides useful additional insight.
In Setion 2 we introdue the notation and denitions and disuss the form of
initial onditions we shall use. This is partiularly important with frational deriva-
tives beause there are several denitions available and they have some fundamental
dierenes. Indeed, it turns out that the form of initial onditions hosen is a key
element in the wide appliability of the approah we have developed. We also review
and generalize our reent work (see [7℄) in whih we proposed methods for the solution
of the (multi-term) Bagley-Torvik equation based on the onversion of the problem
to a system.
In Setion 3, we analyse the linear equation. We show that any multi-term linear
equation may be approximated arbitrarily losely by a system of linear frational dif-
ferential equations of a single order. This allows us to invoke the powerful tehniques
from Setion 2 to obtain an arbitrarily good approximation for the unknown solution.
In Setion 4, we turn to the nonlinear problem. After a brief disussion of some
basi theoretial results, we show that the onversion of a nonlinear multi-order equa-
tion to an approximating system of single-order equations is possible in this ase too.
In Setion 5 we present our results based on the use of an algorithm for solving
the resulting nonlinear system.
2. Basi ideas and denitions. We reall the denition of the Riemann-
Liouville dierential operators of frational order q > 0,
D
q
y(t) :=
1
 (m  q)
d
m
dt
m
Z
t
0
y(u)
(t  u)
q m+1
du
where m is the integer dened by m   1 < q < m (see [20, 22℄) whih arise in the
modelling of many physial phenomena [9, 14, 15, 17, 18℄.
The standard approah [22, x42℄, is to dene the initial onditions orresponding
to (1.1) or (1.2) in the form
d
q k
dt
q k
y(t)j
t=0+
= b
k
; k = 1; 2; : : : ;m = bq + 1;
with given values b
k
. Thus we are fored to speify some frational derivatives of the
funtion y. In pratial appliations, these values are frequently not available, and it
may not even be lear what their physial meaning is (see [9℄). Therefore Caputo [4℄
has suggested that one should inorporate the lassial derivatives (of integer order) of
the funtion y, as they are ommonly used in initial value problems with integer-order
equations, into the frational-order equation, giving
D
q

y(t) := D
q
(y   T
m 1
[y℄)(t) = f(t; y(t)); (2.1a)
where T
m 1
[y℄ is the Taylor polynomial of order (m   1) for y, entered at 0. For
q 2 N, one simply denes D
q

to be the usual dierential operator of order q. Then,
one an speify the initial onditions in the lassial form
y
(k)
(0) = y
(k)
0
; k = 0; 1; : : : ;m  1: (2.1b)
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It is derivatives of the Caputo type dened in (2.1a) and initial onditions of the form
(2.1b) that we shall apply in this paper. As we remarked in [7℄, the use of Caputo
initial onditions allows a more general appliation of our tehnique than would be
the ase for the Riemann-Liouville formulation. The two formulations oinide when
the initial onditions are zero. Some authors (see, for example, [21℄) remark that zero
initial onditions are the most natural ase to arise in appliations and are also the
speial ase where all available denitions of the frational derivative oinide.
As we saw in our reent paper [7℄ it an be a simple matter to onvert some linear
equations with ommensurate multiple frational derivatives into a linear system of
frational dierential equations of low order. One an then show that the appliation
of (for example) frational linear multistep methods to the solution of the resulting
system is exatly equivalent to the solution of the problem in its original form by the
orresponding frational linear multistep methods. One an also show that this sheme
for the linear system inherits the properties (derived by Lubih [16℄) for the salar
ase and that there results an eetive algorithm for the solution of the equation.
To make our approah lear onsider an example. For the equation
D


y(t) = f(t; y(t); D

1

y(t); D

2

y(t); : : : ; D

n

y(t)) (2.2)
subjet to the initial onditions
y
(k)
(0) = y
(k)
0
; k = 0; 1; : : : ; de   1 (2.3)
we assume  > 
1
> 
2
> : : : > 
n
and    
1
 1, 
j
  
j+1
 1, 0 < 
n
 1 and
; 
j
2 Q. Let M be the least ommon multiple of the denominators of , 
1
, : : : ,

n
, and set  := 1=M and N :=M. We have the following theorem on equivalene
of a nonlinear system:
Theorem 2.1. The equation (2:2), equipped with the initial onditions (2:3), is
equivalent to the system of equations
D


y
1
(t) = y
2
(t);
D


y
2
(t) = y
3
(t);
D


y
3
(t) = y
4
(t);
.
.
.
D


y
N 1
(t) = y
N
(t);
D


y
N
(t) = f(t; y
~

1
=+1
(t); : : : ; y
~

n
=+1
(t));
(2.4)
together with the initial onditions
y
j
(0) =
(
y
(k)
0
if j = kM + 1 with some k 2 N,
0 else;
(2.5)
in the following sense.
1. Whenever Y := (y
1
; : : : ; y
N
)
T
with y
1
2 C
de
[0; b℄ for some b > 0 is the
solution of the system (2:4), equipped with the orresponding initial onditions,
the funtion y := y
1
solves the multi-term equation (2:2), and it satises the
initial onditions (2:3).
2. Whenever y 2 C
de
[0; b℄ is a solution of the multi-term equation (2:2) satisfy-
ing the initial onditions (2:3), the vetor-valued funtion Y := (y
1
; : : : y
N
)
T
:= (y;D


y;D
2

y; : : : ; D
(N 1)

y)
T
satises the system (2:4) and the initial
onditions (2:5).
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This statement is a simple generalisation of [7, Thm. 2.1℄. The proof an be
arried over easily.
We note in partiular that the system (2.4) is linear if the given equation (2.2) is
linear.
3. The linear theory. Theorem 2.1 has shown that the onversion of a fra-
tional dierential equation with multiple frational derivatives to a system follows the
orresponding idea for integer order equations. However for frational order equations
one requires the assumption of ommensuray of the orders. It has been remarked
elsewhere that when the orders are not ommensurate then there is no system of
frational equations that exatly orresponds to the original problem. To overome
this diÆulty we use the well known fat that any real number an be approximated
arbitrarily losely by a rational number and therefore one an approximate any lin-
ear frational dierential equation with multiple frational derivatives by an equation
whose orders are as lose as we hoose to the original orders, and yet whose orders
are ommensurate (in fat rational) | a property that will apply in any ase as soon
as the orders are stored in a omputer. In this setion we prove that the problem
is struturally stable in the sense that the solution to the approximating linear sys-
tem that results lies lose to the solution of the original linear frational dierential
equation. To be preise, we will prove that the error in the solution that results from
introduing these perturbed orders of derivative is of the same order of magnitude as
the perturbation introdued (f. [6℄).
Remark 3.1. Without loss of generality, we assume that every non rational order
is approximated by a nearby rational order in the same interval (;  + 1);  2 N. If
we did not make this assumption, we ould need dierent initial onditions in the
perturbed equations ompared with the original problem.
Our tool in this part of the analysis is the frational Green's funtion (see, for
example, [21℄). This allows us to give an expliit representation of the solution to
both the original problem and to the approximation and leads to our onlusion. The
analytial solution of the original problem takes the form:
y(t) =
Z
t
0
G(t  u)f(u)du
with
G(t) =
1
X
m=0
( 1)
m
m!
X
k
0
+k
1
+:::+k
n 2
=m;k
i
0
(m; k
0
; : : : ; k
n 2
)

n 2
Y
i=0
( 
n i
)
k
i
t
( 
1
)m++
P
n 2
j=0
(
1
 
n j
)k
j
 1
E
(m)
 
1
;+
P
n 2
j=0
(
1
 
n j
)k
j
 

1
t
 
1

where (m; k
0
; : : : ; k
n 2
) = m!=
Q
n 2
i=0
(k
i
!) is the multinomial oeÆient and E
(k)
;
is
the kth derivative of the Mittag-Leer funtion with parameters  and , given by
E
(k)
;
(t) =
1
X
j=0
(j + k)!t
j
j! (j + k + )
:
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For the perturbed problem, the solution takes the form
~y(t) =
Z
t
0
~
G(t  u)f(u)du
with
~
G(t) =
1
X
m=0
( 1)
m
m!
X
k
0
+k
1
+:::+k
n 2
=m;k
i
0
(m; k
0
; : : : ; k
n 2
)

n 2
Y
i=0
( 
n i
)
k
i
t
(~ 
~

1
)m+~+
P
n 2
j=0
(
~

1
 
~
n j)k
j
 1
E
(m)
~ 
~

1
;~+
P
n 2
j=0
(
~

1
 
~

n j
)k
j


1
t
~ 
~

1

:
It follows that the perturbation in the solution z = y   ~y satises
z(t) =
Z
t
0
^
G(t  u)f(u)du
with
^
G(t) = G(t)  
~
G(t). We an onlude that, over any nite time interval [0; T ℄,
the value z is bounded by k
^
Gk
1
 kfk
1
T , and using a Gronwall-type argument it is
straightforward to show that k
^
Gk
1
= O() where
 = maxf  ~; 
1
 
~

1
; : : : ; 
n
 
~

n
g:
We summarise this in the following Theorem:
Theorem 3.1. Let y be the solution of
D


y(t) = 
0
y(t) +
n
X
j=1

j
D

j

y(t) + f(t)
with initial onditions y
(k)
(0) = y
(k)
0
, k = 0; 1; : : : ; de   1, and let z be the solution
of
D
~

z(t) = 
0
y(t) +
n
X
j=1

j
D
~

j

z(t) + f(t)
with initial onditions z
(k)
(0) = y
(k)
0
, k = 0; 1; : : : ; de 1 where j ~j < ; j
j
 
~

j
j <
: For T <1, we have
ky   zk
L
1
[0;T ℄
= O(); ! 0:
4. The nonlinear problem. We adopt the same general approah for the non-
linear problem. Here we begin with a proof that the nonlinear equation
D


y(t) = f(t; y(t); D

1

y(t); D

2

y(t); : : : ; D

n

y(t)) (4.1)
subjet to the initial onditions
y
(k)
(0) = y
(k)
0
; k = 0; 1; : : : ; de   1 (4.2)
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has (under natural Lipshitz onditions imposed on f) a unique ontinuous solution.
Note that this initial value problem oinides with the problem (2.2) and (2.3) that
we onsidered in Theorem 2.1, but with the dierene that for the existene and
uniqueness proof below we do not need the number-theoreti hypotheses assumed in
that theorem. Those properties are only important when disussing the onversion
of the multi-order equation to a system of single-order equations. We reall that our
previous paper [6℄ gave the following existene and uniqueness results for the equation
D


y(t) = f(t; y(t)):
Lemma 4.1 (Existene (see [6℄)). Assume that D := [0; 

℄  [y
(0)
0
  a; y
(0)
0
+ a℄
with some 

> 0 and some a > 0, and let the funtion f : D ! R be ontinuous.
Furthermore, dene  := minf

; (a (q+1)= kfk
1
)
1=q
g. Then, there exists a funtion
y : [0; ℄! R solving the initial value problem (2:1).
Lemma 4.2 (Uniqueness (see [6℄)). Assume that D := [0; 

℄ [y
(0)
0
  a; y
(0)
0
+ a℄
with some 

> 0 and some a > 0. Furthermore, let the funtion f : D ! R be
bounded on D and full a Lipshitz ondition with respet to the seond variable, i.e.
jf(x; y)  f(x; z)j  Ljy   zj
with some onstant L > 0 independent of x, y, and z. Then, denoting  as in Lemma
4:1, there exists at most one funtion y : [0; ℄ ! R solving the initial value problem
(2:1).
The generalisation of Lemmas 4.1 and 4.2 to vetor-valued funtions y is imme-
diate.
For the nonlinear equation with multiple frational derivatives of ommensurate
order, we begin by onverting (as in Setion 2) to a system of nonlinear frational
dierential equations of low order. As above, M is the least ommon multiple of the
denominators of , 
1
, : : : , 
n
, and we set  := 1=M and N :=M.
Lemmas 4.1 and 4.2 then apply to the system (2.4) with initial onditions (2.5)
yielding an existene-uniqueness theorem for the ommensurate multi-order problem:
Theorem 4.3 (Existene and uniqueness (multi-term, ommensurate orders)).
Let the ontinuous funtion f in (4:1) satisfy a uniform Lipshitz ondition with Lip-
shitz onstant L in all its arguments exept for the rst on a suitable domain D.
Assume further that the orders ; 
j
are rational. Then the equation (4:1) subjet to
(4:2) has a unique ontinuous solution on an interval [0; T ℄ of the real line.
Next we derive a Gronwall-type result (see, for example, [3℄ for a disussion of
similar results that apply to integral equations). We show that, under small variations
in the orders 
j
in (4.1), we an give a uniform bound on the hange in the solution
on any losed bounded interval [0; T ℄. We state and prove the result for an equation
with two terms, but the generalisation to multi-term equations is straightforward.
Theorem 4.4 (Gronwall-type result for a two-term equation). Let  > ;
~
 > 0
be hosen so that the equations
D


y(t) = f(t; y(t); D


y(t)) (4.3)
subjet to the initial onditions
y(0) = y
0
; y
0
(0) = y
0
0
; : : : ; y
(de 1)
(0) = y
(de 1)
0
(4.4)
and
D


z(t) = f(t; z(t); D
~


z(t)) (4.5)
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subjet to the same initial onditions
z(0) = y
0
; z
0
(0) = y
0
0
; : : : ; z
(de 1)
(0) = y
(de 1)
0
(4.6)
(where f satises a Lipshitz ondition in its seond and third arguments on a suitable
domain) have unique ontinuous solutions y; z. We assume further that b = b
~
.
Then Y = y   z satises a relation of the form
Y (t)  Kj  
~
j+
Z
t
0
Y (s)ds
and it follows that there exist onstants K and  suh that
jy(t)  z(t)j  Kj  
~
j exp(T )
for all t 2 [0; T ℄.
Remark 4.1. Note that if ; ;
~
 are all rational then the equations (4.3), (4.5)
eah have a unique ontinuous solution and the onlusions of Theorem 2.1 apply.
Proof. We write the solutions y and z in the form of the equivalent Volterra
integral equations:
y(t) =
de 1
X
j=0
y
j
j!
t
j
+
1
 ()
Z
t
0
(t  s)
 1
f(s; y(s); D


y(s))ds (4.7)
and
z(t) =
de 1
X
j=0
y
j
j!
t
j
+
1
 ()
Z
t
0
(t  s)
 1
f(s; z(s); D
~


z(s))ds (4.8)
and we x T > 0. Subtrating we obtain the relation
y(t)  z(t) =
1
 ()
Z
t
0
(t  s)
 1

f(s; y(s); D


y(s))  f(s; y(s); D
~


y(s))

ds
+
1
 ()
Z
t
0
(t  s)
 1

f(s; y(s); D
~


y(s))  f(s; z(s); D
~


z(s))

ds:
Now, with m 2 N hosen so that m 1 < ;
~
 < m, and bearing in mind that y is
the unique solution to (4.3) on [0; T ℄ we an estimate (using the Lipshitz ondition
on f and the denition of the Caputo derivative) the rst term on the right hand side:




1
 ()
Z
t
0
(t  s)
 1

f(s; y(s); D


y(s))  f(s; y(s); D
~


y(s))

ds




 Kj  
~
j
uniformly for t 2 [0; T ℄. Moreover we an use the Lipshitz onditions on f in the
seond term on the right hand side to give




1
 ()
Z
t
0
(t  s)
 1

f(s; y(s); D
~


y(s))  f(s; z(s); D
~


z(s))

ds




<
Z
t
0
jy(s)  z(s)jds
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by evaluating the integral representations of the frational derivatives of y and z. If
we put Y (t) = jy(t)  z(t)j it follows that
Y (t)  Kj  
~
j+
Z
t
0
Y (s)ds (4.9)
Equation (4.9) now allows us to onlude (see, for example [3, p. 38℄) that
Y (t)  Kj  
~
j exp(T ) (4.10)
uniformly for t 2 [0; T ℄ and the proof is omplete.
We use the onlusion of Theorem 4.4 several times. First we derive an existene
and uniqueness Theorem for more general multi-term nonlinear equations (with non-
ommensurate multiple derivatives). As before, we give a proof for the two-term
equation; the result an be easily generalised for equations with more terms.
Theorem 4.5 (General Existene-Uniqueness). Let the funtion f satisfy a uni-
form Lipshitz ondition in its seond and third arguments and be ontinuous in its
rst argument. It follows that the equation
D


y(t) = f(t; y(t); D

y(t)) (4.11)
where  >  > 0, subjet to the initial onditions
y(0) = y
0
; y
0
(0) = y
0
0
; : : : ; y
(b)
(0) = y
(b)
0
has a unique ontinuous solution on any nite interval [0; T ℄.
Proof. Case 1: ;  2 Q. We observe that the result is already established when
 and  are rational beause of Theorem 2.1 and Lemmas 4.1 and 4.2.
Case 2:  2 Q,  =2 Q. We onstrut a sequene (
j
) of rational numbers whose
limit is . Without loss of generality, the sequene lies in the interval (b; b + 1).
Clearly by ase 1 the equation (4.11) with  replaed in turn by eah 
j
has a unique
ontinuous solution y
[j℄
on [0; T ℄ whose Caputo derivative of order  is also ontinuous.
We now use equation (4.9) together with the fat that 
j
  ! 0 as j !1 to onlude
that the sequene of solutions onverges uniformly on [0; T ℄ to a ontinuous funtion
y with D


y also being ontinuous. It remains to prove that this funtion y is the
solution of (4.11).
To this end, dene r
j
(z) := kD


z  f(; z(); D

j

z())k
L
1
[0;T ℄
for any z suh that
D


z is ontinuous. We immediately obtain r
j
(y
[j℄
) = 0 for all j. Sine y
[j℄
! y
uniformly as j !1 and r is ontinuous on the spae we onsider, we nd that
r
j
(y
[j℄
)  r
j
(y)! 0 as j !1:
Therefore y is a solution of the given initial value problem.
Beause of the Lipshitz ondition on f , we an prove the uniqueness of the
solution by the usual Piard iteration tehniques (f. the proof of [6, Thm. 2.2℄).
Case 3:  =2 Q. In this ase we use a sequene (
j
) of rational numbers satisfying
 < 
j
< de for all j and lim
j!1

j
= . For eah j we an use either ase 1 or
ase 2 (depending on whether  is rational or not) to provide a unique solution to the
perturbed equation obtained by replaing  by 
j
. Then we proeed as in ase 2 to
show that the orresponding sequene of solutions onverges to the unique solution of
the original problem.
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We an now use the onlusion of Theorem 4.4 to derive a theorem on the stru-
tural stability of the equation (4.3) even under small perturbations in the orders of
derivatives.
Theorem 4.6 (Strutural Stability). Let y be the solution of
D


y(t) = f(t; y(t); D

1

y(t); D

2

y(t); : : : ; D

n

y(t))
with initial onditions
y
(k)
(0) = y
(k)
0
; k = 0; 1; : : : ; b
and let z be the solution of
D
~

z(t) = f(t; z(t); D
~

1

z(t); D
~

2

z(t); : : : ; D
~

n

z(t))
with initial onditions
z
(k)
(0) = y
(k)
0
; k = 0; 1; : : : ; b
where j  ~j < ; j
j
 
~

j
j < : For T <1, we have
ky   zk
L
1
[0;T ℄
= O(); ! 0
The theorem follows from the observation that the dierene y   z is a Lipshitz
funtion of   ~; 
1
 
~

1
; : : : ; 
n
 
~

n
beause of the Gronwall-type Theorem 4.4.
Remark 4.2. It follows, by the appliation of Theorem 4.6, that the solution of
any non-ommensurate multi-order frational dierential equation may be arbitrarily
losely approximated over any nite time interval [0; T ℄ by solutions of equations of
rational order (whih may in turn be solved by onversion to a system of equations of
low order).
5. A numerial method for general nonlinear equations. Finally we pre-
sent an Adams-type preditor-orretor formula for the solution of systems of nonlin-
ear equations of low order. Suh formulae are well established and are known to give
exellent results when applied to lassial ordinary dierential equations. We further
remark that the approah presented here of onversion to a large system of frational
dierential equations of low order may be useful in the development of further lasses
of methods for solving problems of this type.
Our approah follows the outline introdued in the previous setions. Speially,
given a (possibly nonlinear) frational dierential equation of the form
D
~

~y(t) = f(t;D
~

1

~y(t); D
~

2

~y(t); : : : ; D
~

n

~y(t)) (5.1)
with initial onditions
~y
(k)
(0) = y
(k)
0
; k = 0; 1; : : : ; d~e   1;
we begin by approximating this equation by
D


y(t) = f(t;D

1

y(t); D

2

y(t); : : : ; D

n

(t)) (5.2)
with the same initial onditions, where now the values , 
1
, : : : , 
n
are rational.
We have seen that, by a proper hoie of the new parameters, the dierene ky  ~yk
1
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of the solutions of these two equations an be made arbitrarily small. Then, in order
to solve eq. (5.2) numerially, we rst onvert the equation into an equivalent system
of equations of order  as in Theorem 2.1. Thus we derive the system (2.4) with
initial onditions (2.5). To simplify things, we write this multidimensional initial
value problem in the more abstrat form
D


Y (t) = g(t; Y (t)); Y (0) = Y
0
; (5.3)
where Y : [0; T ℄! R
N
, Y
0
2 R
N
, and g : [0; T ℄ R
N
! R
N
.
For the solution of this problem, we propose to use the frational Adams-Bash-
forth-Moulton sheme introdued in [9℄ and investigated in a more detailed way in
[8℄. The sheme is based on rewriting the initial value problem (5.3) as an equivalent
frational integral equation,
Y (t) =
de 1
X
j=0
Y
j
j!
t
j
+
1
 ()
Z
t
0
(t  u)
 1
g(u; Y (u))du: (5.4)
We then introdue uniformly distributed grid points t
j
:= jh with h = T= for some
 2 N and look at the Volterra equation at these grid points. Here then we nd
an approximation Y
j
, say, for Y (t
j
), by a preditor-orretor approah: To obtain
the preditor, we replae the integral by a produt retangle quadrature formula
(frational forward Euler method); for the orretor we use the produt trapezoidal
formula. For full details, inluding expliit expressions for the weights required in an
implementation of the method, we refer to [8, 10, 11℄.
In our paper [11℄ we have onsidered in detail the onvergene properties of the
method applied here under various alternative assumptions on properties of the solu-
tion or the given funtions. When  > 1 it turns out that, as already stated without
proof in [9℄, we may obtain O(h
2
) errors as in the lassial ase of rst-order dieren-
tial equations. However the onstrution desribed in x2 yields that normally we have
0 <  < 1 sine  is hosen to be as 1=M with some integer M . In the ase 0 <  < 1
both our theoretial investigations and our numerial experiments desribed in [11℄
suggest that we are unlikely to do better than O(h
1+
).
As a spei example, we hoose the equation
D
1:455

~y(t) =  t
0:1
E
1:545
( t)
E
1:445
( t)
exp(t)~y(t)D
0:555

~y(t) + exp( 2t)  [D
1

~y(t)℄
2
(5.5)
for 0  t  1, equipped with the initial onditions ~y(0) = 1 and ~y
0
(0) =  1. Here E

denotes the Mittag-Leer funtion with only one parameter , dened by
E

(z) :=
1
X
j=0
z
j
 (j + 1)
:
Diret alulation enabled us to onstrut this equation in suh a way that its exat
solution is given by ~y(t) = exp( t). We have hosen an example with dierential
operators of rational orders beause this allows us to ompare the approximations
obtained by the sheme desribed above (approximation by other rationals and then
appliation of the Adams method) with the approximations obtained by a diret
appliation of the Adams sheme. This displays the inuene of the perturbation of
the orders. More details about this feature and examples an be found in [6℄.
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First, we looked at the following approximation of (5.5),
D
1:5

y(t) =  t
0:1
E
1:545
( t)
E
1:445
( t)
exp(t)y(t)D
0:5

y(t) + exp( 2t)  [D
1

y(t)℄
2
: (5.6)
Of ourse, following our strategy the initial onditions that we have to ombine with
this equation are the same as those originally given for (5.5).
Aording to Theorem 2.1, this an be onverted into an equivalent three-dimen-
sional system (2.4) of order 1=2, where in partiular the last equation is
D
0:5

y
3
(t) =  t
0:1
E
1:545
( t)
E
1:445
( t)
exp(t)y
1
(t)y
2
(t) + exp( 2t)  [y
3
(t)℄
2
:
We have solved this system numerially with the Adams-Bashforth-Moulton al-
gorithm. The resulting errors are displayed in Fig. 5.1. In the alulations, the step
sizes were hosen as 1=10, 1=20, and 1=40, respetively.
0.2 0.4 0.6 0.8 1
0.02
0.04
0.06
0.08
0.1
0.12
Fig. 5.1. Approximation errors for the oarse approximation (5.6) (dimension = 3) with h =
1=10 (ontinuous line), h = 1=20 (dashed line), h = 1=40 (dot-dashed line)
A look at this gure indiates that the algorithm onverges as h! 0. Of ourse
the error does not onverge to zero but rather to ~y   y, where ~y is the (in general
unknown) exat solution of (5.5) and y is the exat solution of the dierential equa-
tion (5.6) that we use as an approximation for (5.5). In view of the fat that the
exat solution satises ~y(1) = exp( 1)  0:368, we nd a qualitatively orret pi-
ture; quantitatively the relative error is about 1=3. A omparison with the results
given below for the exat equation (5.5) shows that the method investigated here is
extremely simple, espeially as far as the requirements of omputer memory and run
time are onerned. Therefore one may aept this approximation as satisfatory.
Nevertheless, a relative error of 1=3 is too big if one is interested in qualitatively
orret data. Therefore we now ome to a more preise approximation. To nd
this approximation, we attempt a better approximation of the original dierential
equation. To ahieve this goal, we perturb the orders of the dierential operators by
a smaller amount than before. The resulting equation is
D
1:45

y(t) =  t
0:1
E
1:545
( t)
E
1:445
( t)
exp(t)y(t)D
0:55

y(t) + exp( 2t)  [D
1

y(t)℄
2
; (5.7)
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again equipped with the same initial onditions. One more we transform this equa-
tion to an equivalent system (2.4). This time the order of this system is  = 1=20,
and the dimension is N = 29. We have solved the system with the same numerial
method as in the previous ase; additionally we have tried the step size 1=80. In view
of the fat that the dimension is now almost ten times as large as in the rst ase,
the omputational work involved (i.e. the run time, unless paralellization is used) and
the required omputer memory also inrease by a fator of (approximately) 10. The
errors obtained are reported in Fig. 5.2.
0.2 0.4 0.6 0.8 1
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0.1
Fig. 5.2. Approximation errors for the ner approximation (5.7) (dimension = 29) with h =
1=10 (ontinuous line), h = 1=20 (dashed line), h = 1=40 (dot-dashed line), h = 1=80 (dotted line)
At rst sight, three observations an be noted: (i) Convergene seems to take
plae, but muh slower than in the previous example; (ii) in the rst steps of the
algorithm, the error is muh larger than in the previous example; (iii) the errors for
the various omputations (with dierent step sizes) are idential in the rst part of
the interval under onsideration before they start to behave in dierent ways. There
is a ommon explanation for these three phenomena. To nd this explanation, it is
useful to look at the way in whih the Adams method interats with the system (2.4)
and with the initial onditions (2.5) for this system. Remember here that the solution
that we are interested in is the rst omponent of the vetor Y . At the point t
0
= 0,
we have the exat value (given by the initial ondition). Moreover, in view of (2.5),
the nextM 1 omponents of Y
0
are zero. Now the Adams method determines Y
1
(the
approximation for Y (t
1
)) in the way that rst a preditor is alulated. In view of the
struture of the right-hand side of the system (2.4), the rth omponent of the preditor
is a linear ombination of the rth omponent of the initial value with the (r + 1)st
omponents of the g(t
k
; Y
k
) (k = 0; 1; : : : ; j   1). Speially, the rst omponent of
the preditor is the linear ombination of the exat initial value (with oeÆient 1)
and zero, and hene it is the initial value itself. Moreover, the omponents of index
2; 3; : : : ;M 1 of the preditor all have the same form: linear ombination of zero and
more zeros, and thus they vanish too. The Mth omponent is the rst nonvanishing
one. Then we alulate the orretor, and a similar eet happens: The inuene of
the initial value Y
M
(0) is propagated one more row to the (M   1)st omponent of
Y
1
, but all the previous omponents of Y
1
oinide with those of Y
0
. This pattern
ontinues to work through all the following steps: In every preditor-orretor pair,
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the initial value Y
M
(0) is propagated two more indies, until at last afterM=2 steps it
reahes the rst omponent. Until this point, the rst omponent remains unhanged,
and hene the numerial solution is stuk at the onstant value dened by the initial
ondition. So in the ase of our example, the rst omponents of Y
0
; Y
1
; : : : ; Y
9
are
all equal to 1, and only when we reah Y
10
, the numerial solution begins to make
progress towards the analytial solution. This behaviour is learly exhibited in Fig.
5.2. Sine this phenomenon is independent of the step size, we nd that the adverse
eets are redued with dereasing step sizes.
Of ourse it must be noted that another reason for the slower onvergene is that
the order of onvergene is O(h
1+
), and now the order  of the dierential operator is
smaller than before. But beause of the onsiderations above we also dedue that the
values of h used in our alulations are not suÆiently small to reah the asymptoti
stage impliitly ontained in this error bound statement.
As a onsequene we nd that for systems of the form (2.4) it is not useful to
use step sizes larger than, say, T=(4M). Thus if we try to improve the auray
of the approximating dierential equation, we are typially fored to inrease M ,
and therefore we must simultaneously derease the step size. Realling that, due to
the non-loal harater of the frational derivatives, the arithmeti omplexity of the
Adams sheme is O(Nh
 2
) (where N is the dimension of the system that also behaves
as O(M)), we nd the overall result that the omplexity of the Adams sheme in its
present form depends on M as O(M
3
). Some reent results [13℄ indiate that an
adaptive grid may oer a way of dereasing the omputational eort.
In order to be able to give a full omparison, we shall now look at the numeri-
al solution of the unperturbed initial value problem (5.5). Sine the orders of the
dierential operators are all rational, our approah is appliable. First we onstrut
the equivalent system (2.4). In this ase, the order of the dierential operator ap-
pearing in this system is  = 1=200, and the dimension of the system is N = 291.
Aording to our observations onerning the seond approximation, there is no point
in using the same step sizes as before | this would simply give a onstant numerial
approximation for the solution. The fat that  is muh smaller than before fores
us to derease the step sizes too. We have therefore hosen h as 1=100, 1=200, 1=400,
1=800, and 1=1600 in our experiments. The results are reported in Fig. 5.3.
A look at this gure reveals that onvergene does indeed take plae. However,
we also see that h = 1=100 is still far too large to give a reasonable approximation.
This onrms the above remark on a sensible hoie of h. Atually we nd aeptable
results from h = 1=800 onwards. It is obvious that this leads to muh larger require-
ments onerning omputer memory and run time than the rude approximations
(5.6) and (5.7).
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