The inverse eigenvalue problem for nonnegative matrices  by Šmigoc, Helena
Linear Algebra and its Applications 393 (2004) 365–374
www.elsevier.com/locate/laa
The inverse eigenvalue problem for nonnegative
matrices
Helena Šmigoc
Faculty of Mathematics and Physics, University of Ljubljana, Jadranska 19, SI-1000 Ljubljana, Slovenia
Received 21 August 2003; accepted 30 March 2004
Submitted by J. McDonald
Abstract
Let A be a nonnegative matrix with spectrum (λ1, λ2, . . . , λm) and B be a nonnegative
matrix with spectrum (µ1, µ2, . . . , µn), whereµ1 is the Perron eigenvalue ofB. Furthermore,
let a maximal diagonal element ofA be greater than or equal toµ1. In the article we construct a
nonnegative matrix C with spectrum (λ1, λ2, . . . , λm,µ2, . . . , µn). This construction enables
us to obtain several results on how to determine new realizable lists from known realizable
lists.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The nonnegative inverse eigenvalue problem is the problem of finding necessary
and sufficient conditions for a list of n complex numbers to be the spectrum of an
n× n nonnegative matrix. If there exists an n× n nonnegative matrix A with spec-
trum σ, we say that σ is realizable and that A realizes σ. We will denote by Nn the
set of all realizable lists of n complex numbers.
The nonnegative inverse eigenvalue problem is very difficult and it is solved only
for n = 3 by Loewy and London [1] and for matrices with trace 0 of order n = 4 and
n = 5 by Reams [2] and by Laffey and Meehan [3], respectively.
E-mail address: helena.smigoc@fmf.uni-lj.si (H. Šmigoc).
0024-3795/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2004.03.036
366 H. Šmigoc / Linear Algebra and its Applications 393 (2004) 365–374
Definition 1. An n× n matrix A = (aij ) is said to be generalized stochastic if
n∑
j=1
aij = r, for i = 1, 2, . . . , n,
where r is a complex number.
Let e denote a vector of all ones; e = (1, 1, . . . , 1)T. Matrix A is generalized
stochastic with row sums r if and only if e is an eigenvector of A associated with the
eigenvalue r . Johnson [4] proved that if σ is a realizable list of complex numbers,
then there exists a nonnegative matrix with spectrum σ and Perron eigenvector e.
The condition for the diagonal elements that we have added in the next theorem also
follows from the proof of this result in [4].
Theorem 2. For every n× n nonnegative matrix A with spectrum σ and diagonal
elements (a1, . . . , an) there exists a nonnegative matrix B and a permutation of n
elements π such that B has spectrum σ, Perron eigenvector e and diagonal elements
(aπ(1), . . . , aπ(n)).
There are many approaches to the nonnegative eigenvalue problem. In this work
we mainly address the question: how to obtain new realizable lists from known real-
izable lists. Some work has already been done in this area. For example, Wuwen
[5] proved the following theorem, which says that we can always increase Perron
eigenvalue without affecting the realizability.
Theorem 3. Let (λ2, . . . , λn) be a list of complex numbers closed under the conju-
gation. Then there exists a real number λ0, λ0  max{|λi |, i = 2, . . . , n}, such that:
(λ1, . . . , λn) ∈ Nn
if and only if λ1  λ0. Furthermore, λ0  2nmax{|λi |, i = 2, . . . , n}.
We will denote the function whose value is defined by λ0 in Theorem 3 by
gn(λ2, . . . , λn) = min{λ; (λ, λ2 . . . , λn) ∈ Nn},
where (λ2, . . . , λn) is a list of complex numbers closed under the conjugation.
Wuwen [5] also showed that if σ is realizable, so is the list obtained by increasing
a Perron eigenvalue by a positive number t and by increasing or reducing another
real eigenvalue by t.
Theorem 4. Let (λ2, . . . , λn) be the list of complex numbers closed under the con-
jugation, λ2 ∈ R and t  0, then
|gn(λ2 ± t, λ3, . . . , λn)− gn(λ2, λ3, . . . , λn)|  t.
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This paper is organized as follows. In Section 2 we provide a construction of
matrix C with Jordan form
J (C) =
(
J (A) 0
0 I (B)
)
from two matrices A and B with Jordan forms J (A) and
J (B) =
(
c 0
0 I (B)
)
,
respectively, where c is an eigenvalue of B and also a diagonal element of A. If
we take matrices A and B to be nonnegative, the construction gives us a nonnegative
matrix C. In Section 3 we use this result to obtain the main result of this paper, which
tells us that if we have two realizable lists (λ1, λ2, . . . , λm) and (µ1, µ2, . . . , µn),
where (λ1, λ2, . . . , λm) can be realized by a matrix that has maximal diagonal ele-
ment greater than or equal to µ1, then the list of complex numbers (λ1, λ2, . . . , λm,
µ2, . . . , µn) is also realizable. In Section 4 we apply this result to obtain several
results on how to construct new realizable lists from known realizable lists.
In the sequel we will denote by In the identity matrix of order n and by ek the
vector with 1 in the k-th position and zeros elsewhere.
For a matrix A σ(A) will denote a spectrum of A, J (A) will denote a Jordan
canonical form of A and ρ(A) will denote a Perron eigenvalue of A.
2. Construction
We begin with a lemma that is the foundation for the results of this paper.
Lemma 5. Suppose B is an m×m matrix with Jordan canonical form J (B) that
contains at lest one 1 × 1 Jordan block corresponding to the eigenvalue c:
J (B) =
(
c 0
0 I (B)
)
.
Let t and s, respectively, be the left and the right eigenvector of B associated with
the 1 × 1 Jordan block in the above canonical form. Furthermore, we normalize
vectors t and s so that tTs = 1. Let J (A) be a Jordan canonical form for an n× n
matrix
A =
(
A1 a
bT c
)
, (1)
where A1 is an (n− 1)× (n− 1) matrix and a and b are vectors in Cn−1. Then the
matrix
C =
(
A1 at
T
sbT B
)
has Jordan canonical form
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J (C) =
(
J (A) 0
0 I (B)
)
.
Proof. Let X be an invertible matrix such that X−1AX is in the Jordan canonical
form J (A). We partition the matrices X and X−1 in the following way:
X =
(
V
K
)
and X−1 = (W L) ,
where V is an (n− 1)× n matrix, K is an 1 × n matrix, W is an n× (n− 1) matrix
and L is an n× 1 matrix. The following equations are easy to verify:
XX−1 =
(
VW VL
KW KL
)
=
(
In−1 0
0 1
)
, X−1X = WV + LK = In (2)
and
J (A) = X−1AX = WA1V + LbTV +WaK + LcK. (3)
Similarly, let Y be an m×m matrix such that Y−1BY = J (B). Let S be an m×
(m− 1) matrix and T be an (m− 1)×m matrix so that Y = (s S) and Y−1 =(
tT
T
)
. The following identities are now easily obtained:
YY−1 = stT + ST = Im, Y−1Y =
(
tTs tTS
T s T S
)
=
(
1 0
0 Im−1
)
(4)
and
Y−1BY =
(
tTBs tTBS
T Bs T BS
)
=
(
c 0
0 I (B)
)
. (5)
Put Z =
(
V 0
sK S
)
. Using the identities (2) and (4) it is straightforward to check
that Z−1 =
(
W LtT
0 T
)
. Now we can compute Z−1CZ:
(
W LtT
0 T
)(
A1 atT
sbT B
)(
V 0
sK S
)
=
(
WA1V + LtTsbTV +WatTsK + LtTBsK WatTS + LtTBS
T sbTV + T BsK TBS
)
=
(
J (A) 0
0 I (B)
)
.
The last equality is easily derived from the identities (3) and (5). 
Remark 6. In the proof we have constructed the matrix Z such that Z−1CZ =
J (C), from the matrices X and Y such that X−1AX = J (A) and
Y−1BY =
(
c 0
0 J (B)
)
.
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If we take matrices A and B in the preceding lemma to be symmetric, then the matrix
C constructed in the lemma is also symmetric.
Let A and B be normal. Hence, matrices X and Y in the proof of Lemma 5 are
unitary and matrices J (A) and J (B) are diagonal. It is easy to see that in this case
J (C) is also diagonal and that the matrix Z, constructed in the proof of Lemma 5, is
unitary. We conclude that normal matrices A and B give us a normal matrix C.
Before we proceed, we introduce some notation.D(A) will denote a list of diago-
nal elements of matrix A. Let σ be a realizable list of complex numbers. By m(σ) we
will denote the maximum of all maximal diagonal elements of matrices that realize
σ :
m(σ) = max{x; x in D(A),A realizes σ }.
Lemma 7. Let A be a nonnegative n× n matrix with Jordan canonical form J (A)
and a list of diagonal elements D(A) = (a1, . . . , an). Let c = ak, for an arbitrary
k ∈ {1, . . . , n}. If B is a nonnegative m×m matrix with a Perron eigenvalue c,
Jordan canonical form
J (B) =
(
c 0
0 I (B)
)
and a list of diagonal elementsD(B) = (b1, . . . , bm), then there exists a nonnegative
matrix C with Jordan canonical form
J (C) =
(
J (A) 0
0 I (B)
)
and the list of diagonal elements
D(C) = (a1, . . . , ak−1, ak+1, . . . , an, b1, . . . , bm).
If the matrices A and B are positive, the resulting matrix C is also positive.
Proof. Using permutation similarity we can assume that A is of the form (1).
Lemma 5 applied to the matrices A and B gives us the matrix C with the required
Jordan form and diagonal elements. Perron eigenvectors s and t are nonnegative,
therefore the matrix C is nonnegative.
For positive B the vectors s and t are positive. We conclude that for positive A
and B the matrix C is positive. 
Using induction we can apply the previous result to the case where we have more
than two nonnegative matrices with a given Jordan canonical form.
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3. Main result
The following theorem is due to Brauer [6]. The proof can also be found in [2].
Theorem 8. Let A be an n× n matrix with eigenvalues λ1, . . . , λn. Let v be an
eigenvector of A associated with the eigenvalue λk and let q be any n-dimensional
vector. Then the matrixB =A+vqT has eigenvalues λ1, . . . , λk−1, λk + vTq, λk+1,
. . . , λn.
We can use the above result to increase diagonal elements when we increase Per-
ron eigenvalue.
Lemma 9. Let A be a nonnegative matrix with spectrum σ = (λ1, λ2, . . . , λn), Per-
ron eigenvalue λ1 and maximal diagonal element c. Then for every ) > 0 there exists
a nonnegative matrix B with spectrum (λ1 + ), λ2, . . . , λn) and maximal diagonal
element c + ).
Proof. Let A be a nonnegative matrix that realizes σ and has maximal diago-
nal element c. By Theorem 2 we can assume that A has Perron eigenvector e.
Using permutation similarity we may assume that ann = c. Matrix B = A+ )eeTn
has maximal diagonal element c + ) and Theorem 8 tells us that it has spectrum
(λ1 + ), λ2, . . . , λn). 
Let σ = (λ1, λ2, . . . , λn) and σ ′ = (µ1, µ2, . . . , µm) be lists of complex num-
bers and let x be a complex number. Then (σ, σ ′) will denote the list (λ1, λ2, . . . , λn,
µ1, µ2, . . . , µm), (x, σ ) will denote the list (x, λ1, λ2, . . . , λn) and σ + x will de-
note the list (λ1 + x, λ2 + x, . . . , λn + x).
We have arrived to the main result of this paper. It follows from Lemma 7. How-
ever, a little care is needed when we deal with matrices for which we do not know if
their Perron eigenvalue permits a Jordan canonical form required in Lemma 7.
Theorem 10. Let
A =
(
A1 a
bT c
)
be an n× n nonnegative matrix with spectrum σ and let B be an m×m nonnegative
matrix with Perron eigenvalue λ1, spectrum (λ1, σ ′) and maximal diagonal element
d. If λ1  c, then there exists an (n+m− 1)× (n+m− 1) nonnegative matrix
C with spectrum (σ, σ ′) and maximal diagonal element greater than or equal to
c + d − λ1.
Proof. First, we consider the case where λ1 < c. If we insert ) = c − λ1 in Lemma
9, we see that there exists a nonnegative matrix B1 with spectrum (c, σ ′) and maxi-
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mal diagonal element d + c − λ1. Perron eigenvalue c is a simple eigenvalue of B1,
since it is strictly greater than the absolute values of all other eigenvalues of B1. Thus
J (B1) =
(
c 0
0 I (B1)
)
is the Jordan canonical form of the matrix B1, where the spectrum of I (B1) is σ ′.
Lemma 7 tells us that there exists a nonnegative matrix C with Jordan canonical form
J (C) =
(
J (A) 0
0 I (B1)
)
and its list of diagonal elements consists of diagonal elements ofA1 and diagonal ele-
ments of B1. This means that (σ, σ ′) is the spectrum of C and the maximal diagonal
element of C is greater than or equal to c + d − λ1.
Now, assume that λ1 = c and let {)k} be a sequence of positive numbers smaller
than 1 that converges to 0. Instead of A we consider the sequence of matrices A+
)kIn, k = 1, 2, . . ., which have spectrum σ + )k and diagonal element c + )k . For
every k we have λ1 < )k + c and we have already proven that there exists a nonneg-
ative matrix Ck with spectrum (σ + )k, σ ′) and maximal diagonal element greater
than or equal to c + )k + d − λ1. We can assume that the Perron eigenvector of
Ck is e, therefore the matrices Ck are contained in the compact set of nonnegative
matrices with row sums less than or equal to c + 1. Hence the sequence {Ck}∞k=1 has
a convergent subsequence that converges to C. By the continuity of the spectrum, C
is a nonnegative matrix with spectrum (σ, σ ′) and maximal diagonal element greater
than or equal to c + d − λ1. 
Another way of stating Theorem 10 is to say: if σ ∈ Nn, σ ′ is a list of k com-
plex numbers closed under the conjugation and gk+1(σ ′)  m(σ), then (σ, σ ′) ∈
Nn+k . From this result we can deduce some sufficient conditions for a list of complex
numbers to be realizable.
4. Determination of new realizable lists from known realizable lists
In order to use Theorem 10 we need to know something about the possible max-
imal diagonal elements of matrices that realize a given list of complex numbers
σ = (λ1, . . . , λn) ∈ Nn; λ1  |λi |, i = 2, . . . , n. The inequalities∑n
i=1 λi
n
 m(σ)  min
{
λ1,
n∑
i=1
λi
}
are trivial estimations of the maximal possible diagonal element. Reams [2] has
proved the following inequality
m(σ)  1
n− 2
n∑
j=3
λj ,
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where σ = (λ1, λ2, λ3, . . . , λn) and λ2 is real. The exact characterization of m(σ) in
general is a difficult problem. In the following theorem we use Lemma 9 to increase
a maximal diagonal element.
Theorem 11. Let (λ1, σ ) ∈ Nn, (µ1, σ ′) ∈ Nm and m = m((λ1, σ )). Define the
number
) :=
{
0; if m  µ1,
µ1 −m; if m < µ1.
Then (λ1 + µ, σ, σ ′) ∈ Nm+n−1 for every µ  ).
In particular, if (λ1, σ )∈Nn and (µ1, σ ′)∈Nm, then (λ1+µ1, σ, σ ′)∈Nn+m−1.
Proof. LetA be a nonnegative matrix that realizes (λ1, σ ) and has maximal diagonal
element equal to m. If we insert ) defined in the theorem in Lemma 9, we get a
nonnegative matrix B with maximal diagonal element greater than or equal to µ1
and spectrum (λ1 + ), σ ). Since m((λ1 + ), σ ))  µ1  gm(σ ′) we can conclude
from Theorem 10 that (λ1 + ), σ, σ ′) ∈ Nm+n−1. The result now follows from
Theorem 3. 
Theorem 12. Let A be an n× n nonnegative matrix with spectrum σ0 and maximal
diagonal element c0. Let Bi, i = 1, . . . , k, be an mi ×mi nonnegative matrix with
maximal diagonal element ci, Perron eigenvalue ρi and spectrum (ρi, σi). If we have
c0 + c1 + · · · + ci−1  ρ1 + ρ2 + · · · + ρi (6)
for every i = 1, . . . , k, then there exists a nonnegative matrix C with spectrum (σ0,
σ1, . . . , σk) and maximal diagonal element greater than or equal to c0 + c1 + · · · +
ck − ρ1 − ρ2 − · · · − ρk.
Proof. The assertion is easily established from Theorem 10 by the induction on k.

Proposition 13. Let a be a real number and let b be a positive real number. Then
g3(a + ib, a − ib) =
{
a +√3b; if b  −√3a,
−2a; if b  −√3a.
Proof. Put λ0 = g3(a + ib, a − ib). The characterization of realizable spectrum for
n = 3 obtained in [1] tells us that λ0 is the minimal real number x that satisfies the
following:
(1) x 
√
a2 + b2,
(2) x  −2a,
(3) (x + 2a)2  3(x2 + 2a2 − 2b2).
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The last condition is equivalent to the inequality
0  (x − a −√3b)(x − a +√3b).
The first condition tells us that x 
√
a2 + b2 > |a| > a −√3b, thus the last con-
dition becomes x  a +√3b. We have proved that
g3(a + ib, a − ib) = max{
√
a2 + b2,−2a, a +√3b}.
Let b  −√3a. Then a +√3b  a − 3a = −2a. We also have a +√3b  a +
1√
3
b  0 and (a +√3b)2 = a2 + b2 + 2b(√3a + b)  a2 + b2. We conclude that
a +√3b  √a2 + b2. We have proved that in this case g3(a + ib, a − ib) = a +√
3b.
Now, assume that b  −√3a. Therefore a +√3b  −2a and 4a2  a2 + b2.
Since a  0 it follows −2a  √a2 + b2 and we have completed the proof. 
Theorem 14. Let ai and bi, i = 1, . . . , k be real numbers that satisfy the following
conditions: 0  bi  −
√
3ai, for i = 1, . . . , k. Let σ0 be a realizable list of complex
numbers with m(σ0) = m0.
If m0  −2(a1 + · · · + ak), then (σ0, a1 + ib1, a1 − ib1, . . . , ak + ibk, ak − ibk)
is a realizable list of complex numbers.
Proof. Let A be a nonnegative matrix that realizes σ0 and has maximal diagonal ele-
ment m0. By Proposition 13 we can find a nonnegative matrix Bi, i = 1, . . . , k, that
realizes (−2ai, ai + ibi, ai − ibi). Matrices Bi have trace zero, so the inequalities
(6) in Theorem 12 for A and Bi become:
m0  −2(a1 + a2 + · · · + ai),
for i = 1, . . . , k. Since ai  0, our assumption guarantees that they are fulfilled. The
use of Theorem 12 now completes the proof. 
The next corollary gives us a new family of realizable lists with trace zero.
Corollary 15. Let ai and bi, i = 1, . . . , k, be real numbers that satisfy the following
conditions: 0  bi  −
√
3ai, for i = 1, . . . , k. Then
g2k+1(a1 + ib1, a1 − ib1, . . . , ak + ibk, ak − ibk) = −2(a1 + · · · + ak).
Proof. The assertion follows if we insert σ0 = (λ0) in Theorem 14 and recall that
the trace of the realizing matrix has to be nonnegative. 
Remark 16. From Theorem 12 we can also derive an estimation for
g2k+1(a1 + ib1, a1 − ib1, . . . , ak + ibk, ak − ibk)
for general real numbers ai and bi , i = 1, . . . , k.
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