ABSTRACT. Motivated by the recent results of Nualart and Xu [13] concerning limits laws for occupation times of one dimensional symmetric stables processes, we prove by means of analytic and probabilistic tools the existence of a decomposition for functionals of one dimensional symmetric Lévy processes under certain conditions on their characteristic exponent and transition densities.
INTRODUCTION
Let X = {X t } t≥0 be a one-dimensional symmetric Lévy process started at zero on the probability space Ω, P, {F t } t≥0 with characteristic function given by E e −ιxXs = e −sΨ(x) . (1.1)
In this paper we are interested in finding suitable positive and increasing sequences {a(n), n ∈ N} and {b(n, t), n ∈ N}, t > 0, both tending to ∞ as n → ∞ such that under appropriate conditions on the characteristic exponent Ψ(x) and the function f , the additive functional 
n (t) converges to zero in L p (P), for some in p ≥ 1, and I
n (t), n ∈ N is a uniformly integrable sequence with finite moments and with further probabilistic properties.
The foregoing decomposition is of great interest since employing certain techniques it is possible to prove weak convergence of (1.2) to a non-degenerate random variable. One of these techniques, that may immediately provide weak convergence, consists of proving the existence of local times {L t (x), t ≥ 0, x ∈ R} for the process X. This is equivalent to showing [12] that
The local time describes the amount of time spent by the process at x in the interval [0, t] and it is defined as [2] L t (x) = lim ǫ→0+ 1 2ǫ t 0 ½ {|Xs−x|<ǫ} ds.
We also have the occupation density formula
Particular examples of processes having Local times are the symmetric α-stable processes with Ψ(x) = |x| α , 1 < α ≤ 2, for which can be shown by appealing to the well-known scaling property X t L = t 1/α X 1 that
for f ∈ L ∞ (R) ∩ L 1 (R) [13] . Here, L = means equality in law. We also refer the reader to [11] for a probabilistic approach to Local times.
A further approach used to prove weak convergence is the method of moments ( [4] , pg. 307). This technique is very restrictive since it requires the existence and finiteness of the quantities m k (t) = lim
determine the distribution of a random variable. In this direction, Carleman's condition [4] 
is sufficient to guarantee uniqueness. The moment techniques have been used in the recent paper by Nualart and Xu [13] where a decomposition similar to (1.3) is proved for the symmetric Cauchy process X, Ψ(x) = |x| (the case α = 1). There, it is also proved that
for bounded functions f with R |x||f (x)|dx < ∞, where Z(t) is an exponential random variable with parameter t −1 . Our results in this paper are motivated by the Nualart-Xu result [13] and the Fourier transform techniques used by Bañuelos and Sá Barreto [6] and in the author's paper [1] to compute heat invariants for Schrödinger operators.
In order to state our main theorem, we will impose some conditions not only for the characteristic exponent Ψ(x) but also for the transition densities for the process X, denoted here by p t (x), and on the function f to be considered in (1.2). To begin with, we will assume that the characteristic exponent Ψ(x) = Ψ(|x|) ≥ 0 is a non-decreasing function on [0, ∞). Furthermore, we assume the existence of a constant δ 0 > 0 and a non-decreasing function ℓ(x) defined on [0, δ 0 ), right continuous at zero with ℓ(0) > 0 such that the following inequality
holds for every 0 ≤ x ≤ b ≤ δ 0 . At this point, it is worth mentioning that the function ℓ(x) stated above may not be unique, however the main property to take into consideration and which is a consequence of the previous inequality is that
.
We now proceed to exhibit, in a general context, examples of symmetric Lévy processes satisfying condition (1.4) which are known in the literature as Subordinated Brownian Motions. Henceforth, a ∧ b will stand for min {a, b}.
Example 1.1. Subordinated Brownian Motions are defined, according to [7] , as Lévy processes whose characteristic exponent Ψ(x) can be expressed as
where µ is a σ-finite measure on (0, ∞) satisfying
In addition, in [7] is also shown that
Here, µ is the aforementioned measure in (1.6). Then, we conclude that
, whenever the integral term in the last expression is positive and finite. Regarding the function ℓ(x), due to the fact that for Subordinated Brownian Motions Ψ ∈ C ∞ , we have, by the Taylor expansion of order 2 at zero that
for 0 < ζ(x) < x < δ 0 and some δ 0 . Therefore, the condition (1.4) will hold with
provided that Ψ ′′ is a non-increasing and positive function on [0, δ 0 ).
To state our assumptions on the transition density p t (x), we remark that by (1.1) and the Fourier inversion formula we have
which implies that p t (x) is a non-negative radial function because of our assumptions on Ψ(x). The proof of our main result requires an integrability conditions for p t (0) and the existence of a limit as follows. For every a > 0, we requiere that
and that
The most relevant Lévy processes that share the properties previously mentioned are the relativistic α-stable processes with 1 < α < 2 to be introduced in the example below. These processes belong to the class of Subordinated Brownian Motions and play an important role in physics and Schrödinger operator theory(see [10, 14, 5, 6] 
This process is called the relativistic α-stable process of index m. It is a well known fact that φ(x) = (x + m 2/α ) α/2 − m is a Bernstein function [7] with measure µ as defined in example 1.1 given by
In [8] and [9] is proved that the transition densities p m,α t (x) of X m,α satisfy the following two sided estimates:
where
In particular, we observe that
which in turn implies
for some constant C = C(m, α) > 0. Hence, it follows that these processes satisfy the conditions (1.10) and (1.11).
On the other hand, Ψ m,α (x) is infinitely differentiable for x ≥ 0 with
Thus, we conclude that Ψ 
so that condition (1.4) holds and in this particular case we obtain
As for the function f , we impose the following conditions.
We denote by D the set of functions satisfying (C0)-(C2). Next, we exhibit some examples of functions that belong to D.
2 /2 satisfies (C1). Regarding (C2), we observe that
Another element of D is the Jackson-Vallée-Poussin Kernel
for which is known ( [3] , pg. 23) that
for |ξ| ≤ 1,
Clearly, γ i * γ j with i, j ∈ {1, 2} are also members of D as well.
The main result of the paper is the following:
be a differentiable and a strictly increasing function such that a(T ) → ∞, as T → ∞. Fix f ∈ D and consider δ f and δ 0 as given in (1.12) and (1.4), respectively. For t > 0 and n ∈ N, set
Then, the process I n (t) can be written as
n,δ (t), where
(ii) For any 0 < δ < δ 0 /2 the sequence I
n,δ (t), n ∈ N is uniformly integrable. Furthermore, for k ∈ N, we have
As an application of this theorem, we obtain the following limits. 
Remark 1.1. For relativistic α-stable processes with index m and 1 < α < 2, (1.14) and (1.15) hold with
The paper is organized as follows. In §2, we give some notation and state a basic identity (Lemma 2.1) which will be employed later. In §3, we provide the proof of Theorem 1.1 as a consequence of a series of propositions. Finally, the proof of corollary 1.1 is given in §4.
NOTATION AND PRELIMINARIES
For any elements x 1 , ..., x n ∈ R d , d ∈ N, we will denote
Also for any L > 0, we define
Henceforth, we will use the following basic identity [15] which holds for every inte-
We also observe that for 0 = s 0 < s 1 < · · · < s k < ∞ and x 1 , ..., x k ∈ R, we have
where the last equality is a consequence of the independence of increments of the process X.
Let k > 1 be an integer. For r > 0, let x i = r Θ i (θ (k−1) ), i ∈ {1, ..., k} be the polar coordinate representation in the Euclidean space R k , where we will denote by S 
We define for a bounded and non-decreasing function
for any r, ξ ≥ 0. This function has the following properties:
F (r, ξ) is a non-decreasing function with respect to the variable r since F is non-decreasing by assumption.
(ii) If F (λ) = 1 for all λ ≥ 0, then
(iii) An application of either Monotone Convergence Theorem (F non-decreasing) or Lebesgue Dominated convergence Theorem (F bounded and (ii) above) shows that for any sequence {r n : n ∈ N} with r n → ∞ as n → ∞, 
Proof. The change of variables
with Jacobian satisfying
Consequently, the change to polar coordinates yields the desired result.
3. PROOF OF THEOREM 1.1
The proof consists of several steps. To begin with, the Fourier inversion formula can be applied to any function f ∈ D to obtain (3.1)
Proposition 3.1. Let δ > 0 and set
Proof. Observe that by (2.1) and (2.2) with k = 2, we have after a suitable change of variables that
Since Ψ(x) is non-decreasing on [0, ∞), we have for |y 2 | > δ that
The latter inequality, f ∈ L 1 (R) and (1.9) show that
Next, due to the conditions (1.10) and (1.11) the last term in the above inequality vanishes as n → ∞ and this completes the proof. Proposition 3.2. Consider 0 < δ ≤ δ f ∧ δ 0 and set
Proof. First, we observe by (1.4) that Ψ(y 2 ) ≥ y 2 2 (ℓ(δ)) −1 for any |y 2 | ≤ δ since by assumption δ < δ 0 . Next, by appealing to (1.12) and the fact that δ ≤ δ f , we have by mimicking the proof of the latter proposition that
where the last term converges to 0 by assumption (1.11).
Then, the sequence {F n (δ, t), n ∈ N} has the following properties. (i) the sequence is uniformly integrable for any δ < δ 0 /2.
(ii) For any δ < δ 0 /k, k ∈ N, the sequence has positive and finite k-th moments. Moreover,
Proof. Under the notation given in the previous section and due to (2.2), we have that
, where in the second equality we have applied the change of variables
We observe that
Before proceeding, let us define
so that we have for every A, M > 0 that
Let k ∈ N. Notice that for any δ < δ 0 /k, we are allowed to use inequality (1.4) with any real number x satisfying either |x| ≤ kδ or |x| ≤ δ/2. Therefore, by combining (3.3) and Lemma 2.1, we obtain that E F k n (δ, t) is bounded above and below by terms of the form
where (a) for the upper-bound, A = 1/ℓ(kδ) and M = k, (b) for the lower-bound, A = 1/ℓ(0) and M = 1/2.
Hence, by appealing to the fact that a(T )t > a(0)t > 0 for every T > 0 and H
F is non-decreasing in the variable r for every ξ ≥ 0 fixed, we have 6) which allows us to obtain together with (3.5) the following lower bound for the k-th moment when we replace T with n:
We notice that the term H (k)
F which was defined in (2.3) appearing on the left hand side of the latter inequality has to be positive because of the definition of F in (3.4).
Next, it is a basic fact that the function F satisfies ||F || ∞ = 1 which leads according to (2.4) to the following upper bound
Thus, we have shown that all the k-th moments are positive and finite. On the other hand, uniformly integrability easily follows from the last inequality since for k = 2 and any δ < δ 0 /2, we obtain that
and with this we have proved (i). We now proceed to observe that inequality (3.6) shows that the term on the left hand side of the same inequality tends to ∞ as T → ∞. By applying L'Hôpital rule and using (2.4) with
for any δ, M, A > 0 fixed and for all k ≥ 1. Therefore, we also have that
Hence, using one more time that E F k n (δ, t) is bounded by terms of the form (3.5) we arrive at 2 π
Thus, the proof of (ii) is completed by letting δ → 0 + and using the right continuity of ℓ at zero.
We now observe that the proof of the Theorem 1.1 follows by setting n,δ (t) + f (0)I (2) n,δ (t).
Henceforth, we only consider δ < (δ f ∧ δ 0 )/2. Let us denote
Recall that I
n,δ (t) = (2π) −1 F n (t, δ). Then, by inequality (3.7), we obtain that
n,δ (t)
Thus, we derive by the Cauchy-Schwarz inequality that E I
n,δ (t)I
2 ≤ E I
n,δ (t) 2 2 −1 t 2 ℓ(2δ).
By part (i) of Theorem 1.1, we know that I
n,δ (t) converges to zero in L 2 (P) as n → ∞
(which also holds in L 1 (P) again because of the Cauchy-Schwarz inequality) so that we conclude lim
n,δ (t) = 0, for any δ < (δ f ∧ δ 0 )/2. Combining the facts given above and decomposition (4.1), we arrive at 
