ABSTRACT Nonsmooth analysis of a broad class of functions taking the form F (x) = min i f i (x), where each f i is a convex function. One element of this class of functions is the distance function, which measures the distance between a point and the nearest point on the nearest obstacle. Many motion planning algorithms are based on the distance function, and thus rigorous analysis of the distance function can provide a better understanding of how to implement traditional motion planning algorithms. Finally, this paper enumerates some useful results in convex analysis.
Introduction
Robotic motion planning determines a path between two points q start and q goal , while avoiding obstacles fC i : i = 1; : : : ; ng. This one-dimensional path may exist in the robot's work space or in the robot's con guration space, the set of all robot locations and postures in a particular work space. Let W denote the robot's work space or con guration space. In actuality, the path exists in the free space, FS = Wn S n i=1 C i . There is a vast literature on complete motion planning algorithms for when full knowledge of the world is available to the robot 2 . Two classes of such algorithms are potential eld approaches and roadmap methods 2 . In the potential eld approach 2;10 , the robot is modeled as a particle acting under the in uence of a potential function U : FS ! R that encodes information about the environment such as the goal and obstacle location. Motion planning is e ected by gradient descent of U. In order to determine the gradient, these methods assume that U is smooth, but nonsmooth potential functions are often considered.
A roadmap 1;2;3 is a collection of one-dimensional curves that capture the important topological and geometric properties of a robot's environment, i.e., De nition 1 (Roadmap) A roadmap R is the union of one-dimensional curves such that for all q start and q goal in FS, there exists a path between q start and q goal 2. there exists a path from q goal 2 FS to some q 0 goal 2 R (departability), and 3. there exists a path in R between q 0 start and q 0 goal (connectivity). Using a roadmap, a planner can construct a path between any two points in a connected component of the robot's free space by rst nding a collision free path onto the roadmap (accessibility), traversing the roadmap to the vicinity of the goal (connectivity), and then constructing a collision free path from a point on the roadmap to the goal (departability).
Like potential functions, many roadmaps (Section 2) exploit the di erential properties of functions that are not necessarily guaranteed to be smooth. One such function is the distance function, de ned in Section 3, that measures the distance between a point and its closest obstacle.
In Section 3, it is shown that the distance function is indeed nonsmooth and thus does not posses a conventional gradient. Based on previous results in nonsmooth analysis, summarized in Section 4, Section 5 derives the calculus to di erentiate a class of nonsmooth functions of which the distance function is a member. This calculus is then applied in Section 6 to the roadmaps rst introduced in Section 2. It is worth noting that the derivations in Section 5 require some new results in convex analysis, described in the Appendix.
Motion Planning Motivation
Motion planning using potential elds and roadmap methods provided the initial motivation for this work. This section brie y describes two roadmaps, the opportunistic path planner (OPP) and the generalized Voronoi graph (GVG). The OPP is de ned in terms of a nonsmooth function. The GVG is de ned in terms of a smooth function, but its accessibility criterion uses the same nonsmooth function which de nes the OPP. Finally, using nonsmooth analysis, we show how the procedure to generate the GVG can be applied to the OPP; this enables curve tracing of nonsmooth extrema.
Opportunistic Path Planner
The Opportunistic Path Planner (OPP) 4 is a roadmap method which traces local maxima of a nonsmooth potential function, restricted to a slice, as the slice sweeps through the workspace or a parameterization of the con guration space. A slice in this context is co-dimension one hyperplane and the slice direction is the vector orthogonal to the hyperplane. Note, the slice direction is xed. Canny and Lin suggest that a distance function evaluated on the slice be used as the potential function. Local maxima on the slice of the distance function are points on the OPP roadmap. The traces of the local maxima as the slice is swept through the work space or con guration space, are termed freeways.
First, a xed slice direction is chosen. The algorithm initially traces a path from the start to the freeway by performing gradient ascent on the distance function in the slice that contains the start. Likewise, a path is traced from the goal to the freeway via slice-constrained gradient ascent. These two actions correspond to accessibility and departability, as described above.
From the point where the robot accessed the OPP, the algorithm sweeps a slice through W tracing local maxima of D constrained to the slice, i.e., the algorithm constructs a freeway. If the start and goal freeways are connected, then the algorithm terminates. In general, the set of freeways will not be connected, and paths between neighboring freeways must be found. The OPP freeways are connected via bridge curves. The bridge curves are constructed in the vicinity of interesting critical points. Interesting critical points occur when channels (Figure 1 ) join or split. This procedure is repeated until the start and goal freeway curves are connected, or all interesting critical points have been explored in which case there does not exist a path between the start and the goal. The union of bridge and freeway curves, sometimes termed a skeleton, forms the one-dimensional roadmap.
As will be shown in Section 3, the distance function is nonsmooth, so conventional calculus cannot determine local maxima of the distance. Canny and Lin do not address the issues of nonsmoothness in de ning their OPP freeways using the distance function. Without addressing this point, constructing the OPP freeways is not possible in higher dimensioned workspaces. Nevertheless, founded in the basics outlined in Section 4, the results of Section 5 furnish an exact method for determining these local maxima.
Accessibility of the Generalized Voronoi Graph
Another roadmap method is the hierarchical generalized Voronoi graph (HGVG) which is based on the generalized Voronoi graph (GVG). The GVG edges are the locus of points equidistant to m obstacles in m dimensions such that the m obstacles are the closest obstacles 6 . In the planar case (m = 2), the GVG reduces to the generalized Voronoi diagram 5 .
Recall that accessibility is the property that a path can be constructed from any point in the free space to a point on the GVG. This is achieved by a cascading sequence of gradient ascent operations of the distance function. First, the robot increases its distance from the nearest obstacle until it is equidistant to two obstacles. Then, maintaining double equidistance, the robot increases distance until it is equidistant to three obstacles. This procedure is repeated until the robot is equidistant to m obstacles. Based on the results of Section 4, Section 6.2 guarantees the accessibility path reaches the GVG from any point in the freespace.
Incremental Construction of Roadmaps
A sensor based implementation of a roadmap method requires an incremental construction procedure that enables the robot to simultaneously move through the environment and build the roadmap. A key feature of the GVG is that it can be incrementally constructed using line of sight distance information 7 , but the OPP method does not have such a method. This paper shows how the OPP method can use the GVG construction procedure to generate its edges.
The GVG edges are traced in an incremental manner using an adaptation of numerical continuation techniques 11 . Practically speaking, these techniques trace the roots of an expression G(x) = 0. Since the Jacobian of G is surjective 7 , the implicit function theorem asserts that the roots of G locally de ne a GVG edge. A robot can locally construct a GVG edge by numerically tracing the roots of this function.
The GVG is de ned in terms of smooth functions, wheras the OPP is not. The curve tracing techniques for smooth functions is adapted to trace the extrema of nonsmooth functions. Using new results in nonsmooth analysis and some new results in convex analysis, it can be shown that the OPP freeways are a subset of the GVG. This is useful because the OPP can now be generated using the GVG edge tracing technique. That is, the same G matrix can generate the OPP freeways (Section 6.1)
Distance Function
A function that encodes the distance between a robot and nearby obstacles is key to many motion planning algorithms, such as those mentioned in the previous section. The purpose of this section is to demonstrate the distance function is nonsmooth and is of the form F(x) = min i f i (x), where F(x) is nonsmooth and each f i (x) is convex.
Assume the robot can be modeled as a point (as it is in con guration spaces) and this point robot is operating in a subset, termed the work space (W), of an m-dimensional Euclidean space. The work space W is populated by obstacles C 1 ; : : : ; C n which are closed convex subsets of W. Non-convex obstacles are modeled as the union of convex shapes. It is assumed that W is bounded by is a collection of convex sets, which are members of the obstacle set fC i g. Finally, the freespace, FS is the portion of the workspace not occupied by obstacles, i.e., The distance function is nonsmooth. This section motivates this claim by considering the distance function constrained to a slice, which is relevant to the OPP method. A slice is de ned as follows. Let : W ! R be a smooth function which foliates W, i.e., For now, assume that a slice is a hyperplane which is de ned by the pre-image of a scalar under : R m ! R where (x) = x 1 . So, (x) is the rst coordinate of x. In this case, we can decompose the physical space coordinates x into \slice coordinates" y and the \sweep coordinate" : x = ; y] T .
The single object distance function constrained to a slice is the distance between a point that is in a slice and a set C i , i.e.,
where (x) = and y 2 ?1 ( ): Typically, a robot's environment is populated with multiple obstacles, and thus we de ne a distance function for multiple obstacles. Therefore, there is a multiobject distance function constrained to a slice, which measures the distance between a point in a slice and the closest obstacle to that point, i.e., D(y; ) = min id i (y; ):
Note thatD is not necessarily smooth (at the local maxima), as can be seen in Figures 4 and 5 whereD is plotted along a vertical and diagonal slice, respectively. 
Review of Nonsmooth Analysis
Several useful functions are nonsmooth at many points of interest and thus do not have a conventional derivative at these points. However, one can build a calculus for such nonsmooth functions from a less restrictive class of assumptions than smoothness: Lipschitzness, and convexity. We review here some essential results from nonsmooth analysis 8 and develop a few new useful results.
Recall that a function h is Lipschitz at x if for all x and y in a neighborhood of Note that if h is smooth at x, then @h(x) reduces to the conventional gradient. The use of the @ can be confusing because it can also mean \boundary" when it precedes a variable that represents a set. See the Appendix for the formal de nition of the convex hull, which appears in the de nition of the generalized gradient.
It can be seen that the scalar multiple of the generalized gradient is the generalized gradient of the scalar multiple 8 , i.e., @h(sx) = s@h(x) for a scalar s. In particular, note that @(?h) = ?@(h).
The maximum of a set of Lipschitz functions is also a Lipschitz function, i.e., 
Extrema of Nonsmooth Functions
From calculus, if x is an extrema of a smooth function, then the smooth function's derivative is zero at x. Clarke shows the nonsmooth analog of this statement 8 : if H attains a local extrema at x, then 0 2 @H(x). (Note that 0 refers to the origin of the tangent space at x 2 R m .) The converse of this statement, on the other hand, is not always true.
This section derives a converse statement for functions of the form F(x) = min i f i (x). As the following results point out, it is possible to determine extrema from rst derivative information. In fact, the results also classify which types of extrema (i.e., maxima, minima, saddle points) are determined, also from rst order information. This result bypasses the need to use the Hessian, or other curvature conditions, which classify the extremal points of smooth functions. Proof. At a local minimum, there must be one unique i for which F(x) = f i (x).
In this case, the generalized gradient reduces to the conventional gradient. At a local minimum, this gradient vanishes. This section now applies the results of the previous section and the Appendix to the motion planning problems introduced in Section 2.
Opportunistic Path Planner
Recall that the OPP freeways are the local maxima of distance constrained to a slice, i.e., the set of points x = ; y T ] T where D(y ; ) has its maximum on a slice (and not necessarily in the ambient space). For the OPP method, the slice Y is a co-dimension one space that is isometric to R m?1 , i.e., it is a hyperplane. This section derives the local maxima for F = min f i (x) but restricted to a slice parameterized by , i.e.,
where (x) = and y 2 ?1 ( ): (6) With this de nition in hand, consider the following function:
The generalized gradient of F restricted to a slice is described by the following proposition. A similar result applies to saddle points and minima constrained to a slice. Sincẽ D is member of the class of functionsF , Corollary 1 supplies the local maxima of the distance function constrained to a slice and Figures 8, 9 , and 10 demonstrate these concepts.
Finally, it is interesting to note the following proposition whose proof is omitted due to space limitations Proposition 7 If x 2 R m is a local maximum of F in the ambient space, then x is a local maximum of F in all slices which pass through x.
Accessibility of the Generalized Voronoi Graph
Recall that the GVG is the locus of points equidistant to m obstacles in m dimensions such the m obstacles are the closest obstacles, i.e., fx 2 FS :
Accessibility is the property that a path can be constructed from any point in the free space to a point on the GVG. A sequence of gradient ascent operations achieves accessibility for the GVG. The following proposition supplies an argument that describes a path from any point in the freespace to a GVG edge. Proposition 8 In a bounded environment, the GVG has the property of accessibility.
Proof. We demonstrate that a robot can access the GVG by following a path that is constructed using gradient ascent on the multi-object distance function D(x), which is the distance to the nearest object from x. It has already been shown that D is nonsmooth and thus exhibits a generalized gradient. Furthermore, it is shown in Section 5 that if 0 2 int(@D(x)), where 0 is the origin of the tangent space at x, then x is a local maxima of D. Using this result and the following two lemmas whose proofs appear in the appendix, we can conclude that if x is a local maxima of D, then the point x is equidistant to m + 1 obstacles. Lemma A. The results of Scheimber and Olivera 12 state that the second derivative of D, termed a generalized Hessian, is always positive or contains only positive values. In a sense, the graph of the function D is always \concave up." Therefore, the generalized gradient of D only vanishes at a local minima. Assume the robot does not start at a local minima, which is reasonable because since we are performing a gradient ascent operation, the local minima are unstable extrema points. That is, if the robot were slightly perturbed from a local minima, it will escape. Since the local minima occur on a set of measure zero, they can be practically ignored. Therefore, gradient ascent of the multi-object distance function will bring the robot to a local maxima of D, which is a point equidistant to m+1 obstacles and thereby is a point on the GVG. (Note that when @D is a set, the vector with the smallest norm in @D is chosen as the gradient 12 The OPP roadmap does not have an incremental construction procedure, whereas the GVG does. The GVG edges are traced in an incremental manner using an adaptation of numerical continuation techniques 11 . Let x be the coordinates of a point on a GVG edge. At x 2 R m , assign a local coordinate system (y; ) such that points along the tangent of the GVG edge and the y coordinates spans Y , the hyperplane orthogonal to the GVG edge. Let Y be termed the \normal plane."
Assume the robot starts at a point x on the GVG (i.e., assume it just accessed the GVG). Numerical techniques trace the roots of an expression G(y; ) = 0 as the parameter varies, where G(y; ) = (8) where d i is the single object distance function to the m closest obstacles. Since G is a function of distance, it can be computed from sensor readings.
Note that the function G(y; ) assumes a zero value only on the GVG. Hence, if the Jacobian of G is surjective 7 , then the implicit function theorem implies that the roots of G(y; ) locally de ne a GVG edge as is varied. A robot can locally construct a GVG edge by numerically tracing the roots of this function.
Fortunately, the OPP approach can borrow the GVG incremental construction procedure for sensor based implementation of OPP. Using the new results derived in this paper for nonsmooth analysis and convex analysis, it is shown below that the OPP freeways are a subset of the GVG. This is useful because the OPP can now be generated using the GVG edge tracing technique. That is, the same G function can generate the OPP freeways. In the OPP method, the freeways are the trace of local maxima of the multiobject distance function constrainted to a slice. Proposition 3 indicates that for all points on the freeway, the origin must be in the generalized gradient of the multiobject distance function, @D, constrained to a slice. When x is a local maxima of D, not only is it equidistant to m objects, but by de nition of D, the point x is closer to these m objects than to any other object. Thus, the OPP freeway segments are a subset of the GVG edges.
2 Figure 11 depicts the correspondence between local maxima of D and equidistance of points in the GVG to nearby obstacles.
However, it also needs to be shown that the Jacobian of G is invertible for the numerical procedures to work. The following proposition guarantees that rG is invertible in a neighborhood of the OPP freeway.
Proposition 10 In a neighborhood of a point x on a freeway, r Y G(x) is invertible. Proof. It will be shown that rG is invertible on a freeway, and then by continuity of the distance function and the determinant function, rG(x) is invertible in a neighborhood of the OPP freeways. This proof relies on the following lemma whose proof appears in the Appendix. is invertible.
5
Since the determinant function and distance function are continuous, there exists a neighborhood about the OPP freeways for which r Y G is invertible. 2 Since the OPP is a subset of the GVG and the Jacobian of G is invertible near the OPP freeways, the same continuation method that generates the GVG also incrementally constructs the OPP roadmap.
Conclusion
A bulk of this paper is devoted to nonsmooth analysis of a class of functions F(x) = min i f i (x) where f i (x) is a smooth convex function. Using only rst order information, a methodological approach was developed to determine local maxima, local minima, and local saddle points of this class of nonsmooth functions. Since motion planning originally motivated this work, the distance function, which provides the basis of many motion planners, was rigorously analyzed.
The results of this paper were applied to Canny and Lin's OPP method which generates a roadmap by looking at local maxima of the distance function D, which is a nonmsooth function. The nonsmooth analysis gives a condition for when D is locally maximized. Further analysis, which exploits the nonsmooth properties of D, provided an incremental construction procedure for tracing out the edges of the OPP roadmap. This incremental construction procedure allows for the generation of OPP roadmap edges (and GVG edges) in an arbitrary m-dimensional space. The nonsmooth analysis of D was also applied to Choset and Burdick's generalized Voronoi graph to prove the accessibility criterion.
Although this paper's applications focused on the nonsmooth analysis of D as it applies to Canny and Lin's Opportunistic Path Planner and Choset and Burdick's generalized Voronoi graph, the analysis of D applies to all motion planning algorithms, such as potential functions that use distance in its algorithms. Further, this analysis is good for sensor based planning because many sensor based planners use distance information because sensors readily provide such information. The nonsmooth and convex analysis results are not limited to motion planning.
Finally, many of the nonsmooth analysis results here depend upon some results in convex analysis which are listed and proven in the appendix. Some of the lemmas in the appendix have been only partially proven in previous literature. Note that since the unit ball is compact and max i hy; v i i is a continuous function, the in mum is achieved over kyk = 1 for a speci c y min . Therefore, > 0. Now, we will de ne the some sequences fw k g, fe k g, fM k g, fl k g and f jk g for j = 1; : : : ; n. Let 
