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Abstract 
A Retrieval System requires several components that define its functionality and behavior. In the case of a meta-search engine 
for the retrieval of scientific data, a schema that defines the way to store such data is considered a necessary element for its 
evolution. Unified profiles have been developed for the data storage of the entities involved in the scientific data management, 
generated from the fact of publishing a scientific paper. Such profiles are considered the beginning of the generation of new 
components for the meta-search engine that, using the proprietary information, can deliver information relevant for the user of 
the tool. To this end, the use of an intelligent distributed data warehouse is proposed.  
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1. Introduction  
The scientific data retrieval, as an activity framed in the discipline of information retrieval, has gained increasing 
interest in the last times Garciarena U. et al (2015)[1]. The impact of the Internet and related technologies has led to 
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the generation of large data sets derived from the actions mentioned above Bose, R. et al (2005)[2]. Likewise, these 
data led to the development of tools for the management, maintenance, publishing and processing. In this way, 
different publishers and associations, recognized by part of the scientific community, have published scientific data 
repositories in websites which constitute important consultation tools for the researcher-user. In addition, there are 
several tools of this type with a greater or lesser number of features that differ in data source, organization, and the 
processing performed on them Bhaduri K. et al (2008)[3]. In this context, a meta-search engine has arisen as an 
alternative Duan L. et al. (2009)[4] to operate on the area of computer science, to have access to a variety of sources 
for retrieving and sorting scientific data using an algorithm considering their impact on the scientific community 
Abhay K. et al (2017)[5]. In this tool, the search for integration of new functionalities and for improvements in both 
performance and efficiency requires the definition of a homogeneous structure for the storage of the retrieved 
scientific data, besides the consideration of issues related to the technology to be used, in an operating environment 
increasingly related to Big Data. In this document, the data retrieval approach is proposed from the Intelligent 
Distributed Data Warehouse (IDDW), which is a hierarchical distributed data store of N levels. The approach of data 
retrieval begins when the user enters the UIN, corresponding to the data store located in IDDW. Once the data store 
is located, the desired data are retrieved. 
2. Related Works 
Initially, the data retrieval techniques were restricted only to the centralized processing, as discussed by Agrawal 
R. et al. (1994)[6], Chiang D. et al. (2001)[7],  Duan L. et al. (2009)[4]. According to Abhay K. et al (2015)[8], the 
retrieval of data from the distributed data store refers to the implementation of the classic procedure of retrieving 
data in a distributed computing environment that seeks to maximize the use of available resources (communication 
network, computers, and databases).Some algorithms and systems used for the distributed retrieval of databases are 
the following: the partition algorithm of Savasere A. et al. (1995)[9]; Multiagent system based on JAVA JAM by 
Stolfo S. et al. (1997)[10], Prodromidis A. et al. (2000)[11]; Grossman R. L. et al. (1999)[12] proposed the Papyrus, 
a JAVA-based system which aims to wide-area distributed data on clusters and meta-clusters; and the system based 
on Java for distributed enterprises by Chattratichat J. et al. (1999)[13]. 
The data retrieval in a highly parallel environment on multiple processors was explained by Wang L. et.al. 
(2013)[14]. There are two parallel programming models commonly used: Subprocesses (POSIX subprocesses by 
Butenhof D. R. (1997)[15]) and message passing (OpenMP by Duan L. et al. (2009)[4]). Modern programming 
languages are also structured to efficiently use innovative architectures. There are paradigms of parallel programming 
dedicated to parallelizing the algorithms on multiprocessor systems and in networks. OPENMP and MPI are used to 
achieve the parallelization of shared and distributed memory. CUDA is a programming language that is designed for 
parallel programming used by Garciarena U. et al (2015)[1]. In CUDA, the threads access different memories of the 
GPU. CUDA offers a model of data parallel programming. Parallel programming is incomplete without discussing 
the more recent approach called MapReduce, which can process large volumes of data in a highly parallel way, as 
shown by Bhaduri K. et al. (2008)[3]. Several data recovery algorithms have been modified for parallel processing 
architectures as discussed in [8]. 
3. Data recovery approach of IDDW 
3.1. Flowchart of the approach 
Flowchart of the data retrieval approach of IDDW shown in Fig. 1. It is the modified flowchart of the approach to 
store user data into the common table in the most suitable data store in IDDW presented in Abhay K. et al (2017)[5]. 
In the flowchart shown in Fig. 1, the content in bold is the new/modified content, the content that is not highlighted 
is not required to retrieve data from IDDW, and the rest of the part is the same as in the corresponding flowchart 
presented in Abhay K. et al (2017)[5]. 
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Fig. 1. Flowchart of the data retrieval approach from the IDDW Abhay K. et al (2017)[5]. 
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4. Study Case   
The 8-Level hierarchy structure presented in the study case taken in Abhay K. et al (2017)[5] is used here to 
assess the approach presented in this paper. 
4.1. Design of the profiles 
In order to generate the structure for the internal management of the scientific data, the researchers proceeded to 
examine a set of sources such as search engines and BD4 of a scientific nature, obtaining, from each of them, a list 
of meta-data used for the registry of the different entities with which they operate in Wang L., et. Al (2013)[14].   
Tables 1, 2, and 3 show the attributes description of the main entities of the model: article, author and author 
profile, and publication source with their specializations for journals and scientific events (Gaitán-Angulo M. et al; 
2018)[16], (Torres-Samuel M. et al; 2018a)[17], (Torres-Samuel M. et al; 2018b)[18], (Torres-Samuel M. et al; 
2018c)[19], (Vasquez C. et al; 2018)[20]. 
Table 1. Description of attributes of the entity Article 
 
 
 
 
 
 
Table 2. Description of the attributes of the entities Author and Author Profile 
Attribute Description 
Surname Author's last name 
First name Author's names 
Alias Set of names retrieved from the author 
OriginProfile Source from where the profile was retrieved 
URL Profile URL 
Table 3. Description of the attributes of the entity Source Publication and Instances 
Attribute Description 
Full name Name without abbreviations of the source 
Short name Name with abbreviations 
Initials Acronym of the source 
YearPublication Year in which the magazine was published, or the event was held 
NumbEdition Issue number of the magazine / event 
Volume / Location Identification of the volume of the journal / location of the event 
ISSN / ISBN Identifier of the publication 
 
4.2 Experimental configuration 
The implementation of the presented approach for data retrieval from IDDW is carried out by writing the programs 
in JAVA with Net Beans: 6.9 as IDE, using the Apache Tomcat 6.0.26 web server. All the required tables are 
Attribute Description 
Title Document title 
Snippet Description of the document 
QuantityQuotations Number of citations according to the consulted 
source 
Keywords Related key terms 
Place Retrieval Source from where the article was retrieved 
TypeDocument Identification if it is an article, book or pre-print 
YearPublication Year of publication of the document 
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integrated into the MySQL 5.0.45 database. The details of implementation are the same as those presented in Abhay 
K. et al (2017)[5]. 
4.3 Experimentation   
In order to validate the operation of the IDDW when integrating the generated profiles, 50 queries were made, 
with a limit of 40 articles to be retrieved for each, executing the data retrieval processes mentioned in section 3. The 
effectiveness of the IDDW was evaluated in three aspects: a) in the storage of the links to the profiles, b) in the 
retrieval of the entity data, and c) in the registry of the relationships between the entities retrieved from the same 
document. The results obtained can be seen in Table 4. 
Table 4. Results of the validation 
Metrics Value 
Number of profiles to generate 900 
Effectiveness of persistence 92%  
Effectiveness of retrieval 78%  
Effectiveness of the generation of relationships between entities 98%  
 
Initially, the UIN "13302010410520017" is entered through the developed form Abhay K. et al (2017)[5]. The 
first identifier calculated by the identifier search engine for this UIN is "1330201041052001". The data store locator 
searches for the address of the machine corresponding to this identifier in the Central Look-Up data store tables. 
Levels of hierarchy H1 (see Table 5).  
Table 5. The percentage of data correctly retrieved from the Common table of the data store located at different levels of hierarchy H1. 
Level in hierarchy  Percentage (%) 
1 90 
2 91 
3 93 
4 95 
5 96 
6 98 
7 99 
5. Conclusions  
In this work, the experimentation shows that the data from the data stores, available at various levels of IDDW, 
can be retrieved by using the user's UIN. It is concluded from an experiment on academic data that the average time 
to retrieve data is reduced from 6.4 milliseconds to 3.8 milliseconds when the data store is located at the lowest level 
of the hierarchy H1 compared to the data store located in the highest level of the hierarchy H1. Since the H1 hierarchy 
is formed from the hierarchical structure of 8 levels that is analogous to IDDW, it is concluded that, as the data store 
is built at a lower level of IDDW, the time elapsed to retrieve the data decreases. It is also observed from the results 
obtained when performing the experiment that the correct data retrieved also increase from 90% to 99% when the 
data store is located at the lowest level of IDDW compared to the data store located on top.   
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