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Abstract
Over the last century the electromagnetic (EM) spectrum has become ever
more accessible with advances in technology. As a result, EM filters (or
Frequency Selective Surfaces (FSSs)) have been developed for many appli-
cations. Such filters have been used on satellites and radomes. In this thesis,
novel single layer and dual layer FSS have been studied and characterised,
experimentally and using Finite Element Method (FEM) modelling, show-
ing very good agreement between the data and models. The interesting
transmission properties of these structurally complicated FSS are explained
and the physics of the resonant modes that mediate transmission is explored.
Enhanced transmission through an array of sub-wavelength apertures close
to the diffraction limit has been a popular area of physics for many years.
In addition enhanced reflection from metal patch arrays has been of great
interest. This thesis studies original extensions of conventional FSS. The
work is split into two main sections: single layer FSS and dual layer FSS.
In the first experimental chapter (chapter 5) two new single layered FSS
comprising complementary elements tessellated into composite arrays are
explored (a connected array and a disconnected array). The behaviour of
these arrays is compared with that of arrays of the constituent elements
that either exhibit enhanced transmission or enhanced reflection phenom-
ena. The behaviour of the connected composite array can be inferred from
the behaviour of arrays of the constituent elements. Interestingly for the
disconnected composite array, the behaviour can not be inferred from the
constituent elements as without one or the other of the elements in situ, the
modes supported on the composite array are not supported for the arrays
of constituent elements.
The second and third experimental chapters (Chapters 6 and 7) explore the
transmission through dual layer arrays composed of either capped holes or
capped annuli. Despite the holes being capped with a metal disc, the array
exhibits a remarkably high transmission, mediated by the annular cavity
formed between the caps and apertured metal sheet. In Chapter 7 con-
centrically nested annular patches above annular slots are used to achieve
multiple transmission pass bands.
For many applications it is often desirable to miniaturise resonant elements.
Developing this concept further, chapter 8 explores the resonant frequency
of a structured capped aperture. The internal structure of metal inclusions,
give control over the resonant frequency of the cavity, reducing it’s resonant
frequency significantly and miniaturising the size of the cavity compared to
the incident wavelength.
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Chapter 1
Introduction
The work within this thesis primarily focuses on the transmission response of metallic
arrays (a form of Frequency Selective Surface), these include both single layered and
dual layered FSSs. A secondary focus for this thesis is to present simple mechanisms to
lower the resonant frequency of these passive devices for miniaturisation purposes. The
surface structure on a FSS dictates its transmission and reflection response as a func-
tion of frequency, and these passive devices have been used for many years, for many
applications, especially in communication based devices, for example radomes. FSSs
have been studied in various forms and have been a popular area of study for physicists
and engineers over the last 40 years or more [1]. Since Ebbesen’s widely cited paper
in 1998 on enhanced transmission [2] at optical frequencies, much interest has again
been paid to this area of physics, in particular the mechanism behind enhanced trans-
mission and reflection. With today’s large range of electromagnetic devices, sometimes
for practical, and other times for purely aesthetic desires, miniaturisation of resonant
elements (for example the apertures or patches in a FSS) is necessary.
Chapter 2 Introduces transmission and reflection phenomena through metallic meshes.
Some concepts of surface plasmons are introduced and compared to spoof surface plas-
mons in the microwave regime. The concept of a bound surface wave at the interface
between two dissimilar media is introduced and the dispersion of this surface wave
derived. Expressions for the penetration depth of electromagnetic fields into the two
media and propagation length of a surface wave travelling along the interface are de-
rived and these properties at microwave frequencies introduced. The general behaviour
of metal meshes is both qualitatively described and mathematically elucidated and the
effect of diffraction on resonant surface modes and their dispersion discussed.
Chapter 3 Follows from chapter 2 introducing the asymptotic frequencies expected
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for the surface waves on arrays of circular apertures, annular apertures, and their
complementary FSSs by exploring modes within infinitely long circular and annular
waveguides for which the cut-off frequencies and field distributions are similar to that
of the waveguides cross-section and hence the arrays studied in this thesis.
Chapter 4 describes the experimental techniques used throughout this thesis to measure
the microwave transmission through the arrays studied in chapters 5, 6 and 7 for an
impinging incident plane wave. The modelling of near field techniques used in chapter
8 is also discussed. The finite element method (FEM) modelling technique and the
FEM software used throughout this thesis are introduced, and the specific modelling
techniques used for comparisons to experimental data presented in chapters 5, 6, 7 and
8 are discussed.
Chapter 5 is the first experimental results chapter in this thesis, exploring the mi-
crowave transmission through an array of tessellated complementary unit elements.
Two elements, a circular aperture in a metal square, and a circular metal patch in
a square void are tessellated to form a composite FSS. For the ideal complementary
array, a connectivity singularity is produced. To avoid this, two experimental samples
were produced, one fully electrically connected and the other just disconnected. The
transmission response of these two composite FSSs are compared with that of arrays of
the component elements, an array of circular patches and an array of circular apertures
that exhibit enhanced reflection and enhanced transmission phenomena respectively.
It is shown that the modes supported by the connected composite array may be under-
stood by studying the component arrays whereas studying the component arrays for
the disconnected composite array does not elucidate the modes supported (a similar
problem encounted in effective medium theory). In addition the transmission response
of the connected composite array is studied for several substrate thickness for which a
broadband frequency of 50 % transmission and reflection is observed. Such an electro-
magnetic response would be useful as a beam splitting device at microwave frequencies.
Chapter 6 is the second experimental results chapter, exploring the microwave trans-
mission through an array of capped circular holes in a metal sheet. Arrays of apertures
in a metal sheet have attracted much interest since Ebbesen’s study [2] of enhanced
transmission. In this present work, enhanced transmission is also observed (and shown
using FEM modelling) through an array of capped apertures despite the apertures
being capped with metal patches. The transmission is shown to be mediated by a reso-
nance in the annular cavity formed by the surfaces of the apertured metal sheet and the
metal patches (caps). The theory of a single annular cavity is explored and compared
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to the annular waveguide theory discussed in chapter 3. Modes supported by this array
are evaluated and compared with those of a cavity and their dispersion shown. The
transmission response as a function of frequency and annular radial overlap is explored
for several different layer separations.
The second order annular modes supported in the annular cavity are shown not to be
excited for normally incident plane waves. Unlike the odd order modes the second order
modes have two energy states. Which mode or modes are excited and their transmis-
sion intensity is shown to be dependent upon the polarisation and azimuth angle of
indent microwaves.
Chapter 7 is the third experimental results chapter following closely from chapter 6
exploring the microwave transmission through an array of annular slots in a metal
sheet capped with annular patches. Two annular cavities are formed for this array
each supporting their own family of annular resonances that mediate transmission. It
will be shown that between the first order resonant modes of the adjacent cavities
a phase condition exists that produces a minimum in transmission preventing these
modes from being easily coupled together to form a continous pass band. This null
is explained and the resonant modes experimentally explored. In addition a design
for multiple annular cavities within each unit cell is introduced using FEM modelling
showing a method for achieving multiple pass bands.
Chapter 8 is the final experimental results chapter following closely from chapters 6 and
7. A single annular cavity formed by a small aperture in a large metal sheet, capped
with a patch is explored using near field probes. Some initial results for designs of mul-
tiple annular cavities demonstrated in chapter 7 are briefly studied in chapter 8. The
single capped aperture, forming an annular cavity, is structured with metal inclusions
enhancing either the magnetic or electric field strength (increasing the inductance or
capacitance), or both, providing a mechanism for lowering the resonant frequency of
the annular cavity and a method for miniaturisation which is often desirable for many
modern devices. Two methods of achieving this are demonstrated experimentally and
theoretically with some simple analytic equations. An analytic prediction demonstrates
that these two methods can be combined to further reduce the resonant frequency.
Chapter 9 In this final chapter, some extensions of the work in this thesis together
with some ideas stemming from the work in this thesis are presented together with
some FEM modelling of the EM fields plotted on resonance. A FSS is presented along
with inital FEM modelling similar to that studied in chapter 5 whereby the circular
elements are substituted with “bog-bone” elements. Such a surface allows for both
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strong enhancements in the electric and magnetic fields on resonance.
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Chapter 2
Microwave transmission through
metallic arrays
2.1 Introduction
Microwave radiation is used in modern technologies such as mobile phones, satellite
television and radar (radio detection and ranging). These are just a few devices of
many, for which much research has been undertaken in this frequency regime (0.3-300
GHz) over the past seventy years or so. Controlling the transmission, absorption and
reflection of microwave radiation has become increasingly needed over the last decade
with so many technologies operating in this frequency window. Frequency selective
surfaces [1] are just one type of structure that control the electromagnetic response of
incident radiation and are used on many devices as electromagnetic filters. One exam-
ple is use in radomes which protect a radar receiver or emitter from the sand, rain and
lightning. FSSs comprise of periodically spaced elements and can take many forms.
In this thesis the transmission response through arrays of thin connected or discon-
nected metal elements are studied. These simple filters have become increasingly more
sophisticated for an ever increasing plethora of applications, demanding increased oper-
ational frequencies (bandwidth) often a miniaturised design and stability to changes in
the incident angle and polarisation of incident radiation. The bandwidth of thin metal
arrays can be increased by immersing them within a dielectric slab [3]. Other structures
such as concentric rings [4, 5] may be employed to give multiple pass bands. Whilst
a dielectric layer may increase bandwidth and lower the resonant frequency of modes
supported by the FSS, it also adds to the size and weight and may in some instances
not be desirable. For a single layered FSS immersed in a dielectric of thickness d the
resonant frequency reduces as d increases, becoming asymptotic to a reduced frequency
when d ∼ λ/8 [6, 7]. Dual layered arrays separated by a dielectric slab of thickness d
5
2. Microwave transmission through metallic arrays
have been more recently studied, these tend to form resonant cavities. A clear advan-
tage over single layered meshes immersed in dielectric, which will be demonstrated later
is that the resonant frequency decreases as the separation between the layers decreases,
reducing the size and weight of the screen at the price of a decreased bandwidth.
FSSs are diffraction gratings and support surface modes close to the onset of diffrac-
tion. These surface modes tend to disperse with changes in incident angle, azimuth
and polarisation. Often it is desired that the transmission or reflection response of a
FSS is constant in frequency over a large range of angles and polarisations (i.e., non-
dispersive). This means that a resonant transmission or reflection response (mediated
by a resonant mode) is generally desired to be far below the diffraction edge associated
with the periodicity of the grating, to minimise dispersion associated with the angle of
incidence of the EM waves.
The purpose of this chapter is to review the fundamental principles governing the trans-
mission of microwaves through FSSs. The way that electrons in a metal respond to
an incident electric field is first discussed. Using a simple array of metal strips the
concept of a capacitive mesh (filter) whereby currents are confined, and an inductive
mesh where the currents may extend as for a planar metal sheet are qualitatively ex-
plained. An overview and history of surface waves is given and the dispersion relation
of a surface wave bound at the interface between two dissimilar media derived. On
obtaining the permittivity and conductivity of metals at microwave frequencies from
the Drude model, the distance over which a surface wave travels before being strongly
attenuated (propagation length), and the depth the EM fields penetrate into the metal
and surrounding media are derived. The ratio of the electric and magnetic fields on the
surface (the surface impedance, or sheet impedance) is modified on structuring a metal
surface, being described in terms of inductive and capacitive components, expressed as
an equivalent circuit. The surface impedance of a planar interface is derived in terms
of the incident wave-vector from which the dispersion relation for both transverse mag-
netic (TM) and transverse electric (TE) surface modes can be derived for a surface of
arbitrary impedance.
These surface waves on structured surfaces are commonly referred to as “designer sur-
face plasmons” [8] as the asymptote frequencies can be designed by changes to the
inductive and capacitive surface components and their electrical configuration by ge-
ometrical modification of the surface. Surface waves on a planar interface lie outside
the radiative light cone, therefore grating coupling as a momentum enhancement tech-
nique is discussed. Finally band gaps in the surface wave dispersion curve are briefly
discussed.
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2.2 Frequency selective surfaces
2.2.1 Response of electrons driven by an incident plane wave
When a plane wave impinges on a flat metal sheet the free electrons move in the
direction of the applied field. The electrons re-radiate out of phase with the oscillating
driving electric field. The reflected wave is travelling in the opposite z -direction and
out of phase with the incident wave. A standing wave is produced and high reflection
observed.
2.2.2 Electromagnetic filters
2.2.2.1 Capacitive and Inductive filters
Me
tal
 St
rip
Dielectric Substrate
E
l
x
y
kg
g
(a)
Me
tal
 St
rip
Dielectric Substrate
E
l
x
y
kg
g
(b)
Figure 2.1: Illustration of the build up of charge on an array of metal strips under the
influence of an electric field either parallel or perpendicular to the grating vector.
When the wavelength of EM waves incident on the one dimensional filter shown in
figure 2.1 is much larger than the grating pitch (λ >> λg), the filter reflects strongly
when the electric field is polarised perpendicular to the grating vector (inductive filter,
figure 2.1(b)) and transmits strongly when the electric field is polarised parallel to
the grating vector (capacitive filter, figure 2.1(a)). For the former case the EM wave
sees the filter essentially as a continuous metal sheet where currents are driven along
the strips and re-radiate leading to high reflection. For the latter case the EM waves
sees small metal islands, currents can no longer be driven in the same manner as
for a continuous metal sheet, rather the sub-wavelength metal elements act like small
dipoles in a dielectric substrate and are unable to re-radiate efficiently, leading to high
transmission. At higher frequencies when the wavelength is comparable to the grating
pitch the high transmission or reflection from the filter weakens.
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2.2.3 Mesh filters and frequency selective surfaces
A two dimensional connected metal array (inductive mesh) and disconnected metal
array (capacitive mesh) are shown in figures 2.2(a) and 2.2(b). Unlike the one dimen-
sional strips discussed in section 2.2.2 the electrons in the inductive mesh are free to
move under the influence of the incident electric field regardless of its polarisation, re-
sulting in low transmission at low frequencies. The electrons in the capacitive mesh are
confined in all directions, resulting in high transmission at low frequencies regardless
of the incident polarisation. These principles behind the operation of electromagnetic
filters will be revisited qualitatively later in section 2.4.1. The inductive mesh in figure
2.2(a) is the complementary array to the capacitive mesh shown in figure 2.2(b) with
the metal replaced with dielectric and vice versa. For an infinitely thin FSS composed
of Perfect Electrical Conductor (PEC) and in the absence of dielectric the EM response
of the capacitive array can be inferred from knowledge of the EM response of its com-
plementary array, and vice versa. This relationship is known as Babinet’s principle and
will be discussed later in chapter 5.
Metal Substrate
Inductive mesh
High pass
(a)
Metal Substrate
Capacitive mesh
Low pass
(b)
Figure 2.2: Examples of inductive (a) and capacitive (b) meshes.
FSSs support surface waves at frequencies close to the diffraction limit. In the next
section surface waves on a planar metal interface will be discussed and on structured
metal interfaces later in section 2.4.
2.3 Surface waves on planar metal
2.3.1 Introduction
Electromagnetic surface waves are longitudinal charge density oscillations supported at
the interface between two different media. Surface waves supported on the interface
between an insulator and metal are non radiative with fields decaying into both media.
The momentum required to excite such a wave is greater than is available from an
incident plane wave. Therefore momentum enhancement techniques must be employed
to excite these modes or near field probes can be used to excite and measure surface
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waves close to the interface. A vertical component in the incident electric field is
required to generate the necessary polarisation surface charge for a surface wave. Since
TE polarised light has an electric field which is entirely transverse to the interface it
can not excite a surface wave on a planar non-magnetic metal surface. TM polarised
light however has a component of its incident electric field normal to the interface
and can therefore excite surface waves. At low frequencies (frequencies below optical)
surface waves are described as “photon like” or a “grazing photon” and are asymptotic
to the light line (ω = ck). At these low frequencies the permittivity of the metal is
dominated by a high imaginary component (large conductivity) and a negative real
component. The high imaginary permittivity of the metal leads to a loosely bound
surface wave with electric fields decaying only a tiny fraction of a wavelength into
the metal but many wavelengths into the surrounding insulating media. Such surface
waves have very large propagation lengths and are often referred to as “surface currents”
equivalent to alternating currents on a wire. At higher frequencies, the permittivity of
the metal changes rapidly with frequency, the surface wave disperses from the light line
and asymptotes to the surface plasmon frequency of the metal that lies at ultraviolet
frequencies. Towards this condition the permittivity of the metal becomes dominated
by a negative real component and the surface mode is now considered as plasmonic. By
structuring a planar metal surface a reduced “effective surface plasmon” frequency is
created and many of the properties observed at optical frequencies may then manifest
themselves at lower frequencies.
2.3.2 Overview of surface waves
This section will give a historical overview of surface waves from an optical perspective
(adapted from [9] and [10]). Electromagnetic filters have been of interest since early
observations from Rittenhouse in 1798 [11]. Rittenhouse noticed a filtering effect of
light from a street lamp through a handkerchief. He later constructed a grating made
of hairs and observed three parallel lines of equal brightness and four or five less bright
bands between the bright bands. On changing the grating pitch, Rittenhouse noted
the brightness of the bands reduced [12].
Surface waves have attracted much interest from the scientific community over the past
century being initially studied by Uller [13] in 1903. Zenneck [14] and Sommerfeld [15]
were pioneers individually developing theories on the propagation of electromagnetic
waves at the interface between a dielectric and conducting media. Wood observed
anomalous light and dark bands in the reflected spectra of candle light through a ruled
metallic grating when rotated [16]. These bands were later shown to be dependent on
the gratings surface modulation with some features only occurring when illuminated by
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transverse magnetic incident radiation. Grating theory of the time could not explain
any of these phenomena until Lord Rayliegh [17] published his “Dynamical Theory of
Gratings” in 1907 where he proposed the reflection maxima observed by Wood were
a consequence of a particular diffracted order becoming evanescent with the energy it
carries being redistributed into other propagating orders, explaining in part Wood’s
observations (the bright bands). These finding were later confirmed by Wood [18, 19]
and Ingersoll [20]. Strong observed that the reflection minima were sensitive to the
choice of metal [21] and Fano [22] proposed that these minima (dark bands) were a
result of a special case of surface waves as previously discussed by both Zenneck and
Sommerfeld. When diffracted orders become evanescent they produce two superficial
waves that are bound to the surface not transferring energy to other diffracted orders
as for the other Woods anomaly. Fano considered the grating equation confirmed by
Fraunhofer in 1821
mλ0 = (sinθm − sinθi)λg (2.1)
where λ0 is the free space wave-vector, m is an integer, θm is the polar angle from
the normal to the diffracted order, θi is the incident polar angle and λg is the grating
pitch. When sinθm < 1 the diffracted order is regular and propagating whereas when
sinθm > 1 the diffracted order becomes evanescent and diffracts into a pair of surface
waves bound at the interface and decaying exponentially into both bounding media.
Goubau in 1950’s [23, 24], Rotman [25] Barlow et. al. [26] and Cullen [27] demon-
strated that structuring a metal surface modified the surface impedance increasing its
reactive (inductive) component. This modification increased the binding energy of an
electromagnetic surface wave.
Teng and Stern [28] suggested in 1967 that optical gratings were imparting additional
momentum to allow coupling to the surface plasmon and were able to map out its dis-
persion. Later Ritchie [29] and Beaglehole [30] in the 1960’s provided extensive studies
of grating-coupled surface plasmon polaritons.
More recently structuring surfaces in order to create “designer” plasmonic surfaces, has
been studied particularly since the emergence of metamaterials. Pendry et. al. in 2004
[8] presented the idea that an array of sub-wavelength holes cut deep in a metal slab can
be considered as having an effective permittivity such that the cut-off frequency of the
holes acts as an “effective surface plasmon” frequency. Hibbin’s et. al. experimentally
demonstrated this concept in 2005 [31] and previous studies by Sievenpieper [32] have
shown similar results. These designer surfaces allow for the effective surface plasmon
frequency to be chosen and the dispersion of the modes tuned by surface structuring.
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2.3.3 Surface wave derivation
Consider a planar interface between two dissimilar media 1 and 2 each with a complex
permittivity εm = εmr + iεmi where the subscripts m, r and i donate the media, and
real and imaginary permittivity components (figure 2.3(a)). The dispersion of a surface
wave will be derived in this section. The derivation is adapted from Raether 1988 [33].
Consider a transverse magnetic plane wave incident on the interface between media 1
and 2. TM polarised light propagating with a wave vector k = (kx, 0, kz) has electric
and magnetic fields of the form
E = [Ex, 0, Ez] e
i(kxx+kzz−ωt) (2.2)
and
H = [0, Hy, 0] e
i(kxx+kzz−ωt). (2.3)
The component of the electric displacement vector normal to the interface must be
continuous across it such that
Dz1 = Dz2. (2.4)
Therefore the relationship between the electric fields at the interface is given by
Ez1 =
ε2r
ε1r
Ez2. (2.5)
If the first medium is a dielectric with a positive real permittivity and the second
medium is a metal, that will be shown later to have a negative real permittivity, then
the normal electric field will change direction as the interface is transversed. This is
the necessary requirement to set up surface charges to support a surface wave.
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Figure 2.3: (a) Illustration of the incident, reflected and transmitted rays for a trans-
verse magnetic plane wave incident on an interface between two dissimilar media. (b)
Illustration of the resultant bound surface wave to the interface with exponentially
decaying fields either side of the boundary.
Applying Maxwell’s equation in the absence of free charge to equations 2.2 and 2.3
yields
∇∧H = ε∂E
∂t
(2.6)
and
Hy =
εωEx
kz
= −εωEz
kx
. (2.7)
Given that a surface wave is bound to the interface (i.e., non radiative with fields
decaying exponentially into both media as in figure 2.3(b)) the incident or reflected
field can be arbitrarily set to zero. The incident field is set to zero and the reflected and
transmitted fields are given by equations 2.8, 2.9, 2.10 and 2.11 (note with substitutions
from equation 2.7, E and H can be expressed in terms of Ex)
Er1 = E
r
x1
[
1, 0,
kx1
kz1
]
ei(kx1x−kz1z−ωt), (2.8)
Et2 = E
t
x2
[
1, 0,−kx2
kz2
]
ei(kx2x+kz2z−ωt), (2.9)
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Hr1 = E
r
x1
[
0,−ωε1
kz1
, 0
]
ei(kx1x−kz1z−ωt), (2.10)
and
Ht2 = E
t
x2
[
0,−ωε2
kz2
, 0
]
ei(kx2x+kz2z−ωt). (2.11)
The boundary condition at the interface (equation 2.5) requires that both the electric
and magnetic fields are continuous, which yields
Erx1 = E
t
x2 (2.12)
and
Hry1 = H
t
y2. (2.13)
Therefore
Hry1 = H
t
y2 = −Erx1
ε1ω
kz1
= Etx2
ε2ω
kz2
(2.14)
and
ε1
kz1
= − ε2
kz2
. (2.15)
Further to this, conservation of momentum requires that the wave-vector along the
interface is continuous, which yields
kx1 = kx2 = kx (2.16)
The z -component of the wave-vector in the reflected (medium 1) and transmitted
(medium 2) media may be expressed by equation 2.17 with the subscript m describing
which medium the wave is travelling in.
kzm =
(
εmk
2
0 − k2x
) 1
2 . (2.17)
By substituting equation 2.17 into equation 2.15 the surface wave relation is derived
ksw = kx = k0
(
ε1ε2
ε1 + ε2
) 1
2
, (2.18)
and the decay constants kz1 and kz1 into media 1 and 2 respectively can be expressed
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as
kz1 = k0
(
ε21
ε1 + ε2
) 1
2
(2.19)
and
kz2 = k0
(
ε22
ε1 + ε2
) 1
2
. (2.20)
2.3.4 Spatial extent of surface waves
In this section (adapted from [34]) the penetration depth of the electric fields of the
surface wave into the bounding media and the distance travelled by the bound surface
wave before being attenuated strongly are derived. In order to derive these quantities
the macroscopic response of the metal surface to the incident electric field (the permit-
tivity) is needed and an approximation can be obtained from the Drude free electron
model
2.3.4.1 Permittivity and conductivity at microwave frequencies
The Drude model [35, 36] gives a frequency dependent expression for the permittivity
((ε) equation 2.21) of a metal as a function of ωp, the plasma frequency and γ, the
damping constant which is equal to the inverse of the average time between collisions
(τ). The real and imaginary components of the permittivity are given by equations
2.22 and 2.23
ε = 1− ωp
2
ω2 + iγω
, (2.21)
therefore
εr = 1− ωp
2
ω2 + γ2
(2.22)
and
εi =
ωp
2γ
ω(ω2 + γ2)
. (2.23)
The complex conductivity of the metal (σ) can also be expressed in terms of the complex
permittivity
ε = 1− iσ
ωε0
(2.24)
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therefore rearranging and with substitutions from equations 2.22 and 2.23 yields the
real and imaginary parts of the conductivity in terms of the permittivity
σr = ωε0εi (2.25)
and
σi = ωε0(εr − 1). (2.26)
Note the plasma frequency is given by
ωp =
√
ne2
mε0
, (2.27)
where n is the electron density and e and m are the charge and mass of the electron
respectively. On substitution of the plasma frequency (ωAlp = 2.3×1016Hz) and damping
constant (γAl = 1.44× 1014Hz) taken from reference [37] the complex permittivity and
conductivity of aluminium are derived for a large range of frequencies (figure 2.4).
(a) (b)
Figure 2.4: Permittivity (a) and conductivity (b), of aluminium derived from the
Drude model plotted as a function of wavelength.
At microwave frequencies the permittivity is dominated by a large positive imagi-
nary component and a negative real component and the conductivity is dominated by
a large real component (σAlr = 3.816× 107 Sm−1 [38]).
2.3.4.2 Propagation length
In this section the complex wave-vector parallel to the air-metal interface (kx = ksw)
is derived in terms of complex permittivity of the metal and used in turn to derive
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the propagation length of a surface wave. Starting with the dispersion relation of a
surface wave derived previously (equation 2.18). It will be assumed that the dielectric
permittivity (ε1) has a negligible imaginary component (ε1i ' 0). The metal will have
a complex permittivity (ε2 = ε2r + iε2i) and the resulting complex wave vector of the
surface wave will take the form (kx = kxr + ikxi). Therefore
kx = k0
(
ε1ε2
ε1 + ε2
) 1
2
= kx = kxr + ikxi = k0
(
ε1(ε2r + iε2i)
ε1 + (ε2r + iε2i)
) 1
2
. (2.28)
On squaring both sides, and rearranging into the real and imaginary components this
yields
kxr
2 − kxi2
k02
+ i
2kxrkxi
k02
=
ε1rε2r(ε1r + ε2r) + ε1rε2i
2
(ε1r + ε2r)2 + ε2i2
+ i
ε1
2ε2i
(ε1r + ε2r)2 + ε2i2
. (2.29)
Separating out the real and imaginary components gives
kxr
2 − kxi2
k02
=
ε1rε2r(ε1r + ε2r) + ε1rε2i
2
(ε1r + ε2r)2 + ε2i2
= εα (2.30)
and
2kxrkxi
k02
=
ε1
2ε2i
(ε1r + ε2r)2 + ε2i2
= εβ. (2.31)
Note that εα and εβ are convenient forms for the RHS of the above equations and do
not have the same dimenionality as permittivity. Equation 2.31 can be arranged in
terms of either kxr or kxi in the following form(
kxr
2
kx02
)
=
(
k0
2
kxi2
)
εβ
2
4
(2.32)
and (
kxi
2
kx02
)
=
(
k0
2
kxr2
)
εβ
2
4
. (2.33)
On substitution of equations 2.32 and 2.33 into 2.30, quadratic equations are formed
in terms of
(
kxr2
k02
)
and
(
kxi
2
k02
)
(
kxr
2
k02
)2
−
(
kxr
2
k02
)
εα − εβ
2
4
= 0 (2.34)
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and
−
(
kxi
2
k02
)2
−
(
kxi
2
k02
)
εα +
εβ
2
4
= 0. (2.35)
On solving these quadratic equations the real and imaginary wave vector of the surface
wave are given by
kxr = ±k0
√
εα +
√
εα2 + ε12ε2i2
2
(2.36)
and
kxi = ±k0
√
−εα +
√
εα2 + ε12ε2i2
2
. (2.37)
A wave travelling along a surface at a position x from its point of origin (x = 0) takes the
form E(x) = E0e
i(kxx−ωt). Here kx is complex therefore the wave is damped by a factor
e−kxi and the intensity (the square of the electric field) by e−2kxi . The propagation
length (Lx) defined as the length over which the intensity of the wave reduces to 1/e
of its initial value, is given by
Lx =
1
2kxi
(2.38)
On substitution of equation 2.37 into 2.38 an expression for the propagation length of
a surface wave is obtained:
Lx =
1√
2k0
√
−εα +
√
εα2 + ε12ε2i2
. (2.39)
By substituting the permittivity shown in figure 2.4 into equation 2.39 the propa-
gation length is derived over a large frequency range figure 2.5. It is observed that at
microwave frequencies, surface waves on a planar dielectric-metal interface propagate
just like an alternating current on a wire with a very large propagation length compared
to the wavelength of the radiation.
2.3.4.3 Penetration depth and skin depth
In this section the complex wave-vector normal to the air/metal interface (kz) is derived
in terms of complex permittivity of the metal and used in turn to derive the penetration
17
2. Microwave transmission through metallic arrays
Figure 2.5: Propagation length of a surface wave bound at the interface between air
and aluminium.
depth into the metal. Starting with normal wave-vector rewritten as
kzm
k0
=
(
εm − kx
2
k02
) 1
2
. (2.40)
From equations 2.30 and 2.31 the wave-vector (kx) can be rewritten in terms of εα and
εβ as
kx2
k02
= εα + iεβ. Substitution of this expression into equation 2.40 and squaring
both sides of the equation yields
kzmr
2 − kzmi2
k02
+ i
2kzmrkzmi
k02
= (εmr − εα) + i (εmi − εβ) . (2.41)
Separating out the real and imaginary components gives
kzmr
2 − kzmi2
k02
= (εmr − εα) (2.42)
and
2kzmrkzmi
k02
= (εmi − εβ) . (2.43)
Equation 2.43 can be arranged in terms of either kzmr or kzmi in the following form(
kzmr
2
k02
)
=
(
k0
2
4kzmi2
)
(εmi − εβ)2 (2.44)
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and (
kzmi
2
k02
)
=
(
k0
2
4kzmr2
)
(εmi − εβ)2 . (2.45)
On substitution of equations 2.44 and 2.45 into 2.42, quadratic equations are formed
in terms of
(
kzmr2
k02
)
and
(
kzmi
2
k02
)
. Therefore
(
kzmr
2
k02
)2
−
(
kzmr
2
k02
)
(εmr − εα)− 1
4
(εmi − εβ)2 = 0 (2.46)
and
−
(
kzmi
2
k02
)2
−
(
kzmi
2
k02
)
(εmr − εα) + 1
4
(εmi − εβ)2 = 0 (2.47)
On solving these quadratic equations the real and imaginary z components of the wave-
vector of the surface wave are given as
kzmr = ±k0
√√√√(εmr − εα)±√(εmr − εα)2 + (εmi − εβ)2
2
(2.48)
and
kzmi = ±k0
√√√√− (εmr − εα)∓√(εmr − εα)2 + (εmi − εβ)2
2
. (2.49)
A wave travelling into either media from the interface (at z=0) takes the form E(z) =
E(0)ei(kzz−ωt). Here kz is complex therefore the electric field is damped by a factor
e−kzi and the intensity by e−2kzi . The penetration depth (δm) is defined as the depth
into the bounding media at which the intensity of the wave reduces to 1/e of its initial
value and is given by
δm =
1
2kz
(2.50)
therefore
δm =
1
2k0
√√√√ 2
− (εmr − εα) +
√
(εmr − εα)2 + (εmi − εβ)2
. (2.51)
This is the expression for the penetration depth describing the intensity reduction, not
to be confused with the skin depth (δs) which describes the electric field reduction
(Note 2δs ' δ2). The skin depth at microwave frequencies is very sub-wavelength on
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the order of 1 µm. By substituting the permittivity shown in figure 2.4 into equation
2.51 the penetration depth into the metal and surrounding media is derived over a large
range of frequencies, shown in figure 2.6 for an air-aluminium interface. From figure
2.6 it is observed that the electric field penetrates only a small fraction of a wavelength
into the metal however the electric field penetrates many wavelength into the dielectric
medium at microwave frequencies. Such surface waves at microwave frequencies are
considered to be loosely bound to the interface.
(a) (b)
Figure 2.6: Penetration depth (and skin depth) of an electromagnetic surface wave
into both bounding media (aluminium (a) and air (b)).
2.3.5 Surface wave dispersion curve
The propagation length and penetration length have been derived in the previous two
sections. In this section the permittivity given by the Drude model (equations 2.22
and 2.23) is substituted into the dispersion relation of a surface wave (equation 2.18)
such that the dispersion of a wave bound on a planar air-aluminium interface can be
visualised (illustrated by figure 2.8). The surface wave lies outside the radiative light
cone. It therefore can not be coupled to by incident radiation within the light cone (note
the light line represents a photon grazing along the interface travelling at the speed of
light). At low frequencies such as at microwave frequencies and into the infrared the
surface wave is close to the light line and propagates close to the speed of light. The
propagation length of waves at these frequencies was shown in the previous sections
to be large and the penetration depth of the electric field into the metal is also small,
subsequently the surface wave is not strongly attenuated. At higher frequencies (optical
frequencies) the surface wave disperses from the light line and its velocity reduces as it
becomes more confined to the interface (plasmon-like). At these frequencies the electric
20
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Figure 2.7: Schematic of the polarisation surface charge distribution and electric fields
generated by the charge distribution at an instant in time for a surface wave mode.
The fields penetrate less into the metal (medium 2) than the air (medium 1).
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Figure 2.8: Illustration of a surface wave bound at an air-metal interface being asymp-
totic to the plasma frequency.
field penetration into the metal is greater leading to higher confinement and absorption
through Joule heating. As a consequence the propagation length is small. Eventually
the wave asymptotes to the surface plasmon frequency above which point the surface
wave ceases to exist. By adding a thick dielectric layer over the metal the asymptotic
frequency reduces as shown in figure 2.8(b).
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2.3.6 Surface impedance
The following section is adapted from [39, 40]. Assuming the real permittivity of the
metal (ε2r) is much larger than that of the insulating media (ε1r) then the complex
decay constant kz2 in the metal can be expressed as
kz2 = k0
(
ε22
1 + ε2
) 1
2
' k0 (ε2)
1
2 . (2.52)
Given that at microwave frequencies ε2i >> ε2r and using DeMoivre’s theorem (
√
i =
cos(pi2 ) + isin(
pi
2 ) =
(1+i)√
(2)
) [41] this expression may be simplified and approximated by
kz2 ' k0 (iε2i)
1
2 = k0(1 + i)
(ε2i
2
) 1
2
. (2.53)
This could have equally been proven by substituting the approximations εα = 1 and
εβ =
1
ε2i
into equations 2.48 and 2.49. Noting from equation 2.24 that the imaginary
permittivity can be expressed in terms of the real conductivity (ε2i =
σ2r
ωε0
) yields
kz2 = (1 + i)
(
k0
2σ2r
2ωε0
) 1
2
= (1 + i)
(µ0ωσ2r
2
) 1
2
=
(1 + i)
σ2rδ
, (2.54)
where the skin depth (δs) is defined as
δs =
(
2
µ0ωσ2r
) 1
2
. (2.55)
The electric field and current density both decay with depth (z-direction) into the
metal. The current density Jx(z) at a depth z is related to the electric field at the
surface Ex(0) by
Jx(z) = σ2rEx(z) = σ2rEx(0)e
−zkz2 = σ2rEx(0)e−z(1+i)/δs , (2.56)
and the magnetic field at the surface can be calculated by integration of the current
density
Hy(0) =
∫ ∞
0
Jx(z)dz =
σ2rδs
(1 + i)
Ex(0). (2.57)
The surface impedance Zs, defined as the ratio of the electric and magnetic fields at
the surface, is given by
Zs =
Ex(0)
Hy(0)
=
1 + i
σ2rδs
. (2.58)
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Impedance is expressed as Z = R+ iX where R is the real part of the impedance (the
resistance) and X is the imaginary impedance (the reactance). The reactance may
be composed of capacitive (XC =
−1
ωC ) and inductive components (XL = ωL). From
equation 2.58 it is observed that the impedance at the surface has equal real and imag-
inary components for a planar metal-air interface (at low frequencies). The reactance
is positive and therefore the surface acts as an inductive surface at low frequencies.
2.4 Surface waves on structured metal surfaces
2.4.1 Equivalent circuit model of periodic arrays
The surface of a FSS can be modelled as an equivalent circuit which may be used to
predict the transmission coefficient as a function of frequency for various incident angles
[42–47].
The equivalent circuit model is a valuable tool for qualitatively describing the behaviour
of a FSS. It can very accurately predict the EM response of an array if the values of L
and C are known. However for even fairly simplistic arrays, the values of L and C must
be calculated empirically and the model then losses its simplicity. Although equivalent
circuit theory is not used to provide quantitative results for the FSS studied in this
thesis it is used to provide some qualitative discussions.
2.4.1.1 Parallel circuit
Parallel circuit
Metal
AirInductor (L)
Capacitor (C)
Wire
C L N
Mi
x y
Figure 2.9: Illustration of an inductive mesh as a parallel circuit for a current (i).
The square apertures in each unit cell (outlined by a red dotted line in figure 2.9)
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are considered as a capacitor and inductor in parallel. Consider the array to have N
unit cells in the y direction and M in the x direction. The current flowing in the y
direction is divided across M unit cells. For each strip of M elements the inductors
(L) and capacitors (C) add in parallel such that their total values are Lt = L/M and
Ct = MC respectively. The impedance of this strip of M elements is given by
ZM =
iωL
M(1− ω2LC) . (2.59)
Each strip of M elements is then added in series such that the total surface impedance
is given by
ZMN =
iωLN
M(1− ω2LC) . (2.60)
Consider a square array of these elements, then M = N . Therefore the sheet impedance
is given by
Zparallel =
iωL
(1− ω2LC) . (2.61)
On resonance the impedance of the inductors is the same as the capacitors and the sheet
impedance goes to infinity for a parallel circuit as ZCp = ZLp, with the denominator of
equation 2.61 equalling zero, giving the resonant frequency of the connected aperture
array
ω =
1√
LC
. (2.62)
It is clear that if ω2 < 1/LC then Zparallel is positive and the aperture array acts as
an inductive surface. For ω2 > 1/LC, Zparallel is negative and the aperture array acts
as a capacitive surface. Therefore in a similar manner as for a planar metal sheet, an
inductive surface supports TM surface modes, and TE surface modes are not supported
below ω2 = 1/LC. Above ω2 = 1/LC, TE surface modes are supported.
2.4.1.2 Series circuit
The square metal patches in each unit cell (outlined by a red dotted line in figure 2.9)
are considered as a capacitor and inductor in series. Using a similar methodology to
that in the previous section, the elements in the y direction add in series. For a strip
of N elements the inductors (L) and capacitors (C) add in series such that their total
values are Lt = NL and Ct = C/N respectively. If Ze is the impedance of a single
element, the impedance of this strip of N elements in series is therefore ZeN . The
strips of N elements are in parallel with one another therefore the impedance of the
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Series circuit
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AirInductor (L)
Capacitor (C)
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M
N
i
yx
Figure 2.10: Illustration of a capacitive mesh as a series circuit for a current (i).
surface is given by ZeN/M and as before we now set M = N . The sheet impedance of
a disconnected array of patches is given by
Zseries =
i(ω2LC − 1)
ωC
. (2.63)
On resonance the impedance of the inductors is the same as the capacitors and the
sheet impedance tends to zero as ZCp = ZLp. It is clear that if ω
2 < 1/LC then Zseries
is negative and the patch array acts as a capacitive surface. For ω2 > 1/LC, Zseries is
positive and the patch array acts as an inductive surface. A capacitive surface supports
TE surface modes, and TM surface modes are not supported below ω2 = 1/LC. Above
ω2 = 1/LC, TM surface modes are supported.
2.4.1.3 Reflection and transmission from an FSS layer
Generally a FSS layer in the absence of a dielectric substrate is very thin so the phase
shift through the layer is ignored. Therefore the transmission and reflection coefficients
from the top interface are equal to those through the bottom interface. As such the
normalised reflection R and transmission T coefficients may be expressed as
R = rr∗ =
1
4 |Xn|2 + 1
(2.64)
and
T = tt∗ =
4 |Xn|2
4 |Xn|2 + 1
, (2.65)
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from reference [43] where Xn is the reactive part of the surface impedance (Z = iX)
normalised by the impedance of free space (Xn = X/Z0). Note the discussions in
sections 2.4.1.1 2.4.1.2 and here are valid when λ is less than the pitch of the array [46]
2.4.1.4 TM surface waves on a planar interface
Assuming the geometry in figure 2.3(b) of a planar interface between two dissimilar
media, a surface wave propagates in the x direction with fields decaying in both z
directions. The relationship between the electric and magnetic fields Ex and Hy was
derived previously (equation 2.14 from Amperes law as Hty =
ε1ωEtx
kz1
). On substitution
of this expression into 2.73 the surface impedance of a TM surface wave Zs(TM) on a
planar interface is defined as
Zs(TM) = −
kz1
ωε1
. (2.66)
The surface wave dispersion relation can be derived for such a surface by rearranging
equation 2.17 for kz1 and substituting into equation 2.66 (kzm
2 = εmk
2
0 − k2x). Now let
kx = kTM , then
kTM
2 = k20 − Z2s(TM)ω20ε02. (2.67)
Therefore using the identities for free space impedance Z0 =
√
µ0
ε0
and c = 1√µ0ε0 =
ω
k
yields
kTM = k0
(
1−
Z2s(TM)
Z20
) 1
2
. (2.68)
This is the dispersion relation for a TM surface mode supported on an arbitrary induc-
tive planar surface (or approximately planar).
2.4.1.5 TE surface waves on a planar interface
Now consider a TE wave striking the interface shown in figure 2.3(b). The electric
fields are entirely transverse on the surface with no normal components, i.e. lie in the
y direction and the magnetic field has components in both the x and z directions. The
x component of the magnetic field will take the following form:
Hx = Hx0e
i(kxx+kz1z−ωt). (2.69)
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Using Faraday’s law, the electric field can be found,
∇∧E = −µ∂H
∂t
. (2.70)
Derivatives of the field components yield
∂Ey
∂z
= −iωµHx. (2.71)
Substitution of equation 2.69 into equation 2.71 and integrating with respect to z yields
the electric field expression.
Ey = −ωµ1Hx0
kz1
ei(kxx+kz1z−ωt). (2.72)
On substitution of equation 2.72 into 2.73 the surface impedance of a TE surface wave
(Zs(TE)) on a planar interface is defined as again the ratio of the electric and magnetic
fields.
Zs(TE) = −
iωµ1
kz1
. (2.73)
For a non magnetic metal the permeability µ is considered to be purely real. It can be
shown by substitution of kz1 into this expression that the reactive component is negative
therefore capacitive for a planar non magnetic sheet and therefore a TE mode cannot
be supported. However if µ is complex a TE mode can be supported. The surface wave
dispersion relation can be derived for such a surface by rearranging equation 2.17 for
kz1 and substituting into equation 2.66 (kzm
2 = εmk
2
0 − k2x). Note let kx = kTE , then
kTE
2 = k20 −
ω20µ0
2
Zs(TE)2
, (2.74)
kTE
2 = k20
(
1− ω
2
0µ0
2
k20Zs(TE)
2
)
, (2.75)
kTE
2 = k20
(
1− µ0
ε0Zs(TE)2
)
, (2.76)
therefore
kTE = k0
(
1− Z
2
0
Zs(TE)2
) 1
2
. (2.77)
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2.4.1.6 Surface waves on a high impedance surface
The dispersion of a surface wave on a planar air-metal interface shows the surface
wave is close to the light line at microwave frequencies and disperses from it at optical
frequencies reaching an asymptotic frequency of the surface plasmom frequency of the
metal. By structuring a metal surface the impedance of that surface is changed. If the
surface is considered as planar, the dispersion of the surface wave is given by equations
2.68 for a TM surface wave and equations 2.77 for a TE surface wave. The surface
impedance in sections 2.4.1.1 and 2.4.1.2 can clearly be modified by changing the
surface geometry to give designer inductive and capacitive components. In doing so,
the surface wave supported by the interface can be modified to asymptote at a designer
frequency. Such surface waves are often referred to as “designer surface plasmons” or
“spoof surface plasmons”.
2.4.2 Diffraction gratings
Diffraction gratings are used exclusively throughout this thesis to couple incident ra-
diation to surface modes supported on a frequency selective surface. In chapter 5, 6,
and 7 the grating modulation arises from the etched periodic structure on a thin metal
sheet. The grating provides momentum enhancements in integer numbers of the grat-
ing vectors, |kgx| = 2piλgx and |kgy| = 2piλgy , where λgx and λgy are the periodicity of the
grating in the x and y directions.
The wave-vector of a surface wave (ksw) on a diffraction grating with a grating vector
(G) excited by an incident in-plane wave-vector (k0sinθ) is given by
ksw = k0sinθ +G. (2.78)
The grating vector is expressed as
G = mxkgxxˆ+mykgyyˆ, (2.79)
where mx and my are integers. The in-plane (x,y) wave-vector is defined as
k0sinθ = kxxˆ+ kyyˆ (2.80)
therefore
k0sinθ = k0sinθcosφxˆ+ k0sinθsinφyˆ. (2.81)
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Figure 2.11: Schematic of a metallic bi-grating where k0 is the incident wave-vector,
ψ is the incident azimuth angle, θ is the incident polar angle and k0sinθ is the incident
in-plane wave-vector.
On taking the dot product of 2.78 with itself and subsequent substitution of 2.79 and
2.81 yields
k2sw = k
2
0sin
2θ + 2k0sinθ(mxkgxcosψ +mykgysinψ) + (m
2
xk
2
gx +m
2
yk
2
gy) (2.82)
In section 2.4.1.5 the dispersion relation of a surface that supports a TM surface wave
was derived (equation 2.68). Clearly kTM = k0sinθ therefore equation 2.82 can be
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rewritten for a TM surface wave scattered back into the radiative light cone as
k2sw =k
2
0
(
1− Zs(TM)
2
Z20
)
+ 2k0
(
1− Zs(TM)
2
Z20
) 1
2
(mxkgxcosψ +mykgysinψ) + (m
2
xk
2
gx +m
2
yk
2
gy)
(2.83)
In section 2.4.1.5 the dispersion relation of a surface that supports a TM surface wave
was derived (equation 2.77). Clearly now kTE = k0sinθ therefore equation 2.82 can be
rewritten for a TE surface wave scattered back into the radiative light cone as
k2sw =k
2
0
(
1− Z
2
0
Zs(TE)2
)
+ 2k0
(
1− Z
2
0
Zs(TE)2
) 1
2
(mxkgxcosψ +mykgysinψ) + (m
2
xk
2
gx +m
2
yk
2
gy)
(2.84)
Dispersion diagrams are used in this thesis to compare how a surface mode disperses
relative to light lines or diffracted light lines. A light line represents a grazing photon
and has a momentum ksw = k0. Therefore
k20(1− sin2θ)− 2k0sinθ(mxkgxcosψ +mykgysinψ)− (m2xk2gx +m2yk2gy) = 0. (2.85)
By substituting into equation 2.85 the possible grating vectors allows for visualising
the intersection of a grazing photon scattered from a grating vector through the plane
of incidence (i.e., where measurements can be made).
The intersection of grazing photons scattered from the (0,±1), (±1, 0) and (±1,±1)
diffraction planes, for the incident planes studied throughout this thesis will now be
derived. Consider the square bi-grating shown in figure 2.11 where kgy = kgx = kg.
2.4.2.1 Light lines and light cones
For ψ = 0◦ equation 2.85 reduces to
k20(1− sin2θ)− 2k0sinθmxkg − (m2xk2g +m2yk2g) = 0 (2.86)
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Figure 2.12: Illustration of the intersection of scattered photons from various grating
vectors incident on the ψ = 0◦ plane of incidence. (a) illustrates the (0,±1), (b) the
(±1, 0) and (c) the (1,−1)/(1, 1) scattered light cones. (d) lines of intersection of these
light cones with the incident plane.
The degenerate out of plane parabolic (0,±1) light lines, in-plane linear (±, 0) light
lines and (0,±1) and (±1,±1) light lines are expressed respectively as
k0 =
kg
(1− sin2θ) 12
, (2.87)
k0 =
kg
(1± sinθ) (2.88)
and
k0 =
kg
(
±sinθ +
√
2− sin2θ
)
(1− sin2θ) (2.89)
For equation 2.88 the positive and negative solutions are for the (1, 0) and (−1, 0) light
lines respectively. For equation 2.89 the positive and negative solutions are for the
degenerate (1,±1) and (−1,±1) light lines respectively.
For ψ = 45◦ , cosψ = sinψ = 1√
2
and therefore equation 2.85 reduces to
k20(1− sin2θ)−
√
2k0sinθmxkg − (m2xk2g +m2yk2g) = 0 (2.90)
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Figure 2.13: Illustration of the intersection of scattered photons from various grating
vectors incident on the ψ = 45◦ plane of incidence. (a) illustrates the (0,±1), (b) the
(±1, 0) and (c) the (1,−1)/(1, 1) scattered light cones. (d) lines of intersection of these
light cones with the incident plane.
The (0,±1)/(±, 0) light lines and (1, 1)/(−1,−1) light lines and the degenerate
(1,−1)/(−1, 1) light lines are expressed respectively as
k0 =
kg
(
±sinθ +
√
2− sin2θ
)
√
2(1− sin2θ) , (2.91)
k0 =
√
2kg (1± sinθ)
(1− sin2θ) (2.92)
and
k0 =
2kg
(1− sin2θ) 12
. (2.93)
For equation 2.91 the positive and negative solutions are for the degenerate (1, 0)/(0, 1)
and (−1, 0)/(0,−1) light lines respectively. For equation 2.92 the positive and negative
solutions are for the degenerate (1, 1) and (−1,−1) light lines respectively
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2.4.2.2 Dispersion of surface modes on a grating
To illustrate how surface modes disperse from the light lines discussed in the previous
section, here we will consider a mono grating with only one grating vector. We already
know that on a planar metal interface a surface mode will follow the light line in non
radiative k-space dispersing from it as it slows down towards an asymptote frequency.
The mode is scattered by the grating vectors into the radiative light cone and can now
be excited using an incident plane wave in the far field. The scattering will occur for
multiple integers of the grating vector and produce the dispersion as shown in figure
2.14.
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w
kxkgx 2kgx-kgx-2kgx 0
(a)
Figure 2.14: Dispersion diagram showing the light lines (grazing photons) scattered
from the (±m, 0) grating planes (black lines). Surface modes are shown as red lines.
The grey shaded region represents the intersection points of the incident plane with
the radiative light cone.
2.4.2.3 Energy gaps in the dispersion of a surface wave
w
kxkgx-kgx 0
(a)
Figure 2.15: Dispersion diagram showing the light lines (grazing photons) scattered
from the (±1, 0) grating planes (black lines). The surface modes scattered into the
radiative light cone (grey shaded area) from these vectors band gaps as they cross at
normal incidence.
Energy gaps may open up in the dispersion relation (figure 2.15) of surface waves
propagating along a corrugated metal-dielectric interface in a similar way to the elec-
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trons in a crystal lattice. This is not discussed in this thesis at any depth however some
results in chapter 5 exhibit these characteristics. Therefore the reader is referred to
[48–50]. Band gaps arise when there are two possible energies (associated with different
EM field distributions) that occur at the same wave-vector (see Barnes et. al. [51]).
2.5 The phenomena of enhanced transmission through pe-
riodic arrays
In 1998 Ebbesen et. al. [2] studied an array of cylindrical holes in metal sheets backed
by a dielectric film. They observed enhanced optical transmission through the array
that was many orders of magnitude larger than that predicted by Bethe [52] in 1944 for
a single aperture, and latter studies on higher order Bethe effects [53–55]. Ebbesen et.
al. conducted many experimental variations including metal choice, hole size and depth,
and film thickness. It was noted that the enhanced transmission could be attributed
to surface plasmons with two important clues suggesting so; the absence of enhanced
transmission in arrays of holes in dielectric rather than metal; the angular dependence of
the spectra from the metal samples were shown to disperse in a similar manner to surface
plasmons on reflection gratings. In the same year Ghaemi et. al. [56] demonstrated that
it was indeed surface plasmons which were responsible for this enhanced transmission.
In 1999 Thio et. al. [57] found that the energy-integrated transmission normalised
to the area of the holes was independent of the hole diameter but proportional to the
number of elements per unit area. In 2000 Grupp et. al. [58] performed a series
of experiments which demonstrated that the transmission enhancement was strongly
related to the choice of metal of one skin depth thick. Grupp measured the transmission
response of a Nickel sheet perforated with holes. On coating the array on one side with
a more ideal metal (i.e., −εr >> εi), in this case silver, the transmission of the surface
plasmon maximum was increased. When coated on both sides the transmission was
further enhanced. Barnes et. al. [59] demonstrated that the enhanced transmission
phenomena was consistent with it being mediated by SPP’s but like many studies stated
that this may not be the only cause. Many theoretical studies have also converged on
the opinion that SPP’s are responsible for enhanced transmission [60–64]. It must
be noted that studies such as [65] have shown transmission enhancements through
a single aperture in the absence of a grating. Other studies have shown enhanced
transmission through a single hole surrounded by concentric grooves (a grating) [34,
66, 67]. Microwave filters are able to completely transmit radiation incident on their
surface and at these frequencies there are no surface plasmons. Consequently the role
of surface plasmons in enhanced transmission has been debated. In 2004 the idea of
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surface plasmon involvement was revived by Pendry et. al. [8]. They proposed that
an array of sub-wavelength deep holes in a metal slab can be considered to have an
effective permittivity such that the cut-off frequency of the holes acts as an “effective”
surface plasmon frequency. This was experimentally verified by Hibbins et. al. in 2005
[31]. However there is still some debate about the nature of the involvement [68, 69].
2.6 Summary
This chapter has identified the fundamental principles governing the transmission of
microwaves through a FSS. A brief description of how electrons respond to an external
electric field when they are unconfined, and confined, and how the confinement affects
transmission has been given. A brief overview and history of surface waves was given
and their dispersion relation derived for a planar interface. The propagation length
and penetration depth of the electric fields of a surface wave were derived using per-
mittivities obtained from the Drude free electron model. A discussion on representing
an FSS by an equivalent circuit has been given providing a quantitative description
of inductive and capacitive meshes. The surface impedance and dispersion relation
of surface modes supported on these surfaces has been derived for both TM and TE
surface waves. Grating coupling as a momentum enhancement technique to couple to
these surface waves and band gaps in the dispersion curve are discussed. In the next
chapter the resonant frequencies of common waveguide geometries found throughout
this thesis are discussed. These will provide the asymptote frequencies for arrays of
these waveguides.
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Circular and annular waveguide
theory
3.1 Introduction
Throughout this thesis circular and annular elements are explored in thin arrays (i.e
arrays of waveguide cross-sections) while the latter with reversed boundary conditions
is also explored. At the cut-off frequencies of the circular and annular waveguides
a standing wave is quantised over the waveguides cross-section and no propagation
occurs. Therefore by studying the cut-off frequencies associated with infinite waveguide
modes an understanding of the modes supported in arrays of waveguide cross-sections
is inferred. Note the limit where a waveguide can be considered to be thin, in this
case, is when the transverse cut-off frequency is much lower than those of the axial
quantisations. The cut-off frequencies of thin arrays of circular or annular elements can
be inferred by the study of these waveguide modes and the response of their inverse
arrays (disconnected arrays) can be inferred by Babinet’s principle as discussed later
in section 5.2.1. As a simplification to the mathematics the metal is assumed to be
a perfect conductor such that the tangential electric fields fall to zero at the metal
interfaces. This was shown to be a very good approximation in chapter 2 section 2.3.4
where the electric field was shown to penetrate only a tiny fraction of its wavelength
into aluminium. The derivations presented in the following sections are adapted from
Microwave Engineering by D.M. Pozar [38] and taken further exploring the annular
waveguide modes extensively. Since both the annular and circular waveguides have
cylindrical symmetry the cylindrical polar coordinate system is used throughout this
chapter. Due to this cylindrical symmetry the electromagnetic solutions involve the
use of Bessel functions which will be discussed.
Circular waveguides were first studied by Heaviside in 1893 [70] however he thought
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propagation inside a metal tube was not possible and that two conductors were needed.
Propagation was mathematically proven in 1897 by Lord Rayliegh [71] for circular and
rectangular waveguides. He discovered an infinity of transverse magnetic and transverse
electric modes which exist above the cut-off frequency. These results were forgotten
briefly until being rediscovered [72] independently by Southworth in 1936 [73], 1937
[74] and Barrow [75] in 1936 with the latter study providing experimental evidence of
propagation through a circular waveguide.
3.2 Fields at a perfectly conducting interface
The boundary conditions of a perfectly conducting metal define the electromagnetic
field profiles and the cut-off frequencies of a waveguide. In this section the boundary
conditions of a waveguide of arbitrary cross-section will be discussed and refined for a
cylindrically symmetric waveguide. The boundary conditions state that:
nˆ ·D = ρs, (3.1)
nˆ ·B = 0, (3.2)
nˆ ∧E = 0, (3.3)
and
nˆ ∧H = Js. (3.4)
where nˆ is the vector normal to the metal surface, ρs is the free surface charge per unit
areaand Js is the free surface current density. For a cylindrical waveguide the normal
vector becomes ρˆ and equation 3.3 yields
Eφ = 0 (3.5)
and
Ez = 0 (3.6)
.
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3.3 Helmholtz wave equation
The Helmholtz wave equation will be used in the following sections to derive the wave
vector of the modes which propagate within the annular and circular waveguides. In
this section the Helmholtz wave equation will be derived. In a source-free, linear,
isotropic, homogeneous medium, two of Maxwell’s equations become
∇ ∧E = −iωµH (3.7)
and
∇ ∧H = iωεE. (3.8)
These equations can be expressed as a single equation for either E or H by taking the
curl of equations 3.7 and 3.8 respectively.
∇ ∧∇ ∧E = −iωµ(∇ ∧H) = ω2µεE (3.9)
and
∇ ∧∇ ∧H = iωε(∇ ∧E) = ω2µεH. (3.10)
These equations can be simplied by using the vector identity ∇∧∇∧A =∇(∇ ·A)−
∇2A and realising for a source free region both ∇ ·H = 0 and ∇ ·E = 0. Therefore
the Helmholtz wave equation can be expressed as
∇2H − ω2µεH = 0 (3.11)
and
∇2E − ω2µεE = 0. (3.12)
3.4 Bessel functions
Bessel functions which were first defined by Daniel Bernoulli and later generalised by
Friedrich Bessel [76] are solutions to the Bessel differential equation
x2
d2y
dx2
+ x
dy
dx
+ (x2 −m2)y = 0. (3.13)
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The solutions to this equation are given by
y = CJm(x) +DYm(x). (3.14)
where C and D are constant and Jm(x) and Ym(x) are Bessel functions of the first and
second kind respectively, both of the mth order. The Bessel function of the first kind
is defined as
Jm(x) =
∞∑
r=0
(−1)r
r!(r +m)!
(
1
2
x
)2r+m
. (3.15)
This expression is valid only for integer m and r where m ≥ 0 [Note that J−m(x) =
(−1)mJm(x)]. The first derivative of the Bessel function of the first kind (J ′m(x)) with
respect to x is given by the identity
dJm(x)
dx
= J
′
m(x) = Jm−1(x)−
m
x
Jm(x) =
m
x
Jm(x)− Jm+1(x). (3.16)
The Bessel function of the second kind is defined as
Ym(x) = A−B − C (3.17)
where
A =
2
pi
ln(
1
2
x)Jm(x), (3.18)
B =
(12x)
−m
pi
m−1∑
r=0
(m− r − 1)!
r!
(
1
4
x2
)r
, (3.19)
and
C =
(12x)
m
pi
∞∑
r=0
[ψ0(r + 1) + ψ0(m+ r + 1)]
(−14x2)r
r!(m+ r)!
). (3.20)
This expression is valid only for integerm wherem ≥ 0 [Note that Y−m(x) = (−1)mYm(x)].
The terms ψ0(r + 1) and ψ0(r + m + 1) are known as digamma functions and are ex-
pressed as
ψ0(r + 1) = −γ +
r∑
q=1
1
q
(3.21)
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and
ψ0(r +m+ 1) = −γ +
r+m∑
q=1
1
q
. (3.22)
where γ = 0.5772156649 (to 10 d.p.) is the Euler-Mascheroni constant. The first
derivative of the Bessel function of the second kind (Y
′
m(x)) with respect to x is given
by the identity
dYm(x)
dx
= Y
′
m(x) = Ym−1(x)−
m
x
Ym(x) =
m
x
Ym(x)− Ym+1(x). (3.23)
3.5 Waveguides with cylindrical symmetry
The electricE(ρ, φ, z) and magneticH(ρ, φ, z) fields and the cut-off frequencies (modes)
supported by waveguides of cylindrical symmetry will be derived in the following sec-
tions. The Transverse Electric (TE) modes, where the electric vectors are orthogonal to
the direction of propagation, will be derived in section 3.5.1. The Transverse Magnetic
(TM) modes, where the magnetic vectors are orthogonal to the direction of propaga-
tion, will be derived in section 3.5.2. Finally, the Transverse Electric and Magnetic
(TEM) modes, where both the electric and magnetic vectors are orthogonal to the
direction of propagation, will be derived in section 3.5.3. The time varying electric
and magnetic fields of an electromagnetic wave propagating through a waveguide with
cylindrical symmetry along the axial direction (zˆ) are given by
E = [E(ρ, φ) + Ezzˆ]e
−i(kzz−ωt) (3.24)
and
H = [H(ρ, φ) +Hzzˆ]e
−i(kzz−ωt), (3.25)
where E(ρ, φ) and H(ρ, φ) are the transverse field components and Ez and Hz are the
axial components and kz is the axial propagation constant. Maxwell’s equations in the
absence of free charge yield
∇ ∧E = −µ∂H
∂t
= −iωµ
[
Hρρˆ+Hφφˆ+Hzzˆ
]
e−i(kzz−ωt) (3.26)
and
∇ ∧H = ε∂E
∂t
= iωε
[
Eρρˆ+ Eφφˆ+ Ezzˆ
]
e−i(kzz−ωt). (3.27)
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Expanding the LHS of 3.26 and 3.27 into their vector components yields
[(
1
ρ
∂Ez
∂φ
+ ikzEφ
)
ρˆ−
(
∂Ez
∂ρ
+ ikzEρ
)
φˆ−
(
1
ρ
∂Eρ
∂φ
− ∂Eφ
∂ρ
)
zˆ
]
= −iωµ
[
Hρρˆ+Hφφˆ+Hzzˆ
] (3.28)
and
[(
1
ρ
∂Hz
∂φ
+ ikzHφ
)
ρˆ−
(
∂Hz
∂ρ
+ ikzHρ
)
φˆ−
(
1
ρ
∂Hρ
∂φ
− ∂Hφ
∂ρ
)
zˆ
]
= iωε
[
Eρρˆ+ Eφφˆ+ Ezzˆ
]
.
(3.29)
By equating the vectorial components of equations 3.28 and 3.29, six differential equa-
tions are obtained, expressing the magnetic and electric field components
1
ρ
∂Ez
∂φ
+ ikzEφ = −iωµHρ, (3.30)
∂Ez
∂ρ
+ ikzEρ = iωµHφ, (3.31)
1
ρ
∂Eρ
∂φ
− ∂Eφ
∂ρ
= iωµHz, (3.32)
1
ρ
∂Hz
∂φ
+ ikzHφ = iωεEρ, (3.33)
∂Hz
∂ρx
+ ikzHρ = −iωεEφ, (3.34)
and
1
ρ
∂Hρ
∂φ
− ∂Hφ
∂ρ
= −iωεEz. (3.35)
The transverse components can be rearranged in terms of the axial components using
the substitution k2c = ω
2µε− k2z = k20 − k2z (where kc is the transverse wave-vector also
called the cut-off wave-vector as when kc = k0, no propagation result.) to give
Hρ =
i
k2c
[
ωε
ρ
∂Ez
∂φ
− kz ∂Hz
∂ρ
]
, (3.36)
42
3. Circular and annular waveguide theory
Hφ = − i
k2c
[
ωε
∂Ez
∂ρ
+
kz
ρ
∂Hz
∂φ
]
, (3.37)
Eρ = − i
k2c
[
ωµ
ρ
∂Hz
∂φ
+ kz
∂Ez
∂ρ
]
, (3.38)
and
Eφ =
i
k2c
[
ωµ
∂Hz
∂ρ
− kz
ρ
∂Ez
∂φ
]
. (3.39)
3.5.1 TE solutions for cylindrical symmetry
Transverse electric waves are characterised by Ez = 0 and Hz 6= 0. Therefore equations
3.36 , 3.37 , 3.38 and 3.39 reduce to:
Hρ = − i
k2c
[
kz
∂Hz
∂ρ
]
, (3.40)
Hφ = − i
k2c
[
kz
ρ
∂Hz
∂φ
]
, (3.41)
Eρ = − i
k2c
[
ωµ
ρ
∂Hz
∂φ
]
, (3.42)
and
Eφ =
i
k2c
[
ωµ
∂Hz
∂ρ
]
. (3.43)
As each field component contains Hz the Helmholtz wave equation derived in section
3.3 can be employed to find the electromagnetic solutions which satisfy
∇2H + ω2cµεH = 0 (3.44)
and (
∂2
∂ρ2
+
1
ρ
∂
∂ρ
+
1
ρ2
∂2
∂φ2
+ k2c
)
Hz(ρ, φ) = 0. (3.45)
Note equation 3.45 is solved for when a mode is quantised in the transverse plane and
no propagation results (i.e., kc = k0 and kz = 0) Hz(ρ, φ) is a function of both ρ and
φ and can be separated into a function of ρ (M(ρ) ) and φ (N(φ) )
Hz(ρ, φ) = M(ρ)N(φ). (3.46)
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Substitution of equation 3.46 into 3.45 yields
ρ2
M(ρ)
[
dM(ρ)2
dρ2
+ ρ
dM(ρ)
dρ
]
+ ρ2k2c = −
1
N(φ)
dN(φ)2
dφ2
. (3.47)
The LHS depends only on ρ whilst the RHS only depends on φ. Therefore both sides
must equal a constant which we will designate as m2. Therefore,
dN(φ)2
dφ2
+m2N(φ) = 0 (3.48)
and
ρ2
dM(ρ)2
dρ2
+ ρ
dM(ρ)
dρ
+ (ρ2k2c −m2)M(ρ) = 0. (3.49)
The general solutions to equations 3.48 and 3.49 are:
N(φ) = Asin(mφ) +Bcos(mφ) (3.50)
and
M(ρ) = CJm(kcρ) +DYm(kcρ) (3.51)
where Jm(kcρ) and Ym(kcρ) are Bessel functions of the first and second kind respec-
tively, both of the mth order. C and D are coefficients (as discussed in section 3.4)
Since Hz must be periodic in φ, m must be an integer. Note that M(ρ) (the Bessel
functions) implicitly contains information about azimuthal quantisations in the form
of (m) in addition to the radial quantisations as a result of how the partial functions
were solved. On substitution of equations 3.50 and 3.51 into 3.46, the axial component
of the magnetic field can be expressed as
Hz(ρ, φ) = (Asin(mφ) +Bcos(mφ))(CJm(kcρ) +DYm(kcρ)). (3.52)
Therefore the transverse field components are given by:
Hρ = − ikz
k2c
(Asin(mφ) +Bcos(mφ))(CJ
′
m(kcρ) +DY
′
m(kcρ)), (3.53)
Hφ = − ikzm
k2cρ
(Acos(mφ)−Bsin(mφ))(CJm(kcρ) +DYm(kcρ)), (3.54)
Eρ = − iωµm
k2cρ
(Acos(mφ)−Bsin(mφ))(CJm(kcρ) +DYm(kcρ)), (3.55)
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and
Eφ =
iωµ
k2c
(Asin(mφ) +Bcos(mφ))(CJ
′
m(kcρ) +DY
′
m(kcρ)). (3.56)
3.5.2 TM solutions for cylindrical symmetry
Transverse electric waves are characterised by Hz = 0 and Ez 6= 0. Therefore equations
3.36 , 3.37 , 3.38 and 3.39 reduce to:
Hρ =
i
k2c
[
ωε
ρ
∂Ez
∂φ
]
, (3.57)
Hφ = − i
k2c
[
ωε
∂Ez
∂ρ
]
, (3.58)
Eρ = − i
k2c
[
kz
∂Ez
∂ρ
]
, (3.59)
and
Eφ = − i
k2c
[
kz
ρ
∂Ez
∂φ
]
. (3.60)
For TM waves each field component contains Ez. On solving the Helmholtz wave
equation as done for TE waves in the previous section the general solution to Ez is
Ez(ρ, φ) = (Asin(mφ) +Bcos(mφ))(CJm(kcρ) +DYm(kcρ)). (3.61)
Therefore the transverse components are given by
Hρ =
iωεm
ρk2c
(Acos(mφ)−Bsin(mφ))(CJm(kcρ) +DYm(kcρ)), (3.62)
Hφ = − iωε
k2c
(Asinmφ) +Bcos(mφ))(CJ
′
m(kcρ) +DY
′
m(kcρ)), (3.63)
Eρ = − ikz
k2c
(Asin(mφ) +Bcos(mφ))(CJ
′
m(kcρ) +DY
′
m(kcρ)), (3.64)
and
Eφ = − ikzm
k2cρ
(Acos(mφ)−Bsin(mφ))(CJm(kcρ) +DYm(kcρ)). (3.65)
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3.5.3 TEM solutions for cylindrical symmetry
TEM modes are characterised by Hz = Ez = 0, the transverse components of E and H
(equations 3.36 , 3.37 , 3.38 and 3.39) reduce to zero unless kc is also zero. Therefore
TEM modes (where supported) propagate through the waveguide without a cut-off
frequency (kc → 0, λc → ∞ and fc → 0) which implies that kz = k0 which in turn
implies that unlike TE and TM modes, TEM modes travel at the speed of light c in an
air filled waveguide regardless of the waveguide geometry (below cut-off of the TE and
TM modes). As E(ρ, φ) only depends on ρ and φ, and kc = 0, then the Helmholtz
wave equation reduces to
∇2tE(ρ, φ) = 0, (3.66)
where ∇2t is the Laplacian operator in the transverse dimensions and is given by
∇2t =
1
ρ
∂
∂ρ
[
ρ
∂
∂ρ
]
+
1
ρ2
∂2
∂φ2
. (3.67)
The fields satisfy Laplace’s equation the same way as for static fields between conduc-
tors. As in the electrostatic case, the electric field [E(ρ, φ)] can be expressed as the
gradient of a scalar potential Φ(ρ, φ)
E(ρ, φ) = −∇tΦ(ρ, φ). (3.68)
Operating with ∇2t on E yields
∇ ·D =∇ · εE(ρ, φ) = 0, (3.69)
therefore the scalar potential is expressed as
∇2tΦ(ρ, φ) = 0. (3.70)
It must be noted that for a closed conductor such as the circular waveguide, TEM
modes can not be supported, as the static potential in such a waveguide would be
constant leading to E(ρ, φ) = 0.
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3.6 Circular Waveguide
The circular waveguide supports both TE and TM guided modes but does not support
TEM modes as mentioned in section 3.5.3. The general solutions of a waveguide
with cylindrical symmetry for both TE and TM modes discussed in sections 3.5.1 and
3.5.2 will be applied to find the resonant frequencies of the circular waveguide. FEM
modelling will then be used to explore the electromagnetic fields of the first four modes
for both TE and TM.
k
E
TE H x 
y z 
(a)
k
ETM 
H
x 
y z 
(b)
Figure 3.1: Schematic of the circular waveguide illustrating TE and TM waves and
the coordinate system used.
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3.6.1 TE modes of the circular waveguide
The general result from section 3.5.1 will now be used to find the fields and modes sup-
ported by the circular waveguide with radius ρ for a TE wave (i.e., Ez = 0). Note that
the Bessel function of the second kind has a singularity at ρ = 0 such that Ym(kcρ)→∞
as ρ→ 0. This infinity is not a physical solution therefore we must conclude that D = 0.
Therefore Hz(ρ, φ) may be expressed as
Hz(ρ, φ) = (Asin(mφ) +Bcos(mφ))CJm(kcρ). (3.71)
The transverse components are
Hρ = − ikz
k2c
(Asin(mφ) +Bcos(mφ))CJ
′
m(kcρ), (3.72)
Hφ = − ikzm
k2cρ
(Acos(mφ)−Bsin(mφ))CJm(kcρ), (3.73)
Eρ = − iωµm
k2cρ
(Acos(mφ)−Bsin(mφ))CJm(kcρ), (3.74)
and
Eφ =
iωµ
k2c
(Asin(mφ) +Bcos(mφ))CJ
′
m(kcρ). (3.75)
On applying the boundary condition that Eφ(ρ, φ) = 0 at the PEC interface an eigen-
function equation for kc is obtained
J
′
m(kcρ) = 0. (3.76)
This eigen-function must be solved numerically by varying kc for a set ρ using the
equations from section 3.4. Therefore kcρ must equal a constant, we donote p
′
m,ν = kcρ
which satisfies equation 3.76 [ν is the νth zero of J
′
m(kcρ)(for kc > 0)]. The frequency
of the modes supported is given by
fc(m,ν) =
ckc(m,ν)
2pi
(3.77)
therefore,
fc(m,ν) =
c
2pia
p
′
m,ν , (3.78)
where a is the radius of the circular waveguide. The solutions of the first few propa-
gating orders are shown graphically in figure 3.2 and are summarised in table 3.1
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Figure 3.2: The derivative of the Bessel function of the first kind, with respect to ρ
plotted as a function of fckcρ for m = 0, 1, 2, 3, 4 and 5.
m p
′
m,1 p
′
m,2 p
′
m,3 p
′
m,4 p
′
m,5
0 3.8317 7.0156 10.1735 13.3237 16.4706
1 1.8412 5.3314 8.5363 11.7060 14.8636
2 3.0542 6.7061 9.9695 13.1704 16.3475
3 4.0212 8.0152 11.3459 14.5858 17.7887
4 5.3175 9.2824 12.6819 15.9641 19.1960
5 6.4156 10.5199 13.9872 17.3128 20.5755
Table 3.1: TE solutions of p
′
m,ν for the circular waveguide.
The electromagnetic field profiles of the first four TE modes are shown in figures
3.3 and 3.4.
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Time averaged electric Field
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TE11
(a)
Time averaged electric field
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Magnetic vector field Low
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(g)
Magnetic vector field Low
HighTE21
(h)
Figure 3.3: Time averaged and vector, electric and magnetic fields for the TE11 and
TE21 circular waveguide modes.
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Time averaged electric Field
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Figure 3.4: Time averaged and vector, electric and magnetic fields for the TE01 and
TE31 circular waveguide modes.
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3.6.2 TM modes of the circular waveguide
The general result from section 3.5.2 will now be used to find the cut-off frequencies
and fields for the modes supported by the circular waveguide with radius ρ for TM
waves (i.e., Ez = 0). Again note that the Bessel function of the second kind has a
singularity at ρ = 0 such that Ym(kcρ)→∞ as ρ→ 0. Therefore D = 0. Ez(ρ, φ) may
be expressed as
Ez(ρ, φ) = (Asin(mφ) +Bcos(mφ))CJm(kcρ). (3.79)
Therefore the transverse components are
Hρ =
iωεm
ρk2c
(Acos(mφ)−Bsin(mφ))CJm(kcρ), (3.80)
Hφ = − iωε
k2c
(Asin(mφ) +Bcos(mφ))CJ
′
m(kcρ), (3.81)
Eρ = − ikz
k2c
(Asin(mφ) +Bcos(mφ))CJ
′
m(kcρ), (3.82)
and
Eφ = − ikzm
k2cρ
(Acos(mφ)−Bsin(mφ))CJm(kcρ). (3.83)
On applying the boundary condition that Ez(ρ, φ) = 0 at the PEC interface an eigen-
function equation for kc is obtained
Jm(kcρ) = 0. (3.84)
This eigen-function must be solved numerically by varying kc for a set ρ using the
equations from section 3.4. Therefore kcρ must equal a constant we donote pm,ν = kcρ
which satisfies equation 3.84 [ν is the νth zero of Jm(kcρ)(for kc > 0)]. The frequency
of the modes supported are given by
fc(m,ν) =
ckc(m,ν)
2pi
(3.85)
therefore,
fc(m,ν) =
c
2pia
pm,ν . (3.86)
The solutions of the first few propagating orders are shown graphically in figure 3.5
and are summarised in table 3.2.
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Figure 3.5: The Bessel function of the first kind (Jm(kcρ)) plotted as a function of
fckc
ρ for m = 0, 1, 2, 3, 4 and 5.
m pm,1 pm,2 pm,3 pm,4 pm,5
0 2.4048 5.5201 8.6537 11.7915 14.9309
1 3.8317 7.0156 10.1735 13.3237 16.4706
2 5.1356 8.4172 11.6198 14.7960 17.9598
3 6.3802 9.7610 13.0152 16.2235 19.4094
4 7.5883 11.0647 14.3725 17.6160 20.8267
5 8.7715 12.3386 15.7002 18.9801 22.2178
Table 3.2: TM solutions of pm,ν for the circular waveguide.
The electromagnetic field profiles of the first four TM modes are shown in figures
3.6 and 3.7.
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Figure 3.6: Time averaged and vector, electric and magnetic fields for the TM01 and
TM11 circular waveguide modes.
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Figure 3.7: Time averaged and vector, electric and magnetic fields for the TM21 and
TM02 circular waveguide modes.
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3.7 Annular waveguide
In addition to supporting both TE and TM guided modes, the annular waveguide also
supports TEM guided modes as outlined in section 3.5.3. The general solutions of a
waveguide with cylindrical symmetry for both TE and TM modes discussed in sections
3.5.1 and 3.5.2 will be applied to find the resonant frequencies of the annular waveguide.
FEM modelling will then be used to explore the electromagnetic fields of the first few
modes for both TE and TM. The ratio of the inner to outer radii of the conducting
walls will be varied and the effect on the cut-off frequency and electromagnetic field
distributions will be discussed
k
E
TE H x 
y z 
(a)
k
ETM 
H
x 
y z 
(b)
k
ETEM 
H
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y z 
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Figure 3.8: Schematic of the annular waveguide illustrating TE, TM and TEM waves
and the coordinate system used.
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3.7.1 TEM modes of the annular waveguide
The inner conductor of radius b is set at V0 volts and the outer conductor of radius
a is set to zero volts. From section 3.5.3 the fields of the TEM mode were shown to
be derivable from a scalar potential function Φ(ρ, φ) which is the solution to Laplace’s
equation
1
ρ
∂
∂ρ
[
ρ
∂Φ(ρ, φ)
∂ρ
]
+
1
ρ2
∂2Φ(ρ, φ)
∂φ2
= 0, (3.87)
where Φ(ρ, φ) is a function of ρ and φ,
Φ(ρ, φ) = M(ρ)N(φ), (3.88)
then
ρ
M(ρ)
∂
∂ρ
[
ρ
∂M(ρ)
∂ρ
]
=
1
N(φ)
∂2N(φ)
∂φ2
. (3.89)
Since the LHS of 3.89 only depends on ρ and the RHS side depends only on φ then
both sides must equal a constant m2. Therefore,
ρ
∂
∂ρ
[
ρ
∂M(ρ)
∂ρ
]
+m2M(ρ) = 0, (3.90)
and
∂2N(φ)
∂φ2
+m2N(φ) = 0. (3.91)
The general solution to equation 3.91 is given by
N(φ) = Asin(mφ) +Bcos(mφ), (3.92)
The boundary conditions that Φ(b, φ) = V0 and Φ(a, φ) = 0, do not vary with φ.
Therefore m must be equal zero or infinity and N(φ) must be equal to a constant
(Note A is chosen arbitrarily). Equation 3.90 reduces to
∂
∂ρ
[
ρ
∂M(ρ)
∂ρ
]
= 0, (3.93)
for which the general solution is
M(ρ) = Clnρ+D. (3.94)
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As m = 0, N(φ) = A the scalar potential can be written as
Φ(ρ, φ) = C
′
lnρ+D
′
, (3.95)
where C
′
= AC and D
′
= AD. Applying the boundary conditions yields
Φ(b, φ) = C
′
lnb+D
′
= V0 (3.96)
and
Φ(a, φ) = C
′
lnb+D
′
= 0. (3.97)
Rearranging equation 3.97 yields
D
′
=
V0lna
lnab
, (3.98)
Substitution into equation 3.96 yields
C
′
= − V0
lnab
, (3.99)
Therefore the scalar potential for an arbitrary ρ is expressed as
Φ(ρ, φ) =
V0ln
a
ρ
lnab
. (3.100)
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3.7.2 TE modes of the annular waveguide
The general result from section 3.5.1 will now be used to find the fields and modes
supported by the annular waveguide of inner radius (b) and outer radius (a) for a TE
wave (i.e., Ez = 0). The Bessel function of the second kind can no longer be discarded
as it was for the circular waveguide. Therefore Eφ(ρ, φ) may be expressed as it was in
section 3.5.1
Eφ(ρ, φ) =
iωµ
k2c
(Asin(mφ) +Bcos(mφ))(CJ
′
m(kcρ) +DY
′
m(kcρ)). (3.101)
On applying boundary conditions that Eρ(a, φ) = Eρ(b, φ) = 0, this yields
CJ
′
m(kca) +DY
′
m(kca) = 0 (3.102)
and
CJ
′
m(kcb) +DY
′
m(kcb) = 0. (3.103)
Since these are an homogeneous set of equations the only solution other than C = D = 0
occurs when
J
′
m(kca)Y
′
m(kcb) = J
′
m(kcb)Y
′
m(kca) (3.104)
This is an eigen-function equation for kc and must be solved numerically using the
equations from section 3.4 for set outer (a) and inner (b) radii by varying kc with the
stopping criteria (S)→ 0 which satisfies 3.104
S = J
′
m(kcb)Y
′
m(kca)− J
′
m(kca)Y
′
m(kcb)→ 0. (3.105)
The electromagnetic field profiles of the first four TE modes are shown in figures
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Figure 3.9: Modal frequency of the TE11, TE21, TE31, TE41 and TE51 annular waveg-
uide modes as predicted by the full numerical solutions (solid lines) derived in this
section, and by predictions given by the mean radius [i.e., mλ = pi(a + b)] (hollow
circles corresponding to the equivalent colour used for the solid lines). The asymptote
frequencies of the circular waveguide TE11, TE21, TE31, TE41 and TE51 modes are also
shown for comparison (dotted lines).
3.10 and 3.11. Figure 3.9 compares the mean radius approximation (mλ = pi(a + b))
for the first five TEm,1 modes to the full numerical solution from equation 3.104. For
comparison the cut-off frequencies for the first five TEm,1 modes, of a circular waveguide
of radius a have been added. All the modes follow the mean radius prediction when b
is comparable to a. As b decreases the resonant frequencies rise and diverge from the
mean radius prediction towards the frequency of the circular waveguide TEm,1 mode.
This can be understood by comparing the electric field distributions of the circular
waveguide TEm,1 to the annular waveguide. For m = 2, 3, 4 and 5, the TEm,1 circular
waveguide modes have an electric field zero at ρ = 0 (figure 3.12). It is noted that the
TE1,1 annular waveguide mode does not asymptote to the cut-off frequency of the TE1,1
circular waveguide mode when b is small. The TE1,1 circular waveguide is different to
the higher order TEm,1 modes as it has a maximum in its electric fields at ρ = 0 (figure
3.12). Therefore the central core of the annular waveguide will always perturb the fields
when compared to the circular waveguide.
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Figure 3.10: Time averaged and vector, electric and magnetic fields for the TE11 and
TE21 annular waveguide modes.
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Figure 3.11: Time averaged and vector, electric and magnetic fields for the TE31 and
TE41 annular waveguide modes.
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Figure 3.12: Time averaged electric fields for the TE11 mode (a), the TE21 mode (b),
the TE31 mode (c) and the the TE41 mode (d). Note that for b/a = 0, the figure shown
is the circular waveguide (i.e., no infinitely thin central wire).
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3.7.3 TM modes of the annular waveguide
The general result from section 3.5.2 will now be used to find the fields and modes
supported by the annular waveguide for a TM wave (i.e., Hz = 0). The Bessel function
of the second kind can no longer be discarded as it was for the circular waveguide.
Therefore Ez(ρ, φ) may be expressed as it was in section 3.5.2
Ez(ρ, φ) = (Asin(mφ) +Bcos(mφ))(CJm(kcρ) +DYm(kcρ)). (3.106)
On applying boundary conditions that Ez(a, φ) = Ez(b, φ) = 0 yields
CJm(kca) +DYm(kca) = 0 (3.107)
and
CJm(kcb) +DYm(kcb) = 0. (3.108)
Since these are an homogenous set of equations the only solution other than C = D = 0
occurs when
Jm(kca)Ym(kcb) = Jm(kcb)Ym(kca). (3.109)
This is an eigen function equation for kc which must be solved numerically using the
equations from section 3.4 for set radii (a) and (b) by varying kc with the stopping
criteria (S) which satisfies 3.109
S = Jm(kcb)Ym(kca)− Jm(kca)Ym(kcb) (3.110)
The first TM mode (TM01) is plotted as a function of the ratio of the inner and outer
radii of the annular waveguide, against the first TE mode (TE11). It is noted that the
TM01 mode is always higher in frequency than the first TE mode and further to this
when b→ a the TM01 mode cut-off frequency tends to infinity.
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Figure 3.13: Modal Frequency of the TE11 and TM01 annular waveguide modes as pre-
dicted by the full numerical solutions derived in this section. The asymptote frequencies
of the circular waveguide TE11, TM01, modes are also shown.
The electromagnetic field profiles of the first two TM modes are shown in figure
3.14.
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Figure 3.14: Time averaged and vector, electric and magnetic fields for the TM01 and
TM11 annular waveguide modes.
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3.7.4 Summary
In this chapter the TE, TM modes supported in a circular waveguide (section 3.6) and
with the addition of TEM modes the modes supported in an annular waveguide (section
3.7) have been explored. The cut-off frequencies of the first few propagating orders have
been derived from the boundary condition stated in section 3.2 and the Helmholtz wave
equation from section 3.3. In chapter 5 an inductive mesh containing both circular
and modified annular elements are explored. The modes of a thin waveguide can
be approximated to the modes supported in the infinite waveguides discussed in this
chapter. Further to this surface waves supported on an inductive mesh asymptote to the
cut-off frequency associated with the shape of the elements (i.e., thin waveguides) that
make up the array. The cut-off frequencies and electromagnetic field profiles derived
in this chapter will be utilised in chapter 5 to explore the arrays made up of thin
circular and annular waveguides. Annular cavities analogous to the annular waveguide
discussed in section 3.7 are explored in chapters 6, 7 and 8.
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Chapter 4
Experimental and modelling
methods
4.1 Introduction
This chapter discusses the apparatus and its arrangement used to measure transmission
of microwaves through the frequency selective surfaces presented in chapters 5, 6 and 7.
The experimental set up comprises two collimating mirrors, with one producing a planar
wave front from an approximate point source (a waveguide horn) and the other focusing
the transmitted signal to a detector horn. The technique for accurate measurements of
transmission is described, and the numerical modelling software (HFSS) used to model
experiments for comparison and also for experimental sample design is discussed. Thesis
specific modelling, relevant to the experimental chapters 5, 6, 7 and 8 is also described.
4.2 Measurements of transmission in the far field
In this section a description of the apparatus used to record scalar measurements of
transmission will first be discussed. The experimental arrangement will then be de-
scribed in detail.
4.2.1 Apparatus for microwave scalar measurements
The apparatus consists of a Hewlett-Packard® 8350B sweep oscillator, capable of gen-
erating microwave frequencies from 250 MHz up to 40 GHz. Plug-in modules are used
in conjunction with the sweep oscillator to generate microwaves over a set frequency
range (summarised in table 4.1). Waveguide horns acting as approximate point sources
transmit microwave radiation generated by the sweep oscillator. The waveguide horns
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do not radiate below a cut-off frequency dictated by the horn geometry. Above a second
higher cut-off frequency a series of higher order waveguide modes are supported and the
horn is unreliable above this cut-off frequency. Therefore different horns optimised to
Frequency range (GHz) Manufacturer Model
0.1-8.4 Hewlett-Packard® 83525A
0.1-20 Hewlett-Packard® 83592B
0.1-26.5 Hewlett-Packard® 83595C
8-20 Hewlett-Packard® 83550A
18-26.5 Hewlett-Packard® 83570A
26.5-40 Hewlett-Packard® 83572A
Table 4.1: Plug in modules
work over set frequencies bands are used to record data over different frequency ranges.
The source horn is connected to the plug-in module via a directional coupler. The
directional coupler channels a small percentage of the signal to a crystal detector which
in turn provides a reference signal. The horns, their components, and their operational
frequencies are summarised in table 4.2. To generate microwave frequencies above 40
Frequency range (GHz) Horn Directional coupler Crystal detector
8.2-12.4 Narda 640 HP® X752C HP® X424A
12.4-18 Narda 639 HP P752C HP P424A
18-26.5 Narda 638 HP K752C HP K422A
26.5-40 Narda V637 HP R752C HP R422A
Table 4.2: Waveguide horns, directional coupler and crystal detectors. Note Hewlett-
Packard® is abbreviated to HP.
GHz, Agilent® millimeter wave source modules (MWSM), multiply the frequencies
produced by the sweep oscillator. The MWSMs connect to the sweep oscillator via the
Hewlett-Packard® (83550A) plug in module. The Agilent® MWSM is connected to
a Flann® high gain microwave horn via a directional coupler and an isolator allow-
ing for measurements of transmission of microwaves up to 110 GHz. The components
required to measure in the frequency ranges 40-60 GHz, 50-75 GHz and 75-110 GHz
are summarised in table 4.3. For frequencies below 40 GHz Hewlett-Packard® 11664C
detectors are attached to the crystal detector and the detector horn. The signals from
the detectors are fed to a Hewlett-Packard® 8757D Scalar Network Analyzer (SNA).
Signal amplitude data (measured in decibels) for 401 frequency steps over each mea-
sured frequency range, are recorded to a computer via the Hewlett-Packard® data
interface. For 40-60 GHz, Hewlett-Packard® U85026A detectors are used. For 50-75
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Freq. (GHz) Agilent® MWSM Horn Dir. coup./det. Iso.
40-60 83556A 24240-20 HP U752C Agi. U365A
60-75 83557A 25240-20 Agi. 83557-60001 HP V365A
75-110 83558A 27240-20 Agi. 83558-60003 Mil. 397
Table 4.3: Components for measurements above 40 GHz. Note Hewlett-Packard®,
Agilent® and Millitech® are abbreviated to HP, Agi. and Mil. respectively.
GHz and 75-110 GHz the Agilent® 83557-60001 and 83558-60003 detectors are used
for the reference signal and Agilent® 85025C detector connected to the detector horn
for the measured signal. A second microwave kit uses the same source horns, crystal
detector, directional couplers, millimeter wave source modules and detectors afore-
mentioned. The difference is the use of Agilent® PSG CW Signal Generator, which
generates frequencies of 250 kHz - 40 GHz without having to use plug in modules. The
Scalar Network Analyser used is the Agilent® 8757D, which is an updated model of
the Hewlett-Packard® 8757D (note Agilent® used to be Hewlett-Packard®).
This transmission and reflection measurement technique had been used for many years
at Exeter. Midway through my studies new equipment became available including a
Vector Network Analyser (VNA) and broadband microwave horns which operate over
8-50 GHz. The broadband horns can be used in conjunction with the aforementioned
SNA and components and were used to measure the transmission below 40 GHz for
the connected and disconnected arrays on 100 µm thick substrate studied in chapter
5. These horns are very useful, the frequency range 8-40 GHz can be measured in
one frequency scan (if used with the Agilent® PSG CW Signal Generator) or several
scans (if using plug in modules) with only one alignment of the horns on comparison
to multiple frequency scans and alignments for the horns described in table 4.2. How-
ever the broadband horns were found not to provide as accurate measurements as the
horns mentioned in table 4.2. It is for this reason that they were only trialed in one
experiment.
4.2.2 Experimental arrangement
The basic experimental arrangement Figure 4.1(a) consists of a microwave diode mounted
within an impedance matching waveguide (horn), a detector horn identical to the source
(both connected to a scalar network analyser and frequency sweep generator via wiring),
a pair of collimating mirrors and a rotating table on which the experimental sample
stands. The collimating mirrors are 44 cm in diameter and made from 2 cm thick
aluminium.
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Figure 4.1: (a) Apparatus and experimental setup for measuring transmission of mi-
crowaves through an experimental sample, (b) waveguide horn, (c) waveguide horn
surrounded by absorber to minimise reflections from its metal surround, (d) a view
from the front (direction of incident microwave beam) of the apertured microwave
absorbing foam cone wall and (e) a view from the back of the apertured microwave
absorbing foam wall.
Due to ease of production the collimating mirrors are spherical rather than parabolic
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which would be a better choice to collimate waves from a point source. However
due to the length scales used (generally λ << 44 cm) the reduced collimation from
using a spherical mirror to collimate the microwave beam is negligible. The mirrors
are mounted onto a predominately wooden frame to minimise stray reflections that
may cause interference. The wooden frames are able to twist slightly, and the mirror
can be tilted to create a directed plane wave from an approximate point source (the
waveguide source horn). The wooden frames can move freely back and forth along
guide rails attached to the bench. Also the mirrors can be moved up and down to
allow measurements of a wide range of angles of incidence, for reflection measurements.
For transmission measurements the mirrors are set in place directing a plane wave
across the bench, the rotating table provides changes to the incident angle on the
sample figure 4.2. Generally due to sample manufacturing costs and standard circuit
board sizes, experimental samples are often slightly smaller than the planar wave-front
created by the spherical mirror. Upon rotating the sample on the table to an oblique
incident angle the projection of the sample on to the plane wave-front becomes smaller.
Therefore an apertured array (wall) of microwave absorbing foam pyramidal cones is
used throughout the experiments of this thesis to reduce the beam size. In such a case
the sample must be placed far enough away from the aperture for the diffracted wave
to once again become approximately planar. In practice this distance is 20-30 cm.
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Figure 4.2: Schematic of the experimental arrangement for measuring transmission
through FSS shown in figure 4.1.
4.2.3 Microwave beam alignment for transmission measurements
The transmitting source horn is placed at a height 5-7 cm below the centre of the colli-
mated beam (beam axis), above a bench, situated at the focal length of the first spheri-
cal mirror. The central height of the mirror is set to be the height of the beam axis, and
set level. The polarisation of the incident plane wave is set by having the horns orien-
tated with their short axes perpendicular to the bench for s-polarised light (Transverse
Electric (TE)) and their long axes perpendicular for p-polarised light (Transverse Mag-
netic (TM)). Throughout this thesis TE is referred to as a measurement of s-polarised
incident light and similarly for p-polarised light referred to as TM. Measurements of
cross polarisation can be made with this setup but has not been explored in this thesis.
It must be noted that ideally the source and detecting horns would be situated on the
beam axis at the same height as the mirrors. However due to the horn size they are
moved off axis to eliminate scattering from the horn.
The source horn is pointed towards the centre of the first spherical mirror. A detector
horn is placed in front of the mirror and used to see if the maximum signal is measured
at the mirrors centre. If not, the source horn is adjusted and the process repeated.
The detector horn is next placed behind the apertured wall centrally on the beam axis,
on a rotating table. The first spherical mirror is then twisted by moving the wooden
frame back and forth and tilted until the maximum signal is observed at the detecting
horn. The detecting horn is next placed at the centre of the second spherical mirror,
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if the maximum signal is not observed at the centre, the first spherical mirror is ad-
justed. The detecting horn is then placed in its final position at the focal length of
spherical mirror two and at the same height as the source horn. Spherical mirror two
is then twisted and tilted until maximum signal is observed at the detector. Ideally
both spherical mirrors and the waveguide horns are well aligned. Otherwise some signal
strength is lost through polarisation conversion. The apertured wall consists of metal
rails supporting two wooden boards separated by a gap of 30 cm creating an aperture.
The aperture is surrounded by microwave absorbing pyramidal cones on one side with a
central square aperture of between 15 - 25 cm (illustrated in figure 4.1(a). On the other
side of the wall the wooden boards are partially covered with flat microwave absorb-
ing foam to minimise interference in the transmitted microwave beam from secondary
reflections off the wood, from the experimental sample (Note the optically thick wood
used was measured to be ∼ 50 % reflecting at 20 GHz). The aperture must be con-
structed carefully such that all side are flush otherwise the beam can be steered away
from its intended direction. In using an aperture there is clearly a trade-off in accuracy
of the assumed plane wave to the range of incident angles that can be measured. For
larger incident angles the aperture needs to be smaller (due to the finite sample size)
but for longer wavelengths this means that the diffraction from the aperture becomes
greater with an associated increase in angular beam spread.
4.2.4 Measuring transmission
Once the experiment has been set up as described in section 4.2.3 (and illustrated in
figure 4.1) using the apparatus described in section 4.2.1 transmission through an FSS
may be measured. The FSS studied in this thesis were thin and suffered from bowing
when suspended vertically. Therefore wooden frames were made with an aperture
slightly smaller than the FSS. The FSS is then placed on the frame and many small
strips of gaffer tape are iteratively used to pull the sample tightly over the wooden
frame. If the FSS is not taught, then it can have the effect of increasing angular beam
spread in the experiment. The aperture size is adjusted according to the size of the
experimental sample and the maximum rotation (incident angle (θ)) of the sample
relative to the incident plane wave. Generally the aperture is no less than 20 cm square
to minimise angular beam spread associated with diffraction from the aperture. The
sample is placed in the microwave beam at the desired azimuth angle (ψ). The sample
is then swept through a range of incident angles by use of the rotating table on which
the sample resides. For each step the transmission is recorded (ts). Provided that the
aperture size is taken into account correctly (i.e., there was no diffraction of the incident
beam around the sample) then the transmission is normalised to the transmission in the
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absence of a sample and wooden frame (tn). Since transmission intensity is recorded
on the decibel scale the absolute normalised transmission coefficient through the FSS
is given by equation 4.1
T = 10
tn−ts
10 (4.1)
4.3 Finite element method modelling
4.3.1 Introduction
Throughout this thesis Ansoft’s High Frequency Surface Simulator (HFSS) is used for
complex experimental design and engineering and to simulate the electromagnetic re-
sponse of experimental samples for comparison to experimental data (Versions 11 and
12). Once a model has been drawn and solved it is used to explore and visualise the
electromagnetic fields on resonance. HFSS uses the finite element method to solve
Maxwell’s equations for even the most complex electromagnetic problems numerically.
This section gives an overview of HFSS and the finite element method. A description
of the FEM technique is presented and the mesh requirements for accurate solutions
discussed. The Computer Aided Design (CAD) package within HFSS, material assign-
ments to the model geometries drawn using the CAD package, and electromagnetic
boundaries are discussed and in what context they are applied. Finally, the solution
type and excitation for the structures studied in chapters 5 and 6 and 7 are discussed.
The following sections are adapted from the HFSS user manuals [77]
4.3.2 Finite element method
Before discussing the FEM modelling technique in detail some other full wave EM mod-
elling techniques will be discussed for comparison. The Methods of Moments (MoM)
technique divides the metallic structure into electrically small elements for which the
current amplitude is assumed constant across the elements width. A set of linear equa-
tions for these surface currents are solved and the electric field calculated via a vector
sum of these currents. The MoM technique is often used for antenna arrays or arrays
of long thin elements such as wires. Finite Difference Time Domain (FDTD) solves
Maxwell’s equations in the time domain using a Fourier expansion to obtain a broad
frequency response. FDTD is more suited to modelling surfaces studied at THz fre-
quencies where measurements are generally carried out in the time domain.
The FEM approach is a numerical modelling technique utilised by HFSS [78, 79], divid-
ing a three dimensional problem space into sub-wavelength tetrahedral elements which
collectively make a mesh. Each tetrahedron (see figure 4.3(a)) stores the vector field
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quantities (such as the electric and magnetic fields) at its vertices and midpoints of its
edges. The field components that are tangential to the edges (blue arrows) are stored
at the vertices. The component of each vector field quantity tangential to the face
and normal to an edge of the tetrahedron are explicitly stored at the midpoint of that
edge (red arrows). The field quantities stored in this manner allow HFSS to trans-
form Maxwell’s equations into a matrix equation which is solved numerically. There
are three options that allow the user to specify the accuracy of interpolation between
nodal points (these options are different basis functions) and in turn, the field quanti-
ties to be represented at any point in a tetrahedron. Zero order basis functions have six
unknowns per tetrahedron making use only of the field quantities stored at the vertices
interpolating linearly between nodal points.
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(a)
(b) (c)
Figure 4.3: (a) Illustration of a tetrahedron and the field quantities at its vertices
and midway along its edges. Illustration of a mesh inside a cuboid with high refractive
index (b) and the surrounding air-box of lower refractive index (c).
The two remaining options, first order basis functions (twenty unknowns) and sec-
ond order basis function (forty five unknowns) provide more accurate solutions with the
first making use of the nodal points at the vertices and edges, and the second making
use of the nodal points at the faces also. HFSS has to solve a matrix with as many
elements as there are nodal points (unknowns) therefore the zero order basis function
is used exclusively throughout this thesis to save on computationally expensive mod-
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elling. In some regions of the problem space the EM fields may change rapidly over a
small volume whereas in other spaces the EM fields may change slowly over the same
volume. With this in mind and zeroth order basis function being exclusively used, in
order for HFSS to accurately interpolate between nodal points, the density of the mesh
is required to be high to represent evanescent fields (near fields) whereas the mesh is
less dense in the far field away from sources of EM radiation. It is noted that tetra-
hedra have flat faces therefore only represent flat surfaces fully. For curved surfaces
many tetrahedra are fitted around the curved surface and give an approximation to
the model geometry. Note more recent versions of HFSS have introduced curvilinear
elements however they are not used for this thesis. The user may use mesh operations
to manually control the size and density of a mesh within the model or let HFSS decide
this. After this initial mesh, adaptive passes are generally used to refine the mesh to
eliminate inaccuracy in the solution from a poor mesh. HFSS refines the mesh by a
user specified amount and compares the S parameters from the scattering matrix to
that of the previous mesh (i.e., δS). A mesh is considered to be accurate enough to
represent an EM problem when δS is small over a few passes.
4.3.3 Drawing a model
Three dimensional models of structures that the user wishes to explore electromagnet-
ically are drawn within HFSS using its internal 3D CAD package. Many simple 2D
shapes such as circles, square and polygons and 3D shapes such as cylinders, spheres
and cubes can be easily drawn. More complex geometries can be produced by adding
and/or subtracting these basic shapes. Even the most complex geometries can be con-
structed from equation-based curves. 1D and 2D shapes can also be extrapolated into
3D shapes. Once a structure of interest has been drawn, an air box must be placed
around the sample for modelling the electromagnetic fields around the sample for an
open problem space. The size of this air-box is very much model and wavelength spe-
cific and the size is determined depending on which boundaries and excitation are used
and on how far near fields from the sample extend into free space.
4.3.4 Material assignment
Once the structures of the model have been drawn they are assigned with a set of
material parameters by the user which describes how the material responds to an elec-
tromagnetic field. These include relative real permittivity εr and permeability µr, bulk
conductivity ((iωε + σ)E), electric loss tangent εi/εr and the magnetic loss tangent
µi/µr. HFSS has a library of known measured materials, but also allows the user
to add new materials. These material parameters can be added as a single set of non
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dispersive values with frequency. Al ernatively HFSS can approximate material param-
eters which disperse with frequency by interpolating between a few values provided by
the user. Maxwell’s equations are solved both inside and at the surface of all materials
unless they are assigned as a perfect conductor or a metal (at microwave frequencies),
for which the EM fields are excluded. For real metals with finite conductivity the user
can choose to solve inside the metal. However the large imaginary permittivity of the
real metal requires a very dense mesh that is computationally expensive to accurately
solve inside. Therefore under the condition that the metal is over a skin depth thick,
the fields can be solved at the surface by HFSS applying a conductivity boundary at
the metal surface for which the following condition is required.
Et = Zs(nˆ×Ht) (4.2)
where Et and Ht are the tangential components to the metal surface and Zs is the
surface impedance which is given by
Zs =
Et
Ht
= (1 + i)
(ωµ
2σ
) 1
2
=
(1 + i)
δsσ
. (4.3)
4.3.5 Electromagnetic boundaries and sources
4.3.5.1 Electromagnetic boundaries
HFSS employs electromagnetic boundaries applied at the outermost faces of a trun-
cated finite model to represent a model extending into infinite space. Master-slave
boundaries are used in the modelling of periodic structures such as FSS and diffraction
gratings throughout this thesis. They allow for an infinite array to be represented by
a single unit cell of the array. EM fields on one boundary (the slave) are forced to
match the fields on an opposing boundary (figure 4.4(a) and 4.4(b)). The master-slave
pair must run parallel to one another. The unit cell must be chosen carefully such that
there are no discontinuities at the master-slave boundaries. For a bi-grating two sets
of these boundaries are generally used (figure 4.4(a) and 4.4(b)). The EM fields do not
have to be either entirely tangential or normal at the boundary. However the fields
must be of equal magnitude and direction (or in the opposite direction).
Symmetry boundaries can be used to reduce the problem volume and thus the time it
takes to solve a model. Perfect electric boundaries require that the electric fields at
the boundary are perpendicular to it. Perfect magnetic boundaries require that the
magnetic fields at the boundary are perpendicular to it. In the case of a one dimen-
sional array, a pair of perfect electric or perfect magnetic boundaries may be used in
place of one set of master slave boundaries. On using these boundaries in this way, a
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model can be reduced in size (on the order of λ/10) in the normal direction to these
boundaries. Perfect electric boundaries may be used to represent a PEC surface and
perfect magnetic boundaries can be used on the openings of cavities for simplifying
modelling when fringing fields can be neglected.
When solving for radiating sources (such as FSS) and scattering surfaces in an un-
bounded, infinite space, HFSS truncates the problem into a finite bounded space by
using a radiation boundary condition, simulating an open problem. At these boundaries
impinging radiation should theoretically transmit without any unphysical reflections
back into the problem space. Two types of these boundaries are offered: Absorbing
Boundary Condition (ABC), and Perfectly Matched Layers (PML).
ABCs are designed to only efficiently absorb radiation which impinges from normal
incidence or close to it (in practice θ < 20◦). Thus in order to produce accurate so-
lutions, ABC’s must be placed sufficiently far away from structures to avoid the near
fields from the radiating source, in general, half a wavelength away from an efficient ra-
diating source as a minimum. In the case of a non-efficient source (i.e., small intensity
of power for the propagating orders) or near field source a radiation boundary may be
placed closer to the source reducing the model size.
PML’s can be used as an alternative to radiation boundaries. A PML is a physical
extension of the model and the EM fields must be solved within it. PML’s are a com-
plex anisotropic material with the complex permittivity and permeability (i.e., lossy
material) varying throughout its 3D coordinate system. They are advantageous over
radiation boundaries as they work for large incident angles (in practice θ < 75◦) how-
ever they do require more computer power as they increase the physical size of the
model and in addition as they are optically dense.
4.3.5.2 Radiation sources
Floquet ports [80, 81] are combined electromagnetic sources and termination bound-
aries that are able to mathematically distinguish between different propagating orders
from lattice vectors defined by the user. This allows the user to plot transmission and
reflection for a particular propagating order. In this thesis however the spectral trans-
mission only was of concern. The user inputs how many Floquet modes are solved for.
Note the most basic solution has only the specular modes however close to and past
the diffraction limit, the more modes solved for, increases the accuracy of the solution.
Floquet ports were used exclusively throughout this thesis for modelling FSS as they
provided both a source and convenient mechanism for extracting specular transmission.
Other techniques were available and used initially such as incident waves combined with
ABC’s however these were not used for the final work presented in this thesis. Wave
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Figure 4.4: A unit cell of a two dimensional array illustrating the surrounding air
space, master (green shaded areas) slave (blue shaded areas) boundaries ((a) and (b)),
(c) ABC’s (red shaded areas) and (d) PML’s. Note that the master slave pairs are
extended when PML’s are used, as the PML is a physical extension of the problem
space.
ports are boundaries commonly used to terminate waveguide structures and were used
as the source and termination for the coaxial cables simulated in the models of chapter
8.
4.3.6 Thesis specific modelling of FSS
4.3.6.1 Plane wave modelling of FSS
In chapters 5, 6 and 7, the transmission through various FSS are explored experimen-
tally using an approximate plane wave as described in section 4.2. These finite arrays
can be modelled with their many thousands of unit cells. Such a model is highly com-
putationally expensive. Of course if the experimental source is non-planar then this
may be an appropriate technique to accurately model an array. If the incident wave is
planar however, as is approximately true in the experiments in this thesis, it is easier
to model an infinite array as a single unit cell with appropriate boundary conditions
giving a very good approximation to a finite array (as in the experiments of this thesis)
81
4. Methods
[82]. The modelled unit cell has sets of master-slave boundaries assigned to opposing
boundaries of the unit cell. Floquet ports are assigned to the top (entrance) and bottom
(exit) faces of the model (as described in section 4.3.5.1).
4.3.6.2 General model design
The first step in creating a model is to draw, using HFSS’s integrated CAD package, a
unit cell of an array which will be discussed for each structure studied in this thesis in
the following sections. Materials and their electromagnetic properties are assigned to
the various array components from HFSS’s materials library. Air boxes of height hab
are added the half space’s directly above and below the FSS structure for transmission
models. The air boxes have to be large enough such that they represent the interaction
of the incident fields and evanescent fields at the arrays surface. Generally the height
of the air boxes needs to be between half and a whole of the maximum wavelength
injected into the model, away from the array surface. However for certain models it
can be closer depending on how rapidly the near fields decay away from the surface. It
is noted that when cylinders are referred to in the forthcoming sections, they refer to
an approximation in the model by a sixty sided polygon. The default circle provided
by HFSS does not give a good approximation to a circle. By assigning a polygon to
represent a circle aids accurate meshing as HFSS must produce a mesh with at least as
many nodal points around the circle’s circumference as there are sides on the polygon.
Obviously a greater number of sides specified on a polygon gives a more accurate
representation of a circle.
4.3.6.3 Composite array of complementary elements
(a) (b) (c) (d)
Figure 4.5: (a) Double unit cell (unit cell shown by black line), (b) single unit cell, (c)
single unit cell on FR4 substrate and (d) complete model.
In chapter 5 an array of composite elements is formed as a checkerboard arrange-
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ment of the two complementary elements (a) and (b). Element (a) is a 3 mm square,
18 µm thick cuboid assigned as copper with a 1 mm radius cylindrical void subtracted
from its centre. A duplicate 1 mm radius cylinder assigned as air is placed within the
void aiding the meshing process in this volume. The (a) elements are situated centrally
at (–1.5 mm, –1.5 mm) and (1.5 mm, 1.5 mm). The corners of the two elements touch
at (0 mm, 0 mm). Element (b) is a 3 mm square, 18 µm thick cuboid assigned as
air with a 1 mm radius, 18 µm thick cylindrical void subtracted from its centre. A
duplicate 1 mm radius, 18 µm thick cylinder assigned as copper placed within the void.
The (b) elements that are the inverse of the (a) elements are situated centrally at (1.5
mm, –1.5 mm) and (–1.5 mm, 1.5 mm). The corners of the (b) elements also touch at
(0 mm, 0 mm).
Situating the (a) and (b) elements in this manner forms a double unit cell of the desired
array (figures 4.5(a)). A single unit cell (figures 4.5(b)) is formed by subtraction of
materials outside the volume bound by the coordinates (1.5 mm, 0 mm ,–1 mm),(0
mm, 1.5 mm,–1 mm),(–1.5 mm, 0 mm, –1 mm),(0 mm, –1.5 mm, –1 mm) and back
to (1.5 mm, 0 mm, –1 mm). A prism also bound by these coordinates and of height d
(a) (b) (c)
(d) (e) (f)
Figure 4.6: (a) and (d) are unit cells of the composite connected and disconnected
arrays. A unit cell for arrays of the component elements that make up the composite
arrays is also shown. Note blue shaded areas are metal.
extending below the array elements and an air box extending height 10 cm below the
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prism are added to the model. A second air box of hieght 10cm is added above the
array elements. The dielectric substrate is assigned as FR4 material (ε = 4.4 + 0.088i
[83]) (figures 4.5(c)). At the centre of the unit cell is a singularity where the copper
is neither, physically connected or disconnected. Two models are created from this
generic model; a connected array (A) and a disconnected array (B). To create the con-
nected array (A), the side length of (a) is increased to 3.2 mm and the (b) elements
decreased to 2.8 mm. In doing this the copper of the (a) elements now overlap and are
united within the model forming an electrical connection measuring ∼ 283 µm at the
narrowest point(figures 4.6(a)). To create the disconnected array (B), the side length
of the (a) elements, are decreased to 2.8 mm and the (b) elements increased to 3.2
mm. In doing so the (a) elements are electrically disconnected with the metal square
corners separated by ∼ 283 µm (figures 4.6(d)). The (b) elements now overlap and are
therefore united in the model. The models are then assigned with master-slaves pairs
and Floquet ports as described in section 4.3.6.2. The air voids in the 18 µm thick FSS
are assigned with an initial maximum mesh of 3000 tetrahedra. The FR4 substrate
and each air-box are assigned an initial mesh of 3000 and 6000 tetrahedra respectively.
To aid in the understanding of complementary arrays (A) and (B), simpler arrays of
the component elements (circular patches, circular voids, annular patches and annu-
lar voids) are also studied in chapter 5. These arrays shown in figure 5 can be easily
created from either array (A) or (B) by reverse engineering the model.
4.3.6.4 The capped aperture array
In chapter 6 the transmission response of an array of thin copper cylinders spaced
from a near complementary array of cylindrical holes in a thin metal sheet is explored.
Copper was assigned to a 5 mm square, 18 µm thick cuboid with a 1.8 mm radius (r1),
18 µm thick cylinder subtracted from its centre. Within the void is placed a duplicate
cylinder assigned as air to aid meshing inside the aperture. Directly above is placed a
400 µm thick (td), 5 mm square, cuboid assigned as a Nelco NY9220 dielectric. Two
objects are created that sit above the NY9220 substrate; a 18 µm thick cylinder of
radius 2.2 mm (r2) assigned as copper and a 5 mm square, 18 µm thick cuboid assigned
as air with a 18 µm thick cylinder of radius 2.2 mm subtracted from its centre. The
latter aids in the meshing around the copper cylinder. Air boxes are drawn above the
patch and below the apertured copper plate measuring 5 mm square and (hab = 10
mm) high. The model was parameterised assigning variables for the study of FSS layer
separation (td) and radial overlap (r1 − r2). Master-slave boundaries were assigned to
the xz and yz planes. Floquet ports solving for 15 Floquet modes, were added to the
two xy boundaries above and below the unit cell. Mesh operations were imposed on
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the model with a maximum of 4000 tetrahedra placed within the dielectric and 6000 in
each of the lower and upper air boxes. The models were given between three and four
adaptive passes on top of these initial mesh operations to achieve a converged solution.
The number of tetrahedra varied between models in the range 30,000 to 40,000.
4.3.6.5 Capped slot array and extensions
In chapter 7 more complex extensions of the arrays studied in chapter 6 are explored.
For each of these arrays the periodicity, dielectric thickness, metal thickness, air-box
height and modelling techniques were the same as outlined in the previous section for
the capped aperture array. The modifications were only made to the two metal layers.
Therefore the details of each model will not be repeated here. The dimensions of the
FSS studied specifically in chapter 7 are discussed in that chapter.
4.3.6.6 Modelling single capped apertures with sub-wavelength structure
inner copper
outer copper
wave-port
probe 1
probe 2
aluminium 
Figure 4.7: HFSS model representing the experimental structured capped aperture
sample. Note for normalisation the metal is removed from the model.
In chapter 8 a single capped aperture with sub-wavelength structure is studied.
The experimental set-up including the probes, were closely replicated within the FEM
(HFSS) model. The coaxial cables which are used to create the two probes comprise a
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1 mm and 0.7 mm outer and inner radii copper cylindrical sheath. The outer dielectric
surrounding the sheath is omitted in the FEM model. Within the sheath is a 0.7 mm
outer and 0.3 mm inner radius air tube. Within the air tube is a 0.3 mm radius copper
core. The copper core protrudes from one end of the coaxial cable of length lc = 35 mm
by 2 mm. Attached to the copper core is a copper cylinder (0.3 mm radius) of length
lλ/4 rotated by 90
◦ to the coaxial cable. Attached to the outer sheath is a second copper
cable also of length lλ/4 mirroring the first (rotated by –90
◦). The outer sheath and
inner core are not in electrical contact. The wire probe has a total height and length
of 37.15 mm and (2 × (lλ/4 + 0.5 mm)). At the end of each coaxial cable a wave port
is added on the air cross-section between the copper sheath and copper core. The two
probes are placed centrally within an air-box measuring (x = 2× (lλ/4 +4 cm), y =13.5
cm, z = 2× (lc + 2.3 mm)+ds) such that both wave ports protrude 1 mm out from the
air-box. ABCs are assigned to all sides of the air-box. It is noted that PML boundaries
would provide a more accurate solution as they absorb radiation impinging on their
boundary. However PML boundaries on this model would significantly increase its size
thus increasing the computer power and time needed to solve the model. Therefore
ABCs are used as a compromise. The ABCs are placed carefully, far enough away from
both the resonant cavity and probes such that they cause little back reflection into the
model. A 1 mm thick aluminium plate covering the whole xy-plane within the air-box
is added between the two probes. A 2.4 cm circular aperture is subtracted from the
centre of the plates. More specific details on the model structure which builds upon
this description is given within later sections of chapter 8 for each structure studied.
The model figure 4.3.6.6 is solved for transmission of power from probe 1 to 2. A copy
of the model is made and the sample removed from the model. This new model is
solved and used to normalise the transmission result from the first model.
4.4 Summary
In this chapter a description of the experimental apparatus consisting of source and
detector, microwave horns connected to a sweep oscillator and scalar network analyser
has been given. The techniques and experimental setup for measuring spectral trans-
mission of microwaves over a large frequency range through a FSS, using a microwave
beam collimated from a source horn (approximate point source) situated at the focal
length of the mirror has been discussed.
The modelling software (Ansoft’s HFSS) used to model the frequency selective surfaces
and resonant cavities presented in this thesis has been presented and the finite element
modelling techniques that HFSS employs has been briefly discussed including electro-
magnetic boundaries used to simplify the modelling volume. Thesis specific modelling
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complementing the experimental results have been discussed for each FSS studied in
chapters 5, 6, 7 and 8.
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Chapter 5
Composite array of
complementary elements
5.1 Introduction
Electromagnetic surface waves have been extensively studied since the turn of the 19th
century, with work undertaken on radio waves by pioneers such as Zenneck and Som-
merfeld [14, 15, 84]. Wood [16] in particular pioneered the use of periodic structures
to couple radiation to surface waves on metals in the optical region, although this was
not recognised until much later when Fano developed the theory of trapped surface
waves [22]. This area of physics has recently shown an intense level of activity due
mainly to the observation by Ebbesen et. al. [2] and Ghaemi et. al. [56] of remarkably
enhanced transmission through an array of sub-wavelength holes in a metal film at op-
tical frequencies. At lower frequencies there are no surface plasmons. The transmission
is in this case mediated by an “effective surface plasmon”. The surface modification
such as an array of holes changes the sheet inductance as compared to a planar metal,
increasing the binding energy of an electromagnetic surface wave such that it can be
supported at lower frequencies [8]. The transmission recorded at wavelengths close to
the diffraction edge was shown to be severel orders of magnitude greater than that
predicted from single aperture theory (Bethe [52]). Such holey metal arrays have long
been used in the microwave regime as frequency selective surfaces. However, generally
these FSSs are used at frequencies far below the diffraction limit avoiding the dispersion
with incident angle, as expected for evanescently diffracted surface waves. Arrays of
both circular apertures in a metal sheet and circular metallic patches [85–89] have been
extensively studied. While individual circular metal patches act as resonant aerials and
individual circular holes act as resonant slot antennas, arrays of these elements have
the added potential to support evanescently diffracted surface waves. For an array of
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circular apertures in a thin metal layer (i.e PEC) these surface waves asymptote to
limit frequencies as predicted for the equivalent circular waveguide [71, 73, 74]. Sur-
face waves for the inverse array of circular patches, asymptote to the same frequency.
Two such arrays immersed in a background dielectric media, with the same dimensions
and being exactly the inverse of one another (i.e., metal replaced with air, and vice
versa) are fully complementary. Such a pair, having infinitely thin perfectly conducting
metal, are known as a Babinet’s pair [90, 91]. For these arrays the transmission from
one, and the reflection from the other excited by orthogonally polarised light, add to
unity in the far field. In the case of thin, low loss dielectric, and a thin metal layer at
frequencies where metals are very good conductors, Babinet’s principle is a good first
order approximation. In this chapter the two types of elements, a circular hole in a
metal square and circular metal patch in a void square, are combined in a composite
checkerboard structure and its microwave transmissivity recorded, and the underlying
physics explored.
5.2 Background
In this section some specific background theory relevant to this chapter, and theory
derived specifically for EM problems encountered in later sections of this chapter, and
in later chapters is presented. Babinet’s principle will first be derived and discussed.
The eigen modes supported by a square waveguide with a central cylindrical post
are then presented. A qualitative description, and basic mathematical description are
derived that explain why certain modes are degenerate and others are not.
5.2.1 Babinet’s principle
The relationship between the diffraction of EM radiation through an opaque screen, its
complementary screen and in the absence of a screen is known as Babinet’s principle
[90]. Consider an apertured opaque screen (figure 5.1(a)), or its complementary screen
(figure 5.1(b)) placed between a source of EM waves, and an observer situated some
distance apart at a point P in the far field. If T (P )I and T (P )II are the transmitted
complex amplitudes through an apertured opaque screen and its complementary screen
respectively, then the relationship between these amplitudes, and the transmitted am-
plitude in the absence of a screen T (P ) is given as follows
T (P )I + T (P )II = T (P ) = 1. (5.1)
It is this form of Babinet’s principle which has been used in optics for many years.
Shortly after World War 2 in 1946, Booker [91] extended Babinet’s principle for a
89
5. Composite array of complementary elements
more general use in electromagnetism for apertures or patches on the order of the
wavelength of radiation impinging on the screens. It was shown that in such instances
the polarisation of the incident light must be considered. Equation 5.1 is more correctly
given by
T (P )sI + T (P )
p
II = T (P )
p
I + T (P )
s
II = T (P )
s = T (P )s = 1 (5.2)
where the superscripts s and p indicate orthogonal polarisation states.
5.2.1.1 Derivation of Babinet’s principle
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Figure 5.1: Schematic of a complementary pair ((a) and (b)) of electromagnetic screens
illustrating the incident and scattered fields and the coordinate system. Metal areas
(M) are shaded grey and aperture areas (A) are un-shaded.
The derivation of Babinet’s principle presented in this section is adapted from “Prin-
ciple of Optics” by Born and Wolf (page 559 [92]). However in reference [92] the deriva-
tion was presented in cgs units but here it will be presented in SI units. Consider an
electromagnetic wave propagating in the negative z-direction incident upon an aper-
tured infinitely thin opaque metal film as shown in figure 5.1(a). Let (M) represent the
areas of metal and (A) the aperture areas. Assuming that the metal is a perfect elec-
trical conductor (PEC i.e., σ = ∞) then the boundary condition at the metal surface
states that the tangential electric fields (E) must fall to zero on the conducting metal
surface (M). Therefore
Eix + E
s
x = E
i
y + E
s
y = 0 (5.3)
where the superscripts i and s donate the incident and scattered fields respectively. On
the aperture of areas (A) where there are no free charge carriers, there are no currents
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induced, therefore the scattered tangential magnetic fields H must fall to zero such
that
Hsx = H
s
y = 0. (5.4)
The vector electric field (EiI) incident on screen (I) can be described as
EiI = F
i. (5.5)
Combining equations 5.3 and 5.5 on the metal regions (M) yields
EsIx = −F ix (5.6)
and
EsIy = −F iy. (5.7)
on screen (II) the polarisation compared to screen (I) is rotated by 90◦ (figure 5.1(b)).
Therefore the magnetic field incident on screen (II) can be described as a function of
F i by applying amperes law, which yields
H iII = F
i√µ0ε0. (5.8)
Writing the boundary condition from equations 5.3 and 5.4 in terms of the total fields
(i.e., H = H i +Hs and E = Ei +Es) yeilds
HIIx = F
i
x
√
µ0ε0 (5.9)
and
HIIy = F
i
y
√
µ0ε0, (5.10)
on the aperture (A) areas (of equivalent size to the metal areas on screen (I)). By
comparing equations 5.6 and 5.7 with 5.9 and 5.10 yeilds
HII = −EsI
√
µ0ε0. (5.11)
substitution of the E −Ei = Es into equation 5.11 yields the electromagnetic form of
Babinet’s principle with Booker’s extension
1√
µ0ε0
HII +EI = E
i
I . (5.12)
On substituting of EII =
1√
µ0ε0
HII into equation 5.12 yields the scalar form of Babinet’s
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principle
EII + EI = E
i
I = E
i
II . (5.13)
Therefore the scalar sum of the electric fields transmitted through screens (I) and (II) at
a point P behind the screens is equal to the scalar electric field in the absence of a screen
at a point P . Babinet’s principle implies that the transmission intensity through a
screen (II) will be exactly equal to the reflected intensity from its complementary screen
(screen (I)). Babinet’s principle only applies when the metal is perfectly conducting (no
loss into the metal), surrounded by uniform background media with zero loss and for
infinitely thin metal (i.e., a single interface). At microwave frequencies metals are near
perfectly conducting and the FSS studied in this chapter are made from thin metal
(18 µm). Therefore Babinet’s principle is a good approximation in the absence of a
dielectric substrate and for very sub-wavelength low loss dielectrics.
Booker represented Babinet’s principle in terms of the impedances of the aperture in a
metal screen (Z1 = iX1) and the complementary screen (Z2 = iX2) by
Z1Z2 = Z
2/4 (5.14)
where Z is the impedance in which the structure is immersed (Note that Z0 = 377 Ω
in free space).
5.2.2 Square waveguide with a central cylindrical post
In this section the modes supported by a square waveguide (cross-section) with a cir-
cular conducting post at its centre are presented. This type of waveguide and its
complementary structure are formed in the experimental arrays composed of comple-
mentary elements, studied in this chapter. The cut-off frequencies for this waveguide
were theoretically studied by Laura et. al. in 1972 [93] and later the higher order modes
by Lee et. al. in 1973 [94]. The waveguide cross-section supports a family of pseudo
annular modes similar to the modes supported by the annular waveguide studied in
chapter 3. It is observed for this waveguide that the odd modes (1st and 3rd order
azimuthal quantisations) are degenerate in energy. Conversely the even quantisations
have two distinct energies, associated with two field distributions around the pseudo
annular circumference. The energy difference between the two second order modes can
be explained as follows. If the waveguide cross-section is considered as a simple res-
onant cavity (i.e., no propagation), then the inductance is proportional to the cross
sectional area through which the magnetic fields pass, therefore is proportional to the
average distance between the circular patch and square metal surfaces. The capaci-
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tance is inversely proportional to the average distance between the circular patch and
metal square. The second order mode has four electric and magnetic field anti-nodes
(maxima) around the annular cavity, and four nodes (minima). The electric field anti-
nodes are spaced by 45◦ and the magnetic field antinodes lie at the electric field nodes.
Therefore if the electric field antinodes are orientated at the widest points around the
pseudo-annular cavity, (figure 5.4(b)) the capacitance is smaller in comparison to if the
electric field antinodes are orientated to the narrowest points (figure 5.4(a)). For the
former electric field distribution, the associated magnetic field anti-nodes will orientate
at the narrowest points around the annular cavity at the electric field nodes (figure
5.4(d)). Therefore the inductance is also smaller on comparison to when the magnetic
field anti-nodes are orientated to the widest points (figure 5.4(c)). Thus when the
electric field anti-nodes align with the widest points around the annular cavity, both
the capacitance and inductance are smaller, and the resonant frequency greater, on
comparison to when the electric field antinodes align at the narrowest points. These
qualitative statements may be crudely expressed mathematically as follows.
Consider a hollow metal square of side 2l with a central cylindrical post of radius r
at its centre. The radial distance d between the metal of the post and square, as il-
lustrated in figure 5.2, must be calculated differently either side of pi/4, between the
two blue dots and two red dots respectively. The distance d can be generalised for any
azimuthal point as follows
ff2 1 sinf1
cosf2 p/4
3p/4
5p/4
x
y
r
2l
Figure 5.2: Illustration of the cross-section of a square waveguide with a central cylin-
drical post.
d = l(1 + sin2φ)
1
2 − r (5.15)
and
d = l(1 + cos2φ)
1
2 − r (5.16)
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where equations 5.15 and 5.16 are valid under the conditions (npi − npi/4) < φ <
pi/(npi + npi/4) and (npi + pi/4) < φ < pi/(npi + 3pi/4) respectively. Assuming that
the electric and magnetic fields can be represented by the following form for azimuthal
quantisations of order m.
E(φ) = E0cos(mφ+ α) (5.17)
and
H(φ) = H0sin(mφ+ α) (5.18)
where the angle α rotates the electric and magnetic field distributions for a particular
mode relative to φ = 0◦ (at an arbitrary narrowest point). The capacitance is inversely
proportional to d and proportional to E(φ), therefore it can be expressed as
C ∝ AC1 +AC2, (5.19)
where
AC1 = 2
∫ 3pi/4
pi/4
|cos(mφ+ α)|
(l(1 + cos2φ)
1
2 − r)
dφ, (5.20)
and
AC2 = 2
∫ 5pi/4
3pi/4
|cos(mφ+ α)|
(l(1 + sin2φ)
1
2 − r)
dφ. (5.21)
The inductance is proportional to d and H(φ), therefore can be expressed as
L ∝ AL1 +AL2, (5.22)
where
AL1 = 2
∫ 3pi/4
pi/4
|sin(mφ+ α)| (l(1 + cos2φ) 12 − r)dφ (5.23)
and
AL2 = 2
∫ 5pi/4
3pi/4
|sin(mφ+ α)| (l(1 + sin2φ) 12 − r)dφ. (5.24)
These integrals are now evaluated using r = 0.001 and l = 0.0014, for at least two of
the electric field antinodes aligned at the waveguides degenerate symmetry planes (i.e.,
α = 0◦ or α = 45◦), for the first three modes (m = 1, m = 2 and m = 3). For the
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second order modes, the solutions associated with the electric field anti-nodes aligned
at the narrowest points (α = 0◦), and the widest points (α = 45◦) around the annular
cavity, are shown to have different energies with the lower energy solution being asso-
ciated with (α = 0◦) (table 5.1).
Now consider the first order mode, which has two antinodes in its electric and mag-
netic field distributions around the annular cavity, spaced by 180◦. If the electric field
anti-nodes (maxima) are orientated at the widest points around the annular cavity, the
integrated capacitance is smaller, and the integrated inductance greater, due to the
magnetic fields also aligning at the widest points, on comparison to if the field anti-
nodes are rotated to the narrowest points. Therefore all possible field distributions
must have the same resonant frequency and are degenerate in energy (table 5.1). The
same is observed for the third order mode.
A more rigorous approach would not assume E0 and H0 to be constant between the
metal surfaces but rather some function of φ. Using the qualitative arguments afore-
mentioned, this would further increase the energy difference between the second order
modes solutions. These heavily simplified quantitative results concur with the qualita-
tive discussion presented earlier on, and the FEM modelled fields shown in figures 5.3
and 5.4.
m 1 1 2 2 3 3
α pi/4 0 pi/4 0 pi/4 0
AC1 540.288 212.623 365.620 393.508 355.790 422.176
AC2 212.623 540.288 365.620 393.508 422.176 335.790
AL1 1.62.10
−4 3.72.10−3 2.55.10−3 2.75.10−3 3.08.10−3 2.23.10−3
AL2 3.72.10
−3 1.62.10−3 2.55.10−3 2.75.10−3 2.23.10−3 3.08.10−3
C ∝ 1505.82 1505.82 1462.48 1180.524 1515.93 1515.93
L ∝ 1.07.10−2 1.07.10−2 1.02.10−2 1.10.10−2 1.06.10−2 1.06.10−2
LC ∝ 16.1 16.1 14.9 13.0 16.1 16.1
Table 5.1: Evaluated integrals giving the proportional inductance and capacitance for
the first three modes evaluated for α = 0◦ and α = 45◦.
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Figure 5.3: FEM modelled, time averaged and vector, electric and magnetic fields
for the TE11 and TE31 pseudo-annular waveguide modes. Note the asymmetry in the
fields is due to the FEM model struggling to pick out a symetric solution as they are
all degenerate in frequency.
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Figure 5.4: FEM modelled, time averaged and vector, electric and magnetic fields for
the low frequency TE21 and high frequency TE21 pseudo-annular waveguide modes
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5.3 Experimental samples and measurement techniques
The composite FSS structures explored in this chapter are illustrated in figure 5.5. In
forming this composite array a connectivity singularity would be created at the unit
cells centre. However the metal must either be electrically connected or disconnected,
it cannot be simultaneously both, and to avoid this problem, two experimental samples
were produced. One is just fully connected, the other just fully disconnected. The two
arrays themselves are complementary to one another.
The experimental samples (figure 5.5) are formed using conventional single sided printed
circuit board (PCB) processing techniques. The PCB substrate is a FR4 material with
relative permittivity ε = 4.3 (± 0.1) + 0.0755 (± 0.0125) i, coated on one side with 18
µm of copper and measures 45 cm × 36 cm. The composite square array (c) is formed
as a checkerboard arrangement of the two individual complementary elements (a) and
(b). Element (a) is a 3 mm side copper square having a circular aperture of radius rh
= 1.0 mm at its centre. Element (b) is the complementary element to (a), a 3 mm
side void square with a circular copper patch of radius rp = 1.0 mm at its centre. The
primitive square unit cell of the composite array is a square of side 6/
√
2 mm outlined
by a black dotted line on (c). As noted above, there is a connectivity singularity at
the centre of each composite unit cell. This unphysical theoretical array can not be
produced, as the singularity must be either disconnected or connected. To avoid this
problem two arrays are manufactured, one fully connected at the singularities of each
unit cell and the other fully disconnected. To create the connected array (A), the side
length of (a) is increased to 3.2 mm and the side length of (b) decreased to 2.8 mm. In
doing so a 18 µm thick square waveguide with a central cylindrical post is formed (for
ease this metal will simple be referred to as an annulus). Such a waveguide has been
studied theoretically [93, 94] and discussed in the previous section.
To create the disconnected array (B), the side length of (a) is decreased to 2.8 mm and
the side length of (b) is increased to 3.2 mm. Five experimental samples were produced;
the disconnected array (A) on a 100 µm thick FR4 substrate and the connected array
(A) on 100 µm, 500 µm, 1000 µm and 1600 µm thick FR4 substrates to explore the
effects of increasing dielectric thickness on the first bright transmission band.
Transmission spectra from these arrays for a collimated microwave beam, for frequencies
in the range 8 ≤ f ≤ 75 GHz are recorded for incident azimuth angles of ψ = 0◦ and
ψ = 45◦ and incident polar angles in the range −40◦ ≤ θ ≤ 40◦, for both TM and TE
polarisations. The samples were stretched tightly over purpose built wooden frames
to ensure sample flatness. Experimental spectral transmission data normalised to the
transmission in the absence of a sample were recorded using the experimental techniques
outlined in chapter 4 using five sets of waveguide horns [12−18GHz, 18−26.5 GHz,
98
5. Composite array of complementary elements
26.5−40 GHz, 40−60 GHz and 50−75 GHz] and also broadband horns which operate
in the range 8 ≤ f ≤ 40 GHz (for both arrays (A) and (B) below 40 GHz). For each
set of horns 401 frequency steps were recorded for each of the 751 (for ψ = 0◦) and 901
(for ψ = 45◦) angle steps (0.1◦), totalling about one million data points recorded for
each azimuth angle and polarisation combination.
Figure 5.5: Schematic of the experimental samples.
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5.4 Experimental data
5.4.1 Connected composite array
Array (A) comprised of a connected metal mesh, supports a first order bright mode at
∼ 36 GHz observed as a small peak in absorption, close in frequency to the transmission
maximum at ∼ 34 GHz. This mode is far below the onset of diffraction (diffracted light
lines) and is therefore not dependent on incident polar angle or polarisation of incident
microwaves (figure 5.6(a)). Above this lie higher order surface modes, situated close to
the diffracted light lines, which disperse due to interactions with evanescent diffracted
orders. The FEM modelling accords well with the experimental data, and illustrates
the modal positions by the small absorption maxima (note the absorption shown is
only valid below the diffraction edge) (figures 5.6(a) and 5.6(b)). The same FEM mod-
elling is now used to predict the transmission through arrays (Aan) and (Aap), of the
constituent elements that tessellate to form the composite arrays (figures 5.6(c) and
5.6(d)).
The electromagnetic fields on resonance and the transmission response for array (A)
will now be discussed and compared to the results of arrays, of their constituent ele-
ments (Arrays (Aan) and (Aap)). On inspection of the electric fields, the first bright
transmission band at ∼34 GHz is a first order annular mode, supported in the annu-
lar space created between each square void and circular patch. This mode has two
anti-nodes (high field strength) and two nodes (low field strength) in both the electric
and magnetic fields around the annular circumference (figure 5.7(a) shows the electric
fields). The field distribution in the annular cavities is nearly identical to that of a
similar mode observed in the FEM modelling of the annulus array (Aan) that is shown
to support a first order annulus mode at ∼35 GHz (figure 5.7(b)) which also mediates a
bright transmission band (figure 5.6(c)). An array of circular apertures (Aap) supports
a first order surface mode that asymptotes to the fundamental cut-off frequency of
the holes (TE11 circular aperture waveguide mode chapter 3). The first order annulus
mode supported by the composite array (A) is excited well below the cut-off frequency
of the circular aperture elements. At this frequency the EM fields decay evanescently
into these finite (in depth) circular waveguides, and as such, these fields are expected to
be near zero plotted on an xy-plane midway through the metal layer (figure 5.7(a)). At
higher frequencies the situation is much more complex. Close to the cut-off frequency
of the circular apertures (∼60 GHz), there are now two strong resonant transmission
channels; the TE11 “waveguide” mode and the second order annulus mode. The modal
frequencies lie in close proximity to the diffracted light lines. Unlike the first order
annular mode discussed above, which is clearly a mode associated predominately with
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(a) (b)
(c) (d)
Figure 5.6: Experimental and FEM modelled transmission intensities, and modelled
absorption through the samples. (a) TM-, (b) TE-polarised microwaves incident at ψ
= 0◦ and θ = 10◦ for the connected array (A). As a comparison, the predictions from
the FEM model for arrays Aan and Aap, and for both (c) TM- and (d) TE-polarised
microwaves incident at ψ = 0◦ and θ = 10◦ is shown.
the annular spaces, the higher order modes may not easily be distinguished as modes
associated with a single set of elements (i.e., either annular, or circular cavities), and
are rather surfaces waves supported on the composite surface with resonant fields in
both elements. It is these surface modes which will now be discussed. For TM polarised
microwaves, incident at ψ = 0◦ (figures 5.6(b) and 5.10(a)), the higher frequency mode
(high transmission) (50-71GHz) is scattered from the ± kgx grating vectors and as a
result disperses with the in-plane (±1,0) linear light lines. At higher frequencies this
mode disperses away from the (±1,0) light lines reaching an asymptote frequency of ∼71
GHz associated with a second order annular mode supported in the annular voids. At
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Figure 5.7: FEM modelled time averaged electric fields, normalised to the incident
electric field, for the first order annular mode supported on arrays (A) (a) and (Aan)
(b).
high frequencies close to the asymptote limit, this mode has four anti-nodes around the
annular circumference (figure 5.8(b)). The in-plane electric vectors align anti-parallel
at points separated around the annular cavity by 180◦. This symmetry requires a phase
delay between these azimuthal points for the mode to be excited by incident radiation,
therefore can only be excited at oblique incident angles. It is observed however that
there is high transmission at normal incidence. This is simply transmission through
the second transmission channel (the circular apertures). The second order annular
field distribution for array (A), resembles that of a similar second order annular mode
(figure 5.8(d)) supported by array (Aan) that disperses at low frequencies following the
in-plane (±1,0) light lines. The broad radiative lower branch of this higher order surface
mode supported on the composite array (A) lies close to the diffracted in-plane light
lines. At these frequencies the annular voids are inefficient at transmitting with the
predominant transmission route being the circular apertures. This can be observed as
the electric fields within the circular apertures are resonant, resembling the field profile
of a TE11 circular waveguide mode, similar to the TE11 type surface mode at ∼60 GHz
that disperses with the in-plane linear light lines for array (Aap) (figure 5.8(e), note
shown for the TE polarisation). The fields within the annular cavities at these lower
frequencies are weak, barely distinguishable from the background field.
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Figure 5.8: FEM modelled time averaged electric fields, normalised to the incident
electric field, for the second order annular modes supported on arrays (A) for an incident
angle of ψ = 0◦. (e) and (f) are the time averaged electric and magnetic fields for the
TE11 mode supported on the array of circular holes (array (Aap)).
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Figure 5.9: FEM modelled time averaged electric fields, normalised to the incident
electric field, for the second order annular modes supported on array (A) for an incident
angle of ψ = 45◦. Fields are plotted as a dimensionless quantity (the electric field over
the metal surface is normalised to the incident field).
For TE polarised microwaves, incident at ψ = 0◦ (figures 5.6(a) and 5.10(b)), two
modes are observed in the frequency space above the first order annular mode. These
modes overlap in frequency towards normal incidence. The lower frequency mode (∼
54 GHz at θ = 10◦) is a second order annular mode with a different field distribution
to its TM excited counterpart. For TE polarised microwaves incident at ψ = 0◦, the
transverse electric fields cannot scatter off the metal edges surrounding the annular
cavities, as for the TM excited mode (TM ψ = 0◦). Thus the electric vector field anti-
nodes must align at 45◦ angles to the incident electric vector (figure 5.8(a)). In this
configuration the electric field anti-nodes are spaced at the narrowest points around
the annular cavity on comparison to the TM excited mode where the anti-nodes are at
the widest points. Likewise the magnetic field anti-nodes are at the widest points on
comparison. Thus the capacitance and inductance are both comparatively increased
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(a) (b)
(c) (d)
Figure 5.10: Experimentally measured transmission spectra for array (A) as a function
of frequency for a plane wave incident at ψ = 0o ((a) and (b)), and ψ = 45o ((c) and
(d)) azimuth angles for TE ((b) and (d)) and TM ((a) and (c)) polarisations.
and the resonant frequency reduced. This second order annular mode lies at the same
frequency as a similar second order annular mode observed in array (Aan) for the same
incident angle and polarisation (figures 5.6(b) and 5.6(d)) and has the same field dis-
tribution (figure 5.8(c)). The broad higher frequency mode (60 GHz) (figures 5.6(b))
has the field profile of a TE11 circular waveguide mode within the circular apertures,
similar to the TE11 mode observed in the circular aperture array (Aap).
On considering radiation with the electric vector incident along one of the lattice sym-
metry planes for the second order annular mode, for TM microwaves the electric field
anti-nodes align orthogonal and perpendicular to the incident electric field, whereas for
TE radiation the anti-nodes align at 45◦ to the incident electric field. The anti-nodes
are spaced by 45◦ around the annular circumference. Therefore by simple symmetry
arguments, the field distribution around the annular circumference, excited by TE po-
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larised radiation, incident at 45◦ and TM polarised microwaves, incident at ψ = 45◦,
must be similar. Likewise, the field distribution around the annular circumference,
excited by TM polarised microwaves, incident at ψ = 45◦, must be the same orienta-
tion as for TE polarised microwaves, incident at ψ = 0◦. Therefore the dispersion of
surface modes supported on the composite array (A) excited by TE and TM polarised
microwaves, incident at ψ = 45◦ are somewhat similar to the surface modes for TM
and TE polarised microwaves, incident at ψ = 0◦ respectively.
5.4.2 Disconnected composite array
In order to understand the composite disconnected array (B), let us start with the
connected array (A) which has circular aperture elements, and circular patch elements
bound by a connected square metal edges (the annular apertures). The composite array
(B) has an equivalent annular space that is formed between each of the circular metal
patches surrounded by four disconnected metal plates. These plates are separated by a
greater distance from the circular patch on comparison to the array (A). Note array (B)
also has a circular aperture within the pseudo-annular patches (circular waveguides)
as in the array (A). One of the consequences of having the plates further apart as in
array (B) is a decrease in the capacitance and increase in inductance on comparison
to the connected composite array (A). Since the arrays reside on a dielectric substrate
characterised by a permittivity greater than unity, the capacitance is further increased,
such that the equivalent modes on arrays (A) and (B) no longer reside at the same
energy. Therefore modes supported between in the annular voids for the disconnected
composite array (B) lie at a higher frequency than the modes for the connected com-
posite array (A). At higher frequencies this energy gap reduces as the electric fields on
both arrays become more confined to the surface. The composite disconnected array
(B) comprised of disconnected metal elements supports a first order bright mode (high
transmission) at ∼48 GHz, observed as a small absorption maximium (figures 5.11(a)).
Above this in frequency, is a second bright transmission band at ∼58 GHz which is not
excited at normal incidence and further above this a third bright transmission band at
∼64 GHz. The broad dark band (low transmission) below the first bright band at ∼36
GHz, could be a weak resonant feature as there is a very shallow absorption peak at
the reflection maximium. However this feature is dominated by the small absorption
peak under the transmission maximium. Therefore if it is a resonance, it is very weak.
This feature occurs at the same frequency as the first order mode supported on Array
(Ban) between adjacent annular patches (figure 5.12(a) and 5.12(b)).
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(a) (b)
(c) (d)
Figure 5.11: Experimental and predicted transmission intensities, and predicted ab-
sorption through the samples. (a) TM-, (b) TE-polarised microwaves incident at ψ
= 0◦ and θ = 10◦ for disconnected array (B). As a comparison, the predictions from
the FEM model for arrays Ban and Bap, and for both (c) TM- and (d) TE-polarised
microwaves incident at ψ = 0◦ and θ = 10◦ is shown.
On inspection of the fields for array (B) on resonance at ∼48 GHz, it is observed that
the mode is similar in field distribution to the first order annular mode, supported in
the annular spaces on the connected composite array (A) (figures 5.12(c)). High electric
and magnetic fields are observed between the square faces of the annular patches and
the circular patches, on resonance.
The second order modes supported by the disconnected composite array (B), are similar
to the second order annuli modes supported on the connected composite array (A). The
modes have four anti-nodes between the circular patches and annuli patches (figure
5.12(d) and 5.12(e)). These anti-nodes align with the incident electric field in the same
manner as for array (A). For TM and TE polarised microwaves incident at ψ = 0◦, the
107
5. Composite array of complementary elements
mode disperses with the in-plane (±1,0) linear light lines and out of plane (0,±1) light
lines respectively (figures 5.13(a)). For TE polarised microwaves incident at ψ = 45◦
the mode disperses with the (±1,0)/(0,±1) light lines whereas for TM polarised light
the mode appears not to be influenced by these diffracted orders. The annular patch
has an electrically isolated circular waveguide at its centre. Below the cut-off frequency
of the “waveguides”, the EM fields will decay exponentially through the hole. As a
result high fields are not observed in this aperture below cut-off. Above cut-off, the
circular apertures can transmit radiation producing the bright transmission band at
∼64 GHz.
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Figure 5.12: Time averaged electric fields for the first order annular mode supported
on arrays (B) (a) and the fields plotted at the equivalent frequency for (Ban) (b), the
first order annular-like mode for array (B) (c) and the two second order annular-like
modes for array (B) ((d) and (e)).
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(a) (b)
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Figure 5.13: Experimentally measured transmission spectra for array (B) as a function
of frequency for a plane wave incident at ψ = 0o ((a) and (b)), and ψ = 45o ((c) and
(d)) azimuth angles for TE ((b) and (d)) and TM ((a) and (c)) polarisations.
5.4.3 Babinet’s comparison of the connected (A) and disconnected
(B) composite arrays
By Babinet’s principle, the dispersion plots for the connected array (A) (figures 5.10(a),
5.10(b), 5.10(c) and 5.10(d)) must be negatives (i.e., 1−transmissivity) of the discon-
nected arrays (B) dispersion plots (figures 5.13(b), 5.13(a), 5.13(d) and 5.13(c)) respec-
tively, with the TE data for an array, being the negative of it’s complementary arrays
TM data. For the connected array (A) the data for TM at ψ = 0◦ (and TE at ψ = 45◦)
are essentially the negatives of the data for TE at ψ = 0◦ (and TM at ψ = 45◦) for
the disconnected array (B) respectively (figures 5.10(a) and 5.13(b), and 5.10(d) and
5.13(c)). Considering Babinet’s principle, the same should be true for TE at ψ = 0◦
(and TM ψ = 45◦) for the connected array, and TM at ψ = 0◦ (and TE at ψ = 45◦) for
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the disconnected array (figure 5.10(b) and 5.13(a)). However there is loss present in
the system due primarily to absorption into the dielectric substrate. In the absence of
loss a bright band dispersing with the (±1,0) diffraction edges at ∼ 55 GHz would be
expected, instead a dull band is observed in the experimental data and a corresponding
high absorption peak in its place in the FEM model (figure 5.6(b)).
5.4.4 Discussion of results for the composite arrays and comparisons
to the component arrays
It becomes obvious that, unlike for the connected array (A), simple comparisons to
arrays of the component elements, for the disconnected composite array (B), can not be
made. This can be understood as follows. Starting with array (B), and removing all of
the circular patches from the array, the annular cavities are also taken away, and as such
the annular cavity modes will not be excited for array (Ban). Following a similar logic
the same is true for array (Bap). Thus the resonances observed on the two component
arrays ((Ban) and (Bap)), will be either very weakly observed on the disconnected
composite array as mentioned above for the mode at 36 GHz, or simply not present. For
array (A) we can make assumptions about the composite array from a little knowledge
about each component. For example, far below the cut-off frequency of the fundamental
TE11 circular waveguide mode, the circular apertures act in a similar way to the metal,
albeit with a modified effective skin depth. Thus by filling in these holes with metal to
form array (Aan), the response is not drastically changed at low frequencies. This tells
us something quite interesting. For a composite connected array such as (A), differing
elements can be added together within a unit cell, and the macroscopic response can
be intuitively understand from the EM response of the component arrays ((Aan) and
(Aap)), whereas for a composite disconnected array, such as (B), the EM response of the
individual arrays does not easily translate to the EM response of the composite array
because of dominant capacitive fields that cannot be predicted without the second
element being in situ. However, Booker’s extension to Babinet’s principle [91] can
clearly overcome this issue from the relationship between their impedances (Z1Z2=Z0/4)
where Z1 is the impedance of array 1 and Z2 the impedance of its complementary
array, and Z0 the impedance of free space. Thus if the response of the connected array
is known the response of the disconnected array can be inferred. (Note: This is a
common problem found in effective medium theories, in that if particles are added to
a matrix, such that they are not sparsely spaced and very sub-wavelength, then the
response of the composite can not easily be predicted.)
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5.4.5 Connected array on different thickness dielectrics
In this section the transmission response of the connected array (A) is recorded exper-
imentally for four different dielectric substrate thicknesses supporting the array (100
µm, 500 µm, 1000 µm and 1600 µm). The dispersion of the modes supported by the
array when backed by each of these dielectric thicknesses is illustrated by the transmis-
sion plotted as a function of frequency and in-plane wave-vector (figures 5.14 and 5.15).
The primary reason for showing these plots is to demonstrate experimentally how the
fundamental resonant mode supported by the connected array (A) shifts in frequency
when the array is loaded with a dielectric substrate of increasing thickness, mapping out
the dispersion of this mode with changes in incident angle and polarisation. It is noted
that the higher order modes above 30 GHz shown in figures 5.14 and 5.15 are complex
in their dispersion and it is beyond the scope of this thesis to study them in great
detail without the aid of a more theoretical based approach. However the measured
results above 30 GHz are shown for completeness. As the dielectric thickness increases
the modes supported on the connected array (A) shift down in frequency. The electro-
magnetic fields associated with the resonant mode in the lower half space experience
an effective refractive index of the dielectric substrate and the air beyond this. As the
thickness of the substrate increases the resonant fields are confined more to the dielec-
tric substrate and as a result a decrease in the resonant frequency is observed for an
increase in dielectric substrate thickness. Both theoretical and experimental studies of
dielectric thickness effects have been conducted. For example Luebbers and Munk [95]
studied an array of dipole slots cladded with the same thickness of dielectric on either
side of the array. It was demonstrated using modal expansion analysis that increasing
the dielectric substrate thickness would decrease the resonant frequency of the modes
supported by the un-backed array by a factor of
√
r. In addition special attention was
paid to the Wood’s anomaly that also occurred at a lower frequency. Similar results
were later shown for the inverse array by Munk and Korbau [96]. Other studies by
Orta et. al. [97], Contu and Tascone [6] and Cwik and Mittra [7] have shown that the
resonant frequency of modes supported on the arrays they studied decreased rapidly in
frequency as the dielectric thickness was increased converging to an asymptotic value
after an eighth of a wavelength.
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Figure 5.14: Experimentally measured transmission spectra for array (A) on 500 µm,
1000 µm and 1600 µm dielectric substrate thicknesses as a function of frequency, for a
plane wave incident at ψ = 45o azimuth angle for both TE ((a), (c) and (e)) and TM
(b), (d) and (f)) polarisations.
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Figure 5.15: Experimentally measured transmission spectra for array (A) on 500 µm,
1000 µm and 1600 µm dielectric substrate thicknesses as a function of frequency, for a
plane wave incident at ψ = 0o azimuth angle for both TE ((a), (c) and (e)) and TM
(b), (d) and (f)) polarisations.
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Callaghan and Parker [3] also studied the fundamental resonant frequency of an
array of dipole slots in a metal sheet and an array of metal dipoles. They studied two
situations: the FSS layers in either a dielectric substrate of thickness 2d or on top of a
substrate of thickness d. Their results showed that the resonant frequencies decreased as
the dielectric thickness increased being asymptotic to a defined value thats depends on
how the dielectric is placed above and below the array. For the arrays embedded within
the dielectric of thickness 2d the asymptote value was f0/
√
εr whereas for the arrays
on top of the substrate of thickness d the asymptote was less (f0/
√
r+1
2 ). For the slot
arrays a curious cyclic behaviour was occurred when the dielectric was integer quarter
wavelengths thick. This behaviour was not observed for the array of metal dipoles.
It was shown using transmission line theory that the dielectric layers transformed the
real free space impedance to a complex impedance at the array surface. Similar results
were later shown by Callaghan and Parker [98] for arrays of circular patches, square
loop FSS. To understand this it is useful to consider a finite transmission line of length
l being terminated at a load impedance Zl [38]. The input impedance at the load is
given by
Zi = Z0
Zl + iZ0tan(βl)
Z0 + iZltan(βl)
(5.25)
This is clearly a complex expression unless the dielectric optical path length (nd) is
an integer of quarter wavelength thick. If the optical thickness of the dielectric is
equal to a quarter wavelength or satisfies ((2m− 1)λ = 4nd) then the input impedance
(transformed impedance) is real and given by
Zi =
Z20
Zl
(5.26)
If the optical thickness of the dielectric is a integer number of half wavelengths mλ =
2nd then the input impedance is again real and given by
Zi = Zl (5.27)
For all other thicknesses the input impedance is complex and therefore a modification of
the resonant frequency results. This manifests itself as the oscillatory behaviour about
the quarter wavelength conditions with the resonant frequency unperturbed at quarter
wavelength optical dielectric thicknesses. Note that it is only parallel circuits that
are affected by the reactance. Both the connected and disconnected composite arrays
studied in this chapter are parallel circuits therefore both experience this oscillatory
behaviour.
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(a)
(b)
Figure 5.16: FEM modelled transmission spectra as a function of frequency and FR4
thickness for a plane wave incident at θ = 0o and ψ = 45o for the connected array (a)
and disconnected array (b).The red and blue lines represent the odd and even integer
multiple quarter wavelength quantisations in the dielectric layer respectively.
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Figure 5.16(a) and 5.16(b) show FEM modelling of how the resonant bright modes
shift in frequency as the dielectric thickness of the FR4 substrate increases. The first
order bright transmission band reduces in frequency as the dielectric thickness is in-
creased from zero to 1000 µm. Between 1000 µm and 1600 µm the resonant frequency
increases from ∼22 GHz to ∼30 GHz as it passes through the quarter wavelength thick-
ness of the dielectric. The same behaviour is observed for the second order bright band
above first. On either side of, and at the quarter wave condition the intensity of the
first bright mode drops as there is a reflection from the surface due to an impedance
mismatch either side of the surface. Conversely when the resonant bright bands are
in the proximity of a half wavelength condition then the brightness of the mode is
preserved as the dielectric transforms the impedance such that it is the same on both
sides of the array.
For the 1600 µm thick sample (Figure 5.14(e), 5.14(f), 5.15(e) and 5.15(f)) there is a 7
GHz passband centred at approximately 22 GHz where both the reflection and trans-
mission intensities are both approximately 50 %. This could be very useful for beam
splitting applications at microwave frequencies.
5.5 Conclusions
In this chapter two composite arrays; a connected array and the complementary discon-
nected array formed by tessellating near complementary elements has been studied in
some detail both experimentally and numerically. To understand the electromagnetic
response of these composite arrays Babinet’s principle was discussed and derived, the
transmission response of arrays of circular apertures and pseudo annular apertures, and
their complementary arrays were briefly studied.
Experimental results were presented for the connected and disconnected arrays for a
range of incident angles, azimuth angles and polarisations and compared to FEM mod-
elling and the aforementioned structures. Babinet’s principle was shown to be a good
approximation for the connected and disconnected arrays, taking into account the thin
dielectric substrate and its loss.
For the connected array (A) it was shown that the modes observed in the simpler arrays
of pseudo-annular apertures and circular apertures were observed also for the composite
array (A). However at higher frequencies close to the diffracted light lines. The TE11
mode and second order annular modes supported on the circular and pseudo-annular
aperture arrays respectively are observed as a mixed surface mode on the composite
array. For the disconnected array (B) the resonant modes were not the dark bands
which may have been expected but instead the bright bands between the dark bands.
On placing the connected array (A) on thicker dielectric substrates it has been shown
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as in previous studies by [3] that the resonant frequencies of modes supported by the
array reduce in frequency as the dielectric thickness increases. When a resonant mode
supported by the FSS is close in frequency to the quarter wavelength condition in the
dielectric a cyclic behaviour is observed. The presence of the dielectric transforms the
real impedance of free space to a complex impedance. The result of a further reactance
is a modification in the resonant frequency. The composite array (A) studied on 1600
µm of dielectric shows a curious 7 GHz pass band over which both the transmission
and reflection are ∼50 % ± 5 %. This FSS could be very useful as a beam splitting
device at microwave frequencies.
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Chapter 6
Capped circular holes in a metal
sheet
6.1 Introduction
Frequency selective surfaces are essentially electromagnetic filters, and are used in a
plethora of devices ranging from solar cells in the visible regime to applications of
radar technology. The latter includes, for example, radomes, designed to protect a
radar emitter/receiver from the wind, rain and sand while allowing the transmission
of selected EM frequencies [99]. Ebbesen et al.’s work on holey metal films at optical
frequencies [2] showed enhanced transmission close to the onset of diffraction with the
resonant frequency dictated by the geometry of the hole and the periodicity. In the
microwave regime many relatively simple arrays of metallic elements in a single layered
FSS have been well-studied, including arrays of rings and dipoles [4, 5, 100], circular
patches [89] and their complementary counterparts [101–103]. Several dual layered FSS
[104–111] which offer a decreased sensitivity to changes in both polarisation and angle
of incidence, have also been studied.
In this chapter, capping an array of sub-wavelength circular apertures with circular
metallic patches is explored, investigating the electromagnetic interaction between the
metal surfaces, and the resultant resonant response as a function of incident angle,
azimuth angle and polarisation. The capped aperture array is composed of two closely
spaced FSS layers, one of which is an array of copper circular patches while the other
is a similar array of circular apertures in a copper sheet (Figure 6.1). Each layer in
isolation acts in the familiar FSS manner (outlined in chapter 2); the former exhibiting
high pass behaviour (capacitive mesh) the latter demonstrates a low pass response
(inductive mesh) [1]. It will be shown that the capped aperture array acts as an
inductive mesh. The capped aperture array is arranged so that the centre of each
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patch is directly above the centre of each aperture and spaced from one another by a
low loss dielectric. The radius of the patches (r1) exceeds the radius of the apertures (r2)
thereby creating an annular-shaped cavity between the overlapping metal. This overlap
region (annular cavity) supports a family of resonant modes that mediate resonant
transmission through the array. By analogy to the modes supported by an annular
waveguide (i.e., coaxial cable), with the roles of the electric and magnetic boundaries
reversed, one can approximate the resonant frequencies of the annular cavity to be
fm =
mc
pi(r1 + r2)n
(6.1)
Here fm is the frequency of the m
th resonance, rm = (r1 + r2)/2 is the mean radius of
the overlap volume (r1 and r2 being the radii of the patch and apertures respectively),
c is the speed of light in free space and n is the refractive index of the dielectric spacer.
Equation 6.1 assumes that there is no penetration of the electric fields into the metal
and no fringing fields at the edges of the overlap cavity, i.e., in the limit that the spacing
between the two FSSs (td) tends to zero. This result will be derived later for a single
capped aperture (annular cavity) in section 6.3 and compared to the experimental
results in section 6.7. In addition to studying the experimental sample, the resonant
frequency of the first order mode is studied in the FEM model as a function of the
radial overlap (r1 − r2) and FSS separation (d). Finally, the experimental results are
compared to FEM modelling of an uncapped array (bare circular aperture array) and
an annular FSS in section 6.8
6.2 Experimental sample and measurement techniques
The capped aperture array sample (shown in Figure 6.1) is formed by employing con-
ventional Printed Circuit Board (PCB) processing techniques whereby unwanted metal
is removed by chemical etching from a dielectric substrate backed on both sides with
a thin copper layer. The PCB substrate is a Nelco ® NY9220 material of thickness
0.4 mm and relative permittivity ε = 2.2 + 0.002i (specified at 10 GHz [112]), coated
on each side with 18 µm of copper. Both the patches and apertures reside in a λg =5
mm pitch square array and have radii of r1 = 2.2 mm and r2 = 1.8 mm respectively.
The total sample area is approximately 350 mm × 350 mm. In order to represent the
experimental sample accurately within the FEM model several sample elements from
different areas of the array were measured using a travelling microscope and the sample
parameters were found to be within 10 µm of the specified design parameters.
Transmission spectra for a collimated microwave beam, for frequencies in the range 12
≤ f ≤ 75 GHz are recorded for incident azimuth angles of ψ = 0◦, ψ = 30◦ and ψ = 45◦
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and incident polar angles in the range −25◦ ≤ θ ≤ 25◦, for both TM and TE polarisa-
tions. The sample was stretched tightly over a purpose made wooden frame as it was
found that the higher order harmonics supported by the array were sensitive to sample
flatness. Experimental spectral transmission data normalised to the transmission in
the absence of a sample was recorded using the experimental techniques outlined in
chapter 4 with five sets of waveguide horns [12−18GHz, 18−26.5 GHz, 26.5−40 GHz,
40−60 GHz and 60−75 GHz]. For each set of horns 401 frequency points were recorded
for each of the 501 angles (0.1◦ steps) totalling nearly one million data points recorded
for each azimuth angle and polarisation combination.
Figure 6.1: Schematic of the experimental sample showing the coordinate system used.
Note that the three layers, patch array (upper), dielectric spacer (middle) and aperture
array (lower), have been separated for clarity.
6.3 Single annular cavity theory
In this section the eigen solutions to a single annular cavity will be derived. The fields
within an annular cavity are standing waves that vary in time, therefore the electric
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and magnetic fields in cylindrical polar coordinates may be expressed as
E = [Eρρˆ+ Eφφˆ+ Ezzˆ]e
iωt (6.2)
and
H = [Hρρˆ+Hφφˆ+Hzzˆ]e
iωt. (6.3)
Maxwell’s equations in the absence of free charge yield
∇ ∧E = −µ∂H
∂t
= −iωµ
[
Hρρˆ+Hφφˆ+Hzzˆ
]
eiωt (6.4)
and
∇ ∧H = ε∂E
∂t
= iωε
[
Eρρˆ+ Eφφˆ+ Ezzˆ
]
eiωt. (6.5)
The vector field components can be formed into six differential equations,
1
ρ
∂Ez
∂φ
− ∂Eφ
∂z
= −iωµHρ, (6.6)
∂Eρ
∂z
− ∂Ez
∂ρ
= −iωµHφ, (6.7)
1
ρ
∂(ρEφ)
∂ρ
− 1
ρ
∂Eρ
∂φ
= −iωµHz, (6.8)
1
ρ
∂Hz
∂φ
− ∂Hφ
∂z
= iωεEρ, (6.9)
∂Hρ
∂z
− ∂Hz
∂ρ
= iωεEφ (6.10)
and
1
ρ
∂(ρHφ)
∂ρ
− 1
ρ
∂Hρ
∂φ
= iωεEz. (6.11)
Solutions for when Hz = 0 within the annular cavity are now considered. On re-
arranging the transverse components (ρ and φ) in terms of the axial components (z)
yields,
∂2Hρ
∂z2
+ ω2µεHρ =
iωε
ρ
∂Ez
∂φ
, (6.12)
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∂2Hφ
∂z2
+ ω2µεHφ = −iωερ∂Ez
∂ρ
, (6.13)
∂2Eρ
∂z2
+ ω2µεEρ =
∂2Ez
∂ρ∂z
, (6.14)
and
∂2Eφ
∂z2
+ ω2µεEφ =
1
ρ
∂2Ez
∂φ∂z
. (6.15)
Within this annular cavity (parallel plate capacitor) it is assumed that the field com-
ponents do not vary with z provided that (r1 − r2) >> td. Therefore it is concluded
that Eφ = 0 and Eρ = 0 and the remaining transverse field components reduce to
Hρ =
iωε
k2ρ
∂Ez
∂φ
(6.16)
and
Hφ = − iωερ
k2
∂Ez
∂ρ
, (6.17)
where k2 = ω2µε. Therefore there are only three non zero field components Hρ, Hφ and
Ez and both Hρ, Hφ have been expressed in terms of Ez. Using the same methodology
as outlined in chapter 3 (noting here we use k instead of kc), the solution to Ez is given
by
Ez(ρ, φ) = (Asin(mφ) +Bcos(mφ))(CJm(kρ) +DYm(kρ)), (6.18)
and the transverse field components are given by
Hρ =
iωε
k2ρ
(Acos(mφ)−Bsin(mφ))(CJm(kρ) +DYm(kρ)) (6.19)
and
Hφ = − iωερ
k2
(Asin(mφ) +Bcos(mφ))(CJ
′
m(kρ) +DY
′
m(kρ)). (6.20)
The boundary that is imposed for this cavity is Hφ equals zero at ρ = r1 and ρ = r2
otherwise the mode is not confined to the cavity. With this approximation the eigen
value problem which results is the same as the TE solutions of the infinitely long annular
waveguide given by
J
′
m(kr1)Y
′
m(kr2) = J
′
m(kr2)Y
′
m(kr1) (6.21)
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which has been previously discussed in detail in chapter 3 section 3.7.2 and shown to be
approximated very closely by the mean radius equation presented in the introduction
of this chapter (equation 6.1). In the limit that (r1 − r2) >> (r1 + r2)/2 then the φ
component to the magnetic field falls to zero and the fields reduce to
Ez(φ)zˆ = E0cos(mφ− ωt)zˆ, (6.22)
and
Hρ(φ)ρˆ = H0sin(mφ− ωt)ρˆ. (6.23)
This analysis will aid understanding of what modes are expected for the array studied
in this chapter, and the limit frequencies of these surface modes. Clearly if the φ
component of the magnetic field is truly zero then transmission is not possible through
the cavity as the cross product of equations 6.22 and 6.23 are purely azimuthal (φˆ) and
power will simply flow around the cavity and never leave it.
6.4 Normal incidence response
(a) (b)
Figure 6.2: Experimental transmission spectra and FEM modelled comparison, plotted
as a function of frequency for a plane wave incident at ψ = 45◦ azimuth angle and
θ = 0◦ polar angle, for (a) TE (hollow blue circles) and (b) TM (hollow red circles)
polarisations. FEM modelling for both TE and TM is illustrated by a black solid line.
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Figure 6.3: Time averaged electric ((a) and (e)) and magnetic ((b) and (f)) fields and
vector electric (c) and magnetic (d) fields, normalised to the incident field, for the first
order (m = 1) annular mode ((a), (b), (c) and (d)) and the third order (m = 3) mode
((e) and (f)). The white solid arrows outlined in black illustrate the in-plane magnetic
vectors, the black solid arrows outlined in white illustrate the in-plane electric vectors,
the blue arrow represents the incident in-plane magnetic vector, the red arrow represents
the incident in-plane electric vector, all at the same instant in phase.
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Figure 6.2 shows the normal incidence transmission spectra for an arbitrary azimuth
angle of ψ = 45◦. There are two resonant modes present below the onset of diffraction
(60 GHz). The mode at 18.1 GHz is a first order annulus mode supported within
the annular shaped cavity bound by the overlapping metal (azimuthal quantisation).
The mode at 51.3 GHz is a third order annulus mode (discussed in depth in section
6.6). The absence of the second order mode will be discussed later in section 6.5. FEM
modelling using the design parameters specified in the section 6.2, provides a good fit to
the experimental data. Therefore these design parameters will now be used throughout
this chapter for further comparisons of FEM modelling to experimental data. Note
that the transmission response is the same when measured from the front or back of
the array however in this chapter results are shown for illuminating the front (patches
first) only.
The first order mode at 18.1 GHz, has two antinodes in both its electric and magnetic
standing wave fields around the circumference of the annular cavity (figure 6.3 (a) and
(b) respectively). The electric and magnetic fields are separated both spatially and
temporally with the magnetic field out of phase by pi/2 from the temporal component
and mpi/4 from the spatially component (equations 6.22 and 6.23). The electric vector
points predominately in the z direction whereas the magnetic field is predominately in
the x-y plane (figure 6.3 (c) and (d) respectively).
6.5 Oblique incidence response
Figure 6.4 shows the transmission spectra for radiation incident at θ = 10◦, for azimuth
angles of ψ = 0◦, ψ = 45◦ and ψ = 30◦ and for both TE and TM polarisations. At
oblique incident angles there are three modes present below the onset of diffraction
(ψ = 0◦ and ψ = 45◦). The first and third modes, are the first (m = 1) and third
(m = 3) order annuli modes discussed in section 6.4. The second resonant mode, is
the second (m = 2) order annulus mode which was not excited by normal incident
radiation. On inspection of the electromagnetic fields, the radial electric vectors (ρˆ), at
points around the annular circumference separated spatially around the annular cavity
by 180◦, are directed towards one another or away from one another at an instant in
phase (figure 6.6). To excite this mode there must be a phase delay in the electric field
between these two points. Therefore this mode cannot be excited at normal incidence.
The second order mode has two possible field solutions around the annular cavity
leading to two energy levels at which it can be excited. Of course this must be an
array symmetry effect, as for an isolated element (single capped aperture) situated on
an infinite metal ground plane there are an infinity of possible field distributions due
to the cavities circular symmetry. All these solutions must be degenerate in energy.
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The electric field antinodes (maxima) align with the degenerate (1, 1)/(−1,−1) and
(1,−1)/(−1, 1) lattice symmetry planes for the high energy solution whereas for the low
energy solution the fields align with the degenerate (±1, 0) and (0,±1) lattice symmetry
planes. The solution excited is dependent on the azimuth angle and polarisation of
incident light. If the incident electric vector lies along a lattice symmetry plane, then
for TE polarised light the electric fields diffract into the annular cavity with electric
field antinodes at 45◦ to the incident electric vector (figure 6.6(a) and 6.6(b)) whereas
for TM polarised light the electric field antinodes align both with and orthogonal to
the incident electric vector (figure 6.6(e) and 6.6(d)). Therefore TM polarised light
incident at ψ = 0◦ and TE polarised light incident at ψ = 45◦ both excite the low
energy solution whereas TE polarised light incident at ψ = 0◦ and TM polarised light
incident at ψ = 45◦ both excite the high energy solution. Both the high and low energy
solutions are excited when the incident electric vector does not lie on a lattice symmetry
plane with the intensity of each mode dependent on the polarisation and azimuth angle
(figures 6.5 and 6.6(c), 6.6(f), 6.6(g) and 6.6(h)).
In order to understand the origin of the high and low energy solutions of the second
order annuli mode it is useful to consider a single unit cell of the capped aperture array
The circularly symmetric annular cavity resides in a square unit cell. Clearly if the
fields are completely confined to the annular cavity, fringing fields are negligible and
an energy difference between the second order modes, may not be expected due to
the circular symmetry. However, for the experimental design (r1 − r2) = td, therefore
fringing fields must be significant. Consider the electric field anti-nodes (maxima) to
reside at points A, B, C and D as depicted in figure 6.6(j). Outside the confines of the
annular cavity (as within), the electric fields are bound by the copper patch and the
square apertured copper below, due to the boundary conditions imposed by the metal
surfaces. This gives an additional capacitance that adds to the capacitance within
the cavity, inversely proportional to the distance between the metal surfaces. For this
field distribution, the added capacitance from the fringing electric fields, is greater on
comparison to if the anti-nodes are situated at A
′
, B
′
, C
′
and D
′
(for the high energy
solution (figure 6.6(i))).
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(a) (b)
(c) (d)
(e) (f)
Figure 6.4: Experimental transmission spectra and FEM modelled comparisons, plot-
ted as a function of frequency for a plane wave incident at θ = 10◦ for several azimuth
angles ψ = 0◦ ((a) and (b)), ψ = 45◦ ((c) and (d)) and ψ = 30◦ ((e) and (f)), for TE
((a), (c) and (e)) and TM ((b), (d) and (f)) polarisations. The grey vertical lines show
the diffraction edge(s).
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The inductance is proportional to the magnetic flux, and is proportional to the
distance between the metal surfaces. The magnetic fields (maxima) are orientated 45◦
relative to the electric fields. Therefore when the electric field anti-nodes are distributed
at (A, B, C and D), the added inductance associated with the fringing magnetic fields
passing through a larger area, is greater by comparison when the electric field anti-
nodes are distributed at A
′
, B
′
, C
′
and D
′
. When the electric fields are orientated at
the narrowest points around the unit cell (A, B, C and D) both the capacitance and
inductance are greater than when the electric field antinodes are orientated at A
′
, B
′
,
C
′
and D
′
. The reason why the first order modes solutions are degenerate, is simply
(a) (b)
Figure 6.5: Experimental transmission spectra as a function of frequency for a plane
wave incident at θ = 10◦ for several azimuth angles in the range 0◦ ≤ ψ ≤45◦ for TE
(a) and TM (b) polarisations. Note the data was taken in 5◦ azimuth angle steps and
interpolated between these steps.
because the electric field anti-nodes and magnetic field antinodes are spaced by 180◦
around the annular cavity and 90◦ from each other. Therefore when both the electric
and magnetic field anti-nodes, are distributed at the narrowest points around the unit
cell, the additional capacitance may be higher but the additional inductance is lower,
on comparison to when they are orientated at the widest points. Thus the changes in
inductance and capacitance balance one another such that the resonant frequency is
unchanged and the energies of the mode is degenerate. This was explained in detail
for a similar problem of a hollow square waveguide with a cylindrical central post as
studied in chapter 5.
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Figure 6.6: FEM modelled, time averaged electric fields, normalised to the incident
field, plotted on resonance for the second order annulus mode over a plane at the central
depth of the NY9220 spacer for, (a) TE ψ = 0◦, (e) TM ψ = 0◦, (d) TM ψ = 45◦,
(b) TE ψ = 45◦, ((f) and (h)) TM ψ = 30◦ and ((c) and (g)) TE ψ = 30◦. An
illustration of the fringing fields at the antinodes (maxima) for the high energy (i) and
low energy (j) eigen solutions of the second order annulus mode. Red arrows, grey
arrows, white arrows outlined in black and black arrows outlined in white illustrate the
in-plane incident electric vector, incident wave-vector, magnetic field anti-nodes and
electric field anti-nodes respectively.
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6.6 Dispersion
The modes excited within the annular cavities have been identified in sections 6.4 and
6.5. This section shows experimental transmission measurements as a function of in-
plane wave-vector (k0sinθ) and frequency, illustrating the dispersion of resonant modes
supported by the array with changes in azimuth angle (ψ), polar angles (θ) and polar-
isation. The first order mode excited at 18.1 GHz (at normal incidence) is far below
the diffracted light lines and is therefore only very weakly perturbed by evanescent
diffracted orders maintaining its breadth, intensity and frequency position for all mea-
sured angles and polarisations.
The second order mode is closer to the diffracted light lines and is perturbed by evanes-
cent diffraction. The high frequency second order mode disperses more strongly than
the low frequency mode as it is closer to the diffraction edge, following the in-plane
linear light lines for TE polarised light incident at ψ = 0◦ azimuth angle and the de-
generate (1, 0)/(0, 1) and (−1, 0)/(0,−1) light lines for TM polarised light incident at
ψ = 45◦ azimuth angle (figure 6.7(a) and 6.7(d)).
The third order mode at 51.3 GHz (at normal incidence), has six antinodes in its
standing wave fields within the overlap cavity. Due to its proximity to the diffracted
light lines, these third order modes are highly hybridised forming diffractively coupled
surface waves, evident as strong curvature in their dispersion. For ψ = 0◦ azimuth
angle, when excited by TE polarised and TM polarised incident radiation the third
order mode disperses with the parabolic out of plane (0,±1) and in-plane linear (±1, 0)
light lines respectively. For ψ = 45◦ azimuth angle, when excited by TE polarised
and TM polarised incident radiation the third order mode disperses with the degener-
ate (−1, 0)/(0,−1) and (1, 0)/(0, 1) light lines. It is noted that the mode excited by
TE polarised radiation does not appear to interact strongly with the (−1, 0)/(0,−1)
and (1, 0)/(0, 1) light lines until in very close proximity (figure 6.7(c)). Figure 6.8
shows a dispersion plot comparison between experimental data and FEM modelling
for the third order mode. Figure 6.8(c) shows that for TE polarised light incident at
ψ = 45◦ azimuth angle the mode disperses to higher frequencies for increasing incident
angles (albeit very slightly) before following the (−1, 0)/(0,−1) and (1, 0)/(0, 1) light
lines when in very close proximity indicating that the mode could be influenced by
the higher diffracted orders associated with the (1,−1)/(−1, 1) parabolic light lines.
The fourth order annular mode which has four antinodes in its standing wave fields is
observed at higher frequencies heavily influenced by evanescent diffracted orders (figure
6.7(d)).
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(a) (b)
(c) (d)
(e) (f)
Figure 6.7: Experimentally measured transmission as a function of frequency and in-
plane wave-vector for a plane wave incident at ψ = 0◦ azimuth angle ((a) and (b)),
ψ = 45◦ ((c) and (d)) and ψ = 30◦ ((e) and (f)) for TE ((a), (c) and (e)) and TM ((b),
(d) and (f)) polarisations. Note transmission is shown on a saturated linear scale.
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(a) (b)
(c) (d)
Figure 6.8: FEM modelled transmission as a function of frequency and incident polar
angle for a plane wave incident at ψ = 0◦ azimuth angle ((a) and (b)), ψ = 45◦ ((c)
and (d)) for TE ((a) and (c)) and TM ((b) and (d)) polarisations showing a disperison
comparison of experimental data (left hand side of zero) and FEM modelling (right hand
side of zero) for the third order mode. Note the black dots illustrate the diffracted light
lines.
The third order mode is markedly dimmer by comparison to the FEM modelling
due its sensitivity to beam spread in the experimental setup.
6.7 Comparisons with a single capped aperture
The predicted position of the first order annular mode from the analysis of a single
cavity presented in section 6.3 lies at 16.1 GHz whereas both the FEM modelling and
experimental data show the mode to lie at 18.1 GHz.
Figure 6.9 shows the first order mode as predicted by FEM modelling for the capped
aperture array (shown previously in figure 6.2 to represent the data accurately) and for
comparison the prediction of equation 6.1 for a single capped aperture. The discrepancy
between the two results arises due to the assumptions made by equation 6.1. The EM
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fields on resonance are not all confined to the annular space as (r1 − r2) = td. One
may expect the resonant frequency to be lower than the prediction of equation 6.1
due to these end effects [113]. However the fringing fields do not only expand into the
surrounding Nelco ® NY9220 substrate but also extend into the surrounding air (upper
and lower half spaces figure 6.9(b)) therefore experiencing a region of space filled with
a lower refractive index than that filling the cavity. This acts to shift the resonance
up in frequency. This is shown clearly in figure 6.10 where the mean radius and pitch
are kept constant ((rm = 2 mm) and (λg = 5 mm)) whilst the radial overlap is varied
in the range −200 µm ≤ (r1 − r2) ≤ 900 µm for Nelco ® Nelco ® NY9220 substrate
thicknesses of 20 µm, 40 µm, 60 µm and 80 µm. If the upper and lower half spaces were
filled with NY9220 as shown in figure 6.9(b) then the resonant frequency drops just
below the value predicted by equation 6.1 as would be expected. For a dielectric filled
cavity surrounded by air filled upper and lower half spaces, the resonant frequency can
only be predicted accurately by equation 6.1 when the radial overlap is large compared
to the layer separation. If the radial separation is comparable to the layer separation
then the resonant frequency will be somewhere between the values predicted by equation
6.1 using air and the dielectric filling the cavity.
(a)
Nelco             NY9220 
Lower Air Half Space 
Upper Air Half Space 
k
E TE 18.1 GHz
(b)
Figure 6.9: (a) FEM modelled transmission spectra as a function of frequency for the
capped hole array (first order mode) (ψ = 0◦, θ = 0◦) for the annular cavity filled
with Nelco ® NY9220 and the upper and lower half spaces filled with either NY9220
(Solid red line) or air (solid black line). The prediction from equation 6.1 using Nelco
® NY9220 to fill the cavity is shown by the blue solid line. (b) Time averaged electric
field enhancement plotted over the (0,1) plane situated at the center of the patch for
the first order annulus mode, where red is high and blue, low electric field enhancement.
Note that only one half of the unit cell is shown. The white solid lines represent the
metal areas and the black dotted lines represent the Nelco ® NY9220 to air interface.
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Figure 6.10: FEM modelled transmission ((a), (d), (g) and (j)), reflection ((b), (e),
(h) and (k)) and absorption ((c), (f), (i) and (l)) as a function of frequency and radial
overlap (r1 − r2) for FSS separations of 20 µm ((a), (b) and (c)), 40 µm ((d), (e) and
(f)), 60 µm ((g), (h) and (i)) and 80 µm ((j), (k) and (l)). The predictions of equation
6.1 have been plotted for both NY9220 (n = 1.48) and air (n = 1) filling the annular
cavity (green and red solid lines respectively).
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6.8 Comparison with a uncapped aperture array
(a) (b)
Figure 6.11: (a) FEM modelled transmission spectra as a function of frequency for
the capped hole array (ψ = 0◦, θ = 0◦) and for comparison the transmission through
a circular aperture array and circular patch array (b) shows a comparison of a annular
aperture FSS backed with NY9220 and the capped aperture array spaced with NY9220.
In this section the transmission response of the capped aperture array (i.e., exper-
imental sample with the Nelco® NY9220 spacer replaced with air) is compared to the
response of the well studied circular aperture array for which transmission enhance-
ments have been observed (figure 6.11(a)). The capped aperture array is compared to
an un-backed circular aperture array (λg = 5 mm) with a 1.8 mm hole radius, also
the response of a near complimentary unbacked patch array is shown (patch radius of
2.2 mm). Finally the results from the capped aperture array will be compared to a
single layer annular aperture FSS of inner radii 1.8mm and outer radii 2.2 mm (figure
6.11(b)). It is shown that on capping each circular aperture in an array with a metal
disc, the fundamental resonant frequency is drastically reduced by a factor of ∼ 2.3
as the array no longer supports the fundamental TE11 waveguide mode and instead
supports the first order annular mode as its new fundamental resonance. This has
advantages for practical applications as it makes the EM response of the array much
less dependent on changes to incident angle and polarisation. One may expect that on
capping the aperture array only a small percentage of radiation would be transmitted
due to there being no direct route for radiation to pass through the array however the
EM fields scatter into the annular resonant cavity then scattering out the other side
resulting in transmission through the array. For both the annular aperture FSS and the
capped aperture array the fundamental resonant frequency drops with the addition of
dielectric having a higher refractive index than air (figure 6.11(b)). However there is a
135
6.Capped circular holes in a metal sheet
clear advantage of the capped aperture array as compared to the annular aperture FSS
as for the former, the resonant frequency falls as the dielectric layer becomes thinner
(figure 6.10) whereas for the latter the resonant frequency falls as the dielectric layer
becomes thicker. Often it is desired to have a thin lightweight FSS rather than a thicker
and bulky one.
Similar results on the transmission of light through capped holes at optical frequencies
were demonstrated by Li et al. in 2011 [114] after the publication in 2010 of parts of
the work presented in this chapter [115].
6.9 Conclusions
The resonant transmission response of an array of capped circular apertures has been
explored. The overlapping metal forms an annular-shaped cavity which has been shown
to support a family of resonant modes which mediate transmission through the array.
The asymptote frequencies have been shown to be closely predicted by the theory de-
rived in section 6.3 for a single capped aperture which was also shown to have the same
eigen solutions as an infinitely long annular waveguide (TE solutions) outlined in chap-
ter 3. The microwave transmission response through the capped aperture array has
been recorded for a range of incident polar angles, azimuth angles and polarisations
showing the dispersion of the modes supported by the array. The first order mode,
which is far from the diffraction edge, is broad and largely invariant to changes in in-
cident angle, azimuth angle and polarisation. Furthermore the fundamental resonant
response of the capped aperture array with air as the dielectric spacer is ∼ 2.3 times
lower than the aperture array studied by Ebessen [2] and with Nelco ® NY9220 dielec-
tric ∼ 3.1 times lower. The second order mode which can only be excited at oblique
incident angles has high and low energy solutions. Which solution is excited has been
shown to be dependent on polarisation and azimuth angle. When the incident in-plane
electric vector does not align with one of the lattice symmetry planes, both the high
and low energy solutions are excited simultaneously with varying intensity dependent
again on the azimuth angle and polarisation. Due to its proximity to the diffracted
light lines, the third order mode is influenced by evanescent diffraction, and is strongly
dependent on azimuth angle, polarisation and polar angle of incidence. The modes
have frequencies dictated primarily by the average radius of the metallic patches and
apertures with perturbations primarily due to field expansion into the surrounding air.
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6.10 Future work and extensions
In the following chapter 7 the first extension of the capped aperture array is presented
whereby multiple annular cavities are formed by nesting annular rings and annular
apertures within each unit cell. The second set of extensions to this work are presented
in chapter 8 where the resonant frequency of a single capped aperture, that has been
structured internally with sub-wavelength metal inclusions, are investigated. Structures
include a “split ring” cavity in which the metal patch is electrically connected to the
apertured metallic ground plane by a metal rod and a stepped cavity where metal
steps are situated where the electric field antinodes of the first order annular mode
are expected. Both these structuring techniques are used to reduce the fundamental
resonant frequency of the annular cavity.
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Chapter 7
Capped annular slots in a metal
sheet
7.1 Introduction
During the latter part of the twentieth century, many studies have been conducted
on Frequency Selective Surfaces. FSS are essentially disconnected or connected metal
bi-gratings and are used widely as electromagnetic filters for radomes and in the com-
munications industry [99]. It is often desired for these filters to be non dispersive to
changes in angle of incidence and polarisation. Therefore FSSs are generally used at
frequencies far from the diffraction limit. In recent years some studies have shown that
modes supported by dual layer FSS are less dependent than single layers on changes
in incident angle and polarisation [104–111]. Similar results have been obtained for
dual layer FSS, comprised of a FSS separated from its complementary FSS, by a sub-
wavelength distance (termed in the literature as a CFSS [101, 115]). In reference [101]
the concept of this complementary pair of FSSs was introduced, both for a square ar-
ray of metal annuli spaced above their complementary array of annular slots in a metal
sheet, and for dipole patches above dipole slots. That study focused on the offset of
the ring slots relative to the ring patches for tuning the transmission intensity showing
results only for the fundamental dual pass band observed.
This dual pass band far below the diffraction limit was shown to be largely independent
of both angle of incidence and polarisation. Between the two peaks of the dual pass
band a distinct transmission minimum was observed which is explored further here with
the physical origin explained. A square loop FSS, and its complementary FSS, similar
to [101] were considered for miniaturisation purposes [116].
In this chapter the study of [101] is extended experimentally, exploring the transmis-
sion response of the higher harmonic resonances, and characterising their behaviour as
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a function of angle and polarisation. The modes of the dual pass band are attributed
in this chapter to the two annular cavities and the electromagnetic fields within these
two cavities on resonance are explored, the experimental results being compared to the
predictions from FEM modelling.
Experimental results from this chapter are compared with those in chapter 6 ob-
tained for a circular aperture FSS capped with circular patches, which formed an array
of annular cavities (figures 7.1(a) and 6.1). This capped aperture array was shown
to support a family of annular modes mediating transmission through the array. On
consideration of the cross-sectional view of the capped aperture array studied in chap-
ter 6 and the capped annuli array studied in this chapter (figure 7.1(b) and 7.1(d)) a
concept is introduced for designing an array which contains multiple annular cavities
in each unit cell. By subtracting and adding circular apertures and metal rings to and
from the capped annular array studied here, multiple annular cavities can be easily
formed (figure 7.1(e) and 7.1(f)). Each cavity supports a family of annular resonant
modes analogous to those in Parker et al’s study of concentric rings as FSS [4, 5], also
demonstrating multi pass bands. This concept is explored using FEM modelling.[117]
While the structure is similar to that in [101], the inner copper annulus radius has
been increased (without changing the annular slot) to shift the high frequency peak of
the dual pass band down in frequency (as outlined in chapter 6 figure 6.10), thereby
better defining the transmission minimum between the modes of the first order dual
pass band. Thus it is strictly a ‘near complementary pair FSS’. This array is simply
referred to as a capped annular array hereafter. It is shown in this chapter that each
unit cell can be considered to contain two annular cavities. One is formed between the
metal circumference of the outer radius of each copper annulus, with the outer metal
circumference of the annular slots, and the other cavity formed by the overlapping
metal of the inner edges of the annulus and the annular slots (figure 7.1(c) and 7.1(d)).
Both cavities support a family of modes mediating resonant transmission through the
structure.
It was observed in chapter 6 that the frequency of the first order mode supported in a
annular cavity could be closely predicted by the eigen modes of a single annular cavity
(similar to a infinitely long annular waveguide [38]) given by (equation 7.1).
fmi =
mν
pi(rci + rdi)n
(7.1)
Here fmi is the frequency of the m
th resonance of the ith cavity, which is formed between
the holey ground plane (of radius rci) and the concentric metal ring above (of radius
rdi), c is the speed of light in free space and n is the refractive index of the dielectric
spacer. Equation 7.1 assumes that there is no penetration of the electric fields into the
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(a) (b)
(c) (d)
(e) (f)
Figure 7.1: (a) and (b) are schematics of the experimental samples (A) and (B)
respectively, showing the coordinate system used for both samples (a). Note that the
three layers, disconnected mesh (upper), dielectric spacer (middle) and connected mesh
(lower), have been separated for clarity. (c) and (d) show a cross section through a
single element of arrays (A) and (B). For (c) there is one annular cavity (red shaded
area). For (d) there are two cavities, one shaded red and one represented by the red
dotted lines. (e) and (f) show unit cells of capped arrays that have three (Array (C))
and four (Array (D)) annular cavities within each unit cell respectively.
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metal and no end effects at the edges of the overlap cavity, i.e., in the limit that td
tends to zero.
If the radial overlap |(rci − rdi)| is comparable to the separation between the ring annu-
lus and ring slot FSS (td), then the electric field maxima on resonance partially occupy
both the dielectric filling the cavity and the air surrounding the FSS (chapter 6, figure
6.9(b) and [115]). In this case equation 7.1 provides only an approximation to the res-
onant frequency. As the radial overlap becomes large compared to the FSS separation
the resonant fields become more strongly confined to the cavity such that the fringing
fields which extend in to the air filled space at the ends of the cavity are negligible, and
then equation 7.1 is valid. However, in the experiment, there is zero metallic overlap
for the larger radius cavity, thereby significantly increasing its fundamental resonant
frequency as compared to equation 7.1. Conversely for the inner cavity (corresponding
to the higher frequency mode) a small metallic overlap is introduced so as to decrease
its fundamental resonant frequency. The result of both these actions brings the two
cavity modes closer in frequency which results in more strongly defined transmission
minimum between the two modes.
7.2 Experimental samples and measurement techniques
The experimental samples (Figure 7.1(a) and 7.1(b)) were formed using PCB processing
techniques with the surface structure etched into a continuous copper sheet on either
side of a metal coated dielectric substrate. The PCB substrate is a Nelco ® NY9220
material of thickness 0.4 mm and relative permittivity ε = 2.2 + 0.002i (specified at
10 GHz [112]), coated on each side with 18 µm of copper. Both the copper rings and
the slot apertures are arranged in a 5 mm pitch square array forming a total sample
area of approximately 350 mm × 350 mm. Sample (A), explored in chapter 6, has
nominal copper patch radii of rd1 = 2.2 mm and circular aperture radii of rc1 = 1.8
mm respectively this sample will be investigated further in this chapter. However
sample (A) will be used for comparison to sample (B). Sample (B) was designed with
nominal ring and aperture outer radii of rd1 = 2.2 mm and rc1 = 2.2 mm respectively
and ring and aperture inner radii of rd2 = 1.75 mm and rc2 = 2.1 mm respectively.
Experimental spectral transmission data (measured using the techniques outlined in
chapter 4) for a collimated microwave beam for frequencies in the range 12 ≤ f ≤ 60
GHz, normalised to the transmission in the absence of a sample, is shown in section
7.3. The transmission is plotted as a function of frequency and in-plane wave-vector
for both transverse magnetic (TM) and transverse electric (TE) polarisations, and for
several sample orientations (incident azimuth angles of ψ = 0◦, ψ = 22.5◦ and ψ = 45◦
and for incident polar angles in the range -25◦ ≤ θ ≤ 25◦), illustrating the dispersion
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of resonant modes. The dimensions of sample (A) were measured using a travelling
microscope and found to be rd1 = 2.2 ± 0.01 mm and rc1 = 1.8 ± 0.01 mm, and
when inputted into the FEM model provides a good fit to experimental data shown
previously in chapter 6.
Figure 7.2: Illustration of the different EM responses of arrays (A) and (B) showing
that array (B) supports two modes for every one array (A) supports.
For sample (B), a poor fit to the data was found using the nominal parameters. As
the outer cavity has zero overlap a much more accurate measurement of the sample
dimensions was required because the transmission response of a cavity with a small
radial overlap is much more sensitive to small changes in geometry than that for cavities
with a large radial overlap (Note this was previously illustrated in figure 6.10 of chapter
6). This was achieved by using a high resolution microscope to take many images of
sample areas from opposing corners of the experimental array. These images were then
stitched together using vector graphic software (figure 7.3) resulting in the average
measurements: rc1 = 2.206± 0.008mm, rd1 = 2.177± 0.008mm, rd2 = 1.762± 0.008mm
and rc2 = 2.076 ± 0.008mm. The mean offset of the ring relative to the aperture was
x = 35.4 ± 10 µm xˆ , y = 38.4 ± 10 µm yˆ. On using these parameters in the FEM
model, a much better fit to the experimental data (figure 7.5) was found. For sample
(A) illuminated with TE polarised radiation incident at θ = 10◦ and ψ = 0◦, modes
(high transmission) are observed at ∼ 18 GHz, ∼ 38 GHz and ∼ 52 GHz, the first (m
= 1), second (m = 2) and third (m = 3) order annuli modes respectively (azimuthal
quantisations) (shown in chapter 6 and in this chapter, figure 7.2). Sample (B) shows
two resonant modes for every one in sample (A) which is a result of it having two
annular cavities (figure 7.2). It is these modes supported by sample (B) which are now
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further discussed throughout this chapter.
(a) (b) (c) (d)
Figure 7.3: High resolution microscope images of small sample areas from opposing
diagonal ends of the experimental capped annuli array which were measured to pro-
vide measurements of the experimental sample to input into the FEM modelling for
comparisons to the experimental results.
7.3 Modes supported by the capped annulus array (B)
The first order mode for each cavity (∼ 15 GHz and ∼ 20 GHz for the outer and inner
cavities respectively) has two electric field anti-nodes (maxima) in its standing wave
fields around the annular cavities (Figure 7.4(a) and 7.4(b)). The electric and magnetic
fields are separated both spatially and temporally. Both these modes are far from the
onset of evanescent diffraction and therefore its influence. Therefore, these modes are
largely non dispersive over the measured angles of incidence and polarisations.
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Figure 7.4: Time averaged electric ((a) and (b)) and magnetic ((c) and (d)) fields,
normalised to the incident field for the outer ((a) and (c)) and inner ((b) and (d))
annular cavities. Vector electric fields are shown at the resonant frequencies of the dual
pass band ((e) and (g)) and for the transmission minimum between the two modes (f)
at an instant in phase. The white solid arrows outlined in black illustrate the in-plane
magnetic vectors, the black solid arrows outlined in white illustrate the in-plane electric
vectors, the blue arrow represents the incident in-plane magnetic vector, the red arrow
represents the incident in-plane electric vector, all at the same instant in phase.
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There is a distinct transmission minimum (∼ 18.6 GHz) (see figure 7.5) between the
first order modes of the outer and inner cavity. At the same azimuth position around
the unit cell, the incident electromagnetic field excites modes in each of the two cavities
such that at any instant in phase, the electric field in the outer cavity points partially
in one z -direction (Figure 7.4(e)) whilst in the inner cavity it points partially in the
opposite z -direction (Figure 7.4(g)). Inevitably at some frequency between the two
modes, the electric vectors under the annuli will be out of phase and of almost equal
intensity producing a minimum in transmission (Figure 7.4(f)).
In the range 34 GHz to 43 GHz two modes are observed (figure 7.5). The first order
resonance is the broadest mode of the system, and observed higher harmonics lie within
its tail. Therefore these modes are recorded as both light and dark features (i.e.,
Fano-shaped modes). The second order annular modes, excited in the outer and inner
cavity respectively (figure 7.6) have four antinodes in their standing wave fields. It was
outlined in chapter 6 that there are two solutions for each mode for an array of the
simpler geometry (sample (A)) studied in that chapter, dependent on both polarisation
and azimuth angle. On considering when the incident electric vector lies along one of
the lattice symmetry planes, for TE polarised radiation the electric field antinodes align
at 45◦ to the incident electric vector, whereas for TM radiation the antinodes align both
parallel and orthogonal to the incident field. Thus, for TM radiation incident at ψ = 0◦
and TE radiation incident at ψ = 45◦, similar field distributions within the annular
cavities are observed on resonance with electric field antinodes aligning with the (±1, 0)
and (0,±1) lattice symmetry planes. For TM radiation incident at ψ = 45◦ and TE
radiation incident at ψ = 0◦ the electric field antinodes align with the (1, 1)/(−1,−1)
and (1,−1)/(−1, 1) lattice symmetry planes. As noted in chapter 6 and again here,
when the incident electric vector does not coincide with a lattice symmetry plane then
both states are excited (figures 7.5(e) and 7.5(f)).
The third order modes (∼ 50 GHz for the outer cavity and ∼ 60 GHz for the inner
cavity) are again Fano-shape modes (see figure 7.8) and have six antinodes in their
standing wave fields within the annular cavity (figures 7.6(i) and 7.6(j)). These modes
are close to the onset of diffraction and are therefore more strongly perturbed by the
evanescent fields, than the first and second order modes. For TM radiation incident
at ψ = 0◦, the third order mode disperses with the in-plane (±1, 0) light lines (figure
7.7(b)). For TE radiation incident at ψ = 0◦, the third order mode disperses with
the degenerate out of plane (0,±1) light lines (figure 7.7(a)). A small asymmetry in
the experimental data is observed about k0sin θ = 0 for TE polarised radiation. On
rotation of the experimental sample, the dispersion plot for ψ = 180◦ (figure 7.8(b)) is
the mirror image of ψ = 0◦ (figure 7.8(a)), demonstrating that sample inhomogeneities
are responsible for the small asymmetry.
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(a) (b)
(c) (d)
(e) (f)
Figure 7.5: Experimental transmission spectra for sample (B) plotted as a function of
frequency, for a plane wave incident at θ = 10◦, for several azimuth angles ψ = 0◦ ((a)
and (b)), ψ = 45◦ ((c) and (d)) and ψ = 22.5◦ ((e) and (f)). For TE ((a), (c) and (e))
and TM ((b), (d) and (f)) polarisations. The grey vertical lines indicate the diffraction
edges.
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Figure 7.6: Time averaged electric fields, normalised to the incident field, plotted on
resonance for the second order annulus mode on a plane at the central depth of the
dielectric spacer for the outer cavity ((a) TE ψ = 0◦, (e) TM ψ = 0◦, (d) TM ψ = 45◦
and (b) TE ψ = 45◦) and for the inner cavity ((e) TE ψ = 0◦, (f) TM ψ = 0◦, (g) TM
ψ = 45◦ and (h) TE ψ = 45◦), and for the outer and inner cavity for the third order
mode (i) and (j) (sample (B)). Black arrows with a white outline and white arrows with
a black outline illustrate the electric and magnetic fields at an instant in time.
147
7. Capped annular slots in a metal sheet
(a) (b)
(c) (d)
(e) (f)
Figure 7.7: Experimental transmission data for sample (B) plotted as a function of
frequency and in-plane wave-vector for a plane wave incident at ψ = 0◦ azimuth angle
((a) and (b)), ψ = 45◦ ((c) and (d)) and ψ = 22.5◦ ((e) and (f)), for TE ((a), (c) and
(e)) and TM ((b), (d) and (f)) polarisations. Note transmission is shown on a saturated
linear scale. Above 40 GHz χ = 0.1 and below χ = 0.4.
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FEM modelling shows that a measured offset of the patches relative to the annular
slots is the cause of this asymmetry (figure 7.8(c) and 7.8(d)). For TM radiation
incident at ψ = 45◦, the third order mode disperses with the degenerate (±1, 0)/(0,±1)
light lines (figure 7.7(d)). For TE radiation incident at ψ = 45◦, the third order mode
is highly non dispersive until it is in very close proximity to the degenerate (±1, 0),
(0,±1) light lines (figure 7.7(a)). For TM radiation incident at ψ = 22.5◦, the third
order mode splits into two bands at higher incident angles (wave-vectors) (figure 7.7(e)
and 7.7(f)).
(a) (b)46.472
79.077
(c)
46.472
79.077
(d)
Figure 7.8: Transmission for sample (B) plotted as a function of frequency and in-
plane wave-vector for a TE plane wave incident at ψ = 0◦ azimuth angle (a) and
ψ = 180◦ (b) illustrating an asymmetry in the EM response, in turn indicating a
sample asymmetry (offset in the two FSS layers). Note transmission is shown on a
saturated linear scale. Above 40 GHz χ = 0.1 and below χ = 0.4. (c) and (d) show a
comparison of experimental data to FEM modelling for ψ = 0◦. The FEM modelling
only shows a small fraction of transmission data for the ω-k space due to computational
time needed to solve the illustrated ω-k space.
149
7. Capped annular slots in a metal sheet
7.4 Numerically modelled arrays (A), (B), (C) and (D)
that have multiple annular cavities
(a) (b)
(c) (d)
Figure 7.9: FEM modelled, transmission spectra as a function of frequency, for a plane
wave incident at ψ = 0o azimuth angle and θ = 10o polar angle for arrays (A), (B), (C)
and (D) ((a), (b), (c) and (d) respectively).
The experimental array (B) can be thought of as being formed by starting with
array (A) and etching an aperture of smaller radius into each element of the circular
patch array (i.e., subtracting a patch of smaller radius) and by etching an annular
aperture in the aperture array rather than a circular aperture (i.e., adding a patch of
smaller radius). An array of multiple annular cavities in each unit cell can be realised
in a similar manner by subtracting and adding these circular apertures and annular
rings forming multiple annular cavities each supporting their own family of annular
resonant modes (figure 7.1). Arrays (A) and (B) have been numerically modelled and
show good agreement with experimental data. In this section the unit cells from figure
7.1, (e) and (f) are modelled as infinite square arrays, with pitch λg = 5 mm. As for
the experimental arrays, the substrate used is Nelco ® NY9220 of thickness 400 µm.
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The unit cell dimensions are shown in figure 7.1. Note array (C) contains three annular
cavities whereas array (D) contains four annular cavities. The first order resonant
modes are studied and multi pass band behaviour is observed when the first order
modes for each annular cavity are superposed. The FEM modelled transmission for
ψ = 0◦ and θ = 0◦, plotted as a function of frequency, for arrays formed by unit
cells (e) and (f) are shown in figure 7.9 with comparisons to arrays (A) and (B). With
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Figure 7.10: Time averaged electric fields, normalised to the incident field, plotted on
resonance for the four resonant modes observed in figure 7.9(d). The white dotted and
black dotted circles show the structure on the connected and disconnected metal FSS
respectively. Black solid arrows with a white outline and white solid arrows with a
black outline illustrate the in-plane electric and magnetic fields at an instant in time.
each successive cavity added a new family of annular cavity modes, for which only the
first order mode is shown figure 7.10), are supported. As mentioned for sample (B)
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previously there must be a minimum in transmission between the first order modes
supported in adjacent cavities, as at any instant in phase, at the same azimuth position
around the unit cell, the incident electric field diffracts into the two cavities such that
the electric field in the outer cavity points predominantly in one z -direction whilst in
the inner cavity it points predominately in the other z -direction. Therefore first order
modes of adjacent cavities are separated by a transmission minimum.
7.5 Conclusions
The resonant microwave transmission response of an array of copper rings spaced above
a similar array of annular slots has been explored in some detail. The capped annular
array has two annular cavities each supporting a family of annular resonant modes. The
non dispersive first order modes (∼15 GHz and ∼18 GHz) are far from the diffracted
light lines therefore do not interact strongly with evanescent diffracted orders. There is
a distinct transmission minimum between these two modes as a result of the cancellation
of the out of phase electric fields from each cavity, through their common transmission
route (the annular apertures). The second order modes have two field solutions with
different resonant frequencies. The mode to which incident radiation couples to depends
on azimuth angle and polarisation. The third order modes are in close proximity to
the diffracted light lines and therefore disperse with the incident angle of EM waves.
By increasing the complexity of the capped annular array by adding and subtracting
circular patches, it has been shown that more pass bands can be easily added. However
these pass bands cannot readily be coupled together to form one continuous pass band
as there must be a minimum in transmission between modes of adjacent cavities.
Further, provided the radial overlap is several times larger than the separation between
the FSS layers, the modal frequencies are not dependent on FSS separation, allowing
the resonant frequency to be reduced by the dielectric constant nearly independently
of the separation, unlike single layered FSS backed by a thick dielectric substrate.
Therefore these dual layered FSS may provide very thin, light weight and flexible multi
frequency filters.
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Chapter 8
Sub-wavelength structuring of a
capped aperture
8.1 Introduction
In chapter 6 a capped array of holes in a metal sheet was explored experimentally. High
transmission was observed at the fundamental resonant frequency of the annular mode
supported in the cavity formed by the capped aperture. The bare element studied in
this chapter is a large aluminium plate with a small circular hole cut in its centre (2.4
cm radius). An aluminium disc (2.65 cm radius) is spaced directly above the circular
hole by a sub-wavelength distance. This is similar to a unit cell (albeit with the aper-
ture in a large aluminium plate) of the array studied in chapters 6 and 7 scaled down
in dimension to a lower working frequency.
The main focus of this chapter is lowering the resonant frequency of the first azimuthal
quantisation supported in the annular cavity of the single capped aperture, by structur-
ing the annular cavity with sub-wavelength metal inclusions. Two methods are used to
achieve a lowered resonant frequency. In the first method, two metal steps are created
via metal inclusions placed around the annular cavity where the electric field anti-nodes
of the fundamental resonance are expected. In the second method, a metal inclusion
connects the disc to the apertured ground plane, forming an inverse split ring cavity.
These two methods are explored experimentally and a simple approximate analytic
expression derived for both. FEM modelling is also used for further comparison and
validation of the analytic expressions. These two methods are combined to further
reduce the resonant frequency, results for which are demonstrated with an analytic
expression.
The resonant modes of these various cavities are explored experimentally by measuring
the transmitted power from a near field probe above the sample to a second probe be-
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low the structured capped aperture (i.e., a measure of the field enhancement compared
to no resonant structure between the probes). Some initial results of nested capped
annular slots, similar to those studied in chapter, 7 are presented.
8.2 Analytic models for a structured capped aperture
In this section an analytic expression for the resonant frequency of a pair of parallel
plates will be derived using conservation of energy arguments. The same result will
be derived from LC circuit theory that uses simple geometrical arguments, however
it fails to give an accurate prediction of the resonant frequency as LC theory applies
to resonant circuits where the electromagnetic fields are assumed not to vary spatially
over the circuit elements. On comparing these results a scaling factor can be applied to
the simple LC predictions, justified by the expression found using energy arguments.
Using similar methods an analytic expression is found for a structured capped aperture.
8.2.1 Parallel plate capacitor driven by an alternating current source
x
y z
jH
E h
lw
Figure 8.1: Schematic showing a pair of parallel PEC plates (parallel plate capacitor).
For the parallel plate capacitor shown in figure 8.1, the charge density (σ) and
current density per unit width (j), are separated in both space and time, given by
σ = σ0cos
(mpi
l
x
)
sin (ωt) (8.1)
and
j = j0sin
(mpi
l
x
)
cos (ωt) (8.2)
On differentiating j with respect to x, and σ with respect to t, a relationship between
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the peak current density (j0) and peak charge density (σ0) is found from
dσ
dt
= ωσ0cos
(mpi
l
x
)
cos (ωt) , (8.3)
dj
dx
=
pi
a
j0cos
(mpi
l
x
)
cos (ωt) , (8.4)
where j0 and σ0 can be expressed as
j0 =
lω
mpi
σ0. (8.5)
The energy stored in the electric field (We) at an instant in time (t) with the substitution
(E = εD) is given by
We(t) =
1
2
∫
E.DdV =
ε
2
∫
E2dVsin2(ωt) (8.6)
therefore (noting l, w and h are the length (x) width (y) and height (z) of the cavity
between the parallel plates)
We(t) =
ε
2
∫ l
0
E20cos
2
(mpi
l
x
)
dx
∫ w
0
dy
∫ h
0
dzsin2(ωt). (8.7)
Evaluating this integral using
∫ pi
0 cos
2 (nx) dx = pi2n , and substituting E0 = σ0/ε yeilds
We(t) =
σ20l
2wh
4pimε
sin2(ωt). (8.8)
The energy stored in the magnetic field (Wm) at an instant in time (t) with the sub-
stitution (B = µH) is given by
Wm(t) =
1
2
∫
B.HdV =
µ
2
∫
H2dVcos2(ωt), (8.9)
therefore
Wm(t) =
µ
2
∫ l
0
H20 sin
2
(mpi
l
x
)
dx
∫ w
0
dy
∫ h
0
dzcos2(ωt). (8.10)
Evaluating this integral using
∫ pi
0 sin
2 (nx) dx = pi2n and substituting H0 = j0 gives
Wm(t) =
µj20 l
2wh
4pim
cos2(ωt). (8.11)
Substitution of equation 8.5 for j0 yields
Wm(t) =
µω2σ20l
4wh
4pi3m3
cos2(ωt). (8.12)
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The total energy stored within the resonant cavity is given by the sum of the energy
stored in the electric, and magnetic fields, with the energy being transferred over time
from the electric to magnetic fields and vice versa in a similar way as from kinetic to
potential energy for a mass on a spring. On resonance the time averaged energy stored
in the electric fields is equal to the time averaged energy stored in the magnetic fields.
By equating equations 8.8 and 8.12 and simply dropping the time dependent terms, as
over integer half cycles in time cos2(ωt) and sin2(ωt) yield the same average, therefore
σ20l
2wh
4pimε
=
µω2σ20l
4wh
4pi2m3
. (8.13)
rearranging for ω, and substituting ω = 2pif and c2 = 1εµ gives the frequency at which
resonance will occur
f =
mc
2l
. (8.14)
Now consider an annular cavity. It has already been shown that the resonant wavelength
of the first several modes are proportional to the cavities mean circumference (λ =
pi(r1 + r2)) [see chapters 3 and 6]. The annular cavity formed by a capped aperture
(where r1 ' r2 are the radii of the patch and aperture in the plate respectively) can
therefore be considered in the same way as the parallel plate capacitor with l = pi(r1 +
r2), noting that m → 2m as only integer wavelengths fit within the annular cavity.
Therefore the resonant frequencies for the annular cavity, formed by the single capped
aperture are given by
f =
mc
pi(r1 + r2)
. (8.15)
In the following section, using LC circuit theory and the values of the capacitance
and inductance of a resonant cavity assuming the electric and magnetic fields do not
vary spatial across the cavity, it will be shown to give an incorrect resonant condition.
However, capacitance and inductance give convenient expressions based on simple ge-
ometrical dimensions that describe how energy is stored in the electric and magnetic
fields. In what follows, the capacitance C and inductance L from geometrical argu-
ments are calculated assuming spatially invariant fields and inputted into ω = 1√
LC
.
The resonant frequency is scaled by a factor that takes into account the spatial, and
time varying electromagnetic fields, justified by the full field theory presented above,
providing a good estimate of the resonant frequency of a resonant cavity.
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Figure 8.2: Schematic showing small strips of annular cavity used to calculate the
cavities inductance.
8.2.2 Circuit theory for a single capped aperture
In this section the capacitance (C) and inductance (L) of a capped aperture formed by
a metal disc of radius r1 and a metal sheet apertured with a hole of radius r2, spaced
by a distance h, are derived assuming spatially invariant EM fields. A scaling factor is
applied to the resonant frequency calculated by LC circuit theory taking into account
the spatial variation of the EM fields.
It is assumed that the annular cavity, is formed by a closely spaced PEC disc and
apertured PEC plate, with the distance between them (h), much smaller than the
difference between the patch and aperture radii (i.e., (r1− r2) >> h). The current (I)
will be assumed to be constant, quasi-static and flowing in the ψˆ direction (i.e., around
the annular cavity) as shown in figure 8.2(b). It will also be assumed that r1 ' r2.
By considering Gauss’s law and Faraday’s law, the capacitance (dC) for the air filled
cavity of an infinitesimal plate area (rdrdψ) shown in figure 8.2(a) is expressed as
dC =
ε0rdrdψ
h
. (8.16)
Therefore the total capacitance of the annular cavity is easily obtained by integration
of 8.16
C =
ε0
h
∫ r1
r2
rdr
∫ 2pi
0
dψ, (8.17)
giving
C =
ε0pi (r1 − r2) (r1 + r2)
h
. (8.18)
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Now consider a section of the annular cavity of cross-sectional width (r1− r2) as shown
in figure 8.2(b). The magnetic field (B) produced from the current carrying parallel
plates can be calculated by Amperes law∫ r1
r2
Bdr = µ0I, (8.19)
therefore
B = µ0
I
(r1 − r2) . (8.20)
Given that r1 ' r2, the magnetic flux (φ = B.dA) associated with the small strip shown
in figure 8.2(b) is calculated by considering the magnetic field B passing through the
area A at the mean radius rm = (r1 + r2)/2. The relationship between the integral
form of Faraday’s law, and the rate of change of magnetic flux, yields∫ h
0
Edz = − ∂
∂t
∫ h
0
dz
∫ 2pi
0
B
(r1 + r2)
2
dψ = − ∂
∂t
piBh(r1 + r2), (8.21)
which can also be expressed, in terms of the voltage V , current I and inductance L,
V = −
∫ h
0
Edz =
∂I
∂t
L. (8.22)
On substitution of equation 8.20 into 8.22, the inductance of the annular cavity is found
L = µ0
pih (r1 + r2)
(r1 − r2) . (8.23)
The parallel annular plates are considered to have an inductance L and capacitance C
L C
Figure 8.3: Equivalent LC circuit for a single capped aperture.
which are driven in parallel. The impedance Z of the circuit is given by
Z =
iωL
1− ω2LC . (8.24)
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On resonance the impedance tends to infinity (Z = i∞) and the denominator of equa-
tion 8.24 tends to zero, such that the resonant frequency can be expressed as
f =
1
2pi
√
LC
. (8.25)
Substitution of the expressions for L and C (equations 8.23 and 8.18) into equations
8.25 yields the expression for the fundamental resonant mode (first quantised mode)
supported by a single capped aperture,
f =
c
2pi2 (r1 + r2)
. (8.26)
Note this expression is different to the solution presented previously (equation 8.15)
from energy considerations by a factor of 12pi and can be scaled appropriately by a
factor of 2pi to take into account the spatially varying fields as illustrated in figure
8.4(b).
It will be shown in the following sections that on structuring the annular cavity, and
calculating the capacitance and inductance of each element assuming spatially invariant
EM fields, the resonant frequency taking into account the spatially varying fields, can
be found in a similar manner by applying a scaling factor to the simplistic circuit
theory approximations. This allows for characterisation of a resonant cavity mode with
an approximate analytic expression from geometrical arguments.
(a) (b)
Figure 8.4: The electric field distribution around an annular cavity represented by as
a two dimensional flat pair of plates for (a) DC fields and (b) AC fields (first quantised
mode).
8.2.3 Circuit theory for the stepped capped aperture
Consider a capped aperture (annular cavity) structured with four metal inclusions, two
electrically connected to the disc separated by 180◦, and two electrically connected at
the same azimuthal points around the annular cavity, to an apertured metal plate, thus
forming a cavity with two steps separated by 180◦. Again assuming spatially invariant
EM fields, across the cavity discontinuities (steps), the current and voltage are the
same as for the unstructured cavity as each infinitesimal capacitor is in parallel and
each inductor in series. However, the electric field will increase in the stepped regions as
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Figure 8.5: (a) Schematic showing the unwrapped stepped annular cavity. (b) equiv-
alent LC circuit for a stepped capped aperture.
E = V/h. The scaling factor that must be applied to the resonant frequency calculated
from LC circuit theory in this case, is the same as for the un-stepped cavity (i.e., 2pi).
The capacitance and inductance in the stepped regions and un-stepped regions can be
easily written down from equations 8.18 and 8.23 as
Ll = µ0
pihl (r1 + r2)
(r1 − r2) ×
(pi − χs)
2pi
, (8.27)
Cl =
ε0pi (r1 − r2) (r1 + r2)
hl
× (pi − χs)
2pi
, (8.28)
Lc = µ0
pi (r1 + r2)
(r1 − r2) ×
χs
2pi
, (8.29)
and
Cc =
ε0pi (r1 − r2) (r1 + r2)
hc
× χs
2pi
. (8.30)
Note that equation 8.27 assumes that rχs >>
(hl−hc)
2 such that the inductance Ll only
depends on the current flowing through the length of wire rχs. The capacitors (Cl
and Cc) are in parallel and the inductors (Ll and Lc) are in series (as depicted in the
equivalent circuit diagram (figure 8.5(b)) therefore the total capacitance (Ct) and total
inductance (Lt) are given by
Ct = 2(Cl + Cc) (8.31)
therefore
Ct = ε0pi (r1 − r2) (r1 + r2)×
(
χshl + (pi − χ)hc
2pihlhc
)
, (8.32)
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and
Lt = 2(Ll + Lc) (8.33)
therefore
Lt = µ0pi
(r1 + r2)
(r1 − r2) ×
(
χshc + (pi − χs)hl
2pi
)
. (8.34)
The fundamental resonant frequency of the stepped annular cavity is found by substi-
tution of Ct and Lt into equation 8.25 and when multiplied by the scaling factor 2pi
yields the fundamental resonant frequency of a stepped annular cavity.
f =
c
(r1 + r2)
×
(
hchl
χ2shchl + (pi − χs)2 hchl + χs (pi − χs)
(
h2l + h
2
c
)) 12 . (8.35)
8.2.4 Circuit theory for a connected capped aperture
(a) (b)
Figure 8.6: The electric field distribution around the annular cavity represented by
a two dimensional flat pair of plates for (a) AC fields (first quantisation) and (b) AC
fields (first quantisation) with a connecting metal inclusion.
Consider a capped aperture (annular cavity) with a sub-wavelength metal inclusion
electrically connecting the overlapping metal surfaces of the cavity as shown in figure
8.7(a). On comparison to the fundamental mode supported in the unstructured cavity
figure 8.6(a), the metal inclusion imposes a boundary condition that forces a node
(minimum) in the electric field distribution figure 8.6(b), where there was previously an
anti-node (maximum). In addition the current flowing down the inclusion is associated
with an additional magnetic field. For the parallel plate capacitor discussed in section
8.2.2 the resonant frequency for the fundamental mode calculated by LC circuit theory
is out by a factor of 1pi from the calculation from energy considerations due to the
spatially varying fields (half wavelength quantisation). Therefore, a similar scaling
multiplication factor of pi must be applied to the calculated LC theory predictions of
the fundamental mode. The inductance and capacitance from the two parallel ring
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Figure 8.7: (a) Schematic showing the variables for the connected capped aperture.
(a) For clarity, the diagram has been shown as an unwrapped flat ring. (b) equivalent
LC circuit for a connected capped aperture.
plates are expressed by modifying the capacitance and inductance for the unstructured
capped aperture (equations 8.18 and 8.23) as follows
Lp =
µ0pih (r1 + r2)
(r1 − r2) ×
(2pi − χf )
2pi
(8.36)
and
Cp =
ε0pi (r1 − r2) (r1 + r2)
h
× (2pi − χf )
2pi
, (8.37)
where χf is the angle the inclusion extends. The inductance contribution from the
metal inclusion will now be calculated. The magnetic field (B) at the inclusions surface
can be expressed from Ampere’s law as
B0 = µ0
I
(r1 − r2) . (8.38)
Let us assume that the magnetic field will fall as one over the distance from the near
point source (wire edge) and can therefore be expressed as
B = µ0
I
(r1 − r2) (1 + ψ − χf2 )
. (8.39)
Given that r1 ' r2, the magnetic flux (φ = B.dA) produced from the fin is calculated
by considering the magnetic field B passing through the area A at the mean radius rm =
(r1 + r2)/2. From the integral form of Faraday’s law an expression for the inductance
contribution from the inclusion Lf is found. Note, the RHS of this expression is doubled
to take into account the B fields from the other end of the fin. It is noted that the dot
product of B and r will change around the annular cavity and here it is assumed to be
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constant at unity.
∫ h
0
Edz = − ∂
∂t
∫ h
0
dz
∫ 2pi−χf
2
χf
2
B(r1 + r2)dψ, (8.40)
−h ∂
∂t
∫ 2pi−χf
2
χf
2
B(r1 + r2)dψ = −∂I
∂t
µ0h(r1 + r2)
(r1 − r2)
∫ 2pi−χf
2
χf
2
1
(1 + ψ − χf2 )
dψ (8.41)
and
V = −
∫ h
0
Edz =
∂I
∂t
Lf , (8.42)
therefore
Lf =
µ0h (r1 + r2)
(r1 − r2) ln(1− χf + 2pi). (8.43)
The total inductance of the inductors (Lp and Lf ) in series (Lt) is given by
Lt = Lp + Lf (8.44)
therefore
Lt =
µ0h (r1 + r2)
(r1 − r2) (ln(1− χf + 2pi) + 2(2pi − χf )). (8.45)
Noting that the total capacitance is given by Ct = Cp, the resonant frequency of the
cavity on applying the pi scaling factor is given by
f =
1
2
√
LtCt
. (8.46)
Therefore on substitution of Lt and Ct (8.45 and 8.37) into 8.46 yields the fundamental
resonant frequency of a connected capped aperture
f =
c
(r1 + r2)
×
(
2
(ln(1− χf + 2pi) + 2(2pi − χf ))(2pi − χf )
) 1
2
. (8.47)
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8.3 Experimental technique
Copper Sheath
Dielectric Cladding
Inner Copper Core
Outer Dielectric
(a)
 Probe 1
 Probe 2
(b)
Figure 8.8: (a) Coaxial cable and its internal components separated for clarity. (b)
Near field probes made from the coaxial cable.
In this chapter measurements of the structured and unstructured capped apertures,
fundamental resonant frequency is measured using two near field probes. The first
probe providing the source of EM radiation is placed a sub-wavelength distance from
the cavity above the metal disc such that near-field coupling between the disc and
probe results. A second probe is placed within the near-field of the cavity below the
apertured metal plate and measures the local field enhancement as a function of fre-
quency. A maximum in this enhancement represents the resonant frequency position.
The two probes are constructed from coaxial cable (SMA assembly (300 mm), RG174
50 Ω coaxial cable) forming dipole antennas (figure 8.8(b)), separating the copper core
from the outer dielectric, copper sheath and dielectric cladding. The copper sheath
is made into a straight wire and bent at a 180◦ angle to the inner copper core. The
experimental sample sits on a purpose built wooden table apertured at its center with
a 20 cm square, allowing for transmission of microwaves generated by a Vector Network
Analyser [(VNA) Anritsu MS4647A [118]] from probe 1 to 2 situated above and below
the aperture respectively. The probes are mounted on plastic tubes that are attached
to an external wooden frame. The table is raised 1 m from the floor level to minimise
interference from reflections from the surface beneath the table. A measurement of
the transmission from probe 1 to 2 is taken with the sample between the two probes.
The sample is removed and the transmission with no sample present is recorded and
used for normalisation. The samples under investigation all utilise a base element com-
prising a single capped aperture. This basic cavity is formed by a 2.65 cm radius, 1.0
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mm thick aluminium disc separated from a 2.4 cm radius circular aperture in a 1 m
square aluminium, 1.0 mm thick plate. The plate is large to avoid interference from the
fundamental mode of the plate. The higher order modes of the plate are very weakly
coupled to at the probes lengths and frequencies used.
The resonant frequency positions are measured in-between the resonances between the
two probes dictated by their dipole length. If measurements are made very close in
frequency to the resonance between the probes, the resonant frequency of the cavity
that is being measured may appear perturbed. However FEM modelling shows that
provided the measurement is taken far from the resonance of the probes this shift is
generally small (less than 40 MHz).
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8.4 Stepped capped aperture
It has been shown in several studies of resonant structures (cavities/waveguides) that
increasing the electric field intensity (i.e., the capacitance (C)) at electric field antin-
odes (maxima) and increasing the magnetic field intensity (i.e., the inductance (L))
at magnetic field anti-nodes lowers the resonant frequency of the cavity [119–126], ap-
proximated by
f ∝ 1√
LC
. (8.48)
Dog-bone or H elements (figure 8.10(b)) as they are referred to in the literature have
(a) (b)
Figure 8.9: Experimental stepped capped aperture sample. (a) shows the aluminium
disc, with two inclusions electrically connected and the apertured aluminium plate,
with two aluminium inclusions electrically connected. (a) The disc is placed over the
apertured plate, forming a stepped annular cavity.
demonstrated these basic principles. Consider a simple slot dipole (figure 8.10(a)) for
which the aperture is widened at its ends where high magnetic fields are expected, and
narrowed at the centre where high electric fields are expected (figure 8.10(b)). The
capacitance and inductance are simultaneously increased and as a result the dog-bone
slot resonates at a lower frequency by comparison with the dipole slot. Note, by ap-
plying Babinet’s principle, the same decrease in resonant frequency can be achieved
for the complementary dipoles (figure 8.10(c)) [119–125]. Such concepts have also been
employed within waveguides with some of the early studies of “stepped” or “ridge”
waveguides by Hopfer in 1955 [127] and before that Cohn in 1947 [128] with the latter
drawing upon the theoretical predictions of Whinnery and Jamieson, 1944 [129]. A later
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study by Lockyear et. al. has shown similar results for a truncated stepped waveguide
[126] placing steps where high electric fields were expected and leaving openings where
high magnetic fields were expected (figure 8.10(d)).
E
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Figure 8.10: Unit cells from and array of (a) dipole slots, (b) dog-bone (or H) dipole
slots and (c) dog-bone (or H) dipoles. (d) Structure studied by Lockyear et. al.. Time
averaged electric (e) and magnetic (f) fields plotted on a plane midway between the
capped aperture (from chapter 6) for the first order annular mode supported within
each annular cavity in the array.
The single capped aperture studied here has been shown both experimentally (section
8.2.2) and using waveguide theory (chapter 6 section 6.3) to support a first order an-
nular mode with two electric field antinodes (maxima) separated by 180◦ around the
annular circumference and two magnetic field antinodes separated spatially from the
electric field antinodes by 90◦ (figure 8.10(e) and 8.10(f)). For a single capped aperture
the capacitance is inversely proportional to the distance between the disc and apertured
plate ( 1h) (equation 8.18) and the inductance is proportional to h (equation 8.23). Since
the resonant frequency is proportional to 1√
LC
the factor of h cancels and the resonant
frequency is therefore independent of h in the limit that h << λ. For the fundamen-
tal azimuthal quantisation, by increasing h (hl) at the magnetic field anti-nodes and
decreasing h (hc) at the electric field anti-nodes, both the inductance and capacitance
are increased and the resonant frequency reduced. Therefore the resonant frequency of
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this first order mode supported in the capped aperture (annular cavity) can be lowered
by placing two metal steps within the cavity situated at points separated around the
annular cavity by 180◦ in the regions where high electric fields are expected (figure 8.9).
It will be shown that the dominant capacitive response is inversely proportional to the
distance between the fins ( 1hc ) and the dominant inductive response is proportional to
distance between the circular disc and apertured ground plane (hl), where hl > hc and
for this condition it will be shown that the resonant frequency of the first order annular
mode can be significantly reduced by the addition of the metal steps. It will be shown
experimentally that the capacitance can be increased somewhat independently from
the inductance by making hc small thus lowering the resonant frequency. Likewise, the
inductance can be increased somewhat independently from the capacitance by making
hl large again lowering the resonant frequency (however this is not shown experimen-
tally). It must be noted that this structuring method is mode specific and designed to
work efficiently at lowering the resonant frequency with the desired effect for the first
order annular mode. It is also noted that the resonant cavity is no longer homogeneous
in the xy plane and thus only resonates at a reduced resonant frequency if there is a
component of the incident electric field along the line connecting the centre of the two
opposing steps. The resonant frequency is studied as a function of the angular size of
the steps (χs).
8.4.1 Experimental samples and measurement techniques
The capped aperture discussed in section 8.3 is structured with metal inclusions that
form steps within the capped aperture cavity. The metal inclusions are made from
aluminium rings with an inner radius of 2.4 cm and outer radius of 2.65 cm, cut into
angular proportions of the total ring (χs). The inclusions are 5 mm high and produced
in sets of four, for every variation of χs (χs = 10
◦, 20◦, 30◦, 40◦, 50◦, 60◦, 90◦, 120◦,
150◦ and 170◦ (figure 8.11)). A small screw hole was drilled in the centre of each
inclusion for easy attachment to the aluminium disc or apertured aluminium plate
ensuring electrical connectivity. The inclusions were spaced with small pieces of 100
µm mylar (ε = 2.6 + 0.008i) [10] that were cut to occupy no more than 5−10% of the
total stepped spaces in order to minimise resonant frequency perturbation. Two values
of hc were studied (distance between inclusions), hc = 100 µm and hc = 200 µm, with
the latter achieved by using two 100 µm mylar spaces on top of one another. A thin
strip of masking tape was tightly pulled from the metal plate, over the patch and to the
other side of the metal plate to ensure accurate spacing between the inclusions. Since
the tape is very thin (∼100µm) and was a narrow strip (4 mm) it was not considered
in the FEM modelling of the experiments. The near field probes used to measure
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transmission as outlined in section 8.3, had a dipole measuring 10.5 cm (i.e., λ = 21
cm) and therefore had a strong fundamental resonance between the cables at 0.63 GHz
(Note perturbed to this lower frequency by the cardboard support on which it was held
in place). Probe 1 was placed 1 cm above the circular patch and probe 2 was placed
1 cm below the apertured metal plate. Transmission of power from probe 1 to probe
2 was measured and normalised in the absence of the sample thus giving a measure of
the field enhancement in the cavity with a maximum on resonance.
2.65 mm160
o 150o 120
o
170o
  90o
  60o   50o   40
o  30o
  20o
  10o
Figure 8.11: Photograph of the experimental samples showing all the inclusion sizes
used. The χf = 20
◦ inclusions are also shown screwed to the 2.65 cm radius aluminium
disc.
8.4.2 Analytic results and comparisons to FEM modelling
The analytic prediction for a stepped capped aperture (equation 8.35) can be validated
against the FEM modelling of the capped aperture array with perfect magnetic bound-
aries on the cavities open ends (i.e., assuming no fringing fields). These boundaries
are two stepped cylindrical surfaces of radius 2.65 cm and 2.4 cm respectively. The
FEM model predictions and the analytic predictions of the fundamental resonant fre-
quency of the stepped capped aperture, agree well for all variations of χs (figure 8.12).
However, the resonant frequency predicted by the FEM eigen mode model is slightly
lower than the analytic prediction. The analytic solution does not take into account the
fringing fields from the stepped to un-stepped spaces in the cavity. It is believed that
these fringing electric fields act to lower the resonant frequency and are responsible for
this small discrepancy between the two predictions. It is observed that the resonant
frequency drops very suddenly from the resonant frequency of the unstructured cavity
(1.89 GHz) for both small (χs << pi) and large step angles (χs ' pi). For step angles
between these values a minimum in the resonant frequency is observed at χs =90
◦. The
physical origins of this behaviour are discussed in the following section.
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(a) (b)
Figure 8.12: (a) Analytic predictions of the resonant frequency of a stepped capped
aperture as a function of χs and hc. (b) A comparison of the analytic expression of the
resonant frequency of the stepped capped aperture as a function of the step angle (χs)
to the FEM eigen-mode model predictions.
8.4.3 Experimental results for the stepped capped aperture
The experimental results of the resonant frequency of the stepped capped aperture
for the experimental samples discussed in section 8.4.1 are shown in figure 8.13 as
a function of the step angle (χs). For comparison the FEM modelling predictions
discussed in section 8.4.2 that model the experimental setup are shown (not to be
confused with the eigen mode model discussed above). For further comparison, results
from the analytic expression are shown. The experimental results agree very well
with the FEM predictions. However, both the FEM model and experimental results
are higher in frequency than the approximate analytic predictions. This is not too
much of a surprise when considering that the analytic solution does not take into
account the effect of fringing fields at the open ends of the cavity and in the un-stepped
spaces the cavity is four times as high as it is wide therefore the fringing fields may
be expected to have a significant effect on the resonant frequency. It is noted that
the perturbation of the resonant frequency from fringing electric fields is small when
hc << (r1 − r2), in which case the fringing magnetic fields play a dominate role in the
frequency perturbation. The asymmetry about χs = 90
◦ in the experimental results
and FEM modelling on comparison to the analytic predictions arises again due to the
fringing magnetic fields. When χs is large (i.e., χs ' pi) the inductive term is small
and the fringing magnetic fields perturb the resonant frequency less. When χs is small
(i.e., χs << pi) the fringing magnetic fields perturb the resonant frequency greatly.
Thus when χs is large the analytic prediction provides a more accurate prediction of
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Figure 8.13: Experimental data showing the resonant frequency position (hollow cir-
cles) for two inclusion separations (hc = 100 µm and hc = 200 µm). For comparison
the FEM modelling is shown along with the predictions from the analytic equation.
the resonant frequency than when χs is small, hence the asymmetry. On considering
placing a small stepped region of height hl in a previously unstructured cavity with
height hc (i.e., χs ' pi), the resonant frequency drops very quickly from the resonant
frequency of the un-stepped cavity. Now consider how the resonant frequency changes
as a function of χs. By adding this void the capacitance of the cavity is only reduced by
a small amount whereas the inductance is increased by a comparatively large amount,
thus the resonant frequency drops significantly for a small void. On considering placing
a small step with a gap between the inclusions hc in a previously un-stepped cavity
with height hl (i.e., χs << pi), the resonant frequency likewise drops very quickly from
the resonant frequency of the un-stepped cavity. By adding this step the inductance of
the cavity is only reduced by a small amount whereas the capacitance is increased by
a comparatively large amount thus the resonant frequency reduces significantly for a
small step. When the step angle is neither small (χs < pi/6) or very large (χs > 5pi/6),
the changes in step size produce little change in resonant frequency as in trying to
increase the inductance, inherently the capacitance is decreased as a consequence, and
vice versa.
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Figure 8.14: FEM modelled time averaged electric (a) and magnetic fields (c), and
instantaneous vector electric (b) and magnetic (d) fields, for the first order mode sup-
ported in the stepped capped aperture (χs = pi/2, hc = 200µm), plotted at a frequency
of 800 MHz. Electric and magnetic fields have units of Vm−1 and Am−1 respectively.
172
8. Sub-wavelength structuring of a capped aperture
8.5 Connected capped aperture
Figure 8.15: Experimental connected capped aperture sample showing the aluminium
disc electrically connected to the apertured aluminium plate by a small metal inclusion.
Split Ring Resonators (SRR shown in figure 8.16(a)) have attracted much interest
in the scientific community since being introduced as a non magnetic material able to
produce negative permeability by Pendry et. al. 1999 [130–133]. Note in the original
design proposed by Pendry a second SRR nested within the first was used and shown
to reduce the resonant frequency as compared to the single SRR from increased capac-
itance (figure 8.16(d)). Many experiments have used these sub-wavelength elements in
composite media which provide interesting electromagnetic properties such as negative
refraction [134–137]. A plethora of studies have ensued on these sub-wavelength res-
onators and also their complementary element (a split ring aperture in a metal sheet)
[130]. By the application of Babinet’s principle a Complementary Split-ring Resonator
(CSRR) was proposed by Falcone in 2004 [138] (figure 8.16(b)). SRR and CSRR are
used in composite media as sub-wavelength elements, therefore making them smaller
as is often desired. Several studies have decreased the operating frequency of SRR and
CSRR by increasing the capacitance and or inductance of the SRR or CRR elements
via geometrical changes. These include studies by [139–141] whereby the capacitance
is increased by adding metal arms to the ends of the splits (figure 8.16(c)) termed
capacitive loading, or arm voids for CSRR, termed inductive loading. Alici in 2009
[142, 143] studied many SRRs nested inside one another and showed a large reduction
in the resonant frequency as compared to a single SRR of similar size and compared
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results to previous studies of miniaturisation such as the Swiss roll resonator (λ0/1000)
by Wiltshire et. al., and spiral resonators [144–149].
In this section the aluminium disc of the capped aperture is electrically connected to
the apertured aluminium plate below by a metal inclusion. As a result a split ring
cavity is formed that has a fundamental resonant frequency approximately a factor of
two lower than the unstructured capped apertured. The resonant frequency of the split
ring cavity will be studied experimentally as a function of the fins angular size (χf )
and compared to the analytic predictions from section 8.2.4 and FEM modelling.
E
(a)
E
(b)
E
(c)
E
(d)
Figure 8.16: Unit cells from and array of (a) split ring resonators, (b) complementary
split ring resonators, (c) split ring resonators with capacitive loading at the split, (d)
split ring resonator within a split ring resonator.
8.5.1 Experimental samples for the connected capped aperture
The metal inclusions used to connect the metal disc to the apertured plate were made
from aluminium rings with an inner radius of 2.4 cm and outer radius of 2.65 cm, cut
in angular sections of the total ring (χf ). Each inclusion of several variations (χf =
10◦, 20◦, 30◦, 40◦, 50◦ and 60◦) was made 5 mm high. At the centre of each inclusion
a small screw hole was made on both flat sides which allowed it to be screwed to both
the aluminium disc and apertured aluminium plate, ensuring electrical connectivity to
both. The near field probes used to measure transmission as outlined in section 8.3,
had a dipole measuring 10.5 cm (i.e., λ = 21cm) therefore had a strong fundamental
resonance between the cables at 0.63 GHz (Note perturbed to this lower frequency
by the cardboard support on which it was held in place). Probe one was spaced 1.5
cm above the aluminium disc and probe two was spaced 1.5 cm below the apertured
aluminium plate. Transmission of power from probe 1 to probe 2 was measured and
normalised in the absence of the sample thus giving a measure of the field enhancement
measured between the two probes with the maximum field enhancement corresponding
to a resonance of the system.
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8.5.2 Results for the connected capped aperture
Figure 8.17 shows a comparison between the experimentally measured resonant fre-
quencies, FEM modelling and analytic predictions. Both theoretical predictions agree
very well with the experimental data and very well with each other. On comparison
to the stepped cavity the resonant frequency position does not appear to be perturbed
by fringing fields at the open ends of the cavity, possibly as it is half as high. The
resonant frequency of the connected capped aperture is slightly lower than the factor
of two expected due to the changes in boundary conditions by comparison with the un-
structured cavity. This results from the added inductance due to current flow around
the inclusion (53% for a infinitely thin inclusion i.e., χf =0). (Note the presence of the
resonant mode between the probes at 0.63 GHz.)
(a) (b)
(c) (d)
Figure 8.17: (a) (also shown in (c)) Experimental resonant frequency position as a
function of χf (blue hollow circles). For comparison in (a), the FEM model (solid blue
circles) is also shown in (d) and analytic predictions are shown. (b) shows the analytic
predictions for higher angles of χf .
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Figure 8.18: FEM modelled time averaged electric ((a) and (e)) and (b) and mag-
netic fields, and vector electric (c) and magnetic (d) fields, for the fundamental mode
supported in the split ring annular cavity. Note that electric and magnetic fields are
plotted on an arbitrary scale with units of Vm−1 and Am−1 respectively.
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8.6 Stepped and connected capped aperture
In section 8.4 a stepped capped aperture was explored showing that the capacitance
and inductance of the capped aperture (annular cavity) could be increased significantly
by increasing the capacitance with metal steps at the electric field anti-nodes and hav-
ing openings at the magnetic field anti-nodes (formed by the addition of the steps), thus
lowering the resonant frequency of the fundamental mode supported within the cavity.
In section 8.5 a connected capped aperture (complementary split ring resonator) was
explored showing that the resonant frequency could be lowered by 53 % as compared
to the unconnected capped aperture. In this section a step is placed at the electric
field antinode shown in figure 8.18(a) within the connected capped aperture providing
a mechanism to lower the cavities fundamental resonant frequency down towards DC
frequency.
hldA A
I I
I I
I I
r
r2
fsr
hc
(a)
Lf Lp
Cs Cp
(b)
Figure 8.19: Schematic showing the variables for the split annular cavity. (a) For clarity
the diagram has been show as an unwrapped flat ring. (b) equivalent LC circuit for a
stepped and connected capped aperture.
Consider a connected capped aperture with a step within the cavity at the electric
field anti-node (for the fundamental mode). The fundamental resonant frequency can
be calculated in a similar manner from the DC capacitances and inductances as previ-
ously shown in sections 8.2.3 and 8.2.4 however, with the scaling factor pi being used
throughout.
By modifying the DC capacitance and inductance for an unstructured capped aper-
ture (equations 8.18 and 8.23) the inductance and capacitance in the stepped and un-
stepped regions are given by
Ll =
µ0pihl (r1 + r2)
(r1 − r2) ×
(2pi − χs − χf )
2pi
, (8.49)
Cl =
ε0pi (r1 − r2) (r1 + r2)
hl
× (2pi − χs − χf )
2pi
, (8.50)
Lc =
µ0pihc (r1 + r2)
(r1 − r2) ×
χs
2pi
, (8.51)
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and
Cc =
ε0pi (r1 − r2) (r1 + r2)
hc
× χs
2pi
. (8.52)
From the expression of the magnetic field B derived previously (equation 8.39) for one
end of the fin and taking into account both ends the inductance contribution from the
fin (Lf ) is given by
Lf =
µ0(r1 + r2)
(r1 − r2) (hlA1 + hcA2 + hlA3) (8.53)
where
A1 =
∫ pi−χs
2
χf
2
1
(1 + ψ − χf2 )
dψ (8.54)
A2 =
∫ pi+χs
2
pi−χs
2
1
(1 + ψ − χf2 )
dψ (8.55)
A3 =
∫ 2pi−χf
2
pi+χs
2
1
(1 + ψ − χf2 )
dψ (8.56)
evaluating these integrals yields
Ahl = ln
(
1 + pi − χf
2
− χs
2
)
− ln
(
1 + pi − χf
2
+
χs
2
)
+ ln (1 + 2pi − χf ) (8.57)
where Ahl = A1 +A3 and for Ahc = A2 yields
Ahc = ln
(
1 + pi − χf
2
+
χs
2
)
− ln
(
1 + pi − χf
2
− χs
2
)
(8.58)
The inductance from the fin (Lf ) can therefore be expressed as
Lf =
µ0 (r1 + r2)
(r1 − r2) (hlAhl + hcAhc) (8.59)
The total inductance is given by
Lt = Lc + Ll + Lf (8.60)
therefore
Lt = µ0
(r1 + r2)
2 (r1 − r2) (hl(2pi − χs − χf + 2Ahl) + hc(χs + 2Ahc)) (8.61)
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The total capacitance is given by
Ct = Cc + Cl (8.62)
therefore
Ct = ε0 (r1 − r2) (r1 + r2)× (hc(2pi − χs − χf ) + hl(χs))
4hlhc
(8.63)
The fundamental resonant frequency with the scaling factor of pi applied is given by
f =
1
2LtCt
(8.64)
The resonant frequency for this cavity is expected from equation 8.64 to be slightly
over half that of the stepped capped aperture (from section 8.2.3) due to the change in
boundary condition and added inductance from the connecting fin. Some inital results
from the analytic expression (equation 8.64) are shown in figure 8.20.
179
8. Sub-wavelength structuring of a capped aperture
Figure 8.20: Analytic predictions of the resonant frequency of a connected and stepped
capped aperture, for several fin variation (χf ) and many step variations (χs). Note there
is no data on the RHS of the figure (white shaded area) due to the maximum size of
the steps being limited by the fin size.
8.7 Concentric capped apertures
In chapter 7 single and dual transmission pass bands were observed experimentally for
an array of capped apertures in a metal sheet and an array capped slots in a metal sheet
respectively. In that chapter FEM modelling was shown where triple and quadruple
pass bands were observed for arrays with unit cells containing three and four annular
cavities respectively, constructed by concentrically capped apertures. In this section
these principles are tested experimentally, presenting some preliminary results for a
single element, containing either one, two, three or four capped apertures.
8.7.1 Experimental samples
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2.65 mm
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1.575 mm1.25 mm
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Disc 1
Disc 2Disc 3
Disc 4
Ring 1Ring 2Ring 3
(a)
Disc 1Sample (A)
(b)
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Disc 2
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(c)
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Ring 2
Disc 3
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(d)
Ring 1Ring 2
Ring 3Disc 4
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(e)
Figure 8.21: (a) Sub elements used to construct the concentric capped apertures. (b),
(c), (d) and (e) show the four experimental samples containing one, two, three and four
annular cavities respectively. Note that the dielectric spacer has been removed and the
caps displaced from the apertures for clarity.
Sample (A) is formed by placing a 2.65 cm radius aluminium disc (1 mm thick)
centrally over a 1 m square, 1mm thick aluminium sheet apertured at its centre with
a 2.4 cm radius circle (figure 8.21(b)). The two elements are separated by a sub-
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wavelength spacer. The spacer consists of 100 µm thick strips of masking tape placed
side by side tightly over the aperture. To construct Sample (B) a 2.075 cm circular
disc is placed centrally within the apertured metal sheet forming a ring slot. The slot
is capped with a ring of outer radius 2.65 cm and inner 1.925 cm and spaced by 100
µm (figure 8.21(c)). To construct Sample (C) a ring of outer radius 2.075 cm and inner
1.575 cm radius is placed within the apertured plate. The slot and circular aperture
are capped with a ring of outer and inner radius 2.65 cm and 1.925 cm and a 1.625 cm
radius disc and spaced by 100 µm (figure 8.21(d)). To construct Sample (D) a ring of
outer radius 2.075 cm and inner 1.575 cm radius with a 1.3 cm radius disc are placed
within the apertured ground plane. The two slot apertures are capped with two rings
the first of outer radius 2.65 cm and inner 1.925 cm radius and the second of outer and
inner radius 1.625 cm and 1.25 cm spaced by 100 µm (figure 8.21(e)). Note that all free
standing metal elements placed within the apertured metal sheet are fixed in place and
suspended by the masking tape. The near field probes were dipoles measuring 5.5 cm
(i.e., λ = 11cm) therefore had a strong fundamental resonance between the cables at
1.36 GHz. Probe 1 was spaced 1 cm above the aluminium disc and probe 2 was spaced
1 cm below the apertured aluminium plate. Transmission from probe 1 to probe 2 was
measured and normalised in the absence of the sample thus giving a measure of the field
enhancement measured between the two probes with the maximum field enhancement
corresponding to a resonance of the system.
8.7.2 Results for the concentric capped apertures
Samples (A), (B), (C) and (D) contain one, two, three and four annular cavities re-
spectively. For these samples, one, two, three and four resonant modes are observed
respectively at ∼ 1.89 GHz, ∼ 2.34 GHz, ∼ 2.98 GHz and ∼ 3.74 GHz (figure 8.22).
Note also the resonance between the probes at 1.36 GHz. These modes above 1.36
GHz are first order annular modes supported within the annular spaces created by the
capped apertures and slots (figure 8.22). It was noted in chapter 7 that for an array of
capped slots there was a minimum in transmission between modes of adjacent annular
cavities. This was a consequence of the electric fields at an instance in phase at the
same azimuth angle being out of phase and in opposite z-directions in adjacent annular
cavities. Therefore, at some frequency between these modes, the electric fields cancel,
producing a transmission minimum. Here in this study the spacing between the caps
and the apertures is much smaller than the width of the cavities therefore the electric
fields are mostly in the z -direction and therefore produce a very deep transmission
minimum between modes of adjacent cavities as shown in figure 8.22.
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Disc 1Sample (A)
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Figure 8.22: Experimental transmission spectra as a function of frequency for capped
apertures containing one (b), two (d), three (f) and four (h) annular cavities. The four
experimental samples are shown in (a),(c),(e) and (g).
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8.8 Conclusions
In this chapter experimental data has been compared to both derived analytic predic-
tions which treat the resonant cavities explored as equivalent LC circuits and FEM
modelling for a capped aperture with sub-wavelength internal structure. The stepped
annular cavity formed by placing metal inclusions on the aluminium disc and apertured
aluminium plate was shown to lower the resonant frequency of the stepped annular
cavity on comparison to the unstructured capped aperture (annular cavity), when the
electric field had a component along the line connecting the centres of the steps. The
analytic solution was shown to only provide an accurate prediction of the resonant
frequency when the radial overlap ((r1 − r2) was larger than either the stepped (hc)
or un-stepped height (hl). In the case of the experimental data this condition was
not satisfied and the resonant frequency was higher than the analytic prediction due
to fringing magnetic fields at the cavities openings. The analytic predictions show a
symmetry in the resonant frequency position about χs = 90
◦. The experimental results
show a similar trend however again the resonant frequency is different to the analytic
prediction due to fringing magnetic fields. The connected capped aperture which forms
a split ring cavity shows a reduction in the resonant frequency of approximately a factor
of two as compared to the unstructured capped aperture. The resonant frequency is
lowered slightly more than this factor due to the inductive contribution from the alu-
minium fin electrically connecting the aluminium disc and apertured aluminium plate.
Theoretical modelling however shows that there is a limiting frequency which can be
reached. One may expect that as the fin becomes smaller and smaller the inductive
contribution should become very large but as (r1− r2) tends to zero, the analytic solu-
tion shows that this term is limited by the finite thickness of the fin and therefore does
not provide a method of pushing the resonant frequency towards very low frequencies.
By adding a step to the split ring cavity the resonant frequency can be lowered in a
similar manner as for the stepped annular cavity and to much lower frequencies for
the same step angle (χs) and step height (hc). However, both LC models predict that
using both these structures the resonant frequency can be pushed towards very low
frequencies.
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Chapter 9
Conclusions and Future work
9.1 Summary of Thesis
In this thesis both experimental and numerical transmission results for some novel fre-
quency selective surfaces have been presented, and the resonant modes that mediate
transmission of microwaves through these complex FSS discussed in detail. Methods
for miniaturising the elements of these FSS have also been studied. This final chapter
will give a summary of the thesis and the results within it. Some possible extensions
of this work will also be presented in the next section.
In chapter 5 two composite arrays, a connected array and the complementary dis-
connected array formed by tessellating near complementary elements were studied in
detail both experimentally and numerically. The transmission properties of arrays com-
prising a circular void within a square metal patch and a circular metal patch with a
square void were compared to the transmission through arrays of their component ele-
ments that exhibit enhanced reflection and transmission phenomena.
Experimental results were presented for the connected and disconnected arrays for
a range of incident angles, azimuth angles and polarisations and compared to FEM
modelling showing very good agreement. Babinet’s principle was used to provide a
comparison of the behaviour of the connected and disconnected arrays, taking into ac-
count the thin dielectric substrate and its loss.
For the connected array (A) it was shown that the modes observed in the simpler arrays
of pseudo annular apertures and circular apertures were still apparent in the composite
array (A). However at higher frequencies close to the diffracted light lines, the TE11
mode and second order annular modes, supported on the circular and pseudo annular
aperture arrays respectively, are observed as a mixed surface mode on the composite
array. For the disconnected array (B), the resonant modes were not the transmission
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minima which may have been expected but instead the transmission maxima between
the minima. Interestingly the modes supported on the disconnected array (B), unlike
for the connected array (A), can not be inferred from studying the constituent elements
as both types of metal patches are required in situ for the modes to be supported. On
placing the connected array (A) on thicker dielectric substrates it was shown as in pre-
vious studies [3], that the resonant frequencies of modes supported by the array reduce
in frequency as the dielectric thickness increases. When a resonant mode supported by
the FSS is close in frequency to the quarter wavelength condition in the dielectric a
cyclic behaviour of modal position with thickness against frequency is observed. The
composite array (A) studied on 1600 µm of dielectric shows a curious 7 GHz pass band
over which both the transmission and reflection are ∼ 50 % ± 5 %.
In chapter 6 the resonant transmission response of an array of capped circular apertures
was explored. The overlapping metal formed an annular-shaped cavity that was shown
to support a family of resonant modes mediating a remarkable level of transmission
through the array, despite the apertures being capped. Asymptotic frequencies of the
resonant modes were shown to be closely predicted by the theory derived in section 6.3
for a single capped aperture. The microwave transmission response through the capped
aperture array was recorded for a range of incident polar angles, azimuth angles and
polarisations illustrating the dispersion of the modes supported by the capped array.
The first order mode, which was observed far from the diffraction edge, is broad and
largely invariant to changes in incident angle, azimuth angle and polarisation. Fur-
thermore the fundamental resonant response of the capped aperture array with air as
the dielectric spacer is ∼ 2.3 times lower than the circular aperture array, and with
NY9220 dielectric ∼ 3.1 times lower. The second order mode which was only observed
at oblique incident angles has high and low energy solutions. Which solution is excited
has been shown to be dependent on polarisation and azimuth angle. When the incident
in-plane electric vector does not align with one of the lattice symmetry planes, both
the high and low energy solutions are excited simultaneously with varying intensity
dependent again on the azimuth angle and polarisation. Due to its proximity to the
diffracted light lines, the third order mode is influenced by evanescent diffraction, and
is strongly dependent on azimuth angle, polarisation and polar angle of incidence. The
modes have frequencies dictated primarily by the average radius of the metallic patches
and apertures with perturbations primarily due to field expansion into the surrounding
air.
In chapter 7 the resonant microwave transmission of an array of copper rings spaced
above a similar array of annular slots was explored in some detail. The capped annular
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array has two annular cavities each supporting a family of annular resonant modes.
The non dispersive first order modes (∼15 GHz and ∼18 GHz) observed far from the
diffracted light lines therefore do not interact strongly with evanescent diffracted or-
ders. There was a distinct transmission minimum observed between these two modes
as a result of the cancellation of the out of phase electric fields from each cavity.
It was shown that more annular cavities could be formed by using nested slots and
annular patches, thus forming an FSS supporting multiple pass bands.
In chapter 8 a single capped aperture (forming an annular cavity) in a large metal sheet,
with and without structure (metal inclusions) was explored. On structuring the cavity
it was demonstrated experimentally that the resonant frequency of the fundamental
mode supported by the annular cavity could be reduced. Two methods of structuring
were studied to achieve this. The first method involved placing metal steps at the two
electric field antinodes around the annular cavity increasing the energy stored in the
electric field (capacitance) and magnetic field (inductance in the un-stepped spaces),
thus lowering the resonant frequency, proportional to the inverse square of the product
of the capacitance and inductance. The second method involved electrically connect-
ing the cap (circular patch) to the apertured metal, thus forming an inverse split ring
cavity. This modified the boundary conditions of the resultant cavity, reducing the
fundamental quantisation from a whole wavelength to a half wavelength. This lowered
the resonant frequency of the cavity, and this was further reduced by the added induc-
tance due to currents passing through the metal inclusion connecting the cap to the
apertured metal. Analytical equations based on LC circuit theory with appropriate
scaling factors taking into account the spatial variations in the EM fields were derived
for both structuring methods. These models suggested that the resonant frequency of
the cavity could be pushed to very low frequencies (towards DC). Experimental data
however highlighted some constraints on these predictions due to end effects (fringing
fields) that the idealised analytical models do not predict due to the assumption that
fringing fields are negligible. Finally, some brief initial experimental results of four res-
onant modes associated with four resonant (annular) cavities showing experimentally
the principle behind the FEM modelled multi-cavity FSS demonstrated in chapter 7.
9.2 Future Work
In chapter 5 the composite connected and disconnected arrays of complementary ele-
ments were studied in detail on 100 µm thick FR4. A brief study, based on detailed
experimental results of the connected array situated on several dielectric substrate
thicknesses paying attention to the fundamental resonant mode was conducted. On
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thick dielectric substrates (1600µm), the fundamental mode was observed as broad,
and mediated ∼ 50 % transmission and ∼ 50 % reflection over a broad range of fre-
quencies (∼7 GHz bandwidth). Such a screen could act as a useful microwave partial
mirror (beam splitter). A future extended study would involve exploring the higher
order modes with their complex band structure in detail, in particular the flat banded
modes close to the diffracted light lines observed for certain azimuth angle/polarisation
combinations. An extension of this work could involve tessellating different complemen-
tary elements into a composite array. One such idea which was of interest during the
studies reported in this thesis was to tessellate unit elements from a “dog-bone” FSS
and the complementary inverse dog bone FSS. The dog bone aperture (figure 9.1(b))
is essentially a miniaturised dipole slot (figure 9.1(a)) that resonates at a lower fun-
damental frequency by increasing the capacitance by the narrowing of the slot where
the high electric fields are expected, and widening the slot where high magnetic fields
are expected. In the narrow slot space the electric field strengths tend to be greatly
increased on comparison to the dipole slot whereas the magnetic fields, rather than be-
ing greatly increased simply occupy a larger area, thus increasing the inductance. The
electric field must be polarised as shown in (figure 9.1(b)) to excite the fundamental
resonance. The inverse structure, the dog bone patch (figure 9.1(c)) is a miniaturised
dipole antenna. This structure has a fundamental resonance excited in the orthogonal
polarisation. Current is driven through the thin central piece of wire producing a high
magnetic field close to its surface, for which energy is stored in this field. Charge tends
to build up along the sides of the thick wires creating capacitance. During the time
spent on this PhD it was thought that tessellating the dog bone (patch) and inverse dog
bone (slots) into a composite array similar to the FSS studied in chapter 5 would be
of interest (figure 9.1(d)). In creating this array the slots must be rotated 90◦ relative
to the patch elements in order for both to resonante with the same incident electric
vector field. It is observed from some initial modelling that such this surface (figure
9.1(e) with thin connecting wires and thin slots) is capable of possessing both intense
and highly localised electric fields (see (figures 9.1(f) and 9.1(g)) and magnetic fields
(see (figures 9.1(h) and 9.1(i)) which are separated spatially from one another. Such a
surface could be highly beneficial for applications where control is needed in the electric
and/or magnetic response of a FSS.
In chapter 6 an array of capped apertures was explored and in chapter 7 this study was
extended, exploring the EM response of capped annuli, with each cavity supporting its
own family of annular modes. Chapter 8 focused on lowering the resonant frequency of
a single capped aperture. For practical applications, some future studies into coupling
efficiency to these miniaturised cavities and absorption may be required to successfully
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implement these miniaturisation techniques in arrays studied in chapters 6 and 7. It
was noted in chapter 7 that for the multi cavity capped annuli, the modes of adjacent
cavities may not be readily coupled to form a continuous pass band due to a transmis-
sion null between the modes. However, the modes of the first and third cavities and
second and fourth inner most cavities could be potentially coupled together. Structur-
ing the cavities could be an interesting method to adjust the resonant frequencies and
positions of these modes such the odd modes or even modes can be coupled together.
Further to this a study of the interaction of higher order harmonics with fundamental
harmonics for different cavities could explored using this structing method.
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Figure 9.1: (a) Unit cell from dipole slot FSS. (b) Unit cell from a dog-bone slot FSS.
(c) Unit cell from dog-bone patch FSS. (d) Connected composite array of dog-bone
elements. (e) Connected composite array of dog-bone elements with extremely narrow
slots and wires. Time averaged electric fields for (d) ((f) and magnification (g)) and
magnetic fields ((h) and magnification (i)). Note red represents high field strength and
blue low field strength.
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