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Resumen
En este trabajo titulado “Regresión discontinua para análisis de causalidad con diseños
de muestreo complejos”, se hace la propuesta de un nuevo estimador teniendo en cuenta
los pesos de muestreo para regresión discontinua, el cual es un diseño cuasi-experimental
usado en evaluación de impacto para la estimación del ATE Average Treatment Effect,
que permite contestar a la pregunta de ¿cuál habŕıa sido el resultado de los participantes
en ausencia del programa/intervención/poĺıtica?. Para la metodoloǵıa de estimación se
asume que se tienen dos fuentes de variabilidad: i) la del modelo poblacional y ii) la
distribución muestral inducida por la selección aleatoria de la muestra, como lo exponen
las metodoloǵıas disponibles en la literatura.
La regresión discontinua requiere que en el proceso de selección de los beneficiarios o
focalización 1 de la intervención, programa o poĺıtica se haya utilizado una variable
continua Z, la cual permite organizar a la población de acuerdo con los resultados del
indicador. Un ejemplo de esta variable en el caso colombiano es el puntaje Sisbén III,
el cual organiza a la población de la menos vulnerable (100 puntos) a la más vulnerable
(0 puntos). Al definir un punto de corte para este indicador se define la focalización de
los programas sociales del gobierno.
De acuerdo con el comportamiento del grupo tratamiento y control con respecto a
la variable Z, se determinará el tipo de regresión discontinua: i) regresión discontinua
ńıtida, donde la variable Z determina completamente la participación en la intervención
y ii) la regresión discontinua difusa, donde la variable Z determina la probabilidad de
participar en la intervención. Esta metodoloǵıa cuenta con dos enfoques para su esti-
mación: paramétrico y no paramétrico, que son estudiados para la inclusión de los pesos
de muestreo en la regresión discontinua. En este trabajo se presentan las expresiones
matemáticas de los estimadores con pesos muestrales, la implementación y desarrollo
del paquete en R llamado rddsw con las funciones para la aplicación de los estimadores
encontrados, las simulaciones donde se muestra el comportamiento de los estimadores
con y sin pesos de muestreo y finalmente una aplicación con los datos de la evaluación
1La Ley 715 de 2001, en el art́ıculo 94, y la Ley 1176 de 2007, en el art́ıculo 24, define la focalización
como el “proceso mediante el cual se garantiza que el gasto social se asigne a los grupos de población
más pobre y vulnerable”.
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de impacto del programa Ser Pilo Paga de Colombia.
Keywords: Regresión discontinua, pseudoverosimilitud, ATE, LATE, diseños de muestreo
complejos
Abstract
In this work titled “Regression discontinuity for causal analysis with complex survey
designs”, the proposal of a new estimator is made for the design of regression disconti-
nuity, which is part of the methodologies used in impact evaluation for the estimation
of the ATE (Average Treatment Effect) that allows to answer the question of “What
would have been the result of the participants in the absence of program / intervention
/ politics?”, taking into account the sampling weights. For the estimation methodology
it is assumed that there are two sources of variability: i) population model ii) and the
sampling distribution induced by the random selection of the sample, as stated methods
available in the literature. The regression discontinuity requires that in the beneficiary
selection process or in the targeting of the intervention, program or policy, a continuous
variable Z has been used, which allows the population to be organized according to the
results of the indicator. An example of this variable in the Colombian case is the Sisben
III, which organizes the population from the least vulnerable (100 points) to the most
vulnerable (0 points). Defining a cut-off point for this indicator, it defines the focus of
the government’s social programs.
According to the behavior of the treatment and control group with respect to the vari-
able Z, the type of regression discontinuity will be determined: i) sharp regression
discontinuity, where variable Z completely determines the participation in the inter-
vention and ii) diffuse regression discontinuity, where the variable Z determines the
probability of participating in the intervention. This methodology has two approaches
to its estimation: parametric and non-parametric, which are studied for the inclusion
of sampling weights in regression discontinuity. This paper presents the mathematical
expressions of the estimators with sample weights, the implementation and develop-
ment of the package in R called rddsw with the functions for the application of the
estimators found, simulations showing the behavior of the estimators with and without
sampling weights and finally an application with the data of the impact evaluation of
the Ser Pilo Paga program in Colombia
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1 Introducción
La estad́ıstica es una disciplina con la cual se pretende obtener información fundamental
en la toma de decisiones y en el diseño de las poĺıticas públicas. Algunos autores como
F. von Bielfield conciben la Estad́ıstica, en el siglo XVIII, como “la ciencia que nos
enseña el ordenamiento poĺıtico de todos los estados modernos del mundo conocido”.
Por tanto, ésta se encuentra al servicio del Estado; de hecho, la palabra estad́ıstica tiene
su origen en este vocablo.
De acuerdo con Bethlehem (2009), desde los inicios de la humanidad, se han usado
estad́ısticas oficiales, basadas en censos, para conocer el número total: de personas, de
propiedades y de la fuerza militar, como es el caso del imperio Inca durante los años
1000 y 1500 A.C., donde se contaba con información sobre el número de: matrimonios,
personas y hogares, usando un sistema decimal. Más adelante en 1795, en los tiempos
de la república Bataviana bajo la influencia de Napoleón, la nueva administración cen-
tralizada queŕıa recibir información cuantitativa o idear la nueva construcción de un
sistema electoral, de esta manera se contaba con un gobierno verdaderamente represen-
tativo y democrático a través del uso de estad́ısticas.
Años más adelante, los gobiernos comienzan a ver que los censos eran costosos y re-
queŕıan de largos periodos de tiempo para su culminación, autores como Laplace (1812)
y Westergaard (1932), incursionaron en técnicas estad́ısticas que permit́ıan analizar y
concluir sobre las caracteŕısticas de la población basados en una muestra, la cual deb́ıa
cumplir con ciertas caracteŕısticas y un proceso de estimación consistente que permi-
tierá llegar a conclusiones confiables sobre la población. Más adelante, Naciones Unidas
acepta el muestreo como una técnica para recolectar información de estad́ısticas ofi-
ciales a través de las agencias del gobierno, las cuales serán usadas para la elaboración
de poĺıticas e investigaciones cient́ıficas.
Dentro del proceso de toma de decisiones en poĺıtica pública del gobierno sobre sus
proyectos, programas y/o poĺıticas se encuentra la metodoloǵıa de evaluación. Hay
diferentes tipos de evaluación dentro de las que se encuentran las evaluaciones de im-
pacto, con la cual se intenta responder a preguntas sobre causa y efecto, espećıficamente
la pregunta de: ¿es un programa efectivo comparado con la ausencia del mismo?. Una
evaluación de impacto analiza los cambios en el resultado directamente atribuibles al
programa o poĺıtica y aśı informar a los responsables de poĺıticas públicas sobre una
serie de decisiones: desde la interrupción de programas ineficientes hasta la expansión
de las intervenciones que funcionan, el ajuste de los beneficios de un programa o la
elección entre varios programas alternativos.
Para estimar el efecto causal o el impacto de un programa sobre los resultados, cualquier
método elegido debe estimar el denominado contrafactual, es decir, ¿cuál habŕıa sido el
resultado para los participantes en el programa si no hubieran participado en el?. En
la práctica, la evaluación de impacto requiere que el evaluador encuentre un grupo de
comparación para estimar lo que habŕıa ocurrido con los participantes sin el programa,
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en este caso se requiere encontrar un contrafactual o un grupo control en el que la única
diferencia con el grupo tratamiento sea la condición de tratado y no tratado.
Una forma de seleccionar el grupo tratamiento y el grupo control es aleatorizando
donde se asegurará que los dos grupos sean comparables en ĺınea de base, esto es lo
que conocemos como diseños experimentales. Aunque es la mejor forma de asignar
un beneficio y además permitiŕıa evaluar el programa de una forma sencilla, en la
práctica es dif́ıcil la aplicación de este tipo de asignación de los programas, ya que, no
es fácil mantener la aleatorización por las decisiones que pueden tomar los beneficiarios
o porque los recursos son limitados y se busca atender a los que más lo necesitan. Por
lo que se han desarrollado otras metodoloǵıas de evaluación de impacto en las que se
asume que la asignación del beneficio no fue aleatoria, sin embargo, se busca que en
ĺınea de base los grupos control y tratamiento sean iguales o lo más parecidos posibles
y de esta forma encontrar el efecto determinado únicamente por la intervención, dentro
de estos métodos se encuentra el emparejamiento por puntaje de propensión, diferencias
en diferencias, variables instrumentales, regresión discontinua, entre otros.
En el caso colombiano, existe el Sisbén (Sistema de Identificación de Potenciales Ben-
eficiarios de Programas Sociales), el cual es un instrumento de caracterización y fo-
calización para identificar de manera rápida y objetiva a la población en situación
de pobreza y vulnerabilidad. Esta herramienta permite focalizar la inversión social y
garantizar que esta sea asignada a quienes más lo necesitan (Departamento Nacional de
Planeación 2019). Dado este tipo de asignación de los programas sociales en Colombia
la regresión discontinua es una metodoloǵıa viable para realizar evaluaciones de im-
pact, esta metodoloǵıa se puede utilizar cuando quienes participan en la intervención,
programa o poĺıtica se encuentran por debajo de un umbral o punto de corte definido ob-
jetivamente y previo a la asignación del beneficio, este punto de corte define la población
objetivo y se basa en una variable continua que se evalúa en todos los individuos que son
potencialmente aptos para participar (White & Sabarwal 2014). En el caso de que la
variable de focalización y el punto de corte se definan de manera objetiva alrededor del
umbral se generará una pseudoaleatoriedad, es decir este instrumento es el que define
la población que ingresa al programa y no existe sesgo de autoselección. Para realizar
la estimación del impacto del programa o poĺıtica usando está metodoloǵıa, se requiere
como mı́nimo de la siguiente información: variable respuesta después de la intervención,
variable continua (focalizador) y el umbral determinado para ingresar a la intervención;
para el caso del umbral y de la variable continua, la información se obtiene a través de
registros administrativos y existe para el total de potenciales beneficiarios.
Normalmente las entidades del gobierno recolectan información relacionada con la op-
eración del programa y en algunos casos recolecta variables resultado, pero mayoritari-
amente para la población beneficiaria, por lo que realizar evaluaciones con registros
administrativos puedo ser un reto para este tipo de investigaciones. Debido a esto en
la mayoŕıa de las evaluaciones se debe realizar una encuesta a la población objetivo
de la evaluación; sin embargo, pueden haber programas o poĺıticas que atienden a una
proporción importante de personas en el páıs, como es el caso de Familias en Acción
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que atiende cerca de 10 millones de personas a nivel nacional. En este caso realizar una
encuesta a toda la población beneficiaria y adicionalmente a un grupo de control puede
ser un proceso más costoso que la misma implementación del programa.
Por lo que, la aplicación de muestras es necesaria para encuestar únicamente a un sub-
conjunto de la población y reducir los costos de la evaluación. De acuerdo con Gutiérrez
(2009) el muestreo es un procedimiento que responde a la necesidad de información es-
tad́ıstica precisa sobre la población y los conjuntos de elementos que la conforman; el
muestreo trata con investigaciones parciales sobre la población que apuntan a inferir a
la población completa.
El tipo de diseño muestral seleccionado para aplicar las encuestas que aportarán la
información debe tener en cuenta los conceptos de validez interna y validez externa
dentro de la evaluación de impacto. En donde:
• Validez interna: permite medir los efectos causales libre de factores de confusión
para la intervención. Cuando se asegura que el grupo tratamiento es similar al
grupo control (asignación aleatoria) se puede medir el efecto.
• Validez externa: determina que la muestra representa a las unidades elegibles
para el tratamiento, de esta forma se podŕıa concluir que los efectos que se encuen-
tran en la población tratada, se pueden replicar en todas las unidades elegibles o
en una población similar (selección aleatoria).
Se busca que el diseño muestral sea consistente para la toma de decisiones de poĺıtica
pública con estimadores insesgados de los parámetros. Ya que, en el caso contrario, las
decisiones tomadas pueden ser erróneas lo que ocasionaŕıa afectar la calidad de vida
de los ciudadanos, ser poco eficiente con los recursos del estado y/o no permitir que el
páıs pase a otras etapas de desarrollo.
Son diversos los diseños de muestreo p(·) utilizados para la selección de una mues-
tra probabiĺıstica; en muchos casos se usan diseños de muestreo complejos, que indican
probabilidades de inclusión desiguales para cada elemento del universo de estudio. Esto
genera la pregunta de ¿cómo realizar la estimación del efecto del programa o poĺıtica te-
niendo en cuenta las probabilidades de inclusión de cada elemento, cuando ésta proviene
de un diseño muestral complejo? De acuerdo con Binder (2011) al tener dos fuentes
de variabilidad: el modelo poblacional ξ y la distribución muestral p inducida por la
selección aleatoria de la muestra, estas debeŕıan ser incluidas en el momento de realizar
la estimación de los parámetros poblacionales del efecto causal.
Expuesto todo lo anterior, el problema que se quiere resolver en este trabajo es cómo
se deben realizar las estimaciones del efecto causal usando la metodoloǵıa de regresión
discontinua, cuando se realiza la selección de una muestra probabiĺıstica proveniente
de un diseño de muestreo p(s) complejo (probabilidades de inclusión desiguales para
cada elemento en la población). Por lo que en el presente documento se abordarán
las siguientes secciones para resolver la pregunta de investigación. En la sección 2 se
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introducirá un marco teórico sobre los conceptos necesarios para resolver el problema de
investigación, en la sección 3 se propone una metodoloǵıa para los diferentes estimadores
de regresión discontinua, en la sección 4 se realiza una simulación, se prueban las
propiedades de los estimadores encontrados en la sección 3 y se presentan los detalles del
paquete estad́ıstico rddsw programado en R, en la sección 5 se realiza una aplicación con
los datos del programa Jóvenes en Acción y finalmente se concluye sobre los resultados.
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2 Marco teórico y revisión literaria
2.1 Modelo Causal de Neyman-Rubin
La causalidad entre dos variables implica que existe una correlación y además que una
variable causa a la otra, por lo que existe una relación de causa y efecto. Fisher hace las
primeras contribuciones a la inferencia causal con el diseño de experimentos aleatorios.
Sin embargo, cuando se habla de experimentos complejos o no aleatorios se tiene que
revisar otra perspectiva, como la propuesta por Rubin (2005).
En este caso, cada unidad puede ser expuesta o no al tratamiento y se tienen dos
estados: tratamiento activo, si fue expuesto al tratamiento y tratamiento control, si no
es expuesto al tratamiento. Las covariables X representan variables que toman valores
de ĺınea de base o que no son afectadas por el tratamiento, la variable Y representa
la salida potencial que toma cada unidad después de la intervención: Yk(1) para el
tratamiento y Yk(0) para el control en la unidad k, con K = 1, ..., N , donde el efecto
causal a nivel de unidad está dado por la comparación de Yk(1) − Yk(0), haciendo los
siguientes supuestos:
1. SUTVA (Stable Unit Treatment Value Assumption, por sus siglas en ingles), que
contiene dos subsupuestos: primero, no hay interferencia entre unidades, es decir,
ni Yk(1) ni Yk(0) se ven afectados por la acción que cualquier otra unidad recibió
y segundo, asume que no hay versiones ocultas de los tratamientos; sin importar
cómo la unidad recibiera el tratamiento 1, el resultado que se obtendŕıa seŕıa Yk(1)
y similarmente para el tratamiento 0
2. Las covariables y los resultados potenciales no se ven afectadas por el método
asignación del beneficio usado para realizar el estudio.
El problema fundamental de la inferencia causal es que es imposible observar Yk(1)
y Yk(0) en la misma unidad, por lo que el mecanismo de asignación determina cómo
elegir el resultado potencial que observaremos para cada unidad. Formalmente, el
mecanismo de asignación es una regla probabiĺıstica o determinista para seleccionar
algunas unidades de recibir el tratamiento control y otras unidades para recibir el
tratamiento activo, aśı Dk indica la asignación para la unidad k, donde 1 implica
tratamiento activo y 0 tratamiento control, el mecanismo de asignación puede escribirse
como P (D|X, Y (1), Y (0)), donde, D es la variable aleatoria yX, Y (1) y Y (0) son valores
fijos.
Para el caso de los experimentos aleatorizados, donde los grupos tratamiento y control
son seleccionados de forma aleatoria, se tiene en el proceso inferencial la probabilidad
de ser tratado o no, definida por:
P (D|X, Y (1), Y (0)) = P (D|X, Yobs) (1)
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donde, Yobs, es la salida potencial observada y Ymis es la salida potencial no observada,
en este caso:
Yobs,k = DkYk(1) + (1−Dk)Yk(0)
Ymis,k = (1−Dk)Yk(1) +DkYk(0)
Yk = (Yobs,k, Ymis,k)
Dado que, no podemos observar el efecto causal [Yk(1) − Yk(0)], en cada una de las
unidades k, porque no es posible ver el valor Yk(1), resultado con tratamiento y Yk(0),
resultado sin tratamiento en el mismo momento del tiempo para el mismo individuo k.
De esta manera, se propone identificar el efecto causal promedio, conocido como ATE
(Average Treatment Effect, por sus siglas en inglés), calculado como la diferencia de los
promedios de la variable respuesta en los dos grupos: tratamiento activo y tratamiento
control:
ATE = E(Yk(1)− Yk(0))
= E(Yk(1))− E(Yk(0))
= Ȳ (1)− Ȳ (0)
Dado que las unidades del grupo tratamiento y control son diferentes, se prueba que
con una simple diferencia se puede estimar el ATE, donde π denota la proporción de
población asignada al grupo tratamiento y asumiendo que la variable respuesta para
cada estado del tratamiento será igual sin importar el resultado de la asignación al
tratamiento [Ȳ (1)|D = 1] = [Ȳ (1)|D = 0] y [Ȳ (0)|D = 1] = [Ȳ (0)|D = 0] dado que, el
método de selección tiene en cuenta que los grupos son homogéneos entre śı, es decir
los elementos entre los grupos son similares en variables observadas y no observadas en
ĺınea de base, por lo que:
ATE = π[(Ȳ (1)− Ȳ (0))|D = 1] + (1− π)[(Ȳ (1)− Ȳ (0))|D = 0]
ATE = [π[(Ȳ (1))|D = 1] + (1− π)[(Ȳ (1))|D = 0]]−
[π[(Ȳ (0))|D = 1] + (1− π)[(Ȳ (0))|D = 0]]
ATE = [Ȳ (1)|D = 1]− [Ȳ (0)|D = 0]
El valor que se está estimando con ATE es igual a: el efecto promedio más (+) la
diferencia de la variable respuesta sin tratamiento Yk(0) en el grupo tratamiento y el
grupo control; haciendo referencia al supuesto uno que no hay versiones ocultas del
tratamiento; más (+) las diferencias de los efectos encontrados en el grupo tratamiento
y el grupo control; haciendo referencia al segundo supuesto de que el método de selección
no afecta los resultados.
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ˆATE = ATE + [Ȳ0|D = 1]− [Ȳ0|D = 0]︸ ︷︷ ︸
Diferencia sin tratamiento
+(1− π) [(Ȳ1 − Ȳ0|D = 1)− (Ȳ1 − Ȳ0|D = 0)]︸ ︷︷ ︸
Heterogeneidad de efecto de tratamiento
Al cumplirse los dos supuestos del modelo causal, se elimina [Ȳ0|D = 1] − [Ȳ0|D =
0] + (1 − π)[(Ȳ1 − Ȳ0|D = 1) − (Ȳ1 − Ȳ0|D = 0)] del estimador y este será insesgado.
Aśı la diferencia de promedios de la variable respuesta en los dos grupos tiene como
resultado el ATE, usando los valores observados para cada unidad:
ˆATE = [ ˆ̄Y (1)|D = 1]− [ ˆ̄Y (0)|D = 0] (2)
Para que los resultados encontrados sean válidos se requiere que haya validez interna,
la cual indica que el grupo control elegido para realizar la comparación representa el
verdadero contrafactual, por lo que se están dejando por fuera los factores de variables
observables e inobservables que pueden llevar a estimaciones sesgados del impacto de
las intervenciones. Siendo aśı, se determina que cuando hay validez interna se está
calculando el verdadero impacto del programa.
Además, para poder generalizar los resultados encontrados se requiere de que haya
validez externa, lo cual indica que la muestra usada para la evaluación debe ser repre-
sentativa del conjunto de unidades elegibles, es decir que la muestra de evaluación debe
seleccionarse entre la población mediante un muestreo probabiĺıstico, de esta forma
será posible tomar decisiones de poĺıtica pública al asegurar que los resultados seguirán
presentándose al intervenir nuevos individuos de la población objetivo.
2.2 Regresión discontinua
La historia de los procedimientos de regresión discontinua (RD) tiene por lo menos 20
años de edad. Más recientemente, las propiedades formales del método de la regresión
discontinua han sido exploradas por: Goldberger (1972a), Goldberger (1972b), Barnow
(1972), Rubin (1977), Rubin (1978), y Trochim & Spiegelman (1980).
El diseño de regresión discontinua ocurre cuando la probabilidad de participación en el
tratamiento cambia discontinuamente a través de una variable continua Z (Bernal &
Peña 2011). En los programas de pobreza es común que está variable Z sea un indicador
de pobreza o una puntuación de tipo proxy-mean, los hogares con puntuaciones bajas
se consideran pobres y los hogares con puntuaciones altas no. Más conocido como la
focalización de la poĺıtica pública a un grupo particular de la población con base en un
instrumento, en el caso colombiano el puntaje Sisbén es usado para la focalización de
programas sociales donde las autoridades del programa definen los criterios de entrada
y salida con un umbral o punto de corte.
La regresión discontinua es un método que permite estimar con éxito el impacto de
un programa y aśı identificar el efecto promedio del tratamiento para individuos cer-
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canos al punto de discontinuidad. El parámetro estimado por regresión discontinua es
un efecto promedio global ATE o local del tratamiento LATE (Local Average Treat-
ment Effect, por sus siglas en inglés) de acuerdo con el enfoque usado paramétrico o
no paramétrico. En el caso del estimador LATE la validez externa es limitada, ya que
se estima el impacto para un grupo particular de la población, aquella cercana al um-
bral definido. Para aplicar la regresión discontinua es necesario contar con un vector
de variables (Xk, Zk), las cuales no son afectadas por el tratamiento. Se asume que
observamos (Yk, Dk, Xk, Zk) para cada unidad de observación de una muestra aleatoria
seleccionada para la población, con Yk la variable respuesta, Dk una indicadora para
el grupo tratamiento y el grupo control, Zk la variable continua que organiza a las
unidades de observación y ayudará a determinar o determina el grupo tratamiento y
el grupo control y Xk que representa a las covariables en ĺınea de base de los elemen-
tos estudiados. En la Figura 1, se visualiza la regresión discontinua, en la que al lado
izquierdo se encuentran los tratados y al lado derecho los controles, el eje y representa la
variable respuesta Y , el eje x la variable continua Z, el valor 0 sobre el eje x representa
el umbral definido para la variable Z, en donde el salto de Y en 0 representa el impacto
del programa en los beneficiarios, que se interpreta como el cambio en la variable Y









Figure 1: Ejemplo de regresión discontinua
El análisis de regresión discontinua se puede caracterizar en al menos dos maneras difer-
entes: (1) como “discontinuidad en un punto de corte” (Hahn & Van de Klaauv 1999)
o (2) como “aleatorización local” (Lee 2008). La primera indica el salto que presenta
la variable respuesta en el umbral definido para la variable continua que organiza a la
población, donde este salto estaŕıa indicando el impacto de la intervención en la variable
de interés en la población. La segunda caracterización de la regresión discontinua tiene
que ver con que las diferencias que existen entre un individuo de la derecha e izquierda
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del umbral son aleatorias, siempre y cuando tengan valores en Z similares, aśı lo único
que los está diferenciando es que un individuo fue intervenido y el otro individuo no.
Para garantizar la validez interna usando la metodoloǵıa de regresión discontinua de
acuerdo con Jacob & Zhu (2012), se debe garantizar que:
• La variable de calificación (Z continua) no puede ser causada o influenciada por
el tratamiento. En otras palabras, la variable de calificación se mide antes del
inicio del tratamiento o es una variable que nunca puede cambiar.
• El punto de corte (c) se determina de forma exógena a la variable continua.
• No existe otra variable que este generando discontinuidad en el punto de corte
u otra intervención que utilice el mismo punto de corte para la misma población
objetivo.
• La forma funcional entre la variable continua que organiza a la población y la
variable respuesta es continua cuando no hay presencia del tratamiento, en ĺınea
de base.
Existen dos tipos de regresión discontinua: Difusa, en la que el umbral no diferencia
completamente a los tratados y los no tratados y Nı́tida, en la que el umbral diferencia
claramente estos dos grupos. A continuación, se detalla sobre estos dos casos.
2.2.1 Regresión discontinua ńıtida
La Regresión Discontinua Nı́tida (RDN) (Bernal & Peña 2011) se caracteriza por que
la variable Z, determina completamente la participación en el programa o poĺıtica, los
que están debajo del umbral son tratados y por encima son no tratados, por lo cual
la probabilidad de participación es 1 en la banda izquierda y 0 a la derecha y está
completamente determinado por Z.
lim
z↑c
D(Z = z) 6= lim
z↓c
D(Z = z)
donde, limz↑cD(Z = z) es el ĺımite de D(Z = z) a medida que Z se aproxima c, por
la izquierda y limz↓cD(Z = z) es el ĺımite de D(Z = z) a medida que Z se aproxima a
c, por la derecha, en este caso son iguales a 1 y 0 respectivamente. De esta forma, Dk
es determinada en función de la variable continua Z, como Dk = 1(Zk ≥ c) indicando
si la unidad es tratado o no. Aśı la esperanza condicional de la salida observada va a
estar definida como:
E(Y |Z = z) =E(Yk|Dk = 0, Zk = z)P (Dk = 0|Zk = z)
+ E(Yk|Dk = 1, Zk = z)P (Dk = 1|Zk = z)
13
Para estimar el efecto causal, se van a encontrar las diferencias cerca del punto de
discontinuidad, como se muestra en la siguiente ecuación:
τRDN = E(Yk(1)− Yk(0)|Zk = c)
τRDN = E(Y (1)− Y (0)|Z = c) = E(Y (1)|Z = c)− E(Y (0)|Z = c)
con Yk(0), Yk(1) ⊥ Dk|Zk, este supuesto se mantiene de manera trivial, porque condi-
cional en las covariables no hay variación en el tratamiento. Similarmente el efecto
causal se puede expresar en términos de los ĺımites que expresan la proximidad al
punto de corte c, para hablar de un efecto local:
τRDN(c) = lim
z↑c
E(Yk|Zk = z)− lim
z↓c
E(Yk|Zk = z) (3)
A continuación, se presentan los supuestos que se deben cumplir para encontrar el efecto
causal, usando una regresión discontinua ńıtida, se tienen los siguientes supuestos de
acuerdo con Imbens & Lemieux (2007)
1. Supuesto 1: Continuidad de la función de regresión condicional E(Y (0)|Z = c)
y E(Y (1)|Z = c) son continuas en Z. Se asume que la distribución condicional
es suavizada en la covariable, luego FY (D)|Z(Y |Z) = P (Y (D) ≤ Y |Z = z), deno-
tando la función de distribución condicional de Y (D) dado Z
2. Supuesto 2: Continuidad de la función de distribución condicional FY (0)|Z(Y |Z)
y FY (1)|Z(Y |Z) son continuas en Z para todo Y .
Ambos supuestos son fuertemente requeridos, para que se cumpla que:
E(Y (0)|Z = c) = lim
z↑c
E(Y (0)|Z = z)
= lim
z↑c
E(Y (0)|D = 0, Z = z)
= lim
z↑c
E(Y = y|Z = z)
y similarmente
E(Y (1)|Z = c) = lim
z↓c
E(Y = y|Z = z)
Por lo que si se prueba continuidad en un punto c se prueba sobre todo Z. Entonces el
efecto del tratamiento en c, τRDN satisface
τRDN = lim
z↓c
E(Y |Z = z)− lim
z↑c
E(Y |Z = z)
Y aśı el estimador es una simple diferencia en dos funciones de la regresión en un punto
c. A continuación, se presenta una representación gráfica del supuesto
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Figure 2: Supuesto de continuidad
2.2.2 Regresión discontinua difusa
La Regresión Discontinua Difusa (RDD), se presenta cuando la probabilidad de partic-
ipación cambia discontinuamente en el punto de corte c definida para el programa, de
esta forma se tienen registros del grupo tratamiento y control a los dos lados del punto
de corte, lo que implica que la P (D = 1|Z = z) no cambia de 1 a 0, y el estimador del
efecto causal está definido por:
τRDD(c) =
limz↑cE(Yk|Zk = c)− limz↓cE(Yk|Zk = c)
limz↑c P (D = 1|Zk = c)− limz↓c P (D = 1|Zk = c)
(4)
donde, el numerador representa el estimador de la intención del tratamiento (que indica
el efecto en caso de que todos los elementos cumplieran con su estado de tratamiento),
el denominador representa la probabilidad de tratamiento a cada lado del punto de
discontinuidad y en conjunto son el efecto promedio del tratamiento. Para este modelo
se requiere de un supuesto adicional:
• Supuesto 3: Monotocidad, Dk(z) no aumenta en z = c y se define el estado de
cumplimiento (compliers).
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En este modelo se está asumiendo que algunos elementos de la población no están
cumpliendo con el método de asignación del programa o poĺıtica, ya que hay elementos
por encima del umbral que son tratados y elementos por debajo del umbral que no
fueron tratados, por lo que a continuación definiremos tres grupos que se generan en la
asignación de la poĺıtica pública que no es posible controlar:
1. un complier es una unidad tal que:
lim
z↓c
Dk(z) = 1 y lim
z↑c
Dk(z) = 0
Los compliers son unidades que obtendŕıan el tratamiento si el punto de corte
está por debajo de Zk, pero no recibe si está por encima de Zk. En resumen,
realizan la acción que el método de asignación determina.
2. Nevertakers son unidades que tal que:
lim
z↓c∗
Dk(z) = 0 y lim
z↑c
Dk(z) = 0
Los nevertakers nunca reciben el tratamiento, sin importar que sean potenciales
por encontrarse debajo del punto de corte. Un caso son los hogares que por evitar
trámites administrativos prefieren no ingresar a los programas.
3. los Alwaystakers son unidades que
lim
z↓c
Dk(z) = 1 y lim
z↑c
Dk(z) = 1
Los alwaystakers siempre reciben el tratamiento, sin importar que sean potenciales
o no del programa. Un caso son los hogares, que interponen tutelas, derechos de
petición u otro mecanismo legal para poder ingresar a los programas en el caso
de no ser potenciales beneficiarios.
Entonces:
τRDD =
limz↓cE(Y |Z = z)− limz↑cE(Y |Z = z)
limz↓cE(D|Z = z)− limz↑cE(D|Z = z)
= E(Yk(1)− Yk(0)|que la unidad k es un complier)
El estimador es un efecto promedio del tratamiento, pero solo se promedia para las
unidades con zk cerca de c (por discontinuidad de regresión) y solo para los compliers
(personas que fueron tratados por los resultados de la variable continua sobre el umbral).
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2.2.3 Estimadores de regresión discontinua
El desaf́ıo es identificar la forma funcional correcta de la relación entre la variable
continua Z y la medida de resultado Y en ausencia del tratamiento. En la medida en
que la forma funcional especificada sea correcta, el estimador implicado por el modelo de
regresión discontinua seŕıa un estimador insesgado del impacto medido para el programa
en el punto de corte (Jacob & Zhu 2012).
Existen diferentes metodoloǵıas para estimar el impacto a través de la regresión dis-
continua, algunas de ellas se presentan en la siguiente figura:
Figure 3: Métodos de estimación de regresión discontinua
Estas metodoloǵıas hacen parte de dos tipos de enfoques en el modelo de regresión,
como lo son:
• El enfoque paramétrico: intenta elegir el modelo adecuado para ajustarse a un
conjunto de datos. La función m(.) es conocida y esta es descrita por un conjunto




• El enfoque no paramétrico: trata de seleccionar el conjunto de datos correcto
para ajustarse a un modelo dado. La función m(.) no es conocida y los datos
determinarán la forma de m(.):
yk = m(xk) + εk
A continuación, se presentan las expresiones matemáticas de los estimadores de interés
para este trabajo, basados en los enfoques anteriores:
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1. Modelo paramétrico:
Para el caso paramétrico se usan todas las observaciones en la muestra, buscando
que, al usar todos los datos, estos aporten mayor información que permita estimar
el resultado promedio cerca del umbral, se pueden usar formas funcionales como:
lineal, cuadrática, cúbica y otras.
Usando la forma funcional lineal, se espećıfica el modelo para regresión discontinua
ńıtida, como se muestra en Lee & Lemieux (2010)
yk = β0 + β1dk + β2(zk − c) + β3dk(zk − c) + γixk + εk (5)
donde, dk es la indicadora de haber recibido o no el tratamiento, zk es la variable
continua que organiza a la población y determinaŕıa la entrada al programa o
intervención y c el punto de corte determinado para el ingreso al programa. En
esta ecuación, el parámetro de interés será β1 que es el que contiene el estimador









E(Yk|Dk = 0)− lim
zk→c
E(Yk|Dk = 1)
En el caso de regresión discontinua difusa se hace uso de la metodoloǵıa de vari-
ables instrumentales o mı́nimos cuadrados en dos etapas y se tiene que las ecua-
ciones de interés están determinadas por:
dk = β0 + β1tk + β2(zk − c) + β3tk(zk − c) + εk
yk = λ0 + λ1d̂k + λ2(zk − c) + λ3tk(zk − c) + γixk + εk
donde, zk es la variable continua, dk la variable indicadora de si el individuo k
es tratado o no, c el umbral definido y tk es una variable que toma como valor
1 si zk < c y cero en otro caso. Dado que, estamos bajo el método difuso tk y
dk son diferentes ya que pueden existir unidades del grupo tratamiento y control
por debajo y encima del punto de corte, por lo que Z no determina totalmente
la participación en el programa o poĺıtica. Se mantiene la lógica anterior, por
lo que λ̂1 es el estimador del impacto del programa o poĺıtica usando regresión
discontinua difusa.
Para la estimación de los parámetros en el modelo propuesto, se pueden usar
diferentes estimadores como: Mı́nimos Cuadrados Ordinarios MCO, Máxima
Verosimilitud y Mı́nimos Cuadrados en dos etapas. A continuación, se presenta
la descripción de estos estimadores:
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(a) Método de Mı́nimos Cuadrados Ordinarios
El estimador de Mı́nimos Cuadrados Ordinarios (Wooldridge 2001) es usado
para la estimación del vector de parámetros del modelo de regresión lineal,
este método busca minimizar la suma de los errores al cuadrado εk = yk −
ŷk, que representan la diferencia entre los valores observados y los valores
estimados. El estimador será consistente siempre y cuando se cumplan los
supuestos hechos sobre el término de error del modelo, que indica que εk
se asume normal, con media cero, varianza homocedástica y los errores no
están correlacionados entre śı, los cuales se resumen en la siguiente ecuación:
ε
iid∼ N(0, σ2)
El modelo de regresión lineal, consiste en estudiar la relación entre una
variable de interés Y y un conjunto de variables explicativas y regresoras
X1,X2, ...,Xp, donde la relación que se genera es lineal, representada con la
siguiente ecuación:
Y = β0 + β1X1 + β2X2 + ...+ βpXp + ε
La regresión lineal también nos puede servir para entender la relación fun-
cional entre la variable dependiente y las variables independientes y estudiar
cuales son las relaciones que ocasionan la variación en Y. Este modelo se







1 x11 ... x1p



















que simplificando se puede escribir como:
Y = Xpβ + ε (6)
el estimador del vector β, definido por el método de mı́nimos cuadrados
ordinarios es:
β̂ = (XtX)−1XtY







(b) Método de máxima verosimilitud
19
El estimador de máxima verosimilitud es uno de los más usados en infer-
encia estad́ıstica, dado que tiene propiedades útiles para obtener estima-
ciones más precisas. Como se menciona en Zhang & Gutiérrez (2010), dada
una muestra de tamaño n, X1, . . . , Xn, la función de verosimilitud se define
como la función de densidad conjunta de las n variables, y se denota por
L(x1, ..., xn, θ) =
∏n
k=1 f(xk, θ), donde f es la función de densidad común.
El método de máxima verosimilitud para un parámetro θ consiste en encon-
trar un valor θ que maximice está función.
Para un modelo de regresión lineal se asume la normalidad de la variable Y
y la función de verosimilitud se construye asumiendo está distribución. La
ecuación de la regresión lineal se expresa como:
yk = β0 + β1xk + εk
donde,
εk ∼ N(0, σ2) k = 1, ..., n
Dado que no se conoce β se debe estimar con las realizaciones de la muestra
de X y Y, si Y ∼ N(X ′β, σ2), entonces para un modelo de regresión lineal
simple, la función de máxima verosimilitud esta definida como:





























(yk − β0 − β1xk)2
)
después de aplicar la primera derivada de la función de log-verosimilitud e
igualar a cero se encuentra que el estimador de β y σ2 esta dado por:








El desarrollo del método de máxima verosimilitud para una regresión lineal
simple se puede encontrar en el anexo A.
20
En el caso de varias variables independientes y bajo los siguientes supuestos:













Y ∼ Xβ + ε
donde,
i. Y = (Y1, ..., Yn)
′ ∈ Rn es un vector n× 1
ii. X = [1n,X1, ...,Xp] ∈ Rn(p+1) una matriz de n× (p+ 1)
iii. (β0, β1, ..., βp)
′ ∈ Rp+1 vector de coeficientes (p+ 1)× 1
iv. (ε1, ..., εn)
′ ∈ Rn es el vector de error n× 1
El modelo se representa de forma matricial como:y1...
yn
 =
1 x11 x12 · · · x1p... ... ... ... ...








Usando los siguientes supuestos:
ε
iid∼ N(0n, σ2In)
(Y|X) ∼ N(Xβ, σ2In)























































Bajo el enfoque de máxima verosimilitud, el estimador tendrá las siguientes
propiedades:
i. Insesgado:
E(β̂) = E(β + (X′X)−1X ′ε)
= β dado que E(ε) = 0
ii. Varianza mı́nima usando la cota de Cramer Rao. Dado que se prueba
que la varianza de los estimadores de máxima verosimilitud coincide con
la inversa de la informativa de Fisher y el estimador es insesgado para




















(c) Mı́nimos cuadrados en dos etapas - Variables instrumentales
Las variables instrumentales permiten obtener un estimador consistente cuando
las variables explicativas están correlacionadas con el término de error en la
regresión. Está correlación se puede generar cuando se da alguna de las
siguientes situaciones:
i. Sesgo por omisión de variables no observadas que están correlacionadas
con X
ii. Sesgo por causalidad simultánea, es decir, X causa a Y y Y causa a X
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iii. Sesgo por errores en las variables, es decir medimos X con error
Usando variables instrumentales se pueden corregir los sesgos en los esti-
madores, al dividir X (variable independiente) en dos partes: i) una que
puede estar correlacionada con el término de error ε y ii) otra que no está
correlacionada con el término de error ε, por lo que aislando está última
parte podremos estimar β1. Para esto es necesario definir un instrumento Z
(que representa a la variable continua en la regresión discontinua) que debe
cumplir con las siguientes condiciones:
i. Ser Relevante: Cor(Z,X) 6= 0
ii. Ser Exógeno: Cor(Z, ε) = 0
Uno de los estimadores usados para variables instrumentales, es mı́nimos
cuadrados ordinarios en dos etapas, el cual sigue los siguientes pasos (Wooldridge
2001):
i. Primero se áısla la parte de X que no está correlacionada con ε a través de
Z, una regresión de X sobre Z por MCO, como Z no está correlacionada
con εk, π0 + π1zk tampoco lo estará
xk = π̂0 + π̂1zk + vk
ii. Se reemplaza xk por su estimación x̂k del modelo anterior (i) en la re-
gresión de interés y se ajusta la regresión usando MCO:
yk = β̂0 + β̂
MC2E
1 x̂k + εi
Si disponemos de un instrumento válido Z (relevante y exógeno) entonces
β̂1
MC2E
es consistente para el parámetro β1.
cov(yk, zk) = cov(β0 + β1xk + εk, zk)
= cov(β0, zk) + cov(β1xk, zk) + cov(εk, zk)





(d) Máxima Verosimilitud - Variables instrumentales
Además, del estimador de mı́nimos cuadrados ordinarios presentado ante-
riormente se puede usar el estimador de máxima verosimilitud usando los
mismos supuestos y aplicando un modelo de regresión lineal estimado con
máxima verosimilitud en la primera y segunda etapa, como se demuestra a
continuación (Zhelonkin, Genton & Ronchtti 2011):
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i. Primera etapa: La primera etapa está dada por:
X = Zβ + εi
dado que εi ∼ N(0, σ2), los errores son independientes, con varianza
constante σ2 y asumiendo que la distribución de X es normal se tiene





















ii. Segunda etapa: Se requiere ajustar Y = X̂β + εi, donde X es es-
timada usando el modelo anterior, para aislar la parte de X que está
correlacionada con ε. De esta manera, X̂ = Z(Z′Z)−1Z′X, que se puede
definir como PzX, donde Pz = Z(Z
′Z)−1Z′ es la matriz de proyección 2
que tiene las siguientes caracteŕısticas es simétrica e idempotente, por







k=1(Y − X̂β)′(Y − X̂β)
N
Para revisar el desarrollo para el estimador de variables instrumentales ir al anexo
B
2. Modelo no paramétrico
Este enfoque limita el análisis a las observaciones que se encuentran cerca del
punto de corte c, el principal reto es seleccionar el ancho de banda buscando
minimizar el error cuadrático medio, sesgo y varianza. Está metodoloǵıa se de-
nomina regresión de polinomios locales, teniendo casos especiales: como cuando
q = 0 modelos kernel, cuando q = 1 y el kernel es uniforme se tiene el caso de
2Sea A una matriz cualquiera, la matriz PA se definirá como PA = A(A
TA)−1AT se conoce como
la matriz de proyección ortogonal sobre A
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regresión lineal local y cuando q = 1 y el kernel es diferente a uniforme se tiene
una regresión local lineal ponderada por los pesos kernel (Avery 2010).
Las técnicas de regresión no paramétrica logran una mejor adaptación a los datos
disponibles mediante la obtención de estimaciones más próximas a la curva de
regresión subyacente. Esto es posible usando la información suministrada directa-
mente desde los datos sin formular ŕıgidos modelos paramétricos. El planteamiento
no paramétrico, permite una mayor flexibilidad y por eso se considera una de las
mejores herramientas de tipo exploratorio.
La regresión de polinomios locales es un enfoque de ajuste de curvas y superficies
a datos mediante suavizados en los que el ajuste a X se realiza únicamente con
las observaciones del entorno de c. Generalmente se incorpora una función Kernel
de pesos que depende de la distancia de cada observación. El método para definir













• h, es el ancho de banda o parámetro de suavizado que controla las observa-
ciones. Compensación entre sesgo y varianza.
• kh(Xk−c) función de Kernel que define la ponderación asignada a cada obser-
vación. Se pueden usar algunas densidades como: Triangular, Epanechnikov,
Biponderado, Uniforme y Gaussiano.
• p es el grado de ajuste del polinomio.
La aplicación de este modelo en regresión discontinua es similar que en el enfoque
paramétrico, con la diferencia de ajustar localmente las funciones de regresión









(yk − αr − βr(xk − c))2
µl(c) = α̂l + β̂l(c− c) = α̂l
µr(c) = α̂r + β̂r(c− c) = α̂r
donde, αl, βl son el intercepto y pendiente de la ecuación a la izquierda del um-
bral definido c y αr, βr son el intercepto y pendiente de la ecuación a la derecha
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del umbral definido, finalmente la diferencia de µr(c) − µl(c), será el impacto.




1{c− h ≤ xk ≤ c+ h}(yk − α− β(xk − c)− τdk − γ(xk − c)dk)2
donde, τ contiene la estimación del impacto. Podemos hacer que la regresión sea
más sofisticada usando los pesos kernel, lo cual puede generar sensibilidad por la
elección del ancho de banda. La distribución asintótica del estimador τ̂ tiene un
sesgo diferente de cero cuando se usa un h ∝ N δ con 1/5 < δ < 2/5. El sesgo
asintótico desaparece y la estimación de la varianza se puede hacer por mı́nimos
cuadrados ordinarios.
Para la estimación del impacto local usando regresión discontinua, se pueden usar
diferentes métodos como:
(a) Modelo kernel
La Regresión Kernel (Fan & Gijbels 1996) pertenece a la familia de métodos
de regresión no paramétricos y en ocasiones se relaciona con métodos de
suavizado (smoothing). También conocida como regresión de suavizamiento
o una regresión de polinomios con q = 0 donde, el promedio local va a estar





Los pesos W dependerán de los valores de X y h, recordando que cuando
h es pequeño, m̂(x) tiene menor sesgo pero mayor varianza. Estos pesos se
construyen usando una función continua y simétrica que integra a uno K(.)









La función de pesos es elegida de manera de que la mayor parte del peso está
sobre las observaciones cercanas al punto c sobre el que se está realizando el












































π/4 cosπ/2(x− c) si x− h ≤ x ≤ x+ h
0 e.o.c.
]
Suponiendo que se aplica un kernel uniforme (todos los elementos tienen la
misma ponderación), la solución puede ser por mı́nimos cuadrados, donde el









La cual también puede ser generalizada usando el estimador de Mı́nimos












(b) Regresión lineal local
La regresión lineal local (Hafen 2010) es un enfoque de ajuste a datos me-
diante suavizados en los que el ajuste en X se realiza utilizando únicamente
observaciones cercanas al punto de corte c. Al realizar una regresión lineal
local se utiliza una familia paramétrica pero solamente se realiza el ajuste
localmente. Para encontrar un estimador, se evaluó el estimador de Kernel
de Nadaraya-Watson, sin embargo, presenta sesgo tanto en los limites como
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en el interior cuando los X no se distribuyen uniformemente. Esto surge
debido a la asimetŕıa del Kernel en ciertas regiones, este problema se puede
eliminar ajustando rectas localmente en lugar de constantes, con regresión
local ponderada también conocida como lowess o loess, que son métodos de
construcción de modelos basados en los clásicos, como la regresión lineal y





(yk −m− (X− c)′β)2Kh(X− c)
de la cual se encuentra el siguiente estimador para m(x):
m̂(x) = e′1(X
′WX)−1X′WY
donde, m̂(x) es el término constante en una regresión de mı́nimos cuadrados
ponderados de Y que depende de (1,X − c) con pesos Kh(X − c), que de




 , X =




1 (xn − c)′

W = diag(Kh(x1 − c), . . . , Kh(xn − c))
y e1 un vector de (r+1)×1 con 1 en la primera posición y ceros en otro caso.
Este estimador depende en X a través de los pesos Kh(X− c) y a través de
los regresores X− c.
(c) Regresión de polinomios locales
Los modelos polinomiales pueden ser usados cuando la relación entre la vari-
able Y y las variables X es curvilineal. Algunas veces, una relación no lineal
en un pequeño rango de variables explicativas puede ser modelada por poli-
nomios, el modelo más simple se presenta con una sola variable X, en el que
la ecuación del modelo polinomial de orden k en una variable está dado por:
Y = β0 + β1X + β2X
2 + ...+ βkX
p + ε
Entonces es un modelo de regresión lineal múltiple con p variables explicati-
vas y para caso de que se incluya más de una variable, se extiende la ecuación,
sin embargo, en este trabajo se presenta solo para orden 2:






El estimador para estas ecuaciones es el mismo que se usó en regresión lineal
local, solo se ajustará la matriz X para la estimación:
m̂(x) = e′1(X
′WX)−1X′WY
Los estimadores de los modelos polinomiales, tienen algunas consideraciones
que se deben tener en cuenta en el momento de ajustar la regresión (Shalabh
2015):
• El orden del modelo: el orden del modelo polinomial se mantiene lo más
bajo posible, la adaptación arbitraria de polinomios de orden superior
puede ser un abuso grave de los modelos de regresión
• Estrategia de construcción del modelo: Se debe dejar el polinomio hasta
donde su coeficiente es significativo
• Extrapolación: tener cuidado con la predicción de los datos
• Mal acondicionamiento: Un supuesto básico en el análisis de regresión
es que el rango de la matriz X es de rango completo. En los modelos de
regresión polinomial, a medida que aumenta el orden, la matriz X′X se
vuelve mal acondicionada. Como resultado la matriz (X′X)−1 estimará
parámetros con un error considerable. Si los valores de X se encuentran
en un grado estrecho, entonces aumenta el grado de acondicionamiento
y entra la multicolinealidad entre las columnas de X
• Jerarqúıa: Se dice que un modelo es jerárquico si contiene los términos
X,X2,X3, en una jerarqúıa, por ejemplo un modelo es jerárquicos si
contiene todos los términos en orden:




Y no es jerarqúıco en el caso que no contiene alguno de los términos,
por ejemplo, excluyendo X3
Y = β0 + β1X + β2X
2 + β4X
4 + ε
Se espera que todos los modelos polinomiales tengan está propiedad,
porque solo los modelos jerárquicos son invariantes en la transformación
lineal
Selección del ancho de banda
En el caso no paramétrico se menciona el uso del ancho de banda, siendo un
parámetro importante ya que, es sensible para definir las propiedades de los
estimadores. Hay dos enfoques para seleccionar el ancho de banda (Imbens
& Kalyanaraman 2009)
i. Consiste en caracterizar el ancho de banda en términos de la distribución
conjunta desconocida de todas las variables
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ii. Validación cruzada (CV, por sus siglas en inglés), estimar la función de
regresión en el ĺımite
Uno está interesado en el ancho de banda que minimice
Qr(x, h) = E((lim
z↓c
µ(z)− α̂r(c))2)
En principio puede ser diferente el ancho de banda al lado izquierdo y dere-
cho, es decir realizar el cálculo de ancho de bando por separado, sin embargo,





















E(CVy(h)) = c+ E(Q(x, h)) = c+
∫
Q(x, h)fxdx
Luego QX,δ,l será el cuantil δ de la distribución empirica de X
















Hay otros metodoloǵıas desarrolladas espećıficamente para regresión discon-
tinua como el ancho de banda óptimo de Imbens & Kalyanaraman (2009) y
los desarrollados por Calonico, Cattaneo & Titiunik (2014).
3. Estimación de la varianza con errores estándar robustos
De acuerdo con Aftab & Chand (2016), en el análisis de regresión la presencia de
heterocedasticidad en la varianza de los errores conduce a estimaciones ineficientes
a través del método de mı́nimos cuadrados ordinarios (MCO). En esta situación,
el estimador de la matriz de covarianza es sesgado. Una solución a este problema
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es incluir en la regresión la matriz de varianzas y covarianzas robusta que permite
estimar sin afectar las propiedades de los estimadores cuando hay presencia de
heterocedasticidad o valores at́ıpicos, estos métodos de regresión robusta están
diseñados para no ser excesivamente afectados por violaciones de los supuestos
por el proceso de generación de datos subyacentes.
En el caso de regresión discontinua es usual estimar la regresión con errores ro-
bustos cuando se aplican modelos paramétricos con las restricciones del ancho
de banda para encontrar efectos locales, además cuando se tienen variables de-
pendientes Y binomiales (que es el caso más frecuente en mı́nimo cuadrados en
dos etapas, en donde la primera etapa la variable dependiente es la intención del
tratamiento), en estos dos casos se puede estimar la regresión usando MCO o MV
con errores robustos para corregir la violación del supuesto de homocedasticidad
en los errores.
En el modelo Y ∼ βX + ε, donde ε ∼ N(0, σ2), usando el estimador de mı́nimos
cuadrados ordinarios de β que está definido como (X′X)−1X′Y y la varianza de
var(β) = PΩP′, con Ω = diag(σ21, ..., σ
2
n) y P = (X
′X)−1X′, se encuentra que
si los supuestos sobre los errores se cumple la varianza de β, se simplifica como
σ̂2(X′X)−1 y σ̂2 = ε
′ε
n−k . En el caso que haya presencia de heterocedasticidad
se proponen los siguientes estimadores robustos de la matriz de varianzas y co-
varianzas, denotados como HC (Heteroscedasticity Consistent, por sus siglas en
inglés)
Autor Estimador
(White 1980) HC0 = PΩ̂P
′
(Hinkley 1977) HC1 = PE1Ω̂P
′
(Horn, Horn & Duncan 1975) HC2 = PE2Ω̂P
′
(Davidson & MacKinnon 1998) HC3 = PE3Ω̂P
′
Tabla 1: Definición de errores robustos
donde,
• Ω̂ = diag(ε̂1, ..., ε̂n)
• E1 = nn−kI llamado factor de corrección finita
• E2 = diag(1/(1−hkk)) donde, hkk denota el elemento k-ésimo de la diagonal
de la matriz de proyección
• E3 = diag(1/(1− hkk)2)
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2.3 Teoŕıa de muestreo
De acuerdo con Gutiérrez (2009), una población finita es un conjunto de N unidades
que conforman el universo de estudio donde N < ∞. N es comúnmente llamado el
tamaño de la población. El interés de los investigadores es realizar inferencias sobre
la población finita, por lo que es útil seleccionar una muestra aleatoria que se define
como un subconjunto de la población que ha sido extráıdo mediante un mecanismo
estad́ıstico de selección.
En este documento estamos interesados en muestras probabiĺısticas, las cuales para
que sean consideradas aśı deben cumplir con las siguientes cuatro caracteŕısticas, men-
cionadas por Särndal, Swensson & Wretman (1992):
1. Hay un conjunto de muestras S = (s1, s2, ..., sM) posibles para llevar a cabo el
proceso de muestreo
2. Se conoce la probabilidad de selección p(s) asociada a cada posible muestra
3. Todos los elementos de la población deben tener una probabilidad conocida y
mayor a cero de ser seleccionados
4. La selección de la muestra debe ser a través de un mecanismo aleatorio que le de
a cada muestra exactamente la probabilidad asociada p(s)
La función P (·), es lo que vamos a denominar como el diseño de muestreo que se
define como una distribución de probabilidad multivariante definida sobre un soporte
Q (el soporte de todas las posibles muestras), tal que p(s) > 0 para todo s ∈ Q y∑
s∈Q p(s) = 1. La inclusión del elemento k-ésimo en una muestra s particular es un
evento aleatorio definido por la función indicadora Ik, que está dada por:
Ik =
{
1 si k ∈ s
0 si k /∈ s.
Bajo un diseño de muestreo p(·), una probabilidad de inclusión es asignada a cada ele-
mento de la población para indicar la probabilidad de que el elemento pertenezca a la
muestra. La probabilidad de inclusión de primer orden está dada por πk = P (k ∈ s) =
P (Ik = 1) =
∑
s∈k p(s) y de segundo orden como πkl = P (k ∈ s y l ∈ s) = P (IkIl =
1) =
∑
s∈ k y l p(s) .
El propósito de realizar una muestra aleatoria es estimar parámetros relacionados con
ciertas caracteŕısticas de interés de la población (como el total de personas con dis-
capacidad o el promedio de ingresos de los colombianos). En inferencia basada en el
diseño, Y no se considera una variable aleatoria sino una cantidad fija y el evento
aleatorio es la selección de la muestra. Los estimadores van a estar definidos como
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estad́ısticas T̂ (s) definidas como una función (que toma valores reales) de la muestra
aleatoria s y una realización de tal estad́ıstica sólo puede ser calculada una vez que s
sea seleccionada (Särndal, Swensson & Wretman 1992, p. 33). Las propiedades de los






La varianza de la estad́ıstica T está definida como




p(s)[T̂ (s)− E(T̂ )]2.
donde, T̂ (s) es el valor real que toma la estad́ıstica T̂ en la muestra seleccionada (rea-
lizada) s . Aśı, las propiedades más comúnmente utilizadas de un estimador T̂ de un
parámetro de interés T son el sesgo, definido por
B(T̂ ) = E(T̂ )− T
y el error cuadrático medio, dado por
ECM(T̂ ) = E[(T̂ − T )2]
= V ar(T̂ ) +B2(T̂ ).
Si el sesgo de un estimador es nulo se dice que el estimador es insesgado y cuando
esto ocurre el error cuadrático medio se convierte en la varianza del estimador. Este
enfoque inferencial se conoce como inferencia basada en el diseño de muestreo; bajo esta
inferencia, las estimaciones de los parámetros de interés y sus propiedades3 dependen
directamente de la medida de probabilidad discreta inducida por el diseño de muestreo
escogido para seleccionar la muestra y no tiene en cuenta las propiedades de la población
finita.
2.3.1 Diseños de muestreo
Dentro de este trabajo se profundizará sobre tres diseños de muestreo de los múltiples
que pueden ser aplicados para seleccionar una muestra: Muestreo Aleatorio Simple sin
reemplazo EST-MAS, diseño de muestreo estratificado MAS y un diseño de muestreo
en dos etapas bietápico MAS-MAS
3Bajo la inferencia basada en el diseño de muestreo, las definiciones de valor esperado y varianza
están supeditadas a la distribución inducida por el diseño muestral y no por algún tipo de modelo
probabiĺıstico asignado a la población.
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1. Diseño de muestreo aleatorio simple sin reemplazo (MAS)
El muestreo aleatorio simple es la forma más básica de una selección aleatoria y
es el punto de referencia con otros diseños muestrales para verificar la eficiencia.
La principal caracteŕıstica de este diseño de muestreo es que todos los elementos
tienen la misma probabilidad de ser seleccionados, es decir, no hay elementos con
más importancia dentro de la población, es un diseño de muestreo con tamaño de
muestra fijo n y sin reemplazamiento.







Usando el estimador de Horvitz-Thompson, se tiene que el estimador de un
parámetro de interés como el total y su respectiva varianza y estimador de la



























k∈S(yk − ȳS)2. Los cuales son
insesgados para el parámetro de interés.
2. Diseño de muestreo estratificado aleatorio simple sin reemplazo (EST-
MAS)
De acuerdo con la caracteŕıstica de interés la población puede tener subgrupos
que diferencian sustancialmente está variable Y (por ejemplo, la incidencia de
pobreza por departamentos en Colombia), en el caso de que exista información
auxiliar sobre estos H subgrupos dentro del marco muestral es posible aplicar una
estratificación para asegurar que haya elementos seleccionados dentro de cada uno
de estos estratos definidos. Dentro de cada estrato es posible aplicar un diseño de
muestreo diferente, sin embargo, en este documento asumiremos el modelo más
básico de aplicar un diseño de muestreo aleatorio simple dentro de cada estrato.
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, Si k ∈ Uh, l ∈ Ui, i 6= h
Usando el estimador de Horvitz-Thompson, se tiene que el estimador de un
parámetro de interés como el total y su respectiva varianza y estimador de la

























3. Diseño de muestreo en dos etapas (bietápico MAS-MAS)
El diseño de muestreo en varias etapas es útil cuando no existe un marco muestral
de elementos que permitan la ubicación de todos los elementos en la población.
Este diseño supone que existen agregaciones de elementos denominados conglom-
erados, en los que se asume que entre conglomerados pueden existir similitudes
por lo que se puede realizar una muestra a nivel de está agregación y dentro
de cada conglomerado también se realiza una muestra asumiendo que dentro de
cada conglomerado los elementos son similares y con una muestra es suficiente
para estimar sobre la población.
Para que los resultados de la estimación basada en el diseño de muestreo sean
aplicables, se deben satisfacer los siguientes dos supuestos:
(a) Invariancia: sugiere que la probabilidad de selección de una muestra de
unidades de muestreo (conglomerados o elementos) no depende del diseño
de muestreo de la anterior etapa.
(b) Independencia: interpretado como que el sub-muestreo de cualquier unidad
de muestreo se lleva a cabo de manera independiente con las otras unidades
de muestreo, en la misma etapa o en etapas superiores o inferiores.
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En este documento se asumirá que en cada etapa de muestreo se aplicará un








Por otro lado, la probabilidad de inclusión de un elemento o unidad secundaria de






Con i = 1, ..., NI , usando el estimador de Horvitz-Thompson, se tiene que el
estimador de un parámetro de interés como el total y su respectiva varianza y










































• NI es el total de unidades de muestreo de la primera etapa
• N el total de elementos en la población
• nI es el tamaño de muestra de las unidades de muestreo de la primera etapa
• n el tamaño de muestra total de la población
• sI representa el conteo de elementos seleccionados en la muestra en la primera
etapa
• si representa el conteo de elementos seleccionados en la muestra en la segunda
etapa para la agrupación I de elementos de la primera etapa de muestreo
• UI representa el conteo de elementos de la población en la primera etapa
• Ui representa el conteo de elementosde la población en la segunda etapa para
la agrupación I de elementos de la primera etapa de muestreo
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2.3.2 Estimación de los coeficientes de regresión
Uno de los parámetros de interés que resulta ser bastante útil para el análisis de los datos
provenientes de una muestra es el de los coeficientes de regresión β, además, que para
está investigación es el parámetro principal que permitirá estimar el impacto o efecto
causal de los programas o poĺıticas públicas. Cuando se tiene información proveniente
de una muestra, el diseño muestral se debe tener en cuenta para el cálculo de las estima-
ciones del parámetro y la varianza del estimador especialmente en diseños muestrales
complejos (estratificados, varias etapas, varias fases o probabilidades desiguales).
El parámetro de interés está definido como la relación entre la caracteŕıstica de interés
Y y un vector de caracteŕısticas auxiliares que se encuentran en el marco de muestreo
de la forma Xk = (xk1, xk2, ..., xkp). Usando los datos de yk y xk para los k ∈ s donde s
es una muestra probabiĺıstica de U . β es una función de totales poblacionales, entonces
β será estimado sustituyendo por los π estimadores apropiados. A continuación, se pre-














y su correspondiente π estimador está dado por:



































donde, xs es la parte de la muestra en x y la varianza tiene que ser aproximada a través
de la linealización de Taylor (ver, Särndal, Swensson & Wretman (1992),página 172):
β̂0 = β + T
−1(t̂− T̂ β)
AV (β̂0) = T
−1V T−1














y Ek son los residuos ajustados de la población Ek = Yk − X ′kβ. El estimador de la





























y ek = yk − x′kβ̂, y por lo tanto V̂ (β̂) = T̂−1V̂ T̂−1.
De acuerdo con el trabajo de Binder (1983) para varianzas de estimadores asintóticamente
normales de encuestas complejas usado en el trabajo de Lumley & Scott (2016), el cual
es una aproximación para la estimación de la varianza de estimadores basados en diseños
de muestreo complejos, denominado con el nombre de tipo sandwich y representado
como:
V̂ (β̂) = Ĵ−1(X, β̂)Σ̂(X, β̂)Ĵ−1(X, β̂)′
donde, Ĵ−1(X, β̂) es la matriz de información de Fisher y Σ̂(X, β̂) que para el caso de
regresión lineal será la estimación de la varianza del estimador basado en el diseño de
muestreo. Este estimador es consistente por lo que al aumentar el tamaño de muestra
será insesgado.
2.4 Inferencia doble
En un estudio descriptivo las cantidades de interés son caracteŕısticas de una población
finita como totales, medias, proporciones y otras razones. En un estudio anaĺıtico, las
cantidades de interés son relacionadas a los parámetros de un modelo estad́ıstico como
los coeficientes de un modelo de regresión lineal. Al momento de realizar un estudio
anaĺıtico haciendo uso de datos provenientes de encuestas realizadas a partir de un
diseño de muestreo, se debe determinar si se deben usar o no los pesos de muestreo ya
38
que, no es claro si la información del diseño muestral es importante para el análisis y
como debeŕıa incluirse en varios procesos inferenciales.
A menudo los diseños de muestreo incluyen estratos para tener información de cada
agrupación (como desagregaciones geográficas) o en el caso de operativos de campo
complejos se propone un diseño muestral en varias etapas, para visitar menos zonas y
mantener la aleatoriedad de la muestra. Para esto Groves, Fowler, Couper, Lepkowski,
Singer & Tourangeau (2004) afirman que a los conjuntos de datos inducidos por mues-
tras en varias etapas o estratificadas con ponderaciones construidas para compensar las
probabilidades de selección (o inclusión) desiguales, o la ausencia de respuesta, se con-
sideran muestras complejas. De la misma manera, los estimadores de las varianzas para
los estimadores obtenidos a partir del enfoque de muestreo requiere de la utilización
de procedimientos especializados como aproximación por series de Taylor, replicación
balanceada repetida, replicación balanceada por Jackknife, entre otros. Lehtonen &
Pahkinen (2003) aclaran que, si se quieren estimaciones confiables, es esencial tener en
cuenta las complejidades de este tipo de muestras.
El interés es estimar los parámetros del modelo desconocido denotados por θ, donde Y
es la variable aleatoria correspondiente a la variable de interés en la población finita
y la salida Y = y, condicional de X = x variables explicativas, satisfacen un modelo
poblacional:
fU(y|x; θ)
De acuerdo con Binder (2011), nuestros parámetros objetivo para la inferencia están
directamente relacionados con los parámetros de un modelo que se supone dio origen a
los valores de la población finita a partir de la cual hemos muestreado. Molina, Smith
& Sugden (2001) proponen que las variables observadas dependen de dos procesos: el
proceso que determina la salida de la variable aleatoria para las unidades de la población
finita y el proceso de selección de muestreo de las unidades de la población, a lo cual
haremos referencia como el marco de aleatorización modelo-diseño o doble inferencia.
Se debe discutir cómo hacer la inferencia de los parámetros debido a los supuestos
de aleatorización que se dieron con los datos, a continuación, se definen los tipos de
inferencia que se podŕıan realizar:
1. Basado en el diseño: Las posibles muestras que se pueden obtener dependen
solo de las probabilidades usadas para la selección de las unidades de la población
finita, los valores asociados a cada unidad son fijos y la construcción de pruebas
de hipótesis e intervalos de confianza se basan en la distribución de las posibles
muestras bajo el mismo plan de muestreo aplicado a la población finita. Es decir,
la aleatorización está basada en el diseño.
2. Basado en el modelo: Los valores de las variables de estudio observadas se
asumen salidas de una variable aleatoria en un modelo estad́ıstico. La con-
strucción de pruebas de hipótesis e intervalos de confianza se basan en la dis-
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tribución de la variable aleatoria. Es decir, cuando la inferencia estad́ıstica está
basada en la aleatorización del modelo.
3. Basado en el modelo-diseño (doble inferencia): Los valores de las variables
de estudio en la población finita son las salidas de las variables aleatorias de
un modelo de población estad́ıstico. Es decir, se tiene en cuenta la distribución
de probabilidad de las posibles muestras y la distribución de probabilidad de
la variable aleatoria. La distribución de aleatorización para los valores de la
caracteŕıstica de interés para las unidades observadas es considerada como la
realización de una variable aleatoria que surge de tres fases del siguiente proceso:
(a) En la primera fase, los valores de la caracteŕıstica de interés de una población
finita son basados de una variable aleatoria de un modelo estad́ıstico,
(b) En la segunda fase, las variables de diseño de la población finita, como es-
tratos o conglomerado pueden depender de la variable aleatoria Y
(c) En la tercera fase, la probabilidad de muestreo es seleccionada de la población
finita usando las variables de diseño.
Figure 4: Procesos inferenciales - fuente: elaboración propia
La figura 4 hace referencia al proceso de doble inferencia, en el que se inicia con un
modelo superpoblacional (a partir de donde se da la salida de la variable aleatoria),
el cual genera el valor de los parámetros y puede generar k poblaciones finitas (de
donde se tienen los valores fijos Y de cada elemento). Para cada población finita, se
tiene asociado una cantidad θξ, las cuales son las poblaciones sobre las cuales se puede




La relevancia de los diseños de muestreo para estimar parámetros de modelos está rela-
cionada con los conceptos de informatividad e ignorabilidad, cuando la distribución de
la variable aleatoria observada resultante de la inferencia doble es la misma distribución
que hubiera resultado del modelo poblacional directamente, se dice que el muestreo será
no informativo. Bajo un diseño no informativo, la distribución de las variables de estu-
dio para las unidades muestreadas está dado por la distribución marginal fs(ys|xs; θ),
la inferencia de θ estará basada en su distribución. Un ejemplo de esto es el muestreo
aleatorio simple el cual es no informativo. Si la inferencia realizada basada en el mod-
elo es válida en la doble inferencia, el muestreo se dice que puede ser ignorable para el
modelo. Es decir, si la distribución del estimador θ̂ es similar en el marco basado en el
modelo y en doble inferencia entonces el estimador de θ es ignorable. Un muestreo no
informativo es siempre ignorable.
Si la muestra seleccionada es el resultado de un proceso de muestreo aleatorio, se debe
tener en cuenta que para realizar cualquier tipo de inferencia acerca del parámetro de
interés, es necesario trabajar con una distribución de probabilidad conjunta del diseño
muestral y de la variable de interés (notadas como I,Y) que permita unificar las medidas
de probabilidad involucradas, en un sólo proceso. Asumiendo que el diseño de muestreo
es informativo, la relación entre I,Y debe ser expresada como
fI,Y(I,Y; θ) = fI|Y(I|Y)fY(Y; θ)
Por otro lado, si el diseño de muestreo es no informativo, la relación entre I,Y debe
ser expresada como
fI,Y(I,Y; θ) = fI(I)fY(Y; θ)
y entonces, el diseño de muestreo puede ser ignorado. Sudgen & Smith (1984) afirman
que algunos diseños de muestreo como el aleatorio simple, aleatorio estratificado, en-
tre otros, corresponden a casos en donde es posible ignorar el mecanismo de selección.
También concluyen que es equivocado pensar que siempre pueden ser ignorados en
términos de inferencia predictiva. Como se estudiará en la siguiente sección, la moti-
vación de esta investigación está centrada en aquellos estudios en donde el diseño de
muestreo es complejo e informativo y no resulta conveniente ignorarlo.
Propiedades para la estimación de un modelo
Suponiendo que se tiene un modelo de regresión lineal simple
yk = xkθ + εk
donde, εk se asume que se distribuye normal independientemente distribuido normal
con media cero y varianza σ2. Si se tienen todas las observaciones de la población finita
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En este caso si θ = θ̃ entonces el estimador es insesgado en caso contrario, será un
estimador sesgado. Suponiendo que se toma una muestra de esta población finita, con
un tamaño de muestra n, donde I es la variable indicadora que toma valores 1 o 0 en
casa de que sea seleccionada o no la muestra, ingresa una variable wi que representa








Se asume que Ep(wkIk) = 1, cuando se habla del enfoque de doble inferencia y de
forma asintótica se asume que Eξ(Ûp(θ) = 0) y se demuestra que el estimador de θ̂p
es insesgado para θ siempre que Eξ(UN(θ)) = 0 y la varianza del estimador basado en
doble inferencia será:
Vξp(Ûp(θ)) = EξVp(Ûp(θ)) + Vξ(UN(θ))








Eξp(θ̂p − θ)→ 0
y,
Vξp(θ̂p − θ)→ EξVp(θ̂p) + Vξ(θN)
Cuando n es grande y la fracción n/N es despreciable:
Vξp(θ̂p)→ EξVp(θ̂p)
y cuando el muestreo es no informativo
Vξp(θ̂p) = EpVξ(θ̂p)
Por esta razón, se dice que el estimador de la varianza basado en el diseño es un
estimador robusto de la varianza basada en doble inferencia. Sin embargo, es importante
enfatizar que nuestra justificación de la validez para usar métodos basados en el diseño
para hacer modelos basados en diseño depende de los siguientes supuestos:
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• el tamaño de la muestra n es grande
• la fracción de muestreo n/N es despreciable, y
• θ̂p es asintóticamente insesgado basado en el modelo y diseño de θ
A continuación, se presenta qué pasa con los estimadores del modelo cuando se usa solo
un enfoque para el proceso de inferencia (Binder & Roberts 2009):
Asumiendo que la
primera fase del modelo
es válida y el diseño de
muestreo es ignorable
Asumiendo que la
primera fase del modelo
tiene perdida de es-
pecificación o el diseño







válida y puede ser mejor
Puede ser consistente, la





puede ser insuficiente, esti-
mador de la varianza válido,
inferencias válida
Si la media de la ecuación
de estimación es cero bajo
el modelo: Asintóticamente
insesgado, estimación
válida de la varianza e
inferencia válida.
2.5 Pseudoverosimilitud
De acuerdo con Chambers & Skinner (2003), la pseudo verosimilitud es una de las
metodoloǵıas más usadas para aproximar la verosimilitud basada en los datos prove-
nientes de una muestra. Incluso varios softwares como R, STATA, SPSS y otros más tienen
implementados estos algoritmos de pseudo verosimilitud.
Está metodoloǵıa se aplica cuando se tiene un parámetro desconocido θ y el objetivo
es estimarlo con los datos de la muestra. Sin embargo, asumiendo que se tiene la
información de las N observaciones de la población finita se quiere estimar θ del modelo
poblacional fU(yk, θ), en donde el estimador de máxima verosimilitud está definido como




(θ−1 − yk) = 0
El cual puede ser estimado usando el estimador de Horvitz-Thompson, en caso de tener
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−1 − yk) = 0
Binder & Roberts (2009) exploran la estimación de parámetros lineales a partir de
inferencia basada en el modelo e inferencia basada en el diseño, usando el valor esperado
de totales o medias bajo el modelo apropiado para la población. De esta manera el
estimador de pseudoverosimilitud puede ser presentado como un total, el cual es un
estimador insesgado y consistente en la inferencia basada en el diseño, además de que
es un parámetro lineal. Asumiendo que Y es la variable de interés, X una variable
altamente correlacionada con Y, I la indicadora de los elementos que hacen parte de la
muestra, el método de muestreo es no informativo dado X, y Y e I son independientes,
se tiene que:
Eξp[g(yk, Ik)] = EU [EU(g(yk, Ik)|yk, xk)|zk]
= Eξ[Ep(g(yk, Ik)]
V arξp[g(yk, Ik)] = V arξ[Ep(g(yk, Ik))] + Eξ[varp(g(yk, Ik)]
donde, g(yk, Ik) es una función de yk y la indicadora Ik (por ejemplo β). En un modelo
de regresión lineal se tiene (xk, yk), donde X representa el vector de variables explica-
tivas y Y la variable dependiente, las cuales están asociadas al k-ésimo elemento de la
población, donde E(Y) = µi(θ). En el modelo de regresión lineal, se tiene que:
uk(θ) = (yk − µi(θ))xk










donde, la matriz de varianzas y covarianzas es estimada usando el estimador de lineal-









, es la matriz de información observada
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• V̂ (T̂ ) es el estimador de la matriz de varianzas y covarianzas del total T̂ (θ̂) eval-
uado en θ = θ̂.
Siguiendo a Binder (1983) la distribución asintótica de θ̂ es normal puesto que:
[V̂L(θ̂)]
1/2(θ̂ − θ) ∼ N(0, 1)
Bajo condiciones suaves θ̂, es un estimador consistente de θ dado que n,N → ∞,
asumiendo que tenemos muestra aleatoria de una superpoblación fija.
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3 Estimadores para regresión discontinua con pesos
muestrales
En general las investigaciones oficiales del gobierno se realizan a partir de un plan
muestral complejo, que de acuerdo con lo revisado en la sección anterior este tipo de
diseños muestrales se caracterizan por usar: estratificación, conglomerados y probabili-
dades proporcionales al tamaño de una variable auxiliar. Actualmente, muchos análisis
ignoran en la inferencia realizada los pesos de muestreo que fueron generados en el
levantamiento de de información a través de la muestra seleccionada.
La regresión discontinua es una de las metodoloǵıas de evaluación de impacto, en la
cual no esta definido si deben incluirse o no los pesos de muestreo en el modelo para
estimar el impacto. Por esta razón, en esta sección se propondrán estimadores para
regresión discontinua usando pesos de muestreo, para los diferentes métodos de esti-
mación presentadas en la sección 2.
3.1 Regresión discontinua ńıtida - estimador parámetrico
En este modelo, el parámetro de interés es β3 de la ecuación 5, el cual será estimado
usando información proveniente de una encuesta, por lo que se hará uso del estimador
de máxima pseudoverosimilitud, ya que este es un estimador lineal ponderado. Definido
en la siguiente ecuación: ∑
k∈s
wkuk(θ) = 0 donde wk =
1
πk
y la estimación de la varianza que esta dada por:














(yk − β0 − β1xk)
Ahora bajo el enfoque de Pseudoverosimilitud se tiene que:




















(yk − xkβ)′(yk − xkβ)
Se encuentra la primera derivada de la función de log-verosimilitud y se iguala a






















(x′kyk − x′kxkβ) = 0
























2. estimador de σ2. Se cálcula la primera derivada de la función de log-verosimilitud











(yk − xkβ)′(yk − xkβ) = 0













(yk − xkβ)′(yk − xkβ) = 0
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wk(yk − xkβ)′(yk − xkβ)w−1k
donde, W es la matriz de factores de expansión/pesos de muestreo dados por el diseño
muestral. Esta matriz fue usada en la función de pseudoversimilitud.
W =

w1 0 ... 0





0 0 ... wn














































Para ver el desarrollo para encontrar el estimador de la varianza de los estimadores se
puede revisar el anexo C. De acuerdo con la ecuación 7, donde el término en medio
ˆV arπ(β) y ˆV arπ(σ
2) representa la varianza a partir del diseño de muestreo definido
para el levantamiento de información. Para la varianza sin tener en cuenta el supuesto











De acuerdo con Chambers (2003) el estimador de máxima pseudoverosimilitud β̂ es
aproximadamente insesgado para β, dado que:
Eξp(β̂) = Eξ(βN) + o(n
−1/2) = βN + o(n
−1/2)
donde, Eξ(βN) es la esperanza del estimador de β basado en el modelo (estimador de
máxima verosimilitud). Usando linealización de las series de Taylor se muestra que el
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valor esperado de βN asumiendo el modelo poblacional es β más un término de orden
n−1/2. Es decir que es asintoticamente insesgado al aumentar el tamaño de muestra el
valor esperado se acerca a β.






Para está sección se aproxima la varianza al estimador tipo sandwich presentada en
la ecuación (8), que de acuerdo con Binder (1983) es un estimador consistente para la
varianza del estimador de β.
3.2 Regresión discontinua difusa - estimador paramétrico
El modelo para la estimación consta de dos etapas de estimación.Usando el estimador






donde, X̂ = PzX, siendo Pz la matriz de proyección de Z, determinada por Pz =
Z(Z′Z)−1Z′X e incluyendo los pesos de muestreo será Pzw = Z(Z
′WZ)−1Z′WX. A
continuación, se presentan los estimadores para la primera y segunda etapa
1. Primera etapa:
Estimador para β, a partir de la primera derivada de la función de log-verosimilitud,

















se encuentra el estimador de β y se incluyen los elementos de la matriz W de





















(xk − zkβ)′(xk − zkβ)
estimador de máxima verosimilitud de σ2
σ̂2 =
∑n
k=1(xk − zkβ)′(xk − zkβ)
n









Estimador de β, partiendo de la derivada de la función de log-verosimilitud, in-







































(yk − x̂kβ)′(yk − x̂kβ)
estimador de máxima verosimilitud de σ2 en la segunda etapa de estimación
σ̂2 =
∑n
k=1(yk − x̂kβ)′(yk − x̂kβ)
n

































































Finalmente, las regresiones estarán definidas como: la primera etapa definido como la
regresión de:
dk = β̂0 + β̂1(zk − c) + β̂2tk + β̂3zktk + εk (9)
donde, T es una dummy que indica si Z está por debajo de c (punto de corte) y D la
dummy que identifica los elementos que hacen parte del grupo tratamiento. Para la
segunda etapa la regresión esta definida como:
yk = β̂0 + β̂1(zk − c) + β̂2d̂k + β̂3zktk + εk (10)
donde, D̂ es la estimación de la dummy de tratamiento usando el modelo de la primera
etapa. Además, ajustando la varianza de acuerdo con el estimador de variables instru-









donde, X̂∗ es la matriz compuesta por: i) el intercepto, ii) Z− c, iii) D y iv) ZT.
Al igual que en la sección 3.1, al usar el estimador de máxima pseudoverosimilitud se
tiene un estimador aproximadamente insesgado para la β y la varianza el estimador de
β, V̂ (β̂).
3.3 Regresión discontinua - estimador no paramétrico
En la aproximación superpoblacional, está basada en un modelo ξ que describe la
relación entre una variable auxiliar X y una variable de estudio Y, los estimadores
buscan tener una buena eficiencia si el modelo es verdadero, pero mantiene propiedades
asintóticas deseables como insesgamiento y consistencia si el modelo es falso. Dado lo
concerniente con robustez, es natural considerar modelos de clase no paramétricos para
ξ, porque esto permite especificar correctamente los modelos a través de una gran clase
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de funciones. De esta manera Breidt & Opsomer (2000) proponen un estimador basado
en el diseño que será asintóticamente insesgado y consistente de acuerdo con el error
cuadrático medio de los estimadores. El estimador es asistido por modelos basado en
el suavizamiento de una regresión de polinomios locales que es una generalización de la
regresión Kernel.
Considerando una población finita UN = (1, ..., k, ..., N), para cada k ∈ UN , una variable
de información auxiliar xk es observada. Una muestra probabiĺıstica s es seleccionada de
UN de acuerdo con un diseño de muestreo de tamaño fijo p(.), donde p(s) es la probabil-
idad de seleccionar la muestra s. Luego nN será el tamaño de muestra de s, asumiendo
que πkN = Pr (k ∈ s) =
∑
sk∈s p(s) > 0 y πkjN = Pr (k, j ∈ s) =
∑
s:k,j∈s p(s) > 0 para
todo k, j ∈ UN .
Notar que Ep[Ik] = πk, donde Ep[.] denota el valor esperado del diseño muestral. La
idea es modelar la población finita de Y condicionado a una variable auxiliar X, como
una realización de un superpoblación infinita ξ en que
yk = m(xk) + εk (11)
donde, εk es una variable aleatoria independiente con media cero y varianza v(xk), m(X)
es una función suavizada 4de X y v(X) es suave y estrictamente positiva. Dado X,
m(X) = Eξ[Y] y también es llamada función de regresión, mientras v(X) = V arξ(X)
y también llamado la función de varianza. Luego K denota una función de Kernel
continua y hN denota el ancho de banda, estamos empezando por definir el estimador
kernel de polinomios locales de grado q basado en la población finita entera. Luego
YU = [yk]k∈UN será el vector N de Y es la población finita, definido por una matriz
Nx(q + 1)
XU =






1 xN − c · · · (xN − c)q
 = [1 xk − c · · · (xk − c)q]k∈UN (12)












donde, q representa el grado del polinomio. Luego, er representa un vector con un 1 en
la posición r− esima y 0 en otro caso. El estimador kernel de polinomios locales de la










que está bien definido siempre y cuando X ′UWUXU sea invertible. El estimador pobla-
cional m(X) es el estimador tradicional de regresión local de polinomios locales para la
4Elimina el ruido para revelar caracteŕısticas y componentes, permite observar tendencias y ciclos
en los datos que pueden ser dif́ıciles de modelar mediante curvas paramétricas
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función desconocida m(.), dado que no se conocen los valores para todos los elementos
de la población finita sino para los elementos seleccionados en la muestra s, entonces:
Xs =
[
1 xk − c . . . (xk − c)q
]
k∈s (15)



















siempre y cuando X′sWsXs sea invertible. De acuerdo con Bellhouse, Goia & Stafford
(2003) la varianza de los estimadores estará definida, como:





donde, V̂ es la estimación de la matriz de varianzas y covarianzas del estimador de
acuerdo con el diseño de muestreo aplicado en el levantamiento de información. Y la
estimación de β y la estimación de la varianza de β̂, estará definida, como:
β̂ = (X′sWsXs)
−1X′sWsY





De acuerdo con Bellhouse, Goia & Stafford (2003) el estimador de β y la varianza del
estimador de β es aproximadamente insesgado, basado en el trabajo. de Bellhouse &
Stafford (2001).
3.4 Errores estándar robustos
Usando los resultados presentados en la sección 3.1,3.2 y 3.3 de estimación con métodos
paramétricos y no paramétricos para regresión discontinua, se puede incluir el uso de
una matriz de varianzas y covarianzas estimada de forma robusta para evitar problemas
de heterocedasticidad en los errores cuando la variable de interés Y no se distribuye
normal, la distribución más común es una distribución binomial cuando la variable
respuesta tiene dos opciones de respuesta 1 y 0, por ejemplo, para medir impactos en
pobreza la variable de interés puede ser 1 si el hogar es pobre y cero en otro caso.
El estimador de β con pesos de muestreo está definido como (X′WX)−1X′WY y la
varianza de var(β) = PwΩP
′




n) y P = (X
′WX)−1X′W, se
encuentra que si los supuestos sobre los errores se cumple la varianza de β, se simplifica
como σ̂2(X′WX)−1 y σ̂2 = W ε
′ε
n−kW
−1, en el caso que haya presencia de heterocedas-





(White 1980) HC0 = PwΩ̂P
′
w
(Hinkley 1977) HC1 = PwE1Ω̂P
′
w
(Horn, Horn & Duncan 1975) HC2 = PwE2Ω̂P
′
w
(Davidson & MacKinnon 1998) HC3 = PwE3Ω̂P
′
w
• Ω̂ = diag(ε̂1, ..., ε̂n)
• E1 = nn−pI llamado factor de corrección finita
• E2 = diag(1/(1− hkk) donde, hii denota el elemento k-ésimo de la diagonal de la
matriz de proyección
• E3 = diag(1/(1− hkk)2)
3.5 Estimación varianza de acuerdo con el diseño muestral
Para aproximar la varianza correspondiente al diseño muestral, se usará el enfoque de






























y Ek = Yk − X ′kβ̂. El estimador para la aproximación de la varianza a través de






























y ek = yk − x′kβ̂ para este trabajo se usarán tres diseños de muestreo para probar el
comportamiento de los estimadores: muetsreo aleatorio simple, muestreo estratificado
aleatorio simple y muestreo en dos etapas aleatorio simple - aleatorio simple. A contin-
uación, se presenta la varianza y el estimador de la varianza de los estimadores, para
cada uno de los diseños de muestreo:
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1. Diseño muestral: Muestreo Aleatorio Simple MAS Dado que la probabil-
idad de inclusión de este diseño muestral está dado por πk =
n
N
y su factor de
expansión está definido por wk =
N
n

















donde, S2es es la varianza de los ek
2. Diseño muestral: Estratificado Muestreo Aleatorio Simple EST-MAS




y su factor de expansión está definido por wk =
Nh
nh



















donde, S2esh es la varianza de los ek en cada uno de los H estratos definidos
3. Diseño muestral: bietápico MAS-MAS Dado que la probabilidad de in-
clusión de este diseño muestral está dado por πk =
nI
NI
y su factor de expansión
está definido por wk =
NI
nI







































donde, S2Tes es la varianza de la suma de los ek dentro de cada Unidad Primaria
de Muestreo UPM.
55
4 Simulación de los estimadores
4.1 Paquete rddsw
Con los estimadores presentados en la sección anterior se desarrollaron las funciones,
usando el lenguaje de programación R y se construyó un paquete en este lenguaje el
cual tiene por nombre rddsw, por sus siglas en inglés Regression Discontinuity De-
sign with Sample Weights. Este paquete se encuentra alojado en GitHub y se puede
descargar usando el comando de la libreŕıa devtools, usando la siguiente función
install github(“NataliArteaga/rddsw”). Los detalles del paquete se encuentran en
el anexo D.
Dentro de este paquete se pueden encontrar las siguientes funciones:
1. RDpar, esta función permite estimar el efecto global del tratamiento usando el
enfoque paramétrico, es decir la regresión lineal sin restringir por el ancho de
banda incluyendo o no los pesos de muestreo. Los parámetros requeridos son:
• D, es la variable dicotómica, donde uno (1) indica los elementos tratados y
(0) los elementos no tratados.
• Z, es la variable continua de focalización que organiza a la población para
determinar quien recibe o no el tratamiento.
• Y, es la variable respuesta para la cual se quiere estimar el impacto sobre los
beneficiarios al ser tratados por la poĺıtica o programa. Teniendo en cuenta
la comparación entre el grupo tratamiento y control.
• c, es el punto de corte o umbral definido para determinar los elementos que
ingresan o no al programa.
• type, indicar si es una regresión discontinua ńıtida sharp o difusa fuzzy.
• TreatLeft, TRUE si el tratamiento es aplicado por debajo del punto de corte
o FALSE en otro caso.
• W, es el vector con los factores de expansión 1
πk
, en caso de no incluir los
pesos de muestreo usar NULL.
• svydesign , es la definición del diseño de muestreo usando el paquete survey
(Lumley 2010).
• vcov , en caso de que se quieran aplicar metodoloǵıas para obtener errores
robustos se puede seleccionar entre: HC0, HC1, HC2, HC3, en otro caso se
incluye como NULL. Sin embargo, cuando se incluyen pesos de muestreo no
se puede incluir la opción NULL, ya que se programaron las funciones usando
la varianza tipo sandwich propuesta por Binder (1983).
2. kernel sRD, está función cálcula los pesos kernel con o sin pesos de muestreo como
lo propone Breidt & Opsomer (2000). Los parámetros requeridos son:
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• kernel , tipo de kernel, se puede escoger entre: triangular, Epanechnikov,
tricubo, uniforme, gausiano y coseno.
• h, indica el ancho de bando.
• Z, es la variable continua de focalización, que organiza a la población para
determinar quien recibe o no el tratamiento. Sobre la cual se aplicarán los
pesos kernel.
• c, es el punto de corte o umbral para determinar los elementos que ingresan
o no al programa.
• weights, es la probabilidad de inclusión πk de cada elemento en la muestra
y NULL en caso de no usar pesos de muestreo.
3. RDker, esta función permite estimar el efecto local del tratamiento usando el
enfoque no paramétrico, es decir la regresión lineal local definiendo el ancho de
banda. Está función permite estimar el impacto con y sin usar los pesos muestreo.
Los parámetros requeridos para la función son:
• D, es la variable dicotómica, donde uno (1) indica los elementos tratados y
cero (0) los elementos no tratados.
• Z, es la variable continua de focalización, que organiza a la población para
determinar quien recibe o no el tratamiento.
• Y, es la variable respuesta para la cual se quiere estimar el impacto sobre los
beneficiarios.
• c, es el punto de corte o umbral definido para determinar los elementos que
ingresan o no al programa.
• type, indicar si es una regresión discontinua ńıtida sharp o difusa fuzzy.
• TreatLeft, TRUE si el tratamiento es aplicado por debajo del punto de corte
o FALSE en otro caso.
• W, es el vector con los factores de expansión 1/πk, en caso de no incluir los
pesos de muestreo usar NULL.
• svydesign , es la definición del diseño de muestreo usando el paquete survey(Lumley
2010).
• vcov , en caso de que se quieran aplicar metodoloǵıas para obtener errores
robustos se puede seleccionar entre: HC0, HC1, HC2, HC3, por defecto está
determinada HCO. Usando pesos de muestreo se programaron las funciones
usando la varianza propuesta por Bellhouse, Goia & Stafford (2003)
• h, es el ancho de banda definido para estimar el impacto, se requiere un
número para poder estimar el impacto
4. RDpol, esta función permite estimar el efecto local del tratamiento usando el
enfoque no paramétrico, usando polinomios locales con o sin pesos de muestreo.
Los parámetros requeridos para la función son:
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• D, es la variable dicotómica, donde uno (1) indica los elementos tratados y
(0) los elementos no tratados.
• Z, es la variable continua de focalización, que organiza a la población para
determinar quien recibe o no el tratamiento.
• Y, es la variable respuesta para la cual se quiere estimar el impacto sobre los
beneficiarios.
• c, es el punto de corte o umbral definido para determinar los elementos que
ingresan o no al programa.
• type, indicar si es una regresión discontinua ńıtida sharp o difusa fuzzy.
• TreatLeft, TRUE si el tratamiento es aplicado por debajo del punto de corte
o FALSE en otro caso.
• W, es el vector con los factores de expansión 1
πk
, en caso de no incluir los
pesos de muestreo usar NULL.
• svydesign , es la definición del diseño de muestreo usando el paquete survey
(Lumley 2010).
• vcov , en caso de que se quieran aplicar metodoloǵıas para obtener errores
robustos se puede seleccionar entre: HC0, HC1, HC2, HC3, por defecto está
determinada HCO, usando pesos de muestreo se programaron las funciones
usando la varianza propuesta por Bellhouse, Goia & Stafford (2003).
• h, es el ancho de banda definido para estimar el impacto. Se requiere de un
número ingresado por el usuario para poder estimar el impacto.
• q, Orden del polinomio.
Se programaron en total 4 funciones para estimar el impacto usando regresión dis-
continua para los enfoques: ńıtida y difusa y los casos paramétrico y no paramétrico.
dentro las funciones es necesario hacer uso del paquete survey para la definición del
diseño de muestreo y de los paquetes rdd,RDrobust y/o rddapp para el cálculo del ancho
de banda óptimo para la estimación del impacto.
4.2 Simulación de comportamiento de estimadores
Después de definir los estimadores es necesario proponer diferentes escenarios de sim-
ulación, generando una población control que permita probar las caracteŕısticas y
propiedades de los estimadores encontrados para incluir los pesos de muestreo, además
de comparar las diferencias en los estimadores cuando se incluyen o excluyen los pe-
sos de muestreo, dado que se seleccionó una muestra probabiĺıstica para el análisis de
impacto.
Por lo cual inicialmente se propuso generar dos poblaciones que permitieran probar




Está población, se generó usando 10.000 observaciones, la variable continua Z de focal-
ización se definió usando una variable aleatoria con distribución uniforme entre menos
uno (-1) y uno (1), definiendo que las observaciones que se encuentran por debajo de
cero (0) serán las observaciones que serán parte del grupo control y por encima de cero
(0) son observaciones que serán parte del grupo tratamiento, de esta manera la vari-
able Z determina la asignación del grupo tratamiento y control y podrá ser estimado el
impacto usando una regresión discontinua ńıtida. La variable Z se podŕıa interpretar
como un proxy mean de pobreza, donde a mayor valor de esta variable se tiene mayor
vulnerabilidad y de esta manera se priorizaran las personas por encima de cero para
ingresar a un programa.
Z ∼ U(−1, 1) Con c = 0
Para la variable respuesta se tienen dos rectas con la misma pendiente, pero cambiando
el valor del intercepto entre las dos rectas, el cambio en el valor del intercepto va a
ser el valor del impacto de la poĺıtica, programa o proyecto, las rectas cumplen con las
siguientes ecuaciones lineales:
yk = 3 + 2 ∗ Zk + 1.5 ∗ (zk >= c) + εk
donde, εk es una variable aleatoria N(0, 1). Adicionalmente, se simularon caracteŕısticas
adicionales a cada individuo que permitirán seleccionar muestras aleatorias usando
diferentes esquemas de muestreo, estas variables adicionales son:
• Municipio: usando una variable aleatoria N(20, 5.4) para simular municipios
de diferentes tamaños, se redondeó el resultado de la variable aleatoria al entero
cercano más grande y ese va a ser el identificador de municipio, en caso de que
queden casos de municipios de cuatro (4) o menos observaciones estos elementos
se le asignaran al municipio con más elementos.
• Nivel educativo, se crearon 4 estratos para esta variable en donde proporcional
al tamaño de la población N se determinó un porcentaje para cada uno de estos
niveles, de la siguiente manera:
A continuación, se presenta el resultado de la población simulada:
El impacto simulado para la población es de 1.5 unidades, usando todos los registros
de la población usando la función Rdestimate del paquete rdd en la cual se verifica que







Tabla 2: Distribución por nivel educativo










Figure 5: Población para regresión discontinua ńıtida
Población 3
Está población se simulo generando 10.000 observaciones, la variable continua Z de fo-
calización y la variable inicial de resultado Y se generaron usando una variable aleatoria







En este caso la variable continua Z va a ayudar a determinar la probabilidad para la
asignación al grupo tratamiento y control, sin embargo, no es la única variable que se
tiene en cuenta para la asignación del tratamiento. Por lo cual para esta población se
definió que la probabilidad de ser tratado por debajo de cero (0) es 0.3 y la probabilidad
de ser tratado por encima de cero (0) es 0.8, en este caso la suma de probabilidades
no suma uno (1) porque se calcula la probabilidad de forma independiente por debajo
y encima del umbral, en este caso el complemento es la probabilidad de ser parte del
grupo control a cada lado del umbral. Finalmente, la variable respuesta Y está definida
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por la siguiente ecuación:
Yk = Yk +Dk ∗ 2
Indicando que el impacto esperado es de dos (2), usando como umbral o punto de
corte c = 0. Adicionalmente, se simularon caracteŕısticas adicionales a cada individuo
que permitirán seleccionar muestras aleatorias usando diferentes esquemas de muestreo,
estas variables adicionales son:
• Municipio: usando una variable aleatoria N(18, 5) para simular municipios de
diferentes tamaños, se redondeó el resultado de la variable aleatoria al entero
cercano más grande y ese va a ser el identificador de municipio, en caso de que
queden casos de municipios de cuatro (4) o menos observaciones estos elementos
se le asignaran al municipio con más elementos.

















Figure 6: Distribución por municipios
• Nivel educativo, se crearon 4 estratos para esta variable en donde proporcional
al tamaño de la población N se determinó un porcentaje para cada uno de estos
niveles, de la siguiente manera:
A continuación, se presenta el resultado de la población simulada:
El impacto simulado para la población es de 2 unidades lo cual fue vefificado al correr
la regresión discontinua para todos los registros de la población.







Tabla 3: Distribución por nivel educativo








Figure 7: Población para regresión discontinua difusa































4.2.1 Simulación enfoque paramétrico
A continuación se presentan los resultados de las simulaciones del primer escenario
propuesto, usando el enfoque paramétrico, programado en la función RDpar del pa-
quete rddsw, para las dos poblaciones descritas anteriormente, una para la regresión
discontinua ńıtida y una para regresión discontinua difusa. La siguiente es la lista de
escenarios considerados:
• Estimación para regresión discontinua ńıtida y difusa.
• Incluyendo o excluyendo los pesos de muestreo de acuerdo con el diseño selec-
cionado.
• Realizando la selección de la muestra usando los diseños de muestreo: muestreo
aleatorio simple MAS, estratificado aleatorio simple EST-MAS, bietápico MAS-
MAS.
• Seleccionado muestras de diferentes tamaños: 25, 50 y 100 elementos para cada
grupo: tratamiento y control y para el caso del diseño en dos etapas el tamaño
de muestra de municipios es de 4, 6 y 8 respectivamente.
• Usando diferentes estructuras para la matriz de varianzas y covarianzas: HC0,
HC1, HC2 y HC3, definidas en la tabla 1.
Usando 10.000 simulaciones para cada escenario se encuentran los siguientes resultados
para la regresión discontinua ńıtida:
La siguiente tabla presenta los resultados de las simulaciones para la población uno
(1), que tiene un impacto esperado de 1.5:
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25
HC0 1.5031 0.0021 0.5398 1.5031 0.0021 0.5495
HC1 1.5031 0.0021 0.5628 1.5031 0.0021 0.5973
HC2 1.5031 0.0021 0.5716 1.5031 0.0021 0.6169
HC3 1.5031 0.0021 0.6060 1.5031 0.0021 0.6959
50
HC0 1.4930 -0.0047 0.3902 1.4930 -0.0047 0.3922
HC1 1.4930 -0.0047 0.3983 1.4930 -0.0047 0.4085
HC2 1.4930 -0.0047 0.4010 1.4930 -0.0047 0.4144
HC3 1.4930 -0.0047 0.4123 1.4930 -0.0047 0.4381
100
HC0 1.4995 -0.0003 0.2792 1.4995 -0.0003 0.2778
HC1 1.4995 -0.0003 0.2821 1.4995 -0.0003 0.2835
HC2 1.4995 -0.0003 0.2830 1.4995 -0.0003 0.2854
HC3 1.4995 -0.0003 0.2868 1.4995 -0.0003 0.2932
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Tabla 4: Simulaciones regresión discontinua ńıtida población 1 - MAS
La estructura de la matriz de varianzas y covarianzas presentadas en la tabla 4 están
hechas para obtener errores robustos y evitar la violación del supuesto de heterocedasti-
cidad en los errores, la definición de usar HC0 (Sandwich),HC1, HC2 o HC3, dependerá
de la estructura de los datos incluidos en el modelo.
En una regresión discontinua ńıtida aplicando un diseño de muestreo aleatorio sim-
ple MAS, se puede observar que el promedio de la estimación del impacto β es igual
cuando se incluyen o excluyen los pesos de muestreo. En este caso, se puede visualizar
que a medida que se aumenta el tamaño de muestra el sesgo promedio se disminuye,
adicionalmente para el error estándar se tiene en promedio un valor mayor con pesos
de muestreo, dado que se está llegando a las mismas estimaciones lo que aumenta es el
error de muestreo.
Siguiendo con las simulaciones se presenta el caso de selección a través de un diseño
de muestreo estratificado aleatorio simple EST-MAS, donde los estratos están definidos
por el nivel educativo, para la población uno:
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25
HC0 1.4932 -0.0045 0.5397 1.4928 -0.0048 0.5492
HC1 1.4932 -0.0045 0.5627 1.4928 -0.0048 0.5969
HC2 1.4932 -0.0045 0.5715 1.4928 -0.0048 0.6165
HC3 1.4932 -0.0045 0.6059 1.4928 -0.0048 0.6953
50
HC0 1.4996 -0.0003 0.3904 1.5006 0.0004 0.3921
HC1 1.4996 -0.0003 0.3985 1.5006 0.0004 0.4085
HC2 1.4996 -0.0003 0.4013 1.5006 0.0004 0.4143
HC3 1.4996 -0.0003 0.4125 1.5006 0.0004 0.4380
100
HC0 1.5003 0.0002 0.2789 1.5008 0.0005 0.2774
HC1 1.5003 0.0002 0.2818 1.5008 0.0005 0.2831
HC2 1.5003 0.0002 0.2827 1.5008 0.0005 0.2850
HC3 1.5003 0.0002 0.2865 1.5008 0.0005 0.2928
Tabla 5: Simulaciones regresión discontinua ńıtida - EST-MAS
Para los tipos de error se encuentra que el error estándar promedio aumenta de acuerdo
con la elección del tipo de error HC0, HC1, HC2 o HC3, eso sucede tanto en las
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estimaciones sin incluir pesos de muestreo como cuando se incluyen. Con este diseño
de muestreo EST-MAS se encuentra que el sesgo disminuye cuando no se tienen en
cuenta los pesos de muestreo, sin embargo, el sesgo es en promedio de 0.0017 sin pesos
de muestreo y 0.0019 con pesos de muestreo para la población uno, lo que implica que
al igual que con MAS no hay diferencias significativas. Dado esto, el error estándar es
más grande incluyendo los pesos de muestreo y a medida que se aumenta el tamaño de
muestra el error estándar es menor.
Continuando con las simulaciones se presenta para regresión discontinua ńıtida usando
un diseño de muestreo en dos etapas cada etapa con un diseño de muestreo aleatorio
simple MAS, siendo la primera etapa una selección de municipios y la segunda etapa
una selección de individuos, se presentan los resultados para la población uno:
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25
HC0 1.5285 0.0190 0.5191 1.5082 0.0054 0.4673
HC1 1.5285 0.0190 0.5393 1.5082 0.0054 0.5045
HC2 1.5285 0.0190 0.5472 1.5082 0.0054 0.5196
HC3 1.5285 0.0190 0.5773 1.5082 0.0054 0.5802
50
HC0 1.5006 0.0127 0.3786 1.5055 0.0037 0.3602
HC1 1.5006 0.0127 0.3859 1.5055 0.0037 0.3744
HC2 1.5006 0.0127 0.3885 1.5055 0.0037 0.3793
HC3 1.5006 0.0127 0.3987 1.5055 0.0037 0.3998
100
HC0 1.5008 0.0081 0.2747 1.5063 0.0042 0.2651
HC2 1.5008 0.0081 0.2774 1.5063 0.0042 0.2704
HC3 1.5008 0.0081 0.2783 1.5063 0.0042 0.2721
HC4 1.5008 0.0081 0.2820 1.5063 0.0042 0.2793
Tabla 6: Simulaciones regresión discontinua ńıtida - bietápico MAS-MAS
En cuanto a los tipos de error se mantiene las conclusiones que, con los diseños de
muestreo anteriores, de HC0 a HC3 el promedio de error estándar aumenta.
Bajo este diseño de muestreo el sesgo es mucho mayor cuando no se incluyen los pesos
de muestreo en la estimación del impacto, lo que implica que el promedio del error





































Pesos Con pesos Sin pesos
Figure 8: Comparación sesgo y error estándar en una regresión discontinua ńıtida para la
población 1
En la gráfica 8 se resumen los resultados de las tablas presentadas anteriormente, la
primera figura tiene la información del sesgo relativo y la segunda figura tiene el error
estándar promedio. Siendo la ĺınea morada la información de estimaciones sin incluir
pesos de muestreo y la ĺınea verde las estimaciones incluyendo los pesos de muestreo, en
estás gráficas es claro que cuando se usa un diseño de muestreo complejo como bietápico
MAS-MAS es necesario incluir los pesos de muestreo para disminuir el sesgo, además
de aumentar la precisión de las estimaciones. Otra observación importante es que a
mayor tamaño de muestra se obtiene un promedio del error estándar mucho menor.
A continuación, se presentan los resultados de las simulaciones para la población tres
en el caso de regresión discontinua difusa:
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
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25
HC0 2.0702 0.0351 0.5731 2.0577 0.0289 1.8606
HC1 2.0702 0.0351 0.5731 2.0577 0.0289 2.0224
HC2 2.0702 0.0351 0.5731 2.0577 0.0289 2.0607
HC3 2.0702 0.0351 0.5731 2.0577 0.0289 2.3117
50
HC0 2.0298 0.0149 0.3950 2.0308 0.0154 1.2235
HC1 2.0298 0.0149 0.3950 2.0308 0.0154 1.2744
HC2 2.0298 0.0149 0.3950 2.0308 0.0154 1.2837
HC3 2.0298 0.0149 0.3950 2.0308 0.0154 1.3528
100
HC0 2.0239 0.0120 0.2759 2.0241 0.0121 0.8399
HC1 2.0239 0.0120 0.2759 2.0241 0.0121 0.8570
HC2 2.0239 0.0120 0.2759 2.0241 0.0121 0.8601
HC3 2.0239 0.0120 0.2759 2.0241 0.0121 0.8813
Tabla 7: Simulaciones regresión discontinua difusa población 3 - MAS
En el caso de la regresión discontinua difusa el diseño de muestra MAS genera estima-
ciones diferentes, el término del sesgo relativo, es menor para el caso de las estimaciones
con pesos de muestreo, sin embargo, no en todos los casos las diferencias son significa-
tivas comparado para las estimaciones sin pesos de muestreo.
Para este modelo se encuentra que el error estándar es casi tres más grande cuando se
incluyen los pesos de muestreo en la estimación, lo que cambiará los resultados en las
pruebas de hipótesis.
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25
HC0 1.9944 -0.0028 0.5761 1.9978 -0.0011 1.8926
HC1 1.9944 -0.0028 0.6006 1.9978 -0.0011 2.0572
HC2 1.9944 -0.0028 0.6093 1.9978 -0.0011 2.0909
HC3 1.9944 -0.0028 0.6482 1.9978 -0.0011 2.3510
50
HC0 2.0103 0.0051 0.3960 2.0163 0.0081 1.2227
HC1 2.0103 0.0051 0.4042 2.0163 0.0081 1.2736
HC2 2.0103 0.0051 0.4071 2.0163 0.0081 1.2840
HC3 2.0103 0.0051 0.4194 2.0163 0.0081 1.3518
100
HC0 2.0213 0.0107 0.2760 2.0210 0.0105 0.8416
HC1 2.0213 0.0107 0.2788 2.0210 0.0105 0.8587
HC2 2.0213 0.0107 0.2799 2.0210 0.0105 0.8609
HC3 2.0213 0.0107 0.2838 2.0210 0.0105 0.8819
Tabla 8: Simulaciones regresión discontinua difusa población 3 - EST-MAS
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Para un diseño de muestreo estratificado aleatorio simple EST-MAS, se encuentra que
las diferencias en sesgo relativo son de 0.004 y 0.006 cuando se usan o no los pesos
de muestreo, en este caso no se encuentran diferencias importantes en la estimación.
Como en el caso del MAS los errores estándar son casi tres veces mayores cuando se
incluyen los pesos de muestreo.
La tabla 9, muestra los resultados usando la población 3 usando un diseño de muestreo
bietápico MAS-MAS:
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25
HC0 0.704 -0.648 0.549 2.074 0.037 2.024
HC1 0.704 -0.648 0.570 2.074 0.037 2.186
HC2 0.704 -0.648 0.578 2.074 0.037 2.217
HC3 0.704 -0.648 0.612 2.074 0.037 2.449
50
HC0 2.016 0.007 0.384 2.017 0.009 1.306
HC1 2.016 0.007 0.392 2.017 0.009 1.356
HC2 2.016 0.007 0.394 2.017 0.009 1.366
HC3 2.016 0.007 0.405 2.017 0.009 1.435
100
HC0 2.021 0.012 0.272 2.022 0.011 0.876
HC1 2.021 0.012 0.275 2.022 0.011 0.894
HC2 2.021 0.012 0.276 2.022 0.011 0.897
HC3 2.021 0.012 0.280 2.022 0.011 0.918
Tabla 9: Simulaciones regresión discontinua difusa población 3 - bietápico MAS-MAS
Se encuentra que bajo un diseño de muestreo bietápico MAS-MAS el sesgo es mucho
menor al incluir los pesos de muestreo y es aumenta cuando el tamaño de muestra es
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Figure 9: Comparación sesgo y error estándar para la regresión discontinua difusa de la
población 3
En resumen, se encuentra que sin importar el diseño de muestreo el error estándar es
más grande al incluir los pesos de muestreo y la diferencia se hace mayor entre más
complejo es el diseño muestral. En cuanto al sesgo, se observa que la mayor diferencia
se encuentra en un diseño de muestreo bietápico MAS-MAS con el menor tamaño de
muestra.
4.2.2 Simulación regresión lineal local
El segundo escenario propuesto usa el enfoque no paramétrico aplicando la regresión
local lineal, programada en la función RDker. Usando como tamaño de muestra de 50
elementos para cada uno de los grupos: tratamiento y control y 6 municipios en el caso
del diseño de muestreo bietápico MAS-MAS, aplicando el tipo de error HCO para las
cuatro poblaciones simuladas, a continuación se presentan los escenarios explorados:
• Estimación para regresión discontinua ńıtida y difusa.
69
• Incluyendo o excluyendo los pesos de muestreo, de acuerdo con el diseño de
muestreo seleccionado.
• Realizando selección de muestra usando los diseños de muestreo: muestro aleato-
rio simple MAS, estratificado aleatorio simple EST-MAS, bietápico MAS-MAS.
• Seleccionado diferentes anchos de banda: i) el óptimo usando el ancho de banda
de Imbens-Kalyanaraman, ii) la mitad del ancho de banda óptimo y iii) y el doble
del ancho de banda.
• Con diferentes funciones Kernel: Uniforme, triangular, Epanechnikov, tricubo,
gausiana y coseno.
A continuación, se presentan los resultados de las simulaciones usando la función RDker
para la regresión discontinua ńıtida bajo un diseño de muestreo aleatorio simple MAS:
Ancho
h
Tipo Sin pesos Con pesos
banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Óptimo
1.047 Uniforme 1.4924 -0.0051 0.3933 1.4924 -0.0051 0.3953
0.6659 Triang. 1.5244 0.0163 0.5112 1.5244 0.0163 0.3421
0.6198 Epanech. 1.5222 0.0148 0.5196 1.5222 0.0148 0.5223
0.7143 Tricubo 1.5170 0.0113 0.5186 1.5170 0.0113 0.5212
0.2438 Gauss. 1.5151 0.0100 0.5110 1.5151 0.0100 0.0747
0.6312 Coseno 1.5217 0.0145 0.5181 1.5217 0.0145 0.5207
Medio
0.5235 Uniforme 1.5551 0.0368 0.6988 1.5551 0.0368 0.7023
0.333 Triang. 1.5203 0.0135 0.5401 1.5203 0.0135 0.5428
0.3099 Epanech. 1.5533 0.0355 0.6788 1.5533 0.0355 0.2271
0.3572 Tricubo 1.5554 0.0370 0.7029 1.5554 0.0370 0.7065
0.1219 Gauss. 1.5556 0.0371 0.6986 1.5556 0.0371 0.7022
0.3156 Coseno 1.5579 0.0386 0.6624 1.4974 -0.0018 0.0287
Doble
2.094 Uniforme 1.5022 0.0015 0.3988 1.5022 0.0015 0.4008
1.3318 Triang. 1.4924 -0.0051 0.3933 1.4924 -0.0051 0.3953
1.2396 Epanech. 1.5044 0.0029 0.4019 1.5044 0.0029 0.5380
1.4286 Tricubo 1.5013 0.0009 0.3979 1.5013 0.0009 0.4000
0.4876 Gauss. 1.5027 0.0018 0.3996 1.5027 0.0018 0.4017
1.2624 Coseno 1.5083 0.0056 0.4116 1.4974 -0.0018 0.1750
Tabla 10: Simulaciones regresión discontinua ńıtida kernel población 1 - MAS
En los resultados de la tabla anterior bajo un diseño de muestreo MAS, se observa
que al igual que en el caso de la regresión discontinua ńıtida con enfoque paramétrico
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las estimaciones del impacto obtienen el mismo promedio incluyendo o no los pesos
de muestreo, en este caso el sesgo relativo va a obtener los mismos resultados. En la




Tipo Sin pesos Con pesos
banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Óptimo
1.047 Uniforme 1.4791 -0.0139 0.3896 1.4800 -0.0134 0.3915
0.6659 Triang. 1.5285 0.0190 0.5018 1.5288 0.0192 0.3352
0.6198 Epanech. 1.5301 0.0201 0.5106 1.5306 0.0204 0.5124
0.7143 Tricubo 1.5256 0.0171 0.5096 1.5260 0.0173 0.5114
0.2438 Gauss. 1.5182 0.0121 0.5014 1.4865 -0.0090 0.0735
0.6312 Coseno 1.5296 0.0197 0.5091 1.5301 0.0201 0.5108
Medio
0.5235 Uniforme 1.5255 0.0170 0.6806 1.5265 0.0177 0.6826
0.333 Triangu. 1.5254 0.0169 0.5318 1.5254 0.0169 0.5338
0.3099 Epanech. 1.5222 0.0148 0.6615 1.5227 0.0151 0.2209
0.3572 Tricubo 1.5263 0.0175 0.6845 1.5272 0.0181 0.6865
0.1219 Gauss. 1.5255 0.0170 0.6810 1.5263 0.0176 0.6831
0.3156 Coseno 1.5276 0.0184 0.6469 1.4865 -0.0090 0.0282
Doble
2.094 Uniforme 1.4920 -0.0053 0.3940 1.4928 -0.0048 0.3957
1.3318 Triang. 1.4791 -0.0139 0.3896 1.4800 -0.0134 0.3915
1.2396 Epanech. 1.4950 -0.0034 0.3965 1.4957 -0.0029 0.5303
1.4286 Tricubo 1.4911 -0.0059 0.3932 1.4918 -0.0055 0.3950
0.4876 Gauss. 1.4927 -0.0049 0.3949 1.4936 -0.0043 0.3967
1.2624 Coseno 1.5015 0.0010 0.4057 1.4865 -0.0090 0.1727
Tabla 11: Simulaciones regresión discontinua ńıtida Kernel población 1 - EST-MAS
Se puede observar que el ancho de banda actúa de manera similar o igual al tamaño de
muestra en este caso a mayor ancho de banda, el sesgo relativo de las estimaciones con
pesos de muestreo es menor que cuando no se incluyen los pesos de muestreo. En el caso
de esta población con diseño de muestreo EST-MAS, se encuentra que el sesgo relativo
promedio es menor cuando se incluyen los pesos de muestreo con 0.41 en comparación
de 0.51 cuando se excluyen los pesos de muestreo.
Ancho
h
Tipo Sin pesos Con pesos
banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
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Òptimo
1.047 Uniforme 1.5442 0.0295 0.3793 1.5329 0.0219 0.3617
0.6659 Triang. 1.5991 0.0660 0.4932 1.5920 0.0613 0.3114
0.6198 Epanech. 1.5929 0.0619 0.5007 1.5891 0.0594 0.4760
0.7143 Tricubo 1.5888 0.0592 0.4998 1.5840 0.0560 0.4749
0.2438 Gauss. 1.5873 0.0582 0.4932 1.5419 0.0279 0.0686
0.6312 Coseno 1.5933 0.0622 0.4993 1.5888 0.0592 0.4745
Medio
0.5235 Uniforme 1.6270 0.0847 0.6728 1.6156 0.0771 0.6337
0.333 Triang. 1.5791 0.0527 0.5197 1.5775 0.0516 0.4959
0.3099 Epanech. 1.6284 0.0856 0.6556 1.6145 0.0763 0.2053
0.3572 Tricubo 1.6275 0.0850 0.6765 1.6156 0.0771 0.6375
0.1219 Gauss. 1.6261 0.0840 0.6733 1.6150 0.0767 0.6341
0.3156 Coseno 1.6365 0.0910 0.6420 1.5419 0.0279 0.0266
Doble
2.094 Uniforme 1.5625 0.0417 0.3838 1.5507 0.0338 0.3649
1.3318 Triang. 1.5442 0.0295 0.3793 1.5329 0.0219 0.3617
1.2396 Epanech. 1.5666 0.0444 0.3868 1.5547 0.0365 0.4895
1.4286 Tricubo 1.5614 0.0409 0.3830 1.5493 0.0329 0.3642
0.4876 Gauss. 1.5640 0.0427 0.3846 1.5520 0.0346 0.3655
1.2624 Coseno 1.5743 0.0495 0.3960 1.5419 0.0279 0.1597
Tabla 12: Simulaciones regresión discontinua ńıtida Kernel población 1 - bietápico MAS-
MAS
Cuando se tiene un diseño de muestreo bietápico MAS-MAS, los sesgos relativos siempre
son menores sin importar el tipo de kernel y el ancho de banda usado, cuando se incluyen
los pesos de muestreo, adicionalmente los promedios del error estándar siempre son






















































Pesos Con pesos Sin pesos
Figure 10: Comparación sesgo para la regresión discontinua ńıtida kernel en la población
1
En la gráfica 10, se puede observar que sin importar el tipo de kernel usado para la
estimación, bajo un diseño de muestreo bietápico MAS-MAS la estimación con pesos
de muestreo tiene menos sesgo relativo que cuando no se incluyen, en el caso de MAS

























































Pesos Con pesos Sin pesos
Figure 11: Comparación error estándar para la regresión discontinua ńıtida kernel de la
población 1
En el caso de kernels: tricubo y uniforme, no se encuentran diferencias entre el error
estándar bajo diseño de muestreo MAS y EST-MAS, solo se observan diferencias bajo
diseño de muestreo bietápico MAS-MAS. Para los kernel: gaussiano y triangular, se
observa que la mayor diferencia en el error estándar se presenta cuando se usa el ancho de
banda óptimo y siempre reportando un mayor valor cuando no se incluyen los pesos de
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muestreo. Finalmente para los kernel: coseno y Epanechnikov, se presentan diferencias
cuando se tiene la mitad y el doble de ancho de banda, siempre es más preciso el
estimador con pesos cuando se tienen menos elementos en la muestra y para el estimador
usando el doble del ancho de banda con kernel coseno es más preciso, sin embargo, con
Epanechnikov está por encima el error estándar cuando se compara con y sin pesos de
muestreo.
A continuación, se presentan los resultados para el caso de regresión discontinua difusa,
la siguiente tabla presenta los resultados usando un diseño de muestreo MAS:
Ancho
h
Tipo de Sin pesos Con pesos
de banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Óptimo
1.047 Uniforme 2.0052 0.0026 0.4916 2.0095 0.0047 1.6801
0.6659 Triang. 2.2142 0.1071 0.6719 2.3686 0.1843 1.7153
0.6198 Epanech. 3.1908 0.5954 0.6852 2.1202 0.0601 2.3284
0.7143 Tricubo 1.8175 -0.0912 0.6837 1.6816 -0.1592 2.3564
0.2438 Gauss. 2.8137 0.4068 0.6672 2.0065 0.0033 0.2297
0.6312 Coseno 2.1625 0.0813 0.6837 2.0027 0.0013 2.2925
Medio
0.5235 Uniforme 1.9357 -0.0322 0.9897 0.8321 -0.5840 4.0922
0.333 Triang. 1.6291 -0.1855 0.6944 1.7292 -0.1354 2.6715
0.3099 Epanech. 1.8987 -0.0507 0.9771 2.0120 0.0060 1.4050
0.3572 Tricubo 2.7504 0.3752 0.9992 2.3430 0.1715 4.3380
0.1219 Gauss. 2.2335 0.1167 0.9951 2.6385 0.3192 4.2238
0.3156 Coseno 2.2186 0.1093 0.9002 2.0065 0.0033 0.0819
Doble
2.094 Uniforme 2.0074 0.0037 0.4965 2.0212 0.0106 1.5210
1.3318 Triang. 2.0344 0.0172 0.4038 1.9967 -0.0017 1.2553
1.2396 Epanech. 1.9985 -0.0008 0.4934 2.0134 0.0067 2.2847
1.4286 Tricubo 2.0094 0.0047 0.4961 2.0233 0.0117 1.5364
0.4876 Gauss. 1.9907 -0.0047 0.4985 2.0072 0.0036 1.5621
1.2624 Coseno 2.0013 0.0007 0.5118 2.0065 0.0033 0.6225
Tabla 13: Simulaciones regresión discontinua difusa Kernel población 3 - MAS
Se observa que para la regresión discontinua difusa bajo un diseño de muestreo MAS,
se tiene que el promedio de sesgo relativo usando pesos de muestreo es de -0.005 y sin
incluirlos es de 0.08. Sin embargo, el error estándar es tres veces más alto cuando se
incluyen los pesos de muestreo.
Ancho
h
Tipo de Sin pesos Con pesos
de banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
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β relativo S.E. β relativo S.E.
Óptimo
1.047 Uniforme 1.7692 -0.1154 0.5158 1.9635 -0.0183 1.7832
0.6659 Triang. 1.2471 -0.3764 0.7048 3.0261 0.5131 1.8543
0.6198 Epanech. 1.7859 -0.1071 0.7139 1.9242 -0.0379 2.6424
0.7143 Tricubo -11.9215 -6.9607 0.7143 1.8314 -0.0843 2.6307
0.2438 Gauss. 1.6902 -0.1549 0.6983 2.0306 0.0153 0.2352
0.6312 Coseno 1.3306 -0.3347 0.7138 1.9412 -0.0294 2.5979
Medio
0.5235 Uniforme 1.7879 -0.1061 1.0436 4.6726 1.3363 4.7506
0.333 Triang. 1.1192 -0.4404 0.7463 1.7901 -0.1050 3.0732
0.3099 Epanech. 3.8218 0.9109 1.0292 6.9993 2.4997 1.7071
0.3572 Tricubo 0.0617 -0.9691 1.0465 -0.2549 -1.1274 4.9021
0.1219 Gauss. -0.2940 -1.1470 1.0744 0.3033 -0.8484 4.8010
0.3156 Coseno 1.6635 -0.1683 1.0313 2.0306 0.0153 0.0838
Doble
2.094 Uniforme 1.8923 -0.0538 0.5094 2.1427 0.0713 1.6126
1.3318 Triang. 3.0662 0.5331 0.4157 2.0584 0.0292 1.3167
1.2396 Epanech. 2.0143 0.0071 0.5104 2.1351 0.0676 2.3887
1.4286 Tricubo 2.1803 0.0901 0.5091 2.1330 0.0665 1.6271
0.4876 Gauss. 2.1010 0.0505 0.5116 2.0832 0.0416 1.6573
1.2624 Coseno 1.6572 -0.1714 0.5237 2.0306 0.0153 0.6503
Tabla 14: Simulaciones regresión discontinua difusa Kernel población 3 - EST-MAS
La anterior tabla, muestra los resultados usando un diseño de muestreo EST-MAS,
encontrando conclusiones similares que con el diseño de muestreo MAS.
Ancho
h
Tipo de Sin pesos Con pesos
de banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Óptimo
1.047 Uniforme 2.0108 0.0054 0.4730 1.9994 -0.0003 1.7629
0.6659 Triang. 2.0853 0.0426 0.6658 2.7911 0.3955 1.7197
0.6198 Epanech. 1.9256 -0.0372 0.6749 1.9698 -0.0151 2.2838
0.7143 Tricubo 4.2955 1.1477 0.6715 1.8465 -0.0767 2.3354
0.2438 Gauss. 1.8303 -0.0849 0.6628 2.0417 0.0209 0.2182
0.6312 Coseno 1.8915 -0.0543 0.6738 1.7313 -0.1343 2.2629
Medio
0.5235 Uniforme 1.7081 -0.1460 1.0031 1.8866 -0.0567 4.4431
0.333 Triang. 1.9253 -0.0374 0.6812 1.9799 -0.0101 2.6604
0.3099 Epanech. 1.8606 -0.0697 0.9672 1.8454 -0.0773 1.6356
0.3572 Tricubo 16.9093 7.4546 1.0053 2.2651 0.1326 4.3451
0.1219 Gauss. 1.2514 -0.3743 1.0192 2.5481 0.2741 4.7321
0.3156 Coseno 1.6422 -0.1789 0.9337 2.0417 0.0209 0.0772
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Doble
2.094 Uniforme 2.0392 0.0196 0.4756 2.0581 0.0290 1.6449
1.3318 Triang. 2.0139 0.0069 0.3944 2.0179 0.0090 1.3239
1.2396 Epanech. 2.0535 0.0268 0.4764 2.0613 0.0307 2.5158
1.4286 Tricubo 2.5108 0.2554 0.4759 2.0529 0.0265 1.6666
0.4876 Gauss. 2.0311 0.0156 0.4798 2.0709 0.0355 1.7078
1.2624 Coseno 2.0603 0.0301 0.4932 2.0417 0.0209 0.6191
Tabla 15: Simulaciones regresión discontinua difusa Kernel población 3 - bietápico MAS-
MAS
Se observa que el sesgo relativo es menor cuando se incluyen los pesos de muestreo en un
diseño de muestreo MAS-MAS en comparación con los otros dos diseños de muestreo,
en este caso es donde se generan mayores diferencias aunque en la mayoŕıa de casos el






















































Pesos Con pesos Sin pesos
Figure 12: Comparación sesgo para la regresión discontinua difusa kernel en la población
3
En la gráfica anterior, se puede observar que con un diseño de muestreo bietápico MAS-
MAS a mayor elementos en el ancho de banda la estimación con y sin pesos de muestreo
lleva a valores similares. En el caso de coseno y tricubo los sesgos relativos siempre son























































Pesos Con pesos Sin pesos
Figure 13: Comparación error estándar para la regresión discontinua difusa kernel en la
población 3
Con respecto al error estándar, los kernel: triangular, tricubo y uniforme; siempre tienen
un valos más alto cuando se incluyen los pesos de muestreo y tienen una tendencia
decreciente a medida que se aumenta el ancho de banda.
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4.2.3 Simulación polinomios locales
El tercer escenario propuesto, usa el enfoque no paramétrico de regresión de polinomios
locales programado en la función RDpol, para las dos poblaciones ya descritas anteri-
ormente, una para regresión ńıtida y una para regresión difusa. Usando como tamaño
de muestra de 50 elementos para cada grupo: tratamiento y control y 6 municipios
en el caso del diseño de muestreo bietápico MAS-MAS y con tipo de error HCO. A
continuación se presentan los escenarios de simulación:
• Estimación para regresión dicontinua ńıtida y difusa.
• Incluyendo o sin incluir los pesos de muestreo de acuerdo con el diseño de muestreo
propuesto.
• Realizando selección de muestra usando los diseños de muestreo: muestreo aleato-
rio simple MAS, estratificado aleatorio simple EST-MAS y bietápico MAS-MAS.
• Seleccionado diferentes anchos de banda definidos por Imbens-Kalyanaraman
• Con diferentes funciones Kernel: Uniforme, triangular, Epanechnikov, tricubo,
gausiana y coseno.
• Con polinomio de grado dos (2).
A continuación, se presentan los resultados del escenario usando polinomios locales para
regresión discontinua ńıtida:
Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 1.5464 0.0310 0.5884 1.5464 0.0310 1.1828
Triangular 1.5133 0.0089 0.7240 1.5133 0.0089 0.9441
Epanechnikov 1.4952 -0.0032 0.7513 1.4952 -0.0032 0.9477
Tricubo 1.5015 0.0010 0.7417 1.5015 0.0010 1.6087
Gaussiano 1.5252 0.0168 0.6894 1.5431 0.0288 0.3788
Coseno 1.4982 -0.0012 0.7464 1.4982 -0.0012 0.9748
Tabla 16: Simulaciones regresión discontinua ńıtida polinomio población 1 - MAS
Al igual que con la estimación de kernels se encuentra que en la regresión discontinua
ńıtida bajo un diseño de muestreo MAS, no se encuentran diferencias en las estimaciones
cuando se incluyen o no los pesos de muestreo. A diferencia del modelo de regresión
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lineal local, acá la diferencia del error estándar es dos veces más grande cuando se
incluyen los pesos de muestreo una proporción menor que con el otro modelo.
Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 1.5556 0.0370 0.5786 1.5557 0.0371 1.1611
Triangular 1.4970 -0.0020 0.7069 1.4970 -0.0020 0.9296
Epanechnikov 1.4795 -0.0137 0.7339 1.4796 -0.0136 0.9227
Tricubo 1.4873 -0.0084 0.7247 1.4875 -0.0083 1.6477
Gaussiano 1.5133 0.0089 0.6735 1.5523 0.0348 0.3719
Coseno 1.4824 -0.0117 0.7290 1.4825 -0.0116 0.9498
Tabla 17: Simulaciones regresión discontinua ńıtida polinomio población 1 - EST-MAS
Bajo un diseño de muestreo EST-MAS, las diferencias no son significativas y parece
tener conclusiones similares a un diseño de muestreo MAS.
Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 1.6502 0.1001 0.5662 1.6394 0.0929 1.0704
Triangular 1.5833 0.0556 0.6955 1.5782 0.0521 0.8955
Epanechnikov 1.5663 0.0442 0.7208 1.5595 0.0397 0.8767
Tricubo 1.5687 0.0458 0.7118 1.5651 0.0434 1.7019
Gaussiano 1.5958 0.0639 0.6622 1.6325 0.0883 0.3428
Coseno 1.5677 0.0451 0.7160 1.5622 0.0414 0.9086
Tabla 18: Simulaciones regresión discontinua ńıtida polinomio población 1- bietápico
MAS-MAS
Con un diseño de muestreo bietápico MAS-MAS, se observan diferencias con el sesgo
relativo encontrando diferencias menores cuando se incluyen los pesos de muestreo y
solo en el caso de un kernel gaussiano el error estándar indica que se tiene un estimador


















































































































































































































Pesos Con pesos Sin pesos
Figure 14: Comparación sesgo y error estándar para regresión discontinua ńıtida usando
polinomios en la población 1
En la gráfica anterior se observa que incluir los pesos de muestreo para la mayoŕıa
de los casos disminuye el sesgo relativo, excepto para el kernel gaussiano en este caso
las estimaciones con pesos tienen mayor sesgo relativo. En cuanto al error estándar,
sucede lo contrario ya que el kernel gaussiano es el único que tiene menor error estándar
cuando se incluyen los pesos de muestreo y en este parámetro el kernel triangular es el
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que aumenta de mayor manera el error estándar de las estimaciones.
A continuación, se muestran los resultados para la regresión discontinua difusa:
Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 2.1361 0.0680 0.8283 2.3541 0.1770 9.4511
Triangular 2.6582 0.3291 1.0099 1.6128 -0.1936 7.9235
Epanechnikov 2.8725 0.4362 1.0637 1.4901 -0.2549 8.9750
Tricubo 1.8505 -0.0748 1.0392 1.2965 -0.3517 9.3177
Gaussiano 1.6220 -0.1890 0.9694 0.9156 -0.5422 2.7024
Coseno 3.0864 0.5432 1.0621 1.8951 -0.0525 8.7816
Tabla 19: Simulaciones regresión discontinua difusa polinomio población 3 - MAS
Para el caso de la regresión discontinua difusa el promedio del error estándar usando
polinomios y kernels con pesos de muestreo es casi 8 veces mayor que cuando se excluyen
los pesos de muestreo, excepto para caso del kernel gaussiano que aumenta pero en un
proporción mucho menor.
Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme -0.9021 -1.4511 0.8730 1.3770 -0.3115 10.1203
Triangular 1.6686 -0.1657 1.1040 2.0360 0.0180 9.2198
Epanechnikov 2.2857 0.1428 1.1780 1.7299 -0.1351 10.7563
Tricubo 1.6642 -0.1679 1.1478 1.5475 -0.2262 11.5211
Gaussiano 0.6535 -0.6732 1.0348 1.2866 -0.3567 2.9556
Coseno 2.0007 0.0004 1.1598 1.4614 -0.2693 10.1444
Tabla 20: Simulaciones regresión discontinua difusa polinomio población 3 - EST-MAS
Cuando se cambia el diseño de muestreo a un EST-MAS, se encuentra que el sesgo
relativo en promedio para los 6 tipos de kernel es menor cuando se incluyen los pesos
de muestreo en el estimador, sin embargo, el promedio del error estándar sigue teniendo
el mismo comportamiento que en el caso de las tablas 18 y 19.
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Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 2.9375 0.4687 0.8185 1.6109 -0.1946 11.6126
Triangular 0.4911 -0.7544 1.0088 1.8112 -0.0944 8.9974
Epanecknikov 2.1884 0.0942 1.0750 1.6524 -0.1738 10.7194
Tricubo 2.0600 0.0300 1.0228 2.2486 0.1243 11.2314
Gaussiano 1.9308 -0.0346 0.9771 2.0579 0.0289 3.1028
Coseno 2.0729 0.0364 1.0555 2.0763 0.0382 10.3734
Tabla 21: Simulaciones regresión discontinua difusa polinomio población 3 - bietápico
MAS-MAS
En el caso de la aplicación de un diseño de muestreo bietápico MAS-MAS, se tiene que
el sesgo relativo para la estimación con pesos de muestreo es menor solo para los kernel:



















































































































































































































Pesos Con pesos Sin pesos
Figure 15: Comparación sesgo y error estándar para regresión discontinua difusa usando
polinomios en la población 3
Con la gráfica anterior se observa que la aplicación de los pesos de muestreo en el diseño
de muestreo EST-MAS disminuye el sesgo relativo de las estimaciones de impacto, en
cuanto a los errores estándar siempre el menor error estándar se encuentra para los
kernel gaussianos. Esto se debe a que con este tipo de kernel no se corta la muestra al
ancho de banda sino se usan todos los elementos en la muestra, pero con un peso menor
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en las colas, lo que hace que se mejore la precisión de las estimaciones con el diseño de
muestreo.
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5 Aplicación con datos reales
Inicialmente se propusó analizar los datos recolectados a través de la evaluación de
impacto del programa Jóvenes en Acción, sin embargo, dado que en el trabajo de campo
no fue posible cumplir con las cuotas de recolectacción de la muestra dentro del ancho de
banda definido para la regresión discontinua ya que, el contacto a jóvenes tratamiento
y control resulta más complejo de lo que se planeó inicialmente, esto ocasiana que la
metodoloǵıa de regresión discontinua no sea la más adecuada para el análiis de impacto.
En el anexo F se pueden revisar los resultados encontrados.
Por lo que se decidió incluir un análisis usando los datos de la encuesta recolectada
para la evaluación de impacto y ĺınea de base del programa Ser Pilo Paga (UT Cen-
tro Nacional de Consultoŕıa - Universidad de los Andes 2016), el cual también usa la
metodoloǵıa de regresión discontinua para la estimación de impactos a corto plazo en
los beneficiarios de este programa.
5.1 Ser Pilo Paga
El programa Ser Pilo Paga es implementado durante el gobierno del presidente Juan
Manuel Santos buscando cumplir con los objetivos de ser el páıs más educado de
América Latina en el 2025 y asegurar una educación superior inclusiva y además, de
tener evidencia que personas con puntajes en la prueba Saber 11 altos no ingresan a la
educación superior, posiblemente por tener restricciones monetarias. Por lo que, en el
segundo semestre de 2014 se implementa el programa con la primera cohorte de bene-
ficiarios.
Los requisitos en la fase uno del programa fueron:
1. Haber presentado las pruebas SABER 11 en agosto de 2014 y haber obtenido 310
puntos o más.
2. Ser beneficiarios del Sisbén con puntaje igual o inferior a 57.21
3. Presentarse y haber sido aceptado en una de las 33 universidades acreditadas de
Alta Calidad
4. Graduarse en la profesión escogida como beneficiario de la beca.
Los jóvenes que cumplan con los requisitos recibirán créditos 100% condonables para
estudiar, con el único requisito de completar los estudios y recibir el t́ıtulo profesional.
Para los beneficiarios de la segunda cohorte, se tienen los siguientes requisitos:
1. Haber presentado las pruebas SABER 11 en agosto de 2015 y haber obtenido 318
puntos o más.
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2. Ser beneficiarios del Sisbén con puntaje igual o inferior a 57.21 en área 1, 56.32
en área2 y 40.75 en área 3
3. Presentarse y haber sido aceptado en una de las 33 universidades acreditadas de
Alta Calidad
4. Graduarse en la profesión escogida como beneficiario de la beca.
5.1.1 Diseño muestral
Para la medición de los impactos en el 2016 el Departamento de Planeación Nacional,
contrató al Universidad de los Andes y el Centro Nacional de Consultoŕıa, para el
levantamiento de información y análisis de impactos del programa Ser Pilo Paga. Para
esto se diseñó un instrumento para el levantamiento de información, con los siguientes
módulos:
• Caracteŕısticas sociodemográficas
• Educación del joven encuestado
• Expectativas educativas, de salarios y profesionales
• Proyecto de vida
• Actividades uso del tiempo
• Capital social
• percepción del program Ser Pilo Paga
La información fue recolectada a través de una encuesta a una muestra probabiĺıstica
de la población objetivo. La población objetivo estaba conformada por dos grupos:
1. Jóvenes elegibles del programa (ingresen o no a la educación superior)
2. Jóvenes no elegibles del programa (ingresen o no a la educación superior)
En este universo se tiene un grupo tratamiento y un grupo control, el grupo tratamiento
es determinado por los jóvenes que cumplen con el puntaje Sisbén, están por encima
del puntaje establecido para la prueba saber 11 y el grupo control esta conformado por
los jóvenes que cumplen con el puntaje Sisbén pero no con el puntaje establecido para
la prueba saber 11. El marco de muestreo está conformado por 31.426 registros, 9.820
del grupo de elegibles y 21.696 registros para el grupo de no elegibles, con respecto a la
información de la segunda fase de Ser Pilo Paga que se encontraban dentro del ancho de
banda definido para la regresión discontinua. Este ancho de banda fue definido antes del
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trabajo de campo con el fin de recolectar solo encuestas de jóvenes que se encontraran
dentro de este ancho de banda definido para correr el modelo de regresión local lineal.
El diseño de muestreo que se aplicó a este universo fue un diseño probabiĺıstico, es-
tratificado en dos etapas. En la primera etapa hubo una selección de municipios los
cuales estaban agrupados en 5 estratos de municipios conformados por el número de
jóvenes elegibles en cada municipio usando un diseño de muestreo EST-PiPT y la se-
gunda etapa una selección de jóvenes estratificando entre jóvenes elegibles y no elegibles
usando un diseño de muestreo EST-MAS. El tamaño de muestra fue de 1.479 jóvenes
en 26 municipios: 674 jóvenes elegibles y 805 jóvenes no elegibles.
5.1.2 Estimación del impacto
Para la estimación del impacto del programa Ser Pilo Paga, se va a usar el puntaje de la
prueba saber 11 como variable continua de focalización, con un punto de corte de 318,
dado que se están usando los datos de la segunda fase del programa. Adicionalmente,
para determinar si la metodoloǵıa seleccionada es adecuada se deben verificar tres
supuestos:
1. Verificar que no hay manipulación del puntaje saber 11:
De acuerdo con la prueba de continuidad Mc Crary programada en el paquete
rdd, se puede observar que el puntaje saber 11, tiene un traslape en los intervalos
de confianza de la estimación de la derecha y la izquierda como se observa en la
figura 17, aunque no es muy robusto el resultado en el documento de la evaluación
se valida está prueba usando el marco de la población completo y se prueba que




















Figure 16: Verificación del supuesto de continuidad - Ser pilo paga
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Figure 17: Verificación del supuesto de continuidad - Ser pilo paga
2. Revisar que exista discontinuidad en la variable tratamiento
Se aplica la prueba de hipótesis, para determinar si discontinuidad entre la prob-
abilidad de ser tratado y el instrumento de focalización. Usando a los elegibles se
encuentra que es una regresión discontinua ńıtida para la estimación del impacto
para los elegibles.



























Figure 18: Verificación del supuesto de discontinuidad - variable eligibilidad
Usando a los que efectivamente ingresan al programa beneficiarios, se encuentra
que hay personas que a pesar de tener un puntaje por encima de 318 no ingresan a
educación superior, es decir es necesario aplicar una regresión discontinua difusa.
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Figure 19: Verificación del supuesto de discontinuidad - variable beneficiario
Con las gráficas se observa que hay discontinuidad a nivel de los elegibles y de los ben-
eficiarios, por lo que será posible la estimación de la intención del tratatamiento ITT
(por sus siglas en inglés) y el LATE.
A continuación, se presentan los resultados para las variables de satisfacción con la
vida, se considera pobre, la edad que considera adecuada para tener hijos o a la edad a
la que tuvo hijos y la edad que considera adecuada para casarse o vivir en pareja o la
edad a la que se casó o vivir en pareja.
Variable
Elegible Beneficiarios
Sin pesos Con pesos Sin pesos Con pesos
Satisfacción 0.19(0.096)** 0.36 (0.15)** 0.26 (0.126)** 0.46 (0.25)*
Se considera pobre -0.03 (0.04) -0.03 (0.07) -0.03 (0.05) -0.04 (0.09)
Edad hijos -1.89 (2.73) -0.04 (4.44) -2.51 (3.63) -0.05 (7.35)
Edad pareja 2.35 (2.87) -1.62 (3.56) 3.12(3.82) -2.04 (6.3)
Tabla 22: Estimaciones usando rddsw para el programa Ser Pilo Paga
Las estimaciones se realizaron usando la función RDpar del paquete rddsw, se encuentra
que con y sin pesos los resultados generan las mismas conclusiones, sin embargo, cambia
la magnitud del impacto estimado. Para este caso particular se puede observar que para
la variable de satisfacción con la vida (bienestar subjetivo), hay un impacto positivo
es decir los beneficiarios se sienten más satisfechos con respecto a los no beneficiarios,
sin embargo, sin usar pesos de muestreo el coeficiente es de 0.26 y usando el coeficiente
aumenta a 0.46, por lo que se estaŕıa subestimando el impacto si no se usan los factores




Sin pesos Con pesos Sin pesos Con pesos
Satisfacción [0.00184 - 0.37816] [0.066 - 0.654] [0.01304 - 0.507] [-0.03 -0.95]
Se considera pobre [-0.108 - 0.048] [-0.167 - 0.107] [-0.128 - 0.07] [-0.216 - 0.136]
Edad hijos [-7.24 - 3.46] [-9.74- 8.66] [-9.62 - 4.60] [-14.46 - 14.36]
Edad pareja [-3.275 - 7.975] [-8.598 - 5.358] [-4.367 - 10.61] [-14.39 - 10.31]
Tabla 23: Estimación del intervalo de confianza 95% usando rddsw para el programa Ser
Pilo Paga
En términos de la estimación por intervalos de confianza se encuentra que para las
estimaciones con pesos de muestreo el rango del intervalo es mayor en comparación
con la estimación de pesos, ocasianando que al comparar las estimaciones no existan
diferencias estad́ısticamente significativas entre las dos estimaciones.
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6 Conclusiones
En esta tesis, se propuso una metodoloǵıa para la estimación del impacto o efecto causal
a través de regresión discontinua incluyendo los pesos de muestreo, en el caso de que
los datos hayan sido recolectados usando un diseño muestral. En este documento se
determinan los estimadores para el diseño de Regresión Discontinua Nı́tida y para la
Regresión Discontinua Difusa, teniendo en cuenta el enfoque paramétrico (con regresión
lineal y variables instrumentales) y el enfoque no paramétrico (con regresión lineal local
y regresión de polinomios locales). Adicionalmente, se determinó la estimación de er-
rores robustos para las estimaciones tipo HC0, HC1, HC2 y HC3, cuando se presenten
problemas de heterocedasticidad en los errores.
Después de definir los estimadores, se realizaron diferentes escenarios de simulación para
verificar si al estimar el impacto de variables resultado sobre una población tratada se
deben incluir los factores de expansión, dado que, se aplicó un diseño muestral sobre
la población para recolectar la información de la variable respuesta. En este caso se
encontró que bajo una regresión discontinua ńıtida y un diseño de muestreo MAS, los
resultados son iguales en la estimación del coeficiente de regresión, sin embargo, al
aplicar el mismo diseño muestral, pero a través de regresión discontinua difusa el coefi-
ciente de regresión cambia su valor. Para el caso de otros diseños de muestreo siempre
se encuentran diferencias en las estimaciones.
En las simulaciones se encuentra que para regresión discontinua ńıtida para el enfoque
paramétrico entre más pequeño el tamaño de muestra o más complejo el diseño mues-
tral, incluir los factores de expansión genera estimaciones más precisas, es decir, se
obtienen menores errores estándar y el sesgo relativo también se redujo. Para el caso
de la regresión discontinua difusa se llega a la misma conclusión sin embargo el error
estándar es mayor en comparación de las estimaciones sin pesos en todos los casos.
Al incluir los pesos Kernel en las estimaciones se encuentra que, en la mayoŕıa de los
escenarios, incluir los factores de expansión disminuye el sesgo relativo. Para este esti-
mador solo con un Kernel Gaussiano se tienen errores estándar más pequeños que con
el estimador sin pesos de muestreo. También, se encuentra que la definición del ancho
de bando actúa de forma similar que el tamaño de muestra por lo que es importante
definir el ancho de banda adecuado para este tipo de estimadores.
Dado estos resultados se considera pertinente la inclusión de los pesos de muestreo en
las estimaciones, ya que, en la mayoŕıa de escenarios se mostró que disminuye el sesgo
relativos y aún en presencia de poblaciones con gran variabilidad sigue comportandosé
correctamente. Adicionalmente, el término de varianza incluiŕıa en este caso el error
muestral y el coeficiente representará la diferencia de medias entre grupo tratamiento
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y control que se requiere para la población.
Por esta razón se implementarón las funciones para la estimación del impacto con
regresión discontinua usando los pesos de muestreo en un nuevo paquete denominado
rddsw, el cual fue usado para la aplicación con los datos del programa Jóvenes en Acción
y Ser Pilo Paga y se encuentra en el repositorio de código GitHub y se puede descargar
usando el siguiente código en R, install github(“NataliaArteaga/rddsw”). Con los
resultados de la aplicación de Jóvenes en Acción se encuentra que el trabajo de campo
y el diseño de la muestra probabiĺıstica deben estar pensados para la aplicación de este
tipo de modelo, para poder obtener estimaciones precisas y errores estándar viables
para analizar los resultados. En el caso de Ser Pilo Paga se encuentran conclusiones
similares al usar o no los factores de expansión, sin embargo, se subestima el impacto de
las variables estudiadas en caso de no tener en cuenta la información del diseño muestral.
Después de finalizar la investigación, quedan varios temas por resolver dada la magni-
tud de detalles que incluye la aplicación de la metodoloǵıa de Regresión Discontinua.
Presentamos a modo de preguntas para futuras investigaciones:
1. ¿El ancho de banda debe establecerse para una muestra de la población o en
general para todos los elementos sobre el soporte de la variable continua Z de
focalización?, en caso de que sea la segunda opción, ¿Al estimar el ancho de
banda para la estimación del impacto se deben incluir los factores de expansión
para minimizar el Error Cuadrático Medio?
2. Para el caso del estimador de variables instrumentales o mı́nimos cuadrados en
dos etapas, en la primera etapa se asume normalidad para la estimación de la
probabilidad de ser parte del grupo tratamiento (usando el modelo de probabilidad
lineal), ¿es necesario proponer un modelo en dos etapas (binomial-normal), para
tener en cuenta la distribución binomial de la primera etapa de estimación?, en
caso de ser correcto, ¿Se debe tener en cuenta o no los pesos de muestreo?
3. Para el análisis gráfico y verificación de supuestos del modelo de regresión dis-
continua, ¿Se debeŕıan incluir los pesos de muestreo?, en caso de ser correcto, se
podŕıa programar para completar el paquete rddsw elaborado para esta tesis.
Esta tesis finalmente aporta elementos para la toma de decisiones basadas en evidencia
que estén soportadas técnicamente de acuerdo con los métodos usados en la estimación.
En este caso, tener en cuenta la variación que aporta la selección de la muestra y
los factores de expansión ayudan a tener estimaciones más fiables con respecto a la
población total.
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A Anexo A: Método de máxima verosimilitud - re-
gresión lineal simple
La función de máxima verosimilitud esta definida como:
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(yk − β0 − β1xk) ∗ (−2)



















































(yk − β0 − β1xk)(−2xk)
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Se busca resolver las incógnitas de β1 y β0,despejando primero β0
ȳ = β0 + β1x̄


















































entonces β̂0 = ȳ − cov(x,y)var(x) x̄ y el estimador para la varianza σ̂

















(yk − β0 − β1xk)2
σ̂2 =
∑







B Anexo B: Máxima Verosimilitud - Variables In-
strumentales
1. Primera etapa: La primera etapa está dada por:
X = Zβ + εi
dado que εi ∼ N(0, σ2), los errores son independientes, con varianza constante σ2
























































2. Segunda etapa: Se requiere ajustar Y = X̂β + εi, donde X es estimada usando
el modelo anterior, para aislar la parte de X que está correlacionada con ε. De
esta manera, X̂ = Z(Z′Z)−1Z′X, que se puede definir como PzX, donde Pz =
Z(Z′Z)−1Z′ es la matriz de proyección 5 que tiene las siguientes caracteŕısticas es
5Sea A una matriz cualquiera, la matriz PA se definirá como PA = A(A
TA)−1AT se conoce como
la matriz de proyección ortogonal sobre A
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(Y − X̂β)′(Y − X̂β)
σ̂2 =
∑n
k=1(Y − X̂β)′(Y − X̂β)
N
C Anexo C: Matriz de información de Fisher - Re-
gresión Discontinua Nı́tida
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D Anexo D: Detalles paquete rddsw
Figure 20: Descripción paquete en r
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E Anexo E: Simulaciones - poblaciones 2 y 4 con
mayor variabilidad en la población
Población 2
Está población se generó para el caso de regresión discontinua ńıtida usando 10.000
observaciones, la variable continua Z de focalización se simulo usando una variable
aleatoria con distribución uniforme entre menos cinco (-5) y cinco (5), definiendo que
las observaciones que se encuentran por debajo de cero (0) serán las observaciones que
serán parte del grupo control y por encima de cero (0) son observaciones que serán
parte del grupo tratamiento. De esta manera, la variable Z determina la definición
del grupo tratamiento y control y podrá ser estimado el impacto usando una regresión
discontinua ńıtida. La variable Z se podŕıa interpretar como un proxy mean de pobreza,
en donde a mayor valor de esta variable se tiene mayor vulnerabilidad. Se priorizaran
las personas por encima de cero para ingresar a un programa.
Z ∼ U(−5, 5) Con c = 0
Para la variable respuesta se tienen dos rectas con la misma pendiente, pero cambiando
el valor del intercepto entre las dos rectas, el cambio en el valor del intercepto va a
ser el valor del impacto de la poĺıtica, programa o proyecto, las rectas cumplen con las
siguientes ecuaciones lineales:
yk = 20 + 9 ∗ zk + 10 ∗ (zk >= c) + εk
donde, εk es una variable aleatoria N(0, 1). Adicionalmente, se simularon caracteŕısticas
adicionales a cada individuo que permitirán seleccionar muestras aleatorias usando
diferentes esquemas de muestreo. Estas variables adicionales son:
• Municipio: usando una variable aleatoria Exp(1/20) para simular municipios
de diferentes tamaños, se redondeó el resultado de la variable aleatoria al entero
cercano más grande y ese va a ser el identificador de municipio. En caso de que
queden casos de municipios de cuatro (4) o menos observaciones estos elementos
se le asignaran al municipio con más elementos.
• Nivel educativo, se crearon 4 estratos para esta variable en donde proporcional
al tamaño de la población N se determinó un porcentaje para cada uno de estos
niveles, de la siguiente manera:
A continuación, se presenta el resultado de la población simulada:
El impacto simulado para la población es de 10 unidades. Al correr el modelo de re-
gresión discontinua ńıtida con todos los datos de la población se obtiene una estimación







Tabla 24: Distribución por nivel educativo











Figure 21: Población para regresión discontinua ńıtida
Población 4
La última población simulada se generó usando 10.000 observaciones, la variable con-
tinua Z de focalización y la variable inicial de resultado Y se generaron usando una







En este caso la variable continua Z va a ayudar a determinar la probabilidad de asig-
nación al grupo tratamiento y control, sin embargo, no es la única variable que se tiene
en cuenta, por lo cual para está población se definió que la probabilidad de ser tratado
por debajo de cero (0) es 0.3 y la probabilidad de ser tratado por encima de cero (0) es
0.8. Finalmente, la variable respuesta Y está definida por la siguiente ecuación:
yk = yk + dk ∗ 10
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Indicando que el impacto esperado es de diez (10), usando como umbral o punto de
corte c = 0. Adicionalmente, se simularon caracteŕısticas adicionales a cada individuo
que permitirán seleccionar muestras aleatorias usando diferentes esquemas de muestreo,
estas variables adicionales son:
• Municipio: usando una variable aleatoria Exp(1/3) para simular municipios de
diferentes tamaños, se redondeó el resultado de la variable aleatoria al entero
cercano más grande y ese va a ser el identificador de municipio, en caso de que
queden casos de municipios de cuatro (4) o menos observaciones estos elementos
se le asignaran al municipio con más elementos.
• Nivel educativo, se crearon 4 estratos para esta variable en donde proporcional
al tamaño de la población N se determinó un porcentaje para cada uno de estos






Tabla 25: Distribución por nivel educativo
A continuación, se presenta el resultado de la población simulada:
El impacto simulado para la población es de 10 unidades. Al correr el modelo de
regresión discontinua ńıtida con todos los datos de la población se obtiene el mismo
resultado
E.0.1 Simulación enfoque paramétrico
A continuación se presentan los resultados de las simulaciones del primer escenario
propuesto, usando el enfoque paramétrico, programado en la función RDpar del paquete
rddsw, para las dos poblaciones descritas anteriormente, una para la regresión discon-
tinua ńıtida y ina para regresión discontinua difusa. La siguiente es la lista de escenarios
considerados:
• Estimación para regresión discontinua ńıtida y difusa
• Incluyendo o sin incluir pesos de muestreo, de acuerdo con el diseño seleccionado
• Realizando la selección de la muestra usando los diseños de muestreo: muestro
aleatorio simple MAS, estratificado aleatorio simple EST-MAS, bietápico MAS-
MAS
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Figure 22: Población para regresión discontinua difusa
• Seleccionado muestras de diferentes tamaños: 25, 50 y 100 elementos para cada
grupo: tratamiento y control y para el caso del diseño en dos etapas el tamaño
de muestra de municipios es de 4, 6 y 8 respectivamente.
• Usando diferentes estructuras para la matriz de varianzas y covarianzas: HC0,
HC1, HC2 y HC3, definidas en la tabla 1.
Usando 10.000 simulaciones para cada escenario se encuentran los siguientes resultados
para la regresión discontinua ńıtida:
La tabla 3, presenta los resultados de las simulaciones para la población dos (2) que
tiene mayor varianza y el impacto esperado es de 8.3.
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25 HC0 8.2122 -0.0106 8.7151 8.2122 -0.0106 8.6709
50 HC0 8.3225 0.0027 16.6467 8.3225 0.0027 16.9474
100 HC0 7.9522 -0.0419 12.2196 7.9522 -0.0419 12.2817
Tabla 26: Simulaciones regresión discontinua ńıtida población 2 - MAS
La tabla 27, presentan los resultados usando un diseño de muestreo estratificado aleato-
rio simple EST-MAS para la población dos:
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25 HC0 7.9460 -0.0426 8.8204 7.9497 -0.0422 8.7727
50 HC0 9.3901 0.1313 16.5595 9.3102 0.1217 16.8441
100 HC0 7.6174 -0.0822 12.0312 7.6387 -0.0797 12.1021
Tabla 27: Simulaciones regresión discontinua ńıtida población 2 - EST-MAS




Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25 HC0 8.8700 0.0687 8.7962 9.0033 0.0847 8.1567
25 HC0 8.8614 0.0676 16.3399 8.9611 0.0796 14.1470
25 HC0 8.1737 -0.0152 12.3229 8.3737 0.0089 11.0533






































Pesos Con pesos Sin pesos
Figure 23: Comparación sesgo y error estándar de la regresión discontinua ńıtida para la
población 2
Sobre las gráficas presentadas para la población dos, se observa que cuando la variable
de interés tiene mayor varianza, en el diseño de muestreo EST-MAS el incluir los pesos
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de muestreo ya no son indiferentes y generan menores sesgos relativos, en cuanto al er-
ror estándar se encuentra que en promedio en un diseño bietápico MAS-MAS se tienen
estimaciones más precisas al incluir los pesos de muestreo.
La siguiente tabla muestra los resultados con la población cuatro de regresión discon-
tinua difusa:
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25 HC0 10.0292 -0.0263 0.2740 10.0305 -0.0262 0.8324
50 HC0 10.1773 -0.0119 0.5633 10.1163 -0.0178 1.8097
100 HC0 10.0823 -0.0211 0.3895 10.0482 -0.0244 1.2084
Tabla 29: Simulaciones regresión discontinua difusa población 4 - MAS
El comportamiento es similar a lo presentado con la población 3 eneste trabajo.
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25 HC0 10.0096 -0.0282 0.2782 10.0078 -0.0284 0.8510
50 HC0 10.0893 -0.0205 0.5646 9.9846 -0.0306 1.8502
100 HC0 10.0043 -0.0287 0.4031 10.0046 -0.0287 1.2782
Tabla 30: Simulaciones regresión discontinua difusa población 4 - EST-MAS
Para el caso de la población cuatro no se encuentran diferencias al tener mayor varianza
en la variable de interés.
n
Tipo de Sin pesos Con pesos
error Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
25 HC0 10.0072 -0.0284 0.2728 10.0055 -0.0286 0.9328
50 HC0 10.1094 -0.0185 0.5358 10.0692 -0.0224 1.9360
100 HC0 10.0251 -0.0267 0.3787 10.0228 -0.0269 1.2899
Tabla 31: Simulaciones regresión discontinua difusa población 4 - bietápico MAS-MAS
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En el caso de la población cuatro el comportamiento es similar no se generan con-
clusiones diferentes, en este caso el tamaño de muestra no tiene una tendencia decre-
ciente para el promedio del error estándar, ya que, con 50 elementos por cada grupo














































Pesos Con pesos Sin pesos
Figure 24: Comparación sesgo y error estándar para la regresión discontinua difusa de la
población 4
En una población con mayor varianza se observa que en diseños de muestreo EST-MAS
se encuentra el promedio de error estándar más alto, sin importar que incluya o no los
pesos de muestreo.
E.0.2 Simulación regresión lineal local
El segundo escenario propuesto usa el enfoque no paramétrico aplicando la regresión
local lineal, programada en la función RDker. Usando como tamaño de muestra de 50
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elementos para cada uno de los grupos: tratamiento y control y 6 municipios en el caso
del diseño de muestreo bietápico MAS-MAS, aplicando el tipo de error HCO para las
dos poblaciones simuladas, a continuación se presentan los escenarios simulados:
• Estimación para regresión discontinua ńıtida y difusa
• Incluyendo o sin incluir los pesos de muestreo, de acuerdo con el diseño de
muestreo seleccionado
• Realizando selección de muestra usando los diseños de muestreo: muestro aleato-
rio simple MAS, estratificado aleatorio simple EST-MAS, bietápico MAS-MAS
• Seleccionado diferentes anchos de banda: i) el óptimo usando el ancho de banda
de Imbens-Kalyanaraman, ii) la mitad del ancho de banda óptimo y iii) y el doble
del ancho de banda




Tipo Sin pesos Con pesos
banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Óptimo
5.6599 Uniforme 7.9522 -0.0419 12.2196 7.9522 -0.0419 12.2817
3.6004 Triang. 7.9522 -0.0419 12.2196 7.9522 -0.0419 12.2817
3.3515 Epanech. 7.9468 -0.0426 15.3177 7.9468 -0.0426 15.3956
3.8624 Tricubo 8.4350 0.0163 14.2133 8.4350 0.0163 51.4346
1.3183 Gauss. 8.1508 -0.0180 12.0873 8.1508 -0.0180 87.4819
3.4131 Coseno 8.6978 0.0479 17.6610 8.6978 0.0479 31.9554
Medio
2.8299 Uniforme 8.1839 -0.0140 14.5473 8.1839 -0.0140 14.6213
1.8002 Triang. 8.0862 -0.0258 12.1311 8.0862 -0.0258 12.1928
1.6757 Epanech. 8.5645 0.0319 18.3850 8.5645 0.0319 18.4785
1.9312 Tricubo 8.2877 -0.0015 14.5374 8.2877 -0.0015 14.6114
0.6591 Gauss. 8.1068 -0.0233 12.1600 8.1068 -0.0233 12.2218
1.7065 Coseno 8.8015 0.0604 18.2465 8.8015 0.0604 18.3393
Doble
11.3198 Uniforme 8.4277 0.0154 14.0641 8.5771 0.0334 23.5953
7.2008 Triang. 8.2174 -0.0100 12.2340 8.5771 0.0334 139.4811
6.703 Epanech. 9.2495 0.1144 16.9699 8.5771 0.0334 8.8353
7.7248 Tricubo 8.2353 -0.0078 14.4918 8.2353 -0.0078 14.5656
2.6366 Gauss. 8.0999 -0.0241 12.1296 8.0999 -0.0241 12.1913
6.8262 Coseno 8.6490 0.0421 18.2487 8.6490 0.0421 18.3415
Tabla 32: Simulaciones regresión discontinua ńıtida kernel población 2 - MAS
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Para el caso de la población dos, aunque tiene mayor varianza en la variable de interés
no se generan conclusiones diferentes.
Ancho
h
Tipo Sin pesos Con pesos
banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Óptimo
5.6599 Uniforme 7.6174 -0.0822 12.0312 7.6387 -0.0797 12.1021
3.6004 Triang. 7.6174 -0.0822 12.0312 7.6387 -0.0797 12.1021
3.3515 Epanech. 7.3081 -0.1195 15.1408 7.2834 -0.1225 15.2242
3.8624 Tricubo 7.4585 -0.1014 14.0516 7.4471 -0.1028 50.8414
1.3183 Gauss. 7.6845 -0.0742 11.9245 7.6984 -0.0725 86.3512
3.4131 Coseno 6.8750 -0.1717 17.7235 6.8814 -0.1709 32.0622
Medio
2.8299 Uniforme 7.2187 -0.1303 14.3800 7.2024 -0.1322 14.4527
1.8002 Triang. 7.7005 -0.0722 11.9578 7.7173 -0.0702 12.0273
1.6757 Epanech. 6.7598 -0.1856 18.5028 6.7736 -0.1839 18.5977
1.9312 Tricubo 7.3356 -0.1162 14.3623 7.3184 -0.1183 14.4355
0.6591 Gauss. 7.7283 -0.0689 11.9869 7.7454 -0.0668 12.0566
1.7065 Coseno 6.9373 -0.1642 18.3555 6.9502 -0.1626 18.4479
Doble
11.3198 Uniforme 7.3570 -0.1136 13.9296 7.1028 -0.1442 23.4000
7.2008 Triang. 7.7272 -0.0690 12.0767 7.1028 -0.1442 135.0203
6.703 Epanech. 7.3841 -0.1104 17.0686 7.1028 -0.1442 8.8096
7.7248 Tricubo 7.2649 -0.1247 14.3263 7.2496 -0.1266 14.3984
2.6366 Gauss. 7.7059 -0.0716 11.9583 7.7223 -0.0696 12.0277
6.8262 Coseno 6.8468 -0.1751 18.3589 6.8587 -0.1736 18.4521
Tabla 33: Simulaciones regresión discontinua ńıtida Kernel población 2 - EST-MAS
La tabla anterior muestra los resultados para la población dos usando un diseño de
muestreo EST-MAS, en este caso al incluir los pesos de muestreo los promedios de los
errores estándar aumentan en algunos casos de kernel, en comparación de cuando no se
incluye la información del diseño muestral.
Ancho
h
Tipo Sin pesos Con pesos
banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Óptimo
5.6599 Uniforme 8.1737 -0.0152 12.3229 8.3737 0.0089 11.0533
3.6004 Triang. 8.1737 -0.0152 12.3229 8.3737 0.0089 11.0533
3.3515 Epanech. 8.1688 -0.0158 15.3218 8.2113 -0.0107 13.3925
3.8624 Tricubo 8.6351 0.0404 14.2062 8.4921 0.0231 44.7001
1.3183 Gauss. 8.3737 0.0089 12.1694 8.4209 0.0146 77.7169
3.4131 Coseno 8.2033 -0.0116 18.1066 8.0811 -0.0264 28.0983
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Medio
2.8299 Uniforme 8.3495 0.0060 14.5311 8.3114 0.0014 12.7083
1.8002 Triang. 8.3199 0.0024 12.2271 8.4049 0.0126 10.8910
1.6757 Epanech. 7.8037 -0.0598 18.8357 7.7285 -0.0689 16.2787
1.9312 Tricubo 8.5450 0.0295 14.5370 8.4645 0.0198 12.7255
0.6591 Gauss. 8.3437 0.0053 12.2573 8.4112 0.0134 10.9101
1.7065 Coseno 8.0512 -0.0300 18.6953 7.9681 -0.0400 16.1556
Doble
11.3198 Uniforme 8.6501 0.0422 14.1342 8.6158 0.0380 21.2561
7.2008 Triang. 8.4503 0.0181 12.3117 8.6158 0.0380 193.4162
6.703 Epanech. 8.8564 0.0670 17.4316 8.6158 0.0380 7.8433
7.7248 Tricubo 8.4252 0.0151 14.4810 8.3607 0.0073 12.6688
2.6366 Gauss. 8.3337 0.0041 12.2245 8.4082 0.0130 10.8802
6.8262 Coseno 7.9526 -0.0419 18.7039 7.8640 -0.0525 16.1539
Tabla 34: Simulaciones regresión discontinua ńıtida Kernel población 2 - bietápico MAS-
MAS
Similarmente que, con la tabla anterior, se encuentra que el sesgo relativo es menor
cuando se incluyen los pesos de muestreo y en algunos tipos de kernel el error estándar
















































Pesos Con pesos Sin pesos
Figure 25: Comparación sesgo para la regresión discontinua ńıtida kernel en la población
2
Con la población dos se puede observar que bajo un diseño de muestreo EST-MAS
el sesgo es mayor en las estimaciones, sin importar si se incluyen o no los pesos de
muestreo. Para el caso de Epanechnikov, tricubo y uniforme para bietápico MAS-MAS


















































Pesos Con pesos Sin pesos
Figure 26: Comparación error estándar para la regresión discontinua ńıtida kernel en la
población 2
Para los kernel de gaussiano, coseno y tricubo; se muestra que con el error estándar es
mayor en el ancho de banda óptimo cuando se incluyen los pesos de muestreo, lo que
podŕıa indicar que cuando se usan pesos de muestreo la definición del ancho de banda
debeŕıa incluir la información del diseño muestral para determinar el valor óptimo para
la estimación del impacto. En el caso de Epanechnikov a mayor ancho de banda más




Tipo de Sin pesos Con pesos
de banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Óptimo
1.3468 Uniforme 10.0549 -0.0238 0.5021 10.0644 -0.0229 1.8186
0.8567 Triang. 10.0857 -0.0208 0.4022 10.0516 -0.0241 1.2731
0.7975 Epanech. 10.0232 -0.0269 0.7299 9.9552 -0.0335 3.0878
0.9191 Tricubo 8.6411 -0.1611 0.6793 10.6706 0.0360 1.9399
0.3137 Gauss. 10.0883 -0.0206 0.4880 10.0794 -0.0214 2.5337
0.8122 Coseno 9.2624 -0.1007 0.9059 8.3619 -0.1882 1.2825
Medio
0.6734 Uniforme 9.7830 -0.0502 0.6930 9.9240 -0.0365 2.5188
0.4283 Triang. 10.0603 -0.0233 0.4927 10.0655 -0.0228 1.6182
0.3987 Epanech. 10.1906 -0.0106 0.9457 10.3876 0.0085 3.4287
0.4595 Tricubo 9.7615 -0.0523 0.6877 9.9506 -0.0339 2.4664
0.1568 Gauss. 10.0621 -0.0231 0.4953 10.0654 -0.0228 1.6537
0.4061 Coseno 8.7908 -0.1465 0.9545 9.1185 -0.1147 3.4736
Doble
2.6936 Uniforme 9.8480 -0.0439 0.6701 10.1950 -0.0102 0.2652
1.7134 Triang. 10.0700 -0.0223 0.5064 10.1950 -0.0102 0.7156
1.595 Epanech. 10.1074 -0.0187 0.8921 10.1950 -0.0102 0.0930
1.8382 Tricubo 9.8608 -0.0426 0.6886 9.9361 -0.0353 2.4826
0.6274 Gauss. 10.0588 -0.0234 0.4926 10.0635 -0.0230 1.6073
1.6244 Coseno 10.3237 0.0023 0.9499 9.9812 -0.0310 3.3915
Tabla 35: Simulaciones regresión discontinua difusa Kernel población 4 - MAS
En algunos casos se tiene que cuando se incluyen los pesos de muestreo se obtiene un
sesgo relativo menor pero el error estándar es casi tres veces más alto, esto puede ser
ocasionado porque, aunque el indicador es más preciso el error de muestreo es muy alto
y se ve reflejado en el promedio del error estándar.
La siguiente tabla, presenta los resultados para la población 4:
Ancho
h
Tipo de Sin pesos Con pesos
de banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Óptimo
1.3468 Uniforme 10.0306 -0.0262 0.4876 10.0162 -0.0276 1.6713
0.8567 Triang. 9.9982 -0.0293 0.4086 9.9979 -0.0293 1.3249
0.7975 Epanech. 10.1368 -0.0158 0.6783 9.4682 -0.0808 2.7583
0.9191 Tricubo 9.8385 -0.0448 0.6444 9.7633 -0.0521 1.7728
0.3137 Gauss. 9.9915 -0.0300 0.4843 9.9965 -0.0295 2.4142
0.8122 Coseno 9.9493 -0.0341 0.8778 10.2975 -0.0002 1.4695
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Medio
0.6734 Uniforme 9.8853 -0.0403 0.6649 10.0093 -0.0282 2.2676
0.4283 Triang. 10.0102 -0.0281 0.4856 10.0073 -0.0284 1.5171
0.3987 Epanech. 9.7332 -0.0550 0.9164 10.0320 -0.0260 3.6772
0.4595 Tricubo 10.0216 -0.0270 0.6566 9.9996 -0.0292 2.3430
0.1568 Gauss. 10.0058 -0.0286 0.4904 10.0060 -0.0285 1.5309
0.4061 Coseno 8.9501 -0.1311 0.9204 9.6495 -0.0632 3.6629
Doble
2.6936 Uniforme 9.9913 -0.0300 0.6374 10.0056 -0.0286 0.2616
1.7134 Triang. 9.9648 -0.0325 0.4969 10.0056 -0.0286 0.6955
1.595 Epanech. 9.7512 -0.0533 0.8719 10.0056 -0.0286 0.0928
1.8382 Tricubo 10.0169 -0.0275 0.6620 10.4513 0.0147 2.2582
0.6274 Gauss. 10.0039 -0.0287 0.4870 10.0052 -0.0286 1.4843
1.6244 Coseno 11.3767 0.1045 0.9126 10.4185 0.0115 3.5852
Tabla 36: Simulaciones regresión discontinua difusa Kernel población 4 - EST-MAS
Bajo la población 4, el promedio de los sesgos relativos es similar incluyendo o sin incluir
los pesos de muestreo, en la tabla no se observan diferencias entre los tres diferentes
anchos de banda usados.
Ancho
h
Tipo de Sin pesos Con pesos
de banda Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Óptimo
1.3468 Uniforme 10.1710 -0.0125 0.4682 10.0677 -0.0226 1.7719
0.8567 Triang. 10.0231 -0.0269 0.3841 10.0196 -0.0272 1.3214
0.7975 Epanech. 10.0440 -0.0249 0.6799 10.0863 -0.0207 3.0656
0.9191 Tricubo 9.9437 -0.0346 0.6527 9.9526 -0.0337 2.0400
0.3137 Gauss. 10.1198 -0.0175 0.4665 10.2910 -0.0009 2.5950
0.8122 Coseno 11.7989 0.1455 0.9020 9.3638 -0.0909 1.5237
Medio
0.6734 Uniforme 10.1717 -0.0125 0.6557 9.4344 -0.0840 2.6587
0.4283 Triang. 9.9936 -0.0297 0.4665 10.0859 -0.0208 1.6172
0.3987 Epanech. 9.9307 -0.0359 0.9444 9.6795 -0.0602 3.9041
0.4595 Tricubo 10.1454 -0.0150 0.6545 10.5634 0.0256 2.5989
0.1568 Gauss. 10.0511 -0.0242 0.4676 10.0541 -0.0239 1.6381
0.4061 Coseno 10.1434 -0.0152 0.9344 490.2743 46.5994 3.9553
Doble
2.6936 Uniforme 9.3526 -0.0920 0.6629 10.0332 -0.0259 0.2450
1.7134 Triang. 10.0654 -0.0228 0.4806 10.0332 -0.0259 0.6844
1.595 Epanech. 10.3347 0.0034 0.9275 10.0332 -0.0259 0.0843
1.8382 Tricubo 10.0992 -0.0195 0.6569 8.9445 -0.1316 2.5949
0.6274 Gauss. 9.9973 -0.0294 0.4669 10.0879 -0.0206 1.6133
1.6244 Coseno 9.8948 -0.0393 0.9308 11.2680 0.0940 3.8274
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Tabla 37: Simulaciones regresión discontinua difusa Kernel población 4 - bietápico MAS-
MAS
Para la población 4, se obtienen las mismas conclusiones que con la población 3 para




















































Pesos Con pesos Sin pesos
Figure 27: Comparación sesgo para la regresión discontinua difusa kernel en la población
4
Se tiene que el kernel uniforme tiene sesgos relativo menores cuando se utiliza la infor-
mación del diseño de muestreo, en este escenario se observa que sin importar el diseño
























































Pesos Con pesos Sin pesos
Figure 28: Comparación error estándar para la regresión discontinua difusa kernel en la
población 4
En el caso de kernel: uniforme y Epanechnikov, el promedio del error estándar es menor
cuando se incluyen pesos de muestreo cuando se usa el doble del ancho de banda. En el
resto de los kernel siempre el promedio del error estándar es mayor cuando se incluyen
los pesos de muestreo.
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E.0.3 Simulación polinomios locales
El tercer escenario propuesto, usa el enfoque no paramétrico de regresión de polinomios
locales, programada en la función RDpol, para las dos poblaciones ya descritas anterior-
mente, dos para regresión ńıtida y dos para regresión difusa. Usando como tamaño de
muestra de 50 elementos para grupo: tratamiento y control y 6 municipios en el caso
del diseño de muestreo bietápico MAS-MAS y con tipo de error HCO, a continuación
se presentan os escenarios de simulación:
• Estimación para regresión dicontinua ńıtida y difusa
• Incluyendo o sin incluir los pesos de muestreo de acuerdo con el diseño de muestreo
propuesto
• Realizando selección de muestra usando los diseños de muestreo: muestro aleato-
rio simple MAS, estratificado aleatorio simple EST-MAS, bietápico MAS-MAS
• Seleccionado diferentes ancho de banda óptimo definido por Imbens-Kalyanaraman
• Con diferentes funciones Kernel: Uniforme, triangular, Epanechnikov, tricubo,
gausiana y coseno
• Con polinomio de grado dos (2)
A continuación, se presentan los resultados del escenario usando polinomios locales para
regresión discontinua ńıtida:
Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 9.0255 0.0874 17.6438 9.0255 0.0874 17.7336
Triangular 8.6081 0.0371 19.5013 8.6081 0.0371 70.5705
Epanechnikov 8.8783 0.0697 20.3663 8.8783 0.0697 20.4699
Tricubo 8.6980 0.0480 20.1352 8.6980 0.0480 20.2376
Gaussiano 8.7926 0.0593 18.4217 9.2148 0.1102 31.3888
Coseno 8.7942 0.0595 20.2129 8.7942 0.0595 20.3157
Tabla 38: Simulaciones regresión discontinua ńıtida polinomio población 2 - MAS
Los resultados en la población dos, no muestra diferencias en cuanto al sesgo relativo, sin
embargo, con el error estándar las diferencias no son tan grandes como en la población
uno.
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Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 7.9861 -0.0378 17.4150 7.9607 -0.0409 17.4968
Triangular 6.6734 -0.1960 19.4736 6.6593 -0.1977 70.4853
Epanechnikov 6.9118 -0.1673 20.3203 6.8995 -0.1687 20.4309
Tricubo 6.7313 -0.1890 20.0852 6.7198 -0.1904 20.1941
Gaussiano 6.8984 -0.1689 18.4166 7.1814 -0.1348 31.4526
Coseno 6.8408 -0.1758 20.1772 6.8282 -0.1773 20.2872
Tabla 39: Simulaciones regresión discontinua ńıtida polinomio población 2 - EST-MAS
En el caso de la población dos, se tiene que con un kernel triangular o gaussiano el error
estándar aumenta cuando se incluyen los pesos de muestreo.
Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 9.2639 0.1161 17.6606 8.6721 0.0448 15.3436
Triangular 8.7751 0.0572 19.9733 8.7866 0.0586 62.4002
Epanechnikov 9.3159 0.1224 20.8441 9.2171 0.1105 18.1443
Tricubo 9.0314 0.0881 20.6299 8.9971 0.0840 17.9590
Gaussiano 8.8131 0.0618 18.8965 8.6154 0.0380 31.5224
Coseno 9.1580 0.1034 20.6968 9.0977 0.0961 17.9979
Tabla 40: Simulaciones regresión discontinua ńıtida polinomio población 2 - bietápico
MAS-MAS
Para la población dos, se tiene la misma conclusión sobre el sesgo relativo, en cuanto al
error estándar solo los kernel triangular y gaussiano tienen un error estándar más alto



















































































































































































































Pesos Con pesos Sin pesos
Figure 29: Comparación sesgo y error estándar para regresión discontinua ńıtida usando
polinomios en la población 2
En el caso de la población dos, solo sucede que el kernel gaussiano bajo un diseño de
muestreo MAS tiene un sesgo relativo mayor usando pesos de muestreo, en el restante
de caso siempre con pesos de muestreo tiene menores o iguales sesgos relativos. En el
caso del error estándar solo en el caso de los kernel gaussiano y triangular tienen un
error estándar mayor cuando se usan los pesos de muestreo, en el restante de casos con
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la información del diseño de muestreo se está por debajo del error estándar sin incluir
pesos de muestreo.
Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 9.8556 -0.0431 0.7629 18.1356 0.7607 4.3572
Triangular 9.1410 -0.1125 0.9977 10.0850 -0.0209 4.4176
Epanechnikov 6.5650 -0.3626 1.0156 4.8168 -0.5324 6.1165
Tricubo 24.9879 1.4260 1.0159 10.5404 0.0233 5.9533
Gaussiano 9.8453 -0.0441 0.9593 10.1233 -0.0172 0.5392
Coseno 9.9873 -0.0304 1.0172 11.1236 0.0800 5.8073
Tabla 41: Simulaciones regresión discontinua difusa polinomio población 4 - MAS
En el caso de la población 4, dependiendo del tipo de kernel aplicado en la población
se encuentran sesgos relativos menores al incluir los pesos de muestreo, como es el caso
de los kernel: gaussiano, tricubo y triangular, en cuanto al error estándar se encuentra
el mismo comportamiento que con la población 3.
Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 9.8317 -0.0455 0.7577 9.9265 -0.0363 4.1205
Triangular 45.8845 3.4548 0.9205 11.3976 0.1066 4.1859
Epanechnikov 12.3548 0.1995 0.9943 9.2387 -0.1030 5.3558
Tricubo 10.2057 -0.0092 0.9670 9.9626 -0.0328 5.3179
Gaussiano 4.4196 -0.5709 0.8949 10.0751 -0.0218 0.4686
Coseno 9.7977 -0.0488 0.9666 10.2521 -0.0046 5.2343
Tabla 42: Simulaciones regresión discontinua difusa polinomio población 4 - EST-MAS
Usando la población 4, con la que se asume que hay mayor variabilidad con la variable de
interés, se puede observar que incluir los pesos de muestreo evita los comportamientos
extremos en los valores estimados del impacto, generando de forma impĺıcita que haya
menor sesgo relativo con los estimadores que incluyen la información del diseño de
muestreo.
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Tipo de Sin pesos Con pesos
Kernel Prom. Sesgo Prom. Prom. Sesgo Prom.
β relativo S.E. β relativo S.E.
Uniforme 9.8406 -0.0446 0.7815 8.6576 -0.1595 5.7170
Triangular 9.9332 -0.0356 0.9618 9.9594 -0.0331 4.7789
Epanechnikov 10.4126 0.0109 1.0105 10.1143 -0.0180 6.7797
Tricubo 11.2139 0.0887 0.9884 11.1658 0.0841 6.4487
Gaussiano 9.7974 -0.0488 0.9384 10.1001 -0.0194 0.5172
Coseno 10.4372 0.0133 0.9892 10.0832 -0.0211 6.4532
Tabla 43: Simulaciones regresión discontinua difusa polinomio población 4 - bietápico
MAS-MAS
En el caso de la población 4 se observa, que para los kernel gaussiano y triangular se
mantiene la conclusión de que el sesgo relativo es menor al incluir los pesos de muestreo,





















































































































































































































Pesos Con pesos Sin pesos
Figure 30: Comparación sesgo y error estándar para regresión discontinua difusa usando
polinomios en la población 4
En resumen para la población 4 se observa que el error estándar con kernel gaussiano con
pesos de muestreo siempre es más preciso y al igual que con la población 3, se encuentra
que con el diseño de muestreo EST-MAS genera mejores resultados el estimador con
pesos de muestreo.
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F Anexo F - Aplicación datos evaluación Jóvenes
en Acción
F.0.1 Descripción del programa
Para la aplicación de los estimadores considerados en este trabajo se usarán los datos
recolectados para la evaluación de impacto del programa Jóvenes en Acción de Pros-
peridad Social. Este programa nace como parte del rediseño del programa Familias
en Acción en el 2012 para incentivar y fortalecer la formación de capital humano de
la población joven en condición de pobreza y vulnerabilidad, mediante la entrega de
una Transferencias Monetarias Condicionadas - TMC6, que permita el acceso y per-
manencia en la educación superior y el fortalecimiento de competencias transversales.
(Prosperidad Social 2017).
Este programa está dirigido a estudiantes de carreras técnicas, tecnológicas y univer-
sitarias en el SENA e Instituciones de Educación Superior, con el fin de incentivar
la matricula, permanencia y desempeño académico, con una transferencia monetaria
condicionada de $200.000 mensuales.
Para ingresar al programa Jóvenes en Acción los jóvenes, deben ingresar a alguna de las
Instituciones de Educación Superior IES o SENA de los municipios focalizados, que se
muestran en el mapa de la figura ??. Además, de cumplir con la focalización geográfica,
los jóvenes deben cumplir con los siguientes requisitos:
1. Ser un jóven colombiano bachiller entre 16 y 24 años de edad y
2. Estar en la base Sisbén III con un puntaje para el área 1 menor o igual 54.86,
para área 2 menor o igual a 51.57 y para área 3 menor o igual a 37.80 7 o
3. Estar registrado en la Red Unidos 8 o
4. Estar en el Registro Único de Vı́ctimas RUV 9 o
6Los programas de Transferencias Monetarias Condicionadas buscan aumentar el capital humano
de los beneficiarios, estos programas buscan estimular el consumo y disminuir la pobreza, y se han
convertido en el eje articulador de la protección social de la mayoŕıa de los páıses de América Latina.
7Área 1. Principales ciudades sin sus áreas metropolitanas: Bogotá, Medelĺın, Cali, Barranquilla,
Cartagena, Bucaramanga, Cúcuta, Ibagué, Pereira, Villavicencio, Pasto, Monteŕıa, Manizales y Santa
Marta, Área 2. Resto urbano, compuesto por la zona urbana diferente a las 14 principales ciudades,
centros poblados, y la zona rural dispersa de las 14 principales ciudades y Área 3. Rural, conformada
por la zona rural dispersa diferente a la zona rural dispersa de las catorce principales ciudades.
8es la estrategia del Estado Colombiano para dar una respuesta integral a la multidimensionalidad
de la pobreza extrema, en la que participan las entidades del sector público que cuentan con oferta
social
9Es el registro de declaración de aquellas personas que se consideren v́ıctimas del conflicto armado
en Colombia para los hechos victimizantes determinados en la Ley 1448 de 2011.
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5. Estar en los registros censales de ind́ıgenas o
6. Estar en los registros censales para jóvenes con medida de adoptabilidad del In-
stituto Colombiano para el Bienestar Familiar - ICBF
De acuerdo con UT Econometŕıa-SEI (2017), se encontró que el 87.03 % de los jóvenes
son focalizados con el Sisbén, 8% de los jóvenes por ser desplazados de acuerdo con el
RUV, 3.72% de los jóvenes por la Red Unidos, un 1.2% de los jóvenes por ser ind́ıgenas
y un 0.07% por ser del ICBF. De esta manera la población focalizada con Sisbén repre-
senta una proporción importante de la población y de esta manera se aprovechará que
el instrumento de focalización es un puntaje continuo que determina quien ingresa y
quien no ingresa al programa. Esto se podrá tomar como la variable Z que es necesaria
para correr una regresión discontinua.
Este programa buscar tener impactos en:
1. Demanda, en los beneficiarios que ingresan al Servicio Nacional de Aprendizaje -
SENA
2. Acceso, en los beneficiarios que ingresan al SENA
3. Permanencia y certificación o graduación, para los beneficiarios de SENA e IES
4. Mercado laboral, para los beneficiarios de SENA e IES
5. Movilidad social, para los beneficiarios de SENA e IES
En el caso de los beneficiarios de IES no se esperan impactos en las variables de de-
manda y acceso ya que, los beneficiarios que ingresan ya se encuentran estudiando en la
institución de educación superior y por lo tanto JeA no incentivo la entrada a educación
superior.
F.0.2 Diseño muestral
Para la medición de los impactos en el 2016 el Departamento para la Prosperidad
Social, contrato a la Unión Temporal Econometŕıa - SEI, para el levantamiento de
información y análisis de impactos de programa. Para esto se diseñó un instrumento
para el levantamiento de información, con lo siguientes módulos:
• Caracteŕısticas sociodemográficas
• Educación del jóven encuestado
• Mercado laboral
• Estructura del gasto y uso del incentivo
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• Movilidad Social
• Información de percepción sobre la operación del programa
La información fue recolectada a través de una encuesta a una muestra seleccionada a
través de un diseño de muestreo probabiĺıstico de la población objetivo. La población
objetivo estaba conformada por cinco subgrupos:
1. Jóvenes que ingresaron al programa Jóvenes en Acción (JeA) y al SENA desde el
primero de julio de 2014 hasta el primer semestre de 2015
2. Jóvenes que iniciaron sus estudios en el SENA desde el 1 de julio de 2014 hasta
el primer semestre de 2015 y nunca han estado en el programa Jóvenes en Acción
3. Jóvenes que ingresaron al programa Jóvenes en Acción entre el 1 de julio de 2014
y el primer semestre de 2015 y que estaban en alguna de las IES (Instituciones
de Educación Superior) donde el programa tiene convenio.
4. Jóvenes que no están en el programa Jóvenes en Acción, pero se encontraban
matriculados en alguna de las IES donde el programa tienen convenio entre el 1
de julio de 2014 y el primer semestre de 2015
5. Jóvenes que se inscribieron al SENA pero no se matricularon con caracteŕısticas
similares a los Jóvenes matriculados del SENA.
En este universo se cuentan con 2 grupos tratamiento y tres grupos de control, los cuales
fueron determinados para responder a dos tratamientos diferentes dentro del programa,
i) los jóvenes en universidades y ii) los jóvenes en SENA, que tratan de un nivel de
formación diferente, se selecciono un grupo control para cada grupo tratamiento de
jóvenes que estudiaran en i) universidades y ii) SENA y un grupo de control adicional
para medir impactos en las variables de demanda y acceso de los jóvenes que se in-
scriben al SENA. El marco de muestreo está conformado por 64.350 registros del grupo
tratamiento: 34.066 del SENA y 30.284 de IES y 675.560 registros para el grupo control:
563.580 del SENA y 111.980 de IES.
El diseño de muestreo que se aplicó a este universo fue un diseño probabiĺıstico, estrat-
ificado en dos etapas. En la primera etapa hubo una selección de municipios los cuales
estaban agrupados en 4 estratos de municipios conformados por el número de jóvenes
beneficiarios en cada municipio usando un diseño de muestreo EST-MAS y la segunda
etapa una selección de jóvenes usando un diseño de muestreo MAS.
EL tamaño de muestra fue de 5.188 jóvenes en 32 municipios: 1.246 jóvenes tratamiento
SENA, 1.643 Jóvenes control SENA, 1.159 jóvenes tratamiento IES y 1.140 jóvenes
control IES.
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Tabla 44: Supuesto de manipulación en el puntaje Sisbén III
F.0.3 Estimación del impacto
Para la estimación del impacto del programa Jóvenes en Acción, se va a usar el pun-
taje Sisbén como variable continua de focalización, por lo que es necesario dividir la
muestra en cada una de las tres áreas del Sisbén ya que, se tienen puntos de corte y
modelos de estimación para el puntaje diferentes. Adicionalmente, para determinar si
la metodoloǵıa seleccionada es adecuada se deben verificar tres supuestos:
1. Verificar que no hay manipulación del puntaje Sisbén:
Area 1 Area 2 Area 3
















Figure 31: Verificación del supuesto de continuidad
Se aplica la prueba de hipótesis, para determinar si hay manipulación en el in-
strumento de focalización:
En ninguna de las tres áreas se encuentra que haya evidencia estad́ıstica para
indicar que existe manipulación en el puntaje del Sisbén III.
De acuerdo con las pruebas de densidad de la variable continúa programadas en
el paquete rdrobust, se puede observar que en las tres áreas del Sisbén se acepta
la hipótesis nula, lo que significa que no hay evidencia de la manipulación con el
puntaje Sisbén.
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2. Revisar que exista discontinuidad en la variable tratamiento
##
## Call:
## rd_est(formula = D ˜ PUNTAJE, data = "(.)", cutpoint = 54.86,






## Bandwidth Observations Estimate Std. Error lower.CL
## Linear NA 739 -0.21186 0.07846 -0.3656
## Quadratic NA 739 -0.07405 0.12295 -0.3150
## Cubic NA 739 0.02476 0.15901 -0.2869
## Opt 17.282 461 -0.10585 0.11625 -0.3337
## Half-Opt 8.641 255 -0.03059 0.16171 -0.3475
## Double-Opt 34.564 597 -0.17756 0.08834 -0.3507
## upper.CL z value Pr(>|z|)
## Linear -0.058071 -2.7001 0.006932 **
## Quadratic 0.166916 -0.6023 0.546954
## Cubic 0.336410 0.1557 0.876279
## Opt 0.121996 -0.9106 0.362532
## Half-Opt 0.286355 -0.1892 0.849969
## Double-Opt -0.004422 -2.0100 0.044429 *
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
##




## rd_est(formula = D ˜ PUNTAJE, data = "(.)", cutpoint = 51.57,






## Bandwidth Observations Estimate Std. Error lower.CL
## Linear NA 1050 -0.102783 0.07865 -0.256944
## Quadratic NA 1050 0.126929 0.11456 -0.097613
## Cubic NA 1050 0.290391 0.14874 -0.001136
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## Opt 14.701 511 0.130476 0.11582 -0.096533
## Half-Opt 7.351 195 0.251870 0.16616 -0.073802
## Double-Opt 29.402 888 0.008968 0.08970 -0.166834
## upper.CL z value Pr(>|z|)
## Linear 0.05138 -1.30676 0.1913
## Quadratic 0.35147 1.10793 0.2679
## Cubic 0.58192 1.95233 0.0509 .
## Opt 0.35749 1.12651 0.2599
## Half-Opt 0.57754 1.51581 0.1296
## Double-Opt 0.18477 0.09999 0.9204
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
##




## rd_est(formula = D ˜ PUNTAJE, data = "(.)", cutpoint = 37.8,






## Bandwidth Observations Estimate Std. Error lower.CL
## Linear NA 185 -0.094373 0.1410 -0.3708
## Quadratic NA 185 0.033926 0.2062 -0.3702
## Cubic NA 185 0.086873 0.2629 -0.4283
## Opt 21.15 165 0.012023 0.1776 -0.3360
## Half-Opt 10.58 89 0.009354 0.2401 -0.4613
## Double-Opt 42.31 185 -0.064823 0.1481 -0.3551
## upper.CL z value Pr(>|z|)
## Linear 0.1820 -0.66918 0.5034
## Quadratic 0.4381 0.16454 0.8693
## Cubic 0.6021 0.33049 0.7410
## Opt 0.3601 0.06771 0.9460
## Half-Opt 0.4800 0.03896 0.9689
## Double-Opt 0.2255 -0.43766 0.6616
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
##
## Confidence interval used: 0.95
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A continuación, se presenta las gráficas para probar el supuesto de continuidad en
cada una de las áreas del Sisbén y las gráficas se presentan en ese mismo orden:
área 1, área 2 y área 3.
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raw data: treated untreated


















raw data: treated untreated


















raw data: treated untreated


















Figure 32: Verificación del supuesto de discontinuidad en el tratamiento
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En la figura ?? se observa que el área 1 y área 2 del Sisbén cumplen con la
discontinuidad en el puntaje Sisbén, para el área 3 no se encuentra discontinuidad,
la razón es que hay pocas observaciones por encima del punto de corte.
3. Verificar que no exista una variable X que este generando la discontinuidad. Para
está verificación se utilizaron las variables sexo y si dependen económicamente de
alguien:
Tipo Área sexo Depende económicamente
Lineal 1 0.0757 (0.085) 0.208 (0.127)
Óptimo 1 0.1540 (0.112) 0.2105 (0.094)*
Lineal 2 0.0757 (0.085) 0.01591 (0.084)
Óptimo 2 0.1540 (0.112) -0.057(0.106)
Lineal 3 0.0524 (0.153) -0.063(0.152)
Óptimo 3 0.0812 (0.194) -0.153(0.186)
Tabla 45: Supuesto de continuidad en variables X
Para este supuesto se encuentra que, para las variables evaluadas no es evidente
que existan discontinuidades en el punto de corte para cada área en estas variables
que puedan hacer estimar un falso efecto de Jóvenes en Acción.
Para el análisis de causalidad se van a usar los beneficiarios de carreras técnicas y
tecnológicas del SENA ya que, se encuentran próximos a certificarse o ya se certificaron,
por lo que es más viable medir impactos. En este documento se evaluará el impacto
sobre ser padres, conformar una familia y su optimismo con respecto al futuro. En este
caso se estimarán los impactos usando o excluyendo los pesos de muestreo y usando el
paquete rddsw que se documentó en la sección anterior.
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Modelo Área
Hijos Vivir en pareja
Sin pesos Con pesos Sin pesos Con pesos
Parámetrico 1
-0.6 9.02 0.59 0.38
(1.85) (57416.8) (1.8) (2412)
Kernel - Gaussiano 1
-0.2 -35.5 -0.36 -31.8
(0.31) (1273401) (0.48) (1101272)
Kernel - Gaussiano 1/2 1
-0.6 -35.5 -0.04 -31.8
(1.18) (416744) (0.53) (360539.4)
Kernel - Gaussiano 2 1
-0.7 -35.5 -0.6 -31.8
(0.62) (4532806) (0.48) (3901324)
Kernel - Epanechnikov 1
0.1 -8.2 -0.6 0.59
(0.28) (34019.7) (0.62) (2822.5)
Epanechnikov - q2 1
-17.6 3.2014 -34.5 -0.7
(572.6) (1546.9) (2711.6) (272.3)
Parámetrico 2
3.85 -0.9 0.85 10.9
(7.91) (5706.5) (2.15) (67970.3)
Kernel - Gaussiano 2
-0.72 4.09 -0.35 4.0
(1.3) (271.2) (1.02) (251.8)
Kernel - Gaussiano 1/2 2
-5.44 4.09 66.34 4.0
(327.4) (1428.0) (9126) (81.8)
Kernel - Gaussiano 2 2
-1.46 4.09 -0.13 4.0
(1.63) (84.32) (0.74) (1299.1)
Kernel - Epanechnikov 2
-0.57 76.26 0.2 15.4
(1.1) (388861) (1.12) (10716.4)
Epanechnikov - q2 2
-0.93 -1.7 -0.71 -2.3
(1.17) (12.1) (1.37) (16.7)
Parámetrico 3
0.61 0.5 -0.3 -0.1
(1.15) (13.56) (0.63) (7.9)
Kernel - Gaussiano 3
-0.05 -0.11 0.07 0.6
(0.27) (3.35) (0.27) (5.0)
Kernel - Gaussiano 1/2 3
-0.3 -0.11 0.55 0.6
(1.18) (1.14) (1.28) (1.7)
Kernel - Gaussiano 2 3
0.1 -0.11 0.33 0.6
(0.30) (27.6) (0.43) (27.6)
Kernel - Epanechnikov 3
-0.02 0.47 0.06 1.2
(0.26) (3.8) (0.25) (7.8)
Epanechnikov - q2 3
-0.5 0.3 -0.6 -0.2
(0.5) (1.4) (0.39) (1.6)
Tabla 46: Estimaciones de impacto para el programa Jóvenes en Acción
133
Siendo Kernel - Gaussiano aplicando con un ancho de banda óptimo, Kernel - Gaus-
siano 1/2 aplicando con la mitad del ancho de banda y Kernel - Gaussiano 2 aplicando
el doble del ancho de banda y Epanechnikov - q2 aplicando un kernel de Epanechnikov
con un polinomio de grado 2.
Como se puede observar en la figura ??, la muestra por encima punto de corte para
cada área fue pequeña en comparación de la muestra por debajo del punto de corte,
la proporción es aproximadamente 90% por debajo y 10% por encima del ancho de
banda. Lo que puede ser una razón para tener error estándar tan altos al usar pesos
de muestreo. Sin embargo, las interpretaciones en todos los resultados son iguales y es
que no se encuentran diferencias entre el grupo control y tratamiento en estas variables.
Es importante aclarar, que en los resultados publicados de la evaluación de Jóvenes
en Acción se decidió modificar la metodoloǵıa dado los problemas en el trabajo de
campo para analizar los resultados de la encuesta, usando Variables Instrumentales en
Tres Etapas. Sin embargo, se mantiene la aplicación para mostrar la importancia del
trabajo de campo para la implementación de este tipo de modelos, que tendrán que
considerarse en la aplicación del diseño de muestreo.
G Anexo G - Código simulación paramétrica
########################################################

















c <- 0 # Umbral definido
Z <- runif(N, -1, 1)
Y <- 3 + 2 * Z + 1.5 * (Z>=c) + rnorm(N)
# construct rdd_data
poblacion <- rdd_data(Y, Z,cutpoint = 0)
poblacion$D <- ifelse(poblacion$x<0,0,1)
# plot the sample data
plot(poblacion$x,poblacion$y,





rdd_mod <- rdd_reg_lm(rdd_object = poblacion,







# impacto de 10





tamanomun <- poblacion \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblacion$municipio <- ifelse(poblacion$municipio\%in\%tamanomun$municipio[tamanomun$n<=4],tamanomun$
↪→ municipio[which.max(tamanomun$n)],poblacion$municipio)




nedu <- poblacion \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblacion <- merge(x=poblacion,y=nedu,by=c("NivelEducativo","D"))






c <- 0 # Umbral definido
Z <- runif(N, -5, 5)




poblacion <- rdd_data(Y, Z,cutpoint = 0)
poblacion$D <- ifelse(poblacion$x<0,0,1)
# plot the sample data
plot(poblacion$x,poblacion$y,




rdd_mod <- rdd_reg_lm(rdd_object = poblacion,








# impacto de 10





tamanomun <- poblacion \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblacion$municipio <- ifelse(poblacion$municipio\%in\%tamanomun$municipio[tamanomun$n<=4],tamanomun$
↪→ municipio[which.max(tamanomun$n)],poblacion$municipio)




nedu <- poblacion \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblacion <- merge(x=poblacion,y=nedu,by=c("NivelEducativo","D"))




Rdd <- summary(RDestimate(y˜x|D,data=poblacion,cutpoint = c,kernel = "rectangular",bw=2,se.type = "HC0"))
################################################################################








muestraMAS <- S.STSI(S = poblacion$D,Nh = (poblacion\%>\%group_by(D)\%>\% summarise(n=n()))$n, nh = c(n,n))
muestra1 <- poblacion[muestraMAS,]
muestra1$pik <- ifelse(muestra1$D==1,n/sum(poblacion$D==1), n/sum(poblacion$D==0))
muestra1$pesos <- 1/muestra1$pik
data <- svydesign(id=˜1,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜N)
options(survey.lonely.psu="certainty")
betaMAS[i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
seMAS[i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[2]][1]
beta [i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, W = NULL, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
se[i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
























muestraESTMAS <- S.STSI(S = poblacion$NivelEducativo[poblacion$D==1],Nh =nivel$n,nh = c(round(n*nivel$prop)
↪→ ))
muestra2_b <- poblacion[poblacion$D==1,][muestraESTMAS,]
sex <- muestra2_b \%>\% group_by(NivelEducativo)\%>\% summarise(n=n())
muestra2_b$pik <- nivel$pik[match(muestra2_b$NivelEducativo,nivel$NivelEducativo)]
#control





muestraESTMAS <- S.STSI(S = poblacion$NivelEducativo[poblacion$D==0],Nh =nivel2$n,nh = c(round(n*nivel2$
↪→ prop)))
muestra2_a <- poblacion[poblacion$D==0,][muestraESTMAS,]






data <- svydesign(id=˜1,strata = ˜strata,weights=˜pesos,data=muestra1,fpc=˜NEdu)
betaESTMAS[i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
seESTMAS[i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[2]][1]
beta2 [i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, W = NULL, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
se2[i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,



















nivel <- poblacion \%>\%group_by(municipio) \%>\% summarise(n=n(),prop=n()/length(poblacion$D))
muestraMun1 <- S.SI(N = dim(nivel)[1],n =n_mun )
nivelmuestra <- nivel[muestraMun1,]
poblacionMun <- poblacion[which(poblacion$municipio\%in\%nivelmuestra$municipio),]




muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==1],Nh =nivel$n,nh = nivel$muestra)
muestra3_b <- poblacionMun[poblacionMun$D==1,][muestraESTMAS,]
sex <- muestra3_b \%>\% group_by(municipio)\%>\% summarise(n=n())
muestra3_b$pik <- nivel$pik[match(muestra3_b$municipio,nivel$municipio)]
#control




muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==0],Nh =nivel2$n,nh = nivel2$muestra)
muestra3_a <- poblacionMun[poblacionMun$D==0,][muestraESTMAS,]







data <- svydesign(id=˜municipio+id,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜NMUNI+NMun,nest = T)
betaMASMAS[i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
seMASMAS[i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[2]][1]
beta3[i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, W = NULL, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
se3[i] <- RDpar(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,















# generate sample data
mu <- c(0, 0)
sigma <- matrix(c(1, 0.8, 0.8, 1), ncol = 2)
poblaciondif <- as.data.frame(mvrnorm(N, mu, sigma))
colnames(poblaciondif) <- c("X", "Y")
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# introduce fuzziness
poblaciondif$treatProb <- ifelse(poblaciondif$X< 0, 0.3, 0.8)
poblaciondif$D <- sapply(X = poblaciondif$treatProb, FUN = function(x) rbinom(1, 1, prob = x))
poblaciondif$T_ <- ifelse(poblaciondif$X<0,1,0)
# treatment effect
poblaciondif$Y <- poblaciondif$Y + poblaciondif$D * 2
plot(poblaciondif$X, poblaciondif$Y,
col = c("steelblue", "darkred")[factor(poblaciondif$D)],
pch= 20,
cex = 0.5,
xlim = c(-3, 3),
ylim = c(-3.5, 5),
xlab = "W",
ylab = "Y")
zdata <- rdd_data(poblaciondif$Y, poblaciondif$X,
cutpoint = 0,
z = poblaciondif$D)
frdd_mod <- rdd_reg_lm(rdd_object = zdata,
slope = "same")
frdd_mod




tamanomun <- poblaciondif \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblaciondif$municipio <- ifelse(poblaciondif$municipio\%in\%tamanomun$municipio[tamanomun$n<=2],tamanomun$
↪→ municipio[which.max(tamanomun$n)],poblaciondif$municipio)




nedu <- poblaciondif \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblaciondif <- merge(x=poblaciondif,y=nedu,by=c("NivelEducativo","D"))







# generate sample data
mu <- c(0, 6)
sigma <- matrix(c(1, 0.8, 0.8, 1), ncol = 2)
poblaciondif <- as.data.frame(mvrnorm(N, mu, sigma))
colnames(poblaciondif) <- c("X", "Y")
# introduce fuzziness
poblaciondif$treatProb <- ifelse(poblaciondif$X< 0, 0.3, 0.8)
poblaciondif$D <- sapply(X = poblaciondif$treatProb, FUN = function(x) rbinom(1, 1, prob = x))
poblaciondif$T_ <- ifelse(poblaciondif$X<0,1,0)
# treatment effect
poblaciondif$Y <- poblaciondif$Y + poblaciondif$D * 10
plot(poblaciondif$X, poblaciondif$Y,




#xlim = c(-3, 3),
#ylim = c(-3.5, 5),
xlab = "W",
ylab = "Y")
zdata <- rdd_data(poblaciondif$Y, poblaciondif$X,
cutpoint = 0,
z = poblaciondif$D)
frdd_mod <- rdd_reg_lm(rdd_object = zdata,
slope = "same")
frdd_mod




tamanomun <- poblaciondif \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblaciondif$municipio <- ifelse(poblaciondif$municipio\%in\%tamanomun$municipio[tamanomun$n<=2],tamanomun$
↪→ municipio[which.max(tamanomun$n)],poblaciondif$municipio)




nedu <- poblaciondif \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblaciondif <- merge(x=poblaciondif,y=nedu,by=c("NivelEducativo","D"))













muestraMAS <- S.STSI(S = poblaciondif$D,Nh = (poblaciondif\%>\%group_by(D)\%>\% summarise(n=n()))$n, nh = c
↪→ (n,n))
muestra1 <- poblaciondif[muestraMAS,]
muestra1$pik <- ifelse(muestra1$D==1,n/sum(poblaciondif$D==1), n/sum(poblaciondif$D==0))
muestra1$pesos <- 1/muestra1$pik
options(survey.lonely.psu="certainty")
data <- svydesign(id=˜1,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜N)
betaMASdif[i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
seMASdif[i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[2]][1]
betadif [i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, W = NULL, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
sedif[i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
























muestraESTMAS <- S.STSI(S = poblaciondif$NivelEducativo[poblaciondif$D==1],Nh =nivel$n,nh = c(round(n*nivel
↪→ $prop)))
muestra2_b <- poblaciondif[poblaciondif$D==1,][muestraESTMAS,]
sex <- muestra2_b \%>\% group_by(NivelEducativo)\%>\% summarise(n=n())
muestra2_b$pik <- nivel$pik[match(muestra2_b$NivelEducativo,nivel$NivelEducativo)]
#control





muestraESTMAS <- S.STSI(S = poblaciondif$NivelEducativo[poblaciondif$D==0],Nh =nivel2$n,nh = c(round(n*
↪→ nivel2$prop)))
muestra2_a <- poblaciondif[poblaciondif$D==0,][muestraESTMAS,]






data <- svydesign(id=˜1,strata = ˜strata,weights=˜pesos,data=muestra1,fpc=˜NEdu)
betaESTMASdif[i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
seESTMASdif[i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[2]][1]
beta2dif [i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, W = NULL, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
se2dif[i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,



















nivel <- poblaciondif \%>\%group_by(municipio) \%>\% summarise(n=n(),prop=n()/length(poblaciondif$D))
muestraMun1 <- S.SI(N = dim(nivel)[1],n =n_mun )
nivelmuestra <- nivel[muestraMun1,]
poblacionMun <- poblaciondif[which(poblaciondif$municipio\%in\%nivelmuestra$municipio),]




muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==1],Nh =nivel$n,nh = nivel$muestra)
muestra3_b <- poblacionMun[poblacionMun$D==1,][muestraESTMAS,]
sex <- muestra3_b \%>\% group_by(municipio)\%>\% summarise(n=n())
muestra3_b$pik <- nivel$pik[match(muestra3_b$municipio,nivel$municipio)]
#control




muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==0],Nh =nivel2$n,nh = nivel2$muestra)
muestra3_a <- poblacionMun[poblacionMun$D==0,][muestraESTMAS,]







data <- svydesign(id=˜municipio+id,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜NMUNI+NMun,nest = T)
betaMASMASdif[i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
seMASMASdif[i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, W = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror)[[2]][1]
beta3dif[i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, W = NULL, svydesign_ = data,
vcov_=tipoerror)[[1]][1]
se3dif[i] <- RDpar(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,














N25HC0 <- simu(muestra=25 ,tipoerror="HC0",nmun2=4,pobla=1,nsim=10000)
N50HC0 <- simu(muestra=50 ,tipoerror="HC0",nmun2=6,pobla=1,nsim=10000)
N100HC0 <- simu(muestra=100,tipoerror="HC0",nmun2=8,pobla=1,nsim=10000)
N25HC1 <- simu(muestra=25 ,tipoerror="HC1",nmun2=4,pobla=1,nsim=10000)
N50HC1 <- simu(muestra=50 ,tipoerror="HC1",nmun2=6,pobla=1,nsim=10000)
N100HC1 <- simu(muestra=100,tipoerror="HC1",nmun2=8,pobla=1,nsim=10000)
N25HC2 <- simu(muestra=25 ,tipoerror="HC2",nmun2=4,pobla=1,nsim=10000)
N50HC2 <- simu(muestra=50 ,tipoerror="HC2",nmun2=6,pobla=1,nsim=10000)
N100HC2 <- simu(muestra=100,tipoerror="HC2",nmun2=8,pobla=1,nsim=10000)
N25HC3 <- simu(muestra=25 ,tipoerror="HC3",nmun=4,pobla=1,nsim=10000)
N50HC3 <- simu(muestra=50 ,tipoerror="HC3",nmun=6,pobla=1,nsim=10000)
N100HC3 <- simu(muestra=100,tipoerror="HC3",nmun=8,pobla=1,nsim=10000)
N25HC0 <- simu(muestra=25 ,tipoerror="HC0",nmun2=4,pobla=2,nsim=10000)
N50HC0 <- simu(muestra=50 ,tipoerror="HC0",nmun2=6,pobla=2,nsim=10000)
N100HC0 <- simu(muestra=100,tipoerror="HC0",nmun2=8,pobla=2,nsim=10000)
N25HC1 <- simu(muestra=25 ,tipoerror="HC1",nmun2=4,pobla=2,nsim=10000)
N50HC1 <- simu(muestra=50 ,tipoerror="HC1",nmun2=6,pobla=2,nsim=10000)
N100HC1 <- simu(muestra=100,tipoerror="HC1",nmun2=8,pobla=2,nsim=10000)
N25HC2 <- simu(muestra=25 ,tipoerror="HC2",nmun2=4,pobla=2,nsim=10000)
N50HC2 <- simu(muestra=50 ,tipoerror="HC2",nmun2=6,pobla=2,nsim=10000)
N100HC2 <- simu(muestra=100,tipoerror="HC2",nmun2=8,pobla=2,nsim=10000)
N25HC3 <- simu(muestra=25 ,tipoerror="HC3",nmun=4,pobla=2,nsim=10000)
N50HC3 <- simu(muestra=50 ,tipoerror="HC3",nmun=6,pobla=2,nsim=10000)
N100HC3 <- simu(muestra=100,tipoerror="HC3",nmun=8,pobla=2,nsim=10000)
H Anexo H - Código simulación - regresión local
lineal
##############################################################
















c <- 0 # Umbral definido
Z <- runif(N, -1, 1)
Y <- 3 + 2 * Z + 1.5 * (Z>=c) + rnorm(N)
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# construct rdd_data
poblacion <- rdd_data(Y, Z,cutpoint = 0)
poblacion$D <- ifelse(poblacion$x<0,0,1)
# plot the sample data
plot(poblacion$x,poblacion$y,




rdd_mod <- rdd_reg_lm(rdd_object = poblacion,







# impacto de 10





tamanomun <- poblacion \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblacion$municipio <- ifelse(poblacion$municipio\%in\%tamanomun$municipio[tamanomun$n<=4],tamanomun$
↪→ municipio[which.max(tamanomun$n)],poblacion$municipio)




nedu <- poblacion \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblacion <- merge(x=poblacion,y=nedu,by=c("NivelEducativo","D"))






c <- 0 # Umbral definido
Z <- runif(N, -5, 5)




poblacion <- rdd_data(Y, Z,cutpoint = 0)
poblacion$D <- ifelse(poblacion$x<0,0,1)
# plot the sample data
plot(poblacion$x,poblacion$y,




rdd_mod <- rdd_reg_lm(rdd_object = poblacion,








# impacto de 10





tamanomun <- poblacion \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblacion$municipio <- ifelse(poblacion$municipio\%in\%tamanomun$municipio[tamanomun$n<=4],tamanomun$
↪→ municipio[which.max(tamanomun$n)],poblacion$municipio)




nedu <- poblacion \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblacion <- merge(x=poblacion,y=nedu,by=c("NivelEducativo","D"))
















muestraMAS <- S.STSI(S = poblacion$D,Nh = (poblacion\%>\%group_by(D)\%>\% summarise(n=n()))$n, nh = c(n,n
↪→ ))
muestra1 <- poblacion[muestraMAS,]
muestra1$pik <- ifelse(muestra1$D==1,n/sum(poblacion$D==1), n/sum(poblacion$D==0))
muestra1$pesos <- 1/muestra1$pik
data <- svydesign(id=˜1,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜N)
options(survey.lonely.psu="certainty")
betaMAS[i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h)[[1]][1]
seMAS[i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h)[[2]][1]
beta [i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h)[[1]][1]
se[i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,























muestraESTMAS <- S.STSI(S = poblacion$NivelEducativo[poblacion$D==1],Nh =nivel$n,nh = c(round(n*nivel$
↪→ prop)))
muestra2_b <- poblacion[poblacion$D==1,][muestraESTMAS,]
sex <- muestra2_b \%>\% group_by(NivelEducativo)\%>\% summarise(n=n())
muestra2_b$pik <- nivel$pik[match(muestra2_b$NivelEducativo,nivel$NivelEducativo)]
#control





muestraESTMAS <- S.STSI(S = poblacion$NivelEducativo[poblacion$D==0],Nh =nivel2$n,nh = c(round(n*nivel2$
↪→ prop)))
muestra2_a <- poblacion[poblacion$D==0,][muestraESTMAS,]






data <- svydesign(id=˜1,strata = ˜strata,weights=˜pesos,data=muestra1,fpc=˜NEdu)
betaESTMAS[i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h)[[1]][1]
seESTMAS[i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h)[[2]][1]
beta2 [i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h)[[1]][1]
se2[i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,


















nivel <- poblacion \%>\%group_by(municipio) \%>\% summarise(n=n(),prop=n()/length(poblacion$D))
muestraMun1 <- S.SI(N = dim(nivel)[1],n =n_mun )
nivelmuestra <- nivel[muestraMun1,]
poblacionMun <- poblacion[which(poblacion$municipio\%in\%nivelmuestra$municipio),]




muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==1],Nh =nivel$n,nh = nivel$muestra)
muestra3_b <- poblacionMun[poblacionMun$D==1,][muestraESTMAS,]
sex <- muestra3_b \%>\% group_by(municipio)\%>\% summarise(n=n())
muestra3_b$pik <- nivel$pik[match(muestra3_b$municipio,nivel$municipio)]
#control




muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==0],Nh =nivel2$n,nh = nivel2$muestra)
muestra3_a <- poblacionMun[poblacionMun$D==0,][muestraESTMAS,]







data <- svydesign(id=˜municipio+id,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜NMUNI+NMun,nest = T)
betaMASMAS[i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h)[[1]][1]
seMASMAS[i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h)[[2]][1]
beta3[i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h)[[1]][1]
se3[i] <- RDker(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,















# generate sample data
mu <- c(0, 0)
sigma <- matrix(c(1, 0.8, 0.8, 1), ncol = 2)
poblaciondif <- as.data.frame(mvrnorm(N, mu, sigma))
colnames(poblaciondif) <- c("X", "Y")
# introduce fuzziness
poblaciondif$treatProb <- ifelse(poblaciondif$X< 0, 0.3, 0.8)
poblaciondif$D <- sapply(X = poblaciondif$treatProb, FUN = function(x) rbinom(1, 1, prob = x))
poblaciondif$T_ <- ifelse(poblaciondif$X<0,1,0)
# treatment effect
poblaciondif$Y <- poblaciondif$Y + poblaciondif$D * 2
plot(poblaciondif$X, poblaciondif$Y,
col = c("steelblue", "darkred")[factor(poblaciondif$D)],
pch= 20,
cex = 0.5,
xlim = c(-3, 3),
ylim = c(-3.5, 5),
xlab = "W",
ylab = "Y")
zdata <- rdd_data(poblaciondif$Y, poblaciondif$X,
cutpoint = 0,
z = poblaciondif$D)
frdd_mod <- rdd_reg_lm(rdd_object = zdata,
slope = "same")
frdd_mod




tamanomun <- poblaciondif \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblaciondif$municipio <- ifelse(poblaciondif$municipio\%in\%tamanomun$municipio[tamanomun$n<=2],
↪→ tamanomun$municipio[which.max(tamanomun$n)],poblaciondif$municipio)




nedu <- poblaciondif \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblaciondif <- merge(x=poblaciondif,y=nedu,by=c("NivelEducativo","D"))







# generate sample data
mu <- c(0, 6)
sigma <- matrix(c(1, 0.8, 0.8, 1), ncol = 2)
poblaciondif <- as.data.frame(mvrnorm(N, mu, sigma))
colnames(poblaciondif) <- c("X", "Y")
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# introduce fuzziness
poblaciondif$treatProb <- ifelse(poblaciondif$X< 0, 0.3, 0.8)
poblaciondif$D <- sapply(X = poblaciondif$treatProb, FUN = function(x) rbinom(1, 1, prob = x))
poblaciondif$T_ <- ifelse(poblaciondif$X<0,1,0)
# treatment effect
poblaciondif$Y <- poblaciondif$Y + poblaciondif$D * 10
plot(poblaciondif$X, poblaciondif$Y,
col = c("steelblue", "darkred")[factor(poblaciondif$D)],
pch= 20,
cex = 0.5,
#xlim = c(-3, 3),
#ylim = c(-3.5, 5),
xlab = "W",
ylab = "Y")
zdata <- rdd_data(poblaciondif$Y, poblaciondif$X,
cutpoint = 0,
z = poblaciondif$D)
frdd_mod <- rdd_reg_lm(rdd_object = zdata,
slope = "same")
frdd_mod




tamanomun <- poblaciondif \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblaciondif$municipio <- ifelse(poblaciondif$municipio\%in\%tamanomun$municipio[tamanomun$n<=2],
↪→ tamanomun$municipio[which.max(tamanomun$n)],poblaciondif$municipio)




nedu <- poblaciondif \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblaciondif <- merge(x=poblaciondif,y=nedu,by=c("NivelEducativo","D"))
















muestraMAS <- S.STSI(S = poblaciondif$D,Nh = (poblaciondif\%>\%group_by(D)\%>\% summarise(n=n()))$n, nh =
↪→ c(n,n))
muestra1 <- poblaciondif[muestraMAS,]
muestra1$pik <- ifelse(muestra1$D==1,n/sum(poblaciondif$D==1), n/sum(poblaciondif$D==0))
muestra1$pesos <- 1/muestra1$pik
options(survey.lonely.psu="certainty")
data <- svydesign(id=˜1,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜N)
betaMASdif[i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
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type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2)[[1]][1]
seMASdif[i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2)[[2]][1]
betadif [i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2)[[1]][1]
sedif[i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,






















muestraESTMAS <- S.STSI(S = poblaciondif$NivelEducativo[poblaciondif$D==1],Nh =nivel$n,nh = c(round(n*
↪→ nivel$prop)))
muestra2_b <- poblaciondif[poblaciondif$D==1,][muestraESTMAS,]
sex <- muestra2_b \%>\% group_by(NivelEducativo)\%>\% summarise(n=n())
muestra2_b$pik <- nivel$pik[match(muestra2_b$NivelEducativo,nivel$NivelEducativo)]
#control





muestraESTMAS <- S.STSI(S = poblaciondif$NivelEducativo[poblaciondif$D==0],Nh =nivel2$n,nh = c(round(n*
↪→ nivel2$prop)))
muestra2_a <- poblaciondif[poblaciondif$D==0,][muestraESTMAS,]






data <- svydesign(id=˜1,strata = ˜strata,weights=˜pesos,data=muestra1,fpc=˜NEdu)
betaESTMASdif[i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2)[[1]][1]
seESTMASdif[i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2)[[2]][1]
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beta2dif [i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2)[[1]][1]
se2dif[i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,

















nivel <- poblaciondif \%>\%group_by(municipio) \%>\% summarise(n=n(),prop=n()/length(poblaciondif$D))
muestraMun1 <- S.SI(N = dim(nivel)[1],n =n_mun )
nivelmuestra <- nivel[muestraMun1,]
poblacionMun <- poblaciondif[which(poblaciondif$municipio\%in\%nivelmuestra$municipio),]





muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==1],Nh =nivel$n,nh = nivel$muestra)
muestra3_b <- poblacionMun[poblacionMun$D==1,][muestraESTMAS,]
sex <- muestra3_b \%>\% group_by(municipio)\%>\% summarise(n=n())
muestra3_b$pik <- nivel$pik[match(muestra3_b$municipio,nivel$municipio)]
#control





muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==0],Nh =nivel2$n,nh = nivel2$muestra)
muestra3_a <- poblacionMun[poblacionMun$D==0,][muestraESTMAS,]







data <- svydesign(id=˜municipio+id,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜NMUNI+NMun,nest = T)
betaMASMASdif[i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2)[[1]][1]
seMASMASdif[i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2)[[2]][1]
beta3dif[i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights=NULL, svydesign_ = data,
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vcov_=tipoerror,kernel_=ker,h=h_2)[[1]][1]
se3dif[i] <- RDker(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
















































I Anexo I - Código simulación - polinomios locales
########################################################

















c <- 0 # Umbral definido
Z <- runif(N, -1, 1)
Y <- 3 + 2 * Z + 1.5 * (Z>=c) + rnorm(N)
# construct rdd_data
poblacion <- rdd_data(Y, Z,cutpoint = 0)
poblacion$D <- ifelse(poblacion$x<0,0,1)
# plot the sample data
plot(poblacion$x,poblacion$y,




rdd_mod <- rdd_reg_lm(rdd_object = poblacion,







# impacto de 10





tamanomun <- poblacion \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblacion$municipio <- ifelse(poblacion$municipio\%in\%tamanomun$municipio[tamanomun$n<=4],tamanomun$
↪→ municipio[which.max(tamanomun$n)],poblacion$municipio)




nedu <- poblacion \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblacion <- merge(x=poblacion,y=nedu,by=c("NivelEducativo","D"))






c <- 0 # Umbral definido
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Z <- runif(N, -5, 5)




poblacion <- rdd_data(Y, Z,cutpoint = 0)
poblacion$D <- ifelse(poblacion$x<0,0,1)
# plot the sample data
plot(poblacion$x,poblacion$y,




rdd_mod <- rdd_reg_lm(rdd_object = poblacion,







# impacto de 10





tamanomun <- poblacion \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblacion$municipio <- ifelse(poblacion$municipio\%in\%tamanomun$municipio[tamanomun$n<=4],tamanomun$
↪→ municipio[which.max(tamanomun$n)],poblacion$municipio)




nedu <- poblacion \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblacion <- merge(x=poblacion,y=nedu,by=c("NivelEducativo","D"))




#Rdd <- summary(RDestimate(y˜x|D,data=poblacion,cutpoint = c,kernel = "rectangular",se.type = "HC0"))













muestraMAS <- S.STSI(S = poblacion$D,Nh = (poblacion\%>\%group_by(D)\%>\% summarise(n=n()))$n, nh = c(n,n
↪→ ))
muestra1 <- poblacion[muestraMAS,]
muestra1$pik <- ifelse(muestra1$D==1,n/sum(poblacion$D==1), n/sum(poblacion$D==0))
muestra1$pesos <- 1/muestra1$pik
data <- svydesign(id=˜1,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜N)
options(survey.lonely.psu="certainty")
betaMAS[i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h,q=q)[[1]][1]
seMAS[i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h,q=q)[[2]][1]
beta [i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h,q=q)[[1]][1]
se[i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,






















muestraESTMAS <- S.STSI(S = poblacion$NivelEducativo[poblacion$D==1],Nh =nivel$n,nh = c(round(n*nivel$
↪→ prop)))
muestra2_b <- poblacion[poblacion$D==1,][muestraESTMAS,]
sex <- muestra2_b \%>\% group_by(NivelEducativo)\%>\% summarise(n=n())
muestra2_b$pik <- nivel$pik[match(muestra2_b$NivelEducativo,nivel$NivelEducativo)]
#control





muestraESTMAS <- S.STSI(S = poblacion$NivelEducativo[poblacion$D==0],Nh =nivel2$n,nh = c(round(n*nivel2$
↪→ prop)))
muestra2_a <- poblacion[poblacion$D==0,][muestraESTMAS,]







data <- svydesign(id=˜1,strata = ˜strata,weights=˜pesos,data=muestra1,fpc=˜NEdu)
betaESTMAS[i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h,q=q)[[1]][1]
seESTMAS[i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h,q=q)[[2]][1]
beta2 [i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h,q=q)[[1]][1]
se2[i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,

















nivel <- poblacion \%>\%group_by(municipio) \%>\% summarise(n=n(),prop=n()/length(poblacion$D))
muestraMun1 <- S.SI(N = dim(nivel)[1],n =n_mun )
nivelmuestra <- nivel[muestraMun1,]
poblacionMun <- poblacion[which(poblacion$municipio\%in\%nivelmuestra$municipio),]




muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==1],Nh =nivel$n,nh = nivel$muestra)
muestra3_b <- poblacionMun[poblacionMun$D==1,][muestraESTMAS,]
sex <- muestra3_b \%>\% group_by(municipio)\%>\% summarise(n=n())
muestra3_b$pik <- nivel$pik[match(muestra3_b$municipio,nivel$municipio)]
#control




muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==0],Nh =nivel2$n,nh = nivel2$muestra)
muestra3_a <- poblacionMun[poblacionMun$D==0,][muestraESTMAS,]







data <- svydesign(id=˜municipio+id,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜NMUNI+NMun,nest = T)
betaMASMAS[i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
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vcov_=tipoerror,kernel_=ker,h=h,q=q)[[1]][1]
seMASMAS[i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h,q=q)[[2]][1]
beta3[i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,
type = "sharp", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h,q=q)[[1]][1]
se3[i] <- RDpol(D = muestra1$D, Z = muestra1$x, Y = muestra1$y, c = 0,














# generate sample data
mu <- c(0, 0)
sigma <- matrix(c(1, 0.8, 0.8, 1), ncol = 2)
poblaciondif <- as.data.frame(mvrnorm(N, mu, sigma))
colnames(poblaciondif) <- c("X", "Y")
# introduce fuzziness
poblaciondif$treatProb <- ifelse(poblaciondif$X< 0, 0.3, 0.8)
poblaciondif$D <- sapply(X = poblaciondif$treatProb, FUN = function(x) rbinom(1, 1, prob = x))
poblaciondif$T_ <- ifelse(poblaciondif$X<0,1,0)
# treatment effect
poblaciondif$Y <- poblaciondif$Y + poblaciondif$D * 2
plot(poblaciondif$X, poblaciondif$Y,
col = c("steelblue", "darkred")[factor(poblaciondif$D)],
pch= 20,
cex = 0.5,
xlim = c(-3, 3),
ylim = c(-3.5, 5),
xlab = "W",
ylab = "Y")
zdata <- rdd_data(poblaciondif$Y, poblaciondif$X,
cutpoint = 0,
z = poblaciondif$D)
frdd_mod <- rdd_reg_lm(rdd_object = zdata,
slope = "same")
frdd_mod












nedu <- poblaciondif \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblaciondif <- merge(x=poblaciondif,y=nedu,by=c("NivelEducativo","D"))







# generate sample data
mu <- c(0, 6)
sigma <- matrix(c(1, 0.8, 0.8, 1), ncol = 2)
poblaciondif <- as.data.frame(mvrnorm(N, mu, sigma))
colnames(poblaciondif) <- c("X", "Y")
# introduce fuzziness
poblaciondif$treatProb <- ifelse(poblaciondif$X< 0, 0.3, 0.8)
poblaciondif$D <- sapply(X = poblaciondif$treatProb, FUN = function(x) rbinom(1, 1, prob = x))
poblaciondif$T_ <- ifelse(poblaciondif$X<0,1,0)
# treatment effect
poblaciondif$Y <- poblaciondif$Y + poblaciondif$D * 10
plot(poblaciondif$X, poblaciondif$Y,
col = c("steelblue", "darkred")[factor(poblaciondif$D)],
pch= 20,
cex = 0.5,
#xlim = c(-3, 3),
#ylim = c(-3.5, 5),
xlab = "W",
ylab = "Y")
zdata <- rdd_data(poblaciondif$Y, poblaciondif$X,
cutpoint = 0,
z = poblaciondif$D)
frdd_mod <- rdd_reg_lm(rdd_object = zdata,
slope = "same")
frdd_mod




tamanomun <- poblaciondif \%>\% group_by(municipio,D) \%>\% summarise(n=n())
poblaciondif$municipio <- ifelse(poblaciondif$municipio\%in\%tamanomun$municipio[tamanomun$n<=2],
↪→ tamanomun$municipio[which.max(tamanomun$n)],poblaciondif$municipio)




nedu <- poblaciondif \%>\% group_by(NivelEducativo,D) \%>\% summarise(NEdu=n())
poblaciondif <- merge(x=poblaciondif,y=nedu,by=c("NivelEducativo","D"))

















muestraMAS <- S.STSI(S = poblaciondif$D,Nh = (poblaciondif\%>\%group_by(D)\%>\% summarise(n=n()))$n, nh =
↪→ c(n,n))
muestra1 <- poblaciondif[muestraMAS,]
muestra1$pik <- ifelse(muestra1$D==1,n/sum(poblaciondif$D==1), n/sum(poblaciondif$D==0))
muestra1$pesos <- 1/muestra1$pik
options(survey.lonely.psu="certainty")
data <- svydesign(id=˜1,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜N)
betaMASdif[i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2,q=q)[[1]][1]
seMASdif[i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2,q=q)[[2]][1]
betadif [i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2,q=q)[[1]][1]
sedif[i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,






















muestraESTMAS <- S.STSI(S = poblaciondif$NivelEducativo[poblaciondif$D==1],Nh =nivel$n,nh = c(round(n*
↪→ nivel$prop)))
muestra2_b <- poblaciondif[poblaciondif$D==1,][muestraESTMAS,]
sex <- muestra2_b \%>\% group_by(NivelEducativo)\%>\% summarise(n=n())
muestra2_b$pik <- nivel$pik[match(muestra2_b$NivelEducativo,nivel$NivelEducativo)]
#control






muestraESTMAS <- S.STSI(S = poblaciondif$NivelEducativo[poblaciondif$D==0],Nh =nivel2$n,nh = c(round(n*
↪→ nivel2$prop)))
muestra2_a <- poblaciondif[poblaciondif$D==0,][muestraESTMAS,]






data <- svydesign(id=˜1,strata = ˜strata,weights=˜pesos,data=muestra1,fpc=˜NEdu)
betaESTMASdif[i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2,q=q)[[1]][1]
seESTMASdif[i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2,q=q)[[2]][1]
beta2dif [i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2,q=q)[[1]][1]
se2dif[i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,

















nivel <- poblaciondif \%>\%group_by(municipio) \%>\% summarise(n=n(),prop=n()/length(poblaciondif$D))
muestraMun1 <- S.SI(N = dim(nivel)[1],n =n_mun )
nivelmuestra <- nivel[muestraMun1,]
poblacionMun <- poblaciondif[which(poblaciondif$municipio\%in\%nivelmuestra$municipio),]




muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==1],Nh =nivel$n,nh = nivel$muestra)
muestra3_b <- poblacionMun[poblacionMun$D==1,][muestraESTMAS,]
sex <- muestra3_b \%>\% group_by(municipio)\%>\% summarise(n=n())
muestra3_b$pik <- nivel$pik[match(muestra3_b$municipio,nivel$municipio)]
#control




muestraESTMAS <- S.STSI(S = poblacionMun$municipio[poblacionMun$D==0],Nh =nivel2$n,nh = nivel2$muestra)
muestra3_a <- poblacionMun[poblacionMun$D==0,][muestraESTMAS,]
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data <- svydesign(id=˜municipio+id,strata = ˜D,weights=˜pesos,data=muestra1,fpc=˜NMUNI+NMun,nest = T)
betaMASMASdif[i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2,q=q)[[1]][1]
seMASMASdif[i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights = muestra1$pesos, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2,q=q)[[2]][1]
beta3dif[i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
type = "fuzzy", TreatLeft = F, weights=NULL, svydesign_ = data,
vcov_=tipoerror,kernel_=ker,h=h_2,q=q)[[1]][1]
se3dif[i] <- RDpol(D = muestra1$D, Z = muestra1$X, Y = muestra1$Y, c = 0,
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