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Abstract
Let G be a homogeneous group, X1,X2, . . . ,Xp0 be left invariant real vector fields of homogeneous of
degree one and generate the Lie algebra on G. We consider the following sub-Laplace equation:
−
p0∑
j=1
X2j u(x) = f (x), x ∈ G.
By establishing the higher order derivatives estimates for the strong solutions of the above equation in
Sobolev and Hölder spaces and using high order Poincaré inequalities proved by W.S. Cohn, G. Lu and
P. Wang (2007) [5], we obtain the global higher order Orlicz estimates.
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1. Introduction and main results
Let G be a homogeneous group, X1,X2, . . . ,Xp0 form a system of C∞ real vector fields
defined in RN(p0  N), which are left invariant with respect to the left translations on
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{X1,X2, . . . ,Xp0}, moreover, is a basis of the first layer of the Lie algebra of G, which is
nilpotent, stratified and everywhere of rank N . For every multi-index α = {α1, . . . , αk} with
αi ∈N, 1 αi  p0, i = 1, . . . , k, we denote
Xα =
[
Xαk ,
[
Xαk−1 , . . . , [Xα2,Xα1 ] . . .
]]
,
and |α| = k. A clear fact is that X1,X2, . . . ,Xp0 satisfy Hörmander’s condition, i.e., there exists
some positive integer s such that {Xα}|α|s spans the tangent space at each point of RN .
Our aim is to check regularity in Orlicz spaces for solutions of the following sub-Laplace
equation
Lu(x) = f (x), x ∈ G, (1.1)
where Lu(x) = −∑p0j=1 X2j u(x). Orlicz spaces have been enormously studied as a generalization
of Lp spaces since they were introduced by Orlicz [11] (see [1,9,10,16]). The theory of Orlicz
spaces plays a crucial role in a very wide range of areas (see [12]). In the Orlicz space, a lot of
work about regularity theory of elliptic equations were made in [9,15,2]. Criteria of weighted
inequalities in Orlicz classes for maximal functions defined on homogeneous type space were
derived by Gogatishvili and Kokilashvili in [7]. But there are few papers to discuss the Orlicz
estimate for sub-elliptic equations on homogeneous groups. Here for convenience, we will give
some definitions of general Orlicz spaces. Denote by Φ the function class that consists of all
functions φ : [0,∞) → [0,∞) which are increasing and convex.
Definition 1.1. A function φ ∈ Φ is said to be a Young function if
lim
t→0+
φ(t)
t
= lim
t→+∞
t
φ(t)
= 0.
Definition 1.2. A Young function φ ∈ Φ is said to satisfy the global ∇2 condition, denoted by
φ ∈ ∇2, if there exists a number a > 1 such that for every t > 0,
φ(t) φ(at)
2a
.
Definition 1.3. A Young function φ ∈ Φ is said to satisfy the global 2 condition, denoted by
φ ∈ 2, if there exists a positive constant K such that for every t > 0,
φ(2t)Kφ(t). (1.2)
Lemma 1.1. (See [3].) Let φ be a Young function. Then φ ∈ ∇2 ∩ 2 if and only if there exist
constants A2 A1 > 0 and α1  α2 > 1 such that for any 0 < s  t ,
A1
(
s
t
)α1
 φ(s)
φ(t)
A2
(
s
t
)α2
. (1.3)
Moreover the condition (1.2) implies that for 0 < θ1  1 θ2 < ∞,
φ(θ1t)A2θα21 φ(t) and φ(θ2t)A
−1
1 θ
α1
2 φ(t). (1.4)
The simplest examples for functions φ(t) satisfying the 2 ∩∇2 condition are power functions
φ(t) = tp with p > 1. Moreover, we remark that the 2 ∩∇2 condition makes the function grow
moderately. For instance, φ(t) = |t |p(1 + | log |t ||) ∈ 2 ∩ ∇2 for p > 1.
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the measurable functions g satisfying∫
G
φ
(|g|)dx < ∞,
and the Orlicz space Lφ(G) is the linear hull of Kφ(G). In this class we consider the following
analog to the Luxembourg norm
‖u‖φ = inf
{
k > 0:
∫
G
φ
( |u(x)|
k
)
dx  1
}
. (1.5)
In general, Kφ ⊂ Lφ . However, if φ satisfies the global 2 condition, then Kφ = Lφ . More-
over, we note form [15] that if g ∈ Lφ(G), then ∫
G
φ(|g|) dx can be rewritten in an integral form
as ∫
G
φ
(|g|)dx =
∞∫
0
∣∣{x ∈ G: |g| > λ}∣∣d[φ(λ)]. (1.6)
Lemma 1.2. (See [3].) Let U be a bounded domain in G and φ ∈ ∇2 ∩2. Then
Lα1(U) ⊂ Lφ(U) ⊂ Lα2(U) ⊂ L1(U),
where α1  α2 > 1 as in Lemma 1.1.
Let p ∈ [1,∞], we use the following simplified notations
‖Du‖Lp(G) =
p0∑
j=1
‖Xju‖Lp(G),
∥∥D2u∥∥
Lp(G)
=
p0∑
i,j=1
‖XiXju‖Lp(G),
and, for any integer m> 2, set∥∥Dmu∥∥
Lp(G)
=
∑
‖Xj1 · · ·Xjlu‖Lp(G),
where the sum is taken over all monomials Xj1 · · ·Xjl homogeneous of degree m. Similarly, we
can define ‖Dmu‖φ for any positive integer m.
Definition 1.5. A Sobolev space Sm,p(G) is the collection of all Lp(G) functions such that
‖u‖Sm,p(G) =
m∑
h=0
∥∥Dhu∥∥
Lp(G)
is finite; we define the Hölder spaces Λm,α(G), for α ∈ (0,1) and the nonnegative integer m,
setting
|u|Λα(G) = sup |u(x)− u(y)|
d(x, y)αx 
=y
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‖u‖Λm,α(G) =
∣∣Dmu∣∣
Λα(G)
+
m∑
j=0
∥∥Dju∥∥
L∞(G),
where d(x, y) will be given (2.1) bellow.
Definition 1.6. Let φ be a Young function. The Orlicz–Sobolev space Sm,φ(G) consists of those
functions u in Lφ(G) whose derivatives Dhu also belong to Lφ(G) for all 0 < hm such that
‖u‖Sm,φ(G) =
m∑
h=0
∥∥Dhu∥∥
φ
is finite.
As in the case of ordinary Sobolev spaces, Sm,φ0 (G) is taken to be the closure of C
∞
0 (G) in
Sm,φ(G).
In this paper, the higher order derivative estimates for the strong solutions to Eq. (1.1)
in Sobolev and Hölder spaces are established. By using singular integrals theory, high order
Poincaré inequalities in stratified Lie groups, the same techniques in [14,15] and an approxima-
tion argument, we obtain the global higher order Orlicz estimates for (1.1). The main result is as
follows:
Theorem 1.1. Assume that φ ∈ 2 ∩ ∇2, and for every nonnegative integer k with k + 2 < Q,
f ∈ Sk,φ0 (G). Then there exists a solution Dk+2u ∈ L1loc(G) of (1.1) with the estimate:∫
G
φ
(∣∣Dk+2u∣∣)dx  c ∫
G
φ
(∣∣Dkf ∣∣)dx, (1.7)
where Q is given in (2.3) and c is a positive constant.
Since the power functions φ(t) = tp with p > 1 satisfying 2 ∩ ∇2 condition, it is easy to
obtain the following result.
Corollary 1.1. For every nonnegative integer k with k + 2 <Q and f ∈ Sk,p0 (G) (p > 1), there
exists a solution Dk+2u ∈ L1loc(G) of (1.1) such that∫
G
∣∣Dk+2u∣∣p dx  c ∫
G
∣∣Dkf ∣∣p dx,
where c is a positive constant.
Recall that for the Laplace equation −u(x) = f (x), x ∈ RN , the authors in [15] discussed
the second order global Orlicz estimates. Since RN is a special Carnot group, our result is the
generalization of [15].
The paper is organized as follows. In Section 2, we introduce some knowledge with respect
to homogeneous groups. Some properties of fundamental solutions, Sobolev and higher order
Hölder estimates for a class of integral equations are presented, respectively in Section 3. We
derive several lemmas which will be used later in Section 4. Section 5 is devoted to the proof of
Theorem 1.1.
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Given a pair of mappings:[
(x, y) → x ◦ y] :RN ×RN →RN, [x → x−1] :RN →RN
which are smooth. RN together with these mappings forms a group with the identity being the
origin. Next, assume that there exist 0 <ω1  ω2  · · · ωN, such that the dilation
D(
) : (x1, . . . , xN) →
(

ω1x1, . . . , 

ωN xN
)
is a group automorphism, for all 
 > 0. The spaceRN with this structure is called a homogeneous
group and denoted by G.
A homogeneous norm ‖ · ‖ on G is defined as follows. For any x ∈ G\{0}, set
‖x‖ = ρ ⇔ ∣∣D(1/ρ)x∣∣= 1,
where | · | denotes the Euclidean norm, and also let ‖0‖ = 0. Then
(i) ‖D(
)x‖ = 
‖x‖, for every x ∈ G, 
 > 0;
(ii) there exist c1, c2  1 such that for every x, y ∈ G,∥∥x−1∥∥ c1‖x‖,
‖x ◦ y‖ c2
(‖x‖ + ‖y‖).
In view of the above properties, it is natural to define the quasidistance d by
d(x, y) = ∥∥y−1 ◦ x∥∥. (2.1)
We denote the ball with respect to d by
Br(x) =
{
y ∈ G: d(x, y) < r}.
Note that B(0, r) = D(r)B(0,1) and∣∣B(x, r)∣∣= rQ∣∣B(0,1)∣∣, (2.2)
where x ∈ G, r > 0 and
Q = ω1 + · · · +ωN, (2.3)
which is called the homogeneous dimension of G. By (2.2), the doubling is valid, i.e.,∣∣B(x,2r)∣∣ c∣∣B(x, r)∣∣, x ∈ G, r > 0
and therefore (G,dx, d) is a space of homogeneous type.
3. Higher estimates of a class of singular integral equation
In this section, we establish the higher order derivative estimates for the strong solutions of
Eq. (1.1) in Sobolev and Hölder spaces.
Let us first recall some known results. First of all, define the convolution or two functions on
G by
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∫
G
f
(
x ◦ y−1)g(y)dy = ∫
G
g
(
y−1 ◦ x)f (y)dy,
for every couple of functions for which the above integrals make sense. From this definition we
read that if P is any left invariant differential operator, then
P(f ∗ g) = f ∗ Pg,
provided the integrals converge. Note that the G is in general not abelian, we cannot write f ∗
Pg = Pf ∗ g. But if PR is the right invariant vector field which agree with P at the origin, then
(see [13])
Pf ∗ g = f ∗ PRg, PR(f ∗ g) = (PRf ) ∗ g.
Lemma 3.1. (See [4].) There is a unique fundamental solution Γ for L such that:
(a) Γ ∈ C∞(G\{0});
(b) Γ is homogeneous of degree (2 −Q);
(c) for every distribution τ ,
L(τ ∗ Γ ) = (Lτ) ∗ Γ = τ.
Remark 3.1. The transpose LT of L is also left invariant and hypoelliptic (see [4]). From [6], it
follows that the fundamental solution of LT is
Γ T (z) = Γ (z−1).
Lemma 3.2. (See [6,4].) Let Kh be a kernel in C∞(G\{0}) and homogeneous of degree h − Q,
for some integer h with 0 < h<Q; let Th be the operator
Thf = f ∗Kh
and Ph a left invariant differential operator of homogeneous of degree h. Then we have
(i) the representation formula is true:
PhThf = P.V .
(
f ∗ PhKh
)+ αf,
where α is a constant depending on Ph and Kh;
(ii) the function PhKh is C∞ in G\{0} and homogeneous of degree −Q, and satisfies the
vanishing property:∫
r<‖z‖<R
PhKh(z) dz =
∫
‖z‖=1
PhKh(z) dσ (z) = 0, 0 < r < R < ∞;
(iii) the singular integral operator
f → P.V .(f ∗ PhKh)
is continuous on Lp(G) for 1 <p < ∞.
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Xi = ∂
∂xi
+
N∑
k=i+1
qki (x)
∂
∂xk
,
XRi =
∂
∂xi
+
N∑
k=i+1
q˜ki (x)
∂
∂xk
,
where qki (x), q˜
k
i (x) are polynomials, homogeneous of degree ωk − ωi . From the above expres-
sions we find
Xi =
N∑
k=i
cki (x)X
R
k ,
where cki (x) are polynomials of homogeneous of degree ωk − ωi . In particular, since
ωk −ωi < ωk , it sees that cki (x) does not depend on xh for h  k and therefore commutes
with XRk , that is
Xiu =
N∑
k=i
XRk
(
cki (x)u
)
for every test function u.
In the following, we will consider the integral equation
u(x) =
∫
G
Γ
(
y−1 ◦ x)f0(y) dy. (3.1)
Lemma 3.3. Let f0 ∈ C∞0 (RN), then u defined by (3.1) satisfies the equation
Lu(x) = f0(x), x ∈ G. (3.2)
Proof. By the Fubini theorem and Remark 3.1,∫
G
Lu(x)φ(x) dx =
∫
G
u(x)LT φ(x)dx
=
∫
G
(∫
G
Γ
(
y−1 ◦ x)f0(y) dy
)
LT φ(x)dx
=
∫
G
(∫
G
Γ
(
y−1 ◦ x)LT φ(x)dx)f0(y) dy
=
∫
G
(∫
G
Γ T
(
x−1 ◦ y)LT φ(x)dx)f0(y) dy
=
∫
G
f0(x)φ(x) dx,
for any φ ∈ C∞0 (G). Therefore, u satisfies (3.2). 
X. Feng, P. Niu / Bull. Sci. math. 136 (2012) 648–665 655Lemma 3.4. Let f0 ∈ C∞0 (G). For every p ∈ (1,∞), there exists a constant c > 0, such that for
every nonnegative integer m, one has∥∥Dm+2u∥∥
Lp(G)
 c
∥∥Dmf0∥∥Lp(G). (3.3)
Proof. Recall that XRi (i = 1, . . . ,N) are the right invariant vector fields which agree with Xi at
the origin. Since XR1 , . . . ,X
R
p0 generate the Lie algebra of right invariant vector fields, we can
write that for every k > p0,
XRk =
∑
1ijp0
νi1...iωk X
R
i1
XRi2 · · ·XRiωk
for suitable constants νi1...iωk depending only on G.
By using the iterate method, we have that for every positive integer m and any left invariant
differential monomial homogeneous of degree m (see [4]),
Pmu(x) =
∫
G
p0∑
i1,i2,...,im
Γ i1,i2,...,im
(
y−1 ◦ x)Xi1 . . .Ximf0(y) dy,
where the kernels Γ i1,i2,...,im(·) satisfy properties (a)–(c) in Lemma 3.1.
By Lemma 3.2, we have
Pm+2u(x) = P.V .
∫
G
p0∑
i1,i2,...,im
P 2Γ i1,i2,...,im
(
y−1 ◦ x)Xi1 . . .Ximf0(y) dy
+
p0∑
i1,i2,...,im
αi1,i2,...,imXi1 . . .Ximf0(y),
and ∥∥Pm+2u∥∥
Lp(G)
 c
∥∥Pmf0∥∥Lp(G).
Therefore, (3.3) holds. 
Lemma 3.5. For every p ∈ (1,∞), there exists a constant c > 0 such that for every u ∈ C∞0 (G)
and nonnegative integer m, it holds∥∥Dm+2u∥∥
Lp(G)
 c
∥∥DmLu∥∥
Lp(G)
. (3.4)
Proof. According to Lemma 3.1, we have
u(x) =
∫
G
Γ
(
y−1 ◦ x)Lu(y)dy.
By using the analogous procedure in the proof of Lemma 3.4, (3.4) is easily obtained. 
Lemma 3.6. (See [4].) For any σ ∈ (0,1), r > 0 and the positive integer k, there exists ϕ ∈
C∞(G), with the following properties:0
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σ j−1(1 − σ)j rj , 1 j  k,
where c is a positive constant, P j is any left invariant differential monomial homogeneous of
degree j .
Lemma 3.7. (See [4].) For any u ∈ SH,p(Br) (p ∈ [1,∞), H  2, r > 0), denote
Φh = sup
1
2 <σ<1
(
(1 − σ)hrh∥∥Dhu∥∥
Lp(Brσ )
)
, h = 0,1, . . . ,H.
Then for every integer j with 1 j H − 1, there exist positive constants c, δ0 depending on
G,j,H such that for every δ ∈ (0, δ0) we have
Φj  δΦH + c
δj/(H−j)
Φ0. (3.5)
Lemma 3.8. (See [4].) Let Ω be a bounded domain of G. If u ∈ Sm,p(Ω) (1 < p < ∞, m 1)
and ϕ ∈ C∞0 (Ω), then uϕ ∈ Sm,p0 (Ω).
Lemma 3.9. Let Ω be a bounded domain of G and Ω ′ Ω . For 1 < p < ∞, if u ∈ Sm+2,p(Ω)
is a solution of the equation Lu = f and f ∈ Sm,p(Ω), then there exists a positive constant c
such that for any nonnegative integer m,
‖u‖Sm+2,p(Ω ′)  c
{∥∥Dmf ∥∥
Lp(Ω)
+ ‖u‖Lp(Ω)
}
. (3.6)
Proof. Let u ∈ Sm+2,p(Ω) and Br ⊂ Ω with r small enough so that (3.4) holds for every func-
tion in Sm+2,p0 (Br). For any σ ∈ ( 12 ,1), pick a cutoff function ϕ ∈ C∞0 (G) with Bσr ≺ ϕ ≺
Bσ ′r (σ ′ = (1 + σ)/2). Applying uϕ to (3.4) and multiplying both sides with (1 − σ)k+2rk+2,
we get
(1 − σ)m+2rm+2∥∥Dm+2u∥∥
Lp(Brσ )
 c
{
(1 − σ)m+2rm+2∥∥DmLu∥∥
Lp(Brσ ′ )
+
m+1∑
h=0
(1 − σ)hrh∥∥Dhu∥∥
Lp(Brσ ′ )
}
.
It follows from Lemma 3.7 that
Φm+2  c
{
(1 − σ)m+2rm+2∥∥DmLu∥∥
Lp(Brσ ′ )
+
m+1∑
h=0
Φh
}
.
Consequently,
m+2∑
h=0
Φh  c
{
rm+2
∥∥DmLu∥∥
Lp(Brσ ′ )
+
m+1∑
h=0
Φh
}
.
By Lemma 3.7,
m+2∑
Φh  c
{
rm+2
∥∥DmLu∥∥
Lp(Brσ ′ )
+Φ0
}
.h=0
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‖u‖Sm+2,p(Br/2)  c
{∥∥DmLu∥∥
Lp(Br )
+ ‖u‖Lp(Br )
}
.
By a covering argument, it follows (3.6). 
Lemma 3.10. (See [4].) Let u ∈ S2,p0 (Br) for some r > 0. Then
(a) if 1 <p < Q2 and 1p∗ = 1p − 2Q , then
‖u‖Lp∗ (Br )  c(p,G)
∥∥D2u∥∥
Lp(Br )
;
(b) if Q2 <p <Q and β = 2 − Qp , then
‖u‖Λβ(Br )  c(p,G, r)
∥∥D2u∥∥
Lp(Br )
.
Lemma 3.11. Let Ω be a bounded domain of G and Ω ′ Ω . If u ∈ Sm+2,p(Ω) is a solution
of the equation Lu = f and Dmf ∈ Ls(Ω) for some nonnegative integer m, 1 < p < ∞ and
s >Q/2, then
‖u‖Λm,α(Ω ′)  c
{∥∥Dmf ∥∥
Lγ (Ω)
+ ‖u‖Lp(Ω)
}
, (3.7)
where γ = max(p, s), α ∈ (0,1), c is a positive constant.
Proof. Let u ∈ Sm+2,p(B2r ) be a solution to Lu = f in a ball B2r , with Dmf ∈ Ls(B2r ) for
some s >Q/2. It is enough to prove (3.7) for p, s <Q.
Let ϕ be a cutoff function with Br/2 ≺ ϕ ≺ Br . By Lemma 3.8, uϕ ∈ Sm+2,p0 (Br). If p >Q/2,
then applying Lemma 3.10(b) to Dmu shows u ∈ Λm,α(Br/2); if p  Q/2 (we can assume
p < Q/2), then noting uϕ ∈ S2,p0 (Br) and Lemma 3.10(a), it follows uϕ ∈ Lp
∗
(Br), and
u ∈ Lp∗(Br/2).
Now we deal with the cases p∗ < s and p∗  s. In the one hand, assume p∗ < s. Then
u ∈ Sm+2,p∗(Br/4) by Lemma 3.9. Hence, we can fix ϕ1 with Br/8 ≺ ϕ1 ≺ Br/4 and repeat the
argument to show u ∈ Sm+2,p∗∗(Br/16) (p∗∗ > p∗), and so on. After a number k of iterations
depending only on p,Q, we find u ∈ Sm+2,p¯(Br/4k ) for some p¯ > Q/2. Therefore, by applying
Lemma 3.10(b) to Dmu, it derives u ∈ Λm,α(Br/22k+1) for some α ∈ (0,1).
In the other hand, assuming p∗  s, Lemma 3.10(a) implies that u ∈ Sm+2,s(Br/4). Since
s >Q/2, by Lemma 3.10(b), it has u ∈ Λm,α(Br/8) for some α ∈ (0,1).
Summing up these cases, it follows from Lemma 3.9 that for some suitable integer R,
‖u‖Λm,α(Br/R)  c
{∥∥Dmf ∥∥
Ls(B2r )
+ ‖u‖Sm+2,p((B2r ))
}
 c
{∥∥Dmf ∥∥
Ls(B2r )
+ ∥∥Dmf ∥∥
Ls(B4r )
+ ‖u‖Lp((B4r ))
}
.
By a covering argument, we get (3.7). 
4. Some lemmas
In this section, for convenience, we consider (3.2) for f0 ∈ C∞0 (G), and assume that u in (3.1)
is a solution of (3.2). Then we have by Lemma 3.4 that
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∫
G
∣∣Dk+2u∣∣α1 dx  c ∫
G
∣∣Dkf0∣∣α1 dx,
∫
G
∣∣Dk+2u∣∣α2 dx  c ∫
G
∣∣Dkf0∣∣α2 dx,
where α1 and α2 are defined in (1.3) and (1.4). Therefore, it follows from the above inequality,∫
G
φ
(∣∣Dk+2u∣∣)dx = ∫
{|Dk+2u|1}
φ
(∣∣Dk+2u∣∣)dx + ∫
{|Dk+2u|<1}
φ
(∣∣Dk+2u∣∣)dx
Kφ(1)
∫
G
∣∣Dk+2u∣∣α1 dx + 2aφ(1)∫
G
∣∣Dk+2u∣∣α2 dx
 c
(∫
G
∣∣Dkf0∣∣α1 dx +
∫
G
∣∣Dkf0∣∣α2 dx
)
 c.
Let p = (1 + α2)/2 > 1 and denote
λ
p
0 =
∫
G
∣∣Dk+2u∣∣p dx +Mp ∫
G
∣∣Dkf0∣∣p dx, (4.1)
where M > 1 is a large enough constant to be determined later. Set
uλ = u/(λ0λ), fλ = f0/(λ0λ) (4.2)
for any λ > 0. Then uλ still the solution of (1.1) with fλ replacing f . Moreover, for any ball B
in G we write
Jλ[B] = 1|B|
(∫
B
∣∣Dk+2uλ∣∣p dx +Mp
∫
B
∣∣Dkfλ∣∣p dx
)
and
Eλ(1) =
{
x ∈ G: ∣∣Dk+2uλ∣∣> 1}.
Since |Dk+2uλ| 1 for x ∈ G\Eλ(1), we focus our attention on the level set Eλ(1).
We simply give the proof of the following two lemmas with a similar method in [15].
Lemma 4.1. For any λ > 0, there exists a family of disjoint balls {Bρi (xi)}i1 with xi ∈ Eλ(1)
and ρi = ρ(xi, λ) > 0 such that
Jλ
[
Bρi (xi)
]= 1, Jλ[Bρ(xi)]< 1, for any ρ > ρi, (4.3)
and
Eλ(1) ⊂
⋃
i1
B5ρi (xi)∪ negligible set. (4.4)
Proof. Fix x ∈ G and ρ  ρ0 > 0 with λp|Bρ0 | = 1. Then it follows from (4.1) that
Jλ
[
Bρ(x)
]
 1|Bρ(x)|
(∫ ∣∣Dk+2uλ∣∣p dx +Mp
∫ ∣∣Dkfλ∣∣p dx
)
= 1|Bρ(x)|λp  1.G G
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sup
x∈G
sup
ρρ0
Jλ
[
Bρ(x)
]
 1. (4.5)
For a.e. x ∈ Eλ(1), we get by Lebesgue’s differentiation theorem that
lim
ρ→0Jλ
[
Bρ(x)
]
> 1,
which implies that there exists some ρ > 0 satisfying
Jλ
[
Bρ(x)
]
> 1.
Note that from (4.5) one can select ρx ∈ (0, ρ0] such that
Jλ
[
Bρx (x)
]= 1, Jλ[Bρ(x)]< 1, for any ρ > ρx.
Therefore, applying Vitali’s Covering Theorem (see [8]), we find a family of disjoint balls
{Bρi (xi)}i1 such that (4.3) and (4.4) hold. 
Lemma 4.2. Under the same hypotheses in Lemma 4.1, we have
∣∣Bρi (xi)∣∣ 2p−12p−1 − 1
( ∫
{x∈Bρi (xi ): |Dk+2uλ|>1/2}
∣∣Dk+2uλ∣∣p dx
+Mp
∫
{x∈Bρi (xi ): |fλ|>1/(2M)}
∣∣Dkfλ∣∣p dx
)
. (4.6)
Proof. It follows from (4.3) that∣∣Bρi (xi)∣∣=
∫
Bρi (xi )
∣∣Dk+2uλ∣∣p dx +Mp
∫
Bρi (xi )
∣∣Dkfλ∣∣p dx.
Hence,∣∣Bρi (xi)∣∣
∫
{x∈Bρi (xi ): |Dk+2uλ|>1/2}
∣∣Dk+2uλ∣∣p dx + (1/2)p∣∣Bρi (xi)∣∣
+Mp
∫
{x∈Bρi (xi ): |Dkfλ|>1/(2M)}
∣∣Dkfλ∣∣p dx + (1/2)p∣∣Bρi (xi)∣∣.
Therefore, we obtain (4.6). 
By applying the analogous method in [15], one can prove the following lemma.
Lemma 4.3. If φ ∈ Φ satisfies the global 2 ∩ ∇2 condition, then for any b1, b2 > 0 and g ∈
Lφ(G) we have
∞∫
0
1
μp
( ∫
{x∈G: |g|>b1μ}
|g|p dx
)
d
[
φ(b2μ)
]
 C(b1, b2, φ)
∫
G
φ
(|g|)dx,
where 1 <p < α2.
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In order to prove our main result, we first present some lemmas.
Lemma 5.1. (See [5].) Let m be a positive integer, p  1, u ∈ Sm,p(Br) and Pm denote the set
of polynomials of homogeneous degree less than m. Then there exists a polynomial P ∈Pm such
that for any integer j with 0 j < m,(
1
|Br |
∫
Br
∣∣Dj(u− P)(x)∣∣qmj dx)1/qmj  crm−j( 1|Br |
∫
Br
∣∣Dmu(x)∣∣p dx)1/p (5.1)
for all 1 p < Q
m−j , qmj = pQQ−(m−j)p , where c is independent of Br and u.
Lemma 5.2. Let φ ∈ 2 ∩∇2. Assume that u in (3.1) is a solution of (3.2). Then for f0 ∈ C∞0 (G),
there exists a positive constant c such that∫
G
φ
(∣∣Dk+2u∣∣)dx  c ∫
G
φ
(∣∣Dkf0∣∣)dx. (5.2)
Proof. Fix i  1. In view of Lemma 4.1, we obtain
1
|B10ρi (xi)|
∫
B10ρi (xi )
∣∣Dk+2uλ∣∣p dx  1, and
1
|B10ρi (xi)|
∫
B10ρi (xi )
∣∣Dkfλ∣∣p dx  1
Mp
. (5.3)
Now let v be a solution of⎧⎪⎨
⎪⎩
−
p0∑
i=1
X2i v = 0, in B10ρi (xi),
v = uλ, on ∂B10ρi (xi).
Set w = uλ − v. Then w = 0 on ∂B10ρi (xi), thus, we can denote
w˜(x) =
{
w(x), if x ∈ B10ρi (xi),
0, otherwise.
Note that w˜ is a distribution function, by Lemma 3.1,
w˜(x) =
∫
G
Γ
(
y−1 ◦ x)Lw˜(y)dy.
Hence, for x ∈ B10ρi (xi), we have
w(x) =
∫
B (x )
Γ
(
y−1 ◦ x)Lw(y)dy = ∫
B (x )
Γ
(
y−1 ◦ x)fλ(y) dy10ρi i 10ρi i
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and (5.3),∫
B10ρi (xi )
∣∣Dk+2w∣∣p dx  c ∫
B10ρi (xi )
∣∣Dkfλ∣∣p dx  c|B10ρi (xi)|
Mp
. (5.4)
Consequently, we conclude from (5.4) that∫
B10ρi (xi )
∣∣Dk+2v∣∣p dx  2p−1( ∫
B10ρi (xi )
∣∣Dk+2w∣∣p dx + ∫
B10ρi (xi )
∣∣Dk+2uλ∣∣p dx
)
 c
∣∣B10ρi (xi)∣∣. (5.5)
According to Lemma 3.11 and Lemma 5.1, we have
sup
B5ρi (xi )
∣∣Dk+2v∣∣N1, (5.6)
where N1 is independent of v.
In fact, let us choose m = k + 2 and P ∈ Pk+2 such that (5.1) holds in Lemma 5.1. Hence,
ϑ = v−P satisfies the equation Lϑ = −LP in B10ρi (xi). Noting ϑ ∈ C∞(B10ρi (xi)), and using
Lemma 3.11 for m = k + 2 and B5ρi (xi) = Ω ′ Ω = B10ρi (xi), it follows
‖ϑ‖Λk+2,α(B5ρi (xi ))  c
{∥∥Dk+2Lϑ∥∥
Lγ (B10ρi (xi ))
+ ‖ϑ‖Lp(B10ρi (xi ))
}
, (5.7)
since P ∈ Pk+2, Dk+2Lϑ = 0, using (5.10) with j = 0, we have for any p (1 p < Qk+2 ), there
exists qm0 = pQ(Q−k−2)p (note p < qm0) such that( ∫
B10ρi (xi )
∣∣(v − P)(x)∣∣pdx)1/p  c(10ρi)k+2
( ∫
B10ρi (xi )
∣∣Dk+2v(x)∣∣p dx)1/p. (5.8)
Due to (5.7) and (5.8),
∥∥Dk+2v∥∥
L∞(B5ρi (xi ))
 c(ρi)
( ∫
B10ρi (xi )
∣∣Dk+2v(x)∣∣p dx)1/p (5.9)
with c being independent of v. Therefore, we see from (5.5) and (5.9) that (5.6) is valid and N1
is independent of v. Setting μ = λλ0, we deduce from (4.2), (5.4) and (5.6) that∣∣{x ∈ B5ρi (xi): ∣∣Dk+2u∣∣> 2N1μ}∣∣
= ∣∣{x ∈ B5ρi (xi): ∣∣Dk+2uλ∣∣> 2N1}∣∣

∣∣{x ∈ B5ρi (xi): |Dk+2w| >N1}∣∣+ ∣∣{x ∈ B5ρi (xi): ∣∣Dk+2v∣∣>N1}∣∣
= ∣∣{x ∈ B5ρi (xi): |Dk+2w| >N1}∣∣
 1
N
p
1
∫
B (x )
∣∣Dk+2w∣∣p dx  c|Bρi (xi)|
Mp
.5ρi i
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 c
Mpμp
( ∫
{x∈Bρi (xi ): |Dk+2u|>μ/2}
∣∣Dk+2u∣∣p dx
+Mp
∫
{x∈Bρi (xi ): |Dkf0|>μ/(2M)}
∣∣Dkf0∣∣p dx
)
.
Recalling the fact that the balls B5ρi (xi) are disjoint and⋃
i1
B5ρi (xi)∪ negligible set ⊃ Eλ(1) =
{
x ∈ G: ∣∣Dk+2uλ∣∣> 1},
we have that for any N > 1, Eλ(N) = {x ∈ G: |Dk+2uλ| >N} ⊂ Eλ(1). Hence∣∣{x ∈ G: ∣∣Dk+2u∣∣> 2N1μ}∣∣

∑
i
∣∣{x ∈ B5ρi (xi): ∣∣Dk+2u∣∣> 2N1μ}∣∣
 c
Mpμp
( ∫
{x∈G: |Dk+2u|>μ/2}
∣∣Dk+2u∣∣p dx +Mp ∫
{x∈G: |Dkf0|>μ/(2M)}
∣∣Dkf0∣∣p dx
)
.
Furthermore, from (1.6) and Lemma 4.3, it implies
∫
G
φ
(∣∣Dk+2u∣∣)dx =
∞∫
0
∣∣{x ∈ G: ∣∣Dk+2u∣∣> 2N1μ}∣∣d[φ(2N1μ)]
 c
Mp
∞∫
0
1
μp
( ∫
{x∈G: |Dk+2u|>μ/2}
∣∣Dk+2u∣∣p dx)d[φ(2N1μ)]
+ c
∞∫
0
1
μp
( ∫
{x∈G: |Dkf0|>μ/(2M)}
∣∣Dkf0∣∣p dx
)
d
[
φ(2N1μ)
]
 c
Mp
∫
G
φ
(∣∣Dk+2u∣∣)dx + c ∫
G
φ
(∣∣Dkf0∣∣)dx.
Finally, choosing a suitable M > 0 such that c/Mp < 1/2, we obtain (5.2) and complete the
proof. 
Proof of Theorem 1.1. Let {fn}∞n=1 be a sequence of smooth functions in C∞0 (G) satisfying
Dkfn → Dkf in Lφ(G)
for a given Young function φ ∈ 2 ∩∇2. Without loss of generality, let 0 < ‖Dkfn−Dkf ‖φ < 1.
Using the convexity of φ and (1.5), we obtain
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‖Dkfn −Dkf ‖φ
∫
G
φ
(∣∣Dkfn(x)−Dkf (x)∣∣)dx

∫
G
φ
( |Dkfn(x)−Dkf (x)|
‖Dkfn −Dkf ‖φ
)
dx  1.
Hence,∫
G
φ
(∣∣Dkfn(x)−Dkf (x)∣∣)dx  ∥∥Dkfn −Dkf ∥∥φ.
By (1.2) and the convexity of φ, for any x ∈ G,
φ
(∣∣Dkfn(x)∣∣) 12φ
(
2
∣∣Dkfn(x)−Dkf (x)∣∣)+ 12φ
(
2
∣∣Dkf (x)∣∣)
 K
2
φ
(∣∣Dkfn(x)−Dkf (x)∣∣)+ K2 φ
(∣∣Dkf (x)∣∣).
Consequently,
φ
(∣∣Dkfn(x)∣∣)− K2 φ
(∣∣Dkf (x)∣∣) K
2
φ
(∣∣Dkfn(x)−Dkf (x)∣∣).
Therefore,∫
G
φ
(∣∣Dkfn∣∣)dx → K2
∫
G
φ
(∣∣Dkf ∣∣)dx. (5.10)
Now we consider the regularized problems
−
p0∑
i=1
X2i un = fn in G.
By Lemma 3.3, let {un} be a family of solutions with the form in (3.1). Then by Lemma 3.4, we
have ∫
G
∣∣Dk+2un∣∣α1 dx  c
∫
G
∣∣Dkfn∣∣α1 dx,
∫
G
∣∣Dk+2un∣∣α2 dx  c
∫
G
∣∣Dkfn∣∣α2 dx,
where α1 and α2 are defined in (1.3) and (1.4). Therefore, it follows from the above inequality
and (1.4) that∫
G
φ
(∣∣Dk+2un∣∣)dx =
∫
{|Dk+2un|1}
φ
(∣∣Dk+2un∣∣)dx +
∫
{|Dk+2un|<1}
φ
(∣∣Dk+2un∣∣)dx
Kφ(1)
∫
G
∣∣Dk+2un∣∣α1 dx + 2aφ(1)
∫
G
∣∣Dk+2un∣∣α2 dx
 c
(∫ ∣∣Dkfn∣∣α1 dx +
∫ ∣∣Dkfn∣∣α2 dx
)
 c(n).G G
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G
φ
(∣∣Dk+2un∣∣)dx  c
∫
G
φ
(∣∣Dkfn∣∣)dx, (5.11)
where the constant c is independent of n ∈N. It follows from (5.10) that∫
G
φ
(∣∣Dk+2un∣∣)dx  cK2
∫
G
φ
(∣∣Dkf ∣∣)dx.
Selecting a sequence of balls Bj (j ∈ N), we use the above inequality to obtain∫
Bj
∣∣Dk+2un∣∣α2 dx =
∫
Bj∩{|DK+2un|1}
∣∣Dk+2un∣∣α2 dx +
∫
Bj∩{|Dk+2un|<1}
∣∣Dk+2un∣∣α2 dx
 c
(
|Bj | +
∫
G
φ
(∣∣Dk+2un∣∣)dx
)
 c
(
|Bj | +
∫
G
φ
(∣∣Dkf ∣∣)dx)
 c(j).
Therefore, there exists a subsequence {u(j)n } of {un} such that {u(j+1)n } ⊂ {u(j)n } and
Dk+2u(j)n ⇀Dk+2u(j) weakly in Lα2(Bj ).
By the standard diagonal argument, we extract a subsequence {ui} from {u(j)n } such that
Dk+2ui ⇀Dk+2u weakly in Lα2(Bj ), j ∈N,
where u = u(j) in Bj for j ∈N.
Using the lower semicontinuity for the convex functional and (5.11), we have∫
Bj
φ
(∣∣Dk+2u∣∣)dx  lim inf
i→∞
∫
Bj
φ
(∣∣Dk+2ui∣∣)dx
 lim inf
i→∞
∫
G
φ
(∣∣Dk+2ui∣∣)dx
 c lim inf
i→∞
∫
G
φ
(∣∣Dkfi∣∣)dx
 cK
2
∫
G
φ
(∣∣Dkf ∣∣)dx.
Letting j → ∞, we derive (1.7). Thus the proof is completed. 
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