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Abstract 
During their operation, modern aircraft engine components are subjected to increasingly demanding operating conditions, 
especially the high pressure turbine (HPT) blades. Such conditions cause these parts to undergo different types of time-dependent 
degradation, one of which is creep. A model using the finite element method (FEM) was developed, in order to be able to predict 
the creep behaviour of HPT blades. Flight data records (FDR) for a specific aircraft, provided by a commercial aviation 
company, were used to obtain thermal and mechanical data for three different flight cycles. In order to create the 3D model 
needed for the FEM analysis, a HPT blade scrap was scanned, and its chemical composition and material properties were 
obtained. The data that was gathered was fed into the FEM model and different simulations were run, first with a simplified 3D 
rectangular block shape, in order to better establish the model, and then with the real 3D mesh obtained from the blade scrap. The 
overall expected behaviour in terms of displacement was observed, in particular at the trailing edge of the blade. Therefore such a 
model can be useful in the goal of predicting turbine blade life, given a set of FDR data. 
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conservatism of the analytical assessment. Two well-known appr aches based on the ߩ and ܸ factors, which have been established 
within the R6 code for taking into account the interaction of the primary and secondary stresses, are considered along with a recently 
developed ௚ܸ procedure. The analytical methods are validated on examples of two-dimensional crack geometries by varying the 
crack size, material strain hardening, and the ratio of the primary to secondary stresses. The accuracy of the analytical methods is 
judged by comparing the estimated elastic-plastic crack driving force with results of direct finite-element calculations. The 
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stresses. Accordingly, the interaction between the primary and secondary stresses is taken into account by means of 
either � or � factor which depend on the elastic stress intensity factors due to primary and secondary loads (�� and 
��, respectively), the plasticity parameter �� (proximity to plastic collapse), and a plastically corrected value for �� denoted by ���. The original method established by Ainsworth (1986) has been further developed and extended by 
Hooton and Budden (1995), Ainsworth et al. (2000). Using look-up tables available in R6 (2013), FITNET (2008), 
both failure assessment and analytical estimates of the elastic-plastic � -integral can easily be performed. Both 
approaches (based on � and �  factors) are considered to yield similar assessment results usually expected to be 
conservative, which means that the analytical procedure tends to overestimate the �-integral. 
Some components may experience high thermal stresses which magnitude considerably exceeds primary stresses, 
e.g. due to external forces, internal pressure, deadweight. Typical examples are reactor pressure vessels at postulated 
loss-of-coolant accidents (pressurized thermal shock), thermal transients in piping, slow start-up and shut-down 
regimes for various power plant components. In such cases, the approach according to R6 (2013), FITNET (2008) 
may lead to an excessive overestimation of the crack driving force, see e.g. Varfolomeev and Mayinger (2011), so that 
component’s safety can hardly be proven by analytical methods. In principal, the documents R6 (2013), FITNET 
(2008) include provisions for the occurrence of high secondary stresses, e.g. suggesting alternative estimates of ��� by 
means of uncracked body calculations or taking into account effects due to stress relaxation. However, those options 
require either elastic-plastic finite-element analyses (FEA) for the uncracked component or an expert judgment as to 
the expected level of stress relaxation. 
To improve the analytical methods used in the R6 (2013) code or treating secondary stresses, James et al. (2013a, b) 
introduced the so called �� approach. The latter is similar to the � method, though some modifications aim at reducing 
the conservatism. In contrast to R6 (2013), the modified approach takes into account the inherent multiaxiality of 
residual or thermal stresses; moreover, the �� factor is defined by an analytical expression without using look-up tables. 
The �� approach was validated on some numerical models, James et al. (2013a), and by experimental data, James et 
al. (2013b). A number of numerical examples considered in Dittmann et al. (2015) also demonstrate advantages of the 
modified approach as compared to the � and � methods. 
This paper presents results of numerical and analytical calculations of the J-integral for two-dimensional cracked 
geometries subjected to combined mechanical and thermal loading. In particular, a plane strain model of an edge crack 
in a plate and an axisymmetric model of a completely circumferential internal crack at the inner surface of a hollow 
cylinder are analysed. The crack size, material strain hardening, and the ratio of the primary to secondary stresses are 
varied in calculations. The accuracy of the analytical methods (�, � and ��) is judged by comparing the estimated 
elastic-plastic crack driving force with results of FEA. 
2. FAD assessment under combined primary and secondary loading 
The location of an assessment point in the FAD is defined by two dimensionless parameters, �� and ��, given by Eq. (1) and Eq. (2), see R6 (2013), FITNET (2008):  
 
 �� � ������ 	, (1) 
 
 �� � �����	. (2)  
Here, ���� is the so called reference stress, �� is the yield strength, � is the elastic stress intensity factor (Mode I), 
and ���� is the material fracture toughness. If only primary loads are applied to the component, the FAD approach provides an estimate of the elastic-plastic �-integral or, equivalently, the plastically corrected stress intensity factor by 
means of 
 �� � ������	,	 (3) 
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stresses. Accordingly, the interaction between the primary and secondary stresses is taken into account by means of 
either � or � factor which depend on the elastic stress intensity factors due to primary and secondary loads (�� and 
��, respectively), the plasticity parameter �� (proximity to plastic collapse), and a plastically corrected value for �� denoted by ���. The original method established by Ainsworth (1986) has been further developed and extended by 
Hooton and Budden (1995), Ainsworth et al. (2000). Using look-up tables available in R6 (2013), FITNET (2008), 
both failure assessment and analytical estimates of the elastic-plastic � -integral can easily be performed. Both 
approaches (based on � and �  factors) are considered to yield similar assessment results usually expected to be 
conservative, which means that the analytical procedure tends to overestimate the �-integral. 
Some components may experience high thermal stresses which magnitude considerably exceeds primary stresses, 
e.g. due to external forces, internal pressure, deadweight. Typical examples are reactor pressure vessels at postulated 
loss-of-coolant accidents (pressurized thermal shock), thermal transients in piping, slow start-up and shut-down 
regimes for various power plant components. In such cases, the approach according to R6 (2013), FITNET (2008) 
may lead to an excessive overestimation of the crack driving force, see e.g. Varfolomeev and Mayinger (2011), so that 
component’s safety can hardly be proven by analytical methods. In principal, the documents R6 (2013), FITNET 
(2008) include provisions for the occurrence of high secondary stresses, e.g. suggesting alternative estimates of ��� by 
means of uncracked body calculations or taking into account effects due to stress relaxation. However, those options 
require either elastic-plastic finite-element analyses (FEA) for the uncracked component or an expert judgment as to 
the expected level of stress relaxation. 
To improve the analytical methods used in the R6 (2013) code or treating secondary stresses, James et al. (2013a, b) 
introduced the so called �� approach. The latter is similar to the � method, though some modifications aim at reducing 
the conservatism. In contrast to R6 (2013), the modified approach takes into account the inherent multiaxiality of 
residual or thermal stresses; moreover, the �� factor is defined by an analytical expression without using look-up tables. 
The �� approach was validated on some numerical models, James et al. (2013a), and by experimental data, James et 
al. (2013b). A number of numerical examples considered in Dittmann et al. (2015) also demonstrate advantages of the 
modified approach as compared to the � and � methods. 
This paper presents results of numerical and analytical calculations of the J-integral for two-dimensional cracked 
geometries subjected to combined mechanical and thermal loading. In particular, a plane strain model of an edge crack 
in a plate and an axisymmetric model of a completely circumferential internal crack at the inner surface of a hollow 
cylinder are analysed. The crack size, material strain hardening, and the ratio of the primary to secondary stresses are 
varied in calculations. The accuracy of the analytical methods (�, � and ��) is judged by comparing the estimated 
elastic-plastic crack driving force with results of FEA. 
2. FAD assessment under combined primary and secondary loading 
The location of an assessment point in the FAD is defined by two dimensionless parameters, �� and ��, given by Eq. (1) and Eq. (2), see R6 (2013), FITNET (2008):  
 
 �� � ������ 	, (1) 
 
 �� � �����	. (2)  
Here, ���� is the so called reference stress, �� is the yield strength, � is the elastic stress intensity factor (Mode I), 
and ���� is the material fracture toughness. If only primary loads are applied to the component, the FAD approach provides an estimate of the elastic-plastic �-integral or, equivalently, the plastically corrected stress intensity factor by 
means of 
 �� � ������	,	 (3) 
2976 F. Dittmann et al. / Procedia Structural Integrity 2 (2016) 2974–2981 Author name / Structural Integrity Procedia 00 (2016) 000–000  3 
where ����� represents the failure line which definition is given in R6 (2013), FITNET (2008). In the presence of residual or thermal (secondary) stresses, their interaction with primary stresses should be additionally included in 
Eq. (3). The respective modification of �� depends on particular method – �, � or ��.  
2.1. � method 
The � method was originally suggested by Ainsworth (1986) and further extended by Hooton and Budden (1995). 
According to this approach, the parameters �� and �� are given by 
 
 �� � �� � ������� � � , �� �
�� � ��
���� � � (4)  
The value of � can be calculated either from simplified equations, depending on ��, R6 (2013), or from a more general equation 
 � � � � ��� � ������ (5) 
 
with �  and �  being auxiliary functions provided in R6 (2013) as look-up tables depending on the parameters 
����� ��⁄  and �� . The parameter ���  is the elastic-plastic stress intensity factor for the secondary stresses alone 
defined from the corresponding �-integral, ��, the Young modulus, �, and the Poisson ratio, �, as follows (plane strain assumption): 
 
��� � � ���� � ��	. (6) 
 
In analytical FAD calculations, the value of ��� is usually estimated by means of the linear-elastic approach, based 
on the Irwin model for the crack-tip plastic zone, thus always resulting in ��� � ��. Alternative routes in R6 (2013) 
consider the determination of ���  from results of elastic-plastic calculations of the uncracked component or, if 
significant stress relaxation due to plastic deformations is expected, by setting ��� � ��.  
Note that in the latter case, the procedure in R6 (2013), FITNET (2008) may produce negative � values. To assure 
conservative assessment results, the � factor can be limited to � � �. 
2.2. � method 
Using the � method, Ainsworth et al. (2000), the crack driving force �� and the FAD parameter �� are calculated 
from 
 �� � �� � �������� , 								�� �
�� � ���
���� 	, (7) with 
 � � ����� �, � � � �
�
�	. (8) 
 
Due to their close relation, cf. Eq. (8), the � and � methods are usually considered to produce comparable results. The 
function � depends on the parameters ����� ��⁄  and �� and is provided in R6 (2013) as a separate look-up table. The 
determination of ��� is similar to that in the � method. 
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2.3. �� method 
The �� method is a more recent procedure, developed by James et al. (2013a, b), to cover the effect of secondary 
stresses. It is a modification of the �  method and provides an improved assessment in cases where the � and � 
methods yield over-conservative results. Analogous to the � method, �� is a multiplication factor for �� derived via 
an interaction function �: 
 
 �� � �� � ��������� �
��
����� � ����� �� �
���������
��  (9)  
The � function is calculated using the material stress-strain curve through 
 
 
� � ���������� �������� � � �
�������� ��� ��
��������� �������� �
�
�� �⁄
 (10) 
with 
 ������� �
����
� � � � �.��� � �
���
�.�����	. (11) 
 
The value ������� is a modified reference stress and ������� the corresponding strain, ��� is the remotely applied primary 
stress normal to the crack plane, and ��� is the von Mises equivalent stress for all remotely applied primary stresses. 
This analytical definition of � was derived in James et al. (2013a) from numerical simulations for a cylinder with 
completely circumferential crack at the outer surface. Compared to the � method, reduced assessment conservatism 
is expected due to a modified definition of the stress �������, as well as by taking into account the stress multiaxiality 
via the parameter �. 
2.4. Determination of ��� 
The R6 (2013) code provides three options for evaluating ���: 1) linear-elastic calculations, as the most convenient 
estimation; 2) an approximation by means of elastic-plastic FEA of the uncracked component; 3) explicit elastic-
plastic FEA by modelling the cracked component. Although the latter approach has a minor practical significance in 
the analytical failure assessment, it can be used to validate analytical estimates of ���. In the analytical calculations 
performed in this study, ��� is calculated by the linear-elastic method using the elastic stress intensity factor �� and 
the plastic zone size estimated from Irwin’s solution, see R6 (2013). In all examples considered, the plain strain 
condition is assumed. 
This procedure provides a simple approximation which always results in ��� values greater than ��. To examine 
the effect of potential stress relaxation at superimposed primary and secondary stresses, additional calculations are 
performed assuming ��� � ��. 
3. Validation of the analytical assessment methods 
In this section, all three analytical approaches described above are validated by elastic-plastic FEA. To avoid a 
misinterpretation of results due to inaccuracies in �� solutions, which is often a critical point within the FAD approach, two crack models are selected which allow for accurate determination of the �� parameter: 1) an edge-cracked plate with bending restraint, and 2) a hollow cylinder with a completely circumferential internal crack. The crack depth, �, 
is varied between 5% to 60% of the wall thickness, �. The material stress-strain curve is assumed to be described by 
the Ramberg-Osgood type equation with the strain hardening exponent varying between � � � and � � ��, and the 
yield strength of �� � ��� MPa. 
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is expected due to a modified definition of the stress �������, as well as by taking into account the stress multiaxiality 
via the parameter �. 
2.4. Determination of ��� 
The R6 (2013) code provides three options for evaluating ���: 1) linear-elastic calculations, as the most convenient 
estimation; 2) an approximation by means of elastic-plastic FEA of the uncracked component; 3) explicit elastic-
plastic FEA by modelling the cracked component. Although the latter approach has a minor practical significance in 
the analytical failure assessment, it can be used to validate analytical estimates of ���. In the analytical calculations 
performed in this study, ��� is calculated by the linear-elastic method using the elastic stress intensity factor �� and 
the plastic zone size estimated from Irwin’s solution, see R6 (2013). In all examples considered, the plain strain 
condition is assumed. 
This procedure provides a simple approximation which always results in ��� values greater than ��. To examine 
the effect of potential stress relaxation at superimposed primary and secondary stresses, additional calculations are 
performed assuming ��� � ��. 
3. Validation of the analytical assessment methods 
In this section, all three analytical approaches described above are validated by elastic-plastic FEA. To avoid a 
misinterpretation of results due to inaccuracies in �� solutions, which is often a critical point within the FAD approach, two crack models are selected which allow for accurate determination of the �� parameter: 1) an edge-cracked plate with bending restraint, and 2) a hollow cylinder with a completely circumferential internal crack. The crack depth, �, 
is varied between 5% to 60% of the wall thickness, �. The material stress-strain curve is assumed to be described by 
the Ramberg-Osgood type equation with the strain hardening exponent varying between � � � and � � ��, and the 
yield strength of �� � ��� MPa. 
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(a) (b) 
Fig. 1. Examples of the temperature (a) and stress (b) distributions during the thermal transient. Plate model. 
To generate different thermal stress profiles, thermal shock boundary conditions are applied to the component 
surface containing the crack. Fig. 1 shows examples of the temperature and stress distributions through the plate 
thickness at different time after the start of cooling. Here, the coordinate axis � is normal to the plate surface with � �
0 at the crack origin and � � � at the opposite side. The stress component plotted in Fig. 1b acts normal to the 
prospective crack plane. A high level of the elastic thermal stress is intentionally considered in this study, as such load 
cases are often occur for components (e.g. reactor pressure vessels, piping, turbine casing). 
Finite-element calculations for the crack models were performed in two steps. First, pure thermal transient loading 
was considered in order to numerically calculate the �-integral, ��, and the related plastically corrected stress intensity factor, ���. Further calculations were then performed assuming a constant primary load, defined as a remote tensile 
stress ��, superimposed with the thermal transient according to Fig. 1. Different magnitudes of the primary stress were 
considered with �� ��⁄ � 0.��� 0.�� 0.��, whereas the latter value was excluded in models with deep cracks. 
Most results presented below refer to the edge-cracked plate with relative crack depths of ��� � 0.0� and ��� �
0.4. Secondary stresses considered in the examples correspond to the thermal stress profile at 30 seconds after start of 
cooling (see dotted line in Fig. 1b). The selected examples are representative for the whole majority of crack 
geometries and thermal stress distributions analysed. Moreover, no qualitative differences were found between the 
plate and cylinder models.  
Fig. 2 compares the analytical estimates of �� vs. �� obtained using three analytical methods, �, � and ��, with the 
results of elastic-plastic FEA. In these examples, a material with high strain hardening, � � 4, is considered. Note 
that at �� � 0, the curves converge to the value of ���. In case of a shallow crack (��� � 0.0�) and with no provision 
for the stress relaxation, the analytical methods excessively overestimate the crack driving force. This effect is much 
less pronounced for the deeper crack (��� � 0.4) which is partially located within compressive thermal stresses. 
Assuming ��� � �� (provision for the stress relaxation) considerably reduces the assessment conservatism for the 
shallow crack. 
The accuracy of the analytical methods is further quantified by means of a dimensionless factor, �� ��� ��⁄ , 
representing the ratio between an approximate �� value and that determined from finite-element calculations. Fig. 3 
and Fig. 4 summarize the analysis results for the plate model with crack depths ��� � 0.0�  and ��� � 0.4 , 
respectively. In both cases, two values of the strain hardening exponent with � � 4 (high hardening) and � � �0 (low 
hardening) are considered. Each individual diagram includes bars for three analytical methods (�, � and ��), different 
levels of the primary stress, and without/with provision for the stress relaxation effect. Similar to the curves in Fig. 2, 
the bar charts (Fig. 3 and Fig. 4) demonstrate a high level of conservatism of the analytical methods for the  
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(a) ���� � �0.0� (b) ���� � �0.4 
Fig. 2. Numerical vs. analytical �� estimates for an edge-cracked plate, strain hardening exponent � � 4. Examples for ��� � 0.0� (a) and ��� �
0.4 (b). Open symbols: analytical results assuming ��� � ��. 
shallow crack fully located within the area of tensile thermal stresses. In contrast, reasonably accurate analytical ��  
estimates are achieved for the deeper crack. In all cases, the �� method provides most accurate analytical results, 
mainly with an acceptable level of conservatism. In particular, a good performance of the �� method can be observed 
with increasing primary stress. The � and � procedures yield similar results, whereas the latter tends to be on the 
whole less conservative. Although the tendency is not distinct, the results for the � and � methods suggest that the 
higher strain hardening the more conservative analytical prediction is achieved. For the �� method the trend is rather 
opposite. 
The above conclusions drawn from numerical analyses of plate models are consistent with the results obtained on 
the model of a hollow cylinder with a completely circumferential internal crack, see Fig. 5. 
4. Conclusions 
Three analytical methods (�, � and ��) used in the FAD approach are examined with respect to their accuracy to 
predict the crack driving force for components subjected to high thermal loading. The analyses are based on finite-
element calculations for two-dimensional crack geometries, while varying the crack size, material strain hardening, 
and the level of primary stresses. Characteristics of the load cases considered are a high level of the elastically 
determined thermal stress (peak value up to 5 times the yield strength) and moderate plasticity due to primary loading 
(�� � �). The results show that all analytical procedures yield very conservative results for shallow cracks fully located within 
the area of tensile thermal stresses. In contrast, the accuracy of results for deeper cracks partially located within the 
compression zone is rather acceptable. A significant improvement of the analytical estimates, especially in case of 
shallow cracks, is achieved using the provision for the stress relaxation by setting ��� � ��. However, the occurrence 
of stress relaxation can safely be assessed only by means of FEA for the cracked component or, alternatively, in case 
of sufficient expert knowledge. 
In all cases considered, the �� method provides most accurate analytical results, being essentially less conservative 
as compared to the � and � methods. The strain hardening effect is not pronounced, though extremely conservative 
results by the � and � methods are rather achieved at high strain hardening. In case of the �� method, the conservatism 
is likely to decrease with increasing strain hardening. 
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Fig. 1. Examples of the temperature (a) and stress (b) distributions during the thermal transient. Plate model. 
To generate different thermal stress profiles, thermal shock boundary conditions are applied to the component 
surface containing the crack. Fig. 1 shows examples of the temperature and stress distributions through the plate 
thickness at different time after the start of cooling. Here, the coordinate axis � is normal to the plate surface with � �
0 at the crack origin and � � � at the opposite side. The stress component plotted in Fig. 1b acts normal to the 
prospective crack plane. A high level of the elastic thermal stress is intentionally considered in this study, as such load 
cases are often occur for components (e.g. reactor pressure vessels, piping, turbine casing). 
Finite-element calculations for the crack models were performed in two steps. First, pure thermal transient loading 
was considered in order to numerically calculate the �-integral, ��, and the related plastically corrected stress intensity factor, ���. Further calculations were then performed assuming a constant primary load, defined as a remote tensile 
stress ��, superimposed with the thermal transient according to Fig. 1. Different magnitudes of the primary stress were 
considered with �� ��⁄ � 0.��� 0.�� 0.��, whereas the latter value was excluded in models with deep cracks. 
Most results presented below refer to the edge-cracked plate with relative crack depths of ��� � 0.0� and ��� �
0.4. Secondary stresses considered in the examples correspond to the thermal stress profile at 30 seconds after start of 
cooling (see dotted line in Fig. 1b). The selected examples are representative for the whole majority of crack 
geometries and thermal stress distributions analysed. Moreover, no qualitative differences were found between the 
plate and cylinder models.  
Fig. 2 compares the analytical estimates of �� vs. �� obtained using three analytical methods, �, � and ��, with the 
results of elastic-plastic FEA. In these examples, a material with high strain hardening, � � 4, is considered. Note 
that at �� � 0, the curves converge to the value of ���. In case of a shallow crack (��� � 0.0�) and with no provision 
for the stress relaxation, the analytical methods excessively overestimate the crack driving force. This effect is much 
less pronounced for the deeper crack (��� � 0.4) which is partially located within compressive thermal stresses. 
Assuming ��� � �� (provision for the stress relaxation) considerably reduces the assessment conservatism for the 
shallow crack. 
The accuracy of the analytical methods is further quantified by means of a dimensionless factor, �� ��� ��⁄ , 
representing the ratio between an approximate �� value and that determined from finite-element calculations. Fig. 3 
and Fig. 4 summarize the analysis results for the plate model with crack depths ��� � 0.0�  and ��� � 0.4 , 
respectively. In both cases, two values of the strain hardening exponent with � � 4 (high hardening) and � � �0 (low 
hardening) are considered. Each individual diagram includes bars for three analytical methods (�, � and ��), different 
levels of the primary stress, and without/with provision for the stress relaxation effect. Similar to the curves in Fig. 2, 
the bar charts (Fig. 3 and Fig. 4) demonstrate a high level of conservatism of the analytical methods for the  
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(a) ���� � �0.0� (b) ���� � �0.4 
Fig. 2. Numerical vs. analytical �� estimates for an edge-cracked plate, strain hardening exponent � � 4. Examples for ��� � 0.0� (a) and ��� �
0.4 (b). Open symbols: analytical results assuming ��� � ��. 
shallow crack fully located within the area of tensile thermal stresses. In contrast, reasonably accurate analytical ��  
estimates are achieved for the deeper crack. In all cases, the �� method provides most accurate analytical results, 
mainly with an acceptable level of conservatism. In particular, a good performance of the �� method can be observed 
with increasing primary stress. The � and � procedures yield similar results, whereas the latter tends to be on the 
whole less conservative. Although the tendency is not distinct, the results for the � and � methods suggest that the 
higher strain hardening the more conservative analytical prediction is achieved. For the �� method the trend is rather 
opposite. 
The above conclusions drawn from numerical analyses of plate models are consistent with the results obtained on 
the model of a hollow cylinder with a completely circumferential internal crack, see Fig. 5. 
4. Conclusions 
Three analytical methods (�, � and ��) used in the FAD approach are examined with respect to their accuracy to 
predict the crack driving force for components subjected to high thermal loading. The analyses are based on finite-
element calculations for two-dimensional crack geometries, while varying the crack size, material strain hardening, 
and the level of primary stresses. Characteristics of the load cases considered are a high level of the elastically 
determined thermal stress (peak value up to 5 times the yield strength) and moderate plasticity due to primary loading 
(�� � �). The results show that all analytical procedures yield very conservative results for shallow cracks fully located within 
the area of tensile thermal stresses. In contrast, the accuracy of results for deeper cracks partially located within the 
compression zone is rather acceptable. A significant improvement of the analytical estimates, especially in case of 
shallow cracks, is achieved using the provision for the stress relaxation by setting ��� � ��. However, the occurrence 
of stress relaxation can safely be assessed only by means of FEA for the cracked component or, alternatively, in case 
of sufficient expert knowledge. 
In all cases considered, the �� method provides most accurate analytical results, being essentially less conservative 
as compared to the � and � methods. The strain hardening effect is not pronounced, though extremely conservative 
results by the � and � methods are rather achieved at high strain hardening. In case of the �� method, the conservatism 
is likely to decrease with increasing strain hardening. 
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(a) ݊ ൌ Ͷ (b) ݊ ൌ ʹͲ 
Fig. 3. Numerical vs. analytical ܭ௃ estimates for an edge-cracked plate, ܽȀݐ ൌ ͲǤͲͷ, at different strain hardening: (a) ݊ ൌ Ͷ; (b) ݊ ൌ ʹͲ. 
 
(a)  ݊ ൌ Ͷ (b) ݊ ൌ ʹͲ 
Fig. 4. Numerical vs. analytical ܭ௃ estimates for an edge-cracked plate, ܽȀݐ ൌ ͲǤͶ, at different strain hardening: (a) ݊ ൌ Ͷ; (b) ݊ ൌ ʹͲ.  
 
Besides the selection of a particular method (ߩ, ܸ or ௚ܸ), an accurate determination of the parameter ܭ௃௦ seems to 
play a key role in the assessment of components with high secondary stresses. Further improvement of analytical 
results can be achieved by allowing for ܭ௃௦ ൏ ܭ௦, which was the case in some of the examples. Note that current rules 
in failure assessment codes neither include respective guidance nor provide simple criteria for deciding whether stress 
relaxation should be considered. 
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(a) ���� � ����� (b) ���� � ���4 
Fig. 5. Numerical vs. analytical �� estimates for a completely circumferential internal crack in a hollow cylinder, strain hardening exponent � �
4. Examples for ��� � ���� (a) and ��� � ��4 (b). 
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Fig. 3. Numerical vs. analytical ܭ௃ estimates for an edge-cracked plate, ܽȀݐ ൌ ͲǤͲͷ, at different strain hardening: (a) ݊ ൌ Ͷ; (b) ݊ ൌ ʹͲ. 
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Fig. 4. Numerical vs. analytical ܭ௃ estimates for an edge-cracked plate, ܽȀݐ ൌ ͲǤͶ, at different strain hardening: (a) ݊ ൌ Ͷ; (b) ݊ ൌ ʹͲ.  
 
Besides the selection of a particular method (ߩ, ܸ or ௚ܸ), an accurate determination of the parameter ܭ௃௦ seems to 
play a key role in the assessment of components with high secondary stresses. Further improvement of analytical 
results can be achieved by allowing for ܭ௃௦ ൏ ܭ௦, which was the case in some of the examples. Note that current rules 
in failure assessment codes neither include respective guidance nor provide simple criteria for deciding whether stress 
relaxation should be considered. 
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Fig. 5. Numerical vs. analytical �� estimates for a completely circumferential internal crack in a hollow cylinder, strain hardening exponent � �
4. Examples for ��� � ���� (a) and ��� � ��4 (b). 
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