Coloured Petri nets have proved to be a useful formalism for modeling distributed algorithms, i.e., algorithms where nodes communicate via message passing. Here we describe an approach for automatic extraction of models of parallel algorithms and programs, i.e., algorithms and programs where processes communicate via shared memory. The models can be verified for correctness, here to prove absence of mutual exclusion violations and to find dead-and live-locks. This makes it possible to verify software using a model-extraction approach using coloured Petri nets, where a formal model is extracted from runnable code. We extract models in a manner so we can also support a model-driven development approach, where code is generated from a model, enabling a combined approach, supporting extracting a model from an abstract description and generation of correct implementation code. We illustrate our idea by applying the technique to a parallel implementation of explicit state-space exploration.
Introduction
Parallel and distributed computing address important problems of scalability in computer science, where some problems are too large or complex to be handled by just one computer. Until now, the focus has mostly been on distributed algorithms, i.e., algorithms running on multiple computers communicating via a network, as access to parallel computers, i.e., computers capable of running multiple processes communicating via shared memory (RAM), has been limited. For this reason, there are many papers on modeling distributed algorithms, such as network protocols [1] [2] [3] [4] . With the advance of cheap multi-core processors and cheap multi-processor systems, access to multiple cores has become more common, and the development and analysis of algorithms for parallel processing becomes very interesting. As parallel computing allows much faster communication between processes, tasks that were not previously feasible or efficient to do concurrently, become interesting. In this paper, we present our experiences developing parallel algorithms with synchronization mechanisms. The algorithms are verified by means of coloured Petri nets (CPNs) [5] . This work was motivated by our need for a parallel state-space exploration algorithm. In this paper, we provide an approach that allows us to extract a model for analysis from a program or abstractly described algorithm in a systematic way. We do this in a way that allows us to automatically generate a (skeleton) implementation of the algorithm subsequently. We use a simple state-space algorithm as an example, but the approach has also been used for other parallel algorithms, such as parts of a protocol for operational support [6] , and is generally applicable for other parallel algorithms as well. The method can also be used for non-parallel algorithms, but we focus on the new challenges arising when moving from sequential to parallel processing.
Classically, formal models can partake in a development in two different ways: by extracting an implementation from a model, which we call model-driven software engineering, or by extracting a model from an implementation, which we call model-extraction. Our focus in this paper is on model-extraction but in a way that allows us to also do code generation, thereby allowing a new combined approach. The model-driven engineering approach is shown in Fig. 1 (top) and shows that we start with a model that is verified according to one or more properties. If it satisfies the desired properties, we can extract a program, otherwise we refine the model. Examples of this approach are within hardware synthesis [7, 8] , using a CPN simulator to drive a security system [9], or general code generation from a restricted class of CPNs [10] . The model-extraction approach is shown in Fig. 1 (bottom) . Here, we do not start with a model, but rather with a program. From the program, we extract a model and verify it for correctness. 
