Spatial interpolation of fire weather variables from station data allow fire danger indices to be 8 mapped continuously across the landscape. This information is crucial to fire management 9 agencies, particularly in areas where weather data are sparse. We compare the performance of 10 several standard interpolation methods (inverse distance weighting, spline and geostatistical 11 interpolation methods) for estimating output from the Canadian Fire Weather Index (FWI) 12
Wildfire is not only a natural disturbance on ecosystems but is also a major component of 26 forest management, particularly in areas where fire coexists with human activity and values. In 27 addition, anthropogenic climate change is expected to increase both fire frequency and severity 28 in the coming century (Wang et al. 2015) . On a daily timescale wildfire potential has a strong 29 dependence on antecedent and current weather conditions. For example, in Canada, 97% of the 30 area burned by wildland fire is the result of just 3% of fire ignitions (Stocks et al. 2002) . These 31 large fires occur on days with extreme fire weather (Flannigan and Harrington 1988) ; that is, 32 days with a combination of meteorological conditions conducive to a highly elevated wildfire 33 risk. Various fire weather indices are used by many countries to inform fire management 34 agencies and the public about potential fire danger due to meteorological conditions. This 35 information is used to employ preventative measures (eg. prescribed burning), for the allocation 36 of resources for fire control and suppression, or for emergency response (eg. evacuations). These 37 fire management goals are facilitated by the accurate spatial mapping of fire danger on the 38
landscape. 39
Widely used fire danger indices include the US National Fire Danger Ratings System 40 (NFDRS) (Deeming et al. 1977 
), the Australian McArthur Forest Fire Danger Index (McArthur 41
1967), the Haines Index (Haines, 1988) , and the Fire Weather Index (FWI) System, which is part 42 of the Canadian Forest Fire Danger Rating System (CFFDRS) ( Van Wagner 1987) . The FWI 43 system is used extensively by provinces and territories in Canada to monitor wildfire risk due to 44 weather conditions. The input to the FWI system consists of daily noon observations of 45 temperature, relative humidity, wind speed and 24 hour accumulated precipitation. 
(DMC) and the Drought Code (DC). Subsequently two indices, the Build-up index (BUI) and 49
Initial Spread Index (ISI) are calculated, which are combined to give an overall Fire Weather 50
Index (FWI) or its transformed equivalent the Daily Severity Rating (DSR). The variable 51
dependence of the FWI system is illustrated in Figure 1 . An important feature of the system is 52 that the FWI System outputs for the current day depend not only on the current day's weather but 53 the previous day's moisture codes. For this reason, the system is essentially a bookkeeping 54 system for fuel moisture. 55
Most provincial fire management agencies in Canada deploy their own weather station 56 networks specifically to monitor fire weather during the fire season. The number and location of 57 weather stations is constrained by cost, location of values and convenience. The mapping of fire 58 danger on the landscape therefore usually requires spatial interpolation of meteorological 59 variables or fire weather indices onto a grid. Spatial interpolation refers to any method that 60 estimates a value of a variable (or variables) at an unobserved location (predictand) using data at 61 observed locations (predictors). The accuracy of interpolated weather in general depends on the 62 following: i) the spatio-temporal characteristics of meteorological variables ii) measurement 63 error, iii) station network density, iv) station network distribution, iv) topography or other local 64 climate factors; and vi) chosen interpolation method. Based on an early study using data from 65 New Brunswick, FWI values are expected to be representative of conditions within a 40 km 66 radius surrounding a weather station, becoming unreliable beyond a radius of 160 km (Williams 67 1963) . These values have subsequently been used as a guide for Canadian fire management 68 agencies (Lawson and Armitage 2008) . In the 1990s the spatial Fire Management System 69 (sFMS) was developed, adding GIS capabilities to the CFFDRS and providing a computerized 70 forest fire management system to be used operationally (Lee et al. 2002) . Part of these added 71 capabilities included the ability to map fire danger using spatial interpolation, with the inverse 72 D r a f t distance weighting scheme being used by default (Englefield et al. 2000) . Currently the sFMS 73 interpolates fire weather by interpolating the meteorological variables to grid points and then 74 calculating the FWI components. The previous day's moisture codes are taken from the previous 75 day's calculated codes on the grid, unless no value is available (as occurs early in the fire 76 season), in which case the codes are interpolated from available weather stations (P. Englefield 77
(personal communication, 2017)). 78
There are a few studies specifically examining interpolation of fire danger rating indices. The use of gridded products such as the Canadian Precipitation Analysis (CaPA) (Mahfouf et al. 102 2007), which blends gauge data, numerical weather forecasts and radar estimates, has also been 103 investigated for improving precipitation and fuel moisture estimates using the FWI System 104 In general, the presence of systemic bias in modelled weather data remains an obstacle to 110 their adoption for fire weather monitoring where it is desirable that fire danger indices are 111 unbiased -that is, they are exact at spatial locations with observations. Therefore, while remote 112 sensing technologies and numerical weather models continue to improve, it is not yet clear that 113 their performance surpasses that of a dedicated ground station network combined with spatial 114 interpolation procedures. For example, Hanes et al. (in press) found that using precipitation 115 estimates from CaPA improved fire danger estimates only in regions with radar coverage. 116
The spatial interpolation of FWI component variables is challenging for several reasons. 117
First, due to resource and geographical constraints it is not always feasible to achieve a 118 sufficiently dense station density (ie. corresponding to the 40 km representation radius In particular, we compare several common interpolation schemes for spatial mapping of fire 132 danger using the FWI System. Our study region is the Canadian province of Alberta, of which 133 57% is covered by the Boreal forest, an area that requires substantial fire management efforts. 134
The interpolation methods we consider include inverse distance weighting, two spline methods 135 and Kriging, a geostatistical method that offers several advantages over the other methods. We 136 also compare interpolation of the FWI input variables followed by calculation of FWI 137 components to directly interpolating the FWI components. Interpolation error is bounded only for points inside the convex hull of the interpolation 158 points (Powell 1994) . Outside of the convex hull, estimations are considered extrapolation, and 159 are subject to greater uncertainty since their values may not be bounded. Therefore, in order to 160 reliably conduct the leave-one-out cross-validation procedure (see methods below) it was 161 necessary to interpolate fire weather to station locations within the convex hull formed by the 162 station network (see Figure 2) . One of the interpolation procedures we tested, Akima spline 163 interpolation, often failed for points close to (but inside) the convex hull boundary so for this 164 method it was further necessary to only choose validation stations no closer than 75km to the 165 Alberta border (see Figure 3) . 
where ‫ݎ‪ሺ‬ݖ‬ ሻ is the observed value at ‫ݎ‬ and the integral represents the deformation energy of the 210 function. The parameter ߣ determines the level of smoothing. ߣ = 0 corresponds to no 211 smoothing so that the spline function passes through the data points (an unbiased estimator), 212 whereas ߣ ≠ 0 can further minimize the deformation energy subject to a trade-off with 213 goodness-of-fit. We respectively denote these methods as TPSNS (thin plate spline with no 214 smoothing) or TPSS (thin plate spline with smoothing). Thin plate smoothing was implemented 215 using the fields package available for R (Nychka et al. 2015) . By default, the smoothing 216 parameter is chosen automatically by a generalized cross validation procedure. The number and 217 location of knots is taken as the default, which corresponds to all unique locations. 218
Akima Spline (AS) 219
Akima spline (AS) (Akima 1978) interpolation is based on a triangular tessellation of all the data 220 points. A continuously differentiable piecewise function is then fit with each piece corresponding 221 to a cubic polynomial that passes through the vertices of each triangle. Specifically, within each 222 triangle the function is estimated by 223
where the 10 coefficients ‫ݍ‬ are found by solving the set of linear equations formed using the 224 set of points given by ‫ݎ‬ = ሺ‫ݔ‬ , ‫ݕ‬ ሻ and its 9 closest neighbors. As this is a local approximator, it 225 can lead to a surface robust to outliers. This feature of the Akima spline motivates the inclusion 226 of this method in our study as it may lead to improved estimates for precipitation, a quantity that 227 can exhibit large spatial variability. Moreover, the Akima spline does not use additional 228 smoothing, and since it passes through all data points, is therefore an unbiased estimator. To 229 implement the Akima spline we used the akima package available for R (Akima et al. 2015) . 230 D r a f t
Inverse Distance Weighting (IDW) 231
Inverse distance weighting (IDW) is a method that approximates a value at an unknown location 232 using a linear weighted average of the data at known points using the formula (Shepard 1968 ) 233
where ݀ is the distance between the ith and jth points. Here we take p=2, which is the value 234 used by the Alberta wildfire management branch, which therefore provides a practical baseline 235 with which to compare the other methods. However, it should be noted that in general, p can be 236 optimized by choosing the value which minimizes the absolute error. To implement IDW we 237 used the gstat package available for R (Pebesma 2004) . the constraint that the expected value of the error is zero. OK is the most commonly used form of 247 D r a f t kriging, and is equivalent to spatial regression around a local mean estimated from the data. 248
Under the assumption that the data has a multivariate Gaussian distribution, OK provides the 249 best linear unbiased estimator (BLUE). In this paper, we employ OK as well as two variants: 250
Regression Kriging (RK) and Universal Kriging (UK). RK allows incorporation of auxiliary 251 variables by first fitting a regression model to the auxiliary variables and performing (ordinary) 252 kriging with the regression residuals. An obvious covariate for both meteorological and FWI 253 variables was elevation, available for each weather station in the Alberta fire weather database. 254
UK is a special case of RK where the spatial coordinates (longitude and latitude) are used as the 255 covariates. In this paper, we implemented OK, RK using elevation as a covariate (RKE) and UK. 256
Based on testing with several semivariogram models, we fit the semivariogram using the 257 spherical model for all variables considered here, which provided the best fit for the majority of 258 test cases. We also fit the semivariogram model separately for each day; we found fitting a single 259 semivariogram model for the entire season resulted in a poor fit due to the large temporal 260 variability in the weather data. To implement Kriging, we used the gstat package available for R 261 (Pebesma 2004) . 262
Transformations 263
Data transformations can improve interpolation estimates for some variables, particularly those 264 that exhibit skewness in their distributions. The procedure is to transform the data using a 265 transformation function, perform the interpolation on the transformed data, and then back-266 transform the interpolated values using the inverse of the transformation function. It should be 267 noted that this procedure can lead to a biased estimator for nonlinear transformations, for which a 268 bias correction term may be necessary (Cressie 2015) . Both precipitation and wind speed are 269 non-negative quantities that exhibit skewness in their distributions (ie. non-normality), and their 270 interpolation may therefore be improved by transformation. It has been shown that the square 271 D r a f t root transform can reduce interpolation error for precipitation when using the thin plate spline 272 (Hutchinson 1998 ). In the current implementation of the Canadian Precipitation Analysis 273 (CaPA), that combines surface observations, numerical weather model predictions and radar 274 observations, the cube root transform has also been found to reduce estimation error (Fortin 275 
Cross-Validation 294
In order to assess the performance of each interpolation method, a Leave-one-out cross-295 validation (LOOCV) procedure was employed. For each year of analysis, the validation stations 296
were determined by the stations interior to the complex hull (Fig. 2) . LOOCV proceeds by 297 looping through each validation station, removing observations of fire weather variables 298 corresponding to that station from the data, and interpolating the target variables to the location 299 of the removed station. The removed station data were then replaced and the procedure repeated 300 until all validation stations had been tested. The overall procedure was performed for each day 301
June 2 nd to August 31 st . June 1 st was removed from the validation period as data from this date 302 was used to determine the values of the moisture codes, required as inputs to the FWI calculation 303
for June 2 nd . Note that the interpolation procedure used the full set of available weather stations 304 comprising the validation stations as well as those on the complex hull boundary. In the special 305 case of Akima spline interpolation, the procedure was the same as above except that the 306 validation stations consisted only of those interior to a 75km buffered region of the province 307 (Fig. 3) . 308
To assess the performance of the various interpolation methods three continuous metrics 309 were considered: the mean absolute error (MAE), the mean rank absolute error (MRAE) and the 310 mean bias. They are defined respectively as follows: 311
where ‫ݖ‬ , and ‫ݖ‬ , are the observed and predicted values at location ‫ݎ‬ , ݊ is the total number of 312 observation-prediction value pairs and m is a label that indexes the interpolation method. For the 313 MRAE, the rank is calculated between the set of methods ݉ * with ‫ܯ‬ being the total number of 314 methods being compared. In our case n = n t × n s where n t is the number of days in the validation and predicted values. MAE has the advantage over the root-mean-square error (RMSE) metric of 318 giving less weight to outliers. The MRAE is a non-parametric rank based measure. 319
To account for both spatial and temporal correlations in the data, as well as any non-320 normality in the data, we employed a non-parametric vector block bootstrap method to determine 321 the 95% confidence intervals for each of the three metrics. This procedure involves repeated 322 resampling of the data (with replacement) using the stationary block bootstrap (SBB) ( 
Politis and 323
Romano 1994) where each data element in the time series consisted of the vector of observations 324 (or predictions) at all validation stations corresponding to each day. Since each time point in the 325 resampled data includes observations at all spatial correlations, the spatial as well as temporal 326 correlation structure is preserved in the resampled data. The block length for each variable (see 327 Table 1 ) was determined by calculating the 95% confidence intervals for a range of block 328 lengths, and selecting the smallest block length above which the confidence intervals converged, 329 ie. were approximately constant. This ensured the minimum valid block length was chosen, 330 particularly important for DMC, DC and BUI, which exhibit the longest autocorrelation times. 331
332

Results
333
D r a f t Estimating FWI input variables 334
We first compared the seven interpolation methods (IDW, TPSS, TPSWS, AS, OK, UK, 335 RKE) for the meteorological variables that serve as inputs to the FWI System: ie. 24 hour 336 precipitation, wind speed, temperature and relative humidity. For both precipitation and wind 337 speed we additionally combined each method with either the square root transform (SRT) or 338 cube root transform (CRT). In the cases where kriging (OK, UK, RKE) was used with a 339 transformation we also tested the corrections to bias transformation as given in the methods 340 section (denoted SRTBC and CRTBC for SRT and CRT respectively). This resulted in a total of 341 27 tested methods for these variables. The results are shown in Fig. 4 . In the case of 342 precipitation, we find OK with the CRT transform give the lowest MAE, AS with CRT gives the 343 lowest MRAE and OK with SRT (bias corrected) gives the lowest mean bias. It should be noted 344 that for precipitation MAE values for each method did not differ appreciably and had relatively 345 large 95% confidence intervals for all tested methods. In contrast, the MRAE showed greater 346 differentiation between the methods compared with the confidence intervals. For wind speed the 347
RKE (no transformation) gives the lowest MAE and MRAE, whereas TPSS (no transformation) 348
gives the lowest mean bias. For both temperature and relative humidity, RKE (no 349 transformation) gives the best results with respect to all three metrics. Moreover, for temperature 350 it can be seen that the use of elevation as a covariate gives a significant improvement in the 351 interpolated estimates. 352
Estimating FWI output variables 353
To estimate the FWI System variables at new locations we test each of the three 354 procedures outlined in the methods section: The CI procedure corresponds to calculating the 355 FWI components at station locations and then interpolating the FWI output variables to new 356 D r a f t locations; The IC procedure corresponds to interpolating weather and the previous day's 357 moisture codes to unobserved locations and calculating FWI output variables; and the IC2 358 procedure proceeds similarly to IC except that the previous day's moisture codes are calculated 359 from the previous day's moisture codes at the unobserved locations. For IC we selected as inputs 360 the interpolated meteorological variables with the lowest MAE in each case. These were OK 361 with CRT for precipitation and RKE for wind speed, temperature and relative humidity. We also 362 tested two other combinations of interpolated weather variables, corresponding to either reduced 363 bias in precipitation or wind speed, to examine their influence on the FWI output variables. 364 Table 2 summarizes how each FWI input variable was selected for procedures IC and IC2. 365
Results for estimation of the moisture codes (FFMC, DMC, DC) at validation locations 366 using the three procedures is given in Fig. 5 . We find for IC that calc-3 gives the lowest MAE for 367 FFMC, whereas calc-2 gives the lowest MAE for DMC and DC. IC2 (calc-4) performs relatively 368 poorly with respect to MAE and has the largest positive bias amongst all the estimation methods 369 for all moisture codes. In particular, for the DC, IC2 gives the largest MAE, MRAE and mean 370 bias. To further investigate the source of bias in the moisture code estimations we plot in Fig. 6 371 the daily mean bias (averaged over all validation stations) for procedures IC and IC2 for a typical 372 year, 2012 in this case. Here, calc-3 is omitted for clarity since it's results are identical to calc-1 373 for DMC and DC, which do not depend on wind speed, and calc-1 and calc-3 show almost 374 identical results for FFMC. For FFMC, calc-2 leads to the lowest bias of the calculated methods 375 in the first half of the study period, although there are some large negative deviations of bias in 376 the second half of the study period. For DMC and DC, calc-4 has a large and positive bias 377 compared with calc-1 and calc-2, which increases during the evaluation period. For DMC, calc-1 378 and calc-2 have negative biases that decrease during the evaluation period. For DC, calc-1 and 379 calc-2 do not change significantly during the evaluation period. 380
D r a f t
Results for estimation of the FWI output indices (BUI, ISI and FWI) at validation 381 locations using the three methods is given in Fig. 7 . We find IC with interpolation of 382 precipitation using OK with SRT (bias corrected) (calc-2) leads to the lowest MAE for BUI, ISI 383 and FWI estimation. Calc-1, Calc-2 and Calc-3 perform similarly well with respect to MRAE for 384 ISI, BUI and FWI; whereas calc-4 (IC2) has smallest negative bias for ISI, AS the smallest 385 positive bias for ISI, calc-1/2 (IC) the smallest (negative) bias for BUI and TPSNS the smallest 386 (negative) bias for FWI. Similar to Fig. 6 we also plot the daily mean bias for the FWI output 387 indices (BUI, ISI and FWI) for 2012 in Fig. 8 . For ISI there is no apparent trend in the mean bias 388 for any of the tested methods over the evaluation period. In contrast for both BUI and FWI, calc-389 4 exhibits a positive trend in mean bias, whereas calc-1 and calc-2 exhibit a negative trend in 390 mean bias. 391
Autocorrelation of each variable 392
To characterize the temporal autocorrelation of each variable we fit an exponential 393 function to the autocorrelation function (ACF) of each variable and defined the autocorrelation 394 time (ACT) as the time corresponding to a decay of the fitted ACF to a value of 0.1 (see Table  395 1). These values were then averaged over the 20 years of data used in the study. It is worth 396 and FFMC-PD all contribute significantly to the overall bias; for BUI, DMC-PD gives the largest 420 (negative) bias; and for FWI, FFMC-PD and DMC-PD are the largest sources of (negative) bias. 421
Discussion 422
Improving the performance of spatial interpolation methods for the FWI System outputs 423 is crucial for more accurate spatial mapping of fire danger on the landscape, which is of obvious 424 benefit to fire management agencies. In this study, we compared several common interpolation 425 schemes for estimating FWI System outputs at unknown locations, and readdressed the question 426 D r a f t of whether it is best to first interpolate meteorological variables to unobserved locations and then 427 calculate the FWI System outputs or directly interpolate the FWI System outputs to unobserved 428
locations. 429
For the input meteorological variables, we found the geostatistical method Kriging 430 performed best with respect to mean absolute error. Specifically, temperature, relative humidity 431 and wind speed were interpolated with the lowest MAE using regression Kriging with elevation 432 as a covariate, whereas precipitation was interpolated with the lowest MAE using ordinary 433
Kriging with observations transformed using a cube root transform. It is worth noting that for 434 precipitation, although it is a local approximator, Akima spline interpolation did not perform 435 better than the Thin plate spline, indicating this feature may not have been exploited for the 436 spatial density of the data. Apart from reduced error, a benefit of using Kriging is that it is an 437 exact interpolator, meaning interpolated values are equal to observed values at sampled 438 locations; therefore, since FWI inputs are interpolated exactly at sampled locations, the 439 calculated FWI outputs are also exact at those locations. also has an implicit dependence on elevation. Although there is relatively little work on 446 interpolation of relative humidity, one study did find using cokriging with elevation as a 447 covariate led to the lowest estimation errors amongst several methods (Apaydin et al. 2004) . Daly et al. 2002) . Including elevation as a covariate in our study led to the most 452 significant improvements for interpolation of temperature, with more modest improvements for 453 relative humidity and wind speed. Conversely, the three best performing methods -with similar 454 performance -for interpolating precipitation were ordinary kriging, universal kriging and 455 regression kriging with elevation (all using the cube root transform). The fact that regression 456 kriging with elevation did not outperform either ordinary nor universal kriging indicates may be 457 due the high spatial variability of precipitation combined and the supposition that the linear 458 relationship between precipitation and elevation is not as good as it is for the other variables (ie. 459 temperature, relative humidity and wind speed). 460
The performance of spatial interpolation of the moisture codes (FFMC, DMC, DC) and 461 fire behavior indexes (ISI, BUI, FWI) was significantly influenced by the procedure employed. 462
For FFMC we found both IC (calc-1, calc-2, calc-2) and IC2 (calc-4) perform well with respect 463 to MAE but that calc-2 gives a lower bias. For DMC and DC, IC (calc-1, calc-2, calc-3) and CI 464 (with RKE) perform well but IC2 (calc-4) performs relatively poorly. The lower bias achieved 465 with calc-2 for FFMC reflects the fact that the interpolated precipitation input has a lower bias. 466
For all moisture codes, calc-4 lead gave a large positive mean bias compared to the other 467 methods tested. This can be attributed to the propagation of estimation error from the previous 468 day's codes to the current day's codes, an effect which is larger for DMC and DC with large 469 autocorrelation times (Table 1) . 470
To understand the performance of the estimation methods on the fire behavior indices 471 (ISI, BUI, and FWI) it is necessary to consider the variable dependence of the FWI System (Fig.  472   1) . Overall, the IC and IC2 procedures outperformed CI for all three indexes. In particular, ISI, 473 which depends only on FFMC and wind speed, was best estimated by IC (calc-1, calc-2, calc-3) 474 D r a f t and IC2 (calc-4). Interestingly, calc-4 gives the lowest (negative) bias of the four methods for 475 BUI, but the largest (positive) bias for FFMC; whereas calc-2 gives the largest (negative) bias of 476 the four methods for BUI, but the smallest (positive) bias for FFMC. In contrast, BUI is best 477 estimated by IC (calc-1, calc-2, calc-3) or CI (RKE), but is poorly estimated by IC2 (calc-4); this 478 result reflects the performance of estimation methods for DMC and DC, which are inputs to BUI. 479 FWI, which combines ISI and BUI, is best estimated by IC (calc-1, calc-2, calc-3). The middling 480 performance of IC2 (calc-4) for FWI is likely due to a compromise between its good 481 performance for ISI and poor performance for BUI. In general, IC2 (calc-4) performed poorly for 482 any of the FWI System outputs with relatively large correlation times (Table 1) ; that is, for 483
DMC, DC, and BUI. 484
In a spatial modeling context, we have investigated the differences between a "calculate 485 first, interpolate later" (CI) approach and a "interpolate first, calculate later" (IC) approach (Stein 486 et al. 1991) . In general, unless the model is linear, these approaches may lead to different results 487 (Addiscott and Tuck 1996) . Due to model nonlinearities, CI may not reproduce spatial 488 heterogeneities of the actual (unknown) model, whereas IC might lead to significant uncertainty 489 in the model inputs, depending on the number of input parameters to be interpolated and their 490 spatio-temporal characteristics. Thus, whether CI or IC yields better performance is likely to be a 491 trade-off between uncertainty in the model inputs (ie. interpolation error) and model nonlinearity. 492
For example, in a study of drought index estimation (Rhee and Carbone 2011) IC was found to 493 perform better than CI, whereas a study of areal interpolation of soil moisture (Stein et al. 1991 ) 494 found conversely that CI performed better than IC. In yet another study looking at the estimation 495 of reference evapotranspiration (Mardikis et al. 2005) found IC and CI procedures gave very 496 similar results. 497 D r a f t
As the FWI System is a nonlinear empirical model, the IC and CI procedures will in 498 general yield different results, depending on the spatio-temporal characteristics of the FWI input 499
parameters. In the current study, we found that in most cases IC outperformed CI with respect to 500 both MAE and mean bias. In contrast, an earlier study on interpolation of the FWI System 501 indexes in north-western Ontario by Flannigan et al. (1998) found the CI procedure (ie. 502 interpolating the FWI indexes directly) performed better than the IC procedure. They attributed 503 this to the short-range nature of convective precipitation, which leads to relatively poor 504 Since we found the IC procedure performed best overall, we also examined how 517 interpolation of each FWI input variable independently contributes to the output error and bias of 518 the FWI output variables (see Figs. 9 and 10) . These results suggest which FWI input variable 519 interpolation estimates should be improved to give the largest reduction in estimation error (or 520 bias) for the FWI System outputs, thus providing guidance for possible future work. For 521 D r a f t example, improving estimates of precipitation, which leads to the largest MAE and mean bias for 522 FFMC, should lead to the largest improvement in FFMC. Likewise, improving interpolation of 523 DMC-PD and DC-PD should give the largest improvement in DMC and DC respectively. For 524 the fire behavior indexes, ISI and FWI may be best improved (with respect to MAE) by 525 improving interpolation of wind speed, and BUI should be best improved by improving 526 interpolation of DMC-PD. 527
Conclusions 528
In summary, the results of this study lead to two main recommendations for improving 529 interpolation of fire danger ratings based on the FWI System: (1) One should first interpolate the 530 FWI System input variables (temperature, relative humidity, wind speed, precipitation and 531 previous days' moisture codes) to unobserved locations and then calculate the FWI System 532 outputs; (2) regression kriging with elevation as a covariate should be used for estimating all 533 FWI System input variables, except for precipitation which may be better estimated using 534 ordinary kriging and the cube root transform. 535
There are two main directions any future work could take. First, an obvious strategy for 536 improving estimation of fire weather danger ratings is to improve interpolation of the FWI input 537 variables (particularly, those identified above) by either improving the methods used in this study 538 or by considering additional interpolation methods. In this study, we found the use of elevation 539 
