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Abstract
Inter-subject correlation (ISC) analysis for functional magnetic resonance imaging (fMRI)
is a data driven approach to detect the brain activity during complex stimuli. The
ISC measures are computed as a correlation between the fMRI time courses of the
studied group of subjects. The ISC analysis is developed especially for fMRI studies with
naturalistic stimuli, like movies, music, video games or annotated stories. The naturalistic
stimuli are typically used to study the higher cognitive functions of a human brain such
as emotions or humor.
This thesis investigates the properties of ISC analysis for fMRI. Three major aspects of
the ISC analysis were studied: the accuracy of the analysis when compared with the
general linear model (GLM) based analysis, the effects of spatial smoothing and the effect
of sample size on the results. In addition, the openly available implementation of ISC
analysis that was used in this study, ISCtoolbox for Matlab, was improved by developing
a built-in support for cluster computing environments. The improvements were published
with the new version of the ISCtoolbox. These improvements were mandatory due to the
high computational costs of ISC analysis and the high number of ISC analyses required
for the studies of this thesis.
Four international journal publications are included in the thesis. The first one describes
the properties of the ISC analysis and ISCtoolbox for Matlab implementation. The second
one investigates the accuracy of the ISC analysis with a block design fMRI data when
compared with the GLM analysis. The third study investigates the effects of spatial
smoothing on the ISC analysis and uses the GLM analysis as a reference for the testing.
The fourth study tests how the sample size affects the ISC analysis results.
The ISC analysis was verified to be an efficient non-parametric data analysis method for
fMRI data especially in studies with naturalistic stimuli. In addition to this the studies
indicated that ISC can successfully be applied also to the traditional block design data,
where it is able to detect activations with similar accuracy as the GLM analysis. The
spatial smoothing was found to be a mandatory pre-processing step for the ISC analysis.
When the thresholds for ISC results were corrected with false discovery rate multiple
comparisons correction, the ISC analysis was able to tolerate slightly larger Gaussian
smoothing kernels than the GLM analysis. The sample size investigation verified that the
ISC analysis can produce fairly stable results when the number of subjects included in the
study was more than 20. At least 30 subjects were found to guarantee the high similarity
of the results. The implementation of the ISC analysis as ISCtoolbox was found to be
highly efficient in cluster computing environments.
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1 Introduction
1.1 Basics of Functional Magnetic Resonance Imaging
The principles and details of magnetic resonance imaging (MRI) and functional magnetic
resonance imaging (fMRI) are described in various books. For this reason only simplified
descriptions of these methods are repeated here. The descriptions are based on Hornak
(1996-2014) and Poldrack et al. (2011).
Magnetic resonance (MR) measurements are based on orienting the molecules or atoms in
a strong magnetic field, exciting them out of the orientation with a radio frequency (RF)
pulse and then measuring the induced RF signal when the excited molecules or atoms are
returning to the orientation. The imaging of different tissue properties requires different
RF pulse sequences, for which reason the needed RF pulse sequence depends on the aimed
application. The RF signals induced from exited molecules have different characteristics
depending on the tissue properties of the measured location which makes possible to
visualize different properties from the living tissue.
A typical task-based fMRI is measured when the subjects are under an active stimulus.
The fMRI studies measured without the active stimuli are commonly referred to a resting
state fMRI (Biswal et al., 1995). The most common fMRI measure type is blood-oxygen-
level dependent (BOLD) fMRI (Ogawa et al., 1990b,a), which is based on the state of
hemoglobin in the blood. The BOLD contrast is based on the paramagnetic properties of
hemoglobin depending on whether it carries oxygen or not: Deoxygenated hemoglobin
molecule is paramagnetic and oxygenated hemoglobin is not, which causes measurable
difference in RF signal. This thesis is focusing only on the task-based BOLD fMRI
studies.
From the physiological point of view, the basic principle of BOLD fMRI is that active
brain areas consume more oxygen, which increases the blood flow to the active locations.
The oxygen in blood is carried by hemoglobin molecules (Ogawa et al., 1998). When
hemoglobin releases the oxygen, it becomes paramagnetic which decreases the measured
MRI signal. On the other hand, the increased oxygen consumption causes an increase
in the blood flow in the activated area. This produces the local surplus of oxygenated
blood and increase in the measured MRI signal from this area. These phases are visible
in detected BOLD response signals: First there is small undershoot compared with the
baseline due to the increased use of oxygen, then a clear peak over the baseline is detected
due to increased oxygenated blood flow and finally, the peak is decreased to the baseline
again when the surplus of oxygenated blood ends.
By examining the BOLD response signals, it is possible to detect the areas where the
oxygen consumption is increased due to neuronal activity. This makes the BOLD fMRI
an indirect measure as it does not measure the actual brain activation, but a phenomenon
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which is triggered by the activity of the brain cells in a certain location. The correlation
between the increased oxygen consumption and the neuronal firing was proven in the
studies of Mukamel et al. (2005) and Nir et al. (2007). Due to the indirect nature of
the BOLD measurement, there is a delay of 2-6 seconds between the BOLD response
compared with the actual neuronal activity. With model based analyses it is critical to
take this delay into account among with other physiological properties of BOLD signal
(Logothetis, 2003; Poldrack et al., 2011).
1.2 Functional Magnetic Resonance Imaging Data Analysis
The starting point for the task-based fMRI analysis is the data acquisition with an
external stimulus, that can be used also to trigger the subject to perform various tasks.
The subject is concentrating on the stimulus when he is measured with a MRI scanner.
The stimuli can practically include instructions to perform tasks of any kind for the
subject, for example watching pictures, hearing music or tapping a finger according to
the stimulus. In practice, the tasks can be anything which is possible to perform actively
in the scanner without introducing too much distortion to the measurements.
After measurement, the fMRI data requires various processing steps before it is suitable for
statistical data analysis. Together these steps are commonly referred to a data processing
pipeline, which can be divided roughly into pre-processing steps and analysis procedures.
Typical pre-processing steps are: image reconstruction and correction, registration and
normalization as well as spatial and temporal smoothing. (Poldrack et al., 2011). Common
aims for data pre-processing are to remove the measurement artifacts and improve the
signal-to-noise ratio (SNR) of the data.
In task-based fMRI studies the analysis should be designed according to the used stimuli.
And further, the design of the stimuli should take into account the analysis method,
which will be used to analyze the data. Traditional stimuli to fMRI studies typically
have a strictly controlled structure from where the parametric model is easy to derive.
For example, a model is easy to derive from a block design study where subjects have
to stay in rest otherwise and when they detect stimulus, such as a sound or an image,
they have to push a button. From stimulus of this kind, a parameterized signal model is
easy to define: The signal is "ON" when an image is shown and "OFF" when no image
is present and the subject is in rest. A typical way to analyze these studies is to use a
general linear model (GLM) based analysis. These kind of studies with a block design can
reveal efficiently which brain areas are active when the subject reacts to the activating
stimuli, but they are challenging to apply for data acquired with more complex stimuli.
Studying higher brain functions, such as emotions or fear, requires more complex study
setup than just tapping with finger on the required moments. Typical stimuli, which
people are facing in everyday life is extremely rich over multiple senses. It is challenging
to mimic these kind of stimuli with strictly controlled block design type of study design
and even more challenging to model with parametric models. Compared with block
design studies a more complex approach is used in event related design (D’Esposito et al.,
1999; Foerde et al., 2006), where the length of the events and timing is more random.
The most complex stimulus is mimicking the real life situations as closely as possible
and those are commonly called naturalistic. These kind of stimuli can be, for example,
video games (Kätsyri et al., 2013), music (Glerean et al., 2012), annotated stories (Hanke
et al., 2014) or movies (Bartels et al., 2008; Hasson et al., 2004; Jääskeläinen et al., 2008;
Kauppi et al., 2010). The fMRI studies with movie stimulus are typically referred to
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neurocinematics (Hasson et al., 2008). Compared with a traditional strictly controlled
stimuli, it is challenging to define a comprehensive model for a long movie due to the
richness and complexity of it as stimuli. For this reason data-driven methods without any
parametric model for stimuli are preferred.
The inter-subject correlation (ISC) analysis (Hasson et al., 2004; Kauppi et al., 2010, 2014)
is a potential non-parametric method for naturalistic studies. The ISC analysis is purely
based on the data itself as it simply computes the similarity between the corresponding
time series of the subjects under common stimuli. The basic assumption in ISC is that
subjects are engaged in the common stimuli in a similar manner within the subject group.
This synchronization is then possible to detect using a correlation measure between the
corresponding voxel time courses of the subjects’ fMRI images.
1.3 Objectives
This thesis investigates the properties of the ISC analysis and validates the accuracy of the
ISC analysis by comparing it with GLM analysis within the same data. The properties
of ISC analysis were investigated in two studies. In the first study, the effects of spatial
smoothing were studied and in the second study, the effect of sample size on the analysis
results was investigated.
In addition, the openly available ISC implementation called ISCtoolbox for Matlab
(Kauppi et al., 2014) was updated during the thesis work and with the first publication
of this thesis the version 2.0 of ISCtoolbox was released. In the scope of this thesis the
new version of ISCtoolbox had improvements in the computing speed and usability of the
graphical user interface (GUI), as well as a new built-in support for parallel computing
environments. The support for parallel environments was required due to the large number
of ISC analyses applied for the tests of this thesis work.
1.4 Motivation
The current trends in cognitive brain studies are commonly aiming to study the higher
brain functions associated for example to emotions or humour. These trends have lead the
naturalistic stimuli to become increasingly popular. As the parametric model for complex
naturalistic stimuli is challenging to derive, the data-driven methods such as ISC analysis
or independent component analysis (ICA) (Mckeown et al., 1998) are more suitable for
these studies. Where ISC searches the similarity of the responses within the group of
subjects, ICA is typically used to search for the functional patterns in the brain. The
validation of the ISC analysis makes the method more feasible for scientific community
and the verification of the critical properties of it helps the users make more informed
choices regarding the ISC analysis.
ISCtoolbox was originally developed to help researchers to apply the ISC analysis with
a proper statistical methodology. Within this thesis it was further developed to make
possible to apply larger, more data intense studies, with it. Large data intense studies
require more computing power which commonly leads to an increased computing time
and requirement of larger computing resources. To face these challenges many universities
and research centers have their own computing cluster or have access to some shared
computing resources. A typical challenge with highly efficient computing environments
is that they are often complex to utilize. For this reason, the easy and efficient built-in
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support for distributed computing was developed for ISCtoolbox. It was also aimed to
make ISCtoolbox more appealing for non-technical scientists or clinical staff.
1.5 Structure of The Thesis
The thesis is based on four journal publications which all concern the ISC analysis. The
first publication describes the ISCtoolbox implementation of the ISC analysis and the
last three publications are investigating the ISC analysis properties.
The first publication describes the details of ISCtoolbox (Kauppi et al., 2014) as well
as multiple smaller usability aspects of the toolbox. The improvements were needed for
ISCtoolbox as the testing procedures required an extensive number of analyses and for this
reason a built-in support for Simple Linux Utility for Resource Management (Slurm) (Yoo
et al., 2003) and Sun Grid Engine (SGE) based computing grids (Love, 2013; Scalable
Logic, 2013; Univa Corporation, 2013) were added to the toolbox. The second publication
(Pajula et al., 2012) validates the accuracy of ISC analysis by comparing it with the
traditional GLM analysis. The GLM analysis was used as a golden standard with the
block design data. The validation demonstrated the detection accuracy of the ISC but left
open how the ISC method behaves in different situations. The third publication (Pajula
and Tohka, 2014) studies a typical question in fMRI analysis: How the spatial smoothing
affects the accuracy of the analysis. The main conclusion was that the implementation
of ISCtoolbox can handle spatial smoothing with a slightly wider Gaussian kernel than
GLM analysis with the same data. The fourth publication (Pajula and Tohka, 2016)
answers to another critical question for the study design: How many subjects should be
included in ISC analysis to ensure the good quality of the results? The inspection of the
results suggested that minimum of 20 subjects should be included in the ISC analysis,
but more than 30 subjects should be used for reproducible results.
The structure of the thesis is the following. First, the common data processing pipeline
for fMRI is introduced in Chapter 2. Chapter 3 presents the traditional study setup for
block design analysis and the structure of a typical GLM analysis. In Chapter 4, the
focus is moved to the studies with naturalistic stimuli and the ISC analysis. The main
concepts and implementation considerations of ISCtoolbox are described in Chapter 5.
Chapter 6 introduces the methods and concepts which were used to study the properties
of ISC analysis. The journal publications included in the thesis are listed in Chapter 7.
Finally, in Chapter 8, the outcome of the thesis work is discussed with the future aspects
of the ISC analysis and Chapter 9 draws the final conclusions from the work.
2 Standard fMRI Analysis Pipeline
Data processing in fMRI starts from data acquisition and ends to the final statistical
analysis. Between these, the fMRI data is reconstructed from the measured signals and
pre-processed for the statistical analyses. Here the whole process from data acquisition
to final analysis is referred to fMRI data analysis pipeline. The fMRI data has multiple
artifact sources where the subject movement and the magnet field inhomogeneities in the
scanner device are the most critical ones. In principle, the environment, subject and used
devices can all cause different artefacts to the data and all of them should be corrected or
taken into account in the analysis design. The required pre-processing steps depend also
on the designed statistical analysis. For example, if the analysis is done for a group of
subjects, the image data has to be converted into a common spatial domain.
This chapter describes the typical parts of the fMRI data processing pipeline and the
main principles how they can affect the final analysis results. The main focus is given
to the pre-processing as it is common for all analysis methods. Pre-processing has a
significant role also when investigating the properties of a group analysis and so it has a
critical role again in comparison of GLM and ISC methods. The GLM and ISC analyses
are described in detail in Chapter 3 and 4. The details of the data processing pipeline
here are following the description of Poldrack et al. (2011) and a typical pipeline used by
the FMRIB Software Library (FSL) software package (Jenkinson et al., 2012).
2.1 General Structure of the Pipeline
Figure 2.1 illustrates three different pipelines used by four different software packages:
ISCtoolbox, FSL and Analysis of Functional Neuroimages (AFNI) and Statistical Para-
metric Mapping (SPM). The pipelines of ISCtoolbox and FSL software packages were
illustrated because they were used in this thesis. SPM was included as it demonstrates a
slightly different approach in pipeline structure with normalization, spatial smoothing
and statistical analysis. The first four steps illustrates the pre-processing steps which
are handling the errors and the artifacts of the data. They are typical for all fMRI
pipelines. The order of the last three steps depends on the selected software and the
used analysis pipeline implementation. For example, a clear difference is between FSL
and SPM software: FSL normalizes the data after the statistical analysis compared with
SPM, which applies the normalization before the spatial smoothing.
According to Poldrack et al. (2011) the motion correction and slice timing correction can
be applied in any order and the order should be determined separately for each study.
In practice, the slice timing correction can improve the fMRI analysis results (Sladky
et al., 2011), but in certain statistical analyses it can also be left out from the pipeline as
proposed in Poldrack et al. (2011). As mentioned earlier, the FSL (Jenkinson et al., 2012;
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Acquisition & Image
Reconstruction
Distortion
Correction
Motion Correction /
Realignment
Slice Timing
Correction
Spatial Smoothing
(Denoising)
Statistical
Analysis
Spatial
Normalization
Spatial Smoothing
(Denoising)
Statistical
Analysis
Spatial
Normalization
Spatial Smoothing
(Denoising)
Statistical
Analysis
Spatial
Normalization
Standard
Space
Statistical
Map
FSL / AFNI
ISCtoolbox
SPM
Figure 2.1: Data analysis pipeline for fMRI data. The acquisition & image reconstruction,
distortion correction, slice timing correction and motion correction are typical for most of the
fMRI pipelines compared with spatial smoothing, spatial normalization and statistical analysis
which order depends on the used analysis software and study design. Traditionally acquisition &
image reconstruction, distortion correction, slice timing correction, motion correction and spatial
smoothing are considered as pre-processing steps, but also the spatial normalization is often
included in pre-processing procedures.
Smith et al., 2004) and SPM (Friston, 2008) software have different naming and different
order for normalization, smoothing and statistical analysis. The main reason why FSL
and AFNI apply the analysis before normalization is that less spatial data points have to
be analyzed in the original space. The normalization also requires typically less computing
resources with a single statistical three dimensional (3D) volume compared with the
multiple volumes of the fMRI data (Poldrack et al., 2011; Smith et al., 2004). In this
thesis, the selected software were FEAT GLM analysis software (Beckmann et al., 2003;
Woolrich et al., 2004) from FSL software package and ISCtoolbox for Matlab (Kauppi
et al., 2014). The used pre-processing pipelines were the ISCtoolbox and FSL pipelines
described in Figure 2.1.
2.2 Common Processing Steps
The image acquisition is the step where the fMRI data is measured. The subject is placed
in the scanner and the data is measured at the same time as the subject concentrates on
the given stimuli. Commonly, the image reconstruction from RF signals is done straight
after the measurement by the scanner software.
The first pre-processing step after the fMRI data is reconstructed from the RF signals
is the distortion correction. The scanner, the subject and the environment can cause
distortions and variation to the homogeneity of the magnetic fields, which can produce
artifacts to the measured data. With the distortion correction, the errors caused by the
inhomogeneities of the magnetic fields are corrected.
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As the 3D volumes of the fMRI data are measured slice-by-slice, all slices are not measured
exactly at the same moment. The slice timing correction aims to correct the timing of
the slices inside each volume at a synchronous time point (Sladky et al., 2011).
Critical to all fMRI analyses is the motion correction. As the image acquisition can last
from a couple of minutes to dozens of minutes (see for example (Hanke et al., 2014)) the
subjects typically move slightly inside the scanner. To minimize the movement, head
frames have been developed to keep the head still during the session. Even if the subject
externally stays still, the brain can still move slightly due to blood flow and breathing.
As fMRI analyses are based on the time series of spatial voxels inside the brain the
corresponding brain locations should be aligned in all time points. For this reason all
spatial movement between acquisition volumes should be corrected carefully. In SPM
software this procedure is referred to realignment instead of motion correction.
It is also possible to perform the slice timing correction after the motion correction. Both
of these corrections reorganizes the data spatially and can cause errors to each other: The
slice timing correction can mix the movement based intensity variation between volumes
acquired in different time points. On the other hand, the motion correction can mix
the data points between the slices acquired with slightly different moments around the
current time point. The order of the procedures should be selected so that the common
error is minimized. Poldrack et al. (2011) suggest that slice timing correction should be
avoided when possible. They also point out that with short repetition times (2 seconds
or less) the slice timing correction could be left out completely as most event related
analyses are somewhat robust for small misspecification in timing.
2.3 Analysis Dependent Processing Steps
While the first processing steps were needed in almost every analyses, the spatial smoothing
and normalization procedures are highly dependent from the selected analysis method
and analysis type itself. As visible in Figure 2.1 the spatial smoothing, normalization and
statistical analysis are done in different order depending on the selected software.
Spatial smoothing (Khullar et al., 2011a,b; Lindquist and Wager, 2008; Pajula and Tohka,
2014; Wink and Roerdink, 2004) is a critical procedure for most of the traditional fMRI
analyses. Three common reasons to apply the spatial smoothing are: to increase the SNR,
ensure the certain level of smoothness in the data, and to improve the spatial registration.
When considering the motion correction, the spatial smoothing acts as a guarantee that
at least some part of the corresponding time series from different subjects are overlapping
spatially. At group-level studies this property of spatial smoothing is even more important
due to the varying shapes and sizes of an individual brain. The improvement of SNR
is the most critical reason for spatial smoothing and for this reason it is often called
denoising. The traditional way to denoise data is to apply a 3D Gaussian smoothing
kernel to the data. The size of the kernel varies, but a common rule of thumb is that
the full width at half maximum (FWHM) of the smoothing kernel should be at least two
times the univariate voxel size of the original data (Friston et al., 1996; Pajula and Tohka,
2014). For example, if the original fMRI data has the spatial voxel size of 2x2x2mm3
then the selected FWHM of the smoothing kernel should be at least 4mm, but often the
selected kernel is even larger than this. If there is no need for Gaussian smoothness in
the data, also other kernels and methods such as wavelet denoising can be used (Khullar
et al., 2011a,b; Pajula and Tohka, 2014). As the spatial smoothing averages the data
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with the spatial neighborhood, it can also cause false positive voxels by spreading the
data from activated brain area to the neighboring brain areas (Pajula and Tohka, 2014).
When spatial smoothing aims to improve the possibility to detect signals in voxels
associated with the activated brain tissue, the spatial normalization makes it possible to
compare the data from different subjects or studies. As a term, the spatial normalization
refers to the procedure of registering the data from its original spatial space to some
common template and thus into a common space of the template. Two commonly used
templates are called Talairach (Talairach and Tournoux, 1988) and MNI-152 (Mazziotta
et al., 2001) templates, from which the latter is more favorable as it is newer and defined
from the average of 152 subjects instead of a single brain as the Talairach template.
The spatial accuracy of the fMRI data is typically lower than the accuracy of structural
MRI data from the same subject. For this reason the high resolution structural MRI
images are often used with the fMRI images to ensure the high quality image registration.
In these cases, the fMRI data is registered to the corresponding MRI image and the MRI
image is registered to the used common template. Then the affine transformation received
from the registration of the MRI image to the common template is applied for the fMRI
data which was registered to the MRI image. This is a common procedure for the data
processing pipeline of FSL software.
The spatial registration methods can be divided in two main categories Poldrack et al.
(2011): linear and non-linear methods. Linear methods allow only linear transformation
(translations, scalings, and rotations) compared with non-linear methods which apply
high dimensional morphing to the images. Linear methods cannot morph the image to
exactly like the template, but they guarantee that the structure within the image stays
the same. The non-linear methods can morph the image fit exactly to the template, but
they cannot guarantee that the relative distances or sizes are no more the same (or that
certain voxels are not combined). The selection between linear and non-linear registration
should be done according to the data and the selected analysis type.
Image normalization is mandatory for all group studies, but it has multiple challenges
also due to large variation in human brain anatomy. In general, brains from different
individuals have the same structure, but when the brains are investigated in detail the sizes
of the different structures and even the whole volume of the brain can vary significantly
Poldrack et al. (2011). Various studies have investigated the differences and reasons for
them (Zatorre et al., 2012). Learning of new skills can change the size of the brain areas
which are associated to the activity involved in the skill. This was shown for example by
Maguire et al. (2006) with taxi and bus drivers in London and Draganski et al. (2004) for
a test group who learned to juggle. Within the studies with young people (Sanchez et al.,
2012) as well as elderly people (Fjell and Walhovd, 2010) it has been noticed that aging
changes the structure of the brain. All of these cause challenges for registering the image
into a template which typically represents an average human brain in a certain scale of
age. Further away from the average the subject is, more probable the registration errors
are.
2.4 Data Analysis and Post-processing
The aim of pre-processing is to prepare the data for the statistical analysis and ensure
the validity of the analysis. As noted earlier the type of analysis can affect the needed
processing pipeline significantly and even require extra steps for data processing. In this
thesis two analysis methods were used. The first was the ISC analysis which was validated
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by the second method, the group GLM analysis. The GLM analysis was used as a golden
standard in comparison with ISC.
With fMRI studies the data analysis methods can be divided roughly in two categories:
parametric methods and data-driven methods. The traditional data analysis in fMRI is
based on a parametric model which describes the used stimuli and takes into account
the physical properties of BOLD fMRI signal. The data-driven methods normally do not
have any parametric stimulus model as the analysis is mostly or completely based on the
data itself. The ISC analysis is this kind of data-driven method. In the ISC analysis, the
brain activity measure is based on the similarity of the corresponding time courses within
the group of subjects. In practice, correlations are computed between time courses from
one subject with the corresponding time courses from another subject and the procedure
is repeated for all possible subject pairs in the study.
Another notable difference between the fMRI data analysis methods is that some methods
concentrate only on a single-subject and other methods are applied in a group of subjects.
The GLM analysis in its basic form is applied to a single-subject, compared with the
ISC analysis which is always applied to a group of subjects. Also GLM can be applied
to a group of subjects, but then the analysis is done at two levels. The analysis is first
applied at a single-subject level and then the single-subject results are combined in the
group-level analysis.
If the GLM analysis is applied at the group-level, the alignment within the group of
subjects becomes crucial. The same applies with ISC: The common alignment is the most
critical part of the pre-processing pipeline as the whole analysis is based on the assumption
that subjects have some common behavior in brain activity when they get engaged to
the common stimuli. If the corresponding time series between different subjects are not
on the same spatial location, the whole analysis can fail. On the other hand, this is the
reason why spatial smoothing is important for the ISC analysis. The correlations between
the time series are larger if the SNR is higher, but the smoothing also ensures that at
least some contents of the corresponding time series over different subjects are in the
corresponding spatial locations. Compared with GLM, ISC has no requirements for the
smoothness of the data (Pajula and Tohka, 2014; Woolrich et al., 2001) as there is no
parametric model to fit into the time series.
After the statistical analysis, the results are typically saved for visualization or further
investigation. The later use of the data requires not only saving the volumetric data
itself but also the metadata, which describes how the digital volumetric data is physically
mapped to the real world. Currently, most of the analysis software are supporting a
medical image data format called Nifti1 Cox et al. (2004). This data format includes the
volumetric data as well as the metadata describing the properties of the volumetric data.
Nifti files [.nii] can also be compressed with gzip2 [nii.gz] to save hard drive space and
some software such as FSL can use the compressed data straight without decompressing
it first.
1http://nifti.nimh.nih.gov/
2http://www.gzip.org/

3 Typical fMRI Studies with General
Linear Model
3.1 Typical Setup
Traditionally, fMRI studies have been focused on certain brain functions, for example,
how watching pictures activates the visual cortex. The basic design for this kind of study
has two aspects which are commonly defined together: The stimuli and the parametric
model of the expected brain activation. For this reason the stimuli, such as watching the
pictures, should have a temporal structure that is possible to describe with a parametric
model. A simplified principle of the analysis is that the parametric model predicts the
shape of the BOLD time course on the brain areas which have been activated from the
given stimuli. In other words, the stimulus creates a BOLD response which shape can
be predicted by the model. This typically limits the research to strictly controlled lab
experiments that are fairly easy to predict.
A typical parametric model for a BOLD fMRI analysis has a boxcar signal convolved with
a canonical haemodynamic response function (HRF) (Friston et al., 1994). An example
of a boxcar based model with real life fMRI time courses are presented in Figure 3.1. In
principle, the boxcar model defines the active and rest phases of the stimuli. When the
subject is resting the model is ’OFF’, or zero, when the subject is active the model is
’ON’, or one. The HRFs can be defined with various functions like single gamma function,
double gamma function or finite impulse response basis set (Lindquist et al., 2009). Here
the discussion is concentrated on double gamma HRF as it was used in the studies of this
thesis. Double gamma HRF is defined with two gamma functions, where the first gamma
function describes the main peak of the BOLD data and the second gamma function
accounts the post stimulus undershoot. An example of double gamma HRF is presented
in the panel (b) of Figure 3.1. The panel (c) presents the model of GLM analysis. The
presented model is computed with FSL FEAT with a double gamma convolution and the
boxcar model. The panel (d) presents 37 BOLD time courses acquired from the highest
peak location of ISC analysis of the VG task in Pajula et al. (2012). In comparison of
the mean time course (red line) and the parametric model of the panel (c) the similarity
of the shape is clear.
3.1.1 Typical fMRI Stimuli
In task-based fMRI studies, the brain should be active during the measurement and in the
case of a group study the activation should have a common source with every subject in
the study group. In general, the stimuli of fMRI study can be anything that is possible to
perform inside the scanner without causing too large movements for the head. The type
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(d) Corresponding fMRI time courses from 37 subjects under the same stimuli.
Figure 3.1: Examples of signals from GLM analysis. The panel (a) presents the boxcar model
for stimuli which has six ’OFF-ON’ repeats on the block design stimuli. The panel (b) shows the
double gamma HRF. The panel (c) presents the boxcar model convolved with double gamma
HRF. The model was created with FSL FEAT for a GLM analysis. The panel (d) presents the
time courses of 37 subjects from VG task included in the analysis of Pajula et al. (2012). The
time courses were selected from the voxel with the highest peak value from the ISC analysis of
the VG task. The thick red line is the mean over the time series from 37 subjects. The mean
shape of measured BOLD signals clearly follows the model which corresponds to the results of
Pajula et al. (2012)
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of the stimuli depends purely on the aim of the study. For example, to measure which
areas of the brain are associated to hand activity requires an activity where subjects have
to perform a specific task with their hands according to the external stimuli. This kind
of activity could be for example a button push in certain moments triggered by sound
or shown pictures. The design of moments and button pushes are then an applicable
starting point for the parametric model of the activation time course.
3.2 General Linear Model Analysis
One of the most commonly used fMRI data analysis method is the GLM analysis (Beck-
mann et al., 2003; Nelder and Wedderburn, 1972; Woolrich et al., 2004). It has been
implemented in various analysis software like FSL (Jenkinson et al., 2012; Smith et al.,
2004), SPM (Friston, 2008), NIAK1 (Bellec et al., 2011), Freesurfer2 (Dale et al., 1999)
and AFNI3 (Cox, 1996; Cox and Hyde, 1997). Even though the principle of the analysis
is the same in all software there are also certain differences. As the studies included in
this thesis are all applied using the FSL FEAT implementation of the GLM analysis, the
descriptions of the analysis procedures here are mainly based on the FSL FEAT user
guide4, Poldrack et al. (2011) and Worsley and Friston (1995).
3.2.1 Single Subject Analysis
The basic principle in a single-subject analysis with the GLM is to predict the measured
fMRI time series of the subject using the model which is commonly defined according to
the used stimulus. As presented in Figure 3.1 the stimulus model is typically formed as
a convolution between the selected HRF and the boxcar model describing the stimulus.
What follows is a simplified presentation of the process, for more detailed description
of the process see Poldrack et al. (2011).For a single-subject, the similarity between the
model and the time course of each voxel is computed with GLM by fitting the model for
the measured time courses. The basic GLM equation for a single time course is defined
in Equation 3.1:
y(t) = a+ b · x(t) + e(t), (3.1)
where y(t) is the measured time course and x(t) is the model which is defined according
to the stimuli. The parameter a is the baseline constant and b is the model parameter.
The e(t) is the random error in model fitting. The standard assumption for the error is
that it is normally distributed with zero mean. The estimation is applied by adjusting
the parameters a and b so that the squared difference in the left and the right side of the
equation is minimized. This leads to the estimate yˆ(t) as defined in Equation 3.2:
yˆ(t) = aˆ+ bˆx(t), (3.2)
where aˆ and bˆ are the found parameter estimates according to Equations 3.3:
bˆ = rxy
sy
sx
,
aˆ = y¯ − bˆx¯, (3.3)
1http://www.nitrc.org/projects/niak
2http://freesurfer.net/
3http://afni.nimh.nih.gov/
4http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FEAT/UserGuide
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where rxy is the correlation coefficient between, x and y, sx and sy are the standard
deviation of x and y. The x¯ and y¯ are the average of x and y.
After the time course estimate is found, the variance σ2 of error e(t) is estimated from
the residual between the time course y(t) and the time course estimate yˆ(t) according to
Equation 3.4:
e(t) = y(t)− yˆ(t) (3.4)
from where the estimate of error variance σˆ2 is found by Equation 3.5:
σˆ2 =
∑T
t=1 e(t)2
T − 2 , (3.5)
where T is the number of time points in the signal. The statistical map is then computed
using hypothesis testing based on parameter estimates aˆ and bˆ and σˆ. For example, the
t-statistic map corresponding to the null hypothesis that b = 0 is computed according
Equation 3.6:
z = bˆ
σˆ/(sx
√
T − 1) (3.6)
where the σ is the stadard deviation of the error. The basic assumption on the GLM
analysis is that the variance is constant over the whole data and the data has no
autocorrelations. Both of these problems occur in fMRI data and for this reason they
must be removed before the GLM analysis. Two main approaches are used to correct
the autocorrelation problem: precoloring and prewhitening. In precoloring the data is
low-pass filtered to increase the amount of known autocorrelation which then can be
taken into account in the GLM modeling. In prewhitening, the amount of autocorrelation
in the data is estimated and then removed from the data. Because the data is altered, the
whitening must be applied also to the model of Equation 3.1 before fitting the model for
the whitened data. In addition to prewhitening also temporal high-pass filtering is often
applied to the data to remove the low frequency physiological noise which commonly
exists in BOLD signals (Smith et al., 1999). This also affects to the study design: If the
stimulus design includes repetitions in a too low frequency, the induced activation signal
response may be removed from the time courses by the high-pass filtering.
3.2.2 Group Analysis
The group GLM analysis is based on the single-subject GLM analyses, which requires
that the single-subject GLM analysis must be first applied to all subjects of the group
study and then the group analysis is applied to the results of the single-subject analyses.
For this reason the group analysis in GLM is commonly named as a second-level analysis.
The group-level GLM analysis is applied with the same principle as the first-level analysis,
but the inputs to the model fitting are now the estimates for the fitted first-level models
of each subject included in the study.
The basic model for the group-level GLM can just have a weight of one for each subject,
which defines the outcome as an average over the group of subjects. In general, two
methods are common when modeling the group-level interfaces of the basic model. The
simpler method is the fixed effects modeling, which uses only within-subject variance
and ignores the cross-subject variance. This interpretation can be applied only within
the used subject group but it cannot be generalized to larger population. The second
modeling method is called mixed effects modeling which assumes that subjects included
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in the analysis are randomly sampled from a larger distribution. The main difference
between fixed and mixed effects modeling is that mixed effects modeling includes also the
separately modeled between-subject (or the between-session) variance to the adjustment
of the model.
In practice, GLM analysis can be applied also at three levels in studies where each subject
has multiple sessions and the final analysis is done over these multiple sessions of the
subjects. In this kind of study the first-level analysis is applied for all measurements
of every subject within every session. The second-level is commonly applied over the
sessions for the first-level single-subject results using the fixed effects group interface
modeling. The fixed effects modeling is now accepted, as the analysis is concentrated
only on a single-subject with multiple measuring sessions and it is not meant to be a
general interpretation. The second-level produces then as many results as there were
subjects included in the study and each of these subjects has a contrast between the
sessions. The third level analysis is then applied for the second-level contrasts with mixed
effects modeling. The mixed effects modeling is required on the third level analysis as the
results should describe the whole population, not only the group of subjects included in
the applied analyses.
3.3 Multiple Comparisons Correction
In principle, multiple comparisons corrections should be used with all statistical analyses
to ensure the validity of used thresholds and the results acquired with them. An example
of fMRI study without proper multiple comparisons correction was presented by Bennett
et al. (2010). Recently, Hupé (2015) has pointed out multiple aspects how important it
is to use the multiple comparisons corrections in any MRI study. Multiple comparisons
corrections described here are mainly based on the definition of Ashby (2011).
The final phase for a fMRI analysis is to define which voxels are significantly active
according to their statistics. Within the statistical map of group GLM analysis each voxel
can be treated as a separated statistical test over the corresponding voxels of subjects
included in the study. A simple statistical hypothesis for testing the activity the voxels
could be that a voxel was not significant with a false positive rate (FPR) of α = 0.05.
This assumption requires that every voxel should be considered separately from each
other. The FPR is defined in Equation 3.7:
FPR = FP
FP + TN , (3.7)
where FP is the number of false positive voxels (Type 1 error: non-activated voxels that
are incorrectly defined as activated) and TN is the number of true negative voxels (non-
activated voxels that are correctly defined as non-activated). In practice, the definition
allows five voxels from every 100 voxels to be defined as active even they were not (false
positive). As an example, a single whole brain GLM statistic can have 105 voxels. Even
if there are no voxels with significant correspondence to model the FPR with α = 0.05
hypothesis could still allow 5000 false positive voxels within the brain volume. Results
of this kind are not acceptable and for this reason the testing hypothesis is commonly
applied by defining the base assumption that each voxel is significant and the threshold
allows only a limited number of false positives. This leads to the classic statement of the
multiple comparisons problem: How to decide the criterion on each decision so that it
guarantees that the experiment-wise false positive rate is lower than defined error rate
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αE (Ashby, 2011)? The FPR over all voxels in the study is referred to the family-wise
error rate (FWER): The rate of type 1 error after applying multiple statistical tests in
the study (Nichols and Hayasaka, 2003).
Due to the multiple comparisons problem it is highly inadvisable to define statistical
thresholds for fMRI data without any statistical correction (Bennett et al., 2009, 2010).
The problem is typically handled by controlling the FWER with multiple comparisons
correction (Nichols and Hayasaka, 2003) with a suitable method. A simple statistical
method used for controlling FWER is the Bonferroni correction, which assumes that all
tests are independent (Ashby, 2011). The assumption of independence does not apply to
fMRI data due to the spatial smoothing and physiological nature of BOLD signal. For
this reason Bonferroni corrected thresholds are typically overly conservative with fMRI
data (Poldrack et al., 2011).
A standard method for GLM analysis to control FWER is to use the multiple comparisons
with a Gaussian random field (GRF) based multiple comparisons correction. With
GRF correction the smoothness of the data is first estimated and the found smoothness
estimates are used to evaluate the corrected thresholds with excursion set called Euler
characteristic (Ashby, 2011; Worsley et al., 1992). The limitation of GRF based multiple
comparisons correction is that it requires a certain level of smoothness for the data where
it is applied. The rule of thumb, that at least two voxel FWHM kernel size for Gaussian
smoothing should be used, is based on the smoothness requirements of GRF. Also GRF
has shown to produce highly conservative thresholds. This may happen if the FWHM
smoothness of the data is less than three or four times the voxel size. Another limitation
is that the GRF correction tends to create overly conservative thresholds also if the
number of subjects in the sample is less than 20 (Hayasaka and Nichols, 2003; Nichols
and Hayasaka, 2003).
The false discovery rate (FDR) based multiple comparisons correction (Benjamini and
Hochberg, 1995), popularized in neuroimaging by Genovese et al. (2002), has a different
approach for handling the multiple comparisons problem. The basic idea behind the FDR
method is that a few false positive values should be accepted. The FDR defines how many
voxels are allowed to reject incorrectly based on the null hypothesis. In FDR, the rate q
defines that when considering all significance tests over every voxel it is guaranteed that
FDR ≤ q. In practice, the q has a similar role as αE with Bonferroni or GRF correction
methods. According to the definition, FDR does not assume any spatial smoothness or
any other spatial properties from the data. Compared with GRF this is a strength but it
is also considered as a limitation of the FDR correction when it is used over the whole
statistic (Chumbley and Friston, 2009). With FDR correction, it is not possible to define
exactly which of the significant voxles were involved in the studied phenomenon as there
is always certain amount of false positive voxels surviving from the threshold.
4 Naturalistic Stimulus and
Inter-subject Correlation Analysis
4.1 Naturalistic Stimuli
The aim of naturalistic stimuli to fMRI is to simulate the everyday life encounters as
closely as possible inside the MRI scanner. Naturalistic stimuli are needed as typical fMRI
studies with the simple block design have limitations describing the complex environment
people are facing in everyday life. It has been argued that studies with naturalistic stimuli
can reveal the brain functions involved in daily encounters (Hasson et al., 2004, 2008;
Jääskeläinen et al., 2008).
Studies with naturalistic stimuli typically aim to engage the subjects in the stimuli and by
the engagement they aim to study the higher brain functions such as emotions (Botzung
et al., 2010). Especially movies are found to be good stimuli for these studies (Golland
et al., 2007; Jääskeläinen et al., 2008; Kauppi et al., 2010) and the studies using a movie
stimulus are called neurocinematics studies (Hasson et al., 2008). Even though movies
are the most common stimuli within naturalistic setups also other stimuli type such as
computer games (Calhoun and Pearlson, 2012; Kätsyri et al., 2013) and listening to music
(Abrams et al., 2013) or a narrated story (Hanke et al., 2014) are used.
With the naturalistic stimuli it is common that the stimuli have a complex non-parametric
structure, which makes the parametric modeling of the stimuli challenging. With the
movie stimuli, one possible approach is to annotate the movie and use the annotations
as a starting point for the model. Annotations can be made with different criteria by
professional or non-professional people. For example, researchers could rate a movie
in short time windows according to the criteria if there is humor or not. This would
then predict brain areas which are involved in the brain response connected to humor.
The annotations could also be acquired from the studied subjects or a control group of
subjects. In all of these approaches, the challenge is to determine how reliable and how
comparable the individual ratings and model of the activity are compared with the actual
activity triggered by the stimuli.
Non-parametric data driven methods such as ICA (Mckeown et al., 1998) or ISC (Hasson
et al., 2008; Kauppi et al., 2014) do not require the parametric model of the data for
the analysis. The ICA searches for similar independent signals from the data and it
is typically used to detect the brain networks. A typical method in ICA is to search
non-Gaussian signals with certain assumptions. A detailed overview of ICA is found in
Hyvärinen and Oja (2000). The similarities between the GLM and ICA within the same
data with simplified naturalistic stimulus were studied by Malinen et al. (2007). They
found that ICA detected similar areas as GLM, but in addition many others which were
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not detected by GLM. The main limitation with ICA is that it is complicated to apply
the analysis at group level, as the detected networks vary between individuals and the
detected networks may also vary between the analyses (Poldrack et al., 2011). Unlike
ICA, the ISC analysis searches the similarity of the corresponding time series within the
group of subjects. In the ISC analysis, the activity from the stimulus is assumed to be
similar to all subjects in the study and in practice, the ISC analysis detects the areas
where the brain functionality is the most similar within the group of subjects under the
same stimuli.
4.2 Inter-subject Correlation Analysis
The origin of ISC analysis for fMRI is in the work of Hasson et al. (2004), where they
presented clips from the movie "The Good the Bad and The Ugly" (Vincenzoni and Leone,
1966) and studied the similarities between the BOLD responses of the subjects. The
similarity was computed with Pearson’s correlation between the corresponding time series
between all possible subject pairs.
4.2.1 Test statistic for detection of BOLD response similarity
The ISC analysis assumes that subjects under the same stimuli are engaged in the
stimuli in a similar manner. This synchronization between the subjects is investigated
by computing the voxelwise correlation between each possible subject pairs in the group
of subjects. The principles of GLM and ISC analyses are compared in Figure 4.1. The
ISC is computed between the corresponding time series of the subjects when GLM is
computed between the model and the time series of the subject.
In principle, the correlation coefficient1 is a natural measure of similarity between the
fMRI time series of the studied subjects. Averaging the correlations of all possible subject
pairs is a simple approach to study the triggered activity across the study group. In this
thesis, the used implementation of ISC analysis was the ISCtoolbox, where the mean
average of the voxel-wise correlation coefficients is defined as (Kauppi et al., 2010):
r = 1
N(N − 1)/2
N∑
i=1
N−1∑
j=2,j>i
rij , (4.1)
where r denotes a group-level ISC in a given voxel, N is the number of subjects in the
study, and rij is the correlation coefficient between the fMRI time series of subjects i and
j. The rij is defined as:
rij =
N∑
n=1
[(si[n]− s¯i)(sj [n]− s¯j)]√
N∑
n=1
(si[n]− s¯i)2
N∑
n=1
(sj [n]− s¯j)2
, (4.2)
Here N is the total number of samples in time series, si and sj are the time series obtained
from the ith and jth subject, respectively, and s¯i and s¯j denote the means of si and sj .
Because rii = 1 and rij = rji, the correlation coefficients are needed to compute only
across N(N − 1)/2 subject pairs (instead of N2 subject pairs).
1Here a standard Pearson’s correlation coefficient.
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Figure 4.1: Comparison of principles behind ISC and GLM methods. The ISC analysis
computes the similarity between the corresponding time courses of the subjects when the GLM
computes the similarity between the time courses and the defined parametric model.
Even the principle of the analysis is simple, it has practical challenges with the implemen-
tation. The number of subject pairs increases roughly quadratically when N increases and
as Equation (4.1) is applied for every voxel within the brain, the number of correlation
coefficients to be computed may be extremely high. This can slow down the computations
and increase the memory and hard drive space requirements to challenging levels.
4.2.2 Statistical Significance of ISC
A critical question for any analysis method is how to define what is significant in the
results. If the threshold for significance is defined by hand, it is possible to select a
threshold so that the resulting statistic just looks nice. The situation can be even more
severe if the results do not contain any significant voxels, because then the surviving
voxels are only false positives (See the study of Bennett et al. (2010) as an example).
The correlation coefficients rij in Eq. (4.1) are not independent because each subject is
present in more than one subject pair (e.g. rij and rkj are overlapping because they both
depend on the same time series measured from subject j). Also BOLD fMRI signals are
temporally correlated, for which reasons the standard tests for assessing the significance
of r are not valid.
Various methods have been applied to define the statistical significance for ISC analy-
sis. The original ISC analysis of Hasson et al. (2004) used cluster based Monte Carlo
simulations to ensure that in any clusters the minimum corrected significance level was
p < 0.05. In the study of Wilson et al. (2008) the ISC analysis was applied by first creating
paired ISC statistical maps from all subject pairs and then performing the group-level
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analysis over these maps. Under the null hypothesis that the expected value is zero, the
group analysis was testing that which test-statistics of voxels were significantly greater
than zero. They defined the statistical significance for group-level with uncorrected
p < 0.005 voxel level thresholds, which were then corrected with minimum cluster-size
based GRF correction. In Lerner et al. (2011) the statistical significance was defined
with FDR corrected q = 0.05 thresholds, where the FDR correction was based on the
null distribution which was computed using bootstrapping with a phase randomization
procedure. They bootstrapped every empirical time course in every voxel 1000 times for
creating the null distribution.
Implementation of ISCtoolbox uses a fully non-parametric resampling method to evaluate
the significance of r (Kauppi et al., 2010). The used test against the null hypothesis is
that r statistic is the same as for data with no specific time structure. In the toolbox, the
"null" resampling distribution is computed by circularly shifting the time series of every
subject by a random amount, which removes the time alignment across the subjects. The
r statistic is then calculated with the randomized time series. The procedure is required
to account the temporal autocorrelations of the fMRI data. In practice, it is nearly
impossible to calculate all possible time shift combinations and for this reason the needed
distribution is approximated with a large finite number of realizations. This is applied
by randomizing the test across voxels and time points. By default, ISCtoolbox uses 100
million resampling iterations for creating the null distribution. The default number of
iterations has been selected experimentally. The critical thresholds for significant ISCs
are obtained in two phases. First the p-values of the true realizations are computed for
each voxel from the null distribution and then the found p-values are corrected with
FDR based multiple comparisons correction (Benjamini and Hochberg, 1995). The FDR
correction was described in Chapter 3.
5 ISCtoolbox Software
Implementation
ISCtoolbox for Matlab1 (Kauppi et al., 2014) is an openly available software implementa-
tion of the ISC analysis. The original implementation (Kauppi et al., 2010) was further
developed during this thesis by improving the efficiency of the implementation and adding
a built-in support for the parallel computing environments. In addition to the basic
ISC analysis with FDR corrected thresholds, ISCtoolbox includes also other ISC based
analyses. The frequency band specific ISC analysis and the time window based ISC
analysis are both based on the same analysis described in Equation 4.2. In addition
to these two, ISCtoolbox includes also a phase synchronization analysis and a session
comparison analysis between two separated ISC analysis sessions. In this thesis, these
advanced methods were only applied in the testing of computing times in different com-
puting environments. The subsection 5.1 shortly describes these features of ISCtoolbox in
the scope of computational implementation. More detailed description of them is found
in Kauppi et al. (2014).
5.1 Key Functionality of ISCtoolbox
The frequency specific ISC analysis separates the original full main band for equally
divided and separated frequency bands. For each study with frequency specific ISC, the
toolbox creates an equally divided filter bank, which is used to create the new frequency
specific time series from the original time series. The ISC analysis is then applied for
each frequency bands separately and separated thresholds are defined for each of them.
In computational sense, the basic ISC analysis is applied M + 1 times, where M is the
number of frequency bands. The single run is the main band, which is the same as the
basic ISC analysis without frequency specific ISC analysis.
In the time window analysis the time series are divided either in overlapping or
nonoverlapping time windows. The basic ISC analysis is then applied separately: The
voxelwise correlation is computed between corresponding time series within each time
window. This creates a separated correlation value for each time window and each voxel
gets a time activity curve according to the average correlation over the selected time
windows. Computationally this means that ISC analysis is applied N + 1 times where N
is the total number of time windows and the single run is again the basic ISC analysis
for the whole time series. For the significance testing of the time window analysis, the
generation of the null distribution is randomized across all time windows which leads to a
common threshold for all windows.
1https://www.nitrc.org/projects/isc-toolbox
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The inter-subject phase synchronization is computed based on Equation 4.1, but
replacing the Pearson correlation with the absolute angular distance measure (Vinck
et al., 2010) and applying the Hilbert transform (Goswami and Hoefel, 2004) to the fMRI
time-series to obtain their corresponding analytic signals. Time-window analysis as well
as low frequency sub-band analysis have challenges to get a meaningful interpretation
from the ISC measures due to modest temporal resolution. The temporal resolution can
be increased by using the phase synchronization as a similarity measure. The inter-subject
phase synchronization measure based on the instantaneous phase allows the analysis of
the band-pass filtered signals on the basis of inherent temporal resolution of the time
series. This measure can be combined with time-window analysis by applying it separately
to each time window. This can be used to create temporal inter-subject synchronization
curves over the selected region of interest (ROI). See the details in Kauppi et al. (2014)
The session comparison analysis evaluates the ISC differences between two ISC
analysis sessions. The analysis requires that the same subjects have been in both
sessions. First, a Z-transformation is applied to the correlations and then paired Fisher’s
Z transform (ZPF) (Raghunathan et al., 1996) statistics are computed from them. At
the end, the paired ZPF statistics are combined to a sum ZPF statistic (see details
from Kauppi et al. (2014)). The null hypothesis for the significance testing is that there
is no difference between the sessions. The thresholds are acquired from approximated
distribution, which is generated by flipping the sign of pairwise ZPFs randomly before
computing the sum ZPF. In the toolbox, the default number of random permutations for
session comparison testing is 25 000, which is determined experimentally. The multiple
comparisons in session comparison analysis are controlled with FWER (Nichols and
Holmes, 2002).
5.2 Computational Considerations
All of the methods described above are extremely demanding computationally. Even the
basic analysis can take a day to compute with a reasonable desktop computer if the data
set is large. ISCtoolbox is implemented with the advanced memory mapping technique
of Matlab2 to reduce the memory limitations. With this technique, the main band ISC
analysis is typically able to run only with 8GB of random-access memory (RAM). When
analyses become larger and the resolution of the fMRI images increases, the memory
requirement increases and typically at least 16 GB or even more RAM is required to be
able to apply the analysis. To meet these increased requirements the latest improvement
for the ISCtoolbox implementation was the built-in support for Slurm (Yoo et al., 2003)
and SGE N1 based (Love, 2013) parallel computing environments.
In the basic work flow of ISCtoolbox, the user defines and validates the data and parameters
of the analysis with the GUI and, when the parameters are valid, starts the analysis.
After this, the toolbox takes care of the rest of the work including the grid engine calls in
parallel environment. The original main reason for implementing the automated parallel
support in the toolbox was practical: The validation of the ISC analysis required repeated
analyses and without parallel computing environment (or if the parallelization of the
processes had to be done by hand) it would had been challenging or even impossible to
apply all of the needed analyses in reasonable time.
2"Memory-mapping is a mechanism that maps a portion of a file, or an entire file,
on disk to a range of addresses within an application’s address space. The application
can then access files on disk in the same way it accesses dynamic memory." Cited from:
http://se.mathworks.com/help/matlab/import_export/overview-of-memory-mapping.html
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5.3 Parallel Implementation of ISCtoolbox
ISCtoolbox has been developed so that it is possible to run the analysis procedure step-by-
step and if needed, run some or all of the steps in a computing cluster with a grid engine.
Even though the desktop computers become more efficient every year, the amount of data
in a fMRI study increases simultaneously. As described earlier, all analyses implemented
in ISCtoolbox are computationally demanding and resources to meet the demand are
more typically available on computing clusters.
The parallelization of the analysis process can reduce the computing time in a cluster
environment, but in addition it can also lower the minimum requirement of RAM memory
for the whole process. Before the built-in support for computing cluster environments,
applying the analysis with ISCtoolbox in these systems required deep knowledge on how
the cluster environment works. In practice, a separated shell script was required for each
step and for a single analysis flow this would had required more than 100 script files to
be written and executed by the user.
From a parallelization point of view ISCtoolbox uses two key features: the step-by-step
design and memory mapping mechanism of Matlab. The step-by-step design enables the
parallel computing to have a clear structure for work flow and have a clear restoration
points if the computing is interrupted for some reason. The memory maps are used to
lower the memory requirement of the analysis as with memory maps all of the data does
not have to be in the memory at once. In the parallel implementation, the memory maps
are also used to save the partial results of each step to the common network drive from
the independent computing nodes.
ISCtoolbox has been designed to work locally on a single computer and on a cluster via
available grid engine. The memory maps are used to map the input data to the hard
drive and, when needed, read only the necessary parts of the data to the memory: for
example, the time series from a single slice of every subject. The same mechanism is used
to save the outcome of each step for the later use: different parallel processes can all save
the outcome of the process to the same data structure. Further on, the data structure is
also used to test if the outcomes of grid engine processes are already computed or not.
This prevents the same step getting computed again, if it has already been computed.
The mechanism is useful, for example, if the computations crash for some reason: The
analysis can be restarted from the crashed process without processing the earlier parts of
the analysis again.
In general, the implementation of parallel computations uses three components:
• A system to trigger the sub-processes for the required parts of the analysis.
• A system to wait until the sub-processes, which were triggered, are finished.
• A system to gather the results of the finished sub-processes before the next computing
step is allowed to start.
In addition, also the main process must exist to take care of the analysis in general. The
main process in ISCtoolbox is the process which is triggered by the GUI. If the analysis is
run in cluster environment the main process uses the separated mechanisms to distribute
the steps in the computing cluster, otherwise it calls the process steps directly without
parallelization.
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The first part of the parallelization system is the trigger system which creates the required
shell scripts for the detected cluster environment and then triggers them on the grid
engine. The currently supported engines are Slurm (Yoo et al., 2003) and the original
SGE N1 based systems like Son of a Grid Engine (Love, 2013), Open Grid Scheduler
(Scalable Logic, 2013) and Univa Grid Engine (Univa Corporation, 2013). ISCtoolbox
works with any operating system where Matlab is available (Windows, Linux, OS X), but
all of these grid engines are available only in Unix based environments. This limits the
usage of parallel environment within the Unix based operating systems. For this reason,
the toolbox detects the available engine automatically by testing the specific environment
variables.
The second part of the parallelization system is the waiting mechanism for the triggered
processes. The version 2.0 of the toolbox (described in Kauppi et al. (2014)), was waiting
that all processes, from the user who had started Matlab, had finished on the cluster and
only then the system was allowed to continue the computations. This was noted as a bad
idea in practice, because in many cluster environments also the main process would run in
its own cluster process. Based on this limitation, the waiting process was modified in the
current version 2.1 of the toolbox to wait for only the currently triggered processes. In
this process-oriented design it was required to know the exact process identifier numbers
from the trigger system and for this reason the trigger process was modified to gather the
process identifiers and pass them to the waiting system. In addition, the waiting system
is not only pausing the main process, but it also monitors the errors of the sub-processes.
If any monitored process creates an error, it kills all of the monitored processes and stops
the main process with an error.
The last part of the parallelization system is the gathering process, which is triggered
always when the processed step had saved something to the memory maps. If the process
had finished without errors, the used map is marked as ready. This is required so that
the finished processes are not ran again if the analysis is restarted for some reason. Even
though this was the simplest task in principle, the actual implementation of it caused the
largest changes for the toolbox implementation. The original functionality for marking
the steps finished was inside the individual functions of each analysis step and for parallel
environment this was moved into a separated function.
Figure 5.1 illustrates how a single process is run in the Slurm based cluster. At first
the main process calls the gridParser function and passes the information about which
parameters and which process is triggered. Then gridParser creates and saves the required
script file according to the detected grid engine and submits the process to the grid
engine which runs it. After this, the gridParser parses the process identifier from the grid
engine output and returns it to the main function. When all processes of the current step
are submitted, the main process passes the collected process identifiers to the waitGrid
function. The waitGrid starts to poll if any of the processes had written anything in the
error output files and if all processes in the identifier list would already have been finished.
When all processes are finished without error, the waitGrid returns to the main process.
As a final phase, the main process calls the gatherGridPointers function if needed. This
function marks the results of each ran process write protected if they were run without
errors and finally clears the temp files from the current step.
5.3. Parallel Implementation of ISCtoolbox 25
ISCtoolbox Unix environment
runAnalysis
gridParser
sbatch
waitGrid
squeue
ls *.e*
gatherGridPointers
 Slurm 
Engine
HDD 
system
error
pause
 Memory 
mapping
Figure 5.1: Illustration how a single process is ran with the Slurm cluster environment in
use. First the required scripts are written and submitted by the gridParser function. Then
waitGrid function pauses the main function until the whole step is finished. At the end, if needed,
the gatherGridPointers function protects the results of the current step from the future write
operations.

6 Properties and Validation of
Inter-subject Correlation Analysis
This chapter describes the materials and methods used to study and validate the ISC
analysis. In order to quantitatively validate the analyses, Dice index and correlation
measures were used to compare the results from ISC and GLM analyses. These measures
are described in Section 6.1. Section 6.2 describes the used fMRI data sets and section
6.3 the used setups with simulated data for comparisons of ISC results against GLM
results. At the end, the sections 6.4 and 6.5 bring together the studies to validate the
ISC analysis as well as measure the Gaussian smoothing and sample size effects on the
ISC analysis results.
6.1 Similarity Measures
Most of the comparisons between ISC and GLM analyses in this thesis were applied by
using two similarity measures: Pearson’s correlation (Pearson, 1896) and Dice index (Dice,
1945). The full statistical 3D maps from ISC and GLM analyses were compared with
Pearson’s correlation. The Dice index was used to compare the binary maps, which were
computed by applying thresholds to the full statistical maps. The Pearson’s correlation
and Dice index measures were also used with different analysis setups to compare the
effects of spatial smoothing and sample size. Pearson’s correlation was used to compare
the unthresholded statistical maps from the analyses and the Dice index was used to
measure the similarity of binary maps representing the significant voxels after applying the
statistical thresholds for the ISC and GLM statistics. Here the equations for comparison
methods are defined for two statistical maps M and L. In studies Pajula and Tohka
(2014); Pajula et al. (2012) and Pajula and Tohka (2016) these measures were used within
or between the statistical maps from ISC and GLM analyses.
6.1.1 Pearson’s Correlation
Pearson’s correlation coefficient was used to compare the unthresholded statistical 3D
maps from ISC and GLM analyses. The equation 6.1 defines Pearson’s correlation for
two statistical maps M and L:
C = 1
N − 1
N∑
k=1
(
mk − M¯
sm
)(
lk − L¯
sl
)
, (6.1)
where N is the total number of voxels in the comparison. The comparison is applied only
for the brain voxels and then N refers to the number of voxels inside the brain. The mk
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and the lk are the kth voxels from the statistics in the comparison. The M¯ and L¯ are the
sample means of the volumes M and L respectively and the sm and sl are the standard
deviations of these volumes.
6.1.2 Dice Index
The Dice index (Dice, 1945) was selected for comparing thresholded and binarized
statistical maps. The binary maps were created by assigning the voxel to one if the
corresponding value of the statistical map passed the threshold and otherwise to zero. If
Bm represent the set of the significant voxels of one statistic and Bl the set of second
statistic, then the Dice index between these two sets was defined as equation 6.2:
IDice =
2|Bm ∩Bl|
|Bm|+ |Bl| , (6.2)
where the numerator defines the number of significant voxels common to both sets and
the denominator the number of significant voxels according to both sets individually. The
equation measures the number of voxels where both sets are one against the number
of voxels where at least one set has significant voxels. In practice, the Dice index was
applied in all studies by reshaping the 3D volumes as N-dimensional binary vectors. For
them, the Dice index was redefined according to Equation 6.3:
IDice =
2
N∑
k=1
(Bm[k] ·Bl[k])
N∑
k=1
(Bm[k]) +
N∑
k=1
(Bl[k])
, (6.3)
where Bm[k] and Bl[k] are the kth voxels of binary vectors from the reshaped binary
volumes, respectively. The N is the number of voxels in the volume.
The resulting Dice index values vary between 0-1, where 1 denotes the exact similarity
and 0 corresponds to situation when there is no overlap between the compared binary
maps. To simplify the interpretation of Dice measures in Pajula and Tohka (2014); Pajula
et al. (2012) and Pajula and Tohka (2016), the relationship between the Dice index and
Kappa coefficient (Cohen, 1968) was utilized. This property was defined according to
Zijdenbos et al. (1994) where they showed that under certain assumptions, which are valid
in these studies, the Dice index is (asymptotically) equal to Kappa coefficient. Based on
equality the categorization of Landis and Koch (1977) for Kappa coefficients was used in
all Dice tests to interpret the results.
The categorization of Landis and Koch (1977) has six categories: “No agreement” (index
less than 0), “Slight agreement” (index 0 - 0.2), “Fair agreement”(index 0.2 - 0.4),
“Moderate agreement” (index 0.4 - 0.6), “Substantial agreement” (index 0.6 - 0.8), “Almost
perfect agreement” (index 0.8 - 1.0). Note that the first category is defined also below
zero as Kappa coefficient can have negative values. These categories are ad-hoc, but
widely used in practice. The relationship between Dice index and Kappa coefficient is
described in detail by Finch (2005).
The Dice index was chosen instead of Kappa, because it suited better for purposes of
these studies since it ignores the non-activated regions (see Zijdenbos et al. (1994) for
more details) and it is widely used as a performance index in the evaluation of medical
image segmentation algorithms.
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6.2 Materials
All validation and testing studies in this thesis are based on data which is acquired
from the Laboratory of Neuro Imaging (LONI) image data archive (IDA) database 1.
The selected data includes block design stimuli based on International Consortium for
Brain Mapping (ICBM) functional reference battery (FRB)2 (Mazziotta et al., 2001)
definition and it is a part of large fMRI data collection which is free for scientific use for
all researchers (Mazziotta et al., 2001). The FRB is developed to reliably find functional
landmarks from a group of subjects. The definition of FRB stimulus describes five
different stimuli for a typical GLM analysis having a block design structure with six
’OFF-ON’ blocks and they are named as auditory naming (AN), external order (EO),
hand imitation (HA), oculomotor (OM) and VG tasks according to the type of activity
included in the stimuli.
Compared with the button push example in Section 3.1, in every FRB stimulus the ’OFF’
blocks are similar: The subjects have to respond with a left mouse button push when they
see an arrow pointing to the left. The ’ON’ blocks depends on the used stimuli design:
• In the AN task, the subjects hear an audio description of some object and they
have to think about the answer to the description silently in their mind. This setup
is then repeated on each ’ON’ blocks with different descriptions. Stimulus of this
kind considers the understanding of language from auditory input and according to
the FRB definition the auditory cortex with the language areas should be detected
in the analysis.
• In the EO task, four different abstract images are presented to the subjects at
first. Then a fifth image is shown separately and the subjects have to remember
if the fifth image was within the earlier four images. If the subjects thought that
the image was within the earlier images, they have to press a button. This test is
repeated during each ’ON’ blocks with different images. This is a working memory
task and it is noted that the stimuli should reveal the active memory areas of the
brain.
• In the HA task, subjects have to mimic the hand gestures with their right hand
according to the presented image. The image is different on each ’ON’ block.
According to FRB definition, this task requires higher order motor coordination
and motor planning from the subjects and it is assumed to activate the frontal and
parietal areas of the brain.
• In the OM task, an abstract figure is shown to the subjects. It includes a cross in
the middle surrounded by 10 black boxes. Subjects have to concentrate on the cross
and saccade to the surrounding box if it changes to white. After this, they should
return their gaze immediately back to the cross. The task is assumed to reveal the
visual system and the occipital lobe.
• In the VG task, the subjects are watching the images of common objects and as a
response to each image they have to silently think a verb associated to the object in
their mind. This task is testing the language system with visual input and should
activate the language and visual areas of the brain.
1https://ida.loni.usc.edu/login.jsp?project=ICBM
2http://www.loni.usc.edu/ICBM/Downloads/Downloads_FRB.shtml
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The detailed descriptions of the stimulus and the data used in this thesis are found in
Pajula et al. (2012). The main reason why subjects had just to think about the response
to the tasks where an answer was required, was that the speaking could cause challenging
movement artifacts to the data. According to Rosen et al. (2000) thinking causes more or
less the same activation in the brain than speaking the same output in loud.
The described stimulus design allows an easy analysis with a boxcar model to find the
areas of the brain which are involved in the described activity. The main limitations of
the FRB and similar designs are that in everyday life the brain does not have this kind
of simple limited stimulus, but an extremely complex combination stimuli of all kind.
For this reason these kind of studies cannot exactly show how the individual brains are
functioning in everyday life situations and more complex stimulus such as naturalistic
stimulus are needed.
6.3 Tests with Simulated Data
In Pajula et al. (2012) the results of ISC analysis were compared with the results of GLM
analysis. The study was designed to test if the ISC analysis detects similar activations
compared with the GLM analysis when the data is selected optimally for the GLM analysis.
The agreement between the results of ISC and GLM methods was measured with Pearson’s
correlation and Dice index described in Section 6.1. In addition to measured fMRI data, a
simulated data was used to verify the study setup. The same simulated data was utilized
again when the effects of smoothing for ISC analysis results were studied in Pajula and
Tohka (2014).
The simulated data included simulated fMRI time series, which were generated by using
the GLM model with double gamma HRF (visualized in the third panel of Figure 3.1) as
representing the plain time course in the activated regions. The modeled time course was
included in all "active" voxels similarly in all simulated volumes with randomly generated
1/f pink noise. In each volume within all simulated data sets the regions of activation
time courses were exactly the same, only difference between "subjects" was the random
noise. Between the simulated data sets, the only difference was the SNR between the
modeled signal and the pink 1/f noise. In (Pajula et al., 2012) four data sets were used
and the SNRs of those were (peak to peak): 0.01, 0.05, 0.02 and 0.001. In (Pajula and
Tohka, 2014) only one simulated data set was used with SNR 0.06.
In the comparison studies (Pajula and Tohka, 2014; Pajula et al., 2012), both methods,
ISC and GLM, were applied to the same simulated data to test the detection accuracy of
the methods compared with the ground truth (voxels locations where the active signal
was included in the generation of the simulated data). This was used in both studies to
validate the comparison setup between ISC and GLM analyses. In Pajula et al. (2012) the
detected areas of significant voxels from both methods were compared with the ground
truth using the Dice index measure (see Section 6.1) to verify the validity of the GLM
method for the golden standard of the study. In (Pajula and Tohka, 2014) simulated
data was denoised spatially with Gaussian kernels and the accuracy of detection in both
methods were verified with the specificity and sensitivity measures (compared with the
ground truth of the simulation) over different Gaussain kernels. The sensitivity was
defined as a percent of true positives against the sum of true positives and false negatives.
Similarly, the specificity was defined as a percent of true negatives against the sum of
true negatives and false positives.
6.4. Comparison Studies 31
6.4 Comparison Studies
The GLM analysis was justified as a golden standard for the ISC analysis by selecting
the data for the analysis optimally according to the GLM analysis. The principle was
the same as in the study of Hejnar et al. (2007). It was assumed that with a simple
block design data, the GLM analysis can detect precisely the activation triggered by the
given strictly controlled stimuli. Hence the block design stimuli were the only common
stimuli to all subjects, it was hypothesized that ISC would detect the same activation
as GLM. This setup was then used to compare the accuracy of ISC and GLM detection
in environment where GLM would be an optimal choice and thus justified as a golden
standard. The between-method comparisons were applied for five different fMRI data
sets with five different FRB stimuli (see Section 6.2) (Pajula et al., 2012).
To minimize the influence from the other parts of the analysis process, the used pre-
processing pipeline was exactly the same in both comparison studies (Pajula and Tohka,
2014; Pajula et al., 2012). In Pajula et al. (2012) the voxelwise correlation measure
between the ISC and GLM methods varied between 0.69 and 0.83 depending on the
used FRB stimuli. Correspondingly, the Dice measure was varying between 0.56 to
0.76 with q=0.05 FDR corrected thresholds and between 0.56 to 0.86 with q=0.001
FDR corrected thresholds. The highest values were on the category of "Almost perfect
agreement" described in previous Section 6.1. On the other hand, the lowest values
were on "Moderate agreement" category. The high variance between different tasks was
explained as the different nature of the stimulus tasks. Some tasks had a highly similar
response between-subjects, in other tasks the subjects could respond to the stimulus in
various ways. The results of the correlation and Dice measures indicated that the ISC
analysis can detect close to similar activation as GLM and in addition it could detect
areas which were not detected by GLM. The areas which were not detected by GLM were
hypothesized to belong to areas which had a similar response within most of the subjects,
but the response was not following the block design structure of the GLM model.
As described in Chapter 2, the fMRI data is an indirect measure of brain activity and
it includes many possible error sources. When considering these in addition to the
computational limitations of the pre-processing pipeline, the denoising is a mandatory
process for most of the fMRI data analyses. The most common spatial denoising methods
is the spatial smoothing with Gaussian kernel. From the ISC analysis point of view,
there is no requirement for the smoothness of the data, which is a common requirement
within many model based methods. In general, with ISC analysis there are only two
main reasons for spatial smoothing. Firstly, denoising is needed to improve the SNR of
the data. Secondly, the smoothing improves brain alignment between individual subjects
after registration. In practice, the final group alignment is improved by spreading and
mixing the time courses between the closest voxels and so even slightly misregistered time
courses can still overlap between-subjects and enable the efficient ISC analysis.
The spreading and mixing of signals in the spatial domain can produce also false positive
voxels, for example, if too large kernels are used. This is a third aspect which should be
taking into account with the implementation of ISCtoolbox. The larger kernel increases
the SNR and spreads the activation in the neighboring voxels more than the narrow kernels
and thus larger kernel enables higher correlation as well as larger foci after applying
thresholds (Pajula and Tohka, 2014; Poldrack et al., 2011). As a negative effect, all
small areas which are smaller than the kernel itself are removed by the smoothing and
some of the areas covered by the larger foci might be false positive detection. In general,
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this problem should be considered carefully when the pre-processing is designed. The
smoothing kernel should be selected large enough that needed SNR is archived but so
small that the number of possible false positives are minimized.
6.5 The Effects of Sample Size
A typical question with any group fMRI study is how many subjects should be included in
the study. This question was investigated comprehensively within other analysis methods
earlier (Churchill et al., 2014; David et al., 2013; Murphy and Garavan, 2004; Thirion
et al., 2007; Zandbelt et al., 2008), but no study was made for ISC analysis before this
thesis. In general, the number of subjects in a typical group fMRI study varies around 20
subjects, even though it has been shown that at least 26 to 30 subjects should be used
to gain statistically reliable results (David et al., 2013). Unfortunately, the number of
subjects in a typical fMRI study is less than that.
In Pajula and Tohka (2016) the number of subjects required for a stable ISC analysis was
studied with a large 130 subjects fMRI data set with a block design stimulus. The ISC
analysis was applied for the subsets of 10, 15, ..., 65 subjects from the full 130 subject data
set. For each number of subjects, two non-overlapping groups of subjects were randomly
selected for 1000 times. This lead to 2000 separated ISC analyses for each number of
subjects (24 000 separated ISC analyses in total).
Each of the ISC analyses pairs was compared with Pearson’s correlation and the mean
absolute error (MAE). The stability of the detected foci was tested with the Dice index
using the FDR corrected thresholds of q=0.05, q=0.01 and q=0.001. This produced 1000
tests for each number of subjects. These tests were averaged to the mean correlation,
the mean MAE and the mean Dice index curves together with corresponding variance
curves. In addition, ISC analysis was applied for the whole 130 subjects data set and the
results of the analysis was then compared with all other 24 000 ISC analyses results. As
earlier the unthresholded maps were compared with Pearson’s correlation, but instead of
Dice index the thresholded results were compared with the sensitivity and the specificity
measures using the thresholded result of 130 subjects as a ground truth. This produced
2000 tests for each number of subjects compared with the result of 130 subjects. Like
earlier, all measures were investigated with mean correlation, stability and sensitivity
curves with corresponding variance curves.
These tests pointed out that already 20 subjects produces closely the same ISC analysis
results as 130 subjects, but more than 30 subjects are required for truly reproducible
results. These results were in line with the earlier studies with GLM analysis. In general, it
was noted that the required number of subjects in the study depends on the characteristics
of the experiment including the effect size.
7 Summary of Publications
7.1 Publication 1
Kauppi J-P.*, Pajula J.*, Tohka J. "A Versatile Software Package for Inter-subject
Correlation Based Analysis of fMRI", Frontiers In Neuroinformatics, 2014. *Equal
contribution
Publication 1 presents the details behind the ISC analyses implemented in the ISC Toolbox
and demonstrates the use cases of the toolbox by summarizing the selected examples.
Also the computation time experiments using a single desktop computer and two grid
environments were reported for demonstrating the efficiency of parallel implementation.
ISC Toolbox version 2.0 was published together with the publication and the ISC Toolbox
2.1 was published shortly after. The version 2.1 was published due to usability problems
with parallel environments as was discussed in Section 5.3.
7.2 Publication 2
Pajula J., Kauppi J-P., Tohka J. "Inter-Subject Correlation in fMRI: Method Validation
against Stimulus-Model Based Analysis", PlosONE, 2012.
Publication 2 compares the ISC based analysis with a GLM based analysis using five
controlled research setups. The used data was acquired from the LONI IDA database
and it included five different FRB tasks described in Chapter 3. It was assumed that
GLM could locate the activations accurately with FRB tasks and thus provide a valid
setup for the comparison of the ISC and GLM methods. The comparison was done with
Pearson’s correlation and Dice index, which confirmed that ISC can detect close to similar
activation areas as GLM. ISC was also able to detect areas which were not detected by
GLM.
7.3 Publication 3
Pajula J., Tohka J., "Effects of Spatial Smoothing on Inter-Subject Correlation Based
Analysis of fMRI", Magnetic Resonance Imaging, 2014.
Publication 3 evaluates the effect of spatial smoothing on the ISC analysis. The study
used similar procedures as in Publication 2, comparing the effects of smoothing between
and within the ISC and GLM analyses. The GLM analysis was used as a reference as the
effect of spatial smoothing had already been studied extensively with GLM. The study
was conducted with one simulated and two experimental data sets including block design
stimuli. The study confirmed that spatial smoothing had substantial effect on the ISC
results. The results of ISC and GLM were highly similar with any smoothing kernel and
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the effect of smoothing was slightly milder with ISC. The results indicated also that 2.5
voxel width of Gaussian smoothing kernel can produce appropriate results with the ISC
analysis.
7.4 Publication 4
Pajula J., Tohka J., "How Many is Enough? Effect of Sample Size in Inter-subject
Correlation Analysis for fMRI Data", Computational Intelligence and Neuroscience, 2016.
Publication 4 addressed the question: How many subjects should be included in a single
analysis to make the analysis results reliable? Another question was how small a sample
is enough for an ISC statistic to converge to an ISC statistic obtained with a large
sample. The study was conducted with the similar block design data as in Publication 2
and 3, but using a significantly larger sample of 130 subjects. In the study, a split-half
resampling based analysis was repeated by iteratively sampling non-overlapping subsets
of 10 to 65 subjects for 1000 times for each number of the subjects. In this method, two
non-overlapping group of subject were selected for 1000 times from the data set for each
number of subjects and ISC analysis was applied for both sets. The results from the
paired subsets were compared with Pearson’s correlation, MAE and Dice index measures
and the final measure was acquired by averaging over the 1000 iterations. The findings
suggested that 20 subjects produces closely the same results as 130 subjects, but for
reproducible results no less than 30 subjects should be used.
7.5 Author’s Contribution to the Publications
The author of this thesis is the first author and the main contributor of all of the
publications included in the thesis. In the Publication 1, the first authorship was shared
with Jukka-Pekka Kauppi (Department of Computer Science and HIIT, University of
Helsinki, Helsinki, Finland) who is the original developer of ISCtoolbox. The authorship
was shared as the responsibilities of Jukka-Pekka Kauppi and the author were separated
but equal to the content of the publication. The author of this thesis was responsible
for developing the parallel computing environment support and optimizing the whole
toolbox for parallel environment. He also conducted all functional and usability testing
to compare the computing environments and conducted other minor improvements to the
functionality of the ISCtoolbox.
In the Publication 2, the author of this thesis was the first author and the main contributor
of the study. The original idea for the validation of ISC analysis was formed together
with supervisor Jussi Tohka, but all the experiments were implemented and conducted by
the author of the thesis. The ideas for Publications 3 and 4 as well as all implementation
of the studies were designed by the author of this thesis. The statistical testing scheme of
Publication 4 was designed together with supervisor Jussi Tohka, but all data processing
and most of the manuscript preparation were conducted by the author of this thesis. All
data pre-processings for all four publications were conducted by the author of this thesis,
which also included the data quality inspections during the data processing.
The author wrote the articles in co-operation with co-authors and has been actively
participating in the ISCtoolbox development during the whole thesis work.
8 Discussion
Within this thesis, the accuracy of the ISC analysis and properties of ISCtoolbox were
investigated from multiple aspects. The validation of the ISC analysis was performed by
comparing the accuracy of the ISC analysis with a typical group GLM analysis. The GLM
analysis was also applied as a reference when testing the effect of spatial smoothing on
the ISC analysis. In order to make it easier to design good-quality analyses with ISC, the
effect of sample size was studied with statistical testing. All of the tests required extremely
large computing resources for which reason the automated parallel computing support for
two grid engines, Slurm and SGE based, were implemented into ISCtoolbox. During the
ISC testing the functionality and usability of ISCtoolbox were also examined carefully.
In addition to testing and development, a user guide for ISCtoolbox was produced and
published in the homepage of ISCtoolbox.
8.1 Inter-subject Correlation Analysis
ISC analysis is a fairly new method for fMRI data analysis and it is still rarely used in
comparison with GLM or ICA analysis methods. The main application area for ISC is
the neurocinematics and other fMRI studies with naturalistic stimuli. The structure of
naturalistic stimuli is complex, which causes trouble to separate the effects of the stimuli
from the possible effects of the used analysis method. For this reason the studies of
this thesis were applied with a simple block design data where it was possible to use
the GLM analysis as a reference method. The investigations in this thesis are focusing
on the critical questions about the accuracy and properties of the ISC analysis and the
implementation of ISCtoolbox.
In Pajula et al. (2012) the ISC analysis was validated with block design data by using
the GLM as a golden standard. The first reason for the choice of GLM was the de facto
status of GLM method especially for block design studies. The second reason for selecting
the GLM analysis was that multiple freely available implementations exist for the GLM
analysis and they are also comprehensively tested. In studies with a reference method, the
methods should behave in similar manner with the used setup or the differences between
the methods should be known. With a complex data, the detection of these differences
and the validity of the setup is challenging to verify and typically the setup is first tested
with a simulated environment or data.
In the studies of this thesis, extremely simple simulations (described in Pajula and Tohka
(2014); Pajula et al. (2012)) were applied to test that the ISC and GLM methods can detect
the simulated signals with the used setup. An extremely simple simulation setup was
used, as it was found that more complex simulations like described by Bellec et al. (2009)
could create unwanted correlations to the simulated data and thus produce unintentional
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detection with the ISC analysis. The used simple simulations were created by applying
the signal with block structure and separately added 1/f noise in predefined locations.
The setup was found sufficient test environment for both ISC and GLM methods in the
applied studies.
In Pajula et al. (2012), the study confirmed that the ISC analysis is applicable also to
the traditional block design data. In practice, the ISC analysis detects the similarities
in the BOLD response over a group of subjects, but it cannot separate the influence of
specific aspects of the stimuli. This property was confirmed in Pajula et al. (2012) when
the ISC analysis was able to detect areas which were not detected by the GLM analysis.
These areas were speculated to be a result of the time course synchronization between the
subjects, which was not following the structure of the stimulus model used in the GLM
analysis.
ISC and GLM are both univariate methods and process the data voxel by voxel. The
basic assumption within univariate methods is the independence of the voxels and each
voxel is analyzed without any concern about the surrounding voxels. As discussed in
Section 3.3 this assumption is not true in practice. The independence assumption requires
the multiple comparisons corrections to be used and controlling the FWER. Typically,
the FWER is balanced between false positive and false negative voxels with no option for
a "perfect" threshold without incorrectly identified voxels. Within univariate analysis it
is not possible to investigate the similarity or difference within the surrounding voxels
which prevents them from being used directly for discovering the neural networks and
connectivity of the brain structures. At a single subject level it is possible to select a
seed voxel, which time course is then compared with all other voxels. Voxels which have
closely similar time courses compared with the seed voxel are then assumed to have a
connected activity from the given stimulus (Joel et al., 2011).
When considering the properties of the BOLD signal, the spatial Gaussian smoothing can
be proposed as a natural choice of a denoising method for ISC analysis. The area under
a single voxel contains hundreds of thousands neurons which together produces indirectly
the BOLD signal. From this point of view the BOLD signal itself is an average signal from
the area of the voxel and Gaussian smoothing just mixes them more together. The ISC is
purely based on Pearson’s correlation between these signals and for this reason the ability
of Gaussian smoothing to increase the SNR as well as to improve the overlap between
individual subjects is beneficial. The drawback of the smoothing is that it can also spread
the correlating signals outside the original source area and thus cause false positive voxels.
In the analysis pipeline perspective, the applied spatial smoothing is not the only source
for smoothing effect on the fMRI data. Other pre-processing steps like spatial registration
and motion correction also include certain amount of spatial smoothing into the data.
These effects should be taken into account especially in the situations when the ROI is
small. In the ISC analysis, the required amount of smoothing depends on the registration
accuracy of the subjects and the SNR of the data. To minimize the amount of false
positives caused by spatial smoothing a small denoising kernel should be used. If the
common registration of subjects is good, less spatial smoothing is required for ensuring
the spatial overlap of the subject data and the smoothing kernel size can be selected
mainly to ensure the sufficient SNR.
In Pajula and Tohka (2014) it was shown that minimal smoothing is critical for successful
ISC analysis. This is natural as for a successful ISC analysis it is critical to have the
common stimuli to the whole subject group, high quality alignment to the common
spatial space and the sufficient SNR of the data. The common alignment of the subjects
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and the SNR of the data are affected by the spatial smoothing. The needed SNR is
typically reached by spatial filtering with Gaussian kernel even though other methods like
wavelet denoising Khullar et al. (2011a,b) or Local Principal Component Analysis (LPCA)
filtering Manjón et al. (2013) could also be used. Beside the improvement with SNR, the
Gaussian smoothing also ensures the alignment of the corresponding time courses in a
fairly natural way when considering the source of the fMRI signal. A rule of thumb for
GLM is that at least two or three voxels FWHM should be used as noted in Chapter 3.
In comparison, it was shown that for ISC analysis the Gaussian kernel with FWHM of
2.5 voxles is adequate for ensuring the spatial overlap of individual subject images and
SNR of the data (Pajula and Tohka, 2014).
A question about why the Gaussian smoothing has slightly lesser effect after applying
statistical thresholds for ISC analysis than GLM was raised in Pajula and Tohka (2014).
By definition, ISC does not have any smoothness requirement and the only need for
smoothing is the improvement of SNR. Within ISCtoolbox the statistical thresholds based
on a resampling test were found to adapt to the used data, which seems to control the
increasing false positive voxels from the increased kernel size fairly well. The same FDR
correction was applied also to GLM thresholds but with GLM it produced more liberal
thresholds. In principle, the FDR corrected thresholds applied to ISC statistics were
changing into more conservative when the Gaussian smoothing kernel size was increased.
The change was not that fast with GLM which was concluded to be the reason why ISC
analysis applied with ISCtoolbox could tolerate the slightly larger smoothing kernels
than GLM within the same data and similarly corrected thresholds (Pajula and Tohka,
2014). It should be noted that FDR is not typically used with GLM analysis, more
common is the GRF correction. The FDR was used here as GRF is not easily applicable
to ISC results. The FDR correction is a natural choice for ISC analysis as the required
smoothness of the data for GRF correction cannot be guaranteed.
It was shown that the spatial smoothing has a significant effect on the ISC analysis
results, but within the study of Pajula and Tohka (2014) a question was raised that
how the sample size affects the outcome of the analysis. This topic was investigated in
Pajula and Tohka (2016). According to David et al. (2013) most of the fMRI studies are
applied with less than 30 subjects and some are conducted even with less than 10 subjects.
The sample size in ISC is a critical aspect due to the group analysis nature of the ISC
analysis. In Pajula and Tohka (2016) the minimum number of subjects for ISC analysis
was proposed to be at least 20 subjects, but it was noted that no less than 30 can ensure
the reproducibility of the results. Results of Pajula and Tohka (2016) indicated also that
with more conservative thresholds more subjects should be included in the study. This
lead to interesting detection that larger sample size increases the SNR of the ISC analysis
but it also creates larger foci with the same significance level than the same study with a
smaller sample. An interesting detection from these results is that the largest p-value in
both results is more or less the same. This is visible in Figure 8.1. One possible reason
for the larger foci is that with a larger number of subjects the border areas of the foci
have more overlapping subjects which may increase the average ISC in those border area
voxels.
8.2 ISCtoolbox Implementation
Significant effort has been given to make the ISCtoolbox GUI easy and understandable to
use, as well as to prevent the user from selecting conflicting parameters by accident. From
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(a) ISC analysis results of 130 subjects.
(b) ISC analysis results of 37 subjects.
Figure 8.1: Comparison of ISC analysis with 130 subjects (image series on the panel (a)) and
ISC analysis with 37 subjects (image series on the panel (b)). Both analyses were applied to
a similar ICBM data with the VG FRB task and the used threshold was corrected with FDR
using q=0.001. The detected foci after applying thresholds were significantly larger with 130
subjects analysis than with 37 subjects analysis. Interestingly, the largest p values are still the
same for both studies.
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the point of view of the users, the graphical GUI with simple controls makes the usage
of parallel environment tempting and enables the user to use it even without any true
knowledge of the controls of a grid engine in the parallel environment. Even a moderate
parallel environment can speed up the overall computing significantly which is presented
in the Figure 8.2 (Kauppi et al., 2014). The figure shows a reference how even a modest
cluster (Outolintu) can reduce the computing time significantly compared with local
computations. In the figure, the desktop computer was equipped with Intel Core2Duo
E8400 CPU at 3.00GHz and 5GB RAM, the Outolintu cluster was used with 10 parallel
processes running on nodes equipped with Intel Xeon X5450 CPUs at 3.00GHz and 8GB
RAM and the Merope cluster was used on average with 32 processes on nodes equipped
with Intel Xeon X5650 at 2.67GHz and 8 GB RAM.
Figure 8.2: Reference computing times of ISCtoolbox with three different analyses; basic ISC
analysis, time window ISC analysis and frequency specific ISC analysis. Computations were
conducted in three different hardware environments; a large Merope cluster, a small Outolintu
cluster and a local desktop computer. Reproduced from Kauppi et al. (2014)
Currently, the probably largest number of basic ISC analyses which has been applied
in a single study have been in Pajula and Tohka (2016). The testing of the sample size
required 24 000 separated full ISC analysis which would had taken almost 4.75 years to
compute with a single core in high-end CPU. Computing the analyses in parallel with a
cluster environment the computing time was reduced to 2 months. This is a good example
of how important the efficient computing environments are for computational analysis
like ISC. As presented in Figure 8.2 the parallel cluster environments can speed up the
ISC analysis significantly and in the future the parallel support will become even more
important when the size and length of the data increases. Increased size and accuracy of
the data create increased demand for hardware requirements which are hardly met with
common desktop hardware. It is reasonable to assume that the grid engine support of
ISCtoolbox will become even more attractive to the researchers in the future. As a future
development option, the support for local parallel computations should be considered:
The number of cores increases also on the desktop computers which would enable the
parallel computations locally.
During the massive computations included in the thesis, it was detected that the paral-
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lelization techniques used in ISCtoolbox can reduce the RAM requirement significantly
especially on the phase of resampling distribution computation. Even though the parallel
patches are applied typically in the cluster environment, they make possible also somewhat
large computations run on modern high-end desktop computers locally. For example, 130
subjects ISC analysis in Pajula and Tohka (2016) was at first crashing with 128 GB of
RAM because the memory was running out. At the end, the analysis was possible to
run with 16 GB of RAM when the resampling testing for thresholds was distributed in
100 patches. In practice, the main difference between cluster environment and a local
computer is the way the computations are applied. With the cluster, the individual
resampling patches are applied in parallel processes and in the local environment they
are computed in series. The memory requirements decrease because the computation
of extremely large distribution (for example, 100 000 000 realizations) is computed in
multiple smaller pieces and only a single piece of distribution must be handled in memory
at once. From this point of view, the parallel mechanisms of ISCtoolbox enable even
larger ISC analyses to be run with reasonable hardware.
Computing clusters are not the only hardware that can be used to enable parallelization for
the computations. During the past decade, the graphics processing units (GPU) hardware
has become a new option for the scientific computing. The general-purpose computing on
graphics processing units (GPGPU) methods have enabled analyses which were earlier
almost impossible to apply due to extreme computing times (Eklund, 2012; Eklund et al.,
2012). Although significant success stories have taken place, the GPU hardware has
still limitations in available memory and has a restricted instruction set which limits
their possible usage with complex analyses. The main challenge for ISC analysis in GPU
environment is the limited memory of the devices which causes overhead on the transport
of the data between the RAM memory controlled by the central processing unit (CPU)
and the onboard GPU memory. The GLM type of analysis is easier to apply with GPU
as there is only a single model to be compared with the data, which can be stored to GPU
memory. In ISC analysis each subjects acts as a model for each other subjects which
make it impossible to hold all the data at once in the GPU memory. When the amount
of memory increases and a larger instruction set becomes available in the GPU hardware,
it might be possible to utilize the power of GPGPU hardware within the ISC analysis.
In addition to GPU hardware, another interesting option is the Intel Phi (Rahman, 2013)
hardware environment. These devices share the idea of GPGPU devices by having a
huge number of parallel computing units, but they include the full instruction set of
Intel x86 processor specification. This means that they do not have limitations in the
available arithmetical operations. Both hardware GPUs and Phi are implemented as
extension cards which enables them to be included in a desktop computer or in a node of
a computing cluster. The ISC analysis could be applied with the GPU or Phi hardware
in the future, but in practice it would require large optimization for the memory usage of
the toolbox.
Traditionally, the fMRI analyses are conducted via multiple software packages and the
researcher is taking care that the data is passed from a single software to another and
possible data format transformations are done between the different software. An emerging
trend in neuroinformatics is the use of pipeline software and systems like neuroinformatics
Python pipeline (NiPyPe) (Gorgolewski et al., 2011) or LONI Pipeline (Rex et al., 2003).
These systems should be taken into account in the future development of ISCtoolbox and
possible support for pipeline software should be considered. Using pipeline software could
also increase the reproducibility of the study if the pipeline setup would be shared with the
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publications. Besides the development of different pipeline software, a significant project
called Neuroimaging Data Model (NIDM) is defining standards and formal ways on how
the brain imaging data analyses should be reported and shared1 (Keator et al., 2014).
The aim of the NIDM is to unify the terminology and reporting of the neuroimaging
studies by defining a World-Wide Web Consortium (W3C) accepted standard for human
brain mapping.
8.3 Open Data and Data Sharing
All of the fMRI data used in this thesis were downloaded from the LONI IDA database2
(Mazziotta et al., 2001). Without this kind open data for scientific use, the whole thesis
would have been impossible to apply in the current way. The open data is an emerging
trend in the computational neuroimaging and already multiple free fMRI data sources exist
for scientific usage and even more services are under development. Multiple challenges
still exist for these services, for example: linking of separated data sets; physical storage
space for the data collections; and missing or varying metadata. These problems are
closely connected to the loosely standardized data formats within the brain imaging. An
example of a project which is dedicated to help the situation of data sharing in fMRI is
the OpenfMRI3 project (Poldrack et al., 2013), which provides a place for the task-based
fMRI data sets for free distribution among the scientific community. The OpenfMRI
service is designed to host fMRI data sets including the raw data.
Whereas OpenfMRI provides resources to save the full data sets, the NeuroVault4 service
(Gorgolewski et al., 2015) is a web based visualization service for statistical maps created
in analyses of neuroimaging studies. The aim of NeuroVault is that the whole statistical
maps could be published with the journal publications and the readers of the publications
could investigate the statistical maps by themselves while reading the publication. Another
aspect of NeuroVault is that it has direct linking to the NeuroSynth5 service (Yarkoni et al.,
2011), which provides an easy and fast meta-analysis tool for neuroimaging studies. Neu-
roSynth uses the peak coordinate information published in various journal articles to link
the articles which have results of a similar kind. The developers of the NeuroVault service
hope that in the future researchers will provide the statistics also from the older publica-
tions to the service. This would enable scientists to make extremely large meta analyses
based on statistical maps over the different imaging modalities and study topics, which
would be impossible to apply otherwise. The statistical maps of Pajula and Tohka (2016)
were shared in NeuroVault: http://www.neurovault.org/collections/WTMVBEZP/
ISCtoolbox is a free open source software and earlier it has been developed and published
via Google code service. The Google code was unfortunately closed in August 2015 and
for this reason ISCtoolbox was moved to NITRC6 service. The NITRC aims to link
relevant tools for neuroscientific research as well as provide systems to publish open data
for the scientific community. The work of NITRC is needed within the neuroinformatics
as typically software from smaller research groups is used only by the group members
themselves and nobody else cannot find the software. When the developed software is
listed publicly, the global neuroscientific community can save significant amount of time
1http://nidm.nidash.org/
2https://ida.loni.usc.edu/
3http://openfmri.org/
4http://neurovault.org/
5http://neurosynth.org/
6http://www.nitrc.org/
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and resources. From the software development point of view, improving the common
knowledge can also improve the quality of analyses as a larger number of scientists can give
support for the software and not everyone are needed to develop their own implementation
of basic analyses. For a single software point of view, it is also important that someone is
using the software, as without users there might not be a reason or motivation to develop
the software further.
9 Conclusion
This thesis investigated the properties of ISC analysis for fMRI. Three major aspects
of the ISC analysis were studied: First, the ISC analysis results were validated by
comparing them with the results of corresponding GLM analysis. Second, the effects
of spatial smoothing on ISC analysis results were investigated using the GLM analysis
as a reference. Third, the effect of sample size for the ISC analysis results was tested
with comprehensive statistical testing. In addition and due to these studies, the openly
available implementation of ISC analysis, ISCtoolbox for Matlab, was improved and a
new built-in support for cluster computing environments was included in the toolbox.
Altogether, four international journal publications were included in this thesis.
The ISC analysis was verified to be an efficient non-parametric data-analysis method
for fMRI data. The ISC analysis was found to be suitable also for block design fMRI
studies as it was able to find areas similar to the corresponding GLM analysis. The
spatial smoothing was found to be a mandatory pre-processing step for ISC analysis
and applied with FDR corrected thresholds the ISC analysis could tolerate mildly larger
Gaussian smoothing kernels than GLM analysis. The sample size investigation pointed
out that minimum of 20 subjects should be used in the ISC analysis to reach fairly stable
results, but only including 30 or more subjects guarantees the reproducibility of the study.
Cluster computing environments were found to provide significant improvement for the
computing times of ISCtoolbox and the new built-in support for them was a significant
improvement for the general usability of the toolbox.
Studies of this thesis support the use of ISC analysis in fMRI studies. The validation and
found properties of the ISC analysis improved the credibility of the ISC analysis and the
improvements of ISCtoolbox increased the usability of the implementation.
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In the inter-subject correlation (ISC) based analysis of the functional magnetic resonance
imaging (fMRI) data, the extent of shared processing across subjects during the
experiment is determined by calculating correlation coefficients between the fMRI time
series of the subjects in the corresponding brain locations. This implies that ISC can
be used to analyze fMRI data without explicitly modeling the stimulus and thus ISC
is a potential method to analyze fMRI data acquired under complex naturalistic stimuli.
Despite of the suitability of ISC based approach to analyze complex fMRI data, no
generic software tools have been made available for this purpose, limiting a widespread
use of ISC based analysis techniques among neuroimaging community. In this paper,
we present a graphical user interface (GUI) based software package, ISC Toolbox,
implemented in Matlab for computing various ISC based analyses. Many advanced
computations such as comparison of ISCs between different stimuli, time window ISC,
and inter-subject phase synchronization are supported by the toolbox. The analyses
are coupled with re-sampling based statistical inference. The ISC based analyses are
data and computation intensive and the ISC toolbox is equipped with mechanisms to
execute the parallel computations in a cluster environment automatically and with an
automatic detection of the cluster environment in use. Currently, SGE-based (Oracle
Grid Engine, Son of a Grid Engine, or Open Grid Scheduler) and Slurm environments
are supported. In this paper, we present a detailed account on the methods behind the
ISC Toolbox, the implementation of the toolbox and demonstrate the possible use of the
toolbox by summarizing selected example applications. We also report the computation
time experiments both using a single desktop computer and two grid environments
demonstrating that parallelization effectively reduces the computing time. The ISC Toolbox
is available in https://code.google.com/p/isc-toolbox/
Keywords: functional magnetic resonance imaging, naturalistic stimulus, re-sampling test, Matlab,
grid-computing, GUI
1. INTRODUCTION
Most neuroimaging studies, such as those based on functional
magnetic resonance imaging (fMRI), have so far utilized rel-
atively simple static stimuli to analyze brain functions (Spiers
and Maguire, 2007). However, the human brain has evolved to
function in a tremendously stimulating world and the investiga-
tion of complex brain functions, including socio-emotional or
comprehension-related processes, is limited when using highly
controlled/simplistic experimental setups, because these func-
tions are only triggered under highly complex stimuli. There is
an increasing interest in studying the human brain function with
dynamic, continuous stimuli that are designed to be closer to nor-
mal everyday life than in conventional, strictly controlled research
paradigms. The used stimuli can be, for example, a movie. This
kind of fMRI data cannot be straight-forwardly analyzed based
on a general linear model (GLM), because a GLM requires a ref-
erence time course of the task that is impossible to obtain for
a multi-dimensional stimulus such as a movie, unless focusing
the data-analysis on a specific feature of the stimuli. For this
reason, new data-driven methodologies are needed. The use of
novel experimental setups involving rich stimuli and data-driven
analysis methods which are particularly designed to study com-
plex brain functions opens up entire new fields for neuroscience
research.
Inter-subject correlation (ISC) based analysis, originally intro-
duced by Hasson et al. (2004), is a conceptually simple approach
to analyze fMRI data acquired under naturalistic stimuli. In
the ISC based analysis, the extent of shared processing across
subjects during the experiment is determined by calculating cor-
relation coefficient between the fMRI time series of the subjects in
the corresponding brain locations. This way, ISC based analyses
effectively avoid the modeling of the stimuli.
ISC based analyses have been previously applied to analyze
fMRI data collected during complex stimuli or tasks, including
movies (Hasson et al., 2004; Jääskeläinen et al., 2008; Kauppi et al.,
2010b; Nummenmaa et al., 2012), TV news reports (Schmälzle
et al., 2013), auditory and audiovisual narratives (Wilson et al.,
2008), pieces of music (Abrams et al., 2013) and aesthetic
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performances (Jola et al., 2013). ISC based analysis has also been
used for feature selection as a part of multivariate pattern anal-
ysis of data collected during a movie experiment (Kauppi et al.,
2011). There can be different motivations to apply ISC based
analysis for fMRI data. One can address specific neuroscientific
research questions (some examples are provided in section 3)
or simply try to make sense of highly complex fMRI data to
generate new hypotheses. Whatever the motivation, it is impor-
tant to keep in mind that the ISC is primarily a measure of
shared hemodynamic activity across subjects and not a measure
of hemodynamic activity per se. However, as shown by Pajula
et al. (2012), when equipped with proper nonparametric statis-
tical procedures (Kauppi et al., 2010b), ISC based methods can be
used for detecting traditional fMRI activations without requiring
specific, a-priori stimulus time course models.
Despite of the suitability of the ISC based approach to analyze
complex fMRI data, no generic software tools have been made
available for this purpose, limiting a widespread use of ISC based
analysis techniques among neuroimaging community. Reliable
and sophisticated ISC based analysis requires management of sev-
eral nontrivial methodological, computational, and visualization
related issues (such as heavy computational and memory load of
the analysis, the choice of a proper ISC measure, handling non-
standard statistical significance testing, and the visualization of
multidimensional time-varying ISC maps). Hence, it is obvious
that a toolbox solving these issues would be highly beneficial and
can substantially simplify the use of the ISC based analysis among
neuroscientists, consecutively advancing our understanding of
complex human brain functions.
We have previously introduced a framework for the basic ISC
based analysis (Kauppi et al., 2010b) and started building an open
source, graphical user interface (GUI) based Matlab toolbox,
termed the ISC toolbox, for a generic, ISC based analysis of fMRI.
A set of visualization tools—particularly designed for the ISC
analyses—are integrated to the GUI. In this paper, we describe the
methods behind of the ISC toolbox that implements, in addition
to the basic ISC analysis, many advanced ISC based computations
such as phase ISC, time-windowed ISC, and comparison of ISCs
between different stimuli. We will describe the analysis meth-
ods, explain the rationales behind them and demonstrate their
potential use by reviewing selected example application studies.
As the ISC based analyses are data and computation inten-
sive, the ISC toolbox is equipped with mechanisms to execute the
parallel computations in a cluster environment automatically and
with an automatic detection of the cluster environment in use.
Currently, SGE-based environments [Unity Grid Engine (Univa
Corporation, 2013), Son of a Grid Engine (Love, 2013), or Open
Grid Scheduler (Scalable Logic, 2013)] and Slurm environment
(Yoo et al., 2003) are supported. As there are ISC method-specific
challenges in the parallelization, we will describe the automatic
parallelization mechanisms in the paper. The ISC toolbox (the
current version is 2.0) is available in https://code.google.com/p/
isc-toolbox/
The organization of the paper is as follows. In section 2,
after providing an overview of the toolbox, we will detail the
ISC methods (section 2.2), describe the implementation of the
toolbox (section 2.3), and briefly describe a set of visualization
tools, customized to the ISC analyses (section 2.4). In section
3, we demonstrate the use of ISC-based analyses by reviewing
selected studies. In section 4, as we consider cluster comput-
ing features of the toolbox important, we present the com-
putation time experiments demonstrating the added value of
parallel computing. Section 5 discusses current limitations and
future directions of the toolbox and section 6 concludes the
paper.
2. MATERIALS AND METHODS
2.1. OVERVIEW AND USAGE OF ISC TOOLBOX
The ISC toolbox is designed for generic ISC based analysis of
fMRI data. No information about the stimulus is required to carry
out the analysis, making the toolbox suitable to analyze nearly any
kind of fMRI data. Naturally, data from at least two subjects are
needed for the analysis because the analysis procedure is based on
voxel-wise correlations of fMRI time-series across subjects. A nor-
mal desktop computer equipped with the Matlab is sufficient to
carry out the basic ISC analysis in many situations. However, in
certain situations it is recommended to utilize a computer clus-
ter to carry out the analysis. For instance, the use of cluster can
be meaningful if the number of subjects is high (tens of sub-
jects), advanced ISC analyses need to be computed, or reliable
re-sampling based nonparametric statistical inference is needed
to construct ISC maps. The toolbox can efficiently and automati-
cally utilize cluster environment, allowing easy and fast ISC based
analysis.
The toolbox consists of three parts: (1) a startup GUI for
setting-up parameters for the analysis, (2) a main program that
computes ISCmaps based on selected parameters, and (3) a GUI-
based visualization tool for the exploration of the findings. The
GUIs are designed to make the analysis easier but a whole analysis
pipeline can also be carried out fromMatlab’s command line. The
main window of the startup GUI is shown in Figure 1 to demon-
strate the main features of the ISC toolbox. Using the startup
GUI, a user can easily select the appropriate analyses and their
parameters. In the left side of the panel, a user chooses a descrip-
tive project name and the destination folder of the analysis. For
a large textbox (“Subject source files”), a user adds the names
of the files containing fMRI time-series of the subjects used in
the analysis. The toolbox assumes that fMRI signals have been
preprocessed and preferably registered to a standard template.
Preprocessing and registration algorithms are not implemented
in the ISC toolbox because well developed free software pack-
ages exist for these purposes. Preprocessed and registered fMRI
data sets of the subjects should be given either in nifti- or mat-
format as 4-dimensional (a 3-dimensional position coordinate
and time) matrices. If several acquisitions are available for each
subject or acquisitions for more than one group are available, a
user can analyze them all by adding more sessions to the project.
The left side of the panel also contains buttons for parameter
validation and for launching the main program which computes
ISC maps once the parameters have been successfully validated.
After running the main program, the visualization GUI to ana-
lyze results can be launched from the separate button. There is
also an option to export parameters to Matlab’s workspace (using
the button “Export to workspace”). Automatic postprocessing
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FIGURE 1 | ISC Toolbox’s startup GUI where user can define the parameters for analysis, test them, run the ISC based computations and launch a
separate GUI for visualization of the results.
operations can also be used to remove portions of data generated
during the analysis to free disk space.
Different ISC analysis options are selected from the right side
of the panel. A basic ISC analysis includes the generation of
the ISC maps including thresholding of the maps based on a
nonparametric statistical test. Details of this analysis can be spec-
ified from a separate panel under a button “ISC map settings.”
If more than one session is added to the project, it is possible
to compute ISC difference maps to investigate whether ISCs in
some of the sessions (conditions) are higher than in the oth-
ers. Frequency-specific ISC decomposes fMRI time-series of the
subjects to frequency sub-bands and computes and thresholds
ISC maps for each sub-band. Time-window ISC computes ISC
maps for several consecutive time-frames. Inter-subject phase syn-
chronization combines the localization of inter-subject similarities
in space, time, and frequency. These analyses are explained in
section 2.2.
An arbitrary volume size can be used to compute ISC maps
as long as the volume is same across subjects. However, the
GUI built for the visualization of the results assumes that all
fMRI data sets have been registered to a common MNI152 tem-
plate. The toolbox also assumes that Harvard-Oxford cortical
and sub-cortical brain atlases are available to compute and visu-
alize inter-subject similarities for selected brain regions. Hence,
to allow convenient analysis of the results, it is highly recom-
mended to register the data to the MNI template prior to ISC
analysis as well as to have the Harvard-Oxford brain atlases avail-
able. The anatomical template, atlases, and the brain mask for
limiting ISC computations only for the voxels within the brain
are freely provided with the FSL software package. The directory
including the corresponding nifti-files should be provided in the
startup GUI (subpanel “Templates”). The use of a computational
cluster can be disabled under the panel “Grid computation” if
needed.
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After all parameters have been set and validated, they are auto-
matically saved under the project directory in a single structure
array called “Params” (the parameters can also be saved or the
existing parameters can be loaded by a user from the file-menu in
the upper left corner). The main program performs all ISC based
computations defined in this parameter structure array. The pro-
gram saves intermediate and final results of the computations to
the project folders. The visualization GUI allows flexible analy-
sis of ISC maps over an anatomical template together with the
brain atlases. It also allows exporting interesting data to Matlab’s
Workspace for customized analysis.
2.2. ISC METHODS
2.2.1. Generation and visualization of the ISC maps
A correlation coefficient 1 is a natural measure of similarity
between fMRI time-courses of two subjects. ISC toolbox allows
an analysis of the similarities in the time-courses across multiple
subjects.We compute themean of the voxel-wise correlation coef-
ficients across all possible subject pairs as (Kauppi et al., 2010b):
r = 1
N(N − 1)/2
N∑
i= 1
N−1∑
j= 2,j>i
rij, (1)
where r denotes a group-level ISC in a given voxel (a voxel index
is omitted for clarity), N is the total number of subjects, and rij
is the correlation coefficient between fMRI time-courses of sub-
jects i and j. Note that because rii = 1 and rij = rji, it is sufficient
to compute correlation coefficients across N(N − 1)/2 subject
pairs (instead of N2 pairs). However, because the number of
subject pairs increases approximately quadratically with N and
Equation (1) is computed for every voxel within the brain, it
may be necessary to compute extremely high number of corre-
lation coefficients (in the order of 108) even for the most basic
ISC analysis, rendering the analysis procedure computationally
demanding.
We briefly explain our preference to r as the test-statistic, par-
ticularly over a related one used by Lerner et al. (2011). The main
reason is that the test statistic r can be seen as an estimator of the
true (but unknown) population ISC ρ under the model that ρij =
ρ + ij, where ρij is the true correlation between subjects i and
j and ij, with zero-expectation, models the between subject-pair
variation.More specifically, if rij approaches ρij and ρij approaches
ρ, then r¯ approaches ρ. Lerner et al. (2011) computed the average
correlation of the subject time course and average time course of
remaining subjects. This is closely related to r¯ statistic2 and neither
one seems to be quantitatively better than the other. However, the
1By correlation coefficient, we refer to a standard Pearsons correlation coeffi-
cient.
2Let si denote the time course of the subject i that is de-meaned and normal-
ized to unit length so that ||si|| = 1 (the conclusion of this analysis does not
depend on the normalization to the unit length but the analysis is simplified
by that assumption). Now, rij can be written as an inner-product rij = sTi sj.
Define a test statistic similarly to Lerner et al. (2011)
l¯ = 1
N
N∑
i= 1
sTi
⎛
⎝ 1
Z−i(N − 1)
N∑
j= 1, j =i
sj
⎞
⎠ ,
statistic in Lerner et al. (2011) cannot be straight-forwardly inter-
preted as an estimator of the population ISC in an above sense,
which results in our preference of r¯.
2.2.2. Nonparametric re-sampling test
The correlation coefficients rij in Equation (1) are not indepen-
dent because each subject is present in more than one subject
pair (e.g., rij and rkj are overlapping because they both depend
on the same time-series measured from subject j). Also, it is
well known that BOLD-fMRI signals are temporally correlated.
Therefore, the standard tests for assessing the significance of r
are not valid. We use a fully nonparametric re-sampling based
method to evaluate the significance of r (Kauppi et al., 2010b).
In this method, we perform a test against a null hypothesis that
r statistic is the same as for data with no specific time-structure.
To compute a “null” re-sampling distribution, we circularly shift
each subjects time-series by a random amount so that they are
no longer aligned in time across the subjects, and then calculate
r statistic. This way we can account for temporal autocorrelations
present in the fMRI data. In practice, calculation of all the pos-
sible time shift combinations is computationally prohibitive and
the distribution is approximated with finite number of realiza-
tions, randomizing the experiment across voxels and time-points,
by default 100 million realizations are generated. To obtain crit-
ical thresholds for significant ISCs, we first compute p-values of
the true realizations for each voxel based on the null distribu-
tion and then correct the values using the false discovery rate
(FDR) based multiple comparisons correction (Benjamini and
Hochberg, 1995). Using our visualization tool, it is possible to
investigate thresholded ISC maps over an anatomical template
with different critical thresholds.
2.2.3. Parametric t-test
The ISC toolbox contains an option to threshold group-level
ISC maps also based on a simple parametric test proposed by
Wilson et al. (2008). For this test, correlation coefficients are first
transformed to z-scores using a Fisher’s z transformation:
zij = 1
2
log
(
1 + rij
1 − rij
)
. (2)
Then, a one-sample t-test with N(N − 1)/2 − 1 degrees of free-
dom is performed under a null hypothesis that the ISC is zero.
Note that the independence assumption of the observations made
by the test is violated in practice.
where Z−i = ||(1/(N − 1))∑Nj= 1, j =i sj||. A straight-forward computation
yields
l¯ = 1
N
N∑
i=1
sTi
⎛
⎝ 1
(N − 1)Z−i
N∑
j= 1, j =i
sj
⎞
⎠ = 1
N
1
N − 1
N∑
i= 1
∑
j =i
sTi sj
Z−i
= 1
N2 − N
N∑
i= 1
∑
j =i
rij
Z−i
= 1
N2−N
2
N∑
i= 1
N∑
j= 2, j>i
rij
Z−i
,
since rij = rji. It can be seen that this is a weighted version of r¯, where
the weights are proportional to the standard deviations of the average time
courses.
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2.2.4. Generation and visualization of the ISC difference maps
With the ISC toolbox, it is also possible to generate and visu-
alize ISC difference maps to investigate if there are significant
differences in the ISCs between two conditions. For instance, in
studies where same subjects are scanned twice under different
stimuli, it can be highly interesting to analyze whether or not
ISC was stronger in one of the conditions. We use a modified
Pearson-Filon statistic based on Fisher’s z-transformation (ZPF;
Raghunathan et al., 1996) for this purpose, which is a recom-
mended statistic for testing if two nonoverlapping but dependent
correlation coefficients are different (Krishnamoorthy and Xia,
2007). Consider four time-series tai , t
a
j , t
b
i and t
b
j measured from
two subjects i and j in two conditions a and b. The correspond-
ing correlation coefficients raij and r
b
ij are nonoverlapping, because
they have been computed using different time-series. However,
stimuli used in two conditions a and b may not be indepen-
dent, making a dependency assumption plausible. We extend
the pairwise ZPF statistic for group-level analysis by combin-
ing the pairwise statistic from all subject pairs, and design a
fully nonparametric test to assess the significance of the result-
ing group-level statistic (Reason et al., under review). Our final
“sum ZPF” statistic is given by:
ZPFabij =
N∑
i= 1
N−1∑
j= 2, j>i
(zaij − zbij)
√
(T − 3)/2√
1 − cov(raij, rbij)
/[(
1 − (raij)2)(1 − (rbij)2
)] , (3)
where zaij, z
b
ij are the Fisher’s z transforms [see Equation (2)] of
the correlation coefficients raij, r
b
ij, respectively, T is the length
of a time-course and cov(raij, r
b
ij) is a large scale covariance
(Raghunathan et al., 1996). The test is performed under the
null hypothesis that each ZPF value is drawn from a distribu-
tion with zero mean, which occurs when there is no difference in
ISC between the conditions. The approximate permutation dis-
tribution is generated by randomly flipping the sign of pairwise
ZPF statistics before calculating Equation (3) using a subsample
of all possible random labelings. Maximal and minimal statis-
tics over the entire image corresponding to each labeling are
saved to account for multiple comparisons by controlling family-
wise error rate (FWER; Nichols and Holmes, 2002). Due to the
symmetry of the distribution, thresholds for both directions are
obtained with this procedure. The default number of random
permutations over the whole image is 25,000.
Note that we cannot readily confirm the full exchangeability
under the null hypothesis for the permutation test since: (1) fMRI
time series are autocorrelated and (2) the subject pairs are not
independent. Assuming temporal independence and normality,
the ZPF-statistic can be shown to be distributed according to the
standard normal distribution under the null hypothesis of no cor-
relation difference (Raghunathan et al., 1996), which is enough
to ensure the correctness of the test (Good, 2005). However, it
is unclear to what extent this distributional result holds for the
ISC analysis.We performed here a simpleMonte Carlo simulation
that verified that the ZPF statistics are normally distributed with a
constant variance, not dependent on the (true) values of raij = rbij,
thus partially verifying the permutation test. The experiment and
its results are summarized in Figure 2.
2.2.5. Frequency-specific ISC analysis
The ISC toolbox contains an option to analyze ISCs in distinct
frequency sub-bands. The approach is well-motivated because
real-world events and stimuli unfold over multiple time-scales
(Kauppi et al., 2010b). For instance, features of visual stimuli,
spoken sentences, or the development of social interaction may
unfold over very different time-scales. Thus, it is plausible to
assume that the brain processes information in distinct frequency
sub-bands. In the frequency-specific ISC analysis, we first filter
the original time-series of each voxel (and subject) to multiple
frequency sub-bands using an octave filter bank based on sta-
tionary wavelet transformation (SWT; Kauppi et al., 2010b). After
band-pass filtering each fMRI time-series, we compute ISCs using
the Equation (1) voxel-wise separately within each frequency sub-
band and threshold the ISC maps using the same test as described
in section 2.2.1.
It has been shown previously that wavelets are well-suited to
analyze fMRI data because of certain properties of the corti-
cal fMRI time-series, such as 1/f -like frequency characteristics
(Bullmore et al., 2004). Moreover, the SWT algorithm is specif-
ically suited to our analysis because it performs a time-invariant
(Bradley, 2003) transformation unlike the discrete wavelet trans-
form (DWT). In practice, this property means that a small
difference in the hemodynamic delays of two fMRI time series
transforms into a similar small difference in the filtered sig-
nals, allowing consistent estimation of the correlation coefficients
between the subjects time-series after performing the filtering.
For the DWT, even a minor delay between two identical input sig-
nals might cause a large difference in the filtered signals, making
it much less-suited algorithm for frequency-specific ISC analysis.
The SWT algorithm can be efficiently implemented using a sub-
band coding scheme based on successive decimations of so called
quadrature mirror filters (QMFs) and convolution operations
(Vetterli and Kovacˇevic´, 1995).
We use Daubechies scaling and wavelet functions as a default
filter option as they satisfy a necessary QMF relationship (Vetterli
and Kovacˇevic´, 1995) and have been successfully applied to fMRI
data earlier (Bullmore et al., 2001; Achard et al., 2006). The
maximum degree of the polynomials the scaling function can
reproduce is called the number of the vanishing moments. The
number of Daubechies filter coefficients are associated with the
number of the vanishing moments by the equation K = 2V ,
where K is the number of filter coefficients and V is the num-
ber of vanishing moments. We use short filters of length K = 4
as a default analysis option which are flexible enough to encode
polynomials with two coefficients (both constant and linear sig-
nal components). In principle, the localization in the frequency
domain could be improved by using higher filter lengths, but
the use of long filters increases computation time (SWT needs to
be computed separately for the time-series of every subject for
each brain voxel) and makes the detection of rapid signal changes
less accurate. In addition, because typical fMRI measurements
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FIGURE 2 | ZPF Monte Carlo simulation. We simulated fMRI time series
for two subjects and two conditions as xas = βta + nas, where xas(s, a = 1,2)
are the simulated time series, ta is the common time-series between the
two subjects in the condition a, nas is pink noise [generated as in Pajula et al.
(2012)], and β is selected so that the true correlation between the subjects’
time-series is ρ, which is varied during the simulation. ta was generated by
smoothing white Gaussian noise with a box filter and convolving the resulting
time series by a hemodynamic response function. The times series length
was 100 with modeled TR of 2s. Note that ρ has the same value for both
conditions, according to the null-hypothesis. The simulation does not model
for the dependence between the two conditions. The simulation was
repeated 100000 times for each ρ = −0.5,−0.4, . . . ,0.5. (A) Shows the
histogram of ZPF values when ρ = 0.3, (B) Shows the QQ-plot for the same
case, and (C) Shows the average value and the standard deviation of the
ZPF-statistics as a function of ρ, where a slight dependence of the standard
deviation on ρ is observed. As it is visible (1) the distribution of the ZPF was
Gaussian (with a larger variance than 1), and (2) its parameters did not
markedly depend on the value of ρ.
contain relatively low number of time points, short filters are
preferred to minimize boundary artifacts. Daubechies basis func-
tions are optimal in the sense that they provide the shortest filter
length for the given number of vanishingmoments. However, also
other basis functions have been proposed for fMRI data analy-
sis. For instance, Ruttimann et al. (1998) used symmetric spline
wavelets because of their phase-preserving property.
2.2.6. Time window ISC analysis
When analyzing complex fMRI data sets such as those collected
during a movie watching, it is likely that ISCs vary drastically
over the experiment. To analyze how ISC varies over time, it
can be highly useful to compute ISC maps for several consecu-
tive possible overlapping time windows. With the ISC toolbox,
a user can specify suitable time window parameters (window
length, step length between two consecutive windows) and com-
pute “short-time ISC maps” for each window. To obtain these
maps, we compute r statistic (across all voxels and subjects)
within each time-window and assess the significance of the ISCs
as described above. We randomize the generation of the null
distribution across all time windows which leads to a common
threshold for all windows. The length of the time window has
to be sufficient to obtain reliable estimates of r for each time
window. The choice depends on the number of subjects and
the type of the stimulus. Therefore, it is not straight-forward to
give exact suggestions about the minimal time-window length.
However, window lengths as short as 10 samples have been used
(Nummenmaa et al., 2012).
The toolbox allows the visualization of the time window ISC
maps over an anatomical template. It also automatically com-
putes the mean of r-values across voxels within different brain
region-of-interest (ROIs), allowing plotting ROI-averaged ISCs
over time. These curves can be correlated with the features of the
stimuli, behavioral ratings or other variables of interest.
2.2.7. Intersubject phase synchronization
Time window ISC and frequency-specific ISC analyses can pro-
vide neuroscientifically meaningful insights into complex fMRI
data. An obvious way to combine benefits of both approaches is to
compute frequency-specific ISC maps in several time windows to
investigate temporal evolution of the ISCs in specific time-scales.
ISC toolbox automatically computes also these maps if the user
performs both time window ISC and frequency-specific ISC anal-
yses. A limitation of this approach is that the temporal resolution
of the analysis can be modest because each time window must
contain several time points to allow meaningful interpretation
of the correlation coefficient. This problem is most prominent
in the lowest frequency sub-bands because the temporal reso-
lution of slow fluctuations is inherently poor as stated by the
time-frequency uncertainty principle (Cohen, 1995). To increase
the temporal resolution of the time-varying analysis in distinct
frequency sub-bands, we propose using phase synchronization
between subjects as a measure of inter-subject similarity. A sim-
ilarity measure based on instantaneous phase allows the analysis
of the band-pass filtered signals on the basis of inherent temporal
resolution of the time series. This is in contrast to the time win-
dow ISC analysis for which the resolution is further limited by the
length of the time-window.
Many phase synchronization measures have been designed to
analyze functional neuroimaging signals (Vinck et al., 2011) but
they are mainly used to analyze electroencephalography andmag-
netoencephalography signals. Unlike these signals, fMRI time-
series may not be characterized by oscillatory activity. However,
the analysis of the instantaneous phases still remains a valid
method to characterize a specific interrelation between phases
(Pikovsky et al., 2000; Laird et al., 2002). To extract phase infor-
mation, complex-valued analytic time-series must be available.
Hence, we apply the Hilbert transform (Goswami and Hoefel,
2004) to the fMRI time-series to obtain their corresponding
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analytic signals 3. We take the absolute angular distance (Vinck
et al., 2010) between the time-series of two subjects as a dissimi-
larity measure:
pij(t) = |θi(t) − θj(t)| mod π, (4)
where t is a time-point index and angles θi, θj are computed
based on the analytical time-series measured from subjects i
and j. This is an intuitive measure of phase interrelationship
between the fMRI time-series of two subjects: If fluctuations of
the (band-limited) time-series between subjects are highly sim-
ilar, it is expected that the absolute phase difference is smaller
than when fluctuations are different. There are different possi-
bilities to extend this measure to group-level analysis (Glerean
et al., 2012). We use a comparable definition to our ISC measure
[Equation (1)] and compute the average of all subject-pairwise
absolute angular distances as:
p(t) = 1
N(N − 1)/2
N∑
i= 1
N−1∑
j= 2, j>i
pij(t). (5)
Our final measure of inter-subject phase synchronization (IPS) is
the normalized version of p:
pˆ(t) = 1 − p(t)
π
. (6)
This measure has its values always within the range [0 1], where
the value 1 indicates a complete phase similarity and the value
0 corresponds to a complete absence of phase similarity across
subjects. Similarly to time window ISCs, the ISC Toolbox allows
different plotting options for IPS results. For instance, averaged
IPS values within selected ROIs can be plotted over time. These
curves can be then correlated with the features of the stimuli or
other variables of interest.
2.3. IMPLEMENTATION
As explained in section 2.1, the use of the ISC Toolbox starts from
the startup GUI where a user defines requested analyses and their
parameters (see Figure 1). The GUI automatically detects the
operating system and checks that all necessary software and files
are available. After a user has selected desired analysis options,
the GUI validates them. After a successful validation, the param-
eters are set in a structure array called Params which is saved in a
mat-file. The GUI also generates the destination directory and all
necessary sub-directories for the analysis results.
The computational analysis is controlled inside the main func-
tion named runAnalysis. The Matlab code of this function is
grouped in six computational stages to clarify how the compu-
tations can be distributed across a computer cluster:
3The analytic signal xa(t) = x(t) + jy(t) = A(t)ejθ(t) can represent both the
instantaneous amplitude envelope A(t) and phase θ(t) of the time-series,
but only phase information θ(t) = arctan
(
y(t)
x(t)
)
is used to derive our phase
similarity measure.
Stage 1 Binary data files for the analysis results as well as the
memory map pointers to access these files are initialized.
The pointers are saved in the structure called memMaps
which is saved in the analysis destination directory. In
the later stages of the program, the files are repeatedly
accessed and modified using these pointers (see more
information about theMatlab’smemorymapping feature
below).
Stage 2 The wavelet filtering for the frequency-specific ISC anal-
ysis is performed.
Stage 3 Average ISC maps are computed, including the genera-
tion of the re-sampling distributions for the assessment
of statistical thresholds.
Stage 4 Critical thresholds are calculated based on the re-
sampling distributions including threshold correction for
multiple comparisons. In the FDR-based correction, p-
values for statistically significant (before a multiple com-
parison correction) samples need to be available. These
are estimated in a nonparametric fashion from the obser-
vations of the re-sampling distribution using a linear
interpolation.
Stage 5 Inter-subject synchronization curves over time are com-
puted for the time window ISC and IPS for all the brain
regions and thresholds defined in the Harvard-Oxford
sub-cortical and cortical atlases.
Stage 6 All the generated statistical maps in the previous stages
are saved to the analysis destination folder as nifti files.
This stage is always computed locally even if a grid
enviroment would be available.
The grouping of the code is based on the dependencies of the
analysis pipeline: the execution of the functions within any of
the stages is always dependent on the results of the preced-
ing stage and therefore cannot be performed before all previous
stages have been completed and their intermediate results have
been saved to the analysis destination directories. However, com-
putations inside the loop structures within each computational
stage are independent of each other, meaning that functions
repeatedly called inside these loops can be equally well run in
parallel. In practice, a user does not need to understand how the
code is written because the program can automatically parallelize
computations across a computer grid/cluster.
Only those stages corresponding to ISC based analyses that are
requested by the user are run when executing runAnalysis. For
example, if the frequency-specific ISC analysis is not chosen by
a user, the stage 2 is skipped.
Matlab’s memory mapping is a mechanism that maps a por-
tion of a file, or an entire file, on disk to a range of addresses
within an application’s address space. The application can then
access files on disk in the same way it accesses dynamic memory
(The Mathworks Inc., 2013). This memory mapping mechanism
is employed in the ISC Toolbox for three main reasons:
1. Because of a large memory demand, all the data cannot be held
in the central memory all the time.
2. The traditional file I/O can be very slow especially in cluster
computing environments.
Frontiers in Neuroinformatics www.frontiersin.org January 2014 | Volume 8 | Article 2 | 7
Kauppi et al. ISC toolbox
3. The memory mapping provides a mechanism for sharing the
memory between multiple processes that is important for the
cluster computing abilities in the ISC Toolbox.
The disadvantage of the used memory mapping mechanism is
that it is highly hardware and also somewhat operating system
and Matlab version dependent. The memory mapped data can
become corrupt or unreadable if the used hardware or the Matlab
version is changed. In the ISC Toolbox, the problem is circum-
vented by saving the important results out from the memory
maps to nifti files. The corrected statistical thresholds are saved
as Matlab’s mat-file and also as a text file. Therefore, the visu-
alization of the thresholded maps can be done afterwards easily
with any visualization software. The memory mapping has been
previously used in the SurfStat software within brain imaging
(Worsley, 2008).
A heavy computational burden is one of the major issues when
using the ISC Toolbox. Computations require large memory as
mentioned already and they also take a long time to compute.
Currently, the ISC Toolbox supports cluster computing in SGE-
based (Oracle Grid Engine, Son of a Grid Engine, or Open
Grid Scheduler) and Slurm (Simple Linux Utility for Resource
Management) environments. Generally, the SGE based paral-
lelization (Love, 2013; Scalable Logic, 2013; Univa Corporation,
2013) has been used extensively within brain imaging software
such as FSL. The Slurm grid engine (GE) (Yoo et al., 2003) is cur-
rently becoming more common and for this reason also Slurm
based parallelization was selected to be supported in the ISC
Toolbox. The only requirements to use parallelization procedures
in the toolbox are that the operating system of the used computer
must be Linux and the user must have access to system running
on one of these two GEs.
In both cases (SGE or Slurm), separate shell scripts must be
generated for each computational stage before distributing them
to the GE. The script generation and submission to GE is handled
with the function gridParser. The gridParser function generates
separate shell scripts for each process stage of each possible par-
allel process and submits these to the current GE. Simplified
examples from the shell scripts generated by gridParser for the
first stage of execution are presented in Listings 2.3 and 2.3.
In this example, the project name is “ISC_test_analysis,” which
defines the mat-file name for the Params struct. memMapData
function implements the stage 1 of the analysis. The only input
for the function is the Params struct. The number of generated
scripts varies from 4, for the basic analysis using a single CPU, to
hundreds depending on the selected analyses and the degree of
parallelization.
Listing 1. Bash script example for the Stage 1 of the analysis
generated by the gridParser function for the SGE environment.
m a t l a b –n o s p l a s h –n o d i s p l a y –n o j v m –n
o d e s k t o p –r " a d d p a t h ( g e n p a t h ( ’ / h o m e
/ t e s t u s e r / I S C o f f i c i a l / i s c - t o o l b o x / ’ ) ) ;
l o a d ( ’ / h o m e / t e s t u s e r / I S C t e s t / I S C _ t e s t
_ a n a l y s i s ’ ) ; memMapData( P a r a m s ) ; e x i t "
e x i t
Listing 2. Bash script example for the Stage 1 of the analysis
generated by the gridParser function for the Slurm environment.
# ! / b i n / s h
m o d u l e l o a d m a t l a b
m a t l a b –n o s p l a s h –n o d i s p l a y –n o j v m –n
o d e s k t o p –r " a d d p a t h ( g e n p a t h ( ’ / h o m e
/ t e s t u s e r / I S C o f f i c i a l / i s c - t o o l b o x / ’ ) ) ;
l o a d ( ’ / h o m e / t e s t u s e r / I S C t e s t / I S C _ t e s t
_ a n a l y s i s ’ ) ; memMapData( P a r a m s ) ; e x i t "
e x i t
The monitoring of the submitted tasks is handled with the
function waitGrid. The function requests the running processes
in the GE in defined time interval and prevents the main function
to continue before all submitted sub-processes are finished.
The data integrity is always a critical question within paral-
lel computing. It must be ensured that any two processes are not
interfering each other and all data are saved safely. The function
freeToWrite was developed to maintain the data integrity. It han-
dles a specific lock system to ensure that only one process updates
the memory maps at once. The lock is based on a simple lock-file
which is generated before the data are going to be saved and deleted
when the saving process has been finished. Every process which
updates the memory maps are using the lock system. To simplify
the debugging, every lock file has its own identifier based on the
name of the process and the current process ID from the GE.
2.4. VISUALIZATION GUI
To simplify the investigation of the ISC analysis results a separate
visualization GUI, shown in Figure 3, was developed to interac-
tively show the statistics maps and other results computed by the
ISC Toolbox. The visualization GUI can show all the statistical
maps resulting from the analyses by the toolbox. There are several
software tools for high quality, interactive visualizations of the sta-
tistical maps from neuroimaging analyses. However, as far as we
know, none of these is suitable for the visualization of advanced
ISC analysis such as 4-D statistical maps of the time window ISC.
In addition, a specialized visualization application provides addi-
tional convenience by allowing user to switch between different
analysis results by a quick button press instead of a cumber-
some reloading of the statistical maps one-by-one from a disk.
We avoid the re-loading of the statistical maps by directly access-
ing the data portion of interest from the disk. The fast random
access to the data is possible because the ISC results were mapped
to a disk during the main analysis procedure with the aid of
memory-mapping. Most of the data which are presented or used
for creating the visualizations in the GUI are precomputed by the
main analysis procedure andmapped to a memory. The memory-
mapping minimizes the need of RAM, which enables the efficient
interactive visualization and exploration of the analysis results
also with slower computers. A price to pay for this added flexibil-
ity are possible cross-platform incompatibility issues, mentioned
already in section 2.3, if the actual analysis is carried out with
a different hardware than with which the analysis results are
viewed. The simplest of these issues is the endianness, which can
be changed by ticking the checkbox “Swap bytes.”
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FIGURE 3 | The main window of the visualization GUI. In the shown
analysis example, a user has located significant ISCs in several brain areas,
including the precuneus cortex and the posterior division of the superior
temporal gyrus, whose perimetries are shown in green color over the
anatomical template. The map was thresholded and FDR corrected
(q <0.001) over the whole brain using the re-sampling test of section 2.2.1.
In addition to minimizing the memory consumption and the
access time to the data in a disk, it is important to minimize
the time that is spent for plotting accessed data on the screen.
In Matlab, the plotting of the images is much faster when using
indexed images (in an integer format) than using true color
images or intensity images in a floating point format. Indexed
images are fast to visualize because they use direct mapping of
pixel values to colormap values. Hence, to maximize the brows-
ing speed, the GUI converts ISC maps and anatomical templates
from a floating point format to an integer format and combines
these data into a single matrix of integer values. An appropri-
ate colormap is then created to allow visualization of the indexed
image on the screen inmultiple colors. The colormap involves hot
(yellow and red), cold (magenta and blue), and gray colors which
allows the visualization of positive and negative ISCs as well as
anatomical intensity values over a single image.
The exact appearance of the Visualization GUI on the screen
depends which analyses, described in section 2.2, the user has
run. For example, if only the basic ISC analysis has been run the
visualization GUI enables only the analysis of ISCs across a whole
session and frequency-spectrum by disabling “temporal settings”
and “frequency settings” -panels. Statistical maps are shown in
sagittal, coronal and axial views. The MNI coordinates of the
views can be changed via the buttons below the axis. An additional
option is to visualize several axial slices across the whole brain
volume in a single figure. The exploration of the volume along
a fourth dimension (time interval or frequency range) currently
requires a button press. A user can also select Harvard-Oxford
probabilistic atlas regions for the visualization over the statistical
map and it is possible to view average ISCs for selected ROIs as a
function of time. In addition to these visualizations, the GUI con-
tains more advanced visualization options which allow detailed
localization of ISCs in spatial, temporal and spectral dimensions.
The GUI allows fast and comprehensive visualization of the
ISC analysis results in an exploratory manner. However, to
address specific research questions, a further analyses not sup-
ported by the ISC Toolbox may be needed. Moreover, it may also
bemeaningful to customize the way how the results are visualized.
For these purposes, the GUI has an option to export ISCmaps and
other results to the Matlab’s workspace as variables. Although the
ISC analysis results are also saved in a disk as Nifti-files and are
freely accessible for a user, the export option allows quick and easy
visualization of the threholded maps over an anatomical image
and selected atlas regions for the dimensions (spatial, temporal,
and spectral) of interest.
3. APPLICATIONS
Next, we shortly exemplify how the toolbox has been successfully
used to analyze fMRI data.
3.1. BASIC ISC ANALYSIS FOR ACTIVATION DETECTION
A primary interest in many fMRI based imaging studies is
to detect brain locations associated with a task related neural
activity. Traditionally, this is achieved by a GLM based analysis,
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where voxel time courses are compared to the task-derived refer-
ence time course. The application of the GLM requires explicit
knowledge how stimuli are varied during the experiment and
cannot therefore be used to detect activations from experiments
involving complex naturalistic stimuli. Pajula et al. (2012) showed
that our “basic” ISC analysis described in section 2.2.1 is a suitable
method to detect task related neural activation without mak-
ing any assumptions about the applied stimuli. In this study,
fMRI data from 37 right-handed subjects who all had performed
the same five blocked design tasks 4 were analyzed with both
ISC Toolbox and a GLM based method. The idea is that the
GLM-detected activations with this kind of strictly controlled and
well-known tasks can be assumed to be reliable and can be treated
as a gold standard. Interestingly, the comparison of the statistical
maps of ISC and GLM revealed high agreement of the findings.
This demonstrates that the ISC analysis can detect truly active
brain regions in a manner that is completely “blind" to stimuli,
making it highly promising method for detecting activity in data
sets collected under naturalistic stimuli experiments.
3.2. ISC DIFFERENCE MAPS FOR ANALYSIS OF AESTHETIC
EXPERIENCES
Understanding how spectators’ brains process information dur-
ing an aesthetic performance, such as a dance performance, is an
interesting topic in neuroscience. To investigate this, videos of aes-
thetic performances can be shown to subjects while their brain
activity is being measured using the fMRI. Stimuli in these exper-
iments are very rich, making ISC based methods a natural choice
for data analysis. Reason et al. (under review) used ISC toolbox to
study whether auditory stimulation have an effect on the kines-
thetic experience and/or the aesthetic appreciation of the specta-
tor while watching dance. In the study, fMRI signals were acquired
from 22 subjects under two different stimulus conditions: (1) a
full audiovisual dance performance accompanied by the sound-
scapes of Bach (condition = “Bach”), and (2) the same dance
performance without the music, including only visual stimuli as
well as sounds of breathing and footfalls of the dancer (condi-
tion= “Breathing”). ISC toolbox was used to construct individual
ISC maps of both conditions as described in section 2.2.1 as
well as to construct ISC difference maps “Bach”<“Breathing” and
“Bach”>“Breathing” as described in section 2.2.4.
The individual ISC maps showed large overlap in the visual
and auditory cortices for both conditions. However, the analysis
of the ISC difference maps revealed clusters in the temporal cor-
tex that were unique to the different audio conditions, indicating
also clear differences between the processing of the sound in the
“Bach” and “Breathing” conditions. Based on detailed investiga-
tion of the ISC difference maps, Reason et al. (under review) sug-
gested several possibilities how the presence or absence of music
may influence spectators’ experience. For instance, the postcentral
gyrus of parietal cortex (BA 7) showed significantly greater ISC in
the “Breathing” condition. The area is known for simultaneously
4Functional MRI data from the measurements with Functional Reference
Battery tasks developed by the International Consortium for Human Brain
Mapping (ICBM) were used (Mazziotta et al., 2001): http://www.loni.ucla.
edu/ICBM/Downloads/Downloads RB.shtml.
processing multiple sensory modalities, in particular the somes-
thetic modality that includes touch. This somesthetic connection
implies a form of motor cognition and could suggest that the
“Breathing” elicited greater engagement of action understanding
within body-specific mechanisms.
3.3. FREQUENCY-SPECIFIC ISC FOR ANALYSIS OF TEMPORAL BRAIN
HIERARCHY
In our previous study (Kauppi et al., 2010b), we performed
frequency-specific ISC analysis to investigate processing of movie
events that occur over multiple time-scales. We analyzed fMRI
data collected from the experiment (Jääskeläinen et al., 2008)
where 12 subjects watched the 36min clip of an Academy Award
winning drama movie Crash (Lions Gate Films, 2005, directed
by Paul Haggis; the movie was presented with sound). We con-
structed both frequency-specific ISC maps described in section
2.2.5 as well as ISC difference maps to compare differences in ISCs
between distinct frequency subbands (see section 2.2.4).
The frequency-specific ISC analysis provided novel and inter-
esting insights into the highly complex fMRI data. For instance,
the analysis revealed that visual cortical ISC was present across
the whole frequency spectrum of the fMRI signal, ISC in tem-
poral areas occurred in all but the highest frequency band, and
frontal cortical ISC was present only in the two lowest frequency
bands. Hence, the frequency range showing significant ISC con-
tracted when moving from lower-order sensory areas toward
higher-order cortical areas. There are several possible explana-
tions for the mappings found in this study. For instance, the
findings might reflect the hierarchy of temporal receptive win-
dows (TRWs) in the human brain, with sensory visual cortical
areas showing short TRWs, and the TRWs becoming progressively
longer as one ascends to functionally higher-order cortical areas
(Hasson et al., 2008).
3.4. TIME WINDOW ISC FOR ANALYSIS OF HIGHER-ORDER BRAIN
FUNCTIONS
The use of movies as stimuli in neuroimaging studies offers new
possibilities to understand higher-order brain functions, such as
those related to social cognition and emotions. Nummenmaa
et al. (2012) used the time window ISC (which they call moment-
to-moment ISC) to analyze how ISC is associated with events that
elicit emotions in movies. Functional MRI data from 16 subjects
were collected while they watched movies depicting unpleas-
ant, neutral, and pleasant emotions. After scanning, participants
watched themovies again and continuously rated their experience
of pleasantness–unpleasantness (i.e., valence) and of arousal–
calmness. Short-time ISCs for each voxel were then computed
using the ISC toolbox as described in section 2.2.6, using a 17-
s sliding window (a step size of the time-window was one time
point). Time series of valence and arousal ratings were then used
to predict temporal variation of ISCs within each voxel.
Negative valence was associated with increased ISC in the
emotion-processing network (thalamus, ventral striatum, insula)
and in the default-mode network (precuneus, temporoparietal
junction, medial prefrontal cortex, posterior superior temporal
sulcus). High arousal was associated with increased ISC in the
somatosensory cortices and visual and dorsal attention networks
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comprising the visual cortex, bilateral intraparietal sulci, and
frontal eye fields. It was proposed that negative valence synchro-
nizes individuals brain areas supporting emotional sensations and
understanding of anothers actions, whereas high arousal directs
individuals attention to similar features of the environment.
3.5. IPS FOR TIME-VARYING ANALYSIS OF NATURALISTIC fMRI DATA
IPS described in section 2.2.7 is an alternative option for time
window ISC to analyze complex fMRI data over time. Glerean
et al. (2012) applied both time window ISC and IPS analy-
sis for naturalistic fMRI data collected from 12 subjects while
they watched a feature movie (for details of the experiment, see
Lahnakoski et al., 2012
band of 0.04–0.07Hz and a time window ISC was computed for
several window sizes from 4 to 32 samples (corresponding to win-
dow lengths from 8 to 64-s with the TR of 2-s) using a sliding
window.
Amajor conclusion of the study was that the IPS approach pro-
vided improved temporal resolution as compared with the time
window ISC. In addition, an anatomical mapping of the whole-
brain temporal average of the IPS was highly consistent with the
anatomical mapping of the ISC computed across the whole movie
experiment (without using time windows), indicating that the IPS
is a realiable measure of inter-subject similarity.
4. COMPUTATION TIME
The computation time was measured in three different hardware
setups utilizing the both the local and distributed computing
abilities of the ISC Toolbox. The local computations were tested
with Dell Optiplex 755 desktop computer equipped with Intel
Core2Duo E8400 CPU @ 3.00GHz and 5GB read access mem-
ory (RAM). The distributed computations were tested in two
computing clusters. The larger cluster, called Merope, had nodes
running on HP ProLiant SL390s G7 equipped with Intel Xeon
X5650 CPU 2,67GHz and minimum of 4GB RAM / core.
The GE was Slurm. The smaller of the tested computing clus-
ters, called Outolintu, was running with SGE and had nodes
running on IBM System x3550 equipped with two Intel Xeon
X5450 CPUs 3.0GHz and 32GB RAM (with 10GB swap) for
each node.
In the Merope cluster, on average 32 processes were run simul-
taneously. With the Outolintu cluster the maximum of parallel
processes was limited to 10 due to global usage limitations for a
single user of this cluster. The computing times of cluster environ-
ments were averaged from three separated runs as in the cluster
the computing time can be affected from the current load of the
cluster as well as the implementation of the distributing system
causes a small variation on computing time.
The computing time was measured from “the user perspec-
tive”: Starting from the moment when user pushes the “Run
Analysis” -button of the startup GUI to the moment when the
analysis was finished. In a cluster environment, this means that
the processing times of the GE were included to the total process-
ing time.
The analyses were performed for the same measurement
data which was used in earlier studies with the ISC Toolbox
(Jääskeläinen et al., 2008; Kauppi et al., 2010b). The data was
acquired from 12 subjects (TR = 3.4 s, 244 time points) and was
registered to MNI152 space (for details see Kauppi et al.,     2010b
The image dimensions were 91 × 109 × 91 × 244 (X × Y × Z ×
time) which resulted in an 840MB file size for each subject and
9.8GB total size of the analysis data set.
The tested ISC Toolbox setups were “basic ISC”, “basic ISC
+ time window ISC,” and “basic ISC + frequency-specific ISC.”
The first setup computed the ISC map across the entire length
of the time-series and constructed a re-sampling distribution
based on 100 million random shufflings of the time-series as
in our earlier study (Kauppi et al., 2010b). The second setup
was similar to the first setup except that the time window ISC
with the window length and window step of 30 samples was
used in addition to the basic ISC analysis. The third setup used
frequency-specific ISC with three frequency sub-bands instead
of time window ISC. The number of randomizations to thresh-
old the ISC r-maps was the same as in setups 1 and 2, and
25,000 random permutations for each brain voxel was used to
construct a null permutation distribution of the sum ZPF statistic
to allow thresholding of ISC difference maps between frequency
bands.
The computing times are presented in Figure 4. On a sin-
gle desktop computer, the computing time varied from 11 h 52
min to 25 h 20 min depending from the selected analysis. On the
smaller Outolintu cluster, the corresponding times varied from
1 h 24 min to 6 h 10 min and, on the larger Merope cluster from
33 min to 3 h 25 min. Comparing local and distributed systems,
the speed up factor was 10 with Outolintu and 24 with Merope in
the first two setups. For the final setup with the frequency band
analysis, the speed up factor was 4 with Outlintu and 7.5 with
Merope.
The smaller speed up factors for the frequency band analysis
was probably due to a higher number of hard drive interactions
involved in this analysis as compared with the other tested analy-
ses. In a cluster computing environment, a high number of hard
drive interactions slows down the computations as the data is
commonly located on a network drive and the speed of the data
transfer in a network is usually clearly slower than the speed of
data transfer via the internal bus of a desktop computer.
FIGURE 4 | The computing times from desktop computer and two
cluster environments. The desktop computer was equipped with Intel
Core2Duo E8400 CPU 3.00GHz and 5GB RAM. Ten parallel processes
were run on Outolintu cluster with nodes equipped with Intel Xeon X5450
CPUs 3.0GHz. On average, 32 parallel processes were run on Merope
cluster with nodes equipped with Intel Xeon X5650 CPUs 2,67GHz.
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5. DISCUSSION
Branches of neuroscience investigating brain functions in exper-
iments mimicking real-world conditions are growing rapidly
and the development of data analysis methods must address
an increasing diversity of research questions. The ISC based
approaches can address key questions such as how processing dif-
fers between two groups (e.g., healthy vs. nonhealthy) exposed
to identical complex stimuli or between two conditions (e.g.,
silent vs. nonsilent video). The new analyses methods incorpo-
rated in the ISC toolbox, described in sections 2.2.4–2.2.7, are
one of the first attempts to help neuroscientists to address these
and other aspects of neural processing. In addition to these new
features, the toolbox will be continuously updated in the future
to allow even more versatile analyses. For instance, the toolbox
is currently limited to analyze between-subject correlations in
a voxel-wise manner and does not allow more general investi-
gations of functional correspondence between spatially disjoint
brain areas across subjects. Features to analyze ISCs between
different brain areas both within- and across subjects will be
incorporated in the future versions of the toolbox.
One limitation of the current analysis approach is that the
used ISC measure does not capture any information about the
variability of the ISCs among subjects as it is simply the aver-
age of the upper-triangular (or lower-triangular) elements of
the between-subject correlation matrix computed separately for
each voxel [Equation (1)]. The consequence of the averaging
is that interesting features of brain processing may be missed
especially in higher-order brain regions where inter-subject vari-
ability is expected to be very high. To increase the sensitivity
of the existing method to localize interesting brain areas as
well as to perform more fine-grained ISC based analyses, it can
be highly useful to preserve and analyze the entire structure
of the between-subject correlation matrices. We have already
taken steps toward this direction (Kauppi et al., 2010a) and will
equip the toolbox with matrix-based analysis methods in the
future.
One of the key issues in ISC based analyses is how to select a
suitable threshold to distinguish meaningful ISC values from spu-
rious ones. Because of the restrictive assumptions made by stan-
dard parametric statistical procedures, such as the ordinary t-test,
we have decided to use fully nonparametric re-sampling based
methods to determine the critical thresholds to improve reliabil-
ity of the analysis. Despite of the flexibility of the nonparametric
methods, it is important to keep in mind that also they provide
only approximations of true, underlying null re-sampling distri-
butions. This is due to finite number of realizations drawn as well
as certain assumptions required by the tests which may not be ful-
filled by real fMRI time-series. However, as shown by the results,
our easy and fully automated mechanism which distributes cal-
culations across a computational cluster allows drawing huge
number of realizations in a relatively short time, making the gen-
eration of accurate re-samplings distributions feasible. Moreover,
we showed with a simple Monte-Carlo simulation that certain
critical assumptions made by the sum ZPF test are not violated
in practice. In any case, further validation and improvement of
our current statistical procedures is another important topic of
future research.
6. CONCLUSIONS
We have presented a software package, named ISC Toolbox,
implemented in Matlab for computing various ISC based anal-
yses. The computations can be launched from a GUI making the
use of the toolbox easy. Many advanced techniques such as time
window ISC analysis, frequency-specific ISC analysis, IPS anal-
ysis and the comparison of ISCs between different stimuli are
supported by the toolbox. The analyses are coupled with non-
parametric re-sampling based statistical inference methods. As
these analyses are computationally intensive, the ISC Toolbox
is equipped with automated cluster computing mechanisms to
reduce the computation time via parallelization and a marked
reduction in computation time was achieved by cluster comput-
ing. The ISC Toolbox is available in https://code.google.com/p/
isc-toolbox/ under the MIT open source licence.
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Abstract
Within functional magnetic resonance imaging (fMRI), the use of the traditional general linear model (GLM) based analysis
methods is often restricted to strictly controlled research setups requiring a parametric activation model. Instead, Inter-
Subject Correlation (ISC) method is based on voxel-wise correlation between the time series of the subjects, which makes it
completely non-parametric and thus suitable for naturalistic stimulus paradigms such as movie watching. In this study, we
compared an ISC based analysis results with those of a GLM based in five distinct controlled research setups. We used
International Consortium for Brain Mapping functional reference battery (FRB) fMRI data available from the Laboratory of
Neuro Imaging image data archive. The selected data included measurements from 37 right-handed subjects, who all had
performed the same five tasks from FRB. The GLM was expected to locate activations accurately in FRB data and thus
provide good grounds for investigating relationship between ISC and stimulus induced fMRI activation. The statistical maps
of ISC and GLM were compared with two measures. The first measure was the Pearson’s correlation between the non-
thresholded ISC test-statistics and absolute values of the GLM Z-statistics. The average correlation value over five tasks was
0.74. The second was the Dice index between the activation regions of the methods. The average Dice value over the tasks
and three threshold levels was 0.73. The results of this study indicated how the data driven ISC analysis found the same foci
as the model-based GLM analysis. The agreement of the results is highly interesting, because ISC is applicable in situations
where GLM is not suitable, for example, when analyzing data from a naturalistic stimuli experiment.
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Introduction
Inter-subject correlation (ISC) analysis method provides an
opportunity for the functional magnetic resonance imaging (fMRI)
analysis under naturalistic research paradigms. In these para-
digms, the stimuli are designed to be closer to normal everyday life
than in conventional research paradigms. The used stimuli can be,
for example, a movie or a 3D video game [1].
One of the major benefits of the ISC analysis is that it can be
used to locate activations without a priori knowledge of the
temporal composition of processes contributing to the neuronal
activation. In the ISC analysis, the hemodynamic activity of a
subject is used to quantify the hemodynamic activity of another
subject by calculating the correlation coefficient between the
corresponding fMRI time series of the subjects. Inferences about
the locations of activations are solely based on the similarities in
hemodynamic responses across the subjects. Instead, a massively
univariate stimulus-model-based analysis in fMRI predominantly
relies on the theory of general linear models that provide a
framework of analyzing subjects fMRI responses with respect to
the model of the known and fixed stimulus type, typically
appearing as the columns of the design (or predictor) matrix in
the GLM. This often restricts the application of these GLM-based
analyses to strictly controlled research setups as the parametric
model for the BOLD signal changes related to the activation have
to be defined a priori. The major difference between ISC and GLM
based analyses is that the former is completely non-parametric in
the sense it does not require any parametric form for the stimulus
time-course while the latter requires a model for the stimulus time
course. We note that there is a direct connection between the
statistical analysis of a slope parameter in a simple regression, i.e.,
a simplified version of a single subject GLM-based analysis and a
correlation coefficient. In what follows, we will use the terms ISC
and GLM analysis rather loosely, referring to the major difference
explained above rather than to the technical details of computa-
tions and statistics involved.
Hasson et al. [2] introduced the concept of ISC in fMRI and
demonstrated that a simple movie stimulus produced significant
correlations between the voxel-wise fMRI time series of the
subjects, especially in visual and auditory cortices. Since then ISC
analysis has been applied to investigate speech comprehension [3],
auditory abnormalities [4], memory encoding [5] and brain
functions during movie watching [2,6–8]. In a particular relation
to this work, Kauppi et al. [9] developed a new ISC based method
by adding an option to compute the frequency specific ISC and
designed novel non-parametric resampling tests to make inferences
about ISCs. Resampling tests were designed, since the data was
not guaranteed to be uncorrelated as Heijnar et al. [4] had earlier
noted. Significant ISCs were found in visual and auditory areas in
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line with earlier neurocinematics studies and additionally in pre-
frontal cortical areas when studying low frequency bands.
One of the main questions concerning the ISC analysis is how to
interpret correlations between subjects. Because the ISC measures
the similarity of subjects’ Blood Oxygenation Level Dependent
(BOLD) fMRI responses during the same stimulus, a high ISC
does not directly imply a high degree of task (or stimulus) related
activation [4]. However, it has been shown by comparing
intracranial single-unit and local field potential recordings of
epilepsy patients and fMRI of healthy subjects experiencing the
same movie stimulus that the correlated firing rate in a local
population of neurons correlates with the BOLD response ([10],
[11]). Further, Hanson et al. [12] argued that if there are
correlations between individual subjects, who all experience the
same stimuli, most of the correlated activations should be caused
by the stimuli and so it might be possible to find the activity
patterns of the brain even in complex situations.
A parametric GLM-based analysis is a standard method for
detecting task-related activations in fMRI. Therefore, a potential
way to investigate whether an ISC analysis method can locate
activated brain regions due to stimulus presentation is to compare
the results of the ISC analysis with those of the GLM analysis for
the same fMRI data.
In this case, the data must be acquired under strictly controlled
experimental setting so that the GLM analysis can be performed
reliably. Previously, Heijnar et al. [4] studied ISCs of 20 subjects
with the fMRI data acquired during the auditory oddball task and
compared the results with those of the GLM. Multi-subject ISC
maps were thresholded empirically, as it was noted that statistical
thresholds cannot be obtained using standard statistical approach-
es due to dependencies between the correlations. The comparison
was limited to the visual analysis of the activation maps. The
conclusion was that the ISC analysis could find the same activation
foci as GLM but ISC also found foci which were not visible in the
model-based results.
Also in this work, we compare the ISC analysis results with
those of the model-based GLM method to investigate the accuracy
of the non model-based ISC analysis method detecting activated
brain regions. We considerably extend the study of Hejnar et al. by
incorporating more tasks and subjects to the comparative analysis.
Moreover, we evaluate the similarity of the analysis results
quantitatively and use a resampling-based method to obtain
statistical thresholds for the ISC brain maps. It is important to use
automatic thresholding scheme instead of a manual threshold
selection to avoid a possible user-dependent bias in the compar-
ison.
We use the GLM as a reference method in the comparison since
it is a standard data analysis tool for locating brain activations in
fMRI. The key difference between ISC and GLM methods is
presented in Figure 1. ISC analysis combines voxel-wise correla-
tions between several subject pairs in a fully non-parametric way
to a single multi-subject statistical measure. Instead, GLM first
compares voxel-wise the fMRI time series of each individual with a
predefined model of the hemodynamic activity and then combines
the results to a single multi-subject statistic. It is obvious that unlike
the ISC method, where the model is not needed, GLM is not easily
applicable to analyzing fMRI datasets acquired under complex
stimuli for which the construction of the parametric model is far
too difficult. Thus, it is necessary to use fMRI datasets which are
acquired under strictly controlled experimental settings in order to
carry out reliable validation, where the parametric model is
guaranteed to succeed extremely well and this way provide the
ground-truth for the non-parametric study.
Materials and Methods
ICBM functional reference battery data
For this study, we used fMRI data from the measurements with
Functional Reference Battery tasks developed by the International
Consortium for Human Brain Mapping (ICBM) [13] (http://www.
loni.ucla.edu/ICBM/Downloads/Downloads_FRB.shtml) The data
was obtained from ICBM database in the Image Data Archieve
(IDA) of the Laboratory of Neuro Imaging (LONI) (http://www.loni.
ucla.edu/ICBM). The ICBM project (Principal Investigator John
Mazziotta, M.D., University of California, Los Angeles) is supported
by the National Institute of Biomedical Imaging and BioEngineering.
ICBM is the result of efforts of co-investigators from UCLA,
Montreal Neurologic Institute, University of Texas at San Antonio,
and the Institute of Medicine, Juelich/Heinrich Heine University -
Germany.
The selected data included measurements from 37 healthy
right-handed subjects (19 men and 18 women; average age was
28.2 years from the range of 20–36 years), who had all performed
the five selected tasks from FRB. The functional data was collected
with a 3 Tesla Siemens Allegra fMRI scanner and the anatomical
T1 weighted MRI data with an 1.5 Tesla Siemens Sonata scanner.
The TR/TE times for the functional data were 4 s/32 ms, flip
angle 90 degree, pixel spacing 2 mm and slice thickness 2 mm.
The parameters for the anatomical T1 data were 1.1 s/4.38 ms,
15 degree, 1 mm and 1 mm, correspondingly.
Similarly to Bellec et al. [14], we restricted the age range of the
subjects to 20–38 years. In the database, this resulted to 41 right-
handed subjects who had fMRI measurements from all five
different FRB tasks: auditory naming (AN), external ordering
(EO), hand imitation (HA), oculomotor (OM) and verbal
generation (VG). The image data was pre-screened before analysis
to ensure high quality of the data. According to pre-screening,
fMRI data from four subjects were discarded because of a poor
data quality for at least one task in the battery.
FRB tasks. The detailed task definitions of the functional
reference battery are included in the FRB software package and
Figure 1. General conceptual difference between the non-
parametric ISC and parametric GLM analysis. The ISCs are
computed voxel-wise over the measured time series of every possible
subject pair and then the results are combined to a single statistic. The
GLM analysis fits the mathematical model (Here: boxcar function
convolved with the canonical hemodynamic response function (HRF))
to the measured time-series of every subject and the group level results
are then combined from the results of the individual subjects’ analyses.
doi:10.1371/journal.pone.0041196.g001
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they are next explained briefly here. All the five FRB task designs
had the same block-structure in their implementations and they
consisted of consecutive ‘off’ and ‘on’ blocks. There were 12 blocks
per run (6 ‘off-on’) and 3 volumes at the beginning of the run to
wait for magnetisation stabilisation. The blocks lasted 28 s so that
‘off-on’ phases lasted totally 56 s. This created finally 5 min 48 s
duration for the whole experiment where there were 12 blocks (six
‘off’ and six ‘on’ blocks) for each run with 7 volumes in each block.
In every task, the ‘off’ block instruction was the same: the
subjects had to respond with the left mouse button press every time
they saw an arrow pointing to the left. The different ‘on’ blocks
were defined separately for each task.
In the first task, AN, subjects were instructed to listen to the
description of an object from a sound file and then think their
answer silently to the description. The stimulus had first 2 s of
silence, then 1.5 s of description and finally again 2 s of silence.
This is a language task with an auditory input modality and the
FRB definition noted that auditory cortex should be activated here
(in addition to language areas).
In the EO task, which is a working memory task, the subjects
were presented with four abstract design stimuli followed by a fifth
stimulus and required to recall whether the final abstract design
was among the four presented previously. The designs were visible
for 450 ms and the screen was blank 50 ms between the designs.
The subjects responded via a button press whether the final
stimulus was among the four previously shown. This test was
repeated five times during each ‘on’ block.
In the HA task subjects were instructed to imitate the presented
hand configuration with their right hand. The example hand
configurations were presented to them with pictures on the screen.
Each hand position was presented for 3.5 s. This is a task requiring
higher order motor coordination and motor planning and in the
FRB description, it was noted that this task should activate the
frontal and parietal areas.
In the OM task subjects were watching an image including a
central cross in the middle surrounded by 10 black boxes. Subjects
were instructed to concentrate on the central cross and saccade to
the surrounding box if it changed white for a moment. After this,
they should have returned their gaze immediately to the central
cross. In each ‘on’ block there were 20 fixation trials and 20 target
trials. There were four fixations of each of the following durations:
800 ms, 1000 ms, 1200 ms, 1400 ms, and 1600. These were
randomized and each were followed by a 200 ms target trial. This
way the task was supposed to activate the visual system and the
occipital lobe.
Finally, in the VG task, the images of certain objects were
shown to the subjects on the screen and subjects were instructed to
generate a verb associated to the object silently in their mind
without saying it aloud. During the ‘on’ blocks, line drawings were
presented for 0.5 s. This task is a language task with visual input
and was noted to activate the language and visual areas.
Pre-processing. Pre-processing and the GLM part of statis-
tical analysis were performed by using the program FSL (version
4.1.6) [Oxford Centre for Functional Magnetic Resonance
Imaging of the Brain (FMRIB), Oxford University, Oxford,
U.K.] [15]. The data processing in FEAT (version 5.98) was done
in three phases. First, motion correction was performed using the
FSL’s MCFLIRT by maximizing the correlation ratio between
each time point and the middle volume, using linear interpolation
[16,17]. Second, the Brain extraction tool (BET) [18] was applied
to to extract the brain volume from functional data. Finally, the
images were temporally high-pass filtered with a cutoff period of
60 s and the spatial smoothing was applied with a Gaussian kernel
with full width at half maximum (FWHM) of 5 mm. The original
data had 87 volumes with three stabilization volumes, which were
discarded from the analysis. The brain extraction from the
anatomical T1 images was also performed by BET, but this was
done manually for each T1-weighted image separately from the
FEAT procedure as the parameters of BET required individual
tuning.
The image registration was performed in two phases using FSL
Linear Registration Tool (FLIRT) [16,17]. First, the skull-stripped
functional images were aligned (6 degrees of freedom, full search)
to the skull-stripped high-resolution T1-weighted image of the
same subject, and then the results were aligned to the standard
(brain only) ICBM-152 template (12 degrees of freedom, full
search).
Analysis Methods
General Linear Model with FEAT. After preprocessing, the
GLM was performed at the single subject level with the FSL
(FEAT, fMRI Expert Analysis Tool) [19,20]. Most of the
processing options were chosen according to the defaults of
FEAT. The model was defined for 84 volumes where each block
had the length of seven volumes. The length of the block in
volumes was computed from the timing of the tasks and the
scanning parameters (28 s divided by 4 s). The boxcar model was
designed with the three-column format of FEAT. In this format it
was possible to define separately for every block the current value
of the model (one for each ‘on’ block), starting point in time from
the beginning of experiment, and duration of the current block
from the starting point. Then, the model was convolved with the
canonical hemodynamic response function (HRF) (a single c-
function modeling: phase 0 s, standard deviation 3 s, mean lag 6 s)
along to its temporal derivative. Finally, the same default high pass
filtering as applied to experimental data (with a cutoff of 60 s) was
applied to the model. The analysis itself was performed with the
FILM prewhitening procedure [21].
Higher-level mixed effects group analyses were performed for
each contrast by using FSL’s FLAME (FMRIB’s Local Analysis of
Mixed Effects) module with two stages (1+2), where the second
stage estimation was performed using MH MCMC (Metropolis-
Hastings Markov Chain Monte Carlo) sampling [19]. Voxel-wise
False Discovery Rate (FDR) based multiple comparison correction
[22,23] under the independence or positive dependence assump-
tion was used to threshold the z-statistic volumes. As argued in [9],
the FDR based multiple comparison correction is a natural option
for ISC and for this reason also the GLM thresholds were
corrected with the FDR method. The used thresholding levels
were q~0.05, q~0.005, q~0.001 and the FDR corrected GLM
thresholds are presented in the Table 1 for reference.
Inter-Subject Correlation Analysis. The ISC analysis was
performed using ISCtoolbox for Matlab by Kauppi et al. [9] (
Table 1. FDR corrected GLM thresholds for different tasks.
q~0,05 q~0,005 q~0,001
AN 0.0025 0.1483:10{3 0.2186:10{4
EO 0.0063 0.4530:10{3 0.7259:10{4
HA 0.0049 0.3574:10{3 0.5872:10{4
OM 0.0040 0.2723:10{3 0.4233:10{4
VG 0.0039 0.2626:10{3 0.4104:10{4
Average 0.0043 0.2987:10{3 0.4832:10{4
doi:10.1371/journal.pone.0041196.t001
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http://code.google.com/p/isc-toolbox/). This implementation
can perform the ISC analysis over the specific frequency bands
of the time series and threshold the results via voxel-wise
resampling with the selected significance level. In this study, the
analysis was performed only across the full frequency band.
In [9], the ISC is defined as a multi-subject similarity measure as
follows. First, Pearson’s correlation coefficient is calculated voxel-wise
between every pair of subjects as:
rij~
PN
n~1
½(si½n{si)(sj ½n{sj)ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
n~1
(si½n{si)2
PN
n~1
(sj ½n{sj)2
s , ð1Þ
where rij is the sample correlation coefficient between the time series,
N is the total number of samples in time series, si and sj are time series
obtained from the ith and jth subject, respectively, and si and sj
denote the means of si and sj .
To obtain the final multi-subject measure, the rij values from all
subject pairs were combined into a single ISC statistic by
averaging:
r~
1
m2{m
2
Xm
i~1
Xm
j~2,jwi
rij , ð2Þ
where m is the number of subjects. Since m was 37 in our study,
the correlation coefficients were averaged from (372{37)=2~666
subject pairs.
The statistical inference with this measure is complicated by the
dependency of 666 correlation coefficients. To account for this
problem a fully non-parametric voxel-wise resampling test is
implemented in the ISC toolbox. This test accounts for temporal
correlations inherent to fMRI data (for details of the test, see [9]).
Similar to [9], we approximated resampling distribution with
1,000,000 realizations and corrected the resulting p-values using
an FDR-based multiple comparison correction with independence
or positive dependence assumption [22,23].
Simulated Data
In order to obtain quantitative validation results against a known
ground truth, we generated four sets of simulated imaging data with
different noise levels mimicking the real data which was used in the
study. Each set contained 37 simulated functional images in the
standard ICBM-152 space. Each voxel in these images was either
activated or not activated. Activation regions were selected
according to the binarized GLM analysis results of AN task with
the threshold level of q~0.05. A hemodynamic signal was included
in the timeseries of the voxels in the activated regions. The signal
was selected to be exactly the same which was used as a model in the
GLM analysis, i.e., a boxcar convolved with a canonical HRF.
Finally, pink 1 f noise generated as described in [24] (https://ccrma.
stanford.edu/,jos/sasp/Example_Synthesis_1_F_Noise.html) was
added to every timeseries in the volume. The power of the noise was
100, 200, 500 and 1000 times stronger than the power of the
included hemodynamic signal resulting to signal to noise ratios
(SNR) of 0.01, 0.005, 0.002 and 0.0001. The areas outside the
activated regions contained only the noise signal. The simulation
procedure was exactly the same for every 37 simulated images, that
is, we ignored the anatomical and effect size variations between
subjects.
The pink noise was chosen in the simulations due to empirical
evidence that fMRI noise time-series contains 1 f-like noise [25].
As the data was generated directly in MNI-152 coordinates no
registration or motion correction was needed for the simulated
data and pre-processing included only temporal and spatial
filtering which were performed exactly as described for FRB data.
Method comparison
We compared the results of the ISC analysis and GLM with two
performance measures. The first measure was suitable for
comparing non-thresholded statistical images and was based on
Pearson’s correlation coefficient:
C~
1
K{1
XK
k~1
DZk D{Z
sZ
 
rk{R
sr
 
, ð3Þ
Here K is the total number of brain voxels in the image
(K~228453 voxels) and Zk, rk are the GLM and ISC statistics of
the kth voxel, respectively. The absolute value of the Z statistic
was taken before computing the correlation measure because it
was expected that both large negative and large positive Z-values
relate to high r values. The Z and R are the corresponding sample
means and sZ , sr the corresponding standard deviations (Z and sZ
are computed from fDZk DgKk~1).
Our second performance measure was the Dice index [26]
which was suitable for comparing thresholded and binarized GLM
and ISC maps. The binarized maps were created by assigning the
value of one to a voxel if the statistic value passed the threshold
and otherwise assigning the value of zero to it. Let BZ denote the
set of activated voxels of GLM and Br the set of those of the ISC.
The Dice index between two sets was defined as:
IDice~
2DBZ\BrD
DBZ DzDBrD
, ð4Þ
where the numerator measures the size of common activation
occurrence and the denominator measures the sizes of activated
areas according to individual methods. In other words, the
equation measures the areas where both binaries are true against
the areas where at least one binary is true. In practice the Dice
index was computed from the binary vectors. The thresholded and
binarized statistic volumes of the GLM and ISC analyses were
vectorized by reshaping them to M-dimensional vectors. Then, the
Dice index was computed as follows:
IDice~
2
PM
l~1
(BZ½l:Br½l)
PM
l~1
(BZ½l)z
PM
l~1
(Br½l)
, ð5Þ
where BZ½l and Br½l are the lth voxels of binary vectors reshaped
from binarized GLM and ISC statistic volumes, respectively.
The sums were computed over the whole volumes (M=
916109691= 902629 voxels).
The resulting Dice index values vary between 0–1, where 1
denotes the exact similarity and 0 denotes no overlap. To further
ease the interpretation of Dice indices, we can utilize the
relationship between the Dice index and Kappa coefficient.
Zijdenbos et al. showed that under certain assumptions [27],
which are valid here, the Dice index is (asymptotically) equal to
Kappa coefficient. According to Landis et al. [28] the Kappa
coefficient values can be divided into six categories: less than 0,
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‘‘No agreement’’; 0–0.2, ‘‘Slight agreement’’; 0.2–0.4, ‘‘Fair
agreement’’; 0.4–0.6, ‘‘Moderate agreement’’; 0.6–0.8, ‘‘Substan-
tial agreement’’; 0.8–1.0, ‘‘Almost perfect agreement’’. These
categories are ad-hoc, but widely used. The relationship between
Dice index and Kappa coefficient is further described by Finch
[29]. Dice index was chosen instead of Kappa, because it is better
suited to for our purposes since it ignores the non-activated regions
(see [27] for more details) and it is widely used as the performance
index in the evaluation of medical image segmentation algorithms.
Results
Pearson’s correlations, Eq. (3), between the absolute values of
the Z-statistic of GLM and ISC are presented in Table 2. The
values of the correlation coefficients were between 0.69 and 0.83,
where the lowest correlation was from the task EO and the highest
from the task HA. The average of the correlation coefficients
across all of the tasks was 0.74. These values indicate a high
similarity between the test statistics of GLM and ISC.
The Dice index, Eq. (4), between binary maps resulted in the
average value of 0.73 across the tasks and the thresholds. The
average Dice index values across the three thresholds for the
specific tasks ranged from 0.65 to 0.81. The average over the tasks
varied from 0.72 to 0.74 depending on the threshold. The results
are presented in the Table 3. When comparing these with the
Kappa categories discussed earlier, the similarity of the thre-
sholded statistical maps of ISC and GLM had a moderate (0.4–
0.6, 3 values), substantial (0.6–0.8, 9 values) or almost perfect (0.8–
1.0, 3 values) agreement. Most of the Dice indices were at the level
of substantial agreement. The Dice index values of the VG task
were most stable across the thresholds (0.77, 0.81, 0.77), whereas
the corresponding values of the EO task were most variable (0.76,
0.66, 0.56). With the tasks AN, HA, and OM, the values of the
Dice indices with the two tightest threshold levels were close to
each other but the values were notably lower with the most liberal
level. These results indicated that the q= 0.05 level might be too
liberal for this kind of study. The correlation and Dice index
results are visualized together in Figure 2.
The Figure 3 presents all three threshold levels q~0.05 (a),
q~0.005 (b), and q~0.001 (c) of the AN task. The Figure 4 (a)
presents a voxel-wise scatter plot between GLM (horisontal axis)
and ISC values (vertical axis). Figure 4 (b) presents the
corresponding histogram, which shows more clearly how the mass
of the values is distributed with respect to the thresholds. The red
lines in the Figure 4 denotes the three thresholds. The scatterplots
and histograms of the other tasks are present in the Figures S2, S4,
S6 and S8 of Supplement. The thresholded statistical maps of
GLM and ISC with the threshold level q~0.001 are presented in
Figure 3 (c) for AN task and Figures 5 and 6 for EO and HA tasks.
The threshold images from tasks EO and HA with threshold levels
q~0.05 and q~0.005 are presented in Figures S1 and S3 of
Supplement. Similarly to Figure 3, the Figures S5 and S7 of
Supplement presents all three threshold levels for the tasks OM
and VG respectively. In the figures, the red color indicates those
voxels, which are activated according to both methods, the blue
color indicates activated voxels according to GLM analysis only
and the green color denotes activated voxels according to ISC
analysis only. The images are in neurological orientation.
With the AN task, both methods detected activations in auditory
cortex, visual cortex, and cingulate gyrus (see Figure 3). This was
as expected based on the FRB task definition and comparison to
the previous fMRI studies with the AN task through a meta-
analysis tool Pubbrain (http://www.pubbrain.org). With the EO
task, the activations according to both methods were in lateral
occipital cortex, inferior frontal gyrus, precentral gyrus and
supplementary motor cortex (see Figure 5). As we expected, these
results were highly similar to the detected activations of the healthy
control subjects in the study of Hamilton et al. [30] which studied
the same EO task as we were using here. With the HA task, there
were activations in multiple parietal areas and inferior frontal
gyrus and cingulate gyrus in the frontal lobe (see Figure 6). These
were as expected (the FRB description noted that this task should
activate at least frontal and parietal areas). With the HA task, ISC
(but not GLM) detected activation in precuneous cortex. The
activation remained visible even with the tightest threshold
presented in Figure 6. Based on a review [31], it seems plausible
that the precuneous is active during the hand imitation task. With
the OM task, there were activations present at precentral gyrus,
occipital pole, supplementary motor cortex and lateral occipital
cortex (see Figure S5 of Supplement). These were as expected as
the FRB description noted that the task should activate the visual
system and the occipital lobe. With the VG task, activations at
inferior temporal gyrus, inferior frontal gyrus, temporal occipital
fusiform cortex, lingual gyrus, occipital pole, lateral occipital
cortex and supplementary motor cortex were detected (see Figure
S7 of Supplement). These were as expected as the FRB definition
noted that the task should activate language and visual areas.
Two general trends were noticeable from the overlay images.
First, with the EO (Figure 5) and VG tasks (Figure S7 of
Supplement), the ISC analysis was generally more conservative
than the GLM analysis for detecting activation areas, because the
number of voxels detected only by GLM (blue) was high and
common areas (red) were surrounded by these (blue) areas.
Second, with the tasks AN, HA and OM, ISC tended to find more
activated voxels than the GLM when the most liberal threshold
(q~0.05) was used. Thus, GLM analysis was more conservative of
the two methods. However, the situation was reversed when the
most tightest threshold (q~0.001) was used, i.e., ISC analysis
became more conservative than the GLM analysis. This is also
visible in the Figure 7, which presents the voxels that were
consistently detected as activated up by one method and not the
other method for the AN task. Corresponding images for other
tasks are presented in Figures S9, S10, S11 and S12 of
Supplement.
The correlation measure was computed between r-statistics and
DZD-statistics instead of signed Z-statistics. This was done because it
was expected that both high negative (de-activations) and high
positive (activations) Z-values relate to high positive r values. To
validate this hypothesis, we computed the correlation between
signed Z-values and r-values. In that case, the correlation
measures dropped to 0.50, 0.53, 0.74, 0.70 and 0.57 for AN,
EO, HA, OM and VG tasks, respectively. By comparing these
values to the values in Table 2, we can see that the decrease was
larger with the low correlation tasks (0.19 (AN), 0.16(EO) and 0.18
(VG)) and smaller with high correlation tasks (0.10 (HA),
0.06(OM)).
With the simulated data, the Dice indices between the
activations detected (either by ISC or GLM) and the ground
truth are presented in the Figure 8 for different noise and
thresholding levels. Average Dice index was 0.76 for ISC and 0.81
Table 2. Voxel-wise correlation measures, Eq. (3).
TASK AN EO HA OM VG Average
C 0,69 0,69 0,83 0,76 0,75 0.74
doi:10.1371/journal.pone.0041196.t002
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for GLM. The non-parametric ISC method detected simulated
activations very accurately when the SNR was 0.002 or greater.
Only with the highest noise level and especially with the most
conservative thresholding level, the accuracy of ISC was poor
(Dice index below 0.4) as it failed to detect the truly activated
voxels. The lower Dice indices for GLM with the two lowest levels
of noise were due to enlargening of the activation regions due to
filtering. In other words, the GLM-based analysis was too sensitive
in this highly idealized setting. Overall, we consider that the
performance of the two methods was similar at the three lowest
noise levels and only at the highest noise level the advantages of
using stimulus model derived information as in GLM became
clearly apparent.
Discussion
We have compared activations detected by two different fMRI
data analysis methods: a standard model-based GLM method and
a non-parametric ISC method. The major difference between
these two flavours of analyses is that the the former requires a
model for the stimulus time course while the latter is completely
non-parametric in the sense it does not require any parametric
form for the stimulus time-course. This means that the ISC can be
used to analyze fMRI data acquired from the experiments of
complex multi-dimensional stimuli, e.g., a movie. The used
datasets were deliberately chosen so that they were optimized
for the GLM type analysis to maximize the accuracy of the GLM
analysis. The data was acquired from the ICBM research
database, which contains fMRI acquisitions during highly
standardized FRB stimuli. The data was pre-processed and
separately analyzed with GLM (FSL) and ISC [9]. The Pearson’s
Figure 2. The correlation measure and the Dice index. The bars show the correlation measure between ISC and GLM and the lines present the
Dice index values from different significance levels. The continuous black line presents the average over the Dice values within the current task. The
HA task has higher correlation measure than other tasks and a high Dice index value. The EO task has the lowest correlation measure and the Dice
index is also lower and varies the most with the thresholds. This suggests that a high correlation measure predicts a high Dice index value. We note
that the values used as the basis for this figure are of higher numerical precision than those reported in Tables 2 and 3.
doi:10.1371/journal.pone.0041196.g002
Table 3. Dice Indices, Eq. (4).
Task/
Threshold q~0.05 q~0.005 q~0.001 Average
AN 0.56 0.69 0.7 0.65
EO 0.76 0.66 0.56 0.66
HA 0.71 0.86 0.86 0.81
OM 0.54 0.71 0.73 0.66
VG 0.77 0.81 0.77 0.78
Average 0.72 0.74 0.72 0.73
According to Landis et al. [28] the results can be categorized as following: less
than 0, ‘‘No agreement’’; 0–0.2, ‘‘Slight agreement’’; 0.2–0.4, ‘‘Fair agreement’’;
0.4–0.6, ‘‘Moderate agreement’’; 0.6–0.8, ‘‘Substantial agreement’’; 0.8–1.0,
‘‘Almost perfect agreement’’. By comparing the results with these categories
the HA task can be nominated to have ‘‘Almost Perfect’’ agreement and the EO
task, which had the lowest results as ‘‘Substantial agreement’’ even it also has
values from ‘‘Moderate agreement’’ level.
doi:10.1371/journal.pone.0041196.t003
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Figure 3. GLM and ISC analysis results for the AN task (thresholded and FDR corrected, q~0.05 (a), q~0.005 (b), q~0.001 (c) ). In
the images, the red color indicates voxels which are activated according to both ISC and GLM methods, blue indicates voxels activated according to
GLM but not according to ISC and green indicates voxels activated according to ISC but not with GLM. The images are in neurological orientation.
There is a notable correspondence between the ISC and GLM maps especially in auditory cortex, visual cortex, and cingulate gyrus. We can also see
that the ISC analysis was clearly more liberal than the GLM analysis with a loose threshold (q~0.05), but became more conservative when the
thresholds became tighter (q~0.005 and q~0.001).
doi:10.1371/journal.pone.0041196.g003
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correlation was computed between corresponding statistics of ISC
and GLM. The statistical maps from both methods were
thresholded while accounting for the multiple comparisons based
on FDR. The resulting binarized thresholded maps were
compared by computing Dice index between them.
The correlations between GLM and ISC statistics validated the
original assumption of the similarity of the measures used to
quantify the activations. The average correlation value over all five
tasks was 0.74, which can be considered as a high correlation. The
average Dice-index over all five tasks varied between 0.72 and
0.74 depending on the task. As noted earlier, nine of the 15 Dice
values were classified as substantial agreement (0.6–0.8) and three
of the 15 as almost perfect agreement according to a widely used
Landis and Koch categorization. Not surprisingly, the tasks with
the highest Pearson’s correlations featured the highest (and the
most stable) Dice index values.
Accordingly, the activations detected by ISC matched well with
the activations detected by GLM. The activation maps presented
in Figure 3 and Figures 5 and 6 illustrate that ISC method was
slightly more conservative than GLM method especially at the
most conservative thresholding level q~0.001 presented in the
figures. The development is easiest to see from the Figure 3 where
Figure 4. GLM and ISC analysis results for the AN task. The scatterplot (a) presents the voxel-wise statistic values of GLM (horisontal axis) and
ISC (vertical axis). Red lines define the thresholds with levels q = 0.05, q = 0.005 and q=0.001. The second image (b) displays the corresponding
histogram, which shows more clearly how the mass of the values is distributed with respect to the thresholds defined by the red lines. Most of the
values are focused close to the origin which is not visible in the scatterplot.
doi:10.1371/journal.pone.0041196.g004
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all threshold levels are present (See also the Figures S5 and S7 of
Supplement). In most of these cases, the area of common
activation (in red) was surrounded by GLM only activation area
(in blue) indicating that ISC had found the same overall activation
location as GLM method. This result is promising from the fMRI
data analysis point of view under naturalistic paradigms, because it
suggests that the nonparametric ISC method can locate true
sources of BOLD signal activity well and yet it is not susceptible to
spurious findings, easily leading to overinterpretation of the results.
The variation in the correlation measure (range 0.69–0.83) and
Dice index (range 0.54–0.86) could have resulted from the
differences in the nature of the behavioral tasks. Especially, the
EO task had lower correlation value and Dice index than other
tasks, probably because it is the most complex task in FRB
designed to activate working memory. Surprisingly, the Dice and
correlation measures of the AN and the VG tasks were different
although the tasks are similar.
The simulation study demonstrated that the ISC could in
principle accurately detect activations even when the signal to
noise ratio was as low as 0.002. The lower Dice index values of
GLM than those of ISC with the simulated databases with low
noise levels (SNR 0.01 and 0.005) could be largely attributed to the
spatial smoothing applied to the data before analysis. (With higher
noise levels, the leakage of the activation to the voxels surrounding
the true activation region by smoothing became harder to detect
and thus GLM detected more accurately true activation areas.) As
Figure 5. GLM and ISC analysis results for the EO task. In the image the thresholded (FDR corrected, q~0.001) results for EO task are
presented as a binary overlay image. The color coding in the image is the same as in Figure 3. The threshold images from the levels q~0.05 and
q~0.005 are visible in the Figure S1 of the Supplement. Both methods find the same activation areas widely across the brain, including lateral
occipital cortex, inferior frontal gyrus, precentral gyrus and supplementary motor cortex. Note also how ISC only (green) and commonly detected
areas (red) are vanishing faster than GLM only areas (blue) when the threshold becomes more conservative. Thus, the ISC analysis was more
conservative of the two methods especially with the lowest q-value. This tendency explains relatively high variation in the Dice index values with
different significance levels for this particular task.
doi:10.1371/journal.pone.0041196.g005
Figure 6. GLM and ISC analysis results for the HA task. In the image the thresholded (FDR corrected, q~0.001) results for HA task are
presented as a binary overlay image. The threshold images from the levels q~0.05 and q~0.005 are visible in the Figure S3 of the Supplement. The
color coding in the image is the same as in Figure 3. Here it is clear that commonly detected areas (red) are dominant. There are also a notable
number of ISC only detections (green), which might indicate that ISC can detect activations which are not detectable by GLM. On the other hand,
some GLM only activations were located in cerebrospinal fluid, which suggested that there might exist measurement artifacts.
doi:10.1371/journal.pone.0041196.g006
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the FWHM of the smoothing kernel was the same for both
methods this indicates ISC was more conservative (or less sensitive)
than GLM. This phenomenon was observed also with exper-
imental data - albeit to a lesser extent. As the simulation model was
idealized and greatly simplified ignoring all between-subject
variability, the results with simulated data should be interpreted
Figure 7. The voxels consistently detected as activated by one method and not by the other with AN task. Green color indicates voxels
which were detected as activated by GLM in all thresholding levels, but not detected as activated by ISC in even the most liberal thresholding level
(q = 0.05). Viceversa, blue color indicates voxels which were detected as activated by ISC in all of the thresholding levels, but not detected as activated
by GLM with even the most liberal thresholding level (q = 0.05). Mostly these are isolated voxels or voxels lying near the boundary of the activation
area. However, the ISC detected activations in Posterior and Anterior cingulate cortex and Precuneus as well as Occipital lobe that were not detected
by the GLM. These areas are suspected to overlap with the default mode network in several studies, e.g., [34–36].
doi:10.1371/journal.pone.0041196.g007
Figure 8. Similarity of the detected activation region and ground truth activation region in the simulation study. The lines present the
Dice index values between the simulated versus detected activation area by ISC with different thresholding levels (blue lines) and by GLM with
different thresholding levels (red lines). The ISC performed well with lower noise levels (SNR 1/100 and 1/200) but failed with the highest noise level
(SNR 1/1000). The GLM performed overall well, but has a lower detection rate at low noise levels compared to ISC. This is due to false positive
detections on the areas nearby ground-truth activation areas due to the effects of the spatial smoothing.
doi:10.1371/journal.pone.0041196.g008
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with caution expecially regarding the exact noise levels that ISC
could tolerate.
In this study, we used a relatively large database of 37 subjects.
One interesting topic for future research would be to test
comprehensively how the number of subjects affects the ISC
analysis and what is the minimum number of subjects for the ISC
analysis. Some results in this direction were presented by Hanson
et al. [12] who demonstrated (but did not quantify) the stability of
Roy’s largest root statistic based ISC analysis after six or more
subjects with a video stimulus of length of 156 s. However, for
example, the reproducibility of ISC across subject samples remains
an almost untouched research topic. Another slightly unusual
aspect of the data is rather long TR of 4 seconds. It is difficult to
speculate what effects this would have to the results of the method
comparison as the two methods might react differently to the
shortening of repetition time. However, it is important to note that
recent ISC applications have typically used shorter TRs from 1.5
to 2 seconds.
Certain methodological choices warrant commenting. The
GLM was used as the reference method because it is the standard
method for analyzing fMRI studies acquired under a strictly
controlled stimulus. The particular implementation of the multi-
subject GLM (FSL’s FLAME using MCMC) was selected because
it is widely used and properly evaluated [15,20]. In particular, a
computationally heavy MCMC approach was selected due to its
accuracy [20]. Obviously, activations detected by GLM cannot be
considered as ground truth and we therefore verified that our
GLM analysis results to matched to the prior expectations based
on fMRI literature. This was done by comparing our analysis
results with the information available through a meta-analysis tool
Pubbrain. In the GLM-based fMRI analysis, it is often recom-
mendable and more typical to apply a family-wise error rate based
multiple comparisons correction (either in voxel or cluster level)
instead of a more liberal FDR-based criterion adopted by us (see
[32] for a comparison of different multiple comparison options in
fMRI). We adopted it, since FDR is a natural choice for ISC
analysis and it is essential to compare detected activations at the
same significance level. Indeed, as can be noted based on Figure 3,
especially the FDR level q~0.05 was liberal (technically, we could
expect 5% of the activated voxels to be false positives) and some of
the activations were likely to be due to imaging artefacts. In visual
inspection, both ISC and GLM seemed to detect activations that
could be suspected to be artefactual at the most liberal threshold-
ing level while at the most conservative thresholding level
activations that could be easily labeled as artefactual were almost
non-existent.
Obviously, there are also methodological choices related to the
ISC analysis although the methodological literature about ISC is
scarce compared to that of the model-based GLM analysis. The
first choice is that of the test statistic, in this work given in Eq. 2.
Alternatives to this statistic include average of Z-transformed
correlation coefficients [3], Roy’s largest root [12], and average
correlation coefficient between subjects response time-course and
an averaged response time course [33]. In the latter, the order of
the averaging and normalization to unit variance is reversed
compared to our test statistic leading to a different (but related)
test-statistic. Our preference of the test statistic selected in this
work relate to its easy interpretation in the simple case that the
true correlation between all subjects’ time series has an equal value
(see [9]). However, we speculate that the choice of test statistic is
not critical unless the number of subjects or time-points is much
smaller than here and, in particular, the qualitative results of this
work do not rely on a particular choice of test statistic. The second,
we think more critical, choice is that of the thresholding
procedure. The important question here is if the hypothesis
testing relying on parametric models (e.g. [3]) could replace more
computationally heavy resampling procedures (e.g. [33], [9], and
this work). In this work, we have experimentally shown that a
time-domain resampling test produces inference results compara-
ble to model-based activation detection. Further work is required
to identify the most optimal thresholding scheme.
An interesting detail can be observed by studying activations
detected only by ISC colored in blue in Figure 7. These activations
detected by solely by ISC included voxels from Posterior and
Anterior cingulate cortex and Precuneus as well as Occipital lobe.
Similar patterns of activations detected solely by ISC can also be
found by inspecting the Figures S10 and S11 in the Supplement.
These areas are suspected to overlap with the default mode
network in several studies, e.g., [34–36]. In a wider scope, [8]
suggested that that naturalistic stimulation may provide a
complementary tool to the resting state protocol for studying the
default mode network.
Both the ISC- and GLM-based statistics presented here focus on
shared responses across subjects while allowing some intersubject
variablity in the models via mixed effects modelling (GLM) or how
the hypothesis testing is performed (ISC). This seems to be a
reasonable assumption in the tasks presented here, but under other
kind of experiments intersubject variability can be considerably
higher and harder to model due to individual differences in
information processing. The investigation of these differences
requires the use of more sensitive methods which take better into
account the variability across subjects. For instance, clustering
approach presented in [37] preserves the entire structure of the
intersubject correlation matrices, making it a suitable method for
investigating differences and similarities in brain responses in data-
driven manner even for a large group of subjects simultaneously.
Another approach was presented in [38], where individual
differences were investigated by comparing the results of group-
level ISC analysis and intra-subject correlation analysis computed
across repeated presentations.
Our results indicate that the ISC analysis can be used to find the
same activation areas as the stimulus model-based GLM analysis
when the parametric form of the stimulus is known. The
motivation for this study is that ISC-based methods do not
require the model of the stimulus time course and therefore they
can be used in many research settings where the parametric
modeling of the stimulus is not applicable. For example, movies
provide an interesting form of a more naturalistic stimulus that is
impossible to model completely and where the applicability of the
parametric model based methods for activation detection is
therefore limited.
Supporting Information
Figure S1 GLM and ISC analysis results for the EO
task. In the image the thresholded (FDR corrected, q~0.05 (a)
and q~0.005 (b)) results for EO task are presented as a binary
overlay image. The color coding in the images is the same as in
Figure 3 of the article. The image of q~0.001 is presented in the
Figure 5 of the article. Both methods find the same activation areas
widely across the brain, including lateral occipital cortex, inferior
frontal gyrus, precentral gyrus and supplementary motor cortex.
Note also how ISC only (green) and commonly detected areas (red)
are vanishing faster than GLM only areas (blue) when the
threshold becomes more conservative. Thus, the ISC analysis was
more conservative of the two methods especially with the lowest q-
value. This tendency explains relatively high variation in the Dice
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index values with different significance levels for this particular
task.
(TIFF)
Figure S2 GLM and ISC analysis results for the EO
task. The scatterplot (a) presents the voxel-wise statistic values of
GLM (horisontal axis) and ISC (vertical axis). Red lines define the
thresholds with levels q = 0.05, q= 0.005 and q= 0.001. The
second image (b) displays the corresponding histogram, which
shows more clearly how the mass of the values is distributed with
respect to the thresholds defined by the red lines. Most of the
values are focused close to the origin which is not visible in the
scatterplot.
(TIFF)
Figure S3 GLM and ISC analysis results for the HA
task. In the image the thresholded (FDR corrected, q~0.05 (a)
and q~0.005 (b)) results for HA task are presented as a binary
overlay image. The color coding in the images is the same as in
Figure 3 of the article. The image of q~0.001 is presented in the
Figure 6 of the article. Here it is clear that commonly detected
areas (red) are dominant. There are also a notable number of ISC
only detections (green), which might indicate that ISC can detect
activations which are not detectable by GLM. On the other hand,
some GLM only activations were located in cerebrospinal fluid,
which suggested that there might exist measurement artifacts.
(TIFF)
Figure S4 GLM and ISC analysis results for the OM
task. The scatterplot (a) presents the voxel-wise statistic values of
GLM (horisontal axis) and ISC (vertical axis). Red lines define the
thresholds with levels q = 0.05, q= 0.005 and q= 0.001. The
second image (b) displays the corresponding histogram, which
shows more clearly how the mass of the values is distributed with
respect to the thresholds defined by the red lines. Most of the
values are focused close to the origin which is not visible in the
scatterplot.
(TIFF)
Figure S5 GLM and ISC analysis results for the OM
task. In the image the thresholded (FDR corrected, q~0.05 (a),
q~0.005 (b) and q~0.001 (c)) ) results for OM task are presented
as a binary overlay image. The color coding in the images is the
same as in Figure 3 of the article. As earlier with the HA task in
Figure S3, also here ISC was first very liberal q~0.05 and there
was mainly common (red) and ISC only (green) areas. When the
threshold gets tighter q~0.005 the ISC only areas becomes
smaller like with AN task and with the tightest threshold q~0.001
ISC becomes more conservative than GLM. Here some ISC only
areas remained visible even with the tightest significance level
q~0.001.
(TIFF)
Figure S6 GLM and ISC analysis results for the OM
task. The scatterplot (a) presents the voxel-wise statistic values of
GLM (horisontal axis) and ISC (vertical axis). Red lines define the
thresholds with levels q = 0.05, q= 0.005 and q= 0.001. The
second image (b) displays the corresponding histogram, which
shows more clearly how the mass of the values is distributed with
respect to the thresholds defined by the red lines. Most of the
values are focused close to the origin which is not visible in the
scatterplot.
(TIFF)
Figure S7 GLM and ISC analysis results for the VG
task. In the image the thresholded (FDR corrected, q~0.05 (a),
q~0.005 (b) and q~0.001 (c)) results for VG task are presented as
a binary overlay image. The color coding in the images is the same
as in Figure 3 of the article. Here we can see the similar progress
than with the task EO. There were merely a few ISC only areas
(green) without GLM areas next to them and most of the common
(red) areas were surrounded by GLM only areas (blue). When the
threshold tightened from q~0.05 to q~0.001 both ISC and GLM
detections contracted, but ISC contracted somewhat faster, which
again suggested that ISC was more conservative than GLM.
(TIFF)
Figure S8 GLM and ISC analysis results for the VG
task. The scatterplot (a) presents the voxel-wise statistic values of
GLM (horisontal axis) and ISC (vertical axis). Red lines define the
thresholds with levels q = 0.05, q = 0.005 and q= 0.001. The
second image (b) displays the corresponding histogram, which
shows more clearly how the mass of the values is distributed with
respect to the thresholds defined by the red lines. Most of the
values are focused close to the origin which is not visible in the
scatterplot.
(TIFF)
Figure S9 The voxels consistently detected as activated
by one method and not by the other with EO task. Green
color indicates voxels which were detected as activated by GLM in
all thresholding levels, but not detected as activated by ISC in even
the most liberal thresholding level (q = 0.05). Viceversa, blue color
indicates voxels which were detected as activated by ISC in all of
the thresholding levels, but not detected as activated by GLM with
even the most liberal thresholding level (q = 0.05). Mostly these are
isolated voxels or voxels lying near the boundary of the activation
area.
(TIFF)
Figure S10 The voxels consistently detected as activated
by one method and not by the other with HA task. The
color coding of the image is the same as in Figure S9. Mostly these
are isolated voxels or voxels lying near the boundary of the
activation area. However, the ISC detected activations in
Precuneous cortex that were not detected by the GLM.
(TIFF)
Figure S11 The voxels consistently detected as activated
by one method and not by the other with OM task. The
color coding of the image is the same as in Figure S9. Mostly these
are isolated voxels or voxels lying near the boundary of the
activation area. However, the ISC detected activations in middle
frontal gyrus that were not detected by the GLM.
(TIFF)
Figure S12 The voxels consistently detected as activated
by one method and not by the other with VG task. The
color coding of the image is the same as in Figure S9. Mostly these
are isolated voxels or voxels lying near the boundary of the
activation area. However, the ISC detected activations in middle
temporal cortex and in superior cortex that were not detected by
the GLM.
(TIFF)
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This study evaluates the effects of spatial smoothing on inter-subject correlation (ISC) analysis for FMRI data
using the traditional model based analysis as a reference. So far within ISC analysis the effects of smoothing
have not been studied systematically and linear Gaussian ﬁlters with varying kernel widths have been used
without better knowledge about the effects of ﬁltering. Instead, with the traditional general linear model
(GLM) based analysis, the effects of smoothing have been studied extensively.
In this study, ISC and GLM analyses were computed with two experimental and one simulated block-design
datasets. The test statistics and the detected activation areaswere compared numericallywith correlation and
Dice similarity measures, respectively. The study veriﬁed that 1) the choice of the ﬁlter substantially affected
the activations detected by ISC analysis, 2) the detected activations according to ISC and GLMmethods were
highly similar regardless of the smoothing kernel and 3) the effect of spatial smoothingwasmildly smaller on
ISC than GLM analysis. Our results indicated that a good selection of the full width at half maximum of the
Gaussian smoothing kernel for ISC was slightly larger than double the original voxel size.
© 2014 Elsevier Inc. All rights reserved.
1. Introduction
Typical stimulus paradigms used with the functional magnetic
resonance imaging (FMRI) are strictly controlled having precisely
deﬁned task and baseline periods. This makes it possible to deﬁne a
parametric model for the activation time-course. This kind of FMRI
data can be analyzed using a general linear model (GLM), where the
stimulus time course needs to be modeled parametrically. However,
these strictly controlled stimulus paradigms are necessarily simpli-
ﬁed and perhaps limited in their facilities to reveal brain activity that
occurs in real-life, and therefore more naturalistic stimulus such as
movies are increasingly used instead. However, the parametric
model for multidimensional stimulus such as a movie is challenging
to deﬁne and for this reason alternatives to the GLM based analysis
are required. The inter-subject correlation (ISC) is one potential
analysis method for these more naturalistic stimulus paradigms.
The ISC analysis is a completely data-drivenmethod, based on voxel-
wise correlation between the corresponding time series of the
subjects where the high correlations are typically interpreted as
activations. ISC does not require any parametric model of the
stimulus time course and has no assumptions about the smoothness
of the data. Albeit ISC methods do not require a model for the
stimulus, they require the data to be task based. In the absence of the
stimulus, we would expect no signiﬁcant correlations due to the
between subject similarities in processing the stimulus.
Since its introduction [1], the ISC methodology has been further
developed [2–4]. The ISC method of [4] was validated in our earlier
study [5] by comparing its results with the results of GLM. In [5], the
used datawere based on simple block-design tasks, ideal for the GLM
based analysis, which justiﬁed the use of GLM as a gold standard. The
validation conﬁrmed that ISC detects highly similar activation areas
as GLMwithin strictly controlled research setups. This indicated that
ISC could ﬁnd reliable activations in more complex, naturalistic
stimulus paradigms. In [5], the Gaussian ﬁlter of 5 mm full width at
half maximum (FWHM) was used for spatial smoothing according to
the requirements of the GLM analysis. However, it is well known that
the selection of ﬁlter width has a strong effect on the activations
detected by GLM, which leads to interesting follow-up questions:
Does the similarity between the analysis results of these methods
depend on the applied ﬁltering and how does the ﬁltering inﬂuence
the results of the ISC based analysis? This paper sets to answer these
questions and evaluates the effects of spatial smoothing on the ISC
analysis of FMRI data.
The effects of spatial smoothing in FMRI are known well within a
GLM based analysis, but smoothing effects have not been studied
within ISC. Typically, linear Gaussian ﬁlters with varying widths
(see Table 1) have been used in ISC studies. In Table 1, the width of
the ﬁlters varied from 5 to 12 mm and the ratio between voxel size
and ﬁlterwidth from1.67 to 4. A general rule of thumb in FMRI studies
is that FWHM of the Gaussian ﬁltering kernel is twice [6,7] or three
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times [8,9] the voxel size: For example, if the original voxel size is
2 mm, a kernel with at least 4 mm or 6 mm FWHM should be used.
These considerations are based on the requirements of the random
ﬁeld theory (RFT) based multiple comparisons correction, which is
commonly used to determine thresholds with the GLM based
massively univariate analysis. However, in the ISC based analysis,
non-parametric multiple comparison correction procedures, which do
not have any formal requirements concerningdata smoothness, are far
more commonly used than RFT basedmultiple comparison correction.
In theGLMbased analysis of FMRI data, spatial smoothing improves
the signal to noise ratio (SNR), helpsmeeting the RFT requirements for
smoothness, and increases the overlap of single subject statistics after
spatial normalization in the group-level studies [6]. Nevertheless,
using too large ﬁlters can cause several errors in statistical analysis:
merge small activations together, spread the activation signal out from
the original area and shift the activation centers to arbitrary positions
[10]. Respectively, too small ﬁlters can compromise the spatial overlap
of the activations of individual subjects in the group-level studies
[10,11], as well as lead to a low SNR possibly resulting in a loss
in statistical power [12]. The optimal spatial ﬁlter width is study
dependent and thus the original voxel size of the data, the region of
interest and inter-subject variability should be considered when
selecting it [13–15]. The selectedﬁlterwidth should also correspond to
the assumed size of the region of interest [16].
In this paper, we studied the effects of spatial smoothing on the
ISC analysis by comparing the analysis results between ISC and GLM
methods in a similar manner as in [5]. Both ISC and GLM analyses
were computed with various Gaussian ﬁlter widths and a wavelet
denoising method in two experimental blocked-design (external
order and hand imitation tasks from the ICBM Functional Reference
Battery) data sets and a simulated data set. Equal pre-processing was
performed to experimental data within ISC and GLMmethods as well
as the resulting statistical maps were thresholded at the same
signiﬁcance level. This allows us to draw conclusions about the
relative effects of the different ﬁltering levels on the ISC and GLM
analysis and contrast the differences (due to spatial ﬁltering) in
the ISC detected activations to these of GLM. We primarily consider
Gaussian smoothing because the vast majority of the ISC based
studies had applied it. However, we additionally consider a wavelet
based spatial smoothingmethod to see if the conclusions reached for
Gaussian smoothing extend to other denoising methods. The results
of this work showed clearly how the choice of ﬁlter width can
substantially affect activation areas detected by the ISC analysis.
Interestingly, the effects of spatial smoothing differed between the
GLM and ISC analysis methods.
2. Methods
A part of the materials and methods is as in [5], but
the descriptions of the used data and main methods are brieﬂy
repeated here.
2.1. ICBM functional reference battery data
The used FMRI data included stimuli from the Functional
Reference Battery (FRB) tasks developed by the International
Consortium for Human Brain Mapping (ICBM) [17].1 The data
were obtained from ICBM database in the Image Data Archive of
the Laboratory of Neuro Imaging.2 The ICBM project (Principal
Investigator JohnMazziotta,M.D., University of California, LosAngeles)
is supported by the National Institute of Biomedical Imaging
and BioEngineering. ICBM is the result of efforts of co-investigators
from UCLA, Montreal Neurologic Institute, University of Texas at
San Antonio, and the Institute of Medicine, Juelich/Heinrich Heine
University-Germany.
The age range of the subjects was restricted to 20–38 years. In the
ICBMdatabase, this resulted in 41 right-handed subjectswhohadFMRI
measurements from all ﬁve different FRB tasks: auditory naming (AN),
external ordering (EO), hand imitation (HA), oculomotor (OM) and
verbal generation (VG). The image data were pre-screened before
analysis to ensure the high quality of the data. According to pre-
screening, FMRI data from four subjects were discarded because of a
poor data quality for at least one task in the battery. Instead of using all
ﬁve tasks in this study the analysis was limited to the tasks with the
highest (HA) and lowest (EO) similarity between ISC and GLM on [5].
The detailed deﬁnitions of the tasks are available in [5] and in the FRB
software package.
The selected data included measurements from 37 healthy right-
handed subjects (19 men and 18 women; average age was
28.2 years from the range of 20–36 years). The functional data
were collected with a 3 tesla Siemens Allegra FMRI scanner and the
anatomical T1 weighted MRI data with a 1.5 tesla Siemens Sonata
scanner. The TR/TE times for the functional data were 4 s/32 ms,
ﬂip angle 90°, pixel spacing 2 mm and slice thickness 2 mm. The
parameters for the anatomical T1 data were 1.1 s/4.38 ms, 15°, 1 mm
and 1 mm, correspondingly.
2.2. Pre-processing
The pre-processing and the GLM part of statistical analysis were
performed by using FSL (version 4.1.6) from the Oxford Centre for
Functional Magnetic Resonance Imaging of the Brain, Oxford
University, Oxford, U.K. [18]. The data pre-processing was done in
three phases. First, motion correction was performed using the FSL’s
MCFLIRT by maximizing the correlation ratio between each time
point and the middle volume, using linear interpolation [19,20].
Second, the Brain extraction tool (BET) [21] was applied to extract
the brain volume from functional data. Finally, the images were
temporally high-pass ﬁltered with a cutoff period of 60 s and the
spatial smoothing was applied with an isotropic three dimensional
Gaussian kernel with the FWHM of 0 mm, 2 mm, 4 mm, 5 mm,
8 mm and 12 mm in each direction. As an alternative to Gaussian
smoothing, we also applied wavelet denoising with Wavelet
Denoising Toolbox [22,23]. Following the recommendations in
[22,23], two decomposition levels and wavelet family Symlet 2
(sym2) were applied. The original data had 87 volumes with three
stabilization volumes, which were discarded from the analysis. The
brain extraction from the anatomical T1 images was also performed
by BET, but this was done manually and separately from the main
procedure for each T1 weighted image as the parameters of BET
required individual tuning.
The image registration was performed in two phases using FSL
Linear Registration Tool (FLIRT) [19,20]. First, the skull-stripped
functional images were aligned (6 degrees of freedom, full search) to
Table 1
Used ﬁlter widths with ISC analysis.
Pixel Resolution FWHM Ratio Article
3 mm 6 mm 2 Hasson et al. [3]
3 mm 12 mm 4 Hasson et al. [1]
3 mm 8 mm 2.67 Wilson et al. [36]
3 mm 8 mm 2.67 Jääskeläinen et al. [37]
3.44 mm 12 mm 3.49 Hejnar et al. [2]
3 mm 8 mm 2.67 Golland et al. [38]
3 mm 5 mm 1.67 Kauppi et al. [4]
3 mm 8 mm 2.67 Nummenmaa et al. [39]
1 http://www.loni.ucla.edu/ICBM/Downloads/Downloads_FRB.shtml.
2 http://www.loni.ucla.edu/ICBM.
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the skull-stripped high-resolution T1 weighted image of the same
subject, and then the results were aligned to the standard (brain
only) ICBM-152 template (12 degrees of freedom, full search).
2.3. Simulated data
In addition to experimental data, a set of simulated imaging data
was generated. The data set contained 37 simulated functional
images in the standard MNI-152 space. Every voxel in these images
was either activated or non-activated. Voxels were selected as
activated according to the binarized statistical maps of the AN task
(thresholded with q = 0.05 false discovery rate (FDR) corrected
thresholds) from the GLM analysis in [5]. A hemodynamic signal was
included in the time series of the activated voxels. The signal was
selected to be exactly the same which was used as a model in the
GLM analysis, i.e., a boxcar convolvedwith a canonical hemodynamic
response function (HRF). Finally, pink 1/f noise was generated as
described in [24]3 and added to every time series in the volume.
The contrast to noise ratio of the noisy data was approximately
0.06 when computed against the amplitude of the boxcar before
convolved with canonical HRF. The areas outside the activated
regions contained only the noise signal. The simulation procedure
was exactly the same for every 37 simulated images, that is, we
ignored the anatomical and effect size variations between subjects.
As the data were generated directly in MNI-152 coordinates no
registration or motion correction was performed and pre-processing
included only temporal and spatial ﬁltering, exactly as described for
experimental data.
2.4. Analysis methods
The ISC analysis was computed with ISCtoolbox [4,25]. The ISC is
based on Pearson’s correlations between the corresponding time
series of all subject pairs and we denote the correlation coefﬁcient
between subjects i and j by rij. To obtain the ﬁnal multi-subject test
statistic, correlation values of all subject pairs rij are combined into a
single ISC statistic by averaging:
r ¼ 1
m2−m
2
Xm
i¼1
Xm
j¼2; jN i
rij; ð1Þ
where m is the number of subjects. The m was 37 in our study and
thus the correlation coefﬁcients were averaged from (372 − 37)/2 =
666 subject pairs. The statistical inferencewas accomplished by a fully
non-parametric voxel-wise resampling test implemented in the
ISCtoolbox. This test accounts for temporal correlations inherent to
FMRI data (for details of the test, see [4]). The resampling distribution
was approximated with 1,000,000 realizations and the resulting
p-values were corrected voxel-wise over the whole brain using an
FDR based multiple comparisons correction with independence
or positive dependence assumption [26,9]. The used threshold
was q = 0.001.
The GLM was computed ﬁrst with a single subject level and then
the group-level statistic was computed from the single subject level
results. Both phases were performed with FMRI Expert Analysis Tool
(FEAT, version 5.98) from FSL [27,28]. The particular implementation
of the multi-subject GLM (FSL’s FLAME using MCMC) was selected
because it is widely used and properly evaluated. The details of
the analysis procedure were as described in [5] and as earlier FDR
was chosen also for GLM as it is essential to compare the detected
activations at the same signiﬁcance level. More detailed discussions
about the choice of thresholding methodology are available in [5,29].
2.5. Methods comparison
The activation maps were compared with different numerical
measures: Dice index between two sets of activated voxels, Pearson’s
correlations between test statistics and sensitivity and speciﬁcity
measures between the detected activations and the ground truth of
simulations. Dice index [30] measures the similarity of the detected
activation areas between two thresholded and binarized activation
maps and it is closely related to Kappa coefﬁcient [5,31]. The
binarized maps were created by assigning the value of voxel as one if
the statistic value passed the threshold and otherwise as zero. The
Dice index between two sets B1 and B2 of voxels was then deﬁned as
in Eq. (2):
dB1 ;B2 ¼
2 B1∩B2j j
B1j j þ B2j j
; ð2Þ
The numerator in Eq. (2) measures the size of common activation
occurrence and the denominator measures the sizes of activated
areas according to individual methods.
Pearson’s correlations C were computed between r-values of ISC
and absolute Z-values of GLM [5].
The absolute value of the Z-statistic was taken before computing
the correlation measure because it is expected that both large
negative and large positive z-statistics (so called activations and de-
activations) relate to high r-values (as activations and de-activations
both lead to (large) positive inter-subject correlation values). It
should be noted that large negative r-value should not be interpreted
as activation or similarity, and therefore, we do not take absolute
value of therstatistic before computing the correlation. The ISC statistic
r has a maximal value of 1 while the Z-statistic is not bounded.
This difference has very small practical meaning since the observed
Z-statistic values were ﬁnite and the observed r values were
considerably smaller than the maximal value of one [5].
With simulated data, the Dice index was computed between the
ground truth of simulated activations and the binarized results of ISC
and GLM. In addition, we computed the sensitivity (the percentage
of the activated voxels detected as activated) and speciﬁcity (the
percentage of non-activated voxels detected as non-activated)
measures with the simulated data. The measures were computed
for both methods against the ground truth of the simulation across
all the ﬁltering levels.
Certain numerical methodswere used to compare and display the
differences between the methods over the used ﬁltering levels and,
to simplify the inspection of the results, speciﬁc detection matrices
were generated. The Dice index values were collected in the Dice
matrix according to Eq. (3):
D k;lð Þ ¼
dk;1 dk;2 ⋯ dk;k−1 dk;l
dk−1;1 dk−1;l
⋮ ⋱ ⋮
d2;1 d2;2 d2;l
d1;1 d1;2 ⋯ d1;l−1 d1;l
2
66664
3
77775
; ð3Þ
where values dk,l (k,l = 1,…, n corresponding to the ﬁltering levels)
denote Dice indexes computed according to Eq. (2) between the
thresholded activation maps with ﬁltering levels k and l. For
experimental data n was 6 (FWHM = 0 mm, 2 mm, 4 mm, 5 mm,
8 mm, 12 mm) and for the simulated data it was 5 (FWHM = 0 mm,
2 mm, 4 mm, 5 mm, 8 mm). It should be noted that in the detection
matrix the vertical indexes increase from bottom to top for more
intuitive display of the results. Filtering with 12 mm FWHMwas not
applied for simulated data as it was considered unnecessary.
We computed these matrices over a single method resulting in
the intra-method Dice matrices as well as between the two methods3 https://ccrma.stanford.edu/~jos/sasp/Example_Synthesis_1_F_Noise.html.
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resulting in the inter-method Dice matrix. For example, in the intra-
method Dice matrix for ISC, d3,2 refers to the Dice index between
activations detected by ISCwith2 mmand4 mmﬁltering. Similarly, in
the inter-method Dice matrix, d3,2 refers to the Dice index between
activations detected by ISC with 4 mm and GLM with 2 mm.
When the matrix was computed over a single method, i.e., ISC
(GLM) activations were compared with ISC (GLM) activations, the
main cross diagonal (d1,1,d2,2,…, dn,n) contained only ones correspond-
ing perfect similarity (since a set was compared with itself). When the
matrix was computed over a single method, it was also symmetric over
the main cross diagonal.
The voxel was deﬁned as unique when it was detected as
activatedwith a ﬁltering level k but not with a level l. The numbers of
unique voxels vk,l across all ﬁltering levels were counted and
collected in a unique voxel count matrix V in the same manner as
matrix D. The matrix V was computed for both studied analysis
methods independently. Now the main cross diagonal of the matrix
V contained only zeros, which correspond to the full similarity in the
sense of unique detected voxels (no unique voxel exists when the
data are compared with themselves).
In order to measure the development in detected activation
clusters, the 26-connectivity measure [32] was used to search for the
clusters in the binarized statistics.
2.6. Jackknife estimates
Weused the leave one out jackknife standard error estimator [33]
to evaluate the variability of correlation and Dice measures of
similarity with respect to subject sample. Denote the fMRI data from
subject i as xi, i = 1,…, n, where n = 37 is the number of subjects.
The jackknife estimate of standard error for a measure ρ^ is deﬁned as
σ^ J ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n−1ð Þ
n
Xn
i¼1
ρ^ ið Þ−ρ^ ð ÞÞ2;
vuut ð4Þ
where ρ^ ið Þ ¼ ρ^ x1; x2;…; xi−1; xiþ1;…; xnð Þ denotes the measure ρ^
computed without the data from ith subject and ρ^ ð Þ ¼ 1n∑
n
i¼1 ρ^ ið Þ .
In our case ρ^ can be either the correlation measure C between
the test statistic values or Dice index between the two sets
of voxels.
2.7. Peak shift measurements
To quantify the changes in the coordinates of the peaks over the
used ﬁltering levels, we followed a technique adapted from [13].
First, three spatial locations of the peaks (i.e., local maxima of the test
statistic) from the EO and HA tasks were manually selected so that
the peaks in the Z-statistics of GLM and ther statistics of ISCmatched.
This was done by ﬁrst selecting three clusters so that corresponding
clusters were approximately on the same location after thresholding
in both, ISC and GLM, statistics with non-smoothed data set. Then,
local maxima were selected from each cluster so that the spatial
distances between corresponding peaks in ISC and GLM statistics
were as small as possible. Only a single peak per cluster and method
was selected. These peaks were then tracked over the smoothing
levels (2 mm to 12 mm ﬁltering levels) so that, for each smoothing
level, the local maximum nearest to the selected peak in non-
smoothed data set was searched. Each searchwas further limited to a
search area with the radius corresponding to the used FWHM. For
example, if the data were smoothed by 4 mm FWHM kernel, it was
assumed that the local maximum could move a maximum of 4 mm
from the original location. This restriction was necessary to ensure
the tracing of the same peak in practice. Finally, the absolute changes
for each ﬁltering level were computed as Euclidean distance
between the original location and the new location and these
distances were averaged over successive ﬁltering levels.
Table 2
Comparison of the detected activations against the ground truth of the simulation.
Filter (FWHM) Dice Speciﬁcity Sensitivity
GLM ISC GLM ISC GLM ISC
0 mm 0.42 0.00 0.9980 1.0000 0.2714 0.0015
2 mm 0.89 0.86 0.9792 0.9979 0.9432 0.7693
4 mm 0.92 0.88 0.9841 0.9992 0.9652 0.7890
5 mm 0.86 0.91 0.9654 0.9964 0.9779 0.8574
8 mm 0.70 0.87 0.9029 0.9815 0.9844 0.8896
Average 0.76 0.70 0.9659 0.9950 0.8284 0.6614
Average (2–8 mm) 0.84 0.88 0.9579 0.9938 0.9677 0.8263
Fig. 1.Dicematrices for the simulateddata. TheDicematriceswere constructed according to Eq. (3). The intra-methodDicematrix (a) is constructed fromtwo cross diagonal symmetric
matrixes by selecting either upper (ISC, blue) or lower (GLM, red) triangle for the ﬁnal matrix. The inter-method Dice matrix (b) contains the Dice similarity between the detected
activations of ISC andGLMmethods. Thematrix inpanel (a) shows that ISC had the lowest similarity (Dice value 0.73) between thresholded areaswith 4 mmand8 mmﬁlters andGLM
had the lowest similarity (Dice value 0.84)with 2 mmand8 mmﬁlters. Thematrix inpanel (b) shows that ISC andGLMhad themost similar detection areas (Dice value 0.90)when ISC
had 8 mm and GLM had 4 mm kernel in use.
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3. Results
3.1. Simulated data
Table 2 presents the Dice indexes, sensitivities, and speciﬁcities of
the ISC and GLM methods against the ground truth of the simulated
data.With the simulated data, bothmethods performed poorlywhen
no spatial ﬁltering was applied.With bothmethods, the average Dice
value over 2 mm to 8 mm (0.84 for GLM and 0.88 for ISC) against
the ground truth was on the level of “Almost Perfect Agreement”
(0.8–1.0) according to the categorization of Landis and Koch [34].
The sensitivity of GLM was on average higher (0.97 for GLM versus
0.83 for ISC) and vice versa the speciﬁcity of ISC was slightly higher
on average (0.96 for GLM versus 0.99 for ISC).
Fig. 1 presents the Dice matrices deﬁned in Eq. (3) for the
simulated data (this ﬁgure concerns only differences of the
activations detected by GLM and ISC methods and makes no
reference to ground-truth of the simulation). The matrix in panel
(a) of Fig. 1 presents the intra-method Dice similarity across the used
ﬁltering levels by combining two symmetric Dice matrices. The
upper half of the matrix represents ISC (blue triangle) and the lower
half represents GLM (red triangle). Both methods had the highest
values in the ﬁrst cross diagonal, which was natural as ﬁlters
with similar FWHM should lead to similar detected activations.
The matrix in panel (b) of Fig. 1 shows the Dice similarity between
the methods. The highest similarity (0.90) was found when ISC had
8 mm ﬁltering and GLM 4 mm ﬁltering.
3.2. Experimental data
Fig. 2(a) presents the number of voxels that were detected as
activated by both methods and the number of unique voxels detected
as activated by one method but not by the other. According to the
ﬁgure, ISC was more conservative than GLM, because ISC found fewer
unique voxels than GLM with all studied ﬁltering methods.
Table 3 and Fig. 2(b) present Pearson’s correlations C between the
test statistics over different ﬁltering levels. Table 4 and Fig. 2(c)
present the Dice index values between activationmaps of the ISC and
GLMmethods. The average correlation for the EO task was 0.70 with
jackknife standard error estimates of 0.014 averaged over ﬁltering
levels and for the HA task the average correlation was 0.84 with
average error standard estimate of 0.024. The average Dice measures
were 0.55 for EO and 0.85 for HA with average standard error
estimates of 0.13 and 0.064. Corresponding Dice measures were
0.54 (EO) and 0.60 (HA). For the wavelet denoised (WD) data the
correlation values were 0.67 (EO) and 0.69 (HA) and Dice values
were 0.65 (EO) and 0.68 (HA).
According to Landis and Koch [34] categorization, all Dice values
for the EO task were categorized as “Moderate Agreement”. Instead,
most of the Dice values for the HA task were categorized as “Almost
Perfect Agreement” (see [5] about the details of the categorization).
The highest correlation (0.76) and Dice value (0.63) were reached
using the largest 12 mm ﬁlter in the EO task. With the HA task, the
highest correlation (0.89) was reached with 12 mm ﬁlter also, but
the highest Dice similarity (0.88) was reached with 8 mm ﬁlter.
The correlations C increasedwith the ﬁlter size and for both tasks the
increase in C across ﬁltering levels was several times larger than the
a
cb
Fig. 2. Unique voxels (a), Correlation measures (b) and Dicemeasures (c) between ISC and GLM. Panel (a) presents unique voxels betweenmethods after FDR corrected (q = 0.001)
thresholding. The voxel is deﬁned as unique if it is detected by a single analysis method (ISC or GLM) but not by both. The columns present the number of unique voxels, which were
activated according to ISC (blue columns) or GLM (red columns) analysis only. The gray bars present the number of common voxels detected by both ISC and GLM methods.
The abbreviationWD refers to wavelet denoising. Panel (b) presents the correlationmeasures between ISC and GLM statistics and panel (c) presents the Dice values between ISC and
GLM detections.
Table 3
Correlation values (C) between ISC and GLM statistics and their jackknife standard
error estimates σ^ JC Þ

.
Filter
(FWHM)
EO HA
C σ^ JC C σ^ JC
2 mm 0.67 0.013 0.80 0.024
4 mm 0.67 0.013 0.81 0.026
5 mm 0.69 0.012 0.83 0.028
8 mm 0.73 0.016 0.87 0.024
12 mm 0.76 0.017 0.89 0.020
Average 0.70 0.014 0.84 0.024
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standard error estimate. The Dice values for the HA task were rather
stable across ﬁltering levels (within one standard error margin). For
the EO task, a trend of increasing Dice values could be noticed,
however, these increases are small with respect to standard error
estimates. The jackknife standard error estimates of the correlations
were all small for all tested ﬁltering levels in both tasks (the average
standard error was 0.014 for EO and 0.024 for HA). For Dice
measures, the standard errors were small for the HA task (average
0.064) but larger for the EO task (average 0.13).
Fig. 3 shows the detected activation areas in the axial slice at the
Z = 32 mm (anteroposterior axis in MNI-152 coordinates) over
ICBM-152 template. It can be observed that large smoothing kernels
spread the activation area. The values of the test statistics along the
lines from left to right at MNI coordinates Y = 76 mm, Z = 32 mm
of the EO task and at Y = 26 mm, Z = 32 mm of the HA task are
presented in Fig. 4 for both methods. The corresponding lines are
marked by the blue color in Fig. 3.
In Fig. 4, it is easy to notice how the shapes of activation
proﬁles are similar between the methods. However, with ISC, the
Table 4
Dice measurements (d) between the activation areas detected by ISC and GLM
methods and their jackknife standard error estimates σ^ JdÞ

.
Filter
(FWHM)
EO HA
d σ^ Jd d σ^ Jd
2 mm 0.48 0.15 0.84 0.075
4 mm 0.51 0.15 0.85 0.065
5 mm 0.55 0.13 0.86 0.048
8 mm 0.59 0.10 0.88 0.036
12 mm 0.63 0.11 0.84 0.097
Average 0.55 0.13 0.85 0.064
Fig. 3.Thresholded activationmaps for theEO (panels a, b) andHA (panels c, d) task (FDR corrected, q = 0.001). The images inpanels (a) and (c) present the results of theGLManalysis
and the images inpanels (b) and (d) present the corresponding results for the ISCmethod. The imagesare fromtheaxial slice of Z = 32 mmanteroposterior axis inMNI-152 coordinate
system. The blue line in the images presents the position of line visualized in Fig. 4. It can be observed that the ISC analysiswas on averagemore conservative than the GLM analysis and
the spreading effect was less obvious with ISC.
1119J. Pajula, J. Tohka / Magnetic Resonance Imaging 32 (2014) 1114–1124
activation peaks were staying here approximately in a single
position although smaller peaks were merged together (see, for
example, 0 mm position in Fig. 4(d)). The peak shifting in this single
direction for GLM is easy to notice here, for example, in Fig. 4(a) at
the approximate x-coordinate location of −50 mm. Other effects of
spatial smoothing on GLM analysis are noticeable in Fig. 4(b) which
demonstrates how the small activation peaks were merged together
(for example, compare the peaks in ±65 mm positions).
To obtain a quantitative measure of peak movement the local
maxima in three clusters were traced in both tasks. The average
movement distances of local maxima are listed in Table 5. The average
movement distance for ISC method was 2.9 mm and 3.2 mm for GLM
method (averaged over three peaks). The initial local maxima for
EO task were in the vicinity of MNI coordinates (−2,18,44)
in Paracingulate Gyrus, (50,12,32) in Precentral Gyrus (right) and
(−46,6,30)in Precentral Gyrus (left). For HA task the initial peak
locationswere (2,−6,50) in SupplementaryMotor Cortex, (−36,−4,62)
in Precentral Gyrus (left) and (36,−22,66) in Precentral Gyrus (right).
Supporting the visual evidence in Fig. 4 the peak movement across the
ﬁltering levels was slightly smaller in ISC analysis.
Figs. 5 and 6 present the Dice and unique voxel count matrices
relating to EO and HA tasks. The Dice matrices in panels (a) and (b)
of these ﬁgures are as explained in the context of Fig. 1. The matrices
in panels (c) and (d) of these ﬁgures are the unique voxel count
matrices. The values in the Dice matrix for EO task (Fig. 5(a))
increased towards main cross diagonal as it could be expected based
on the simulations. The similarity between methods in Fig. 5(b) was
not linear as the highest values between methods were not on the
main cross diagonal of the matrix: The highest Dice similarity
between methods (0.77) was reached when ISC had 8 mm ﬁlter and
Fig. 4. The values of the test statistics for GLM (a, b) and ISC (c, d) tasks. The images present the values of test statistics along the left to right lines, which are marked with the blue
color in the image series of Fig. 3. The images in panels (a) and (c) present the value of test statistics along the line from the EO task in the position Y = 24 mm, Z = 32 mm in
MNI-152 coordinate system. Panels (b) and (d) present the lines fromHA task in the position of Y = −26 mm, Z = 32 mm inMNI-152 coordinate system. The shapes of the lines
are similar. In the case of ISC (panels (c) and (d)) the peaks remained in one position; instead with GLM (panels (a) and (b)) the peaks shifted across the ﬁltering levels.
The phenomenon is easy to notice for example from the line of the EO task (a) at the approximated x-coordinate of −50 mm.
Table 5
Average changes of the locations of local maximum peaks the tested Gaussian
denoising levels. Differences are in millimeters of the Euclidean distance Δ from the
local maximum peak of the corresponding test with non-smoothed data. For EO task
the selected peaks were from clusters in Paracingulate Gyrus (ParCin), Precentral
Gyrus at Left (PreCL) and Precentral Gyrus at right (PreCR) areas. Correspondingly for
the HA task the three peaks were selected from clusters in areas of Supplementary
Motor Cortex (SMC), Precentral Gyrus Left (PreCL) and Precentral Gyrus Right
(PreCR).
Task EO HA
Method ParCin PreCR PreCL SMC PreCL PreCR Average
Average Δ (mm) ISC 3.0 4.9 1.9 1.8 2.5 3.2 2.9
GLM 3.3 4.8 1.9 3.6 3.8 1.9 3.2
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GLM had 2 mm ﬁlter in use. With the HA task, the results of inter-
method Dice matrix differed slightly as the between methods
similarity was close to linear in Fig. 6(b) (the highest values were
on the main cross diagonal) and the highest similarity (0.88) was
found when both methods had 8 mm ﬁlter in use.
When comparing the intra-method unique voxel count matrices
in Figs. 5 and 6 (c) and (d), it can be observed that ISC had lower
values than GLM in the upper left triangle. This points out that, in
comparison to GLM, there were fewer such voxels for ISC that were
detected by smaller ﬁlters but not by larger ﬁlters. The signiﬁcance of
the unique voxel count proportion differences between ISC and GLM
in Figs. 5 (c–d) and 6 (c–d) was tested with Fisher’s exact test. The
test conﬁrmed that all differences were signiﬁcant (one-sided
p b 0.025 in all cases).
The ﬁlter size had a clear effect on the size of detected activations.
Fig. 7 presents the number of detected clusters and the average size
of the clusters over the different ﬁltering levels. The lines in the
ﬁgure present clusters computed from the voxels detected by ISC
(turquoises) and GLM (grays) methods. The bars present the size of
the detected clusters in voxels by ISC (green and blue) and GLM
(yellow and red) for both tasks. As predicted, the size of clusters
increased at the same time as their number decreased: The smaller
clusters were merged together when the ﬁlter size was increased.
4. Discussion
In this study, the effects of smoothing on the ISC based analysis of
fMRI data were evaluated by comparing the analysis results of ISC
and GLMmethods in standardized block design tasks, where one can
expect the GLM analysis to be accurate. Both ISC and GLM analyses
were performed using smoothingwith varying FWHMkernel widths
for the same real and simulated datasets. Pre-processing steps and
the FDR based false positive thresholding were the same for both
methods. Our results indicated that the choice of ﬁlter width affects
the ISC analysis results, as it is well demonstrated in the case of
standard GLM analysis. Interestingly, the effects of ﬁltering were
slightly different between the ISC and GLM analyses.
According to the earlier research [6,8,9,13,10,11,16,14,15],
multiple strategies exist for selecting the spatial ﬁltering kernel for
a FMRI study. These strategies are highly dependent on the used
statistical analysis methods and reasons for spatial smoothing
differ, for example, between the ISC and GLM analyses. First, ISC is
a) Intra-method Dice Matrix b) Inter-method Dice Matrix
c) Unique Voxel Count Matrix of GLM d) Unique Voxel Count Matrix of ISC
Fig. 5. The Dice and the unique voxel count matrices of the EO task. See Fig. 1 for the details of the Dice matrices in panels (a) and (b). In panel (a), intra-method Dice values are
similar between the methods. In panel (b), the best similarity (0.77) between the methods was reached when ISC had a large 8 mm ﬁlter in use and GLM had a small 2 mm ﬁlter
in use. Panels (c) and (d) present the unique voxel count matrices for GLM and ISC. When comparing the unique voxel counts of GLM (c) and ISC (d), it is noticeable that GLM had
clearly more voxels which were detected by larger ﬁlters but not by smaller ﬁlters as indicated by relatively large values in the upper left triangle in the unique voxel count matrix
in panel (c). This means that increased ﬁlter width led to the loss of some activation areas with GLM. Instead, ISC had relatively smaller values in the upper left triangle in panel
(d), which means that with ISC there was no such loss and the detected activation area merely grew with ﬁlter width.
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a) Intra-method Dice Matrix
c) Unique Voxel Count Matrix of GLM d) Unique Voxel Count Matrix of ISC
b) Inter-method Dice Matrix
Fig. 6. The Dice and the unique voxel count matrices of the HA task. See Fig. 1 for the details of the Dice matrices in panels (a) and (b). In panel (a), intra-method Dice values of ISC
were higher than the intra-method Dice values of GLM. Thematrix in panel (b) shows how the results of bothmethods were close the samewith all ﬁltering levels and the highest
values were in the cross diagonal. The highest similarity (0.88) was reached when both methods had the ﬁlter kernel of 8 mm in use. When comparing the unique voxel counts of
GLM in panel (c) and ISC in panel (d) the similar behavior was present as with the EO task in Fig. 5: ISC had lower values in the upper triangle.
Fig. 7. The number of detected activation clusters versus the average sizes of clusters. The bars present the average size of detected clusters in voxels and the lines present the
number of the detected clusters. The size of clusters increases approximately at the same speed as the number of clusters decreases when ﬁlter kernel width increases. When
comparing the number of voxels in clusters, cluster sizes and number of detected voxels in Fig. 2(a), one observation is that small clusters are merged together when ﬁlter kernel
width increases. For example, the average cluster size with GLM in the EO task is almost three times larger with 12 mm ﬁlter than 8 mm ﬁlter.
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computed over the group of subjects, which makes the registration
to the common stereotactic space the most critical part of the pre-
processing. With an inaccurate registration, ISC fails as the FMRI
time-courses that are correlated do not match spatially. For this
reason spatial smoothing is often used to counterbalance the
inaccuracy of spatial registration. Second, ISC does not apply any
parametric stimulus model and therefore it has no parametric
assumptions about the data. The statistical inference in ISC is
commonly based on non-parametric tests unlike in GLM, where
satisfying the assumptions by the parametric model is one of the
major reasons for spatial smoothing. For these reasons, spatial
smoothing guidelines devised for GLM might be inapplicable to ISC.
Earlier we had demonstrated that ISC found the same activation
areas as GLM in strictly controlled research setups [5]. In this paper,
we showed that bothmethods found similar activations regardless of
the used ﬁltering method. This is visible in Fig. 2(b) and (c) where
the correlations between test statistics and Dice values, were high
and fairly stable across the ﬁltering levels. This was also conﬁrmed in
Fig. 3 where the detected activation areas changed in a similar
manner with both methods. The wavelet denoising led to similar
correlation values and Dice indices as the Gaussian smoothing,
which indicates that similarity between the ISC and GLM analysis did
not depend on Gaussian smoothing. Themaximal similarity between
the methods was not achieved by using the same ﬁltering in the EO
task. The maximum Dice index was 0.77 when ISC used 8 mm ﬁlter
and GLMused 2 mm ﬁlter (see Fig. 5(b)). Instead, for the HA task, the
highest similarity (0.88) was found using 8 mm ﬁlter kernel with
both methods (see Fig. 6(b)).
The widely used rule of thumb that the ﬁlter width should be at
least twice the size of the voxel (here the voxel size was 2 mm)
seemed to hold also with the ISC analysis: ISC analysis results lacked
sensitivity and were noisy with smaller ﬁlter widths. The unwanted
smoothing effects such as merging different activation areas
together, moving the centers of activations and spreading the
activation in the surrounding areas were visible in the results of
both ISC and GLM analysis methods. Based on Fig. 4, it appears that
movements of activation peaks were a more severe problem with
GLM than with ISC. As an example, the peak-movement problem
with GLM is visible with larger ﬁlters (8 mm and 12 mm) in Fig. 4(a)
around the position of 50 mm in x-axis. With ISC in Fig. 4(c) and (d)
the movement was mainly caused by the merger of smaller peaks
and thus ISC sufferedmainly from the spreading andmerging effects.
These observations are also supported by peak shift measurements
in Table 5, where the changes in peaks were slightly smaller with ISC
than with GLM.
When examining the detected activations within a single method
across ﬁltering levels, the detected activations changed less with ISC
than with GLM. For example, when successive ﬁltering levels
were compared (see values next to the cross diagonal in Fig. 5(a))
ISC had on average 3.7 % larger values with the smoothed data
(2 mm–12 mm kernels) in the EO task and, in the HA task (see Fig. 6
(a)), the average values of ISC were 3.3% larger. The unique voxel
count matrices in Fig. 5(c) and (d) and Fig. 6(c) and (d) suggested
that within ISC analysis there existed less voxels which were
detected with smaller ﬁlter widths but not with larger ﬁlter widths.
These observations combined with the peak shift measurements
suggest that the variation on spatial ﬁltering had smaller effects on
the ISC analysis than on the GLM analysis. In consequence, ISC could
be argued to tolerate slightly larger Gaussian smoothing kernels
than GLM.
Caution is needed when investigating the values in Table 2, as the
simulationwas extremely simple and thus the results of the table are
merely suggestive. The simulation was observed to be almost too
perfect for GLM, which detected activation also from the areas
where the signal had spread from the true activation area. However,
also with simulated data, ISC seemed to be affected less by the
change of ﬁlter size than GLM as was the case with experimental
data. According to the Dice values in the Table 2, the optimal ﬁltering
level with the simulated data was 5 mm for ISC (Dice value 0.91) and
4 mm for GLM (Dice value 0.92).
The spatial ﬁltering was mandatory for both analysis methods:
GLM was not able to perform whitening and the sensitivity of ISC
was minimal with 0 mm ﬁlter with simulated data (see Table 2). The
main reason for GLM to fail on simulated data with 0 mm kernel was
that GLM failed to compute estimates for the whitening process and
for this reason the GLM analysis was computed without whitening
for 0 mm kernel. This led to a severe number of false positive
voxels in the thresholded statistics. Because of the poor performance
of both ISC and GLM, the results of 0 mm kernel in the Table 2
are presented only as a reference and are not comparable to the
other results. As both ISC and GLM were able to detect reasonable
activations without ﬁltering with the experimental data (see Fig. 2),
the simulation pointed out an important property of the pre-processing
pipeline: the experimental data hadmultiple pre-processing steps, such
asmotion correction and image registration, which resulted in a certain
amount of smoothing as a side product [35].
The ISC analysis requires spatial smoothing to ensure the spatial
registration accuracy and decent SNR. Our results indicated that, for
ISC, a good selection of FWHM for Gaussian smoothing kernel was
slightly larger than double the original voxel size. Furthermore, this
study veriﬁed that 1) the choice of the ﬁlter width substantially
affected the activations detected by ISC analysis, 2) the detected
activations according to ISC and GLM methods were highly similar
regardless of the used spatial smoothing method and 3) the used
Gaussian ﬁlter for the spatial smoothing can be slightly wider with
ISC than with GLM analysis.
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Inter-subject correlation (ISC) is a widely used method for analyzing functional magnetic resonance imaging (fMRI) data acquired
during naturalistic stimuli. A challenge in ISC analysis is to define the required sample size in the way that the results are reliable.
We studied the effect of the sample size on the reliability of ISC analysis and additionally addressed the following question: How
many subjects are needed for the ISC statistics to converge to the ISC statistics obtained using a large sample? The study was
realized using a large block design data set of 130 subjects.We performed a split-half resampling based analysis repeatedly sampling
two nonoverlapping subsets of 10–65 subjects and comparing the ISC maps between the independent subject sets. Our findings
suggested that with 20 subjects, on average, the ISC statistics had converged close to a large sample ISC statistic with 130 subjects.
However, the split-half reliability of unthresholded and thresholded ISC maps improved notably when the number of subjects was
increased from 20 to 30 or more.
1. Introduction
Inter-subject correlation (ISC) [1, 2] is a widely used method
for detecting and comparing activations in functional mag-
netic resonance imaging (fMRI) acquired during complex,
multidimensional stimuli such as audio narratives, music, or
movies [3–9]. Instead of trying tomodel the stimulus as in the
standard general linear model (GLM) based fMRI analysis
ISC computes voxel-by-voxel correlations of the subjects’
fMRI time courses, assuming that the images have been
registered to a common stereotactic space. The activation
maps can then be formed by thresholding the average cor-
relation coefficient values. The ISC method has been shown
to produce activation maps closely matching those of the
standardGLMbased analysis when the stimuli are simple and
can be modelled [10]. Note, however, that while not using a
model time course of the stimulus, ISC expects that all the
subjects are exposed to the same stimulus and it is not a
method for an analysis of resting state fMRI.
A common challenge in any fMRI group analysis, includ-
ing ISC analysis, is to define the required number of subjects
in such a way that the analysis results are reliable and have
enough statistical power, but the costs of the data acquisition
are minimized. In principle, a larger sample size provides
a more reliable analysis and more statistical power [11, 12].
Obviously, the sample size is not the only factor contributing
to reliability (or the statistical power) of the study, but ideally
the whole study design should be done to reach the desired
limits of statistical power [13–15]. However, between-subject
variability in fMRI data is generallymuch higher thanwithin-
subject variability and consequently choosing a large enough
sample size is essential [16].
While there are no general methods for the optimal
experimental design using naturalistic stimuli, the generaliz-
ability of the analysis results, necessarilywith a limited sample
size, to the population level is an important consideration.
Particularly, it is important to know how many subjects are
required for a reproducible (or reliable) analysis, so that small
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variations in the subject sample do not cause too large varia-
tions in the analysis results.This is the question we ask in this
paper and to our knowledge it has not been addressed pre-
viously in the context of the ISC analysis. Similar studies on
the reliability of fMRI group studieswith general linearmodel
(GLM) analyses have been reported earlier in [16–18]. All of
these studies have concluded that closer to 30 subjects should
be included in a group level studies in fMRI data analysis.
The sample size issue has been studied also with independent
component analysis [19], where the reproducibility of the
results was noticed to improve with an increased number of
subjects. Critically, David et al. [20] reported that the average
number of subjects in their meta-analysis was 13 and 94%
of all studies were applied with less than 30 subjects, which
suggests that typically fMRI group studies based on GLM
might not reach the required level of reliability.
In this study, we examined how the number of subjects
included in the study affects the reliability of the statistical ISC
maps and the FDR corrected binary thresholded maps. We
used a large 130-subject data set with a simple block design
task and performed a split-half resampling based analysis
(similar to [16]) while varying the number of subjects in
each split-half. The resampling procedure was repeated 1000
times. This setup enables us to address the reproducibility of
the studies with the maximum of 65 subjects. We compared
the statistical ISC maps formed using independent subjects
samples and also the thresholded ISC maps. In addition and
similarly to [17] we compared statistical ISC maps with the
subsets of 130 subjects with the statistical ISC map derived
from the whole 130-subject data set.
2. Materials and Methods
2.1. fMRI Data. The fMRI data used in the preparation of
this work were obtained from the ICBM database (https://
ida.loni.usc.edu/login.jsp?project=ICBM) in the Image Data
Archive of the Laboratory of Neuro Imaging. The ICBM
project (Principal Investigator JohnMazziotta, M.D., Univer-
sity of California, Los Angeles) is supported by the National
Institute of Biomedical Imaging and BioEngineering. ICBM
is the result of efforts of coinvestigators fromUCLA,Montreal
Neurologic Institute, University of Texas at San Antonio, and
the Institute of Medicine, Juelich/Heinrich Heine University,
Germany.
We selected all subjects from the ICBM database who
had fMRI measurements with the verb generation (VG) task
and the structural MR image available. This produced 132
subjects’ data set. After a quality check by visual inspection
two subjects were discarded due to clear artifacts in their
fMRI data.This led to a final data set of 130 subjects: 61 males,
69 females; age range 19–80 years, mean 44.35 years; 117 were
right-handed, 10 were left-handed, and 3 were ambidextrous.
The data was acquired during the block design VG task (a
language task with a visual input) from Functional Reference
Battery (FRB) developed by the International Consortium for
Human Brain Mapping (ICBM) [21]. The FRB holds a set
of behavioral tasks designed to reliably produce functional
landmarks across subjects and we have previously used
fMRI data extracted from the ICBM FRB database for other
experiments [10, 22]. The details of the data and VG task are
provided in [10]. The VG task contained the largest number
of subjects with fMRI measurements in the ICBM database
among the five FRB tasks and therefore we selected it for this
study.
The functional data was collected with a 3-Tesla Siemens
Allegra fMRI scanner and the anatomical T
1
weighted MRI
data was collected with a 1.5-Tesla Siemens Sonata scanner.
The TR/TE times for the functional data were 4 s/32ms, with
flip angle 90 degrees, pixel spacing 2mm, and slice thickness
2mm. The parameters for the anatomical T
1
data were
1.1 s/4.38ms, 15 degrees, 1mm, and 1mm, correspondingly.
2.2. Preprocessing. The preprocessing of the data was per-
formed with FSL (version 5.0.2.2) from Oxford Centre
for Functional Magnetic Resonance Imaging of the Brain,
Oxford University, Oxford, UK [23]. The data preprocessing,
which was identical to [10], included motion correction with
FSL’s MCFLIRT and the brain extraction for the functional
data was done with FSL’s BET [24]. The fMRI images were
temporally high-pass filtered with a cutoff period of 60 s
and the spatial smoothing was applied with an isotropic
three-dimensional Gaussian kernel with the full-width half-
maximum (FWHM) 5mm in each direction. The brain
extraction of the structural T
1
images was also performed by
BET, but this was done separately from the main procedure
for each T
1
weighted images as the parameters of BET
required individual tuning for the images.
The image registration was performed with FSL Linear
Registration Tool (FLIRT) [25, 26] in two stages. At the
beginning, the skull-stripped functional images were aligned
(6 degrees of freedom, full search) to the skull-stripped high-
resolution T
1
weighted image of the same subject, and then
the results were aligned to the standard (brain only) 2mm
ICBM-152 template (12 degrees of freedom, full search).
2.3. ISC Analyses. All of the ISC analyses were computed
with ISCtoolbox for Matlab [2]. ISCtoolbox computes the
ISC statistic by first computing Pearson’s correlations between
the corresponding time series of all subject-pairs. Then, to
obtain the final multisubject test statistic, correlation values
of all subject-pairs are combined into a single ISC statistic by
averaging. This is the ISC statistical map.
The statistical inference was accomplished by a fully
nonparametric voxel-wise resampling test implemented in
the ISCtoolbox [27]. The resampling test constructs the
null-distribution of the ISC values by circularly shifting
the time series of each subject by a random amount. This
test resembles the circular block bootstrap test [28] and it
accounts for temporal correlations inherent to fMRI data.
For a more detailed description of the test, we refer to [29].
For thresholding each ISC map, the resampling distribution
was approximated with 10 000 000 realizations, sampling
randomly across the brain voxels for each realization and
generating a new set of time-shifts (one for each subject) for
each realization.The resulting 𝑝-values were corrected voxel-
wise over the whole brain using a false discovery rate (FDR)
based multiple comparisons correction [30].
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2.4. Experimental Procedure. We performed a split-half
resampling type of the analysis for the ISC method. The pro-
cess consisted of randomly drawing (without replacement)
two independent subsets of 𝑃 = 10, 15, . . . , 65 subjects from
the total pool of 130 subjects. Then, the full ISC analysis
(including resampling distribution approximation and com-
putation of corrected thresholds) was performed for both
subsets and the full ISC analysis results from both sets were
saved. This process was repeated 1000 times meaning that
the ISC analysis was performed separately and independently
2000 times for each number of subjects 𝑃 = 10, 15, . . . , 65.
We compared the ISC statistical maps of the split-half
analysis with the following criteria.
(1) Pearson’s correlation coefficient 𝐶
𝑛
for comparing the
nonthresholded statistical maps was defined as
𝐶
𝑛
=
1
𝐾 − 1
𝐾
∑
𝑘=1
(
𝑙
𝑘
− 𝐿
𝑠
𝑙
)(
𝑟
𝑘
− 𝑅
𝑠
𝑟
) , (1)
where𝐾 is the total number of brain voxels in the volume. 𝑙
𝑘
and 𝑟
𝑘
are the two ISC statistics of the 𝑘th voxel, respectively.
𝐿 and 𝑅 are the sample means of {𝑙
𝑘
} and {𝑟
𝑘
} across the brain
volume, and 𝑠
𝑙
and 𝑠
𝑟
are the standard deviations of {𝑙
𝑘
} and
{𝑟
𝑘
} across the brain volume.Thefinalmeasurewas computed
by averaging the correlation measures 𝐶
𝑛
according to
𝐶avg =
1
𝑁
𝑁
∑
𝑛=1
𝐶
𝑛
, (2)
where𝑁 is the number of resampling replications, which was
1000 in this study.
(2) The mean absolute error (MAE) between paired ISC
maps was defined according to
𝑀
𝑛
=
1
𝐾
𝐾
∑
𝑘=1
󵄨󵄨󵄨󵄨󵄨
𝑟
𝑘
− 𝑙
𝑘
󵄨󵄨󵄨󵄨󵄨
, (3)
where𝐾 is the total number of brain voxels in the volume. 𝑟
𝑘
and 𝑙
𝑘
are the two ISC statistics of the 𝑘th voxel, respectively.
The final measure was computed by averaging the MAE
measures𝑀
𝑛
according to
𝑀avg =
1
𝑁
𝑁
∑
𝑛=1
𝑀
𝑛
, (4)
where𝑁 = 1000 is the number of resampling replications.
We used Dice index to compare the thresholded paired
binary ISC activation maps [31]. The justification for the use
of Dice index can be found in [10]. The Dice index between
two sets (𝐴
𝑛
and 𝐵
𝑛
, 𝑛 = 1, . . . , 1000 refers to resampling
replication) of activated voxels was defined as
𝐷
𝑛
=
2
󵄨󵄨󵄨󵄨𝐴𝑛 ∩ 𝐵𝑛
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨𝐴𝑛
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝐵𝑛
󵄨󵄨󵄨󵄨
(5)
and it takes values between 0 and 1. The tested thresholds
were corrected with a false discovery rate (FDR) over the
whole brain using 𝑞 = 0.05, 𝑞 = 0.01, and 𝑞 = 0.001 (no
correlation assumptions). The Dice indexes were computed
for 1000 times for each number of subjects and the reported
average Dice index was computed by averaging 1000 Dice
indexes 𝐷
𝑛
in the same way as with correlation and MAE
measures.
The Dice index defines the binary similarity between two
binary images and it can be categorizedwith Landis andKoch
categorization for Kappa coefficients [10]. According to [32]
the categories are
(i) ≤0, no agreement,
(ii) 0–0.2, slight agreement,
(iii) 0.2–0.4, fair agreement,
(iv) 0.4–0.6, moderate agreement,
(v) 0.6–0.8, substantial agreement,
(vi) 0.8–1.0, almost perfect agreement.
As Landis and Koch themselves note these categories are
highly subjective [32] but are maybe useful as a reference.
Similarly to [17], we considered how fast the statisticmaps
converge to a large sample statistic map with 130 subjects.
For this, we repeated Pearson’s correlation analyses described
above by comparing statistic maps resulting from resampling
to the statisticmap obtained using all 130 subjects as in (1) and
averaging over 2000 resampling iterations. More specifically,
𝑟 and 𝑅 in (1) were from the same statistic map with 130
subjects and in (2) 𝑁 was then 2000. We computed also
the sensitivity and specificity of thresholded ISC maps by
using the thresholded 130 subjects ISC statistic with the
corresponding threshold (𝑞 = 0.05, 𝑞 = 0.01, and 𝑞 = 0.001
with no correlation assumptions) as the ground truth. The
final sensitivity and specificity (for each number of subjects)
were averaged from 2000 sensitivity and specificity measures
that resulted from 1000 split-half resampling replications.
2.5. Implementation. This study was computationally
demanding. For each number of subjects, 2000 ISC analyses
with 10 000 000 realizations for corrected thresholds were
computed. This was repeated with 12 different numbers of
subjects and the whole analysis required 24 001 ISC analyses
(one extra analysis was for the whole data set of 130 subjects).
For implementing the computations, parallel computing
environment Merope of Tampere University of Technology,
Finland, was used. It has nodes running on HP ProLiant
SL390s G7 equipped with Intel Xeon X5650 CPU 2,67GHz
and minimum of 4GB RAM/core. The used grid engine was
Slurm.The equivalent computing time would have been 4.75
years if they had been computed with a single high end CPU.
3. Results
Figure 1 presents the thresholded (voxel-wise FDR corrected
over the whole brain 𝑞 = 0.001) results from the ISC
analysis with the whole 130 subjects’ data set. Significant
ISC values were found around occipital and temporal lobes,
lateral occipital cortex, and paracingulate gyrus as well as on
4 Computational Intelligence and Neuroscience
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Figure 1: The ISC analysis based on 130 subjects. The figure presents the axial slices of the ISC analysis results of the whole 130
subjects’ data set after applying FDR corrected 𝑞 = 0.001 thresholding. The full statistical map is visible and available in NeuroVault:
http://www.neurovault.org/collections/WTMVBEZP/images/11576/.
middle frontal and inferior frontal gyri. The 130-subject ISC
map was highly similar to ISC map presented earlier with
partially the same data but with smaller number of subjects
(𝑃 = 37) [10]. The most noticeable difference compared
with the 37-subject analysis was that with 130 subjects a
larger number of voxels survived from the threshold and
significant ISCs formed a more symmetric pattern over
the hemispheres. One specific note concerning ISC map of
Figure 1 is in order: There appears to be an artifact, which
can be seen as a thin activation line in the left frontal cortex
(e.g.) in the axial slice 𝑧 = 50mm. The investigation of
the data at that location revealed a slight signal drop in
time series of majority of subjects, buried under the noise
in any single subject data, which increased ISC values with
the large data set to level of statistical significance. The
temporal location of the drop was in the middle of the
time series (𝑡 = 172 s, while not counting the stabiliza-
tion volumes). The statistical ISC map from 130 subjects
is available in the NeuroVault service [33] at http://www
.neurovault.org/collections/WTMVBEZP/images/11576/.
Figure 2 presents the correlation criteria resulting from
the split-half resampling analysis. Figure 2(a) presents the
average correlation 𝐶avg (2) and Figure 2(b) presents the
corresponding variance of 𝐶
𝑛
, 𝑛 = 1, . . . , 1000 (see (1)).
As expected the average correlation between nonoverlapping
samples increased when the number of subjects increased
and, at the same time, the variance decreased. The average
correlation curve was not linear with respect to the number
of subjects and stabilized after 30 subjects finally reached the
value of 0.95 as the number of the subjects reached the value
of 65.
Figure 3 presents the MAE criteria resulting from the
split-half resampling analysis. Figure 3(a) presents the
average MAE (3) and Figure 3(b) presents the corresponding
variance of𝑀
𝑛
, 𝑛 = 1, . . . , 1000 (see (3)). Again, as expected,
the averageMAEbetween nonoverlapping samples decreased
when the number of subjects increased and at the same time
the variance decreased, largely replicating the correlation
based curves in Figure 2. With 20 subjects the average MAE
was 0.015 and with 30 subjects it was 0.011 indicating that,
on average, ISC with 20 or 30 subjects already provided
a high degree of reproducibility when averaged over the
whole brain. However, this does not reveal whether there
were variations in the reproducibility in voxel-wise ISC
values across the brain. Figure 4 presents how the MAEs
were distributed over the brain volume with 30 subjects.
We note that the spatial shape of MAE distribution across
the brain was highly similar to all numbers of subjects,
and only the magnitude of the average MAE changed.
Comparing Figure 4 with Figure 1 revealed that the highest
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Figure 2: Average correlation 𝐶avg over 1000 resampling replications. (a) presents the average correlation over and (b) the corresponding
variance of 𝐶
𝑛
, 𝑛 = 1, . . . , 1000. The correlation increased when the sample size increased and at the same time the variance decreased.
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Figure 3: AverageMAE𝑀avg over 1000 resampling replications. (a) presents the averageMAE and (b) the corresponding variance of𝑀𝑛, 𝑛 =
1, . . . , 1000.
variations in the ISCs coincided with the highest ISC values.
The three-dimensional MAE maps with all numbers of
subjects are available in the NeuroVault service [33] at
http://www.neurovault.org/collections/WTMVBEZP/.
Figure 5 presents Dice indexes over the 1000 resampling
replications. Figure 5(a) presents the average of Dice indexes
𝐷
𝑛
for three threshold levels (voxel-wise FDR corrected over
the whole brain with 𝑞 = 0.05 (blue), 𝑞 = 0.01 (red), and
𝑞 = 0.001 (yellow)). Figure 5(b) presents the corresponding
variance of the Dice indexes𝐷
𝑛
. Again, as expected the Dice
similarity between thresholded ISC maps increased when
the number of subjects increased and the variance of Dice
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Figure 4: Average MAE computed voxel-wise over 1000 resampling replications with 30 subjects. The average voxel-wise MAE map had
similar spatial shape with every tested number of subjects. The only clear difference was the magnitude of MAE values.
indexes decreased when the number of subjects increased.
Based on Figure 5(a), it is noticeable that more conservative
thresholds required slightly more subjects to stabilize. The
most liberal threshold 𝑞 = 0.05 had all average Dice indexes
within the category “substantial agreement” but stays under
the level of “almost perfect agreement” even with 65 subjects.
The more conservative 𝑞 = 0.01 reached the “almost perfect
agreement” level with 45 subjects and 𝑞 = 0.001 had the Dice
index over the required 0.8 already with 35 subjects.
Figure 6 presents the average of correlation when ISC
maps with resampled subsets of subjects were compared with
the ISC map computed with the whole set of 130 subjects
(average over 2000 resampling replications). In Figure 6, (a)
presents the average correlation and (b) presents the cor-
responding variance. Again, the correlation increased when
the number of subjects increased and the variance decreased
when the number of subjects increased. The variance was
close to zero and the correlation to the full 130-subject ISC
map was 0.95 with 30 subjects. The sensitivity and specificity
curves, using 130-subject thresholded ISCmap as the ground
truth, are presented in Figure 7. The sensitivity increased
when the number of subjects increased and the specificity
stayed close to 1 with all numbers of subjects. Figure 7 also
shows that the more liberal the threshold the higher the
sensitivity value at a slight expense of the specificity value.
4. Discussion
In this study, we evaluated the reliability of the ISC analysis
for fMRI data and studied the effect of the sample size on
the reliability of the ISC analysis. This was accomplished by
using a split-half resampling based design, similar to that of
[16]. We randomly sampled two nonoverlapping subsets of
subjects from the 130-subject ICBM-fMRI data set with a verb
generation task.We iterated the paired resampling procedure
1000 times for each number of subjects varying from 10 to 65
and compared the ISC analysis results obtained based on two
nonoverlapping subsets of subjects. We compared both the
raw ISC statistic maps and the thresholded statistical maps.
Previously, we have validated the ISC analysis against a
gold standard set by GLM analysis in [10] and investigated
the effect of smoothing to the ISC analysis results in [22].
Both of these studies used a relatively large fMRI data set
of 37 subjects, which was larger than the data sets typically
applied in the naturalistic stimulus experiments. Therefore,
in addition to the question concerning the reliability of the
ISC analysis, it was important to study how many subjects
are needed for the ISC analysis in order for statistical maps
to stabilize. When comparing the ISC results of our earlier
study applied for 37 subjects [10] with the current study of
130 subjects, it is not surprising that the statistical power of
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Figure 5: Average Dice index over 1000 resampling replications with three FDR levels: 𝑞 = 0.05, 𝑞 = 0.01, and 𝑞 = 0.001. (a) presents the
averageDice indexes𝐷
𝑛
over 1000 replications and (b) presents the corresponding variance.The curve corresponding to themost conservative
threshold 𝑞 = 0.001 (yellow) shows that more subjects are required for greater similarity after applying the threshold to the data. The more
liberal thresholds 𝑞 = 0.01 (in red) and 𝑞 = 0.05 (in blue) required fewer subjects to stabilize than the most conservative threshold 𝑞 = 0.001
(yellow) but on the other hand the highest similarity was reached with the most conservative threshold.
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Figure 6: Average correlation comparing subsampled ISC maps with the ISC statistic map of the whole 130 subjects. (a) presents the average
correlation over 2000 replications and (b) presents the corresponding variance. Again, the correlation increased when the number of subjects
increased. With 30 subjects or more, the average correlation was greater than 0.95 and the variance was less than 0.0002.
8 Computational Intelligence and Neuroscience
Number of subjects
10 20 30 40 50 60
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Sensitivity
q = 0.001
q = 0.01
q = 0.05
(a)
Number of subjects
10 20 30 40 50 60
0.984
0.986
0.988
0.99
0.992
0.994
0.996
0.998
1
Specificity
q = 0.001
q = 0.01
q = 0.05
(b)
Figure 7: Average sensitivity and specificity from thresholded binary maps compared with the thresholded ISC statistic map of the full
130-subject sample size. (a) presents the average sensitivity over 𝑁 = 2000 replications and (b) presents the corresponding specificity. The
sensitivity increased when the number of subjects increased. The specificity was close to 1 with conservative thresholds and even with the
most liberal threshold with 𝑞 = 0.05 the specificity was over 0.98 with any number of subjects.
the analysis had been increased with the increased number
of subjects; that is, the activated areas were larger with 130
subjects.
When examining the voxel-wise MAE values shown in
Figure 4, it was clear that the largest MAE coincided with the
strongest ISCs in Figure 1.This is an interesting phenomenon
because purely technically the sample variance of the correla-
tion coefficients decreaseswhen the true correlation increases
[34].Thus, the increase in the voxel-wiseMAEvalueswith the
average ISC means that subject-pair-to-subject-pair variabil-
ity of ISC generally increases with increasing average ISC.We
note that this phenomenon was independent of the applied
sample size and particularly all the MAE maps, uploaded to
http://www.neurovault.org/collections/WTMVBEZP/, were
virtually identical except for the scale of MAE values.
The data in this study was based on a traditional block
design stimulus while the ISC analysis is typically applied for
fMRI data with naturalistic stimuli.This choice wasmade out
of necessity since no large enough naturalistic stimulation
studies exist. In principle, the block design data might have
limitations not to reveal all sources of variation involved
in the ISC analysis. In particular, the data involves the
replication of the same task/stimulus pattern and therefore
might lead to positively biased reliability measures for the
naturalistic stimulation fMRI. On the other hand, we have
shown that ISC is applicable to block design data [10, 22],
which partially justifies the use of block design data. Also,
it should be noted that the naturalistic stimuli themselves
are highly varied and therefore using one type of naturalistic
stimuli might have the same limitations as our use of the
block design stimulus. Due to high computational demands
of the analysis, we chose to only consider fMRI time series
of certain length albeit the minimal length of the time series
is an important consideration especially to the so-called
time-window ISC analysis [2, 35]. To render the analysis
more targeted towards the naturalistic stimulation studies,
where one may stipulate that individual reactions to the used
stimuli may differ more among the participants than with
traditional fMRI setups, we included subjects with a wide
age range spanning from 19 to 80 years to our analysis (see
[36] for the age-effects on the verb generation task). We also
included left-handed and ambidextrous subjects, which may
be slightly controversial due to greater prevalence of right-
lateralized language among the left-handed subjects (see [37]
and references therein).However,most left-handers have left-
lateralized language and there existmultiple other reasons not
to exclude left-handers from neuroimaging studies [37].
The results of our split-half resampling analysis indicated
that 20 subjects were the minimum number of subjects to
achieve somehow reproducible ISC statistical maps, but for a
good reproducibility it would be preferred to have 30 subjects
or more. With 20 subjects, the correlation measure (𝐶avg (2))
was 0.82 (see Figure 2), the average MAE (𝑀avg (4)) was
0.015 (see Figure 3), and the average Dice coefficient was 0.71,
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0.72, and 0.70 for 𝑞 = 0.05, 0.01, and 0.001, respectively (see
Figure 5). When the number of subjects was below 20, our
analysis indicated weak reproducibility (see Figures 2, 5, and
3). The reproducibility improved clearly when the number of
subjects was incremented from 20 to 30 (𝐶avg increased to
0.89,𝑀avg decreased to 0.010, and the averageDice coefficient
increased to 0.74, 0.77, and 0.78, resp.), but adding more than
30 subjects did not improve the reproducibility so steeply
any more. The average correlation between the subsample
ISC statistical map and the whole sample ISC statistical map
was 0.92 already with 20 subjects and 0.95 with 30 subjects
indicating that ISC statistics maps converged rapidly towards
the whole sample ISC maps. As seen in Figure 7, the average
sensitivity of the ISC detection, when compared to the
thresholded ISC map with 130 subjects, was not particularly
high even with 30 subjects. However, the specificity of ISC
detections was close to 1 indicating that nearly all voxels
detected with small sample sizes were also detected in the
full 130-subject sample. This is not surprising and largely
replicates the findings for the GLM based analysis of the
event related GO/NOGO task in [17]. Also, our results were
in line with the studies on the reproducibility in the GLM
based analysis [16] recommending that more than 20 or even
more than 30 subjects should be used in fMRI group analysis.
Obviously, how many subjects are required for a particular
fMRI study ultimately depends on the experiment and the
guidelines provided by this work may not be applicable for
all experiments involving ISC analysis.
5. Conclusions
We studied the effect of sample size for ISC analysis to
determine how many subjects are needed for a reliable ISC
analysis.We also investigated how small sample is enough for
the ISC statistic to converge to ISC statistic obtained with a
large sample.We found that with 20 subjects the ISC statistics
were converged close to a large 130 subjects’ ISC statistic.
However, the reliability of unthresholded and thresholded
maps improved notably when the number of subjects was
increased to 30 subjects, which indicated that with this data
30 subjects ormore should be used with ISC analysis for truly
reproducible results. Finally, we emphasize that the required
number of subjects depends on the specific characteristic of
the experiment, including the expected effect size.
Additional Material
Three-dimensional statistical maps are available in the
NeuroVault service: http://www.neurovault.org/collections/
WTMVBEZP/.
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