Recommender systems usually rely on users' preferences. Nevertheless, there are many situations (e-learning, e-health) where recommendations should rather be based on their memory. So as to infer in real time and with low involvement what has been memorized by users, we propose in this paper to establish a link between gaze features and visual memory. We designed a user experiment where 24 subjects had to remember 72 images. In the meantime, we collected 18,643 fixation points. Among other metrics, our results show a strong correlation between the relative path angles and the memorized items.
INTRODUCTION
There are many areas where recommendations based on users' preferences are not sufficient. As an example, a recent study on Massively Open Online Courses (MOOCs) 1 shows that only 6.5% of users really achieve them. The length of the course appears to be the critical factor, since it is the same for every users. In this context, recommending resources that fit the active user's learning curve, in addition to their interests, may increase their satisfaction and the completion rate of the courses.
E-health is also a domain where it can be interesting to focus on memory. This would for instance allow to early diagnose neuro-degenerative diseases, by comparing the behavior of patients with the behavior of a healthy population. Nevertheless, modeling the memory of users in a traditional way can be very time-consuming and requires a high user involvement.
In this paper, we investigate the possibility to infer the 1 Katy Jordan, University of Texas, 2013 may http://techcrunch.com/2014/03/03/study-massive-onlinecourses-enroll-an-average-of-43000-students-10-completion/ Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). memorized items through gaze data. Within the frame of recommenders, eye-tracking systems are mainly used to infer user preferences [6] , to evaluate the accuracy of a recommender system [4] , or to evaluate users' learning strategy [1] . Some works investigated the link between gaze data and memory, but most of them focus on the recognition process [5] . We propose here to use gaze features to model what has been recalled by users.
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Section 2 offers a quick overview of the literature as regards eye-tracking usages to model cognitive processes. Section 3 is dedicated to the presentation of our experiment. Section 4 presents the analysis of the data and the results.
RELATED WORK
While most of works aim at understanding users' behavior from gaze data [8] , Steichen et al. [9] followed eye movements to infer users' characteristics, such as perceptual speed and working memory. There are two main methods of accessing memory: recognition and recall. Recognition is the mental process which consists in comparing and associating a current and past stimuli. Recall involves to remember a stimulus which is not physically present. In cognitive neuroscience, most of works are dedicated to recognition [5] . As an example, Borkin et al. [2] studied the memorability of charts, using the eye-tracking to monitor how users recognize them. In this paper, we carry out an on-going research on the way to predict what is recalled by users from gaze features. Papers focusing on recall include Bondareva et al. [1] who estimate the quality of users' learning process from gaze data, and Steichen et al. [9] who explore gaze patterns through differential sequence mining. However, these papers involve the creation of predefined Areas Of Interest (AOIs), which can hardly be applied generally. Thus, we expect to extend this latter work by finding correlations between gaze features and memorized items, without the use of predefined AOIs.
EXPERIMENT SETUP
Our hypothesis is the following: H1. The analysis of gaze features can reveal which items are recalled during human-computer interactions.
As this is a work-in-progress, our first step consists in studying if one or several of the gaze features are correlated with the memorization of items. In this section, we present the experiment we developed to validate this assumption. We took inspiration from Maxcey and Woodman [7] to show users a set of 72 images. Images were drawn from a set of 1,395 real-world objects [3] , subdivided into 93 categories Figure 1 : Difference between data and normal distribution containing 15 items. Categories were chosen for their strong salience. For each user, we randomly selected 12 categories, and 6 items per category. During a first step, images were presented one after another in a random order. Participants were instructed to study details on each picture for a later memory test. They were told that the test would require very detailed information, and that remembering only the category would not help. Each image was displayed during 5s, interleaved by a 500ms center fixation cross. After a short break, participants were instructed to describe on a sheet all the images they can remember from the first step, with no limit of time. Finally, they were asked to match their answers with memorized items by browsing the 72 images on a single page. The correct images have been categorized as "remembered", and all the others as "not remembered".
A Tobii X1 Light was used to monitor the subjects' eye movements and the software Tobii Studio was used to record the gaze data and transform them into fixations.
Twenty-four members participated in the experiment (10 females). They were between 23 and 62 years old (Mean = 32). Participants had normal or corrected-to-normal visual acuity.
DATA AND STATISTICAL ANALYSIS
Our data analysis proceeds in 3 steps. First, we gathered the fixation data from Tobii Studio. Then, we reconstructed the saccades from the transitions between the fixations. Finally, we dynamically built AOIs from fixation points, for each user and each image, with a simple clustering algorithm (DBSCAN). Let us notice that there were no predefined AOIs (such as specific regions of the images). Our AOIs only rely on the way users look at the images.
For all the users, a total of 18 gaze features (such as the sum, mean or standard deviation of fixation duration, or the saccade length) were computed and tested to find a potential correlation with the fact that images have been recalled or not. We first used an analysis of covariance (ANCOVA) to test data from all the images and all the users. However, the distribution of the data did not follow a normal form, as shown in Figure 1 .
Thus, we chose to apply a permutation test. The latter is a non-parametric test that fits better with our nonnormal distribution. The Table 1 summarizes the subset of gaze features that have a strong correlation with the fact of memorizing items. The sum of relative path angles and the number of fixations appear to be very good predictors of the memorization process, with respective residual sum of squares of 0.95 and 0.70. These results are significant at a 0.99 level, as shown in the third column of Table 1 . 
CONCLUSION AND PERSPECTIVES
Results showed that there is a direct link between some gaze features and the memorization of images. This reinforces our conviction that it will be possible to predict what the users remember, by using the gaze features. Among perspectives, we aim at building a model that can predict efficiently the memorization and adapt recommendations on these predictions.
