Abstract-Based on the concept of losslessness in digital filter structures, this paper derives a general class of maximally decimated Mchannel quadrature mirror filter hanks that lead to perfect reconstrnction. The perfect-reconstruction property guarantees that the reconstructed signal f ( a ) is a delayed version of the input signal x (n), i.e., 2 ( n ) = n ( n -a,,). It is shown that such a property can he satisfied if the alias component matrix (AC matrix for short) is unitary on the unit circle of the z plane. The number of channels M is arbitrary, and when M is two, the results reduce to certain recently reported 2-channel perfect-reconstruction QMF structures. A procedure, based on recently reported FIR cascaded-lattice structures, is presented for optimal design of such FIR M-channel filter banks. Design examples are included.
represent the synthesis filters. In the analysis bank, the incoming signal x( n ) is split into M frequency bands by filtering, and each subband signal is maximally decimated, i.e., decimated by a factor of M . The M decimated signals are then processed in the synthesis bank by interpolating each signal, filtering, and then adding the M filtered signals. In a typical application of such a system, the M decimated signals in the analysis bank are coded and transmitted. The motivation for such signal splitting and coding before transmission is a wellunderstood topic, and is covered well in the literature [1]-P I .
A common requirement in most applications is that the reconstructed signal 2 ( n ) should be "as close" to x ( n ) as possible, in a certain well-defined sense. The reconstructed signal in general suffers from aliasing error because the analysis bank filters Hk ( z ) that precede the decimators are not ideal. In practice, for a given set of analysis filters Hk ( z ) , the synthesis filters Fk ( z ) can be Manuscript received May 19, 1986; revised September 8, 1986 . This chosen so as to reduce the effect of this aliasing caused by the decimation operation.
It is well known that in two-channel QMP banks (i.e., M = 2 ) perfect cancellation of aliasing can be accomplished by a simple choice of the functions Fo( z ) and F1 (z ) [1]- [5] . For the case of M channels, if M is a power of two, tree structures with two-channel QMF banks can be built that are free from aliasing. For arbitrary M , approximate cancellation of aliasing can be accomplished in an elegant manner [SI-[lo] , whereas perfect cancellation of aliasing can be accomplished with somewhat more complicated synthesis bank filters [ 1 11-[ 151.
The most general expression for 2 ( z ) is of the form [31, Thus, T ( z ) represents the "distortion" caused by the alias-free analysis-synthesis system. An alias-free system is said to have no .amplitude distortion if T ( z ) is a (stable) all-pass function, whereas, if T ( z ) is a linear-phase FIR function; then the system is free from phase distortion. Depending upon the application in hand, it is always possible to choose the set of filters { Fk ( 2 ) 1 (for a given set of analysis filters { Hk ( z ) ] ) such that either the amplitude distortion is zero or the phase distortion is zero [ 
I]-
If an alias-free system is such that the quantity T ( z ) is a delay, then both amplitude and phase distortions are zero. Such QMF banks are called perfect-reconstruction banks and satisfy [131.
2(z) = cz-noX(z) ( 3 )
for some positive integer no. Here c is an arbitrary constant.
In principle, one can always set T ( z ) = z -~O in (lb) and invert the AC matrix in order to obtain the synthesis filters Fk (z) that would lead to perfect reconstruction. This approach, however, is of little use in practice as it often leads to synthesis filters of very high order which in addition are typically unstable. This motivates us to look at the perfect-reconstruction problem from other points of view that do not involve the inversion of the AC' matrix.
A simple way to obtain perfect reconstruction is to choose the analysis and synthesis filters according to-H k ( z ) = Z-k, Fk (2) = z -(M-1 -k ) ( 
4)
It is easily verified that such a choice satisfies ( 3 ) with no = M -1. (See Appendix A.) However, the filtering functions Hk ( z ) are trivial, and such a structure has little practical value.
A fundamental result has recently been established by Smith and Barnwell [6] who showed that two-channel perfect-reconstruction QMF banks.
can indeed be constructed, while at the same time accomplishing nontrivial FIR filtering functions Ho( z), Hl'( z) . The result is based on an important property satisfied by linear-phase FIR half-band filters, and the 'designs of H o ( z ) and Hl(z) are based on the spectral-factorization of an appropriately conditioned half-band filter. This problem has also been recently addressed by Mintzer [ 161. One of the main aims of our paper here is the extension of these perfect-reconstruction results for the case of M channels, with arbitrary 'M. Referring to the maximally decimated QMF structure of Fig. 1 
Moreover, if N -1 is the order of each of the filters Hk ( z ) , then the order of each of Fk ( z ) is also N -1.
The notion of polyphase networks in signal splitting and reconstruction 131, 1301 , [3 11 enables one to address many theoretical and practical issues in a unified manner [I 13- [13] . In this paper, we make further use of this tool by defining generalized polyphase structures which can be useful even when the analysis-bank filters are entirely unrelated to each other. The role of all-pass functions and losslessness in signal splitting and reconstruction applications has been noticed and analyzed by some authors in the past [ 111, [ 121, [ 3 2 ] , [34] , thus leading to IIR QMF banks with (no aliasing and) no amplitude distortion. Such IIR QMF banks do lead to phase distortion (because T ( z ) of (2) is an all-pass function in these examples) which can be compensated by an equalizer. In this paper, we take advantage of the result that multivariable FIR lossless functions can be appropriately employed in a QMF bank in order to reduce all types of distortion to zero, thereby resulting in perfect reconstruction.
Certain simple solutions to. the perfect-reconstruction problem, which are of restricted use, have recently been presented [11]-[13] and do not in general have FIR components.' The question of existence of perfect-reconstruction QMF banks for arbitrary M , with FIR analysis and synthesis filters, need not bother us. A simple example of such a system is obtained in Appendix A. More examples can be found in [ 151. However, our purpose here is to provide new solutions based on the observation that the concept of losslessness in digital networks 1171, [20] is closely related to the concept of signal reconstruction in maximally decimated QMF banks. Our results are such that the FIR filters in the analysis bank have the same length as those in the synthesis bank. In order to render the paper readable in a self-contained manner, we define the notion of losslessness in Section 11. We then review the fundamental two-channel perfect-reconstruction results 161 in order to place them in the context of the lossless structural framework. Section I11 introduces the general M-channel perfect-reconstruction circuit. This section derives a set of suflcient conditions for perfect reconstruction with arbitrary M . A set of necessary and suflcient conditions is also included in this section.
When M is a power of two, it is well known that tree structures based on the two-channel building blocks in [6] can be used in order to obtain perfect reconstruction. Section IV includes a proof that such Smith-Barnwell tree structures satisfy the set of sufficient conditions developed in Section 111. Such a proof is encouraging because it shows that the sufficient conditions we develop are not unduly restrictive, and do not disable us from obtaining good stopband attenuation for the analysis filters.
Since the design of the analysis bank in the two-channel The lattice structures are such that they automatically satisfy the set of sufficient conditions required for perfect reconstruction. Accordingly, if we optimize the parameters of this lattice, it is equivalent to finding the best set of transfer functions { Hk (z) 1 by searching only among the class of transfer functions that already satisfy conditions for alias-free perfect reconstruction. We feel that this is a major advantage of using the lattice structures in the optimization. A design example is included here. Finally, Section VI1 examines recursive QMF banks in the context of lossless matrices.
A. Notations Used in the Paper
Superscript T stands for matrix (or vector) transposition, whereas superscript dagger ( t ) stands for transposition followed by complex conjugation. Boldface italic letters indicate matrices and vectors. Superscript asterisk ( * ) stands for complex conjugation, while subscript asterisk denotes conjugation of coefficients of the function or matrix. The tilde accent on a function F ( z ) is defined such that, on the unit circle, P ( z ) = Ft (z). Thus, for arbitrary z, &) = F z ( z -' ) , and for functions with real coefficients, P ( z ) = ~~( z -' ) .
Since ouiwork was primarily motivated by the original contributions in [6] , these results are often referenced in this paper. For ease of reference, the perfect-reconstruction two-channel structure in [6] will be called the SmithBarnwell structure (and abbreviated as the SB structure). 
THE SMITH-BARNWELL
In essence, a lossless function or matrix is stable and is unitary on the unit circle. Such a T ( z ) can be looked upon as a multiinput, multioutput all-pass function. These concepts are discrete-time versions of the notions of lossless- Fig. 2 
is easily verified to be lossless, as it satisfies (5) . 
The term involving X ( -z) is the aliasing term and is required to be made equal to zero. In the scheme due to Smith and Barnwell [6] , the following relation between the transfer functions is enforced:* and H l ( z ) are constrained to satisfy ~~ ( 2 -l ) Ho(zj + H,(z-') H , ( z ) = 1, for all z.
( 10) Without loss of generality, N -1 can be assumed to be odd. (See Section V.) The conditions (7)-(9) are sufficient to enforce the following condition:
and thereby cancel aliasing. The relation (6) then becomes ' The relations (7)-(9) do not appear to be the same as those in [6] because we have displayed a causal version of those equations. ;z-(+l) [H,(z-') H,(z) + Hdz-') Hl(Z)] X ( Z ) (12) which in view of (10) reduces to (3) . In order to ensure that condition (10) indeed holds, a design procedure is proposed in [6] based on the spectral factorization of a linear-phase FIR half-band filter with positive amplitude response.
( z )
The AC matrix for a two-channel QMF bank is It can be verified that condition (7) implies that the columns of (13) are "orthogonal," that is,
Moreover, each column of (13) satisfies
as can be verified by employing (7) and (10). Properties (14) and (15) 
With such a choice of transfer functions, aliasing, is cancelled and we have [SI (16) and the fact that Ho( z ) is an odd-order filter with symmetric impulse response. In,order for H ( z ) to be lossless, it is again necessary to satisfy (10). But it is well known that two linear-phase FIR transfer functions Ho( z ) and H1( z ) cannot satisfy (10) unless they are trivial combinations of delays [29] .
In summary, the AC matrix in the Smith-Barnwell perfect-reconstruction structure is lossless, whereas the AC matrix in the standard two-channel alias-free structures is not3 except in trivial situations. 31n this paper, the term "standard two-channel QMF bank" stands for a structure as in Fig. 2 , with the transfer functions satisfying (16) 
B. Revisiting Polyphase Implementations of TwoChannel Structures
Let the transfer functions H o ( z ) and H , ( z ) be written in the form
Clearly such a representation is always possible. We therefore have
which shows that H ( z ) is lossless if and only if &E( z )
is lossless. In view of our earlier conclusions, it thus follows that & E ( z ) is lossless for the Smith-Barnwell scheme, whereas it is not for the standard QMF scheme. For the standard QMF structure it can be verified that
leading to the result
In order to develop a physical feeling for these properties, let us redraw Fig. 2 in terms of the E ( z 2 , matrix.
For the SB structure, (28) where ml = ( N -2 ) / 2 . Thus, Fig. 2 can be redrawn as in Fig. 3 . For the standard QMF structure,also, it can be verified, based on the relations (25), that Fig. 2 can be redrawn as in Fig. 3 . Based on standard identities for multirate systems [3] , Fig Fig.
5. The simplified equivalent structures'(a) for the SB QMF bank, and (b) for the standard QMF bank. "rJn--L3c'.' (Appendix A) that
which are, of course, well-known results.
sults by redrawing Fig. 3 as in Fig. 6 . This structure dif-analysis filters and synthesis filters are given by Notice finally that a ''polyphase" implementation re-which implies perfect reconstruction. Notice that the fers from the more well-known polyphase structures [3] (which have diagonal E ( z ) matrices).
MAXIMALLY DECIMATED M-CHANNEL PERFECT-
The interpretation of the two-channel SB structure as in 
(32) 
The above argument therefore establishes the following result.
Property 3.2:
The maximally decimated M-channel QMF structure of 
In fact, we can state the following.
Property 3.3:
Let the AC matrix H ( z ) be lossless.
Then the structure of Fig. 1 gives rise to perfect reconstruction if and only if Fk ( z ) are related to Hk ( z > as in (45) where c is an arbitrary constant.
Notice, as a verification, that for the case of M = 2, the SB structure satisfies property 3.3. The importance of this property is that, if we know how to choose Hk (2) such that H ( z ) is lossless, then there exists a unique way to choose Fk ( z ) so that the reconstruction is perfect. Notice also that if H ( z ) is lossless but Hk ( z ) not FIR, then Fk (2) in (45) (48 1 Fig. 1 can therefore be redrawn as in Fig. 10(a) . Letting P ( z ) = R ( z ) E ( z ) , Fig. lO(a) can be redrawn as in Fig.  10(b) . What is a set of necessary and sufficient conditions on P ( z ) so that (3) holds? In order to answer this question, first note that k(z) can be expressed as ( 1.
(61)
(53) Fig. 11 shows a example where ko = 7, and M = 5 so Given an FIR analysis bank (forwhich E ( z ) has polyfor all n except when n satisfies rise to perfect reconstruction if R ( z ) given by
(55) (57' RHS of (63) has no positive powers of z.
where kol is such that
Under this condition, with
In summary, P (z ) takes on the form
where Z, is the ( M -koo) X ( M -koo) identity matrix and Z, is the koo X koo identity matrix. If koo = 0, then P ( z ) is proportional to the identity matrix, but more gen-whence erally, a nondiagonal P ( z ) is permissible. We summarize these results as follows. Lemma 3.2: Consider a maximally decimated M-chan-
ne1 structure as in Fig. 1 (32) and (47), respectively. Then the structure struction banks for arbitrary M has also been independently noted in [ 151.
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An obvious choice of R ( z ) in order to get perfect reconstruction is R ( z ) = so that 
where N -1 (which must be odd) is the order of the lowpass filter A,( z ) . Since the two-channel prototype has perfect-reconstruction property, repeated application of this property shows that the tree structure also has this property. It can be verified that q z ) = z (2) (74)
for such tree structures.
In Section I1 we saw that the two-channel SB structure has a lossless AC matrix. In Section I11 we found that for arbitrary M , if H ( z ) is lossless, then there exists a unique way to choose F k ( z ) so as to obtain perfect reconstruction. In this context, it is natural to raise the following question: does the tree structured SB QMF bank also exhibit a lossless AC matrix? The answer is in the affirmative as one might intuitively expect (but is not entirely obvious) and can be established as follows.
The tree structure can be drawn in an equivalent parallel form as in Fig. 1 . Such a redrawing is demonstrated in Fig. 13 for M = 4, and is justified because of wellknown equivalence relations for multirate systems [3, ch.
It can be seen, in general, that the kth analysis filter
Hk (z) of the equivalent parallel structure for M = 2L is given by
is the "binary representation" of the integer k, i.e.,
For example, in Fig. 13 , H 2 ( z ) = A , ( z ) Ao(z2). Similarly, the kth synthesis filter Fk ( z ) of the equivalent parallel structure is given by
In view of the relations (72) and (73), we obtain from (75) and (78) the following relation:
where p = ( N -l ) ( l + 2 + 4 + . " + 2 L -' ) ( 8 0 )
Thus, the equivalent parallel structure' satisfies the relation (45). Moreover, we know that it has perfect-reconstruction property because (74) holds. So, by invoking property 3.4 of Section 111, it is immediately clear that the AC matrix H ( z ) is indeed lossless. where Go( ej") is the amplitude response and is as shown in Fig. 14. This response exhibits symmetry with respect to ?r /2; in particular, w, = a -wp, and A1 = 82 = 6.
V. RELATION BETWEEN MTH BAND FIR FILTERS AND M-CHANNEL PERFECT-RECONSTRUCTION QMF BANKS

Accordingly, G ( z ) satisfies
G ( z ) + ( -l ) N -l G ( -z ) = z -(~-' )
. Let Ho(z) be a spectral factor of G , ( z ) , and define H l ( z ) as in (7). [Clearly, H l ( z ) is then a spectral factor of G , ( -z ) .] Then (10) is satisfied automatically (up to a scale factor) because of (83). The order of G ( z ) can be estimated depending upon the required stopband attenuation of Ho(z). This then is the essence of the design procedures described in [6] and [16] . The impulse response g ( n ) of G ( z ) satisfies the'condition g ( n ) = 0 if [ n -( N -l ) ] is a (nonzero) even number. This follows from (82). Accordingly, if N -1 is even, then g ( 0 ) = g ( 2 ( N -1 ) ) = 0 anyway, and hence, N -1 can be assumed to be odd without loss of generality.
(82)
If we now construct G , ( z ) k G ( z ) + & z -(~-
In. designing the analysis bank filters of an M-channel perfect-reconstruction QMF structure, the above approach based on half-band filters can be extended. A digital Mth band filter E211
is a linear-phase (low-pass) FIR filter with cutoff' frequency nearly equal to T / M , and satisfies L -1 2 g ( n ) = 0 , n ----nonzero multiple of M.
(84)
We assume g ( n ) to be real for all n. For convenience of discussion, define a zero-phase FIR filter
Because of (84), G l ( z ) satisfies the condition 
In view of (86), the spectral factors therefore satisfy the condition This condition is an extension of (10) which was satisfied by the two-channel SB structure. Accordingly, if we neglect the aliasing effects in an M-channel QMF bank, and design Hk ( z ) in the above manner, then the choice of synthesis filters as in (45) ensures perfect reconstruction. Perfect-reconstruction results, under the assumption that aliasing'is negligible, can be found in [35] . Let us now explore the aliasing problem when the filters are chosen in this particular manner. Replacing z with
zW-', (88) implies
Consider an M-channel QMF bank as in Fig. 1 
I.e., The magnitudes of Ho( z), H I (z), and H I , * ( z -l ) Ho( z) on the unit circle are sketched in Fig. 15 . In Fig. 15(c) is shown the typical appearance of the magnitudes of the quantities appearing in the summation of (92). It is clear that if H o ( z ) is a good low-pass filter with cutoff n / M , then there is hardly an overlap between the successive waveforms in Fig. 15(c) , unless M = 2. Accordingly, for M > 2, it is not possible to satisfy (92), unless H,(z) is a "poor" low-pass function which would permit overlap between adjacent spectral shapes in Fig. 15(c) . But for subband coding applications, the stopband rejection of Hk (2) is of crucial importance [3] .
In conclusion, if we design Hk (z) by spectral factorizing an Mth band filter, and if Ho( z ) is a sharp-cutoff filter with reasonably large stopband attenuation, then H (z) cannot be made lossless unless M = 2. Now, property 3.4 says that if (45) Finally, notice that the spectral factors Hk (z) defined in (87) will have complex coefficients except when k . = 0, and hence, the subband signals for such a scheme would be complex, even for real signals. This would not always be desirable.
In the next section we turn our attention to better design procedures which ensure that H (z) is lossless (hence permitting perfect reconstruction), at the same time permitting H,(z) to have arbitrarily sharp cutoff and large stopband attenuation. In addition, all transfer functions Hk (z) have real coefficients. [ 18]-[20] for the implementation of FIR filters and filter banks based on lossless building blocks. The basic ideas of such a technique can be exploited in order to design the analysis (and synthesis) bank filters of the perfect-reconstruction QMF structure. We include here a self-contained but brief description of the procedure for doing this.
VI. DESIGN BASED ON NUMERICAL OPTIMIZATION OF LOSSLESS FIR LATTICE STRUCTURES A technique has recently been proposed
Consider again the QMF structure of 
A simple means, therefore, of obtaining an M X M lossless system E (z) is indicated in Fig. 16 , which is a cascade of two kinds of lossless building blocks. The building blocks K j are constant unitary matrices, i.e.,
(93 1
In this section we consider QMF banks with real coefficients, hence, Kj have real coefficients (i.e., they are orthogonal matrices).
The second type of building blocks Ai (z) which separate successive K j are diagonal matrices with delay ele- 51n the case of FIR filters, the term "lossless" is synonymous with "unitary on the unit circle of z-plane" because stability is automatically guaranteed.
VAIDYANATHAN: M-CHANNEL MAXIMALLY DECIMATED QMF
If we employ the M-input M-output system of Fig. 16 in place of E ( z ) in Fig. 7 , then perfect reconstruction is guaranteed! It only remains to adjust the parameters' of the matrices Ki such that Hk ( z ) will have good attenuation characteristics. This can be accomplished by nonlinear optimization techniques, and some details are included in this section. It should be noticed that once H k (z) are computed in this fashion, the designer has the choice of either using the structure of Fig. 7 (with E (z) as in Fig.  16 ), or simply implementing f& (2) in direct form and obtaining the structure of Fig. 1 [the filters Fk ( z ) can be obtained from Hk ( z ) as in (45)]. In either case, the reconstruction is perfect (as long as signal rounding effects and coefficient quantization are small enough to be ignored).
A. An Optimization Procedure
Ki is as a sequence of planar rotations. . . .
where Zk are identity matrices of appropriate dimensions (not necessarily equal to the subscript k ). It should be realized that (95) gorithms .
We now demonstrate this procedure with an example for the case of three channels.
A Design Example: Let M = 3. In this example, we constrain E (z) to be as in Fig. 17 , so that R i ( z ) are as in (94). We restrict K, to be as in (99, i.e., The lattice structure implementing Ki is shown in Fig. 18, where kl,i = cos el,;, kl,i = sin Ol,i, k2,i = cos OZ,;, kz,i = sin f 3 2 , i . The three transfer functions H o ( z ) , H l ( z ) , and H 2 ( z ) of the analysis bank (Fig. 19) are automatically guaranteed to satisfy the condition because the losslessness of E (z) [induced by the orthogonality of (96) The quantity E depends on the desired stopband edges.
The function 4 involves only the stopband energies of the various transfer functions. However, if we minimize 4 , it automatically ensures good passband responses, since the constraint (97) is enforced by the structure of Fig. 17 . For example, in the frequency region (0, 7r / 3 -E ) , I Hl( ej") I and I Hz( e'") I are "small," since 4 is minimized. Accordingly, I Ho( e J W ) I is close to unity, because of (97).
The minimization of 4 can be accomplished by invoking a nonlinear optimization software package. We employed a routine (called ZXMWD) of the IMSL software package [27] , which is based on a modified quasi-Newton technique [28] . In order to invoke this routine, the user supplies a subroutine that computes # I for a given set of values of &. (The user is not required to supply the gradient.) Such a subroutine should first compute the coefficients of the polynomials H o ( z ) , H l ( z ) , Hz( z ) , and then evaluate 4. The computation of the polynomial coefficients can be done recursively as follows (see Fig. 21 ). Recursion:
R~-I ( Z ) .
( 9 9~)
Initialization:
In the above equations, ki,m = cos 8i,rn and ki,,, = sin Bi,m.
At the end of the recursion we obtain the polynomials 
H&)
which enables us to compute 4 in (98). The order of H k ( z ) Table I shows the parameters ki,m and fii,,, whereas Table I1 shows the impulse response coefficients of Hk ( z ) . The synthesis filters can be taken to be Fk ( z ) = z-14Hk ( z -l ) , in order to obtain perfect reconstruction. (Note that Fk ( z ) have the same order as the analysis filters.) Even though the'attenuation in Fig.  22 is not sufficient for standard QMF applications, this can be improved by increasing the number of stages L -1 in Fig. 17 so that the analysis bank has a higher order. The way in which the objective function is defined in (98) is such that, upon convergence of the optimization algorithm, I Hz( e'") I is the image of I Ho( ej") I with respect to ~/ 2 , and moreover, 1 H I ( e;") I is symmetric with respect to K /2. This can also be seen from Fig. 22 . Accordingly, once the optimization converges, we will have I H2( ej") I = I Ho( -ej") I. This does not necessarily imply H 2 ( z ) = +Ho( -z ) , and the fact that this is (approximately) the case in Table I1 is only a coincidence. In fact, the lattice structure itself does not even impose the restriction I H2( ej") I = I No( -ej") I. Next, from Table I1 we see that I H2(ej") I is only approximately equal to I Ho ( -e;") 1, but this relation can be made-more exact simply by requesting a more stringent convergence criterion for optimization. We wish to emphasize, however, that perfect-reconstruction property will be exactly satisfied even if the optimization is inaccurate, simply by virtue of the fact that the transfer functions are derived from the lattice structure. Thus, perfect reconstruction is structurally induced. The values of dj,j determine only the shapes of the individual Hk ( z )'s. 
0.000000000
In order to demonstrate the perfect-reconstruction property of the QMF bank characterized by the parameters in Tables I and 11, simulated on a computer. With the input x ( n ) taken as an impulse function 6 ( n -k ) with k = 0, 1, and 2, respectively, the response R ( n ) is shown in the three columns of Table 111 . This response is clearly an impulse (up to an accuracy of at least 10 significant decimal digits). Since the columns of Table I11 are successively shifted versions, the time invariance of the complete system is demonstrated (thereby demonstrating alias cancellation). Table  IV shows an arbitrary input x( n ) and the reconstructed signal R ( n ) . It is clear that R ( n ) is a delayed version of x ( n ) . These two tables thus demonstrate the perfect-reconstruction property. Finally, Fig. 23 
R ( z ) / X ( z ) .
Evidently, I T ( e j " ) I = 1 for all w, in accordance with perfect-reconstruction property.
B. Comments and Further Generalizations
In a practical implementation of a perfect-reconstruction system, there are three additional sources of error.
First, the elements characterizing the matrices Kj have to be quantized, which means they will not be exactly orthogonal. Second, there is computational roundoff noise when the analysis and synthesis banks are digitally implemented. Finally, since the subband signals themselves are encoded before transmission (and subsequently decoded at the synthesis end), the coding error gets reflected in the reconstructedsignal. These three errors are ignored in this sequel, as they require further study.
A considerable amount of work remains to be done in connection with improved optimal designs of Hk (2) . First, the matrices in (95) and (96) are not the most general orthogonal forms. (For example, a general 3 X 3 orthogonal matrix requires three planar angles in order to be completely characterized.) More general orthogonal forms can offer improved stopband attenuations for the same order N -1. Second, there is no reason in practice to restrict oneself to the simplified form of Ai ( z ) as in (94). Finally, losslessness of H ( z ) (which is the basis of obtaining the above optimization procedure) is itself only a sufficient (rather than necessary) condition for perfection of reconstruction, and the question is whether we can obtain more efficient designs in other ways.
As in most nonlinear optimization problems, it is possible to have local extrema, and it is judicious to try out several initial parameter estimates in order to obtain a solution that is (reasonably close to) the global minimum.
Explicit computation of the gradient of 4 (rather than gradient-approximation using differences) is often preferred 1281 in the procedure for optimization of 4. Gradient computation is rendered easy in the case of our objective function because of the way in which the Bk,i parameters enter (95) The objective function obtained by replacing (102) with (103) is precisely the gradient d 4 / d B , , i . In the design example reported above, this gradient computation has not been utilized.
Summarizing, the design results presented in this subsection are by no means the best in the sense that more general orthogonal matrices can be used during optimization, and Ai ( z ) can be more general than in (94). The example is meant only to demonstrate the basic result on perfect reconstruction in maximally decimated QMF banks for arbitrary M . The scope for improvement is wide.
VII. SIGNAL RECONSTRUCTION IN QMF BANKS WITH
RECURSIVE FILTERS In Section I11 it was indicated that, under certain (rather stringent) restrictions, it is possible to obtain perfect-reconstruction IIR QMF banks. More useful solutions in the IIR case can be obtained if phase distortion in the reconstruction process can be tolerated. This can be accomplished by forcing T ( z ) in (2) to be (stable) and all-pass.
Examples can be found in [11]-[13] , [32] , and [34] . In this section we wish to indicate a general means of accomplishing this, based on the losslessness concept.
The inverse of the AC matrix is
H -' ( z ) =
Adj H ( z )
where A ( z ) = det H (2) 
E -' ( z ) =
Adj E ( z )
B (2) and B ( z ) = det E (2). Then VIII. SUMMARY AND CONCLUSIONS In this paper we have considered maximally decimated M-channel parallel QMF structures of the form shown in Fig. 1 . We showed in Section I11 how perfect reconstruction can be accomplished by restricting E ( z ) to be .FIR and lossless (i.e., unitary on the unit circle). This is equivalent to forcing the AC 'matrix H ( z ) to be FIR and lossless. A lossless AC matrix H ( z ) implies that the analysis filters { Hk ( z ) ) satisfy the "power-complementary'' property, i.e., IHo(ejo)o + [Hl(ejw)IZ + * * + IHM-l(kj")I = 1.
( 109 )
Conversely, (109) does not imply that H ( z ) is lossless and is by no means a sufficient condition for perfect reconstructibility . In Section I11 several properties pertaining to perfect reconstruction were presented and, based on some of these, it was also verified in Section IV that the tree structured SB QMF bank has a lossless AC matrix.
We feel that for M > 2, the problem of designing Hk ( z ) should not be approached from the point of view of spectral factorization of Mth band filters, because such an approach cannot lead to Hk ( z ) with good stopband attenuation if H ( z ) is at the same time forced to be lobsless.
The results of Section VI place in evidence one method for obtaining a set of analysis filters which satisfy the sufficient conditions for perfect reconstruction. A procedure has also.been presented whereby the coefficients of such an FIR analysis bank can be optimized in order to provide a good stopband attenuation for each of Hk (2). The optimization problem in Section VI opens up several possibilities for improving the design algorithm, and some of thes,e are currently under study.
APPENDIX A Consider the M-channel structure shown in Fig. 24 . It is easily, seen that (z) in this figure is given by
M -1
From here we can deduce that the structure is.free from aliasing if and only if Sk ( z ) is independent of k , i.e., S, ( e ) = S(z) for all k . This also provides a simple example of a perfect-reconstruction system.
APPENDIX B '
Let fi ( z ) be lossless. Then
HT,(z-') ~( z )
= I , for all z. 
