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 The accurate land use land cover (LULC) classifications from satellite 
imagery are prominent for land use planning, climatic change detection and 
eco-environment monitoring. This paper investigates the accuracy and 
reliability of Support Vector Machine (SVM) classifier for classifying multi-
spectral image of Hyderabad and its surroundings area and also compare its 
performance with Artificial Neural Network (ANN) classifier. In this paper, 
a hybrid technique which we refer to as Fuzzy Incorporated Hierarchical 
clustering has been proposed for clustering the multispectral satellite images 
into LULC sectors. The experimental results show that overall accuracies of 
LULC classification of the Hyderabad and its surroundings area are 
approximately 93.159% for SVM and 89.925% for ANN. The corresponding 
kappa coefficient values are 0.893 and 0.843. The classified results show that 
the SVM yields a very promising performance than the ANN in LULC 
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1. INTRODUCTION  
In recent times, satellite images are delivering an enormous source of information for studying the 
spatial and temporal variability of environmental conditions. It can be utilized  in a number of applications 
which consists of  making  of mapping products for military and civil purposes, exploration, nursing of land 
use land cover [1], assessment of environmental damage, radiation level check, soil test, growth directive, 
crop outcome increment and urban planning. These multispectral images can be used mainly in the course of 
classification and also in mapping of vegetation over extensive spatial scales. This is because multispectral 
image classifies land cover and land usage features such as vegetation, water, oil, forests and urbanization, it 
also delivers very good scope and mapping. This kind of classification technique replaces the traditional 
classification techniques [2]. As many environmental and socio-economic proposals are based on these 
classification results, researches and studies on these satellite image classifications have centralized the 
concentration of the scientific community. A classification technique classifies relevant components or 
classes of land cover sections over a particular area [3]. Multi spectral images primarily consists the data that 
is collected over a wide range of frequencies and it changes for different locations [4]. This overall peculiar 
nature of satellite image data can be related to the spectral features that correlate with the spatial features 
belonging to the same band and this is called as spatial correlation. Classification of land use and land cover 
using remote sensing imagery is tough because of compound landscapes and also the spectral and spatial 
resolution of the satellite images. 
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Satellite image classification can be primarily considered as a combination of both image clustering 
and classification methods [5]. At present there are many image classification techniques being introduced 
under different categories like pattern recognition and image analysis [6]. Under some circumstances, the 
process of classification might be considered as an entity of analysis, but in other cases it is considered as a 
centre stage in complicated cases like degradation of land rules, landscape modeling, process studies, 
environment monitoring and management of coastal zones.  
To overcome various problems of image classification great literatures of supervised techniques are 
created [7]. Among them „Maximum likelihood‟ classifier is one statistical technique that was used 
previously for the classification process. But at present, artificial intelligence technique is applied to satellite 
image classifications [8]. To increase the precision of classification different techniques have been  
presented [9], but scientists have put great efforts in finding out an efficient system and method for increasing 
the accuracy of classification.  
Primary focus of this research is to classify multi spectral image into land use and land cover. 
Characteristic features of land surface can be related to land cover [10]. Things that we can consider as land 
cover can be natural, semi natural or complete manmade structures that are observable. Whereas land use can 
be considered as usability of land, socio-economic activities like agriculture [11]. These are the commonly 
used classes of usage. Classification of land cover is one of the major inputs when considered in planning at 
local, regional and national levels. Here, an efficient classification technique is proposed to classify remote 
sensed images into land cover and land use by using SVM classifier [12]. This technique comprises of four 
phases namely: pre-processing, clustering based segmentation, training data selection for SVM and 
classification using trained SVM. As, the satellite image cannot be fed directly into SVM for training and 
testing, initially pre-processing is to be done so that image can be converted preferably for the process of 
segmentation. Later, fuzzy incorporated hierarchical based clustering algorithm is used for segmenting the 
image into clusters. After that centroid of each cluster is subjected to trained SVM and ANN Classifiers 
respectively [13]. 
This paper is discussed under five different headings. In section 2 Support Vector machine 
technique is elaborated. Section 3 presents the proposed technique and study area. Section 4 presents the 
experimental results and discussion. Section 5 gives the conclusion. 
 
 
2. RESEARCH METHOD  
2.1. Support Vector Machine (SVM) 
SVM is one of the statistical based classifier. SVM sections mainly relate to the decision surface 
that magnifies the boundary among the classes. These surfaces are termed as optimal hyper plane and the 
data points that are close to the hyper plane are termed as support vectors. When we are considering the 
training set, support vectors are very important. Deviations of SVM are stated below. 
1) By utilizing nonlinear kernels, SVM can be altered to a non linear classifier. 
2) By grouping large number of binary SVM classifiers, multi classifier can be acquired. 
Pair wise classification strategy is generally utilized for the purpose of multiclass classification. The 
output of SVM classification is the decision values for each pixel having a place with every individual class 
and it is mostly utilized for probability estimates. 
When a binary class is considered, this classifier will possess a hyper plane that gradually decreases 
the distance from its nearby pixels belonging to each class with respect to the hyper plane. This classification 
can be defined as follows: Consider there are N training samples and they can be represented by set of pairs 
)}......,3,2,1),,{( Niyx ii   where i
x
 the class label of value is 1  and i
y
   n where it shows the 
vector comprising of n elements. Basically classifier function is given by 
xyf );( 
where α, is the 
measure of classifier element. Figure 1 shows Representation of maximum-margin hyper plane and margins 
for SVM trained with samples belonging to two classes. 
There is an optimum separating hyper plane that was found out by SVM algorithm in such a way 
that: 1) Samples consisting of labels ±1 are situated on either side of the hyper plane. 2) The distance of 
nearest vector which is termed as optimal margin which are closer to the hyper plane is called as a support 
vector. 




 are the parameter 
factors of hyper plane. The inequality 
0. byw
 basically denotes vectors that are not on the hyper plane, 
so the classifier is usually represented as
)..();( bywsgmyf 
 Support vectors basically lie on the 
two hyper planes, which are parallel to optimal hyper plane, of equation
1. byw
. Maximization of 
                ISSN: 2088-8708 
IJECE  Vol. 7, No. 3, June 2017 :  1180 – 1187 
1182 
margin with these equations of two support vector hyper planes mainly contributes to the following 






Mibywxi ,.......,2,1,1).(  . 
For the purpose of classifying the satellite image into land use and land cover effectively, we use 





Figure 1. SVM classification for two different classes with margin levels 
 
 
2.2. Hybrid Technique (Fuzzy Incorporated Hierarchical Clustering) 
Here Hybrid technique will improve the drawbacks of both hierarchical and FCM clustering 
methods. This method is called as Fuzzy incorporated hierarchical clustering (Hybrid Technique). By using 



























Figure 2. Methodology flow chart 
 Landsat-8 image  
Pre-processing stage 
Training sample selection  
Classification using SVM 
classifier  
Accuracy assessment of 
classified output 
Final classified output  
Comparative 
analysis  
Hybrid clustering method 
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As the satellite images cannot be fed directly into the SVM classifier for the purpose of training and 
testing. The input Landsat-8 image should undergo pre processing procedure so that image can be changed 
for further processing. In the second step of pre processing the given image is considered from RGB to Lab 
colour space which can be further segmented by using hybrid clustering technique. Figure 2 shows the block 
diagram for the proposed technique is shown below. 
The resulting image that is obtained after pre processing consists of thousands of pixels and to 
classify based on singe pixel is a great task and also it is time consuming.. Hence, we group the pixels into 
clusters and for each cluster centroid is selected. This centroid will represent all pixels in a given cluster. 
Every pixel in a cluster will have nearly same pixel value and it differs only by the centroid value just by 
small amount. By classifying the centroid will indirectly classify all the pixels in a cluster. This in return 
decreases the inputs to the classifier system which mainly reduces the complexity and also time.  
Now, we discuss about training data selection that is given to the SVM classifier for the purpose of 
classification. Classification is done effectively by making use of featured colours in the multispectral image. 
Every data element present on earth has a specific colour by which it is described. In-order to classify the 
given multispectral image using the SVM classifier, we use the colours of these earthly elements. Specific 
colours in the image represents for „land use‟ and few for „land cover‟. After identification colour details are 
given to the SVM classifier for further classification purpose. Figure 3 shows the Chart describing colours 
with which elements of the earth are represented. 
The Figure 3 mainly describes different colours and it‟s representation in satellite image. It also 
shows the classification of land use and land cover. Data elements that come under land use are roofs, 





Figure 3. Chart describing colours with which elements of the earth are represented. 
 
 
3. RESULTS AND ANALYSIS  
3.1. Study Area 
Here in this section we discuss about the multispectral satellite images. These images are captured 
from the Landsat-8 satellite. This observation satellite which is an American Earth satellite mainly consists of 
nine spectral bands. Among these bands, band 1 to band 7 have a spatial resolution of 30 meters and the 
resolution for band 8 is 15 meters and this band is panchromatic. Ultra-blue which is band 1 is mainly used 
for aerosol and coastal studies. Table 1 Shows all band Specifications of LandSat-8 Satellite. 
Figure 4 shows all bands of the input multispectral satellite image of Hyderabad district in the year 
2014 which was taken from the Landsat-8 satellite. Considering all 8 bands of the input image, Hyderabad 
city and its surroundings region is cropped based on its latitude and longitude values by the help of 
Hyderabad city and its surroundings topo-sheet. All these 8 bands are stacked to acquire the complete 
information provided by them. 
The methodology is tested on a Landsat-8 RS image which is shown in Figure 5 which is high 
resolution Gray-scale and false coloured RS images of Hyderabad city and its surroundigs which are obtained 
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Table 1. Landsat-8 Band Specifications 
 






















































































Figure 4. Input satellite image (Hyderabad district: year - 2014) 
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3.2. Classification Results: 
The study area was categorized into four land types, i.e. vegetation, Urban, water, and others (dry 
land, rock etc...) using the same region of Interest (ROI) training samples and covering a majority of the land 
cover features. Later, the training samples are considered for clustering Hyderabad city and its surroundigs 
area into classes using Fuzzy Incorporated Hierarchical clustering technique.  
The classified images of GHMC using ANN and SVM classifiers are shown in Figure 6. In  
Figure 6, we can see different colors each color represents different class. In classification of Hyderabad city 
and its surroundigs area we considered four classes such as urban, vegetation, water and others. In Figure 6, 
red color indicates urban area, Green color indicates vegetation, Blue color indicates water and Yellow color 
indicates others. 




Figure 6 (a) Classified image using ANN classifier (b) Classified image using SVM classifier 
 
 
3.3. Accuracy Assessment 
In this section, we present the performance evaluation results of the proposed technique. Here we 
have evaluated and compared the results with various clustering algorithms and also with various classifiers. 
The first part in this section, deals with the comparison with various clustering algorithms. In the later part, 
evaluation and comparison is made by comparing various classifiers. A detailed analysis, followed by the 
evaluation graph is made in each part. Analysis made and results obtained clearly demonstrate the efficiency 
of the proposed approach in classifying the multispectral image into land use and land cover regions.   
The overall accuracy is the percentage of correctly classified pixels. Kappa coefficient is another 
criterion classically used in remote sensing classification to measure the degree of agreement and takes into 
account the correct classification that may have been obtained by chance by weighting the measured 
accuracies. 
 
3.3.1. Evaluation using different Clustering Algorithm 
For performance evaluation, the proposed technique (proposed clustering + SVM) is evaluated with 
the traditional clustering algorithm (proposed clustering + ANN). The accuracy value is computed by 
dividing the total number of similar pixels identified as land use to the number of pixels in the land use 
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Here, Table 2 and 3 show the confusion matrices of the different methods i.e. ANN and SVM in 
land use classification. Among the two classified outputs the interesting observation was that the SVM got 
good classification results than ANN with an overall accuracy of 93.159% for SVM and 89.925% for ANN. 
The kappa coefficient values are 0.893 and 0.843 for SVM and ANN respectively. The obtained results are 
compared based on their accuracies of individual classes and it is indicated in Table 4. 
 
 
Table 4: Comparison of Classification Accuracies 
 
Overall Identified Pixels (%) 
ANN SVM 
Vegetation 93.00% 95.458% 
Urban 90.724% 93.887% 
Water 93.88% 99.10% 
Others 77.575% 83.68% 
Overall Accuracy 89.925% 93.159% 
Kappa 0.843 0.893 
 
 
From above table it is observed that the SVM classifier has detected all classes such as Vegetation, 




In this paper, we explored the accuracy and reliability of SVM classifier for classifying multi-
spectral image of Hyderabad city and its surroundigs area, India and also compared its performance with 
ANN classifier. Here in SVM, we have used an efficient image clustering technique named Fuzzy 
CLASS Vegetation Urban ater Others Total 
Vegetation 504294 2374 1178 20442 528288 
Urban 21778 525317 567 11856 559518 
Water 299 0 33088 0 33387 
Others 16179 15677 0 163351 195207 
Total 542550 543368 34833 195649 1316400 
CLASS Vegetation Urban ater Others Total 
Vegetation 491342 10124 2001 24821 528288 
Urban 21480 507616 17566 12856 559518 
Water 2047 0 31340 0 33387 
Others 23989 19786 0 151432 195207 
Total 538858 537526 50907 189109 1316400 
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Incorporated Hierarchical clustering to cluster the multispectral remote sensed satellite images. And their 
classification accuracies were compared using the Confusion matrix analysis.  
The overall accuracies of LULC classification of the Hyderabad and its surrounding area are 
approximately 93.159% and 89.925% and the kappa coefficients are 0.893 and 0.843 for the ANN and SVM 
classification methods respectively. Although these LULC classification results classified by the ANN and 
the SVM both achieve relatively high accuracy and is adequate enough for the study on urban land use/cover 
classification, a great number of uncertainties exist in the practice due to many influencing factors such as 
training ROI selections, atmospheric situations, underlying surface conditions and mixing pixel effects. 
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