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We present an algebraic solution for the Susceptible-Infective-Removed (SIR) model originally
presented by Kermack-McKendrick in 1927. Starting from the differential equation for the removed
subjects presented by them in the original paper, we re-write it in a slightly different form in order
to derive a formal solution, unless one integration. Then, using algebraic techniques and some
well justified numerical assumptions we obtain an analytic solution for the integral. We compare
the numerical solution of the differential equations of the SIR model with the analytic solution
here proposed, showing an excellent agreement. Finally, the present scheme allow us to represent
analytically two key quantities: time of the infection peak and fraction of immunized to stop the
epidemic.
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I. INTRODUCTION
The Kermack-McKendrick model [1] or commonly
called the SIR model is a cornerstone of the theoreti-
cal mathematical models applied to the dynamic of dis-
ease spreading, or simply epidemic models. Presented
in 1927 in the Proceeding of Royal Society A, soon be-
came evident that it represents an excellent frame for the
understanding of the behavior of epidemics.
The basic reproductive number R0 = βτ , the infec-
tion curve (that is the asymptotic number of removed as
function of R0) are concepts that found in the SIR model
the basement that provide the perfect sense, origin, and
explanation. It is true, however, that real epidemics are
hardly described strictly in terms of the SIR model (or
one of the variants like SIS, SIRS, etc). Nevertheless, it is
almost impossible to “speak” the language of the mathe-
matical description of epidemics at any level of complex-
ity, without having the SIR model in mind. If a physics
metaphor could be applied, we would say that the SIR
model is for epidemics dynamics as the harmonic oscilla-
tor is for physics. But the metaphor can not be sustained
at all levels because different from the given physical ex-
ample, the SIR equations lack an analytic solution. To
obtain the time evolution of the S, I, and R quantities
we have to resort on numerical integration of the finite
differences representation of the SIR equations. Fortu-
nately, from the 1980, the increasing power of affordable
computers made the finding of numerical solutions a triv-
ial task, avoiding all the pain of obtaining them by hand
or with the help of pocket calculators. But the present
facilities do not diminish the beauty and intellectual sat-
isfaction of an analytic solution. In this contribution we
∗ alexsandromc@unisinos.br
† sgonc@if.ufrgs.br
present a close solution for the classical SIR model as was
formulated by Kermack-McKendrick.
Except for the SIS model, the simplest of all epi-
demic models, whose differential equations, because of
the S + I = 1 constrain, end up to be a single and solv-
able one, the Riccati equation, all the others, remark-
ably the SIR one, which was the originally presented by
Kermack-McKendrick, lack a close analytic solution for
their differential equations [? ].
While analytic tools like stability analysis, asymptotic
analysis, or phase diagram analysis can be used to get
some insight into the behavior of these models, by close
analytic solution we mean the temporal evolution of the
number of infectives or susceptibles, and this is what we
want to pursue in this contribution. In doing this task we
first present a solution which is exact and closed except
for one integral. To cope with the integral, regarding the
denominator as a Taylor series or polynomial, it is then
represented as a partial fraction expansion. From that
expansion, after making an approximation which is then
numerically well justified, we arrive at the final solution
of the SIR model.
II. SIR MODEL AND THE INTEGRAL FORM
The differential equation of the Kermack-McKendrick
model are:
dS
dτ
= −R0SI
dI
dτ
= R0SI − I (1)
dR
dτ
= I,
where S, I, and R represent respectively the fraction of
susceptible, infected, and removed subjects inside a pop-
2ulation of fixed size. This is the no vital dynamics version
of the model where the condition S + I + R = 1 holds.
R0 = β/γ is the basic reproduction number and τ = γt.
To obtain the time evolution of the state of the epidemic
it is necessary to integrate the equations (1), which can
not be performed in this case. Kermack and McKendrick,
from the first and third differential equations (Eq. 1), ar-
rive to the following expression for S(R):
S(τ) = S(0)e−R0R(τ) (2)
in which it is assumed that at the beginning of the infec-
tion there is an initial fraction of infected but no removed
subjects, i.e. I(0) = i0, R(0) = 0, so S(0) = 1− i0. From
that expression they obtain an independent differential
equation for the removed subjects:
dR
dτ
= I = 1−R− S(0)e−R0R (3)
At this point, in order to go a step further, they use
a strong approximation valid for R ≪ 1 (only valid for
initial times or very weak epidemics). Here, we continue
without approximations by now, making a change of vari-
ables to w = R0(1−R), in terms of which, the last equa-
tion transforms into:
dw
dτ
= R0S(0)e
w−R0 − w . (4)
Thus, we can express the three quantities (S, I, R) in
terms of w, i.e.,
S(τ) = S(0)ew−R0
I(τ) =
w
R0
− S(0)ew−R0 (5)
R(τ) = 1−
w
R0
Therefore, the problem of solving the original S, I, R dif-
ferential equations of the Kermack Mc-Kendrick model,
Eq. (1), was translated into solving the equation for w
whose formal solution can be expressed in term of an
integral:
∫
dw
R0S(0)ew−R0 − w
= τ + k, (6)
where k is a constant of integration. We will see in the
next section how we can compute this integral.
III. ALGEBRAIC SOLUTION
In the previous section we have translated the SIR
problem of solving the set of differential equations into
the quest of a primitive for the integral (6). However,
as far as we know, there is no such a primitive; instead
we use a functional form that represent the integrand,
in the hope that the functional form can be integrated
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FIG. 1. (a) The two real roots of P (w), z1, z2, as functions
of R0. Symbols represent numerical solutions of Eq. (7) while
the lines are the analytic relations obtained from Eq. (11).
(b) Module ratio of the complex residual part, F (w), and the
integrand of Eq. (6), 1/P (w). Initial condition i0 = 10
−3.
somehow.
We denote the denominator of the integrand of Eq. (6)
as P (w),
P (w) = R0S(0)e
w−R0 − w (7)
which can be considered, if the exponential is represented
by its Taylor expansion, as a polynomial in complex do-
main. Thus, its inverse can be expanded as a partial
fraction:
1
P (w)
=
∑
j
A(zj)
w − zj
+ F (w) , (8)
where zj are the real roots of P (w). The coefficients
A(zj) are given by
A(zj) =
(
dP (w)
dw
)−1
w=zj
=
1
R0S(0)ezj−R0 − 1
(9)
and F (w) represents the residual part, i.e, the partial
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FIG. 2. Dynamics of the Susceptible-Infected-Removed (SIR)
model for (a), R0 = 2, and (b), R0 = 10. Initial condition i0 =
10−3. Numerical solution (dashed line) refers to the numerical
integration of the Eq. (1) and algebraic solution (solid line)
refers to numerical computation of Eq. (5) and (16).
fraction decomposition which includes the complex roots.
It is straightforward to see that P (w) has two real roots
if R0 6= 1 (if R0 = 1 there is one real root). Here we are
only interested in the R0 > 1 cases, when the roots are
related with the extreme values of w(τ), i.e w(0) and
w(∞), This can be seen using the definition of w and
P (w), and the expression of the susceptibles in terms of
w (Eq. 5):
P (z) = R0S(0)e
z−R0 − z = 0
⇒ R0S(z) = R0(1−R(z)) (10)
Equivalent to have i(τ) = 0, which happens at the ex-
treme conditions τ = 0 (approximately because i(0) is
small but not zero) and τ → ∞ (in this case exactly).
An still approximate but much better estimation for z1
can be found if we note that for t ≪ 1, w(t) ≈ R0, so
ew−R0 ≈ 1−R0+w is a very good approximation, which
let us arrive to the following two real roots of P (w) that
we were looking for:
z1 ≈
R0S(0) (R0 − 1)
R0S(0)− 1
z2 = w(∞) = R0(1−R(∞)) = R0S(∞) , (11)
both of them in terms of S(0) and R0, and S(∞) which
in turn can be implicitly expressed using Eq. 2 in terms
of the first two quantities
S(∞) = S(0)e−R0(1−S(∞)) (12)
Therefore, we can write the Eq. (8) as
1
P (w)
≈
A(z1)
w − z1
+
A(z2)
w − z2
+ F (w) (13)
In order to verify the contribution of F (w), we evaluate
numerically the module ratio between F (w) and 1/P (w),
|F (w)P (w)|. It can be seen in Fig. 1(b) that that ratio
is small, then from this point we neglect F (w), arriving
to the following expression for w:
τ + k =
∫
dw
P (w)
≃ A(z1) ln |w − z1|+A(z2) ln |w − z2| (14)
We can give explicit expression of the coefficients A(z1)
and A(z2) from Eq. 9 and Eq. 11:
A(z1) =
1
R0S(0)e
R0(1−S(0))
R0S(0)−1 − 1
≡ A1
A(z2) =
1
R0S(0)e−R0(1−S(∞)) − 1
≡ A2 (15)
And the constant k is obtained form the initial condition
w(0) = R0. So finally, we can approximately determine
the integral (6) as
τ ≃ A1 ln
∣∣∣∣ w − z1R0 − z1
∣∣∣∣+A2 ln
∣∣∣∣ w − z2R0 − z2
∣∣∣∣ (16)
This way, based on Eq. (5) and (16), the SIR dynamics
can be algebraically obtained given the initial conditions:
I(0) = i0, S(0) = 1− i0, and the basic reproductive num-
berR0. Note that the function ω(τ) has no inverse (which
would be the ideal situation), however that does not keep
us of getting an explicit representation of the dynamics,
i.e to obtain explicit functions for the three quantities S,
I, and R. Fig. 2 shows a comparison between the numer-
ical integration of the differential equations (Eq. (1)) and
the (numerically computed) proposed algebraic solution
(Eq. (5) and (16)).
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FIG. 3. (a) Percentage relative error on removed R(t) as
function of R0 and i0. Two cross-section cuts or views of the
previous curve: (b) cut at i0 = 10
−3 and (c) cut at R0 = 5.
IV. INSPECTION OF THE ALGEBRAIC
SOLUTION
More detailed inspection of that figure as it displayed
in Fig. 2(b) indicates that the agreement is not perfect as
a consequence of the approximation done in Eq. (5). In
order to quantify the error of the algebraic solution, we
compute the relative differences between removed R(t)
obtained from the numerical solution of the differential
equations (Eq. 1) and from the present solution (Eq. (5)
and (16)), averaged up to the asymptotic state, as fol-
lows:
Error =
1
N
N∑
k=1
|RN (τk)−RA(τk)|
RN (τk)
× 100 (17)
where N = int(τF /dτ), int(x) = max{m ∈ Z|m ≤ x},
and τk = (k − 1)dτ . In order to evaluate such error we
take dτ = 10−3 (time step of the numerical integration)
and R(τF ) = 0.99R(∞) (asymptotic or final time). The
labelsN and A refer to numerical and algebraic solutions,
respectively. In Fig. 3(a) we present the percentage error
as defined above versus the basic reproductive number
R0 and initial fraction of infected subjects i0. It can be
seen that the error is sensitive to both R0 and the ini-
tial fraction of infected i0. In particular, if i0 < 10
−3,
the Error is proportional to logR0 (see Fig. 3(b)). Fur-
thermore, the Error is practically constant in relation
to i0 (see Fig. 3(c)). Using linear regression method we
estimate that Error(R0 , i0) ≃ 9 logR0.
V. CONSEQUENCES OF THE ALGEBRAIC
SOLUTION
From the previous results, we can arrive at an analytic
expression for the time of the infection peak, τp. For that
purpose we plug the expressions w(τp) = R0−ln [R0S(0)]
into the equation Eq. (16), we obtain
τp ≃
ln
[
1− ln[R0S(0)]
R0(1−S(∞))
]
R0S(0)S(∞)− 1
+
ln
[
1 + ln[R0S(0)](R0S(0)−1)
R0(1−S(0))
]
R0S(0) exp
[
R0(1−S(0))
R0S(0)−1
]
− 1
(18)
In the Fig. 4(a) we present the τp as function of R0. Note
that previous equation is according with the numerical
solution (numerical integration Eq. (1)). This last re-
sult, together with the expression for the basic repro-
ductive number, R0, the asymptotic fraction of removed
subjects R(∞), and the maximum fraction of infected
people, Imax, i.e,
R0 =
β
γ
(19)
Imax = 1−
1
R0
(1 + ln[R0S(0)]) (20)
R(∞) = 1− S(0)e−R0R(∞), (21)
represent in algebraic form the principal quantities of the
SIR model (presented in the original article of Kermack-
McKendrick).
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FIG. 4. Comparison between algebraic and numerical solu-
tions for (a), time of the infection peak, and (b), fraction of
immunized. Initial condition i0 = 10
−3.
It is worth noting that the above results allow us to
obtain close expression for other important quantities re-
lated to extensions of the Kermack-McKendrick formu-
lation, such is the case of the immunization necessary to
stop an epidemic. According to Anderson and May [2],
the fraction of the population f that have to be vacci-
nated in order to stop the spread of the disease in the pop-
ulation, is f = 1− 1/(R0S(0)). However, in many cases,
we can not immunize the population before the start of
the infection process. Thus, we can generalize the expres-
sion of the fraction of immunized with a time dependence,
f(τ) = 1− 1/(R0S(τ)). Note that with the assistance of
the Eq. (5) and Eq. (16), we have algebraic expression for
the fraction of individuals that should be immunized in
time τ for the disease to be extinct. To do so, just make
the substitution w(τ) = R0 − ln [R0S(0) (1− f(τ))] in
the Eq. (16), results
τ ≃
ln
[
1− ln[R0S(0)(1−f(τ))]
R0(1−S(∞))
]
R0S(0)S(∞)− 1
+
ln
[
1 + ln[R0S(0)(1−f(τ))](R0S(0)−1)
R0(1−S(0))
]
R0S(0) exp
[
R0(1−S(0))
R0S(0)−1
]
− 1
(22)
Fig. 4(b) shows the dynamics of the fraction of immu-
nized. Note that in the initial moments of spread of
the epidemic f(τ) remains constant. However, as time
progresses, the fraction of the population to be immu-
nized falls significantly as it approaches the peak time
of infection. Evidently, f(τ) = 0 if τ ≥ τp since that
S(τ) ≤ 1/R0.
VI. FINAL REMARKS
We have presented an algebraic solution for an impor-
tant and long standing problem of the mathematical bi-
ology, which is the solution of the differential equations of
the SIR model, as first presented by Kermack and McK-
endrick. In this solution, the dynamics of the fraction
of susceptible, infected, and removed are given explicitly
in terms of a time-dependent expression w(τ) (Eq. (5)).
Using well justified approximations, we finally arrive to
a transcendental expression for w(τ) (Eq. (16)), in terms
of which all the dynamic quantities can be expressed.
We verified that the present general solution is in ex-
cellent agreement with numerical solutions of the same
equations over the entire dynamic for different threshold
(R0) values. We showed that the difference between these
solutions (algebraic and numeric) is proportional to the
logarithm of the epidemic threshold R0. In this sense, the
error in the proposed solution is small and grows slowly
as the value of R0. Lastly, this study enables us to rep-
resent analytic expressions for the time of the infection
peak (Eq. (18)) and fraction of immunized (Eq. (22)).
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