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盤も少しずつ明らかとなってきた（ reviewed in Doya 2008; Rushworth et al., 2011; Schultz 
2011）。1994 年 Bechara らは初めて実験的に、脳の特定の損傷部位と異常なリスク選好性（リ








（Rogers et al., 1999b; Critchley et al., 2001; Ernst et al., 2002; Fukui et al., 2005; Tobler et al., 
2007; Li et al., 2010）によっても支持されたが、それと同時に前頭前野背外側部や腹内側部、
帯状回、側坐核、扁桃体などその他の様々な脳領域の関与についても多くの示唆がなされた
（Breiter et al., 2001; Kutson et al., 2001; Tom et al., 2007; Venkatraman et al., 2009; Mohr et al., 
2010）。島皮質はそうした脳機能イメージング研究によりリスクを伴う意思決定への関与が
示唆された領域であり、近年その機能を解明するため多くの研究が進められている（Paulus et 
al., 2003; Kuhnen and Knutson, 2005; Preusc hoff et al., 2008; Xue et al., 2010; Burke and Tobler, 
2011）。島皮質、特に前部はギャンブル課題においてリスクを伴う選択を行う際（Paulus et al., 

















る機能があることが確認された。第 1 章ではこの成果について記述する。尚、この成果は 2012
年 Journal of Neuroscience 誌にて発表されており、また本研究の予備実験で得られた成果は













































































て E. V. R.という患者を例に挙げている（Bechara et al., 1994）。髄膜腫治療のため両側の前
頭眼窩部を摘出された E. V. R.は術後、将来に関する意思決定において深刻な問題を抱える
ようになったという。彼は正常な IQ や記憶力を保ち Wisconsin Card Sorting Test や Word 
Fluency Test、Category Test などの神経心理学テストをパスしているにもかかわらず、明らか
に失敗すると分かる危険なベンチャービジネスに手を出し失敗を繰り返した。Bechara ら
（Bechara et al., 1994）は脳の特定の部位の損傷が異常なリスク選好性を引き起こす原因とな
ることを実験的に確かめるため、アイオワギャンブル課題を用いて、前頭前野の中でも前頭
眼窩野（補図 3A）を含む前頭前野腹内側を損傷した患者たちと健常者たちのリスク選好性の







釈できる。その後 Rogers らは、PET を用いた脳機能イメージングによって健常者のリスクを
伴う意思決定においても前頭眼窩野が賦活化することを確かめた（Rogers et al., 1999b）。こ
の賦活レベルはリスクを取るべきか判断に迷うような条件になるほど高かった。さらに
Tobler らは fMRI を用いて、前頭眼窩野外側部の賦活レベルがリスクの大きさに相関してお









皮質については補足 4 を参照）。しかし、例えば Rogers et al. (1999b)  や Critchley et al. (2001)  、
Ernst et al. (2002)
 の論文では賦活化した領域としてわずかに触れられているのみで、その機
能的意義についてはほとんど考察されなかった。 2003 年 Paulus らは、 fMRI を用いてリスク
を冒した時と避けた時の脳活動を比較した場合、右島皮質の活動がリスクを冒した時におい
て強く賦活し、さらにリスク忌避の指標とされる Harm avoidance や Neuroticism の度合が強
い人ほど、リスクを冒す際により強く島皮質が賦活していたことを見出した（Paulus et al., 
2003）。以降、様々な研究グループが脳機能イメージングを用いてリスクを伴う意思決定に
関連した島皮質、特に島皮質前部の賦活化を報告してきた（Paulus et al., 2003; Kuhnen and 

































滴を得られるか何も得られないかが確率 50%のリスクがある選択肢 ”と“確実に X 滴の水が得
られるリスクがない選択肢（X は 1, 2, 3, 4 の 4 条件を調べた）”とを選択させた。そして報酬
の遅延に関するギャンブル課題では、同量の水が “すぐに得られるか 10 秒待たなければなら
ないかが確率 50%のリスクがある選択肢 ”と“常に X 秒待てば得られるリスクがない選択肢（X
は 0, 1.5, 3, 5, 10 の 5 条件）”を選択させた。またコントロール実験として異時点間選択課題
を用いて、島皮質前部と前頭眼窩野の薬理的機能阻害が報酬量や遅延時間の弁別そのものに
影響するのかどうかを調べた。異時点間選択課題ではリスクの要素（結果の非予測性）を排
除し、“すぐに得られるが水が 2 滴しか得られない選択肢 ”と“X 秒待てば水が 4 滴得られる選
択肢（X は 0, 3, 5, 7, 10 の 5 条件）”を選択させた。行動実験の基本的な枠組みはレバー押し









果が十分に得られたと考えられる 30 分後に行動課題を課した。  
被験体  
被験体はアルビノの Wistar 系雄ラットで、体重 200g-320g のものを用いた。実験に供した
個体数は、報酬量に関するギャンブル課題では 9 匹、報酬の遅延に関するギャンブル課題で
は 10 匹、異時点間選択課題では 5 匹であった。昼夜を逆転させて飼育することで（飼育室内









 図 1-1 に行動実験装置の概要を示す。木製の防音箱（60×45×35cm）を仕切板によって仕
切り、片側を各種装置・機器の収納場所、反対側をラットが課題を遂行する場所とした。ま
た防音箱には換気ファンを設置した。行動課題のオペラント条件付けには 5 つの装置｛ノー











た。スピーカーは収納部に設置した。各電子装置・機器は Digital I/O card (PCI-7248; ADLINK 
Technology)を介してタワー型パーソナルコンピューター（OS は Windows 2000, XP, 7 を使用）































試行をキャンセルし、LED を消灯しレバーを選択不可にした。大半のラットは 1 日、遅くて




課題で“水 4 滴か 0 滴か確率 50%のリスクがある選択肢 ”と“水 2 滴が得られるリスクがない選





4 滴と 2 滴を弁別させた。1 滴あたり 50μl で、水滴を与える間隔は 700ms とした。またレバ
ーを押してから 3 秒後に報酬を与えた。遅延時間の弁別課題では 0 秒と 1.5 秒を弁別させた。














由選択において各レバーの選択率を評価した（図 1-2B）。学習期間の 40 試行の内、はじめ
の 10 試行は左レバーの光刺激のみを提示し、次の 10 試行は右レバーの光刺激のみを、そし
てその後の 16 試行は 2 試行ずつ交互に、最後 4 試行は 1 試行ずつ交互に片方の光刺激のみを
提示した。  
セッションは一日に最大 3 回行った。セッション終了後は飼育室に戻し、 3 時間以上間を
空けて次のセッションを行った。  
弁別能力の判定  
与えた 2 つの報酬条件のうち良い報酬条件が得られるレバーを押した割合が 65%以上にな







達するまでおよそ 20-40 セッションの訓練を要した。  
報酬量に関するギャンブル課題と報酬の遅延に関するギャンブル課題  
  いずれのギャンブル課題も、Logan らが用いた行動課題を参考に設計した（Logan, 1965）。
報酬量に関するギャンブル課題では、“水 4 滴か 0 滴か確率 50%のリスクがある選択肢 ”と“必
ず X 滴得られるリスクがない選択肢 ”を選択させた。X は 1, 2, 3, 4 の 4 条件を調べた。報酬
の遅延に関するギャンブル課題では、100μl の水を得るにあたって “遅延時間が 0 秒か 10 秒
待か確率 50%のリスクがある選択肢 ”と“必ず X 秒待てば得られるリスクがない選択肢 ”を選
択させた。X は 0, 1.5, 3, 5, 10 の 5 条件を選択させた。薬理実験を行う前に、まずラットがど
のような選好性を示すのか調べるため、弁別課題と同様の方法で各 X の条件における選択率
を計測した。各 X の条件とも 12 セッション以上試験し、最新 12 セッションの内リスクがあ
る選択肢を選んだ割合が最大であったものと最少であったものを除外した 10 セッションの














の検証を行った。異時点間選択課題は  “報酬量は少ないがすぐに得られる選択肢 ”と“報酬量
は多いが待たされる選択肢 ”を選択させる課題で、主に遅延価値割引を対象とする研究で広く
用いられてきた（Cardinal et al., 2001; Kalenscher and Pennartz, 2008）。本研究では Evenden and 
Ryan (1996)らの用いた課題設計を参考にした。 “水 2 滴が遅延時間 0 秒で与えられる選択肢 ”







ピン（0.2 mg/kg、硫酸アトロピン注射液タナベ , 田辺製薬）、塩酸ケタミン（60 mg/kg、ケ
タラール筋注用 500 mg, 第一三共プロファーマ）、塩酸キシラジン（4.8 mg/kg; セラクター





を挿入する座標は The rat brain（Paxions, 2007）を参考に両側の前頭眼窩野（AP: + 4.2 mm , ML: 
± 2.2 mm, DV: -4.0 mm）と両側の島皮質前部（AP: + 3.0 mm , ML: ± 4.4 mm, DV: -4.6 mm）と
した。深さ方向はガイドカニューレの先端が目的領域の中心座標より 1mm 直上に位置するよ
う設定した。頭蓋骨に穴を開けた後、4 つのガイドカニューレを脳内におよそ 1 mm/min の速
度で刺入した。ガイドカニューレには 23G（直径 0.6mm）のステンレス注射針（テルモ）を






クリューキャップチューブ（容量 1.5 ml タイプ）を加工したものを被せ、3 本のネジ（1.4 × 3.0）
をキャップを押さえ込むように頭蓋骨にねじ込み、最後にデンタルセメント（ジーシーレペ











神経活動を抑制するため、本実験では先行研究（Ghods-Sharifi et al., 2009; Takahashi et al., 
2009）に倣い Muscimol（GABAA 受容体作動薬）と Baclofen（GABAB 受容体作動薬）（SIGMA）
の混合液を用いた。Muscimol と Baclofenはそれぞれ生理食塩水（大塚製薬）に溶かし 200 ng/μl
とした上で、同量混ぜ合わせた。よって最終濃度は 100 ng/μl である。この濃度は先行研究




を用いた。ただし同量 100 nl の Muscimol の皮質内での拡散範囲を調べた Edeline らの報告に


























































メーター）を Least-squares method でフィッテングさせ算出した（EXCEL のソルバー機能を
使用）。各ギャンブル課題および異時点間選択課題でも同様に主観的等価点を算出し、主観
的等価点もしくはそれに最も近い条件を用いて薬理実験における行動試験を行った。  
 各ラットにはそれぞれ全部で 4 つの薬理実験（島皮質前部への Muscimol/Baclofen 注入、
島皮質前部への生理食塩水注入、前頭眼窩野への Muscimol/Baclofen 注入、前頭眼窩野への
生理食塩水注入）を行った。薬理実験は通常の選択率の基準とする 5 セッション、薬剤注入
を行った直後の 1 セッション、薬剤の効果が失われたと考えられる翌日の 1 セッションの連
続した 7 セッションを 1 セットとして扱った。薬理実験は、基準となる 5 セッションにおけ
る選択率が安定していることを確認した上で行った。リスクがある選択肢の選択率を 5 セッ
ションについて算出し、その標準偏差の個体間平均を求めると、報酬量に関するギャンブル








染色した。注入用カニューレの先端位置は顕微鏡下で確認し、The rat brain（Paxions, 2007）
を参考にどの領域にあるか同定した。  
データ解析  








選択率の算出には前述のように最新の 12 セッションから最大と最少を除外した 10 セッショ
ンを用い、またその他の 3 つの行動指標もその 10 セッションのものを用いて算出した。集団
の選択率には個々の平均選択率の平均を用いた。チャンスレベル（50%）に対し有意に選択
が偏っているかどうかは、One-sample t-test（有意水準 p = 0.05）を用いた検定を行った。  
薬理実験では基準セッション（5 セッションの平均）、薬剤注入セッション、翌日のセッ
ションの 3 条件の間で選択率の比較を行った。まず One-way ANOVA（有意水準 p=0.05）を
用い、post hoc に paired t-test（有意水準 p = 0.05、ボンフェローニ補正）を用いて各条件間を
比較した。Muscimol/Baclofen 注入条件と生理食塩水注入条件間の比較には選択率の変化率
（薬剤注入セッションにおける選択率－基準セッションにおける選択率）に対して paired 
t-test（有意水準 p = 0.05）を適用した。但し個体内変動をみるため、2 条件が揃わない個体の
データに関してはこの解析から除外している（詳細は後述）。  
Muscimol/Baclofen 注入条件と生理食塩水注入条件間での反応時間、正答率、反応ミス数比
較では、反応時間と反応ミス数については paired t-test（有意水準 p = 0.05）を用いたが、正
答率については正規分布していなかったためノンパラメトリックの Wilcoxon signed ranks 




Muscimol/Baclofen 注入では N = 9、島皮質前部への生理食塩水注入では N = 6、前頭眼窩野へ










































2 つのギャンブル課題におけるラットの行動  
図 1-6A・B はそれぞれ報酬量に関するギャンブル課題（N = 9）、報酬の遅延に関するギ
ャンブル課題（N = 10）においてラットがリスクがある選択肢を選んだ割合を示している。
いずれの課題でも明らかにリスクがある選択肢を選ぶ必要がない場合、報酬量に関するギャ
ンブル課題では X = 4、報酬の遅延に関するギャンブル課題では X = 0 の場合、ラットはリス
クがない選択を適切に選択している。また逆に報酬の遅延に関するギャンブル課題において
















そこで One-sample t-test を用いて選好性を持たないと想定される選択率 50%に対し実際のラ
ットの選択が有意に異なっているのかを調べた。その結果報酬量に関するギャンブル課題で
は 9 匹中 6 匹がリスク選好性を示し、3 匹は選好性を示さなかったことが分かった。また集
団としては、リスクがある選択肢に対する選択率はチャンスレベルより有意に高かった（ 60.5 
± 3.1%, t(8) = 7.67, p < 0.05）。一方報酬の遅延に関するギャンブル課題では 10 匹全てがリス
ク選好性を示し、集団としてもリスクがある選択肢に対する選択率はチャンスレベルより有








1-6A ・ B に 書 か れ た 近 似 曲 線 は 実 測 の 選 択 率 に ロ ジ ス テ ィ ッ ク シ グ モ イ ド 関 数
（ f(x)=a+b/(1+exp(-x-c)/d)、a、b、c、d は自由パラメーター）を Least-squares method でフィ
ッテングさせたものである（いずれも r2 > 0.99）。これらの近似曲線から主観的等価点を算
出したところ、報酬量に関するギャンブル課題では X = 2.4、報酬の遅延に関するギャンブル























































図 1-8 は、島皮質前部と前頭眼窩野への Muscimol/Baclofen および生理食塩水注入が、各ギ
ャンブル課題におけるラットのリスク選好性に与えた影響を示している。薬剤注入の影響を
評価するにあたっては、リスクがある選択肢に対する選択率を基準セッション（ 5 セッショ
ンの平均）、薬剤注入セッション、翌日のセッションの 3 条件の間を One-way ANOVA およ
び post hoc paired  t-test（ボンフェローニ補正あり）を用いて比較した。島皮質前部と前頭眼
窩野への生理食塩水注入はいずれの課題においてもリスク選好性に影響を与えなかった
（One-way ANOVA の検定結果；報酬量に関するギャンブル課題：島皮質前部、 p = 0.69；前
頭眼窩野、p = 0.66；報酬の遅延に関するギャンブル課題：島皮質前部、p = 0.66；前頭眼窩
野、p = 0.86）。一方 Muscimol/Baclofen 注入はリスク選好性に影響を与えたが、その増減の
方向性は注入部位によって異なり課題による違いはなかった。Muscimol/Baclofen 注入による
島皮質前部の機能阻害はリスク選好性を減少させたが、反対に前頭眼窩野の機能阻害はリス
ク選好性を増加させた（One-way ANOVA の検定結果；all p < 0.05、基準セッションと薬剤注





















調べるため、100 回の自由選択を 25 試行ずつ 4 ブロックに区切り、Muscimol/Baclofen およ
び生理食塩水注入条件間でリスクがある選択肢に対する選択率を比較した（図 1-9）。Repeated 
measures two-way ANOVA （Muscimol/Baclofen 注入条件・生理食塩水注入条件×ブロック）
では、各ブロック間で有意差は検出されなかった（ all p > 0.1）また薬剤注入条件とブロック
の相互関係においても有意差は検出されなかった（但し報酬量に関するギャンブル課題にお
























 島皮質前部  前頭眼窩野  
 生理食塩水  Mus+Bac  生理食塩水  Mus+Bac  
正答率（%）  100 ± 0 99.8 ± 0.1 ns 100 ± 0 99 .9± 0.1 ns 
反応時間（ms）  1260 ± 274 1560 ± 125 ns 1116 ± 156 1174 ± 91 ns 
反応ミス数  0.56 ± 0.18 1.56 ± 0.50 ns 0.44 ± 0.18 1.00 ± 0.29 ns 
報酬の遅延に関するギャンブル課題  
 島皮質前部  前頭眼窩野  
 生理食塩水  Mus+Bac  生理食塩水  Mus+Bac  
正答率（%）  100 ± 0 100 ± 0 ns 100 ± 0 100 ± 0 ns 
反応時間（ms）  1027 ± 63 1356 ± 190 ns 1019 ± 48 1001 ± 86 ns 
反応ミス数  0.33 ± 0.21 1.42 ± 0.48 ns 1.17 ± 0.48 0.67 ± 0.33 ns 
値 : 平均  ± SEM, Mus+Bac: muscimol + baclofen, ns: 有意差なし  






は正答率に影響を与えず、非常に高い正答率を維持していた（Wilcoxon signed rank test の検
定結果；報酬量に関するギャンブル課題：島皮質前部、z = -1.41、p = 0.16；前頭眼窩野、z = 
-1.0、p = 0.32；報酬の遅延に関するギャンブル課題：島皮質前部、z = 0、p = 0.10；前頭眼窩





れなかった（paired t-test の検定結果；報酬量に関するギャンブル課題：島皮質前部、p = 0.07；
前頭眼窩野、p = 0.59；報酬の遅延に関するギャンブル課題：島皮質前部、 p = 0.15；前頭眼





ブル課題：島皮質前部、p = 0.07；前頭眼窩野、p = 0.14；報酬の遅延に関するギャンブル課

































































部がリスクを伴う意思決定に関与している可能性が示唆されてきた（ Paulus et al., 2003; 
Kuhnen and Knutson, 2005; Preuschoff et al., 2008; Clark et al., 2010; Xue et al.,  2010; Burke & 




（Paulus et al., 2003）。そしてこのようなリスク選択時における島皮質の賦活化は、前の選
択でリスクを回避していた場合により高くなる（Xue et al., 2010）。またスロットマシーン
ゲーム遂行中のプレイヤーの脳活動を調べた研究では、絵柄が全くのばらばらであった場合
よりももう少しで揃いそうだった場合の方が島皮質の活動が大きく、その活動の大きさはゲ










した（Craig, 2003; Craig, 2009）。結果が予測できるリスクがない選択肢を選ぶ時よりも、よ
り大きな報酬を得られるか逆に損失を被るか分からないリスクがある選択肢を選ぶ時の方が
情動反応は大きいと考えられる。前述の Paulus らの研究（Paulus et al., 2003）において見ら
れたリスク選択時の高い島皮質の賦活化は、そうした情動的身体状態を反映していた可能性
もある。Naqvi と Bechara はソマティックマーカー仮説と Craig の説を融合させた説を提唱し
た（Naqvi and Bechara, 2009）。その説では過去の経験が現在の意思決定に及ぼす影響に着目
し、意思決定の結果によってもたらされた強い情動的経験が島皮質で表現され、再び次に同
様の場面に遭遇した場合にその内受容感覚が島皮質前部で再表現され、意思決定に影響を及















抑制することで、リスク選好性が促進された可能性を示唆している。 fMRI を用いた Paulus
























トをモデルとした実験系においても確かめられている（Pais-Vieira, et al., 2007）。また脳機
能イメージング研究では、健常者においても前頭眼窩野がリスクを伴う意思決定を行う際賦









有している（Van De Werd and Uylings, 2007）ことから直接拮抗している可能性もあるが、２















相関した活動の変化を示すニューロンがあることを報告している（O’Neill and Schultz, 2010）。
一方島皮質前部においても、リスクにおける歪度に対する神経相関（Burke & Tobler, 2011）










































































ルの低いプレイヤーは高いリスク選好性を示す（Sevy et al., 2006）という研究報告や、臨床
においても賭博依存症の治療としてドーパミン受容体のアゴニストが使用されることがある
（ Imamura, et al., 2006）という例が挙げられるだろう。動物実験においても、アンフェタミ
ン投与によってラットのリスク選好性が増し、またこの効果は D1 および D2 受容体のアンタ
ゴニストの投与によって打ち消されること（St Onge and Floresco,  2009）、ドーパミン作動
性ニューロンの GABAA 受容体を欠損させた遺伝子改変マウスは高いリスク選好性を示すこ








（Kuhnen and Chiao, 2009）。またサルを用いた実験においては、トリプトファン欠乏食を給
餌することで一時的にセロトニンレベルを低下させるとリスク選好性が増すことが報告され
ている（Long et al., 2009）。これは同様の手法を用いてラットにおいても確認されている（Koot 

















薬剤を投与する方法が取られている。例えば St Onge らのグループはラットの内側前頭前野
に D1 受容体阻害剤と D2 受容体阻害剤を投与し、前者はリスク選好性を減少させ後者は増加
させることを報告した（St Onge et al., 2011; 但し Mai and Hauber, 2012 も参照されたい）。
これは同じ神経伝達物質が放出されたとしても受容されるサブタイプが違えば最終的に行動
に及ぼす影響も大きくことなることを示している。  




と考えられている（Berger et al, 1976; Berger et al, 1991; Ohara et al, 2003; Van De Werd and 
Uylings, 2009）。これは mRNA の発現分布とも一致しており、島皮質前部には D1 受容体と




ニン作動性ニューロンは島皮質前部と前頭眼窩野いずれにも投射しており（Linley et al., 
39 
 





フィードバックにより強く関与しているのではないかと考えられている（Cools et al., 2011; 
Rogers, 2011）。実際ヒトのドーパミン受容体とセトロニン受容体の遺伝子多型に着目した研
究ではドーパミンが過去の評価への固執に関係が深かったのに対し、セロトニンは失敗体験







D2 受容体・5-HT1A 受容体・  5-HT2A 受容体の阻害剤を用い、各阻害剤の局所注入がラットの
リスク選好性に与える影響を調べた。行動課題は第 1 章で用いた報酬量に関するギャンブル
課題のみを用いた（以下単にギャンブル課題と呼ぶ）。被験体もアルビノの Wistar 系ラット






行動データ解析については第 1 章を参照されたい。但し以下の点について第 1 章のものから
変更した。  
ギャンブル課題について  
第 1 章においては 2 種類のギャンブル課題を用いることによって実験結果の一般性につい
て検証した。その結果いずれの課題においても同様の結果が得られた。そこで第 2 章では報




第 1 章では各 X の条件において 12 セッション以上試験し、最新 12 セッションの内リスク
がある選択肢を選んだ割合が最大であったものと最少であったものを除外した 10 セッショ
ンの平均を最終的な選択率とした。しかしプロトコルの確立によってセッション間でのラッ
トの行動が安定するようになったため、第 2 章では単に最新 10 セッションの平均を用いた。 
薬理実験における基準セッションについて  
第 1 章では基準セッションとして直前の 5 セッションの平均を用いたが、第 2 章ではで直
近の 1 セッションを基準セッションとした。ただしこの変更による統計的な有意差の有無に
変化はなく、また第 1 章と同様薬理実験は直前の 5 セッションにおける選択率が安定してい
ることを確認した上で行った。  
薬剤  
各受容体選択的阻害剤として以下のものを用いた。D1 受容体阻害剤： R-(+)-SCH23390 
hydrochloride (2.0, 4.0 μg/μl)、  D2 受容体阻害剤：eticlopride hydrochloride (2.0, 4.0 μg/μl)、
5-HT1A 受容体阻害剤：WAY100635 (2.0, 4.0 μg/μl)、  5-HT2A 受容体阻害剤：M100907 (0.2, 2.0 
μg/μl) （全て SIGMA）。いずれも 0.9%生理食塩水（大塚製薬）に溶解し各濃度に調整した。
但し M100907 に関しては Lactic acid を 1、2 滴加えて生理食塩水に溶かした。本研究の目的
は薬剤の濃度依存的な効果を調べることではないため、先行研究（Fujita et al, 2008; Robinson 
et al, 2008; Furr et al, 2012; St Onge et al., 2011）と予備実験を参考に十分に効果が得られると
考えられる濃度、およびそれよりも高濃度の 2 条件で実験を行った。注入量は第 1 章と同様
各半球 100 nl とした。  
 対象とする 2 領域につき、受容体サブタイプ選択的阻害剤 4 種類を 2 つの濃度条件で投与
し、さらにコントロール（生理食塩水のみ）処理を加えると合計 9 つ試験条件が存在する。
全ての試験条件について同一の個体で実験すると、薬剤注入の繰返しによる組織へのダメー











ギャンブル課題におけるラットの選択行動は第 1 章のものと同じ傾向であった。図 2-1 は
本実験で用いたラット 34 匹の行動データを示している。リスクがある選択肢とない選択肢の
期待値が等価であった場合（X = 2）には、26 匹がリスクがある選択肢を有意に好む傾向を示
し（66.2 ± 1.2 %）8 匹が選好性を示さなかった（56.4 ± 2.3 %）。全体としてはリスクがある




ラメーター）を Least-squares method でフィッテングさせたところ（ r2 > 0.99）、第 1 章同様







































る図 2-4 の方がより正確な表現であると思われる。図 2-4 においては、まずリスクがある選
択肢に対する選択率の変化（薬剤注入セッション―基準セッション）が有意であったかどう
かを One-sample t-test（有意水準は p < 0.05）を用いて薬剤条件毎に調べた。結果は以下の通
りである。D1 受容体阻害剤 SCH23390 は島皮質前部・前頭眼窩野いずれにおいても有意な変
化をもたらさなかった（島皮質前部：2.0 μg/μl, t[7] = −0.09, p = 0.93; 4.0 μg/μl, t[4] = −0.13, p 
= 0.90）（前頭眼窩野：2.0 μg/μl, t[4] = 0.93, p = 0.41; 4.0 μg/μl, t[4] = 0.54, p = 0.62）。 一方、
D2 受容体阻害剤 eticlopride は島皮質前部においてはリスク選好性を増加させた（ 2.0 μg/μl, 





及ぼさなかった（2.0 μg/μl, t[4] = 0.26, p = 0.83; 4.0 μg/μl, t[4] = −0.12, p = 0.91）。そして 5-HT1A
受容体阻害剤 WAY100635 は島皮質前部においてはリスク選好性を増加させた（ 2.0 μg/μl, 
t[5] = −2.73, p = 0.04; 4.0 μg/μl, t[6] = −3.98, p = 0.007）ものの、前頭眼窩野においては反対に
リスク選好性を減少させた（2.0 μg/μl, t[5] = 2.09, p = 0.09; 4.0 μg/μl, t[6] = 3.26, p = 0.02）。
最後に 5-HT2A 受容体阻害剤 M100907 は島皮質前部・前頭眼窩野いずれにおいてもリスク選
好性に影響を及ぼさなかった（島皮質前部：0.2 μg/μl, t[4] = 0.05, p = 0.96; 2.0 μg/μl, t[4] = 
−0.33, p = 0.76）（前頭眼窩野：0.2 μg/μl, t[4] = 0.06, p = 0.95; 2.0 μg/μl, t[4] = −0.19, p = 0.86）。
また対照実験として行った生理食塩水注入においてもリスク選好性に変化は見られなかった
（島皮質前部： t[8] = −0.12, p = 0.90）（前頭眼窩野： t[8] = −0.35, p = 0.73）。さらにリスク
選好性に有意な変化が見られた実験条件においてその効果に濃度依存的な違いがあるかどう
か 2 種の濃度条件間で Paired t-test（有意水準は p < 0.05）を用いて調べたところ、いずれの
条件においても有意な差はなかった（島皮質：2.0 vs. 4.0 μg/μl D2 受容体阻阻害剤、 p = 0.25：
2.0 vs. 4.0 μg/μl 5-HT1A 受容体阻阻害剤、p = 0.73）（前頭眼窩野：  2.0 vs. 4.0 μg/μl 5-HT1A 受
容体阻阻害剤、p = 0.26）。  
次に各薬剤条件間で効果を比較するため生理食塩水群を対照群としてダネット法を用いて
検定を行った。その結果島皮質前部ではいずれも 4.0 μg/μl D2R 阻害剤と 5-HT1AR 阻害剤でリ
スク選好性の増加に有意差が見られた（それぞれ p = 0.02、p = 0.04）。また前頭眼窩野では
4.0 μg/μl 5-HT1AR 阻害剤条件でのみリスク選好性の減少に有意差が見られた（ p = 0.04）。こ















た後にリスクがある選択肢を選ぶ割合が 78.0 %であったのに対し勝った後では 67.9 %であっ
た。この傾向が D2 受容体と 5-HT1A 受容体阻害剤注入によってどのように変化していたのか




て基準セッションと薬剤注入セッション間で One-sample t-test を行った（有意水準は p = 0.05）。
但し選択率を算出するにあたって前述の 3 条件に分類したため 1 条件ごとの試行数が減りデ
ータのバラツキが大きくなってしまった。そこで検出力の低下を補うため、 2 つの濃度条件
のデータを 1 つにまとめた（2 つの濃度条件間で薬剤の効果に差は見られなかった）。解析
の結果（図 2-5）、島皮質前部への D2 受容体阻害剤注入は勝った後のリスク選好性を増加さ
せるものの負けた後のリスク選好性には影響を与えていないことが明らかとなった（N=16、
p 値はそれぞれ p < 0.05, p = 0.99）。対して島皮質前部への 5-HT1A 受容体阻害剤注入は負け
た後のリスク選好性を加させ勝った後のリスク選好性には影響を及ぼしていなかった（N=13、






なかった（N=10、p 値はそれぞれ p = 0.28, p = 0.27）。そして前頭眼窩野への 5-HT1A 受容体
阻害剤注入は勝った後負けた後いずれにおいても同様にリスク選好性を減少させていた
（N=13、p 値は共に p < 0.05）。  
 
リスク選好性以外に与える影響：その他の行動指標に対する影響  





反応時間は概して薬剤注入後のセッションで遅くなる傾向があった。特に 2.0 μg/μl の D1 受
容体阻害剤注入では島皮質前部・前頭眼窩野いずれにおいても反応時間が遅くなった。他に
も島皮質前部・前頭眼窩野における 4.0 μg/μl の D1 受容体阻害剤注入、前頭眼窩野における
2.0 μg/μl の 5-HT1A 受容体阻害剤注入、島皮質前部における 2.0 μg/μl の 5-HT2A 受容体阻害剤








題では水 4 滴と 2 滴を選択させ、報酬条件の設定以外はギャンブル課題と全く同じ手法・手
順を用いた。結果、いずれの薬剤においても弁別課題の成績には影響が見られなかった（島
皮質前部×D2 受容体阻害剤：基準セッション  [91.3 ± 6.3%]、薬剤注入セッション  [86.0 ± 
7.0%]、N=3）（島皮質前部×5-HT1A 受容体阻害剤：基準セッション  [94.0 ± 2.0%]、薬剤注入
セッション [93.7 ± 3.5%]、N=3）（前頭眼窩野×5-HT1A 受容体阻害剤：基準セッション  [93.0 




  島皮質前部    前頭眼窩野  
反応時間  （ms） 
    pre post   
  
pre post   
D1R 阻害剤  
2.0 μg/μl 1136 ± 77 1361 ± 102 * 1081 ± 81 1250 ± 53 * 
4.0 μg/μl 1099 ± 73 1706 ± 270 ns. 1074 ± 90 1610 ± 198 ns. 
D2R 阻害剤  
2.0 μg/μl 1202 ± 70 1482 ± 163 ns. 1271 ± 180 1370 ± 187 ns. 
4.0 μg/μl 1036 ± 53 1149 ± 114 ns. 1114 ± 77 1248 ± 108 ns. 
5-HT1AR 阻害剤  
2.0 μg/μl 1580 ± 210 1521 ± 142 ns. 1242 ± 48 1484 ± 110 ns. 
4.0 μg/μl 1353 ± 85 1246 ± 55 ns. 2428 ± 124 1311 ± 47 ns. 
5-HT2AR 阻害剤  
0.2 μg/μl 1319 ± 122 1218 ± 73 ns. 1251 ± 139 1226 ± 42 ns. 
2.0 μg/μl 1210 ± 105 1419 ± 150 ns. 1099 ± 76 1244 ± 70 ns. 
生理食塩水  1047 ±   73 1327 ± 206 ns. 1157 ± 100 1367 ± 185 ns. 
  
正答率（%） 
    pre post   
  
pre post   
D1R 阻害剤  
2.0 μg/μl 100 ± 0 100 ± 0 ns. 100 ± 0 99.5 ± 0.5 ns. 
4.0 μg/μl 99.5 ± 0.5 99.5 ± 0.5 ns. 100 ± 0 100 ± 0 ns. 
D2R 阻害剤  
2.0 μg/μl 100 ± 0 99.2 ± 0.4 ns. 99.5 ± 0.5 100 ± 0 ns. 
4.0 μg/μl 99.3 ± 0.5 100 ± 0 ns. 100 ± 0 100 ± 0 ns. 
5-HT1AR 阻害剤  
2.0 μg/μl 99.6 ± 0.4 99.3 ± 0.4 ns. 97.8 ± 1.1 99.6 ± 0.4 ns. 
4.0 μg/μl 99.3 ± 0.5 96.8 ± 3.2 ns. 99.3 ± 0.5 99.6 ± 0.4 ns. 
5-HT2AR 阻害剤  
0.2 μg/μl 98.5 ± 1.0 99.0 ± 0.6 ns. 96.5 ± 1.8 98.0 ± 0.9 ns. 
2.0 μg/μl 99.5 ± 0.5 100 ± 0 ns. 99.5 ± 0.5 99.0 ± 0.6 ns. 
生理食塩水  100 ± 0 99.6 ± 0.4 ns. 100 ± 0 100 ± 0 ns. 
  
反応ミス数  
    pre post   
  
pre post   
D1R 阻害剤  
2.0 μg/μl 0.3 ± 0.2 0.4 ± 0.3 ns. 0.2 ± 0.2 0 ± 0 ns. 
4.0 μg/μl 0.2 ± 0.2 1.4 ± 0.9 ns. 0.2 ± 0.2 1.6 ± 0.9 ns. 
D2R 阻害剤  
2.0 μg/μl 0 ± 0 0 ± 0 ns. 0.4 ± 0.2 0 ± 0 ns. 
4.0 μg/μl 0.1 ± 0.1 0.1 ± 0.1 ns. 0.2 ± 0.2 0.2 ± 0.2 ns. 
5-HT1AR 阻害剤  
2.0 μg/μl 0.7 ± 0.3 0.7 ± 0.4 ns. 0.5 ± 0.3 0.5 ± 0.2 ns. 
4.0 μg/μl 0.6 ± 0.3 0 ± 0 ns. 0.7 ± 0.5 0.6 ± 0.4 ns. 
5-HT2AR 阻害剤  
0.2 μg/μl 0 ± 0 0.2 ± 0.2 ns. 0.8 ± 0.6 0.2 ± 0.2 ns. 
2.0 μg/μl 0.8 ± 0.2 0.4 ± 0.2 ns. 1.0 ± 0.4 0.4 ± 0.2 ns. 
生理食塩水  0.3 ± 0.2 0.3 ± 0.2 ns. 0.3 ± 0.2 0.6 ± 0.3 ns. 
値 : 平均  ± SEM, *: p < 0.05, ns.: 有意差なし  



















島皮質前部への D2 受容体阻害剤注入がリスク選好性を増加させたという今回の結果は St 
Onge らの先行研究（St Onge et al., 2011）と似ている。彼女らのグループは、ラットの内側
前頭前野に D2 受容体阻害剤を局所注入するとリスク選好性が増加することを報告している。
さらにその効果は、本研究と同様にギャンブルに勝った後のリスク選好性に特異的であった。
また内側前頭前野への D1 受容体阻害剤注入はリスク選好性を減少させたものの、D1 受容体
作動薬の注入は効果がなかったとも報告している。本研究でも島皮質前部への D1 受容体阻害
剤注入はリスク選好性に影響を与えなかったことから、少なくとも前頭前野において D1 受容
体の操作は D2 受容体の操作ほどにはリスク選好性に顕著な効果をもたらさないようである。 
島皮質前部には D1 受容体・D2 受容体いずれの mRNA も発現していることを考えると、こ
の結果は予想外であった。但しラットの前頭前野において、D1 受容体と D2 受容体は概して
異なるニューロンに発現していることが多いとされている（Santana et al., 2009）ことを考え
ると、島皮質前部では D2 受容体を発現するニューロンがリスクを伴う意思決定に関与してい
るのかもしれない。いずれにせよ今回の結果から、ドーパミンはリスク選好性を促進する島
皮質前部の機能を D2 受容体を介して抑制していると考えられるだろう。  
 前頭眼窩野への D1 受容体・D2 受容体阻害剤注入はリスク選好性に影響を与えなかったが、
50 
 
この結果はドーパミン作動性ニューロンの投射線維の分布（Ohara et al, 2003; Van De Werd 
and Uylings, 2009）や D1 受容体・D2 受容体の mRNA の発現分布（Santana, 2009）といった解
剖学的知見と一致する。よって前頭眼窩野はドーパミンの直接的な影響を受けてないと考え
られる。一方で前頭眼窩野は、中脳ドーパミン作動性ニューロンに投射していることが分か







ていることが知られている（Fiorillo et al., 2003）。報酬が確率的に得られる場合、すなわち
報酬にリスクが伴う場合には、中脳ドーパミン作動性ニューロンは報酬が得られた時（本研
究ではギャンブルに勝った時）に発火頻度を増加させ、報酬が得られなかった時（負けた時）















強化学習や損失忌避に重要な役割を担っている可能性があると考えられてきた（Tanaka et al, 
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2009; Cools et al, 2011）。脳全体（正確には全身）のセロトニンレベルの低下がリスクを伴
う意思決定に及ぼす影響を調べた研究では、サルにおいてもラットにおいてもやはりリスク
を冒して負けた後のリスク選好性が増加することが報告されており（Long et al, 2009; Koot et 



































は 60%の錐体ニューロンと 20%の GABA 作動性介在ニューロンで 5-HT1A 受容体と 5-HT2A 受
容体が発現しており、そのほとんどでこれらが共発現している（Amargos-Bosch et al., 2004; 
Santana et al., 2004）ことを考えると、5-HT2A 受容体阻害剤注入のみが影響を与えなかったの
は今のところ解釈が困難である。但しヒトではより特異性の低い 5-HT2A 受容体阻害剤ケタン
セリンの全身投与がリスク忌避性を増加させるという例がある（Macoveanu et al., 2013）。













（Schultz et al., 1986; Nakamura et al. 2008）。さらに刺激と報酬の随伴性を学習するような場
合においては、ドーパミン作動性ニューロンは学習前には報酬のみに応答するが学習後には
刺激に対し応答するようになり、実際の報酬に対しては随伴性が変化した場合にのみ（報酬
























与える影響を調べた。その結果島皮質前部への D2 受容体と 5-HT1A 受容体阻害剤注入はどち
らもリスク選好性を増加させ、前頭眼窩野への 5-HT1A 受容体阻害剤注入はリスク選好性を減
少させた。D2 受容体と 5-HT1A 受容体の活性化はいずれも抑制性に作用する（Barnes and Sharp, 
1999; Seamans and Yang, 2004）ことから、これらの結果は阻害剤によって島皮質前部・前頭
眼窩野の機能が脱抑制された結果と解釈することもできる可能性がある。  









































































出ないことは知られていた（Schoenbaum et al., 2011）。むしろ逆転学習といった刺激と結果
の関係性が変化するような不確実性を伴う場面での重要性が幾度も報告されている（Butter, 
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補足 1. リスクの定義  
リスクの定義は多様であるが、経済学や神経経済学では結果の不確実性の一種として定義




してそれらの内容の違いとそれぞれが生じる確率が問題となる。例えば A か B のどちらかが
50%で生じるというリスクがあるとして、そもそも A と B の内容が大差ないものであればこ
のような状況は大した問題にはならない。しかし A と B が 100 万円の獲得と損失であれば大
いに憂慮すべき問題となるだろう。結果の内容の差が大きくなるほどリスクは大きくなると




















参考文献：Christopher J. Burke, Philippe N. Tobler (Frontiers in Neuroscience , 2011).  
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補足 2. リスクを伴う意志決定に関する行動学的知見  
ヒトにおける研究  
リスクを伴う意志決定に際するヒトの行動原理を経済学的側面から説明しようとする説と
して、期待効用理論（Oskar Morgenstern と John von Neumann によって創始）とプロスペクト
理論（Tversky and, Kahneman 1981）がある。これらを解説する前にまず以下に 2 つの例を挙
げる。いずれも選択肢 X か Y のどちらか 1 つを選ぶ選択問題である。  
例 1：X を選ぶと必ず 1 万 5 千円得られる。一方 Y を選ぶと 50%の確率  
で 4 万円得られるか何も得られないかとなる。  
例 2：X を選ぶと必ず 1 万 5 千円失う。一方 Y を選ぶと 50%の確率で 4 
万円失うか何も失わないかとなる。  
おそらく多くの人が直感的には例 1 では X を、例 2 では Y を選ぶだろう。実際ヒトは例 1
のような場合にリスク回避性を、例 2 のような場合にリスク選好性を示すことが知られてい
る。しかしいずれの選択も数学的な期待値には反している。これらの行動原理を先に挙げた
2 つの理論は以下のように説明する。  
まず期待効用理論では客観的（数学的）価値とは別に主観的価値、つまり効用という概念
を取り入れ、効用関数の性質によって行動原理を説明する。例えば確実に α が得られるリス
クがない選択肢と、確率 50%で 2α が得られるか 0 となるかのリスクがある選択肢を考える。
ここで客観的価値 x に対する主観的価値を u (x)とする。すると選択は u (2α)と 2 × u (α)のど
ちらの価値が高いかで決まることになる。補図 1A の中央のグラフでは効用関数が数学的価
値と同義なので、このような価値基準を持つ場合は期待値に沿って選択を行う（ u (2α) = 2 u 
(α)）、すなわちリスクに対し中立である。一方図左の凸型の効用関数を持つ場合は u (2α) < 2 





























は、哺乳類をはじめ鳥や魚、昆虫など 29 種を含む 59 の研究で報告された様々な動物種のリ
スク評価傾向をメタ解析することにより（Kacelnik and Bateson, 1996）、ヒト以外の動物にお
いても報酬の獲得の際に伴うリスクに対し回避性を示すかまたは無関心であることを報告し









する評価の逆転は生じないはずである。この現象について Stephens は energy budget（エネル







































意思決定の基礎（朝倉書店） 松原 望  




















できるだけ多くの金銭を獲得するよう要求された。A と B ははじめどちらも 100 ドル得られ
るカードが連続するが、その後 A では頻繁に 150 や 300 ドルといった損失が出、B では低頻
度で 1250 ドルの損失が出る。一方 C と D ははじめどちらも 50 ドル得られるカードが連続す
るが、その後 C では頻繁に 50 や 75 ドルといった損失が出、D では低頻度で 250 ドルの損失
が出る。健常なプレイヤーの多くは一通り 4 つの山からそれぞれカードを選択した後、100
ドルが得られる A や B を選択し、A や B で大きな損失が出始めると、C や D からカードを
選ぶよう選択を切り替えた。ところが前頭眼窩野を含む前頭前野腹内側部を損傷した患者ら



















与していることを示す例も多く報告されている（Knoch et al., 2006; Fecteau et al., 2007））。 
一方、Rogers (1999)らは学習の要素を排除したケンブリッジギャンブル課題を用い（Rogers 





れれば失うことになる。箱の色づけの比率は 5 : 1・4 : 2・3 : 3 の３条件、賭けるポイントは









































































補足 4. 島皮質  
島皮質は大脳新皮質の 1 領域であり、ラットでは側頭の最も外側、嗅脳溝に沿って位置し、
ヒトでは周囲の皮質に埋もれているため外側溝の奥に位置する（補図 3A）。前頭眼窩野に隣
接する領域であり、ヒトでも脳底部方向から見ると 2 領域が連続していることが分かる。  
解剖学的特徴  
島皮質は細胞構築学的な層構造の違いにより顆粒島皮質、異顆粒島皮質、無顆粒島皮質の















近年では島皮質前部は前頭前野に含まれることも多く（Uylings et al., 2003）、解剖学的にも





扁桃体や海馬とも密接な結合関係を持ち（Delatour and Witter, 2002;  Reynolds and Zahm, 
2005; 補図 4F）、特に島皮質前部は情動行動に関与すると考えられている視床背内側部から
の入力を受けている（Shi and Cassell, 1998）ことから、感覚情報の統合だけでなくそこに情
動情報を付加する過程においても重要な役割を果たすと考えられている（Craig, 2003）。実
際、高温や冷温などの温度刺激に対し、島皮質後部ではその刺激強度に相関した賦活化が、




毒症状が低下する（Naqvi et al., 2007）。またアンフェタミンを用いて場所の選好を条件付け
たラットにおいて島皮質を不活性化すると、条件付けられた場所への滞在時間が減る
（Contreras et al., 2007）。これらは島皮質の機能不全により予期的な快情動反応が生じなく
なったため行動の動機が損なわれたと解釈することができる。一方電気生理学的研究では、
報酬への期待、つまり予期的な快情動反応を表現するニューロンの存在が報告されている

















































補足 5. 実験方法に関する補足  










ば報酬が得られる確率が 12.5%では 8 回に 1 回しか報酬が発生しないため、最後の 1 回で報













例えば、はじめのブロックで右レバー｛4 滴 100%｝  vs. 左レバー｛2 滴 100%｝を試験し、
次のブロックで右レバー｛4 滴もしくは 0 滴 50%｝ vs. 左レバー｛2 滴 100%｝を試験した場



























では 1 時間を 1 つのセッションとし 2~3 時間空けて一日に 2~3 回行った。次のステップでは













優劣が僅差であるような場合、例えば｛4 滴もしくは 0 滴 50%｝ vs. ｛2 滴 100%｝の選択で
は、位置への好みが深刻に影響してくる。この問題を最初に目にするのは報酬条件（量ある
いは遅延時間）を弁別させる訓練を行う段階である。この癖を持っている場合、｛ 4 滴 100%｝  








補足 5-4. ガイドカニューレと注入用カニューレの作製方法  
ガイドカニューレと注入用カニューレは注射針を加工して自作した。本研究ではガイドカ
ニューレには 23G（テルモ社製、外径 0.6mm）を、注入用カニューレには 30G（テルモ社製、
















































 放射線同位体でラベルしたムシモールを用いて行われた Edeline らの研究（Edeline et al., 









and Hauber, 2008; St Onge et al, 2011; Winter et al, 2009; Winstanley et al, 2010）。ところがこ





























































Inactivating Anterior Insular Cortex Reduces Risk Taking
Hironori Ishii,1 Shinya Ohara,1 Philippe N. Tobler,2 Ken-Ichiro Tsutsui,1 and Toshio Iijima1
1Division of Systems Neuroscience, Tohoku University Graduate School of Life Sciences, Sendai 980-8577, Japan, and 2Laboratory for Social and Neural
Systems Research, Department of Economics, University of Zurich, 8006 Zürich, Switzerland
We often have to make risky decisions between alternatives with outcomes that can be better or worse than the outcomes of safer
alternatives. Although previous studies have implicated various brain regions in risky decision making, it remains unknown which
regions are crucial for balancing whether to take a risk or play it safe. Here, we focused on the anterior insular cortex (AIC), the causal
involvement of which in risky decision making is still unclear, although human imaging studies have reported AIC activation in various
gambling tasks. We investigated the effects of temporarily inactivating the AIC on rats’ risk preference in two types of gambling tasks, one
in which risk arose in reward amount and one in which it arose in reward delay. As a control within the same subjects, we inactivated the
adjacent orbitofrontal cortex (OFC), which is well known to affect risk preference. In both gambling tasks, AIC inactivation decreased risk
preference whereas OFC inactivation increased it. In risk-free control situations, AIC and OFC inactivations did not affect decision
making. These results suggest that the AIC is causally involved in risky decision making and promotes risk taking. The AIC and OFC may
be crucial for the opposing motives of whether to take a risk or avoid it.
Introduction
The choice of taking a risk for a higher gain or playing it safe and
thereby avoiding a loss is an important one. Risk taking can lead
to ruin but may also prove advantageous by facilitating explora-
tion. The point is their balance. Many behavioral studies have
investigated decision making under risk in humans (Tversky and
Kahneman, 1981) and animals (for review, see Kacelnik and
Bateson, 1996; Weber et al., 2004) and have shown that decisions
made by a wide variety of species are sensitive to the balance of
risky and sure outcomes.
Recent studies have elucidated the neural basis underlying
decision making under risk (for review, see Doya, 2008; Rush-
worth et al., 2011; Schultz, 2011). A key region is the anterior
insular cortex (AIC). In human neuroimaging studies, the AIC
was activated during decision making under risk in various gam-
bling tasks (Paulus et al., 2003; Kuhnen and Knutson, 2005;
Preuschoff et al., 2008; Xue et al., 2010). For example, insular
activation was stronger when participants chose risky alternatives
versus sure alternatives (Paulus et al., 2003). AIC activity was
correlated with risk prediction and risk prediction error
(Preuschoff et al., 2008), and reflected higher forms of risk (Burke
and Tobler, 2011). However, whether AIC causally contributes to
decision making under risk is largely unknown.
The primary purpose of this study was to test for a causal
involvement of the AIC in decision making under risk by using
reversible pharmacological lesions. We investigated the effect of
temporarily inactivating rat AIC on risk preference in two differ-
ent gambling tasks, one with risky reward amounts, the other
with risky reward delays. We aimed to establish the generality of
the inactivation effects on risk preference beyond a single task.
We also used a control task to dissociate the main findings from
effects on other properties of reward, such as reward delay and
magnitude.
We contrasted AIC inactivations with inactivations of the or-
bitofrontal cortex (OFC) within the same subjects. Patients with
damage to the ventromedial prefrontal area including the OFC
make abnormal risky decisions in the Iowa Gambling task
(Bechara et al., 1994). In human neuroimaging, the OFC activates
in various gambling tasks (Rogers et al., 1999b; Ernst et al., 2002;
Fukui et al., 2005; Tobler et al., 2007; Li et al., 2010). In rats,
OFC-lesions increased preference for risk (Pais-Vieira et al.,
2007). Based on these studies, the OFC has been thought to play
a crucial role for optimal decision making under risk. Our second
purpose was to test the generality of this role in two distinct risk
tasks, one in which risk arises in reward amount and one in which
it arises in reward delay. Third, we aimed to clarify the functional
differences between adjacent AIC and OFC in risky decision mak-
ing by using the same experimental procedure and subjects. Such
a within-subject design with reversible inactivations and washout
periods allowed us to tightly control for individual behavioral
differences and minimize compensatory effects resulting from
lesions.
Materials and Methods
Animals. Twenty-four male Wistar rats weighing 200 –320 g were used
for the experiments. Rats were individually housed under 12 h light/dark
cycles with light onset at 8:00 P.M. Training and testing took place during
the dark phase. Rats were given ad libitum access to food for the duration
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of the experiments but limited access to drinking water because water was
used as reward for the experiment. To prevent weight loss, rats were given
additional water after the daily experiment finished. Their body weights
were monitored daily. Throughout the experiments, animals were
treated in accordance with the National Institutes of Health Guide for the
Care and Use of Laboratory Animals and Tohoku University Guidelines for
Animal Care and Use.
Overall structure of the experiment. We investigated the effects of AIC
and OFC inactivation on rats’ decision making in two types of gambling
tasks (the amount and delay gambling task) and intertemporal choice
task (as a control). The basic task for the rat was to get water by choosing
one of two levers that were associated with different outcomes. The rats
learned the basic rules of the tasks in training 1, and were trained to
discriminate the difference in reward amount or delay in training 2 (for
details, see below). Then, we investigated behavioral performances with-
out drug injections in both gambling tasks and in the intertemporal
choice task. Finally, we implanted guide cannulae for drug injections
and, after a recovery period, conducted pharmacological tests in those
same tasks.
Apparatus. Experiments were conducted in dimly lit sound-attenuated
boxes (60  45  35 cm). On one wall of the box, a nose-poke hole was
located in the center and two levers on each side of the hole. Nose-poke
responses were detected by a horizontal infrared beam (OMRON).
White LEDs were positioned above each lever. A nozzle delivering water
was on the opposite wall. Auditory stimuli were generated by a speaker
located in the ceiling. Each device was connected to a computer via a
Digital I/O card (PCI-7248; ADLINK Technology) and controlled by an
in-house software program (based on C). The boxes were equipped
with a fan for ventilation and masking noise. For details of apparatus
settings, see Figure 1A.
Training 1: Nose-poke and lever press. Training 1 consisted of three
steps. First, rats were trained to press either lever to get water. An audi-
tory stimulus (2 kHz, 1 s) was presented upon lever press and water
delivery followed. Second, rats were trained to press the lever when a
visual stimulus was presented. The visual stimulus also indicated which
lever the rats should press. If the left visual stimulus was presented, the
rats were required to press the left lever (correct case). They could not get
water if they pressed the right lever (wrong case) and were required to
press the left lever again in the next trial. When rats pressed the wrong
lever, the auditory stimulus was not presented. Once a lever was pressed,
visual stimuli disappeared and levers were unavailable until the next trial.
Finally, rats were trained to nose-poke into the central hole to start a trial.
They subsequently pressed one of the available levers and got water from
the nozzle at the opposite wall of the box. If rats did not press any lever
within 10 s after nose-poke, the trial was cancelled and visual stimuli
disappeared until the next trial.
Training 2: Amount and delay discrimination task. Before they were
tested in the amount, delay, or intertemporal choice tasks, rats were
trained to discriminate differences in either amount or time. The amount
discrimination task consisted of a choice between four and two drops of
water, the delay discrimination task consisted of a choice between no
delay and 1.5 s delay. In both discrimination tasks, a session consisted of
40 forced choices for learning the relationship between levers and out-
comes and 100 free choices for measuring rats’ ability to discriminate. In
the first 40 forced-choice trials, available levers were limited to one on
each trial. Rats experienced the two options equally often. In the follow-
ing 100 free-choice trials, both levers were available, and rats could
choose between the two options. Assignment of outcomes to levers was
counterbalanced between sessions. Sessions were conducted up to three
times a day and lasted 3 h. A rat was moved to the next step (gambling
task) when it had performed 10 or more consecutive sessions in which
they chose the better option 65% of the time. In both discrimination
tasks, rats chose the better option in 85% of the time in most sessions.
Trial structure. In both discrimination tasks, a 1 s period was provided
after the lever press as moving time; that is, water was delivered at least 1 s
after the lever press. The duration of delay was implemented after this 1 s
moving time. The auditory stimulus was presented during lever press
when water was given. In the amount discrimination task, one drop of
water was 50 l, and the interval between each drop was 700 ms. Dura-
tion of the delay was 3 s. In the delay discrimination task, rats were given
100 l of water per trial.
Depending on the experimental task in which they later were used, rats
were tested in the amount, delay, or both discrimination tasks. Thus, the
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Figure 1. Task design. A, Experimental apparatus. B, Sequence of events in a trial of the amount gambling task (top) and delay gambling task (bottom). The rats were required to nose-poke to
initiate a trial, and then to press a lever. Water was given as reward. Both tasks required the rats to choose between a risky option and a sure option. C, Session structure. In the first 40 forced trials,
the rats learned the relationship between the lever positions and the outcomes. In the following 100 free choice trials, the rats were free to choose between the two options.
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intertemporal choice) task had been tested for their amount (delay,
amount and delay) discrimination ability in the amount (delay, both)
discrimination task.
Amount and delay gambling tasks. Risk can arise from variability in
reward amount or delay (Logan, 1965; Kacelnik and Bateson, 1996). In
the present study, we investigated the effects of AIC or OFC inactivation
on risky decision making associated with reward amount and delay using
two gambling tasks (the amount gambling task and the delay gambling
task), which were modified from previously described procedures (Lo-
gan, 1965). In both tasks, water-deprived rats were required to choose
and press one of two levers for water as reward (Fig. 1 A, B). In the
amount gambling task, rats were required to choose between a risky
option (variable amount: 4 drops or no water, 50/50 chance) and a sure
option (fixed amount: x drops of water; x  1, 2, 3, 4; x was fixed in a
session). In the delay gambling task, rats were required to choose between
a risky option (variable delay until reward delivery: 0 or 10 s, 50/50
chance) and a sure option (fixed delay: x  0, 1.5, 3, 5, 10 s, x was fixed in
a session; Fig. 1B). The overall task designs and procedures in the two
gambling tasks were the same as in the amount and delay discrimination
tasks.
Before we conducted pharmacological experiments, we investigated
behavioral performance without drug injections at each x in both gam-
bling tasks. More than 12 sessions were conducted at each level of x.
Percent choice of the risky option in each individual was the average of 10
sessions selected from the last consecutive 12 sessions, eliminating the
two sessions with maximum and minimum percent choice of the risky
option. Subjective equivalence points between risky and sure options
(percent choice of the risky option  50%) were calculated based on
logistic sigmoid functions that were fitted to the observed value using the
least-square method.
Intertemporal choice task. If inactivation of either the AIC or OFC
disrupted the recognition of the difference in reward amount or delay, or
affected value processing under sure conditions, percent choice of the
risky option could have been affected in the amount and delay gambling
tasks. To test this possibility, we investigated the effect of AIC or OFC
inactivation in an intertemporal choice task. In this task, rats were re-
quired to choose between a larger later option and a smaller sooner
option. This task has been used previously in delay discounting studies
(Cardinal et al., 2001; Kalenscher and Pennartz, 2008), and our experi-
mental design was modified from the one described by Evenden and
Ryan (1996). If AIC or OFC inactivation affects either discrimination or
evaluation of reward amount or delay, percent choice of the two options
would change in this task. The larger later option provided four drops of
water after a delay of x seconds (x  0, 3, 5, 7, 10; x was fixed in a session).
The smaller sooner option provided two drops of water immediately.
The overall task design and experimental procedures were the same as
in the amount and delay gambling tasks. We calculated the subjective
equivalence point between larger later and smaller sooner options by
using the same methods as in the two gambling tasks.
Surgery. After the rats were tested for their behavioral performances in
the amount gambling task, delay gambling task, or intertemporal choice
task, they were surgically implanted with stainless steel guide cannulae
(0.6 mm diameter) targeting 1 mm above bilateral AIC (AP 3.0, ML
4.2, DV 5.6 mm) and OFC (AP 4.4, ML 2.2, DV 5.0 mm).
Under ketamine (80.0 mg/kg) and xylazine (0.8 mg/kg) anesthesia, the
scalp was retracted, and craniotomies were made bilaterally above the
target sites of the cannulae. Four guide cannulae (0.6 mm diameter) were
inserted and fixed with dental cement. To prevent clogging by blood
clots, dummy injection cannulae (0.3 mm diameter) were inserted into
the guide cannulae. Rats were given 1 week of recovery after the surgery.
After the recovery period, they were retrained in either the amount or
delay discrimination task in a week. In the retraining period, rats were
handled 30 min before each session to get them acclimatized to the pro-
cedure of drug injection.
Drugs. Either the AIC or OFC was inactivated by injecting a mixture of
muscimol (GABA A receptor agonist) and baclofen (GABA B receptor
agonist) (Sigma), which have been used in previous inactivation studies
(Ghods-Sharifi et al., 2009; Takahashi et al., 2009). Muscimol and
baclofen were dissolved separately in physiological saline at a concentra-
tion of 200 ng/l, and combined in equal volumes. The final concentra-
tion of each drug was 100 ng/l. The concentration of drugs was
determined by referring to previous studies (Ghods-Sharifi et al., 2009;
Horst and Laubach, 2009; Takahashi et al., 2009) and our preliminary
experiment. The volume of drugs was 100 nl per hemisphere. We used
lower drug volumes than in the previous studies to prevent diffusion
between AIC and OFC, which adjoin each other. To test the extent of
drug diffusion, we conducted additional tests in which two types of dye
were injected into the AIC and OFC, using the same injection procedures
as the main experiment. As smaller molecules are generally more likely to
diffuse (Hayduk and Laudie, 1974), we used thionine and pontamine sky
blue, whose molecular weight was relatively close to and larger than that
of the drugs, respectively (muscimol: 114.1, baclofen: 213.66, thionine:
263.75, pontamine sky blue: 992.8). Despite the difference in molecular
weight, the extents of diffusion of the two dyes were both 1.5 mm in
width. Edeline et al. (2002) report a similar extent of diffusion after the
same amount of muscimol injection into the cortex. Importantly, there
was no overlap between injection sites.
Injection procedure. Drug or saline was injected 30 min before the
behavioral tests. During the drug injection, rats were handled on the
experimenter’s lap without anesthesia. The dummy cannula was re-
moved from the implanted guide cannula, and the injection cannula was
inserted into the target region via the guide cannula. The injection can-
nulae were stainless steel needles 0.3 mm in diameter and extending 1
mm from the tip of the guide cannulae. Injection cannulae were con-
nected to a microliter Hamilton syringe by 0.26-mm-diameter polyeth-
ylene tubing. The drug or saline was delivered at a rate of 50 nl/min for 2
min (100 nl per hemisphere) under syringe infusion pump control. In-
jection cannulae were left in place for 1 min after injection to allow
diffusion of the fluid. Injections to each hemisphere were performed
separately; the entire injection procedure took 7–10 min. Finally, we
checked for clogging of the injection cannula after the injection. Data
were excluded from the analysis if the injection cannula were clogged. To
habituate the rats to the injection procedure, they underwent a mock
injection during preinjection sessions (the last 5 sessions before injection
conditions).
Pharmacological test schedule. Each rat underwent four injection con-
ditions (AIC/drugs, AIC/saline, OFC/drugs, and OFC/saline in a ran-
domized order). All injections were spaced at least 2 d apart. We treated
the last five preinjection sessions as a baseline. The averages of the stan-
dard deviations of the risky choices in the last five preinjection sessions
were 11.1% in the amount gambling task, 10.1% in the delay gambling
task, and 10.4% in the intertemporal choice task.
Histology. After experiments were completed, the brains were sliced
into 50 m coronal sections and stained with thionine. Slices were ex-
amined under a microscope to identify locations of cannulae. Cannulae
placements were classified using the rat brain atlas (Paxinos and Watson,
2007).
Data analysis. Statistical analysis was conducted using SPSS and Mi-
crosoft Excel. In both the amount and the delay gambling task, four
behavioral parameters were measured for each animal: percent choice of
the risky option in 100 free choices, correct rate in 40 forced choices,
average reaction time in 100 free choices, and number of reaction omis-
sions in the whole session.
The population’s percent choice of the risky option was the average
percent choice of the risky option of all individuals. Comparisons be-
tween percent choice of the risky option and chance level (50%, random
choice between the two options) were made by one-sample t test (signif-
icance level: p  0.05). To calculate the subjective equivalence point
between the risky and sure options (percent choice of the risky option 
50%), a logistic sigmoid function ( f(x)  a  b/(1  exp ((x  c)/d);
a, b, c, and d were free parameters) was fitted to the observed choice
frequencies using the least-squares method.
For the analysis of the injection conditions, first we compared the
percent choices of the risky option between the pharmacological treat-
ment session (postinjection) with the average of the last five sessions
before injection (preinjection), and one session conducted on the day
after postinjection (recovery). Comparisons of percent choice of the risky
option between preinjection, postinjection, and recovery were made using a
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one-way ANOVA. If the outcome of this ANOVA yielded significant effects
at the p  0.05 level, a post hoc t test with Bonferroni correction was per-
formed (significance level: p  0.05, Bonferroni-corrected). The changes
in the percent of risky option choice from preinjection to postinjection
(the percent of risky option in postinjection minus that of preinjection)
were compared between the drug and saline injection conditions on an
individual animal basis by paired t test (significance level: p  0.05).
Comparisons of the correct rate between drugs and saline injection
were made by nonparametric Wilcoxon signed ranks test (significant
level: p  0.05). A nonparametric test was used because the correct rate
was extremely high and not normally distributed. Comparisons of reac-
tion time and reaction omission between the drugs and saline injection
were made by paired t tests (significant level: p  0.05).
In the intertemporal choice task, data collection and analysis was per-
formed as in the two gambling tasks. Comparisons of percent choice of
the larger later option between preinjection, postinjection, and recovery
sessions were made using one-way ANOVA.
Data were excluded from the analysis when the injection cannulae
were found to be clogged or when the tip of the injection cannulae devi-
ated from the target region with histological investigation (Fig. 3B, x
symbol). The final numbers for each injection condition were nine for
every experiment in the amount gambling task and nine (AIC/drugs), six
(AIC/saline), seven (OFC/drugs), and six (OFC/saline) in the delay gam-
bling task. Note that the results remained significant when all data were
included.
Results
Behavior in two gambling tasks
Figure 2, A and B, show behavioral performance in the amount
(N  9) and delay (N  10) gambling tasks, respectively. We
focus on two aspects of these results here. One aspect is whether
the rats understood the difference between risky and sure op-
tions. In both tasks, percent choice of the risky option changed
gradually (not abruptly) depending on the value of the sure op-
tion. This result suggests that the rats were attracted not only to
either outcome of the risky and sure options, but compared the
three outcomes provided by the two options (i.e., they were sen-
sitive to changes in the sure amount).
Next, we asked which option the rats preferred when the risky
and sure option had the same expected value in the two gambling
tasks. Risky and sure options had the same expected value at x 
2 in the amount gambling task and at x  5 in the delay gambling
task. Because each option, on average, provides the same reward
amount or delay at these conditions, rats with no preference for
either option would choose the risky option in 50% of the trials.
In the amount gambling task, six of nine rats exhibited a signifi-
cant preference for the risky option at x  2 (risk-seeking type),
and the other three rats had no significant preference (risk-
indifferent type). In the population, the percent choice of the
risky option was significantly higher than chance level (60.5 
3.1%, t(9)  7.67, p  0.05). In the delay gambling task, all 10 rats
exhibited a preference for the risky option at x  5 (84.1  2.1%,
t(10)  16.14, p  0.05). These behavioral tendencies in both tasks
are consistent with previous reports that in general, animals ex-
hibit various preferences for risk in reward amount and prefer
risk in reward delay when risky and sure options have the same
expected value (Kacelnik and Bateson, 1996; Weber et al., 2004).
To allow risk preference to change by inactivations, we inves-
tigated the x value at which risky and sure options were equiva-
lent for the rats (percent choice of the risky option  50%,
subjective equivalence point) by drawing sigmoid curves based
on logistic functions that were fitted to the observed value (r 2 
0.99 in both tasks). The subjective equivalence point between the
risky and sure option was 2.4 in the amount gambling task and
2.3 in the delay gambling task. In the following experiments, the
rats were tested for risk preference at x  2 in the amount gam-
bling task because this was the nearest integer number to the
subjective equivalence point, and at their respective subjective
equivalence point in the delay gambling task because delays could
be adjusted precisely to individual subjective equivalence points.
Inactivation of AIC and OFC in gambling tasks
The rats were implanted with cannulae for local microinjection of
drugs. Figure 3 shows guide and injection cannulae tracks and
injection sites. In Figure 4, A and B, the effects of inactivation of
the AIC and OFC on risk preference are shown as group data.
Changes in percent choice of the risky option between preinjec-
tion, postinjection, and recovery were detected with a one-way
ANOVA and further specified by post hoc t tests with Bonferroni
correction. Saline injection into either the AIC or OFC did not
affect risk preference in either gambling task (amount gambling
task: AIC, p  0.69; OFC, p  0.66; delay gambling task: AIC, p 
0.66; OFC, p  0.86; one-way ANOVA). In contrast, inactivation
by muscimol and baclofen injection changed risk preferences.

















































Figure 2. Percent choice of the risky option in the amount (A, N  9) and delay (B, N  10)
gambling tasks. Sigmoid curves were drawn based on logistic functions that were fitted to
observed values (r 2  0.99 in both tasks). When the risky and sure options had the same
expected value (x  2 in the amount gambling task, x  5 in the delay gambling task), rats
significantly preferred the risky option ( p  0.05, both tasks). Calculated from sigmoid logistic
functions, the subjective equivalence points between risky and sure options were 2.4 in the
amount gambling task and 2.3 in the delay gambling task. Error bars indicate SEM.
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depending on injection site. Inactivation of the AIC decreased
risk preference whereas inactivation of the OFC increased it (one-
way ANOVA, all p  0.05; post hoc t test with preinjection vs
postinjection at each drug injection condition, Bonferroni-
corrected, all p  0.05). There were no differences in inactivation
effects on risk preference between risk-seeking and risk-indifferent
rats in the amount gambling task.
We also analyzed the changes in risk preference on the single-
subject level. Figure 4C shows the individual changes in percent
choice of the risky option from preinjection to postinjection (i.e.,
percent choice of the risky option postinjection minus that of
preinjection). Risk preference changes induced by drug injection
differed significantly from saline injection (all p  0.05, paired t
test with drugs vs saline).Thus, AIC or OFC inactivation also had
distinct effects on risk taking at the single-subject level, regardless
of whether risk was in amount or delay.
To test whether the risk preferences developed over the 100
free-choice trials, we compared the percent choices of the risky
option for each injection condition by dividing the free-choice
trials into four blocks. There were no significant differences in
risky choices between blocks [all p  0.1, repeated-measures two-
way ANOVA (drugs/saline  blocks)], and interactions between
drugs/saline and blocks were not significant either (however, the
p value of the interaction between drugs/saline and blocks in OFC
injections in the amount gambling task
was 0.06). Thus, there was no significant
development of the risk preference during
a session.
Control analysis: less specific effects of
AIC or OFC inactivation?
Prefrontal cortex is thought to be involved
in cognition, motor performance, and at-
tention (Fuster, 2008). We therefore inves-
tigated whether AIC and OFC inactivation
affected performance in domains other
than risk taking. More specifically, we com-
pared three behavioral parameters after
muscimol and baclofen injection versus sa-
line injection: correct rate in forced
choices (cognition), reaction time (dura-
tion from nose-poke to lever press) in free
choices (motor performance), and num-
ber of reaction omissions (no lever press
in 10 s after nose-poke) in the whole ses-
sion (attention) (Table 1).
Forced choice required pressing a speci-
fied lever to get a reward, but rats could also
press a nonspecified lever (for no reward).
The correct rate in forced choices could have
been affected by various cognitive dysfunc-
tions, but AIC and OFC inactivation had no
significant effect in either the amount gam-
bling task (AIC: z  1.41, p  0.16, OFC:
z  1.0, p  0.32, Wilcoxon signed ranks
test) or the delay gambling task (AIC: z  0,
p  1.0, OFC: z  0, p  1.0, Wilcoxon
signed ranks test).
Although there was a possibility that
muscimol and baclofen injection might
affect motor performance by leaking to
the secondary motor area through the
guide cannulae, there were no significant
differences in reaction time between saline and drug injection
into either the AIC or OFC in the amount gambling task (AIC:
p  0.07, OFC: p  0.59, paired t test) or the delay gambling task
(AIC: p  0.15, OFC: p  0.75, paired t test).
Reaction omission could result from a deficit in attention.
However, reaction omissions rarely happened in any of the 140
trials even with drug injections. There were no significant differ-
ences in the number of reaction omissions between saline and
drug injection into either the AIC or OFC in either the amount
gambling task (AIC: p  0.07, OFC: p  0.14, paired t test) or the
delay gambling task (AIC: p  0.22, OFC: p  0.20, paired t test).
Control experiment: intertemporal choice task
To test whether inactivation of the AIC and OFC affected the
recognition of the difference in reward amount or delay, or value
processing under sure conditions, we investigated the effect of
AIC and OFC inactivation in the intertemporal choice task. Fig-
ure 5A shows the behavioral performance in the intertemporal
choice task (N  5). In the same way as for the two gambling
tasks, we calculated the subjective equivalence point between
larger later and smaller sooner options for each individual (x 
5–7), and conducted pharmacological experiments at these
points. Figure 5B shows that there were no significant effects on
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Figure 3. Locations of injection. Rats were bilaterally implanted with 0.6-mm-diameter guide cannulae through which 0.3-
mm-diameter injection cannulae were inserted. A, Typical tracks of guide and injection cannulae. B, Locations of tip of injection
cannulae in the AIC and OFC. Plates are adaptations from the atlas of the rat brain (Paxinos and Watson, 2007). AID, Dorsal
agranular insular cortex; AIV, ventral agranular insular cortex; DI, dysgranular insular cortex; DLO, dorsolateral orbitofrontal cortex;
GI, granular insular cortex; LO, lateral orbitofrontal cortex; VO, ventral orbitofrontal cortex.
Ishii et al. • Anterior Insular Cortex in Risky Decision Making J. Neurosci., November 7, 2012 • 32(45):16031–16039 • 16035
p  0.81, respectively, ANOVA) and by saline injection (p  0.56
and p  0.51, respectively, ANOVA).
It is possible that inactivations affected the value processing of
amount and delay in opposite ways such that they canceled out. If
so, AIC and OFC inactivations would affect the discrimination
performances in the amount and delay discrimination tasks.
However, our initial preliminary experiments confirmed that
AIC and OFC inactivations have no effect on discrimination per-
formance in each discrimination task, so this possibility seems
unlikely.
Discussion
Previous studies have found various neural correlates of decision
making under risk, such as the amygdala, nucleus accumbens,
cingulate cortex, dorsolateral prefrontal cortex, ventromedial
prefrontal cortex, orbitofrontal cortex, and insular cortex (Mc-
Coy and Platt, 2005; Tom et al., 2007; Venkatraman et al., 2009;
Mohr et al., 2010). In the present study, we focused on the causal
roles of two limbic regions, AIC and OFC. In two different types
of gambling tasks, we found that inactivation of the AIC de-
creased risk preference whereas inactivation of the OFC increased
risk preference. Because the effects of these inactivations were
similar for both tasks, inactivations appear to have affected risk
processing generally and directly rather than affecting more spe-
cific reward-amount and delay-value processing or having indi-
rect effects. This interpretation is supported by the result of the
control experiment suggesting that AIC and OFC inactivations
had no significant effects on intertemporal choice. The AIC and
OFC seem to be important for decision making under risky con-
ditions and not always necessary for value-based decision making
under sure conditions. In addition, AIC and OFC inactivations
had no significant effects on less specific factors of task perfor-
mance, such as correct rate, reaction time, or reaction omission.
Based on these results, we propose that inactivation of either AIC
or OFC primarily changed risk preference. Most importantly, the
change occurred in opposing directions for the two regions.
Intact AIC promotes risk taking
Previous human imaging studies have reported AIC activation in
risky decision making (Paulus et al., 2003; Kuhnen and Knutson,
2005; Preuschoff et al., 2008; Xue et al., 2010; Burke and Tobler,
2011). Here, we demonstrated a causal involvement of the AIC in
risky decision making, and, by extension, suggest that the intact
AIC normally promotes risk taking. This idea concurs with pre-
vious findings that insular activation was stronger when partici-
pants took risky versus sure decisions (Paulus et al., 2003) and
that high insula activation was more likely to occur when partic-
ipants took a risky decision after taking a no-risk decision in the
previous trial (Xue et al., 2010).
The findings of AIC involvement in drug addiction are consistent
with our results of AIC inactivation. Damage to the insula disrupted
addiction to cigarette smoking (Naqvi et al., 2007). Insula inactiva-
tion prevented amphetamine-seeking in a place-preference task
(Contreras et al., 2007). From these observations, the AIC is thought
to induce an urge for the pleasurable interoceptive effects of drug
taking (Naqvi et al., 2007). However, drugs are risky substances,
often leading not only to pleasurable but adverse effects. Together
with our findings, the AIC may promote risk seeking in situations in
which both positive and negative outcomes can ensue. More gener-
ally, the AIC has been implicated as a key structure in linking multi-
sensory information, affective processing, and previous experiences
through connections with the posterior insular cortex, the amygdala,
and the hippocampal system (Shi and Cassell, 1998; Delatour and
Witter, 2002; Reynolds and Zahm, 2005; Craig, 2009). Given these
interactions, the AIC may process risk information by using intero-
ceptive and emotional information, and may promote seeking the
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Figure 4. Effects of AIC and OFC inactivation on risk preference in the two gambling tasks. In
both the amount (A) and delay (B) gambling task, AIC inactivation significantly decreased risk
preference. In contrast, OFC inactivation significantly increased risk preference. Comparisons
were made by ANOVA and post hoc t test. *Significant difference between all combinations by
post hoc t test ( p  0.05, Bonferroni-corrected). C, individual changes in risky choices. Drugs
and saline injection data belonging to the same individual are connected with a straight line.
Risk preferences after drug injection significantly differed from those after saline injection (*all
p  0.05, paired t test). Error bars indicate SEM.
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The AIC may also suppress avoiding the worse outcome of a
risky decision. In our study, risk preference after losing the gam-
ble in the previous trial decreased by AIC inactivation in both
gambling tasks (both p  0.05, paired t test with preinjection vs
postinjection): with AIC inactivation, the rats were more risk-
averse, particularly after losing than with saline. This result indi-
cates that the AIC is also involved in adjusting current behavior in
the light of adverse outcomes in risky decisions. Our proposal
that the AIC promotes risk taking appears to be at odds with a
previous idea that the AIC is involved in loss aversion in risky
decision making: high AIC activation preceded switching to risk-
aversive choices in a financial decision making task (Kuhnen and
Knutson, 2005). This contradiction may be resolved if the AIC is
sensitive to the potentially worse outcome of the risky option and
is recruited to suppress risk avoiding.
The AIC may promote risk seeking in synergy with other brain
regions. One of these regions is the amygdala. Both the basolat-
eral and the central nucleus receive strong excitatory inputs from
the insular cortex (McDonald, 1998). Moreover, temporary in-
activation of the basolateral amygdala made animals more risk-
averse (Ghods-Sharifi et al., 2009). Thus, it is conceivable that the
intact AIC contributes to and combines with amygdala-mediated
risk seeking.
Opposite roles of AIC and OFC in risky decision making
In this study, we also confirmed that the OFC plays a crucial role in
decision making under risk in the two gambling tasks. Consistent
with previous reports on patients with OFC damage (Bechara et al.,
1994; Rogers et al., 1999a) and OFC-lesioned rodents (Pais-Vieira et
al., 2007), inactivation of the OFC increased risk preference in the
present study. The common effects in both amount and delay gam-
bling tasks extend the previous literature by showing a general role of
the OFC in risk processing.
At first, our finding that OFC inactivation had no effect on
intertemporal choice may appear inconsistent with findings of
previous studies that rat OFC lesions result in more impulsive
choices (Mobini et al., 2002), less impulsive choices (Winstanley
et al., 2004), or both (Mar et al., 2011). One reason could be that
the time delay setting used for the larger later option in our study
(10 s) was much shorter than the ones used in these previous
studies (30 – 60 s), making the task less sensitive to impulsivity
caused by OFC inactivation. Thus, the effect of OFC inactivation
on impulsivity might have gone undetected in our study. In other
words, our study distinguished the effects of OFC inactivation on
risk preference from those on time discounting.
In agreement with the suggested role of the intact OFC in
promoting risk aversion, previous studies revealed an involve-
ment of the OFC in risk processing. Single neurons of the primate
OFC responded to stimuli predicting risk and these responses
increased monotonically with risk (O’Neill and Schultz, 2010).
The responses of rat OFC neurons to the outcomes of risky op-
tions in free choice reflected individual risk preference (Roitman
and Roitman, 2010). The OFC may contribute to loss processing
because human lateral OFC was activated by monetary loss
(O’Doherty et al., 2001) and activation of lateral OFC covaried
with risk and individual risk aversion (Tobler et al., 2007). From
these observations, it is reasonable to assume that the loss of OFC
Table 1. No effect on other behaviors by either AIC or OFC inactivation
AIC OFC
Saline Mus  Bac Saline Mus  Bac
Amount gambling task
Correct rate in 40 forced choices (%) 100  0 99.8  0.1 ns 100  0 99 0.9  0.1 ns
Reaction time in 100 free choices (ms) 1260  274 1560  125 ns 1116  156 1174  91 ns
Number of reaction omission in whole session 0.56  0.18 1.56  0.50 ns 0.44  0.18 1.00  0.29 ns
Delay gambling task
Correct rate in 40 forced choices (%) 100  0 100  0 ns 100  0 100  0 ns
Reaction time in 100 free choices (ms) 1027  63 1356  190 ns 1019  48 1001  86 ns
Number of reaction omission in whole session 0.33  0.21 1.42  0.48 ns 1.17  0.48 0.67  0.33 ns
The effects of AIC or OFC inactivation on three behavioral parameters: correct rate in 40 forced choices, reaction time in 100 free choices, and number of reaction omissions in the whole session. There were no significant differences between



































































Figure 5. Intertemporal choice task (N  5). A, Performance at each x condition and fitted
sigmoid curves based on logistic function (r 2  0.99). B, Effects of AIC or OFC inactivation on
intertemporal choice at subjective equivalence point with larger later and smaller sooner op-
tions (x  5). Neither AIC or OFC inactivation had significant effects in this task ( p  0.56, p 
0.81, ANOVA). Saline injection also had no significant effect ( p  0.56, p  0.51, ANOVA). Error
bars indicate SEM.
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function interferes with optimal decision making under risk and
causes abnormal risk seeking behavior.
Our results provide new insights into not only the role of the
AIC but also functional specialization between the two adjacent
cortical areas in risky decision making. Anatomically, the AIC
and OFC have distinct topographical connectivity with the stria-
tum and the frontal cortex. Concerning striatal connectivity, the
AIC mainly projects to ventral and lateral parts of the striatum,
whereas the OFC projects more dorsally and medially (Schilman
et al., 2008). Concerning frontal connectivity, the AIC has major
interconnections with the anterior cingulate, prelimbic, and in-
fralimbic cortex, whereas the OFC is mainly interconnected with
the anterior cingulate cortex and has much less interconnection
with prelimbic and infralimbic cortex (Hoover and Vertes, 2011).
The important point of our results is that AIC and OFC inactiva-
tions had opposite effects on risk preference, and this suggests, to
our knowledge for the first time, that the AIC and OFC make
different contributions to risky decisions. It could be that the AIC
promotes exploration for possible gain, whereas the OFC pro-
motes avoidance of possible loss. Moreover, there is a possibility
that in the decision phase the AIC and OFC may functionally
compete with each other directly or indirectly. Mutually inhibi-
tory interaction between the AIC and OFC could be achieved by
anatomical interconnection between them (Van De Werd and
Uylings, 2008). Indirect competition could be achieved by oppo-
site influences on other regions that receive projections from
both AIC and OFC. One such candidate is the nucleus accumbens
(Reynolds and Zahm, 2005), which is also known to be involved
in decision making under risk (Kuhnen and Knutson, 2005; Tom
et al., 2007). Future combinations of inactivation and electro-
physiological studies may help to reveal the functional relation-
ships between the AIC and the OFC.
Conclusion
We show that AIC inactivation decreases risk preference in the
presently used amount and delay gambling tasks. By contrast,
OFC inactivation increases risk preference in these tasks. Within
the same subjects, we confirm and expand previous findings re-
garding OFC in risky decision making, and distinguish the role of
the AIC from that of the OFC; by implication, the intact AIC
promotes risk taking whereas the intact OFC promotes risk aver-
sion. The relative strength of AIC and OFC activities may impact
whether we take a risk or avoid it.
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a  b  s  t  r  a  c  t
Systemic  manipulations  have  shown  that  dopamine  and serotonin  systems  are  involved  in risky  decision
making.  However,  how  they  work  within  the  regions  that  implement  risky  choices  remains  unclear.
The  present  study  investigated  the  role  of dopamine  and  serotonin  in  the  rat  anterior  insular  cortex
(AIC)  and  orbitofrontal  cortex  (OFC),  which  make  different  contributions  to risky  decision  making.  We
examined  the  effects  of local  injection  of  the  D1 (SCH23390),  D2 (eticlopride),  5-HT1A (WAY100635)
and 5-HT2A (M100907)  receptor  antagonists  into  the AIC  or  OFC  on  risk  preference  in  a  gambling  task.
We  found  that  different  dopamine  and serotonin  receptor  subtypes  in  the  AIC  and  OFC  differentially
influence risky  decision  making:  intra-AIC  injection  of D2R or 5-HT1AR blockers  increased  risk  preference
whereas  intra-OFC  injection  of the 5-HT1AR  blocker  decreased  it.  Risk  preference  was  not  altered  byeward intra-AIC  injection  of  D1R and 5-HT2AR blockers  or  by  intra-OFC  injection  of  D1R,  D2R,  and  5-HT2AR
blockers.  Furthermore,  additional  analyses  revealed  that  dopamine  and  serotonin  signaling  in the  AIC
have outcome  history-dependent  effects  on  risk  taking:  intra-AIC  injection  of the  D2R  blocker  increased
risk  preference  particularly  after  winning  in  a previous  risky  choice,  whereas  intra-AIC  injection  of  the
5-HT1AR blocker  increased  risk  preference  after  losing.
©  2014  Elsevier  Ireland  Ltd and  the Japan  Neuroscience  Society.  All  rights  reserved.. Introduction
A risky choice is the selecting of an option that, like the toss
f a coin, has an uncertain outcome. To obtain greater gains we
ometimes need to choose a risky option rather than playing it safe,
lthough excessive risk taking also can lead to ruin. The two  neu-
omodulators, dopamine and serotonin, have been implicated in
isky decision making (Cools et al., 2011; Rogers, 2011; Takahashi,
012). For example, reducing dopamine levels impairs optimal per-
ormance in the Iowa gambling task (Sevy et al., 2006). Systemic
dministration of amphetamine increases risk taking of rats, an
ffect that is blocked by co-administration of either D1 or D2 recep-
or antagonists (St Onge and Floresco, 2009). Moreover, transgenic
ice lacking GABAA receptors in dopamine neurons show a higher
reference for risk than controls (Parker et al., 2011). People with
he short variant allele of the serotonin transporter polymorphism
ene (presumably resulting in more serotonin left in the synapse)
∗ Corresponding author at: Division of Systems Neuroscience, Tohoku University
raduate School of Life Sciences, 2-1-1 Katahira, Aoba-ku, Sendai 980-8577, Japan.
el.: +81 22 217 5046; fax: +81 22 217 5048.
E-mail address: t-iijima@m.tohoku.ac.jp (T. Iijima).
ttp://dx.doi.org/10.1016/j.neures.2014.11.009
168-0102/© 2014 Elsevier Ireland Ltd and the Japan Neuroscience Society. All rights resare more averse to financial risk than people who have the long
allele of the gene (Kuhnen and Chiao, 2009). Serotonin-depleted
monkeys and rats (Long et al., 2009; Koot et al., 2012) show higher
risk preference. Higher serotonin levels thus appear to be asso-
ciated with higher risk aversion whereas at least some research
suggests that higher dopamine levels are associated with higher
risk preference.
Thus, global manipulations of dopaminergic and serotoniner-
gic systems have provided evidence that these neuromodulators
are involved in risky decision making. Recent studies have begun
to investigate the function of these neuromodulators in some of
their target regions during risky decision making. For example, St
Onge and her colleagues found that local injection of a D1R blocker
into the medial PFC decreased risk preference, while local injec-
tion of a D2R blocker increased it (St Onge et al., 2011; see also
Mai  and Hauber, 2012). However, dopaminergic and serotonergic
neurons project to partly different target regions with different
functions. Moreover, the distributions of receptor subtypes are
largely different between target regions. Thus, the question arises
“how dopamine and serotonin work within given target regions.”
In the present study, we  investigated the roles of dopamine and
serotonin in the anterior insular cortex (AIC) and the orbitofrontal
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nvolved in risk processing (e.g., Tobler et al., 2007; Burke et al.,
013). In rats, inactivation of the AIC decreases risk preference and
nactivation of the OFC increases it (Ishii et al., 2012), suggesting
hat the AIC and OFC make different contributions to risky deci-
ions. These regions also differ in dopaminergic innervation: the AIC
eceives substantial dopaminergic projections, whereas the OFC
eceives little or none (Berger et al., 1976, 1991; Ohara et al., 2003;
an De Werd and Uylings, 2008). Accordingly, clear expression of
1R and D2R mRNA can be observed in the AIC but not the OFC
Santana et al., 2009). In contrast, both the AIC and the OFC receive
erotonergic innervation (Linley et al., 2013). The major serotonin
eceptor subtypes, 5-HT1AR and 5-HT2AR, are expressed in both
egions (Santana et al., 2004). Given these data, it is conceivable
hat blocking dopamine and serotonin in the AIC and OFC reveals
istinct, target region-specific roles of the two neuromodulators in
isky decision making.
. Materials and methods
.1. Animals
Thirty-four male Wistar rats initially weighing 200–250 g were
sed for the experiments. Training of the behavioral task took over
 months, leading to final weights at test of 250–310 g. During
ehavioral and pharmacological tests, individual body weight was
table. Rats were individually housed under 12-h light/dark cycles
ith light onset at 8:00 P.M. Training and testing took place during
he dark phase. They had ad libitum access to food for the dura-
ion of the experiments but limited access to drinking water in
heir home-cage. Usually, the rats received all the water needed
n a day through the behavioral experiments. To prevent weight
oss, their body weights were monitored daily, and if necessary,
hey were given additional water after the daily experiment. The
xperimental plan of the present study was approved and licensed
2013LSA-006-1) by the Institutional Animal Care and Use Com-
ittee of Tohoku University. Throughout the experiments, animals
ere treated in accordance with the National Institutes of Health
uide for the Care and Use of Laboratory Animals and Tohoku Uni-
ersity Guidelines for Animal Care and Use.
.2. Overall structure of the experiment
We  tested the effects of blocking four representative receptor
ubtypes—D1R, D2R, 5-HT1AR, and 5-HT2AR—in either the AIC or
FC on rats’ risky decision making in the gambling task we had
sed in a previous study (for details, see Ishii et al., 2012). All pro-
edures were the same as those used in that study; only the drugs
ere different. The basic task for the rat was to get water by choos-
ng one of two levers associated with different outcomes. After the
ats were trained to discriminate the different reward amounts pro-
ided by the two levers, their behavioral performance was  tested
n a gambling task. Guide cannulae for drug injections were then
mplanted and, after a recovery period of 7 days, pharmacological
ests in the gambling task and reward-amount-discrimination task
s a control were conducted.
.3. Apparatus
Experiments were conducted in dimly lit sound-attenuated
oxes (60 cm × 45 cm × 35 cm)  (Fig. 1A). On one wall of each box
as a nose-poke hole at the center and two protruding levers,ne on each side of the hole and each with a white LED above
t. A nozzle delivering water was on the opposite wall. Nose-poke
esponses were detected by a horizontal infrared beam (OMRON).
ach device was  connected to a computer via a Digital I/O cardsearch 92 (2015) 53–61
(PCI-7248, ADLINK technology) and controlled by an in-house soft-
ware program (based on C++).
2.4. Training: reward-amount-discrimination task
The rats were first trained to discriminate differences in the
number of water drops. A trial consisted of three events: a nose-
poke into the central hole to start a trial, a press of one of the
available levers (availability was  indicated by the LED-ON), and
delivery of drops of water from the nozzle on the opposite wall
of the box. One drop of water was 50 l, the interval between each
drop was  700 ms,  and water was  given 3 s after lever press. If the
rat did not press either lever within 10 s after nose-poke, the trial
was aborted and the LED was turned off until the next trial. Rats
first learned in 40 forced-choice trials that the high-amount option
(lever) provided 4 drops of water and the low-amount option
provided 2 drops. In subsequent discrimination trials, rats were
given 100 free choices between the high- and low-amount options.
Assignment of outcomes to levers was counterbalanced between
sessions. Sessions were conducted up to three times a day and
lasted over 3 h. A rat was  moved to the next step (the gambling
task) when it had performed 10 or more consecutive sessions in
which it had chosen the high-amount option in more than 65% of
the trials. In most sessions the rats chose the better option in over
85% of the trials.
2.5. Gambling task
The task was  modified from previously described procedures
(Logan, 1965). The rats were required to choose between a risky
option (variable amount: either 4 drops or no water, 50–50 chance,
random order) and a sure option (fixed amount: x drops of water;
x = 1, 2, 3, 4; with x fixed in a session). The session and trial
structures were the same as in the amount-discrimination task.
Before we  conducted pharmacological experiments, we investi-
gated behavioral performance without drug injections at each x
in the gambling task. More than 10 sessions were conducted at
each level of x, and for each rat the percent choice of the risky
option was the average of the last 10 consecutive sessions. Sub-
jective equivalence points between risky and sure options (percent
choice of the risky option = 50%) were based on logistic sigmoid
functions [f(x) = a + b/(1 + exp(−(x − c)/d)), where a, b, c, and d were
free parameters] which were fitted to the observed choices using
the least-square method. Drug tests were performed only at the x
closest to the subjective equivalence point.
2.6. Surgery
The rats were surgically implanted with four stainless steel
guide cannulae (0.6 mm in diameter) targeting 1 mm above bilat-
eral AIC (AP +3.0, ML  ±4.2, DV −5.6 mm)  and OFC (AP +4.4, ML
±2.2, DV −5.0 mm).  Under ketamine (80.0 mg/kg) and xylazine
(0.8 mg/kg) anesthesia, the scalp was  retracted, craniotomies were
made bilaterally above the target sites, and four guide cannulae
were inserted and fixed with dental cement. To prevent clogging
by blood clots, dummy  injection cannulae (0.3 mm in diameter)
were inserted into the guide cannulae. Rats were given 1 week of
recovery from the surgery.
2.7. Drugs
The following drugs were used: the D1R antagonist R-(+)-
SCH23390 hydrochloride (2.0 and 4.0 g/l), the D2R antagonist
eticlopride hydrochloride (2.0 and 4.0 g/l), the 5-HT1AR antag-
onist WAY100635 (2.0 and 4.0 g/l), and the 5-HT2AR antagonist
M100907 (0.2 and 2.0 g/l). Moreover, 0.9% saline served as a
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Fig. 1. Task design. (A) Experimental apparatus with nose-poke hole in the middle of the two  levers. (B) Sequence of events in a trial of the gambling task. The rats were
required to nose-poke to initiate a trial and then to press a lever. Water was given as reward. The first 40 trials in each session were forced-choice trials in which the rats
learned the relationship between the lever locations and the outcomes. In the following 100 free-choice trials, the rats could choose between the two options. (C) Percent
c t (N =




























hoice  of the risky option in the gambling task without pharmacological treatmen
post-injection) was  conducted more than 3 h after the baseline session (pre-injectio
ests.
ontrol. All drugs were dissolved in saline except for M100907,
hich was dissolved with lactic acid. The choice of concentrations
f dopamine blockers was guided by the results of a previous study
St Onge et al., 2011, in which 2.0 g/l  SCH23390 and eticlopride
n medial PFC affected risky decision making). Similarly, concentra-
ions of serotonin blockers were based on previous studies (Fujita
t al., 2008; Robinson et al., 2008; Furr et al., 2012) and our prelim-
nary experiment. The volume of drugs was 100 nl per hemisphere.
e used slightly smaller drug volumes than in the previous study
St Onge et al., 2011) in order to avoid diffusion between adjacent
IC and OFC regions while still ensuring that the extent of drug
iffusion was sufficient to cover the target region.
.8. Injection procedure
Drug-injection sessions (hereafter called post-injection ses-
ions) were conducted more than 3 h after the normal baseline
essions (pre-injection sessions) on the same day (Fig. 1D). In each
xperiment there was one post-injection session. It took about
0 min  and consisted of 140 trials. Drugs were injected 30 min
efore the behavioral tests. During the drug injection, the rats were
andled on the experimenter’s lap without anesthesia. The injec-
ion cannulae were stainless steel needles 0.3 mm in diameter and
xtended 1 mm from the tip of the guide cannulae. They were
onnected to a microliter Hamilton syringe by polyethylene tub-
ng 0.26 mm in diameter, and drugs were delivered at 50 nl/min
or 2 min  (100 nl per hemisphere) under syringe infusion pump
ontrol. Injection cannulae were left in place for 1 min  after injec-
ion to allow diffusion of the fluid. Injections in each hemisphere 34). Error bars indicate SEM. (D) Injection procedure. Each drug-injection session
the same day. Drug or mock injections were conducted 30 min before the behavioral
were performed separately, and the entire injection procedure took
7–10 min. Finally, we checked for clogging of the injection cannula
after the injection. In order to habituate the rats to the injection
procedure, they underwent a mock injection during the last five
sessions before post-injection conditions.
There were nine possible test conditions (=4 drugs × 2
doses + saline) for each target region. To avoid the accumulation
of brain damage by repeated injection, a rat received up to three
different test conditions out of the nine possible ones for each tar-
get region. To avoid residual drugs effects at the next condition,
all drug injections were spaced at least 2 days apart, and con-
ducted only after choice performance had been returned back to
pre-injection levels. Moreover, the order of test conditions was  ran-
domized among individuals in order to eliminate potential artifacts
due to the particular combination of drugs and injection order.
2.9. Histology
After experiments were completed, the brains were sliced into
50-m coronal sections and stained with thionine. Slices were
examined under a microscope to identify the locations of the can-
nulae. Cannulae placements were classified using The Rat Brain in
Stereotaxic Coordinates (Paxinos and Watson, 2007).
2.10. Data analysisStatistical analysis was  conducted using SPSS and EXCEL. Four
behavioral parameters were measured for each animal: percent
choice of the risky option in 100 free choices, average response
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Fig. 2. Locations of injections. Rats were implanted bilaterally with guide cannulae
0.6  mm in diameter through which injection cannulae 0.3 mm in diameter were
inserted. (A) Typical tracks of guide and injection cannulae. (B) Locations of
injection cannulae tips. Plates are adaptations from The Rat Brain in Stereotaxic
Coordinates (Paxinos and Watson, 2007). AID: dorsal agranular insular cortex, AIV:search 92 (2015) 53–61
time in 100 free choices, correct rate in 40 forced choices, and
number of reaction omissions in the whole session. For the anal-
ysis of drug effects on risky choices, first the changes in risky
choice (the percent choice of the risky option post-injection minus
that pre-injection) were tested by one-sample t-test (significance
level: p < 0.05) within each test condition. Then the changes in risky
choice between test conditions were tested with Dunnett’s test
(significance level: p < 0.05), setting saline condition to be control.
Pre- versus post-injection session comparisons of response times
were made using paired t-tests (significance level: p < 0.05). Pre-
versus post-injection session comparisons of correct rates and of
the number of reaction omissions were made by non-parametric
Wilcoxon signed-ranks tests (significance level: p < 0.05) because
the two measures were not normally distributed.
3. Results
3.1. Behavior in the gambling task
Before injections the behavioral performance in all tasks was
similar to that observed in our previous study (Ishii et al., 2012).
Fig. 1C shows the choice performance data in the gambling task.
When the sure option provided 4 drops of water, the rats frequently
chose it. Moreover, when the sure option provided fewer drops, the
rats chose it less frequently. When the sure option provided 2 drops
of water (x = 2, i.e. expected value of risky option), 26 out of 34 rats
exhibited a significant preference for the risky option (66.2 ± 1.2%
choice for the risky option), and the remaining eight rats had
no significant preference (56.4 ± 2.3%; in all rats comparison was
performed against chance level by one-sample t-tests). In the pop-
ulation, the percent choice of the risky option was significantly
higher than chance level (63.9 ± 1.3%, t[33] = 10.71, p < 0.05, by one-
sample t-test). In the following pharmacological experiment, the x
value of the sure option was  set nearest to the subjective equiv-
alence point between the risky and sure option (percent choice
of the risky option = 50%) in order to allow for drug injections to
increase or decrease risk preference. As in the previous study (Ishii
et al., 2012) the subjective equivalence point derived from the logis-
tic sigmoid curve fitting to the observed values (r2 > 0.99) was 2.4.
Therefore the effects of dopamine and serotonin receptor blockers
on risk preference were tested at x = 2.
3.2. Effects of dopamine and serotonin blockers in the AIC and
OFC on risk preference
Fig. 2 shows tracks of the cannulae and injection sites. Although
each target region received multiple drug injections, the tissue
damage was limited to the tracks of the cannulae (Fig. 2A). In addi-
tion, in recovery sessions conducted on days after pharmacological
tests, choice performance returned to pre-injection levels; all p val-
ues of paired t-tests comparing performance between pre-injection
and recovery at each drug injection were larger than 0.05. Thus
the effects of drug injections did not carry over to the next drug
injection tests. Besides, baseline choice performance was  stable
in the last five pre-injection sessions (the average of the standard
deviations of the choice performances in the last five pre-injection
sessions was 11.5).Risk preference levels differed across individuals as mentioned
above and to some extent across days. To account for these differ-
ences, we assessed drug effects on risky choice within-individuals
and in relation to pre-injection behavior (i.e. percent choice of
ventral agranular insular cortex, DI: dysgranular insular cortex, DLO: dorsolateral
orbitofrontal cortex, GI: granular insular cortex, LO: lateral orbitofrontal cortex, VO:
ventral orbitofrontal cortex.




























ig. 3. Effects of drug injections into AIC and OFC on risk preference in the gamb
ercent choice of the risky option post-injection minus that of pre-injection) are sh
f  each drug was  compared against saline with Dunnett’s test (#p < 0.05). Error bars
he risky option post-injection minus that of pre-injection, Fig. 3;
aw data are shown in Supplementary Fig. S1). First, we  tested
he changes in risky choice within each test condition by using
ne-sample t-tests (significance level: p < 0.05). The D1R blocker
CH23390 did not have significant effects on risky choice in either
he AIC (2.0 g/l,  t[7] = −0.09, p = 0.93; 4.0 g/l,  t[4] = −0.13,
 = 0.90) or the OFC (2.0 g/l,  t[4] = 0.93, p = 0.41; 4.0 g/l,
[4] = 0.54, p = 0.62). The D2R blocker eticlopride had significant
ffects when injected into the AIC (2.0 g/l,  t[8] = −3.85, p = 0.005;
.0 g/l,  t[6] = −3.12, p = 0.02) but not when injected into the OFC
2.0 g/l, t[4] = 0.26, p = 0.83; 4.0 g/l,  t[4] = −0.12, p = 0.91). The
-HT1AR blocker WAY100635 had significant effects both when
njected into the AIC (2.0 g/l,  t[5] = −2.73, p = 0.04; 4.0 g/l,
[6] = −3.98, p = 0.007) and when injected into the OFC (2.0 g/l,
[5] = 2.09, p = 0.09; 4.0 g/l,  t[6] = 3.26, p = 0.02), but the direc-
ions of the effects of AIC and OFC injections were opposite.
he 5-HT2AR blocker M100907 did not have significant effects
hen injected into either the AIC (0.2 g/l,  t[4] = 0.05, p = 0.96;
.0 g/l,  t[4] = −0.33, p = 0.76) or the OFC (0.2 g/l,  t[4] = 0.06,
 = 0.95; 2.0 g/l,  t[4] = −0.19, p = 0.86). Paired t-tests found no
ignificant differences between the two concentrations of block-
rs (2.0 versus 4.0 g/l  D2R blocker in the AIC (p = 0.25) and the
FC (p = 0.80): 2.0 versus 4.0 g/l  5-HT1AR blocker in the AIC
p = 0.73) and the OFC (p = 0.26). Risk preference was not affectedsk. Changes in percent choice of the risky option from pre- to post-injection (i.e.
hanges in risky choice were tested by one-sample t-tests (*p < 0.05), and the effect
ate SEM.
by saline injected into either the AIC (t[8] = −0.12, p = 0.90) or the
OFC (t[8] = −0.35, p = 0.73), and the effects of drugs did not depend
on baseline risk preference levels.
Supplementary Fig. S1 related to this article can be found, in the
online version, at http://dx.doi.org/10.1016/j.neures.2014.11.009.
We next compared the effect of each drug against that of saline
by using Dunnett’s test and found that the D2R and 5-HT2AR block-
ers significantly increased risk preference in the AIC (4.0 g/l,
p = 0.02; 4.0 g/l, p = 0.04, respectively) and that 5-HT2AR block-
ers significantly decreased risk preference in the OFC (4.0 g/l,
p  = 0.04). Thus, dopamine and serotonin appear to reduce risk pref-
erence through local effects on D2 and 5HT1A receptors in the insula.
Moreover, serotonin tends to increase risk preference through local
effects on 5HT1A receptors in the OFC.
3.3. Choice after winning or losing the gamble
Both D2R and 5-HT1AR blockers in the AIC increased risk pref-
erence similarly. To test for differences between them, we  focused
on how the experience of previous outcomes affects subsequent
decisions. Interestingly, without drugs the rats showed higher risk
preference after losing the gamble (getting no reward in the previ-
ous trial) than after winning the gamble (getting 4 drops of water
in the previous trial); specifically, the rats chose the risky option in
58 H. Ishii et al. / Neuroscience Re
Fig. 4. Effects of D2 and 5-HT1AR blockers in the AIC and OFC on risk preference after
winning the gamble and after losing the gamble. The data for both concentrations
of  each drug were pooled. Each bar shows the change in percent choice of the risky



























that the AIC expresses both D1R and D2R mRNA, it may appear sur-n  the pre-injection session). Statistical tests were made using one-sample t-tests
*p  < 0.05). Error bars indicate SEM.
8.0% of trials after losing the gamble and in 67.9% after winning
he gamble. To investigate how intra-AIC injection of either D2 or
-HT1AR blockers affected these tendencies, we compared the per-
ent choice of the risky option after winning or losing the gamble
n pre- versus post-injection sessions. In order to compensate for
he reduction of power that was caused by splitting trials up into
hose following a win, a loss, or a sure outcome we pooled the data
cross different doses for this analysis.
Blocking D2 receptors in the AIC significantly increased percent
hoice of the risky option after winning the gamble but not after
osing the gamble (N = 16, p < 0.05, p = 0.99, respectively, by one-
ample t-test). By contrast, blocking 5-HT1A receptors in the AIC
ignificantly increased percent choice of the risky option after los-
ng but not after winning (N = 13, p < 0.05, p = 0.13, respectively, by
ne-sample t-test). As mentioned above, the D2R blocker in the OFC
id not change the percent choice of the risky option. It also did
ot affect choice of the risky option conditional on previous wins
r losses (N = 10, p = 0.28, p = 0.27, respectively, by one-sample t-
est). Finally, the decrease in the percent choice of the risky option
nduced by the 5-HT1AR blocker in the OFC occurred similarly
fter both wins and losses (N = 13, p < 0.05, p < 0.05, respectively,
y one-sample t-test). The changes in risk preference from pre- to
ost-injection (i.e., percent choice of the risky option post-injection
inus percent choice of the risky option of pre-injection) are sum-
arized in Fig. 4.search 92 (2015) 53–61
3.4. Control analysis: effects on other behavioral measures
Reaction omission and wrong lever presses in forced choices
rarely occurred even with drug injections (Table 1), but injections
unspecifically appeared to slow response times. In particular, both
AIC and OFC injections of 2.0 g/l  of the D1R blocker had a slow-
ing effect. Response times tended to increase also after injections
of 4.0 g/l  of the D1R blocker in both the AIC and OFC, 2.0 g/l
of the 5-HT1AR blocker in the OFC, and 2.0 g/l  of the 5-HT2AR
blocker in the AIC (p values between 0.05 and 0.10). Increases in
response times could be caused by deficits in motor performance
or decision time. Note however that the response times after drug
injections did not differ significantly from those after saline injec-
tions. The slower response times observed 1 day after injections
thus seem to be unrelated to the drugs but to arise from injections
more generally.
3.5. Control task: the effects on reward amount discrimination
The main data suggest that blocking D2 or 5HT1A recep-
tor subtypes has local effects on risk preference. However, a
deficit in the ability to discriminate reward amounts could also
change choice performance in the gambling task. In our pre-
vious study, AIC and OFC inactivations did not affect reward
amount discrimination (Ishii et al., 2012). We  also tested the
effects of the D2R blocker in the AIC and the 5-HT1AR blocker in
both the AIC and OFC on reward amount discrimination (choos-
ing between 4 and 2 drops of water). None of the injections
affected the percent choice of the larger-reward option (AIC D2R
blocker: pre-injection [91.3 ± 6.3%], post-injection [86.0 ± 7.0%],
N = 3; AIC 5-HT1AR blocker: pre-injection [94.0 ± 2.0%], post-
injection [93.7 ± 3.5%], N = 3; OFC 5-HT1AR blocker: pre-injection
[93.0 ± 1.2%], post-injection [93.7 ± 1.9%], N = 3).
4. Discussion
The prefrontal cortex (PFC) is thought to play an important role
in risky decision making (Rushworth et al., 2011) and receives both
dopaminergic and serotonergic fibers (Ohara et al., 2003; Linley
et al., 2013). Here, we investigated the roles of these neurotransmit-
ters in two  sub regions of the PFC: the anterior insular cortex (AIC)
and the orbitofrontal cortex (OFC), by locally injecting two different
receptor subtype blockers each for dopamine and serotonin. The
results are summarized in Table 2. Blocking D2 and 5-HT1A recep-
tors in the AIC increases risk preference in rats. Moreover, intra-AIC
injection of the D2R blocker increases risk preference particularly
after winning whereas intra-AIC injection of the 5-HT1AR blocker
increases it particularly after losing. These results not only confirm
that dopamine and serotonin modulate the function of the AIC in
risky decision making but also indicate that the two neuromodu-
lators have different outcome history-dependent functions, which
opens interesting avenues for further research on gambling.
4.1. Dopamine in the AIC and the OFC
The present finding that blocking D2 receptors in the AIC
increases risk preferences is consistent with previous reports that
blocking D2 receptors in the medial PFC increases risk preference,
including a selective effect on trials after winning gambles (St Onge
et al., 2011). It was also reported that stimulating D1 receptors in
the medial PFC has no effect on risk preference although blocking
D1 receptors in the medial PFC decreases risk preference. Givenprising that injecting the D1R blocker into the AIC did not affect
risk preference. However, since D1R and D2R mRNA are expressed
in different neuronal populations (with the exception of layer 5) in
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Table  1
Control analyses. Unspecific or no effects of drug injections on response times (from nose-poke to lever press) in 100 free choices, correct rate in 40 forced choices, and
number of reaction omissions (no lever press during 10 s after nose-poke) in the whole session.
Anterior insular cortex Orbitofrontal cortex
pre post pre post
Response time (ms)
D1R blocker
2.0 g/l 1136 ± 77 1361 ± 102 * 1081 ± 81 1250 ± 53 *
4.0 g/l  1099 ± 73 1706 ± 270 ns. 1074 ± 90 1610 ± 198 ns.
D2R blocker
2.0 g/l  1202 ± 70 1482 ± 163 ns. 1271 ± 180 1370 ± 187 ns.
4.0  g/l  1036 ± 53 1149 ± 114 ns. 1114 ± 77 1248 ± 108 ns.
5-HT1AR blocker
2.0 g/l  1580 ± 210 1521 ± 142 ns. 1242 ± 48 1484 ± 110 ns.
4.0  g/l  1353 ± 85 1246 ± 55 ns. 2428 ± 124 1311 ± 47 ns.
5-HT2AR blocker
0.2 g/l 1319 ± 122 1218 ± 73 ns. 1251 ± 139 1226 ± 42 ns.
2.0  g/l 1210 ± 105 1419 ± 150 ns. 1099 ± 76 1244 ± 70 ns.
Saline  1047 ± 73 1327 ± 206 ns. 1157 ± 100 1367 ± 185 ns.
Correct rate (%)
D1R blocker
2.0 g/l  100 ± 0 100 ± 0 ns. 100 ± 0 99.5 ± 0.5 ns.
4.0  g/l  99.5 ± 0.5 99.5 ± 0.5 ns. 100 ± 0 100 ± 0 ns.
D2R blocker
2.0 g/l  100 ± 0 99.2 ± 0.4 ns. 99.5 ± 0.5 100 ± 0 ns.
4.0  g/l  99.3 ± 0.5 100 ± 0 ns. 100 ± 0 100 ± 0 ns.
5-HT1AR blocker
2.0 g/l  99.6 ± 0.4 99.3 ± 0.4 ns. 97.8 ± 1.1 99.6 ± 0.4 ns.
4.0  g/l 99.3 ± 0.5 96.8 ± 3.2 ns. 99.3 ± 0.5 99.6 ± 0.4 ns.
5-HT2AR blocker
0.2 g/l  98.5 ± 1.0 99.0 ± 0.6 ns. 96.5 ± 1.8 98.0 ± 0.9 ns.
2.0  g/l  99.5 ± 0.5 100 ± 0 ns. 99.5 ± 0.5 99.0 ± 0.6 ns.
Saline  100 ± 0 99.6 ± 0.4 ns. 100 ± 0 100 ± 0 ns.
Reaction omission
D1R blocker
2.0 g/l  0.3 ± 0.2 0.4 ± 0.3 ns. 0.2 ± 0.2 0 ± 0 ns.
4.0  g/l 0.2 ± 0.2 1.4 ± 0.9 ns. 0.2 ± 0.2 1.6 ± 0.9 ns.
D2R blocker
2.0 g/l  0 ± 0 0 ± 0 ns. 0.4 ± 0.2 0 ± 0 ns.
4.0  g/l  0.1 ± 0.1 0.1 ± 0.1 ns. 0.2 ± 0.2 0.2 ± 0.2 ns.
5-HT1AR blocker
2.0 g/l  0.7 ± 0.3 0.7 ± 0.4 ns. 0.5 ± 0.3 0.5 ± 0.2 ns.
4.0  g/l  0.6 ± 0.3 0 ± 0 ns. 0.7 ± 0.5 0.6 ± 0.4 ns.
5-HT2AR blocker
0.2 g/l  0 ± 0 0.2 ± 0.2 ns. 0.8 ± 0.6 0.2 ± 0.2 ns.
2.0  g/l  0.8 ± 0.2 0.4 ± 0.2 ns. 1.0 ± 0.4 0.4 ± 0.2 ns.





















alues: mean ± SEM. ns.: not significant.
* p < 0.05.
he rat prefrontal cortex (Santana et al., 2009), it is conceivable that
2R-containing AIC neurons may  preferentially contribute to risky
ecision making.
The fact that intra-OFC injections of D1R and D2R blockers had
o effect on risk preference is consistent with scarcity of dopami-
ergic fibers (Ohara et al., 2003; Van De Werd and Uylings, 2008)
nd expressions of D1R and D2R mRNA (Santana et al., 2009) in
hat region in the rodent. Conversely, the OFC projects to midbrain
opamine neurons (Hoover and Vertes, 2011), and the OFC may
hereby affect regions receiving strong dopaminergic input. Given
hat the OFC suppresses risk-seeking (Ishii et al., 2012) it may  do
o via stimulation of midbrain dopamine neurons projecting to the
IC.
Midbrain dopamine neurons code a wide variety of reward
alue parameters including reward probability and risk (Fiorillo
t al., 2003). In risky situations as used here, where the subject
as learned about the possible outcomes and their probabilities
f occurrence (i.e., equal chances of receiving and not receiving a
able 2
ummary of present results; effects of receptor subtype selective antagonist in the AIC a
isk  preference, respectively. Note that blocking 5HT1A receptors has opposite effects on r
Outcome history Target region
AIC 
After winning After l
Type of receptor subtype selective blocker
D1R – – 
D2R ↑ – 
5-HT1AR – ↑ 
5-HT2AR – – reward), dopamine neurons show phasic firing increases after wins
and pauses after losses (Oyama et al., 2010; Fiorillo, 2011). Given
these properties, the dopamine responses to wins may  serve to sup-
press repeated choice of the risky option after a win  via D2 receptors
in the AIC.
4.2. Serotonin in the AIC and the OFC
We found that 5-HT1AR blocker increased risk preference in the
AIC whereas it decreased risk preference in the OFC. To our knowl-
edge this is the first study showing target region-specific roles of
serotonin in risky decision making.
In contrast to the win-related role of dopamine, our data sug-
gest that AIC serotonin may  be involved in risky decision making
particularly after losing and suppress subsequent risk taking via
5-HT1A receptors. Serotonin is thought to play a key role in neg-
ative reinforcement and loss aversion (Tanaka et al., 2009; Cools
et al., 2011). Global serotonin depletion in monkeys and rats also
nd OFC. An upward arrow or a downward arrow indicates increase or decrease of
isk taking in AIC and OFC.
OFC
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romotes risky choice after punishment arising from a risky choice
Long et al., 2009; Koot et al., 2012). Our data are consistent with
hese findings and suggest that one route in which these effects
ay  arise is through 5-HT1A receptors in the AIC.
The 5-HT1AR blocker in the OFC decreased risk preference both
fter winning and after losing. Thus, OFC serotonin appears to
uppress the natural function of the OFC in risky decision mak-
ng regardless of outcome history. OFC serotonin is thought to be
nvolved in behavioral flexibility and adjustment to changes in
timulus-outcome contingencies (Roberts, 2011). In the present
tudy, OFC dysfunction due to 5-HT1A receptor blockade might have
educed overall sensitivity to the changing outcomes of the risky
ption. In any case, the 5-HT1A receptors in the OFC appear not
o act specifically on the link between either gains or losses and
ubsequent action selection.
Given that the outcome-history dependency of the effects of
erotonin receptor blockade differed between the AIC and OFC, it
s conceivable that serotonin has different functions in the two
egions. In this context it is worth noting that systemic manipu-
ations of serotonin in punishment (as well as reward and decision
aking) tasks have not yielded consistent findings across stud-
es (Rogers et al., 2003; Murphy et al., 2009). In addition, neural
esponses of raphe neurons to reward and other task events are
eterogeneous (Ranade and Mainen, 2009; Inaba et al., 2013). Some
eurons are excited by larger reward whereas others are excited
y smaller reward or reward omission (Nakamura et al., 2008).
hus, the role of serotonin may  not be limited to punishment learn-
ng. Future investigations may  benefit from precise dissociation
etween functionally different groups of serotonergic neurons, and,
ased on the present results, from focusing on history-effects.
Blockade of 5-HT1 receptors in the AIC and OFC altered risk pre-
erences, whereas blockade of 5-HT2R receptors there had no effect
n risk preferences. This could suggest that the increased risk aver-
ion of humans after systemic injection of the low-affinity 5-HT2A
locker ketanserin (Macoveanu et al., 2013) is not mediated by
erotonin in the AIC and OFC. However, given that in the PFC about
0% of the pyramidal neurons and 20% of the GABAergic neurons
ontain 5-HT1A and 5-HT2A receptors, and the two receptor sub-
ypes are highly co-localized (Amargós-Bosch et al., 2004; Santana
t al., 2004), it is somewhat unexpected that injecting the 5-HT2AR
locker in the AIC and OFC did not affect risk preference. 5-HT2AR
ay  thus co-work with other systems. Further experimentation is
hus needed to elucidate the relation between risk taking and the
-HT2A receptors in both regions.
.3. Outcome history-dependent effects of dopamine and
erotonin in the AIC and OFC
The present study suggests that AIC dopamine via D2 receptor
ffects risk preference after a risky choice resulted in a win, whereas
IC serotonin via 5-HT1A receptor affects risk preference after a
isky choice resulted in a loss. These outcome history-dependent
ffects imply that the two  neuromodulators signal previous reward
vents with a time resolution in the order of seconds. In other
ords, the effects occur from trial to trial in the present task rather
han arising from a more global influence on motivation over a
hole session. Indeed, single unit recoding studies of dopamine
eurons in the substantia nigra/ventral tegmental area and puta-
ive serotonin neurons in the dorsal raphe nucleus have shown
hat these neurons respond phasically to outcomes within the
pan of milliseconds or seconds (Schultz, 1986; Nakamura et al.,
008). These activities could affect subsequent reward- and loss-
elated behavior and concomitant neural activity. In line with this
otion, history-dependent effects of dopamine and serotonin have
een reported by previous studies (reviewed in Rogers, 2011).
he present findings add to the previous ones by demonstratingsearch 92 (2015) 53–61
opposite outcome history-dependent effects of dopamine and sero-
tonin in the same region and in the same task.
4.4. Conclusion
We  have previously shown that inactivating the AIC decreases
risk preference of rats, whereas inactivating the OFC increases it
(Ishii et al., 2012). By implication, in intact animals the AIC appears
to increase the propensity to make risky decisions whereas the OFC
decreases it. The present study investigating how dopamine and
serotonin affect risk preference through different receptor subtypes
in the AIC and OFC found that D2 and 5-HT1A receptor blockade in
the AIC increased risk taking and 5-HT1A receptor blockade in the
OFC decreased it. It thus seems that dopamine acting through D2
receptors inhibits the function of the AIC and that serotonin acting
through 5-HT1A receptors inhibits the function the OFC as well as
that of the AIC. Since the activations of both D2 and 5-HT1A receptors
decrease neuronal excitability (Barnes and Sharp, 1999; Seamans
and Yang, 2004), blocking these receptors in the present study may
have disinhibited the normal functions of the AIC and OFC in risky
decision making.
However, because D1R and 5-HT2AR blockers in the AIC had
different outcome history-dependent effects, AIC dopamine and
serotonin appear to be involved in different aspects of risky deci-
sion making. Dopamine released after wins may, via D2 receptors,
suppress the risk-seeking function of the AIC and thereby pre-
vent repeated risky choices after wins, whereas serotonin released
after losses may, via 5-HT1A receptors, suppress AIC function and
prevent repeated risky choices after losses. Thus, dopamine and
serotonin in the AIC appear to synergistically guide risky choice in
an experience-dependent manner.
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