Abstract. Fractional Brownian motion belongs to a class of long memory Gaussian processes that can be represented as linear functionals of an in nite dimensional Markov process. This leads naturaly to :
Fractional Brownian motion has been used as a model of signal or noise in various domains: geophysical data 10, 3], communication processes 12, 11] , see also the references therein. Therefore it is important to provide good numerical approximating schemes.
Problem I: Approximation of fractional Brownian motion. We shall not linger on the rst (naive) idea that may cross our mind. We simulate an n-dimensional Gaussian random vector with the same disribution as ( We do not say that this approximation method is the best, but we want to stress the fact that the Markov property of the underlying process Y allows an algorithm that is very economic in memory allocation. You only have to store N( ) values at each time step, then simulate one Gaussian random variable, and then update these values for the next step (according to rule (4)). show then that to obtain a precision of = 10 ?3 , we need to consider a few hundred points. Practical results show that forty points are enough. Furthermore, we have been able to check that (almost surely) the numerical approximations stick exponentially fast to the actual random process (and this happens uniformly on compact sets), when n goes faster to 0 than indicated in (5).
Problem II : an ergodic theorem. It is well known (Birkho 's ergodic theorem) that for a stationary process U, we have the convergence, almost sure and in L 1 , 1 (6) as soon as is an integrable Borel function: E j (U(0))j] < +1.
Of course, we rst have to check the ergodicity, that is that the invariant -eld is almost surely trivial, which is not so easy to do in general (see e.g. Rozanov 14] , page ???). But what we actually want to do is to answer the following question. Given (V (t) ; t 0 ) a real Gaussian process, a priori non stationary, such that V r = (V (t + r) ; t 0 ) converges in distribution to the stationary process U. We want to show that, as soon as is an integrable (8) We shall show that (7) It is also the solution of the stochastic di erential equation Let us notice that, by construction, under P y the law of Y t is the law , under P 0 of Y t + (x ! e ?xt y(x)). Since this last function converges weakly to the null function, we can suppose y = 0, without any loss in generality. We have the sequence of inequalities, for t 1,
This last quantity goes uniformly in t 1 to zero as M ! 1 , since the integral is nite. (ii) Now, Let f : L 1 ( ) ! R be a bounded invariant function; that is, f(y) = P t f(y) = E y f(Y t )] (y 2 L 1 ; t 0) :
Observe that the sigma eld F = ( ; 2 L 1 ( )), is generated by the algebra of sets depending on a nite number of coordinate A = Af ; 2 L 1 ( )g that is the smallest algebra containings the sets fy : h ; yi 2 Bg , 2 L 1 ( ), B borel set of R. Therefore, the measure P Y1 , the law of Y 1 , being nite, there exists bounded functions (f n ; g n ; n 2 N) depending only on a nite number of coordinate such that f n g g n E jf n ? g n j(Y 1 )] 7 ?! n!1 0 :
We take the limit as t ! +1 in P t f n (y) P t f(y) = f(y) P t g n (y) to obtain E f n (Y The invariance of f is an easy consequence of the Markov property of (Y t ; t 0 ) since for all t 0: F = ?1 t (F) where t denotes the shift operator. Proposition 2 implies that f is a constant, and thus, for all y 2 L 1 ( ), f(y) = 0. All we need to show now is that the invariant sigma-eld I is almost surely trivial. Let Z be a bounded I measurable random variable. We have, for all t, Z = Z t and therefore the function f(y) = E y Z] is constant since E Z j F t ] = E Z t j F t ] = f(Y t ) : (11) Taking expectations under P y yields P t f(y) = E y f(Y t )] = f(y) :
Proposition 2 implies that f is constant, say f(y) = c for every y 2 L 1 ( ). Injecting this in relation (11) yields, that under P y E Z j F t ] = c (t 0) : Taking limits as t ! +1 gives nally that Z = c a.s.
