ABSTRACT Environmental consideration provides new trends in wireless communication network known as green communication. The main object of green communication is to save as much as possible the energy consumption of the communication system. In this paper, the authors have investigated the green distributed nonlinear state estimation problem in wireless sensor networks (WSNs), which will be seamlessly integrated with the forthcoming 5G communication system. A distributed signal reconstruction algorithm is proposed by employing compressive sensing and consensus filter to solve sparse signal reconstruction issue in WSNs with energy efficiency considered. In particular, the pseudo-measurement (PM) technology is introduced into the cubature Kalman filter (CKF), and a sparsity constraint is imposed on the nonlinear estimation by CKF. In order to develop a distributed reconstruction algorithm to fuse the random linear measurements from the nodes in WSNs, the PM embedded CKF is formulated into the information form, and then the derived information filter is combined with the consensus filter, while the square-root version is further developed to improve the performance and strengthen power saving capability. The simulation results demonstrate that the sparse signal can be reconstructed with much fewer nodes in decentralized manner and all the nodes can reach a consensus, while providing some attractive benefits to the green 5G communication system. INDEX TERMS Green, compressive sensing, nonlinear, cubature Kalman filter, square-root decomposition, consensus filter, wireless sensor networks (WSNs).
for large-scale dynamical system with distributed measurements over large geographical area. Unlike the centralized scheme, the distributed schemes usually rely on device-to-device communication among the sensor nodes and the information fusion task is distributed among multiple sensor nodes without the infrastructure (fusion center) [11] . The infrastructure is the main source of power consumption from service provider prospective in a wireless network. Therefore, it is essential to explore a novel distributed state estimation algorithm to reduce the energy consumption. In an effort to provide energy efficiency, researchers are turning to compressive sensing (CS) technique based on the revelation that a sufficiently compressible or sparse signal can be accurately recovered from smaller number of measurements than the unknowns [12] , [13] . Due to the ubiquity of sparseness, this is substantially beneficial to distributed estimation for the WSNs [14] [15] [16] . Generally, most of the energy is consumed during the sensing, data processing, data storage, and communication phases [17] , [18] . Hence, reducing the number of measurements by each sensor, means reduction in the data dimensionality of the abovementioned phases, which will improve the energy efficiency by reducing the energy consumption of the WSNs and will bring green practices to the 5G communication system.
A number of various KF-based distributed estimation algorithms have recently been proposed [19] [20] [21] [22] [23] . In particular, the distributed Kalman filter (DKF) using the dynamic average-consensus strategies to the weighted measurements and the inverse-covariance matrices, has been developed in [19] and [20] for linear system. Assuming the transfer matrices to be sparse and localized, an efficient distributed algorithm has been developed in [21] . Another distributed algorithm for linear constrained systems based on the concept of moving horizon estimation has been presented in [22] . In [23] , the distributed UKF is derived for the first time for the nonlinear systems. In addition, many researchers have discussed sparse state estimation problem within the framework of the Kalman filter for linear dynamical system [24] , [26] . In nonlinear dynamical case, the studies [27] [28] [29] have attempted to discuss the sparse state reconstruction based on nonlinear filter. Nevertheless, the distributed sparse state estimation for the nonlinear system has not been adequately investigated yet to the best of authors' knowledge.
In this paper, an energy-efficient distributed estimation algorithm has been developed to reduce energy consumption with satisfactory reconstruction performance. The rest of the paper is organized as follows. The preliminaries of the compressive sensing and the remarks on the sparse signal recovery based on Kalman filter with embedded PM are provided in Sec.II. In Sec.III, the system model is described. In Sec.IV, the centralized CKF with iterative PM update is introduced. Both CIF-PM and SCIF-PM are derived in Sec.V. The distributed consensus filtering algorithm is proposed in Sec.VI. Finally, the numerical simulations are demonstrated in Sec.VII followed by the conclusion in VIII.
II. SPARSE SIGNAL RECONSTRUCTION USING KALMAN FILTER A. SPARSE SIGNAL RECOVERY
Compressive sensing is a framework for signal sensing and compression that represents a sensed signal with fewer samples than those ones required by the classical sampling theory [12] , [13] . Consider a sparse random discrete-time process {x k } k≥0 in R n , where x k 0 n, and x k is called K -sparse if x k 0 = K . Assume x k evolves according to the following dynamical equation
where f (·) is the state transition function, in the case of linear dynamics f (x k ) = F k x k , and H k ∈ R m×n is the measurement matrix. Moreover,{v k } k≥0 and {w k } k≥0 denotes zeromean's white Gaussian sequence with covariance Q k 0 and R k 0 respectively. y k is the m-dimensional linear measurement of x k . When m < n and rank(H k ) < n, it is noted that the reconstruction x k from the underdetermined system is an ill-posed problem. However, [12] and [13] have shown that x k can be accurately reconstructed by solving the following optimization problem min
Unfortunately, the above optimization problem is NP-hard and can't be solved effectively. Fortunately, as shown in [13] , if the measurement matrix H k obeys the so-called restricted isometry property (RIP), the solution of (3) can be obtained with overwhelming probability by solving the following convex optimization problem min
This is a fundamental result in compressive sensing. Moreover, for reconstructing a K -sparse signal x k ∈ R n , m ≥ C · K log(n/K ) linear measurements are needed, where C is a fixed constant.
B. PSEUDO-MEASUREMENT EMBEDDED KALMAN FILTERING
For the system given in eq.(1) and eq.(2), it is well-known that Kalman filtering can provide an estimation of x k which is equivalent to the solution of the following unconstrained 2 minimization problem min
where
is the conditional expectation of the given measurements {y 1 , · · · , y k }. As shown in [24] , the following stochastic case of (4)
and its dual problem are discussed in the KF framework min
by incorporating the inequality constraint x k 1 ≤ into the filtering process using a fictitious pseudo-measurement equation
whereH k = sign(x T k ), and k ∼ N (0, R ) serves as the fictitious measurement noise. The constrained optimization problem (7) has been solved in the framework of Kalman filtering and the specific method has been summarized as CS-embedded KF with 1 -norm constraint(CSKF-1) algorithm in [24] . The pseudo-measurement equation above has been interpreted from Bayesian perspective, and a semiGaussian prior distribution has been discussed in [25] .
III. SYSTEM MODEL AND PROBLEM STATEMENT
Consider a network employing the sensors which observe linear combinations of sparse state from a general nonlinear dynamical system described in eq.(1). Here, x k denotes timevaring state vector which is sparse in some transform domain, i.e., x k = s k , where the majority of the components of s k are zero, and is an appropriate basis. Without a loss of generality, it has been assumed that x k itself is sparse, having at most K nonzero components with unkonwn locations (K N ). At time k, the observation at sensor i is
where H i,k ∈ R p i ×n is the local observation matrix for sensor i, p i is the number of simultaneous observations made by sensor i at time k, and w i,k ∈ R p i is the local observation noise. The observations at all N sensors in the sensor network are stacked to get the global observation model as follows. Let p be the total number of observations at all sensors. Let the global observation vector, y k ∈ R p , the global observation matrix, H k ∈ R p×n , and the global observation noise vector
Then the global observation model is given by
where the construction of H k satisfies the RIP in the design of compressive sensing. The state noise sequence {u k } k≥0 , the observation noise sequence {w k } k≥0 , and the initial conditions x 0 are assumed to be independent, Gaussian, and zero-mean, with
where the Kronecker delta δ ιτ = 1, if and only if ι = τ , and otherwise zero. Since the sensors are independent, the global observation noise covariance matrix, R k can be partitioned into blocks R i,k ∈ R p i ×p i corresponding to the local observation noise covariance matrices, as
The communication network among the sensors is described by undirected graph G = (V, E, A) of the order N , where the nodes in V = {1, 2, . . . , N } represent the sensors, the edge (j, i) in the set E ⊆ E × E models that the sensor j can transmit information to sensor i, and the adjacency matrix A = [a ij ] N ×N with nonnegative adjacency element a ij . An edge of G are positive; i.e.,a ij > 0 ⇐⇒ (i, j) ∈ E. Node j is called a neighbor of node i if (i, j) ∈ E and j = i. The neighbor set of node i is denoted by N i . Here, G is assumed to be strongly connected.
The main objective of this paper is to develop a stable distributed filtering algorithm for reconstructing the sparse signal in the discrete-time nonlinear stochastic system. The decentralized sensors reconstruct the sparse signal using fewer measurements than those required by compressive sensing via only communicating with their neighbors. Specifically, the reconstruction performance of the distributed filter is expected to be comparable to the centralized counterpart where the measurements from the sensors are collected as a centralized measurement in fusion center.
IV. CENTRALIZED CUBATURE KALMAN FILTER WITH PSEUDO-MEASUREMENT EMBEDDED
In this section, the CSKF-1 is generalized and applied to nonlinear systems. In particular, an cubature kalman filter is employed in place of the Kalman filter and the resulting algorithm is implemented in centralized manner.
For a general nonlinear dynamical system, it is obvious to abandon the optimal solution stated in problem (7) and to content with a suboptimal solution to bayesian filter by using approximate methods. In case of compressive sensing applications, the state-space models are high-dimensional with state-vectors of size hundreds or more. However, the general nonlinear filters suffer from the curse of dimensionality. Fortunately, the CKF is recently developed for a closest approximation to Bayesian filter and can be applied to solve high-dimensional nonlinear problems. Under the Gaussian assumption, the multi-dimensional integrals of the Bayesian filter's solution are of the form
However, this multi-dimensional integral is typically intractable. The third degree spherical radial cubature rule is used to approximate the integral. This rule uses the sphericalradial transformation to change the variables from the Cartesian to the Radial as: x = rz with z T z = 1, such that x T x = r 2 for r ∈ [0, ∞). The integral equation (16) is then numerically approximated by
where n is the dimension of the vector x, and ξ j is the j-th cubature point located at the intersection of the surface of n-dimensional unit sphere and its axes. This rule can be extended to solve the prediction and posterior pdfs that are in the form of standard Gaussian with meanx and variance P. Hence, the cubature rule to approximate an n-dimensional Gaussian-weighted integral is as follows
where S x is a square-root factor of the covariance P satisfying the relation P = S x S T x ; ξ j is the j-th element of the cubature points set {ξ j }, which is defined as
Here, because of the linear measurement, the cubature rules are merely required to numerically evaluate the multiintegrands in the prediction stage of the CKF, and the steps of Kalman filter can be straightly employed in the update stage. The CKF can be summarized as follows [10] : 1) Evaluate cubature points and the propagated cubature points
where χ j,k−1|k−1 are the cubature points, χ * j,k−1|k−1 are the propagated cubature point (j = 1, 2, . . . , 2n).
2) Evaluate the predicted state vector and the error covariance matrix
3) Evaluate the updated state vector and the error covariance matrixx
with the Kalman gain given by
To recover sparsity pattern of the state vector x k as stated in Sec.II-B, the 1 -norm sparsity constraint can be imposed on the estimatex k|k fused by the centralized CKF at each point in time(i.e., x k|k ≤ ). Following [30] and [31] , this constraint is readily expressed as a fictitious observation 0 = x k|k 1 ≤ , where can be interpreted as a observation noise. However, this nonlinear constraint cannot be straightforwardly processed in the framework of Kalman filtering before it is linearized. Several approaches have been discussed in [31] . Here, by exploiting the property of 1 -norm, it can be substituted forH k = sign(x T k ), where sign(·) is the sign function. Obviously,H k = sign(x T k ) is state-dependent and can be approximated byĤ k = sign(x T k|k ). Furthermore, the covariance R is regarded as a tuning parameter that regulates the tightness of the constraint. As in [30] , the PM can be iterated to better enforce the constraint. Hence, an auxiliary state-space model of the following form is constructed
where 
Remark 1: It is worth noting from above algorithm that a fusion center is required to implement the state estimate and sparse constraint, when observations are distributed among the sensors. In addition, this algorithm is derived based on the regular form of Kalman filter and it requires accurate a priori knowledge of sparse signal. However, the algebraically equivalent form of the Kalman filter is information filter, which propagates the information matrix rather than the error covariance. This difference makes the information filter superior to the Kalman filter because no a priori about the system state is required. Moreover, the information filter can be easily decentralized and extended to multi-sensor fusion [35] .
V. STABLE CUBATURE INFORMATION FILTER WITH PSEUDO-MEASUREMENT EMBEDDED
In order to establish a distributed filter algorithm later, the PM embedded CKF is reformulated into information form for individual sensor node and the square-root version is further developed for stability and accuracy. Firstly, consider the following augmented measurement model for sensor i, which are defined by eqs.(2) and (8)
A. CUBATURE INFORMATION FILTER WITH PSEUDO-MEASUREMENT EMBEDDED
The Kalman filter is implemented in the information filter form [32] , that propagates the information matrices(inverse of the error covariance). By denoting
the PM embedded CKF filter is equivalent to the following information form 1) Measurement update:
i,kx i,k|k−1 ) (33) 2) Pseudo-measurement update:
3) Time update:
Proof: According to matrix inversion lemma, we have
then (24) can be rewritten aŝ
on the other hand, by substituting eq.(33) into eq. (35), we havê
i,kx i,k|k−1 ))
It is easy to obtain the following equation
which means eq. (24) is equivalent to eqs. (33) and (35) . Q.E.D. Remark 2: It can be seen from eq.(31)and eq.(34) that the introduction of PM has an positive impact on the evolution of error covariance by the sparseness of state since Tr(sign(x k )sign(x T k )) = x k 0 . As previously mentioned, I [2] i,k will be approximated by R −1 sign(x − i,k|k )sign(x − i,k|k ) T in practice. Hence, the sparse constraint can be better enforced by improving the accuracy ofx − i,k|k obtained from CKF. Subsequently, the square-root form is employed to improve the numerical stability and accuracy, thus enhancing the effectiveness of sparse constraint.
B. SQUARE-ROOT CUBATURE INFORMATION FILTERING WITH PSEUDO-MEASUREMENT EMBEDDED
The square-root form has important numerical advantages over the regular form: First, since the square-root of the covariance matrix is directly available, thus the SCIF-PM saves the computational cost for generating the cubature points. Second, the numerical accuracy is improved because the condition number of the square-root of the covariance matrix is only half of the covariance matrix. Third, the squareroot filters can achieve twice the precision of the regular forms. Fourth, the symmetry and the nonnegative properties of the covariance matrix are kept [36] , [37] . Consider a covariance matrix A ∈ R p×p which can be written as A = CC T , where C ∈ R p×l is the square-root matrix with l ≥ p. The square-root should be kept as a triangular matrix in an economical size for efficient computation purpose.
The QR decomposition can transform C into a triangular matrix S ∈ R p×p . In other words, the matrix C T is decomposed into an orthogonal matrix O ∈ R l×p and an upper triangular matrix U ∈ R p×p such that C T = OU. Hence, CC T = U T U and the square-root covariance S = U T , which is denoted as S T = qr(C T ). As a lower triangular matrix, the sparseness of S reduces the storage space and improves the computational efficiency. Moreover, the computational complexity of the QR decomposition is O(lp 2 ).
In order to develop the square-root form of the filter, the factorization of information matrix is required to evaluate the square-root factor. The information matrix P −1 can be factorized as
where S z is square-root factor of the corresponding information matrix. According to eqs. (32)- (38), the square-root version of the above filter can be derived as follows 1) Evaluate the square-root factorŜ i z,k|k of the information matrixP
denotes the square-root of I [1] i,k , and S R i,k denotes a square-root factor of R i,k such that
2) Evaluate the measurement updated statex 
i,k . 4) Evaluate the pseudo-measurement updated statex i,k|k
3) Evaluate cubature points
4) Evaluate propagated cubature points and predicted state in accordance with eqs. (36)- (38) 5) Evaluate the square-root factor of the predicted information matrix
where S Q is a square-root factor of Q k and
VI. DISTRIBUTED SQUARE-ROOT CUBATURE INFORMATION FILTERING WITH PSEUDO-MEASUREMENT EMBEDDED
In this section, the fully distributed SCIF-PM algorithm is developed for sparse estimation. Firstly, consider the following augmented global model
For convenience, we define the following global average information quantitȳ
So, for multi-sensor data fusion, if i-th sensor node can obtain the information quantity from the neighbor node in the WSN, the fully distributed update eqs.(46)-(49) can be expressed aŝ
Thus, the filtering algorithm can be carried out in a distributed manner if the averages provided in eq.(54) and eq.(55) can be obtained by each sensor node. To this end, the consensus filter can be applied, which is a dynamic version of the averageconsensus algorithm that allows the nodes to track the averages in a not fully connected network. A simple scheme is to update the state ξ i of each node according to some weighted linear combination of its neighbors's states [23] 
where τ denotes the consensus iterating step, and β ij (τ ) is the linear weight on ξ j at node l. Here, , respectively. Therefore, instead of using the update in eqs. (57)- (60), the distributed estimates can be written aŝ
Here it is important to note that the consensus on the squareroot of the sparseness information matrix S I Remark 3: In the above proposed filter, there are no iterative PM updates on account of this distributed procedure over the sensor nodes in the WSN. It means that the 1 -norm constraint is enforced in a distributed manner and the effectiveness enhanced by consensus update during the communication between the sensor nodes in the WSN.
Remark 4: In contrast to the algorithms in [23] , the proposed algorithm only requires the square-root form of information matrix to be computed and transmitted. The derived square-root is a lower triangular matrix using the QR decomposition. Therefore, the sparseness of square-root can reduce the storage space on sensor nodes and communication overhead in the WSN.
VII. SIMULATIONS
To demonstrate the performance of the proposed algorithm for the distributed WSNs. A sensor network with 6 nodes is considered without the loss of generality. The network is represented by an undirected graph G = (V, E, A) with the set of nodes A = (1, 2, 3, 4, 5, 6 ), the set of edges E = {(1, 1), (1, 2) , (1, 3) , (2, 3) , (2, 4) , (2, 5) , (3, 3) , (3, 5) , (3, 6) , (4, 4), (4, 5), (5, 5), (5, 6), (6, 6)}, and the adjacency Send message msg i {u i,k , U i,k } to neighbor nodes 7: Receive messages from all neighbor nodes 8: Update: 
Here, a 10-sparse signal sequence {x k } ∈ R 256 is estimated assuming the sequence has a constant support set. The following logistic chaotic map is used to describe the dynamical evolution of {x k }
where x(i) denotes the i-th element of state vector, and when a = 3.7, the system is chaotic [38] . The process noise is omitted with Q k = 0 in the process equation. Both the index i ∈ supp{x k } and the value of x k {i} are unknown. The initial sparse signal x 0 is generated by creating the support set as i ∈ U int [1, 256] and setting the value as x 0 (i) ∼ U(0, 1). For sensor node i, the sensing matrix H i,k ∈ R 72×256 consists of entries sampled according to N (0, 1 72 ) and satisfy the restricted isometry property with overwhelming probability. Then, the local measurement y i,k ∈ R 72 . The measurement
×I 72 . The initial statex i,0|−1 is set as 0 for all sensor nodes.
In the following simulations the states are estimated using N = 200 time steps from M = 50 Monte Carlo runs. The average of normalized RMSE is employed to evaluate the performance of the proposed algorithm, which is defined as follows. Fig.2 gives the state estimates from sensor nodes using the DSCIF-PM at time k = 200. Obviously, all sensor nodes are providing satisfactory estimates of the true sparse signal. In Fig.3 , the DSCIF-PM is compared with the CSCIF-PM in ANRMSE. It can be seen that the DSCIF-PM is showing comparable performance to the CSCIF-PM. It means that the sparsity constraint in a distributed manner is effective. Next, the performance of the DSCIF-PM and the DCIF-PM is compared. Fig.4 shows the ANRMSE of the DSCIF-PM and the DCIF-PM. Compared with DCIF-PM, the introduction of square-root form has made the filter more stable and accurate. Fig.5 gives the instantaneous estimate values from all sensor nodes using the DCIF-PM at time k = 200. It is clearly shown that the DCIF-PM is erroneously impling signal component in the zero-component region. To obtain the square-root of matrix, the computational complexity of algorithm is up to O(n 3 ) by using QR decomposition. However, the computational complexity of the algorithm can be reduced to O(n 2 ) following the similar treatment as [39] .
It is noted that the performance is achieved with far fewer measurements than the unknowns (< 30%). In addition, only the square-root form of matrix, which is a lower triangular matrix, is involved in the algorithm. It directly corresponds to the reduction in the energy consumption of the storage and the communication.
VIII. CONCLUSIONS
From the green perspective of 5G, a distributed nonlinear state estimation algorithm for the WSNs have been proposed in this paper, that utilizes advantages of compressive sensing and the square-root decomposition techniques to improve energy efficiency. By embedding the pseudo-measurement technology into the cubature Kalman filter and corresponding information filter, the authors have derived the CIF-PM algorithm and its square-root version by using the QR decomposition. Meanwhile, the distributed algorithm DSCIF-PM is developed by means of high-pass consensus filter. The proposed algorithm can potentially reduce the number of measurements, data storage and communication overhead without degrading the reconstruction performance. The performance of the proposed algorithm has been evaluated by simulations. The results have demonstrated that the DSCIF-PM provides satisfactory estimations of sparse signal by using far fewer measurements than required traditionally. It corresponds to energy savings in the WSNs promising positive contribute to the green 5G.
