Ethical Behavior in Lethal Autonomous Systems Expert Lectures at NPS by Naval Postgraduate School Public Affairs Office
Calhoun: The NPS Institutional Archive
News Center News Articles
2011-08-24
Ethical Behavior in Lethal Autonomous
Systems Expert Lectures at NPS
Naval Postgraduate School Public Affairs Office
Naval Postgraduate School
http://hdl.handle.net/10945/32354
4/16/13 12:00 PMNaval Postgraduate School - Ethical Behavior in Lethal Autonomous Systems Expert Lectures at NPS
Page 1 of 1http://www.nps.edu/About/News/Ethical-Behavior-in-Lethal-Autonomous-Systems-Expert-Lectures-at-NPS.html
ServicesTechnologyResearchLibraryAdministrationAcademicsAbout NPSNPS Home
Contacts  |  Employment  |  Copyright/Accessibility  |  Privacy Policy  |  FOIA  |  Intranet Access
This is an official U.S. Navy website. 
All information contained herein has been approved for release by the NPS Public Affairs Officer. 
Page Last Updated: Apr 16, 2013 10:07:28 AM | Contact the Webmaster
Calendar | Directory   SEARCH 
Ethical Behavior in Lethal Autonomous Systems Expert Lectures at NPS     NPS  >  About NPS  >  News
Article By: MC1 Leonardo Carrillo
Throughout the history of mankind, war has been a constant aspect of the human condition. Equally persistent is the impact of technological advances in weaponry, and how this shapes
the outcome of conflicts. From just the right stick to swing at an enemy’s head to the latest supersonic cruise missile, technology has played its part in shaping war.
As technology advances, armed conflict changes as well, and one of the DoD’s most embraced new
technologies is unmanned systems. Autonomous robots that once were relegated to science fiction are now a
reality, but one of many questions is, how do these systems change the ethics of war.
Addressing this question, the Naval Postgraduate School (NPS), in the forefront of the development of
unmanned systems, hosted a lecture titled “Governing Ethical Behavior in Lethal Autonomous Systems”
presented by leading expert in the field Georgia Tech University Regents’ Professor Ronald C. Arkin.
The lecture, sponsored by NPS’ Consortium for Robotics and Unmanned Systems Education and Research
(CRUSER), addressed directly the question of ethical behavior in unmanned systems with lethal capabilities. It
touched on the dilemmas facing the increasing integration of these systems that become deadlier and more
autonomous as they develop.
“That’s the insidious aspect of autonomous systems,” said Arkin. “They are creeping up on us through
continuous development and enhancements of unmanned capabilities.”
The idea of lethal autonomous systems conjures science fiction apocalyptic images of humans losing control
of the machines they built to serve them. For Arkin, the reality of this issue is much more than the plot of a
blockbuster movie.
“Lethal autonomy is already here,” said Arkin. “It already exists and it is already used in the military.”
Arkin says that, whether we want it or not, these types of systems are being developed by the United States,
our allies, and even our enemies. He argues that the arrival of these systems is here and the issue of ethical
behavior must be addressed.
Arkin pointed out that the pace of war has become faster and more lethal than a human’s ability to react and
that the benefits of unmanned systems are becoming more evident.
 
Naval Postgraduate School (NPS) guest lecturer, Georgia Tech University
Regents’ Professor Ronald C. Arkin, presents a discussion on “Governing
Ethical Behavior in Lethal Autonomous Systems” in Ingersoll Hall on the
university campus. The lecture was sponsored by the Consortium for
Robotics and Unmanned Systems Education and Research (CRUSER).
“Intelligence is being pushed further and further towards the tip of the spear,” said Arkin. “We are fundamentally limited by the speed in which we can process information.”
However, Arkin noted that these realities made him become more concerned with the effects these systems would have on the nature of warfare. He saw this become more and more
evident in the first years of the 21st century when he saw that his own projects were succeeding.
“We were seeing that our work was making a difference and it made me think long and hard about the kind of research that I should be doing,” said Arkin. “I wanted to make sure that we as
a community became interested in discussing the actual issues of what happens when we succeed, not if we succeed.”
Arkin offered solutions, possible scenarios, and examples of situations in which the use of these systems could be quite beneficial. He pointed out that humans are inherently not designed
for warfare. In many instances, when we go to war, we essentially ask our soldiers to go against their survival instincts and risk their lives in battle. Also, Arkin said, humans are filled with
emotions that affect their effectiveness in combat such as fear, hate and revenge ! machines don’t have those characteristics.
“We have a responsibility as scientists to be able to try and find ways in which we can reduce man’s inhumanity to man – and that includes the battlefield.” Added Arkin, “It especially should
include the battlefield, because that’s where humanity, some would say, is at its best but also is at its worse.”
Of course, no system is fail-safe, Arkin conceded. There would be instances in which systems would fail, but if these systems make fewer mistakes than a human being does, it would be a
success.
Touching on the philosophical aspect of the subject, the computer scientist closed with poignant questions. “Should warfighters be robots, or in many respects, don’t we try to re-engineer
human beings to comply in ways that are inherently unnatural in the conduct of war?” He continued, “And should robots be soldiers? Could we actually create combat systems that behaved
in a more humane manner than human beings do, in the battlefield?”
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