Introduction
Strong theoretical explanations provide ground for the existence and value of single lending relationship or multiple bank relationships with two banks, but less clear are the rationales for multiple banking involving more banks and its measurable benefits. This paper empirically addresses the question of which are the benefits for a firm to borrow from multiple banks, by explicitly recognizing that the decision of whether to rely on (and on how many) multiple relationships is an endogenous choice. As multiple relationships can be seen as an induced form of banking competition at the firm level that may complement or substitute for banking competition at the market level, the analysis as well assesses the effects of bank market structure both on credit availability and on the multiple banking choice.
So far, the existing empirical evidence on the effect of multiple banking relationships on credit conditions is mixed, and not conclusive. Cross-sectional analyses of SMEs samples in the US banking market (Petersen and Rajan, 1994 and 1995; Cole, 1998) , Germany (Harhöff and Körting, 1998; Brunner and Krahnen, 2004) and Belgium (de Bodt et al., 2005) suggest that borrowing from multiple lenders increases the cost of credit and the likelihood of credit rationing, especially in situations of financial crisis, and reduces the probability of workout success. On the contrary, other evidence from both large listed companies (Houston and James, 1996) and private firms (Foglia et al., 1998; D'Auria et al., 1999) support the hypothesis that multiple banking reduces the informational lock-in and benefits the firm in terms of better credit conditions, lower liquidity risk (Detragiache et al., 2000) and lower likelihood of financial distress (Carmignani and Omiccioli, 2007) .
However, none 1 of these studies explicitly addresses the potential endogeneity of the decision to rely on multiple relationships or to establish a long-lasting close financing tie with a single bank while testing the effect of such a choice on credit conditions.
By using a two-stage conditional maximum likelihood (2SCML) estimation technique, this paper analyzes the impact of multiple banking on the probability of credit tightening, that is the probability of lower supply of credit compared to the firm's demand. The estimation procedure also allows an in-depth analysis of the determinants of the multiple banking choice. The analyses contribute to the existing empirical literature by providing tests that specifically examine (1) firmspecific characteristics and banking market features affecting the number of lending relationships, (2) whether having more lending relationships translates into a higher or lower probability of being credit tightened, (3) whether the market structure does directly affect the probability of tightening, and (4) whether multiple lending and local credit market competition are alternative or complementary forms of competition influencing credit availability.
The hypotheses are tested on a unique panel data set including more than 11,000 firms borrowing from at least one Italian bank at the end of any year between 1997-2004.
The results are consistent with the hypothesis that the likelihood of credit tightening is lower for firms having more lending relationships, after controlling for the potential endogeneity of the number of relationships, the firm riskiness and profitability, and for other firm-specific characteristics. Furthermore, all else being equal, the probability of tightening is higher in more concentrated credit markets. Firms that engage in multiple relations benefit from competition among lending banks in terms of greater availability of credit, though such competition does not outweigh the marginal effect of bank market power. There is no evidence that lending relationships reduces the probability of credit constraints more/less in highly competitive than in concentrated markets. As for the multiple banking choice, larger, more profitable firms prefer more lending ties, and the number of relationships is also positively correlated with market concentration. The findings above may be interpreted as evidence that firms use multiple banking to reduce the consequences of hold-up and the risk of credit tightening, though they would benefit more from banking market competition.
The results may help explain the large diffusion of multiple banking relations in Italy and in many other European countries (Ongena and Smith, 2001 ).
This paper adds to the literature on multiple lending relationships and bank market power along three main dimensions. The first contribution comes from the methodology, that properly accounts for the potential endogeneity of the multiple banking choice. The 2SCML estimation technique is not new, but -to the best of my knowledge -it has rarely been applied in the context of financial intermediation studies 2 .
Second, to the best of my knowledge, no other study has yet examined the individual and joint effects of multiple relationships and credit market competition on credit tightening in a comprehensive framework, and in an European banking market. Italian data are very well-suited to such analysis. Italian firms, as well as most European firms, heavily rely on bank financing, but the use of multiple banking is more widespread -even among very small firms - (Foglia et al., 1998; Detragiache et al., 2000) and intense than in other countries (Ongena and Smith, 2001) . The banking market is segmented into many small local markets characterized by different level of concentration, and thus offers a variety of market structures. Furthermore, an important feature of the banking institutional framework is the presence of a Central Credit Register, that provides a compulsory mechanism of information sharing. Pagano and Jappelli (2000) thoroughly discuss the effects of private information sharing, which may reduce the benefits of inside information for each lending bank and, consequently, the incentive for the banks to establish close lending relationships 3 . Therefore, multiple banking seems to be a natural consequence, whose costs and benefits for the borrowing firms have to be empirically assessed.
Finally, the extremely rich data set used in the analysis allows the construction of meaningful proxies for bank credit constraints and firm risk profile, and a more robust panel econometric analysis.
The remainder of the paper is outlined as follows. Section 2 briefly discusses the theoretical background of the testable predictions and the main conclusions of related empirical studies. Section 3 describes the main hypotheses and the research design. Major results are discussed in section 4, as are the results of the robustness tests. Conclusions are presented in section 5.
Theoretical Underpinnings and Related Empirical Studies
This paper draws on different strands of literature. The most relevant -and strictly interrelated -are the studies modelling the multiple banking choice, and the literature on credit market power. I am not aware of theoretical papers that discuss the substitutability between ex ante competition for relationships (i.e., multiple banking) and ex post competition in the market in a unified framework. The following two subsections review the background, while subsection 2.3 briefly summarizes the main results of related empirical analyses.
The optimal number of banks
Contemporary theory of financial intermediation (Diamond, 1983; Kahn and Mookherjee, 1998; von Thadden, 1992 and Thakor, 1996; Detragiache et al., 2000; Carletti, 2004; Carletti et al., 2007, among others) and corporate finance theory (Berglöf and von Thadden, 1994; Dewatripont and Maskin, 1995;  (Carmignani and Omiccioli, 2007) , but also in U.S. (Minetti and Guiso, 2004) and other countries with strong bank-firm relationships, like Germany (Ongena et al., 2006, among others) . Bolton and Scharfstein, 1996; Park, 2000) address directly and indirectly the issue of the optimal number of lenders, and provide insightful arguments as to why firms should opt for single-bank or multiple banking relationships 4 .
In a context of costly information asymmetry between lenders and borrowers a single bank arises as the optimal mechanism for channeling loans to firms (Diamond, 1984; Rajan, 1992; Kahn and Mookherjee, 1998, among others) . In a static framework, a single bank most efficiently performs the monitoring, screening and renegotiation activities, which result in cheaper financing for the firm; on the contrary, the resulting equilibrium in a context of non-exclusive contracts (multiple banking) implies more rationing and increased prices.
However, a single bank will also have monopoly access to private information about the borrowing firms, resulting in potential hold-up costs. In a dynamic setting, a bank can exploit its monopoly power, either by charging higher interest rates on new loans or by threatening the firm not to extend further credit. Sharpe (1990 ), Rajan (1992 , and von Thadden (1992 and demonstrate that a firm can avoid or reduce hold-up costs by establishing a relationship with another bank. In this context, two lending relationships can restore competition among banks and limit ex-post rent extraction, though -if monitoring is discretionary and costly -free rider problems or duplication of monitoring costs can reduce the effectiveness of multiple banking relationships.
However, in a framework of adverse selection and costly financial screening, an increase in the number of banks increases the ex post probability of credit rationing (Thakor, 1996) . Rationing arises naturally from the screening costs banks incur. Therefore, in equilibrium, each borrower approaches multiple banks, but faces a positive probability of being rationed by each bank.
Multiple banking is costly for the borrowing firm also because it implies significant transaction costs and can affect both the cost of capital and the quality of the investment projects in different ways. Each lender invests in monitoring the borrower fewer resources than she would do in the case of an exclusive longterm relationship. Screening and monitoring activities may be duplicated or, if banks free ride on other lenders' efforts, too little screening or monitoring may result. In these situations, valuable investment projects might be rejected, and firms may use their debt to engage in risky activities without being properly monitored by the credit system. Moreover, in the absence of long-term commitment, no bank is willing to support the firm in financial distress and a winner's curse problem can arise (von Thadden, 1995 and , and debt renegotiation is likely to be more complex when many creditors are involved.
Given the high costs of multiple banking with two banks, both for the borrower and the lenders, even less clear are the motivations for multiple banking consisting of many banks. Existing information-based theories do not completely explain the observed number of relationships which firms -even small and medium ones -maintain, especially in some European countries (Ongena and Smith, 2000). Arguments not related to the hold-up problem may help justify multiple lending relationships. Dewatripont and Maskin (1995) show that a relationship bank may refinance unprofitable projects, thus reducing firms' incentive to prevent default. By complicating the refinancing process and making it less profitable, multiple bank lending enables banks to commit not to extend further inefficient credit. Increasing the number of creditors also has a positive incentive effect in the model developed by Bolton and Scharfestein (1996) , as it reduces the incentive for a manager to strategically default on a loan. The authors derive an expression for the optimal number of creditors 5 , which trades off the benefits of preventing strategic defaults with the cost of foregoing an efficient liquidation. In equilibrium, high quality firms and firms whose assets are specific are better off with two creditors than one 6 .
Detragiache, Garella and Guiso (2000) provide a rationale for a firm to seek multiple lenders by considering the costs it may incur when it is denied credit for bank's fragility. They provide a diversification argument: firms may have the incentive to diversify across many bank relationships or across many financing sources, when the risk of losing one relation is high. Firms use multiple banking to reduce the risk that a profitable investment is prematurely liquidated.
The optimal number of lenders, as well as the optimal debt structure, may be explained by the borrower's moral hazard problem (Park, 2000) . If the borrower's moral hazard problem is very severe, the bank has the appropriate incentive to monitor the firm only if it the sole lender financing the whole project or the only lender in the most senior class. The observed structure of debt contracts and the choice of number of creditors, seniority, covenants and maturities can all be explained as a way to maximize the senior lenders' incentive to control the borrower's moral hazard problem. But, when this problem is not very severe, the benefits from optimal monitoring may be overcome by hold-up costs. A direct implication of the model is that, when the borrower has fewer opportunities to behave opportunistically, multiple bank relationships does not prevent lending, and may reduce informational rents.
Finally, in contrast to the literature based on the hold-up and the soft budget constraints arguments, Carletti (2004) develops an alternative theoretical model predicting the firm's choice between single-bank and two-bank lending. The optimal choice balances the benefit of monitoring in terms of higher expected success probability of the investment project, lower expected private return and higher monitoring costs. According to the model, the attractiveness of two-bank lending is increasing in the firm's expected profitability and private benefit, and the cost of monitoring.
The recent literature on market power
The literature on credit market power 7 provides foundations for two competing hypotheses concerning the impact of banking market competition on credit availability.
The traditional "market power view" is based on the structure-conductperformance paradigm and postulates a direct connection between concentration and performance. A high degree of market concentration may generally be associated with non-competitive behaviour (higher price and lower availability of credit).
However, an alternative view has emerged, that argues that the impact of competition on credit conditions may be related to the level of asymmetric information in the market (Dell'Ariccia et al., 1999; Dell'Ariccia and Marquez, 2004) . According to models incorporating asymmetric information between lenders and borrower, credit market competition reduces banks' incentives to invest in soft information and, therefore, in relationship lending 8 . The implications are consistent with those developed, for instance, by Petersen and Rajan (1995) , who suggest that lending relationship is less valuable to a firm in competitive markets. While in a competitive market the lender does not expect to share future profits and has to break even period by period, a monopolistic creditor is able to extract rents from the firm's future profits and, therefore, may be willing to offer credit even to risky firms and to smooth rates intertemporally. This mechanism is also efficient, since it can avoid or reduce credit rationing towards young/risky firms and relatively more firms should be able to obtain credit in more concentrated markets.
A recent theoretical paper also offers a model that includes both the traditional and the so called "informational effects" of credit market power (de Mello, 2004) . The net effect crucially depends on the cost of information access and the availability of public information about the borrowing firms. Which of the two effects does prevail has to be empirically assessed.
The extent to which the benefits of multiple relations outweigh their costs, and the interaction between multiple banks and credit market competition are, ultimately, empirical issues.
Related empirical evidence
The empirical evidence on the impact of multiple banking is scant and mixed. Petersen and Rajan (1994) find that firms with multiple relations pay higher interest rates and are more credit constrained than those with a single relationship are. Other studies (Petersen and Rajan, 1995; Cole, 1998; Harhoff and Körting, 1998 ) also find that firms with multiple relationships are more credit constrained than those with a single relation are, in accordance with the prediction of Kahn and Mookherjee (1998) and Thakor (1996) . Houston and James (1996) find evidence that suggest the opposite, but their data set includes large listed companies with a well established track record.
While single relationships dominate among small US and German firms, they are uncommon in many European countries, especially in Italy and other Mediterranean countries. Foglia et al. (1998 ), D'Auria et al. (1999 , Ongena and Smith (2000) , Detragiache et al. (2000) , Bonaccorsi di Patti (2003), Carmignani and Omiccioli (2007) document an average number of bank relationships maintained by Italian firms -even small businesses -significantly high.
D 'Auria et al. (1999) find that local credit market concentration has a negative impact on interest rates (in less competitive markets, firms are charged higher interest rates), while firm level competition is beneficial, as for a new bank granting credit the interest rate charged by each bank decreases. The most plausible explanation for the use of multiple-credit relationships seems to be the hold-up argument: firms induce competition among lending banks to reduce the informational lock-in effect, and thus lower the average cost of debt. The analysis of the Italian banking industry is complemented by Foglia et al. (1998) , who study the correlation between firm riskiness and multiple banking relationships. When a large number of lenders is involved, monitoring of the borrower tends to be weaker and to induce fragility in the firm's balance sheets; furthermore, the average cost of bank loans for the individual borrower decreases as the number of lending banks increases.
As far as the effect of market power, there is evidence broadly supporting the information view. Petersen and Rajan (1995) , Petersen (1999) and Zarutskie (2006) find that young 9 firms are more likely to obtain bank financing in concentrated markets, while older firms are less influenced by the concentration of the local credit market. However, recent papers cast doubts on such conclusions. By drawing on a large sample of Spanish SMSs, Carbò-Valverde et al. (2006) show that the association between market power and credit availability is highly sensitive to the measure of credit market power, and it is positive if a measure of concentration is used, but it turns negative if the Lerner Index is used to measure market power. de Mello (2004) also documents -from three years Surveys of Small Businesses Finances in the United States -that the balance between the traditional (negative) and informational (positive) effects has shifted in favour of the former.
Other results are consistent with the neoclassical prediction that competition increases the general welfare of small firms (Scott and Dunkelberg, 2003) , and improves credit conditions (Degryse and Ongena 2005 , among others) and access to credit (Boot and Thakor, 2000) .
Hypotheses and Research Design
The main objective of this study is to investigate at micro level the effects of multiple banking relationships and bank market power on credit availability. More specifically, the dependent variable is modelled as a binary variable measuring the ex post probability of (quantity) credit tightening,. In this section I set out a brief discussion of the main testable hypotheses, describe the methodology and define the variables used in the empirical analysis.
The theoretical literature described in section 2 provides the background for three main testable hypotheses:
1. having more lending relationships translates into a higher (or lower) probability of being credit tightened; 2. the market structure does directly affect the probability of tightening: if the traditional market power effect outweighs the informational effect, the likelihood of credit tightening is higher for firms in concentrated than in competitive markets. The reverse is true if the informational effect does prevail;
3. the marginal impact of multiple banking is higher (or lower) than the marginal effect of market concentration, and it is different for firms in highly concentrated/competitive markets. In other words, multiple lending and local credit market competition may be alternative or complementary forms of competition influencing credit availability.
Along with the effect of multiple banking and market competition, the analyses also shed light on the determinants of the number of lending relationships.
Before turning to detailed data and variables description, the econometric setting of the analyses is described.
Consider the following model where the parameters of Eq.
(1) are of primary focus, while Eq. (2) is the reduced form for the explanatory variable which is endogenous:
Eq. (2) where y* is the probability of tightening, x is a proxy for the multiple banking choice, z 1 denotes a vector of controls, and u 1 is the residual. In Eq. (2), z 1 refers to the control variables in (1), z 2 is the vector of instruments and u 2 is the residual.
The equations' errors comprise random individual-specific time-invariant heterogeneity and individual-specific time-variant random disturbance, which are assumed to be independent across individuals.
More specifically:
; the components are assumed to be normally distributed and any form of autocorrelation in it υ is excluded.
Using a two-stage procedure, I estimate the probit model:
where:
Probit estimation of eq. (3) without correcting for endogeneity would most likely result in biased coefficients and incorrect inference about the actual effect of multiple banking. The determination of the number of relationships can be endogenous to the probability of tightening. In other words, a firm fearing to be credit constrained could choose to originate new credit lines from incumbent banks to preserve financial flexibility or minimize both the hold-up costs and the risk of credit tightening. In these cases, the observed correlation between the probability of credit tightening and the multiple banking measure may be driven by the response of the lending banks to the number of relations and/or by the sensitivity of the latter to the likelihood of credit constraints.
There exist a number of estimation methods to avoid the pitfalls of endogeneity and consistently identify the true impact from "seemingly" reciprocal relationship between the dependent and the (potentially endogenous) independent variable in limited dependent variable (LDV) models. Nonetheless, according to the results of Monte Carlo simulations, two-stage conditional maximum likelihood (2SCML) estimators are consistent and asymptotically efficient, and perform better than two-stage instrumental variable (2SIV) and generalized least square (GLS) estimators (Rivers and Vuong, 1988; Alvarez and Glasgow, 1999) .
The 2SCML estimation procedure has been suggested and discussed by the econometrics literature to correct the endogeneity problem of either a binary dependent variable with a continuous endogenous regressor or a continuous dependent variable with a binary endogenous regressor (Rivers and Vuong, 1988; Vella and Verbeek, 1999; Wooldridge, 2002; Arendt, 2002; Arendt and Holm, 2006) . Furthermore, the technique provides a convenient implementation of exogeneity test. To the best of my knowledge, except Vella and Verbeek (1999) and Arendt (2003) none has applied the 2SCML to panel data estimation. I will strictly follow Vella and Verbeek (1999) to specify the econometric model, as their application shows it is possible to include dynamics too.
The 2SCML estimation is implemented in two stages. First, the reduced form equation (eq. 2) for the multiple banking variable is estimated using generalized least squares (the reduced form for the binary variable is estimated via random effect probit analysis). The parameters from the reduced-form equation are then used to generate the residuals, which are included in the structural equation (eq. 1) as an additional variable with a corresponding parameter to be estimated at the second stage. The 2SCML approach produces consistent and asymptotically efficient estimates, and the probit t-stat on the residuals coefficient provides a direct test of the null hypothesis that the variable is endogenous (Wooldridge, 2002) . The estimation procedure is therefore appealing, because it also allows an in-depth analysis of the determinants of the multiple banking choice.
Data description
The hypotheses are tested on a unique data set resulting from the merger of a time series-cross section of more than 11,000 firms 10 for which accounting data is available over the years [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] , with data on total exposure to the banking system from the Central Credit Register (CR) for the entire time period.
The original sample includes firms borrowing from at least one Italian bank at the end of any sample year between 1997 and 2004 1112 . Pure financial holding companies, financial firms and intermediaries, agricultural and real estate companies are dropped from the sample, which is reduced to 9,500 non-financial, for-profit firms per year.
The distribution of sample firms by geographical area and industry broadly reflects the distribution of Italian firms population, though firms based in Northern regions (68%) and manufacturing firms (67%) are slightly over-represented. Almost all sample firms (98%) are corporations, and only 5% of them are based in industrial district areas.
The database is composed of (1) year-end annual balance sheet and income statement data; (2) other information on sample firm characteristics, such as date of incorporation, governance structure, industry, location; (3) year-end data on debt exposure vis-à-vis the banking system, and number of lending banks; (4) data on local banking market concentration; (5) data on the structure of the Italian banking system in 1936.
Accounting data and information are drawn from the Italian Company Account Register (Centrale dei Bilanci -CeBi) archives, which also provide the other information on firm-specific characteristics and identification data, allowing matches with the CR data. The CeBi sample is highly representative of Italian non-financial industries, but it is tilted towards medium-large companies.
Data on individual firm exposure towards the banking system comes from the CR archives. The CR collects from Italian banks monthly data on the individual credit exposures (the reporting threshold is 75,000 Euro 13 ) of their borrowers and returns to contributing banks information on their customers' total exposure vis-à-vis the whole banking system . . The information collected by CR refers to credit lines and overdrafts (drawn and undrawn amount), mortgages, subordinated loans, repos, leasing and factoring. For each type of instrument, maturity, riskmitigating guarantees and collateral are also reported. Other information include taxpayer identification numbers, industry of activity, geographical location. Elementary data on individual instrument is aggregated to obtain total outstanding credit and the drawn amounts by firm. For the purpose of the analysis, all forms of financing with a fixed maturity and a defined amortization plan (e.g. mortgage loans, leasing) are dropped from the sample. The main reason for focusing on credit lines only is that other forms of financing are not callable, their level of "credit usage" is necessarily much higher -because the credit drawn is equal to the credit granted -and not discretionary. Therefore, the ratio of credit drawn to credit granted would be a meaningless measure of credit tightening 14 .
To conclude, the Bank of Italy Economics and International Relations Department provided the raw data on individual Italian banks' branch network, which have been used to construct the Herfindahl index of branch concentration and the total number of new bank branches opened in each province; instrumental variable measures as well come from the Italian Central Bank 15 .
Description of variables
The empirical analysis encompasses the use of several explanatory measures, described in table 1. All variables are widely accepted and used by the related empirical literature. Therefore, I limit the discussion to the dependent variable, independent variables of interest and the instrumental variables -as their use is unique to the analyses of the Italian market -and refer to table 1 for the remaining ones.
The dependent variable is modelled as a binary variable measuring the ex post probability of credit tightening. To proxy for credit tightening, the dummy OVERDRAFT is used. It takes the value of 1 if the ratio of credit drawn to bank credit granted exceeds 100%. As a robustness check, all regressions are also 1936 -1974 ", Bank of Italy, Rome, 1978 tested on a weaker definition of credit constraints (CONSTRAINT equal 1 if the credit drawn to credit granted ratio is higher than 90%, 0 otherwise). The credit drawn to credit granted ratio is an inverse measure of credit tightening (Del Colle et al., 2006; Finaldi Russo and Rossi, 2001 ; among others), assuming thatunder normal conditions -the loan market is supply-driven and firms constrained by banks can either access alternative sources of financing or increase the use of available credit lines 16 . This variable potentially varies between 0 and infinity, as firms can overdraw on their credit lines, though at a very high cost in terms of both fees and interest rate it must pay. Normally, borrower draw from their credit lines within the available maximum balance, and tend to maintain substantial excess credit lines when their liquidity needs are low rather than taking the risk of overdrawing in the future (Bonaccorsi di Patti and Gobbi, 2007) . Therefore, firms that do overdraw or use the available credit lines up to the limit may be considered credit (quantity) constrained 17 . According to the above measures of tightening, only 3% (6%) of sample firms are subject to the strong (weak) form of credit constraints.
Based on the available data, the primary measure of multiple banking is the (natural log of) number of lending banks (LNBANKS). Since for privacy reasons the Central Credit Register reports such variable only if it is strictly higher that three, an alternative proxy for the number of relationships is constructed: BANKMIN3 is a categorical variable, equal 1 if the number of banks is lower than (or equal to) three, 0 elsewhere. Therefore, BANKMIN3 measures the firm's choice for concentrated lending relationships 18 . Only 5% of the sample firms have concentrated relationships, while multiple banking relationships are widespread, as suggested by the mean and median number of banks (10) from which sample firms borrow. Summary statistics are consistent with previous evidence from the Italian banking market (Ongena and Smith, 2000; Foglia et al., 1998; D'Auria et al., 1999) , and even small businesses have fragmented lending relationships.
The other independent variable of interest is bank market power. In what follows, the concentration of the local market proxies for the lenders' market power. It is well known that market concentration is an imperfect measure of market power: high concentration is compatible with very competitive market structures, and low concentration is also compatible with little competitiveness. This notwithstanding, concentration has been extensively used in the banking literature as a proxy for market power. Concentration is measured by the Herfindahl index of banking group branches (HHI) at province level 19 .
16 A similar argument underpins the use in several empirical studies (Kaplan and Zingales, 1997; Houston and James, 1996, among Therefore, the four measures referred to 1936 capture the local tightness of regulation, while the yearly number of new branches reflects the greater (lower) inflows of branches after the deregulation and directly proxy for potential shocks to the supply structure of local banking markets. I do not have prior on the relation between the number of multiple banking and the instruments, as the extant literature discussed in section 2 offers conflicting prediction on the impact of increased availability of financing opportunities on the number of relationships (and on the strength of such relationships; see Herrera and Minetti, 2007; Boot and Thakor, 2000) .
When testing the hypotheses, it is also necessarily to control for firm-specific characteristics and changes in riskiness, which are likely to affect the probability of the firm being credit tightened. Firm-specific explanatory variables are intended to jointly capture borrower riskiness and profitability, asset liquidity, the availability of pledgeable collateral, and information asymmetry between a firm and its lenders. Each firm is also assigned a credit risk score, based on a scoring model 21 . Appendix A.2 shows the variables and ratios used to specify the model, estimated using multinomial logistic regression. For practical purposes, the predicted probability of default is associated with a discrete score, ranging from 1 (very safe) to 100 (highest risk). To avoid endogeneity problems, all firm-specific variables are lagged one year.
Finally, year, industry and location dummy variables are introduced into the regression analyses. Industry dummies are included to further control for the specific riskiness of the industry 22 . Beside the geographical dummies, one additional location control variable is the DISTRICT dummy: it equals 1 if the firm is located in an industrial district area23, 0 otherwise24. Theoretical models (Stiglitz, 1994; Banerjee et al., 1994) 
Estimation results
As discussed in previous sections, I address the potential endogeneity of the multiple banking choice by instrumenting this variable. The results of instrumental variable estimates (first-stage regressions of eq. (2) 
The number of multiple banking relationships
The multiple banking choice is proxied by either a binary variable (BANKMIN3) or a discrete variable 25 (LNBANKS). Therefore, eq. (2) is estimated, respectively, through maximum likelihood (ML) probit ( (Beccattini, 1990 Detragiache et al. (2000) and Herrera and Minetti (2007) 
, I treat it as a continuous variable and use GLS estimator in the first stage. Since the number of banks varies between 4 and 35, this should not lead to a significant bias. 26 However, in contrast to Vella and Verbeek (1999) I have to estimate the dynamic model treating the number of multiple banks as exogenous, and ignore the initial condition problem. I am aware that the multiple banking choice in the first period is unlikely to be truly exogenous, given the presence of the firm-specific effects.
are reported, as they correctly account for the unobserved firm effect and produce unbiased estimates (Petersen, 2007) .
Several points are worth noting. First, controlling for exogenous firm-specific characteristics and for local banking market concentration, the instrumental variables jointly have a statistically significant impact on the multiple banking choice. As argued in section 2, both the nature of the instruments and the conflicting theoretical predictions suggest that the signs of the instrumental variable coefficients are ambiguous a priori. However, if we accept the argument that the peculiarities of the Italian Banking Law of 1936 affect the degree of competition more than 50 years later (Guiso et al., 2006) and, consequently, the local supply of banking services, the findings reported in table 2 suggest that shocks to the bank credit offer directly influence the firms' choice of the number of banking relationships.
Second, the impact of the lagged variable in columns Ia and IIa is highly significant and suggest the presence of 'state' dependence. The inclusion of the lagged variable impact on the coefficients of the other variables and it generally reduces their magnitude. This is expected as their effect partially operates through the lagged variable, but it also makes the sign of NEWBRANCH reverse in both Ia and IIa specifications. In the latter one, the coefficient is positive and statistically significant: "conditioned" on the previous year choice of the number of lending banks, the number of relations is positively related with the opening of new bank branches in the province. In other words, a potential shock to the supply structure of local banking markets does affect the firm choice of the number of bank lenders.
Third, the random effects GLS model omitting the lagged dependent variable (table II, specification II) attributes approximate 86% of the total variance to the individual effects; the specification IIa, where the contribution of the individual effects reduces approximately to 12%, indicates that this may be due to the failure to account for dynamics. I therefore consider the specification IIa in table 2 and 3 as the reference or preferred model.
The exogenous variables are generally in keeping with expectations and previous empirical studies, and significantly affect the multiple banking choice. Their marginal effect is, however, small. Larger, growing, riskier, less profitable, more indebted and more opaque firms tend to chose a higher number of banking relationships. The opaqueness of firms' assets has the highest (positive) coefficient among the firm-specific characteristics: firms with a high share of intangible assets are more difficult to value and monitor, and perceived to be riskier (all else equal) by banks. Furthermore, intangible assets are less liquid and more specific (or less-redeployable). Opaque firms are, therefore, more likely to suffer from credit constraints and, as a consequence, tend to choose multiple lenders to reduce the risk of being rationed. The evidence is consistent with both theoretical predictions of contractual theories of the firm (e.g., Bolton and Sharfestein, 1996) and financial intermediation model (Carletti, 2004) , and with recent analyses on borrowing concentration (Elsas et al., 2004; Ongena et al., 2006) . On the contrary, the availability of slack liquidity is negatively (positively) correlated with the number of banks (the likelihood of having less than/or three relationships).
Along with the opaqueness of firms' assets, the credit market concentration measures have the highest marginal impact. The relation between multiple banking choice and concentration is not linear: the probability of having less than four banks is negatively associated with the HHI index, but positively with the square term. The total effect is always negative, i.e. the higher the local credit market concentration the lower the probability of having few lending relationships. Conversely, the sign and total effect of HHI turn out to be positive in regression IIa: if the dynamic is properly taken into account, the relation between number of relations and market concentration is positive, and the total marginal effect strictly increasing in the HHI. Firms located in very concentrated markets seem to induce competition at firm level by entering multiple lending relations. The estimation results of models Ia and II are consistent and, taken together, they support the argument that firms maintain multiple banking relations as a safety net, which may reduce the risk of being tightened and the (potential) negative effects of credit market concentration.
Multiple banking and credit market competition: what benefits the firm?
As a second step in the 2SCML estimation procedure, the structural equation (1) is estimated after including first stage residuals. In tables 3 and 4 the dependent variable is the likelihood of credit tightening, while the multiple banking choice is proxied, respectively, by BANKMIN3 and LNBANK.
The probit results reported in tables 3 and 4 (specification I), without correction for the potential endogeneity of the multiple banking choice, reveal a significant relationship between the probability of quantity credit tightening and the number of lending banks: such relationship is positive if the firm has less than/or three banks, positive if it has more banks. In other words, firms having few lending relationships are more likely to be constrained, while firms relying on more relations are less likely to be tightened.
The remaining coefficients have the expected sign, but some of them are weakly or not significant. Interestingly, the local market concentration is a significant determinant of the likelihood of tightening, and its coefficient is positive: firms located in highly concentrated markets are more likely to suffer from bank credit constraints.
Columns II-V of tables 3-4 report the result from estimating the tightening equation while correcting for the potential endogeneity of the number of lending banks. The inclusion of the correction term accounts for endogeneity and provides a valid test for it.
A number of features are worth noting from a comparison of the unadjusted estimates (regression I) to those from the corrected specifications.
First, the parameters of the first stage residuals indicate that no form of endogeneity is present: the coefficient on the individual effects u it is always positive, but not significant. The results in columns III incorporate a role for dynamics in the reduced form multiple banking equation, treating the initial value as exogenous. Total residuals are also decomposed into a time-invariant (u it ) and a time varying (ū i ) individual effects (column IV), but none of them does affect the probability of tightening. Therefore, I cannot reject the null hypothesis that the number of lending relations is exogenous to the likelihood of bank credit tightening.
The coefficients of the other regressors have the expected sign and are mostly significant. Overall, the probability of credit constraints is increasing both in the firm riskiness and leverage, but decreasing in its asset liquidity and collateral availability. More profitable firms do not suffer from credit constraints, but more opaque firms do. The availability of slack liquid resources also has an economically and statistically meaningful effect on the dependent variable. Firm size and age do not seem to affect the probability of credit tightening: only the age coefficients are statistically significant, but the marginal effect is negligible. The location control variables are consistent with existing evidence from the Italian banking industry: firms located in Northern and Central regions are less likely to be tightened. Though the number of sample district firms is small, the dummy variable DISTRICT -which is never significant in the first stage regressions -turns out to be positively related to the probability of tightening in all regressions controlling for endogeneity (columns II-V, tables 3 and 4). All else equal, firms located in industrial districts are slightly more liable for credit restrictions. The evidence is consistent with former empirical analyses (Baffigi et al., 2000; Pagnini, 2000) , though different conclusions are drawn by Finaldi Russo and Rossi (2001) . Two main arguments may help explain the results. First, since industrial district firms are more likely to establish lending relationships with local banks -whose loan portfolios are less diversified, -they are also more likely to suffer from credit restrictions. Second, the consolidation process in the banking system may have had a detrimental effect on the supply of credit to district SMEs. However, data do not allow to disentangle the effect of multiple lending relationships with local banks from that of relationships with large/national banks, and deepen analyses of the issue are not possible so far.
Moving to the second hypothesis testing, credit market structure is a statistically significant determinant of the probability of tightening and the traditional effect of market power seems to prevail, as the probability of credit constraints increases with market concentration (but, at a decreasing rate).
The results of the random effects logistic regressions (model V, tables 3 and 4) further support the evidence, as the estimated standard errors do not differ significantly, though the marginal effect of each independent variable is slightly lower.
Taken together, the findings suggest that a key reason why firms engage in multiple relationships is to reduce the consequences of hold-up costs and the risk of being constrained. The probability of tightening is indeed higher for risky, nonprofitable firms, located in concentrated banking markets. The results on the effect of market concentration contrast with the empirical evidence documented by Petersen and Rajan (1995) , but are consistent with those reported by Houston and James (1996), de Mello (2004) and Carbò-Valverde et al. (2006) . It worth observing that the marginal effect of market concentration is higher than the one of multiple banking: market competition would benefit the firm more than banking competition induced by each firm by diversifying its credit sources.
In order to gain more insight into the benefits of multiple lending relationships in different credit markets (third hypothesis), I first construct two new variables by interacting the market concentration index with the measures of multiple banking (LNBANKS and BANKMIN3). I then regress the probability of tightening on the usual set of independent variables, including the new interacting variable. Probit regression results are reported in table 5.
The multiple banks (dummy variable for less than/or three banks) parameter is still negative (positive) and statistically highly significant, but the interaction variable coefficients are not (columns I and II). The HHI coefficient is still positive and significant in regression II, but not in specification I.
To further test the hypothesis that multiple banking may benefit the firm differently, depending on local credit market structure, I construct three binary variables to distinguish the most competitive (DV_MKTCOMP, equal 1 if HHI is lower than or equal to the 25th percentile threshold, 0 otherwise), the most concentrated (DV_MKTCONC, equal 1 if HHI is higher than or equal to the 75th percentile threshold, 0 otherwise) and the middle competition (DV_MIDCOMP; HHI ranging between the 25 th and the 75 th percentile thresholds) banking markets. I then replace the continuous measure of concentration with the dummy variables. Regression results are reported in table 5, columns III. Since multiple banks might have a different effect in highly competitive and highly concentrated markets, I estimate different intercepts and slopes for each level of market concentration. The intercept are meant to measure the difference between a firm based in the most concentrated and a one located in the most competitive markets. Only the multiple banking coefficient is negative and significant, while the marginal effect of both dummy variables interacted with LNBANKS is not statistically and economically significant. Such results are robust to more stringent definitions of banking competition/concentration: they do not change if the dummy variables distinguish the highest/lowest deciles or fifth percentile of HHI 27 .
The main conclusion I draw from these tests is that banking concentration at firm level and at market level is detrimental to the firm, as both forms of concentration increase the likelihood of quantity credit tightening, but the marginal effect of market concentration is higher. However, firms that engage in multiple relationships benefit from competition among lending banks in terms of a lower probability of credit constraints 28 , though such competition does not fully outweigh the marginal effect of local banking market power. The (marginal) impact of multiple banking is not statistically different in highly competitive vs concentrated markets.
Nevertheless, as multiple banking is not necessarily an inverse measure of lending relationship, such conclusions do not exclude that an asymmetric distribution of credit among lending banks may benefit the firm more than just relying on many banks (Guiso and Minetti, 2004; Ongena et al., 2006; Carmignani and Omiccioli, 2007) .
Robustness checks
In order to assess the robustness of the second-stage random-effects probit regression results, further tests are performed.
First, alternative regressors are used. The firm-specific variables have been replaced, for example, by firm size and age categorical variables (small, medium, large; young, old), different definition of size (sales), leverage (i.e., total financial liabilities/total assets; debt/equity ratio), liquidity and profitability, but results are qualitatively similar to those discussed in previous sections and are not showed in tables 29 .
Second, estimation results are robust to a different definition of the dependent variable (only the preferred specification is reported in table 6). Since overdrawing is a very expensive form of financing, and therefore a symptom of strong tightening, OVERDRAFT is replaced by CONSTRAINT, which is defined as a binary variable equal 1 if the credit drawn/credit granted ratio is higher than Turning to the second-stage robustness results, the coefficient on BANKMIN3 is no longer significant, while properly correcting for the endogeneity of the number of banks. The firm-specific variables have the same sign and statistical significance of those in the reference model (table 3, model V). Furthermore, their marginal effect is higher in absolute value. The only coefficient that loses significance is that of the square term of HHI, while HHI is even (statistically and) economically more relevant.
The evidence on the correlation between CONSTRAINT and multiple banks reinforces the findings of the preferred specification: the marginal effect of LNBANKS is negative, statistically significant and much higher that the one reported in table 4. However, its marginal effect is negligible if compared with the one of HHI. Once more, bank credit market power is the most relevant determinant of the probability of constraints. Firms may contrast it by inducing competition among (incumbent or inside) lending banks.
To conclude, I interpret the robustness checks as further support of the hypotheses that also weaker forms of tightening are highly (positively) correlated with the firm risk profile and the local market structure. Relying on few banks does not significantly affect the probability of quantity credit constraints, but multiple banking does benefit the firm by lowering such probability.
Conclusions
This paper examines the impact of multiple banking and credit market competition on the availability of credit for a large sample of private Italian firms. Consolidated theoretical arguments underpin the testable hypotheses that multiple relationships may affect the availability of credit for the firm, and that bank market power does affect both the supply of credit and the value of the relationships for the borrowers. The variance of existing empirical findings on the issue, the lack of analyses of the multiple lenders choice (potential) endogeneity and the peculiarities of the Italian banking market motivated the research question.
The analyses of an extensive longitudinal database supports the hypothesis that the estimated (ex post) probability of quantity credit tightening is significantly lower (higher) for firms having more (very few) bank lending relationships, after correcting for the potential endogeneity of the firm's decision of the number of banks.
While theory does not point a clear picture about how banking market power ought to affect the availability of credit to firms, the empirical analysis suggest some insights. My results are consistent with the idea that the traditional effect of market power outweighs the positive effect of the informational effect, and the likelihood of quantity credit constraints is negatively correlated with the degree of concentration of local banking markets. These findings contrast those of Petersen and Rajan (1995) and Zarutzkie (2006) , but are consistent with more recent evidence from USA (de Mello, 2003) and Spain (Carbò-Valverde et al., 2007) . Banking concentration both at firm level and at market level is detrimental to the firm, as it increases the probability of tightening. Firms that engage in multiple relationships benefit from competition among lending banks in terms of a lower 30 90% corresponds to the 90 th percentile of credit lines usage.
probability of credit constraints, though such competition does not fully outweigh the marginal effect of local banking market power. The two forms of banking competition seem to be alternative, and not complementary.
As for the multiple banking choice, I find that larger, riskier, less profitable and more opaque firms engage in multiple lending, and the number of relations is also positively related with credit market concentration.
The above findings may be interpreted as providing evidence that a key reason why firms rely on multiple banking is their desire to reduce the consequences of hold-up and the risk of being quantity credit constrained.
This paper leaves open some questions for future research. As multiple banking is not necessarily an inverse measure of lending relationship, the results cannot be interpreted in contrast with the hypothesis that a single-bank lending relationship may benefit the firms. Furthermore, the analysis does not shed light on how an asymmetric distribution of credit among lending banks affects the firm's borrowing conditions and credit availability, or on the coexistence of a relationship lender with many other transaction lenders. A literature is developing on the effects of creditor concentration (Carmignani and Omiccioli, 2007; Ongena et al., 2006) , and further work on the issue should help explain the persistence of multiple banking in Italy and other European markets that are experiencing a new wave of banking market concentration. 
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This table reports the results of the first stage estimation of the multiple banking choice. In models I and Ia, the dependent variable is the dummy variable BANKMIN3, which equals 1 if the firms has less than three lending banks, 0 otherwise. The dependent variable in specifications II and IIa is the continuous variable LNBANKS (natural log of the number of lending banks). The set of instrumental variables alternativelyincludes the t-1 lagged value of LNBANKS. dy/dx is for discrete change of dummy variables from 0 to 1. For continuous variables dy/dx is computed at the variable mean value. Standard errors are adjusted for clustering on firm's id. 
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This table reports the second stage regressions results. The dependent variable, OVERDRAFT, is a binary variable equal 1 if the credit drawn/credti granted ratio is higher than 100%, 0 otherwise. Model I reports the parameter and statisticalsignificance of a probit estimation without corrections for the potential endogeneity of the number of banks. Specifications II-V are estimated by two-stage conditional maximum likelihood.uit are the residuals of first stage estimations of the number of banking relationshipson instrumental variables and exogenous and control variables (table 2) . Dynamic correction means that the first stage estimation does take into account the dynamic in the number of banks (i.e., the lagged variable). Static correction means that the first stage estimation does not take into account such dynamic. dy/dx is for discrete change of dummy variables from 0 to 1. For continuous variables dy/dx is computed at the variable mean value. Standard errors are adjusted for clustering on firm's id. 
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