The martingale part in the semimartingale decomposition of a Brownian motion with respect to an enlargement of its filtration, is an anticipative mapping of the given Brownian motion. In analogy to optimal transport theory, we define causal transport plans in the context of enlargement of filtrations, as the Kantorovich counterparts of the aforementioned non-adapted mappings. We provide a necessary and sufficient condition for a Brownian motion to remain a semimartingale in an enlarged filtration, in terms of certain minimization problems over sets of causal transport plans. The latter are also used in order to give robust transport-based estimates for the value of having additional information, as well as model sensitivity with respect to the reference measure, for the classical stochastic optimization problems of utility maximization and optimal stopping. Our results have natural extensions to the case of general multidimensional continuous semimartingales.
Introduction
From the seminal works of Monge [Mon84] and Kantorovich [Kan42] , the theory of optimal transport has widely developed and established itself as a fervent research area, with growing applications in the most various areas of sciences and engineering. Powerful connections have also been established between the theory of optimal transport and stochastic analysis, including among many others, the work by Feyel andÜstünel [FÜ04] extending Brenier's result to Wiener spaces, [BHLP13, GHLT14] on model-independent finance, and [BCH16] on Skorokhod Embedding. In the recent article by Lassalle [Las15] the author creates another bridge between optimal transport and stochastic analysis, considering the transport problem under the so called causality constraint. The origins of this concept can be found in the work of Yamada and Watanabe [YW71] ; see also [Jac80, Kur14] for a generalization of the latter. For a discrete-time analogue of transport under causality, see [BBLZ16] .
The aim of the present article is to exploit ideas and techniques from optimal transport under causality, in order to revisit the classical stochastic analysis problem of enlargement of filtrations. We recall that the central question of enlargements of filtrations is whether the semimartingale property is preserved when passing from a given filtration to a larger one; see [BY78, JY78, Jeu80, Jac85] for some of the earliest works on the subject. We also stress that, from the point of view of financial applications, considering different filtrations means accommodating agents having access to different sets of information. This clearly triggers the question, of how much having different information matters when facing a particular optimization/decision problem. By means of causal transport, we will address both the issue of semimartingale preservation, as well as that of estimating the value of different (usually additional) information. To describe causality, one is first given two Polish filtered probability spaces (X , {F X t } T t=0 , µ) and (Y, {F Y t } T t=0 , ν). A transport plan π is a probability measure on X × Y having the prescribed marginals µ, ν; this is denoted by π ∈ Π(µ, ν). It is further called causal if a certain measurability condition holds, roughly: the amount of "mass" transported by π to a subset of the target space Y belonging to F Y t , is solely determined by the information contained in F X t . Thus a causal plan transports µ into ν in an adapted way. Although Lassalle analyzes this constrained transport problem in a general set-up, his most noteworthy results (e.g. connection between relative entropy, weak solutions of stochastic differential equations, and causal transports) are obtained in the setting of X = Y being the space of continuous functions and, importantly, both filtrations F X t = F Y t being the canonical one; see [Las15, Sect. 6 ]. This framework does not allow for anticipation of information, so it is not suitable for the study of enlargement of filtrations. Given a cost function c on X × Y, the general causal transport problem is defined as inf{E π [ c ] : π ∈ Π(µ, ν), π causal}.
(1.1)
The situation of interest for our purposes is when both X and Y are the space of continuous functions, possibly endowed with different filtrations. Concretely, let B be a Brownian motion on some probability space (Ω, F B , P), where F B is the filtration generated by B, and let H ⊇ F B be a finer filtration (i.e., H is an enlargement of F B ). If B is still a semimartingale with respect to the larger filtration H, then its unique continuous semimartingale decomposition takes the form dB t = dB t + dA t , (1.2) whereB is an H-Brownian motion and A is a continuous H-adapted finite variation process. Then the joint law of (B, B) turns out to be a causal transport plan on path space, when considering the canonical and an appropriate enlarged filtration (see Section 2.2 for the precise framework). SinceB is an anticipative but deterministic mapping of B, much as a Monge map in classical transport (but mapping a target measure to the source one), one can say that causal transport plans correspond to a Kantorovich generalization of such anticipative mappings.
The main theoretical result of this article is a characterization of the preservation of the semimartingale property in an enlarged filtration, for a process which is a Brownian motion in the original filtration. A necessary and sufficient condition for this preservation property is given in terms of the causal transport problem (1.1) on continuous path space, for specific cost functions depending on the difference of the coordinate processes on the product space; see Theorem 3.2. In addition, when considering transport plans under which this difference is absolutely continuous with respect to Lebesgue measure, we can give necessary and sufficient conditions not only for the semimartingale preservation property to hold, but also to ensure that the finite variation process in (1.2) is absolutely continuous (which yields the so-called information drift); see Theorem 3.5. When the cost function is of Cameron-Martin type, and the filtration enlargement is done entirely at time zero, the causal transport problem can be interpreted in terms of entropy and mutual information. Thus we are inclined to say that, irrespective of the cost function and the kind of enlargement, the value of our causal transport problems can be seen as a mutual information in a wider sense. A generalization of the definition of causality allows us to determine necessary and sufficient conditions for a general continuous semimartingale to remain a semimartingale with respect to an enlarged filtration.
Another contribution of the article consists in the analysis of duality for the primal problem (1.1). Notoriously, duality plays a central role in classical optimal transport. We formulate the causality property via infinitely many linear constraints, which naturally leads to the formulation of a dual problem for (1.1). In order to prove that the values of the primal and dual coincide, we cannot invoke existing results, as these would require imposing restrictive conditions on the problem, and we shall rather take advantage of the specific setting we work in. In the absolutely continuous case described above, we further identify a non-linear dual problem which we can fully solve and relate to the original problem (1.1). This is novel even in the absence of anticipation/enlargements. Interestingly, this gives a different proof of the semimartingale preservation property, and is achieved through optimal transport and convex analysis techniques, without resorting to stochastic analysis arguments; see Theorem 3.8.
We finally describe the main application of the present work. The connection between stochastic analysis and causal transport, as developed in this article, allows us to give a novel application in the framework of continuous-time stochastic optimization. For such problems, we derive what we call robust transport bounds. Concretely, we show how causal transport provides robust estimates, for a class of stochastic optimization problems, regarding both (i) the value of additional information, and (ii) model sensitivity.
Point (i) refers to the difference between the values of a stochastic optimization problem when the optimization is run over a smaller "original" filtration, and when it is done over a finer "enlarged" one. We establish that for utility maximization (more generally, stochastic control of linear systems) and optimal stopping, this difference is bounded in a robust way by the value of a causal transport problem; see Proposition 4.8 and Proposition 4.4(i). On the other hand, Point (ii) refers to the difference between the values of a stochastic optimization problem when the optimization is run under two different probabilistic models (i.e. reference probability measures). As in the previous case, we establish that such difference is dominated by a causal transport problem in a rather robust fashion; see Proposition 4.4(ii). We refer to [PK96] for original motivation regarding the value of information, and to [Pfl09, PP12] for a discrete-time approach related to ours.
The article is organized as follows. In Section 2 we introduce the main concepts and present some preliminary results. In Section 3 we state and prove our main results on the semimartingale preservation property, we state a non-linear duality result, and provide some links to the literature. Section 4 contains applications of causal transport to continuous-time stochastic optimization problems. Then Section 5 is devoted to an in-depth study of duality when viewing (1.1) as a linear program. Finally, in the appendix we collect some technical results, recall some needed tools, and provide some pending proofs.
Notation. For a Polish space Z, we use P(Z) to denote the Borel probability measures on Z, and endow it with the weak convergence of measures. Given a probability space (Ω, A, P) and a measurable map f : Ω → Z, f # P ∈ P(Z) denotes the push forward of P by f . The symbol E P denotes integration w.r.t. P. By B(Z) we denote the Borel σ-field on Z, and for any σ-field J ⊆ B(Z) we write B(Z, J ) (resp. B b (Z, J )) for the set of all real-valued functions on Z that are measurable (resp. bounded measurable) w.r.t. J . Furthermore, given a measure η ∈ P(Z), we denote by J η the completion of J w.r.t. η; the unique extension of η to B(Z) η is still denoted by η. With C(Z) (resp. C b (Z)) we mean the set of all continuous (resp. bounded continuous) real-valued functions defined on Z.
2 Setting and preliminary results 2.1 Classical and causal transport.
Let (X , B(X ), µ) and (Y, B(Y), ν) be two Polish probability spaces. We denote by Π(µ, ν) the subset of elements in P(X × Y) having marginals µ and ν. The classical optimal transport problem consists in minimizing the cost of transporting the (source) measure µ to the (target) measure ν, with respect to a given cost function c : X × Y → R ∪ {+∞}. The transportation is represented mathematically by a measure π ∈ Π(µ, ν), referred to as "transport plan between µ and ν," so the minimization problem is formulated as
This kind of problems have a rich theory, particularly concerning optimality conditions and duality. The latter means the equivalence between (2.1) and the following maximization problem
where here and throughout the article we let φ⊕ψ ≤ c stand for "φ(x)+ψ(y) ≤ c(x, y) ∀x, y". We do not give an exhaustive list of references on the matter, but rather recommend [Vil03, Kel84] for a sample of results in this direction, going from the cost c being lower semicontinuous, to being finite and Borel measurable (and beyond). For our purposes, we will first need to slightly extend some of the well-known results in classical transport to our particular setting; see Section 5.1. We now proceed to introduce the specific class of transport plans we shall consider in this work. To this end, we fix a finite time horizon [0, T ], and endow the Polish spaces X and Y with right-continuous filtrations
As a rule, x, y will denote generic elements of X , Y respectively. In the following, we denote by F X ,µ the usual µ-completed filtration containing F X , with analogous notation throughout the article.
, where π x (dy) := π({x} × dy) is a regular conditional kernel of π w.r.t. the first coordinate. Denote the set of such plans by
This concept goes back to the so-called Yamada-Watanabe criterion (see [YW71] ) and has been recently popularized by [Las15] . We stress that the last author actually uses a weaker definition but gives sufficient conditions for its equivalence with the one we give. These are however too restrictive for the purpose of the present work. In the following remark we collect some useful equivalent characterizations of causality. We recall that, given two filtrations A 1 ⊆ A 2 , the so called H-hypothesis holds if every square integrable A 1 -martingale is a square integrable A 2 -martingale.
Remark 2.2. The set Π F X ,F Y (µ, ν) is never empty, since it contains the product measure.
Remark 2.3. For a probability measure π ∈ Π(µ, ν), the following are equivalent:
1. π is a causal transport plan w.r.t. F X and F Y ;
3. the σ-fields {∅, X } ⊗ F Y t and F X T ⊗ {∅, Y} are conditionally independent with respect to π given F X t ⊗ {∅, Y}, for all t ∈ [0, T ];
4. the H-hypothesis holds between F X ,µ ⊗ {∅, Y} and F X ,µ ⊗ F Y with respect to π.
The equivalences above can be shown as in [BY78, Theorem 3] . For convenience of the reader we just stress the reason why causality/conditional independence implies the
In analogy with (2.1), and as in [Las15] , we define the causal transport problem:
which constitutes the core of our work. In Section 5 we will prove a duality result for this problem, and in Sections 3 and 4 we will show how the causal transport problem for specific cost functions allows to characterize semimartingale preservation under filtration enlargement, and to estimate the value of additional information for some stochastic optimization problems.
Path space and filtration enlargement.
We will consider causal plans that transport measures defined on spaces of continuous functions. 
In order to consider all possible kinds of anticipation of information regarding the evolution of the coordinate process, we study right-continuous filtrations
It is worth mentioning the two most studied kinds of filtration enlargements, which are particular cases of (2.3):
• initial enlargement with a (
• progressive enlargement with a random time (non-negative F T -measurable random variable), say τ (so (G t ) is the right-continuous version of (G 0 t ), where
, in which case G turns τ into a stopping time.
In fact, not many works are devoted to the study of general enlargements of filtration beyond these two cases, as considered in the present article, see e.g. [ADI07] , [Jeu80] and [KP15] . We refer the reader to the monographs [Jeu80] , [MY06] In what follows we will consider X = Y = C and, given two measures µ, ν on C, we will study causal transport plans between (C, F, µ) and (C, G, ν). We shall commonly denote by (ω,ω) generic elements in C × C. Often, as source measure µ, we will take the Wiener measure on C, which we denote by γ. For a continuous process Z = (Z t ) t∈[0,T ] defined on a given space Ω, we denote by F Z := Z −1 (F) the right-continuous version of the filtration generated by Z on Ω, and by G Z := Z −1 (G) the filtration containing anticipation of information regarding the evolution of Z. Working with the path space C eases the exposition of our analysis. We point out, however, that our results have a natural extension in the multidimensional setting C d , i.e. for multidimensional continuous processes, see Remarks 3.3, 3.10.
For the rest of this section, we work on a fixed probability space (Ω, J , P). In particular, for any process Z = (Z t ) t∈[0,T ] defined on it, it is implicitly understood that F Z T ⊆ J . Definition 2.4 (Causal coupling). A pair (X, Y ) of continuous processes on (Ω, J , P), is called a causal coupling w.r.t. the filtrations
Remark 2.5. Definition 2.1 and Remark 2.3 imply that (X, Y ) is a causal coupling if and only if for all t, G Y t and F X T are conditionally independent given F X t , that is, the H-hypothesis holds between F X and F X ∨ G Y , with respect to P.
The following result shows that there is an easier way to check causality in a Brownian setting; it extends the result [Las15, Proposition 4] to our setting with enlargements. From the proof of the lemma it will become clear that if X is any process with increments independent with respect to G Y ∨ F X , then (X, Y ) is causal.
Proof. 1⇒2: By Lévy theorem, it is enough to show that X is a
where causality is used in the third equality. 2⇒3 follows by taking
since X is a F X ∨ G Y -Brownian motion, hence its increments X t+s − X t are jointly independent of (X s ) s≤t and of the event D t ∈ G Y t . This shows that (X, Y ) is causal, by Definition 2.4 and Remark 2.3-2.
Throughout the article we talk of (continuous) semimartingale decomposition, referring to the unique decomposition of a continuous semimartingale into a continuous local martingale and a continuous finite variation process. The notion of causality can be used to study semimartingale decompositions in the setting of enlargement of filtrations, and this is the object of study of Section 3. We start by illustrating in Section 2.2.1 the lemma above, and show a first connection between decomposition of semimartingales and causality. A necessary and sufficient condition for a Brownian motion to remain a semimartingale in the enlarged filtration is given in Theorem 3.2.
Some examples of enlargement of Brownian filtration
In this section we collect some well-known examples of filtration enlargements in a Brownian setting, which will be useful for future reference (see e.g. [MY06] for these and many other examples). Let B be a Brownian motion in its right-continuous natural filtration. If B remains a semimartingale with respect to the enlarged filtration G B , then its unique continuous semimartingale decomposition takes the form
whereB is a G B -Brownian motion and A is a continuous G B -adapted finite variation process. In particular, for every finite horizon T > 0, by Lemma 2.6, we have that (B, B) is a causal transport plan between FB and G B , that is, (B,
In what follows we recall specific enlargements of the filtration F B , which will be referred to later on in the article.
(1) Initial enlargement with countably many atoms (see [Yor85] ): initial enlargement with a discrete
, that takes values l n , n ∈ N. This corresponds to enlarging the filtration at time zero with the sets C n = {L = l n }, n ∈ N. In this case the decomposition of B in the enlarged filtration takes the form
where M n t = P(C n |F B t ), which by martingale representation can be written as M n t = M n 0 + t 0 η n s dB s , with M n 0 = P(C n ) and for some predictable process η n . (2) Brownian bridge: initial enlargement by the value of the Brownian motion at the terminal time T , namely
In this case it is well-known that the decomposition of B in the enlarged filtration
(2.5) (3) Progressive enlargement with last hitting time (see [Yor97, Section 12.2.4]): progressive enlargement with the random time τ = sup {u ≤ T, B u = 0}. In this case, using the notation Φ(x) = 2/π ∞ x e −u 2 /2 du, the decomposition of B in the enlarged filtration is the following:
(2.6) (4) Bessel process (see [Jeu80, Sect. 6 .3]): define a 3-dimensional Bessel process by dR t = 1 Rt dt + dB t , and denote J t := inf s≥t R s . Then the processB t := R t − 2J t is a Brownian motion in the filtration obtained by enlarging F B with the process J, and
Rt dt). Note that, contrary to the previous cases, here the finite variation process in the semimartingale decomposition of B in the enlarged filtration is not absolutely continuous with respect to Lebesgue measure.
Causal optimal transport and semimartingale decomposition
Throughout this whole section we consider the continuous path space framework of Section 2.2. In particular, we consider the filtrations F and G defined there. The following notation will be frequently used: for a process/path Z we denote by
the variation of Z up to time t. In Remark 3.3 we explain how the next results and arguments are trivially extended to the case of multidimensional continuous paths, see also Remark 3.10. We show the connection between the semimartingale decompositions arising in enlargement of filtrations, and certain causal optimal transport problems. We consider both the case when the finite variation part in the semimartingale decomposition is absolutely continuous and when it is not; we do it separately for the sake of applications and connection with the literature. All results are shown in a one-dimensional Brownian setting, for simplicity of exposition. We note, however, that a weaker definition of causality leads to analogous results for general continuous semimartingales, see Remark 3.7. Recall that γ is the Wiener measure on the path space C, and that (ω,ω) denotes a generic element in C × C. By id we mean the identity mapping on C.
The general case
We first need to obtain the following result, reminiscent of [Las15, Proposition 6]:
Theorem 3.1. Let ν be a measure on C such that ν ≪ γ. Then the following are equivalent:
(ii) the following causal optimal transport problem is finite:
Moreover, whenever (i)-(ii) hold, we have that: 1. the transport planπ := (ξ, id) # ν belongs to Π F ,G (γ, ν), and is optimal for (3.2); 2. for every transport plan π ∈ Π F ,G (γ, ν) with finite cost in (3.2), the processÃ(ω,ω) :
Note that Lemma 5.5 and Theorem 5.6 apply, since γ satisfies the weak continuity property (5.2), and the total variation of the difference of the coordinate processes is bounded from below and lower semicontinuous w.r.t. supremum norm. Therefore, Π F ,G (γ, ν) is weakly compact, the problem in (3.2) is attained, and duality holds. In the ensuing proof, attainability is also established but via stochastic analysis arguments.
Proof. (i) ⇒ (ii): From the process ξ in (i), define the couplingπ := (ξ, id) # ν. The fact that π ∈ Π F ,G (γ, ν) follows as in the proof of Lemma 2.6, and
The continuous process Λ t (ω,ω) := ω t − ω t is of integrable variation with respect to π, hence we can define its dual predictable projectionÃ(ω,ω) with respect to {{∅, C} ⊗ G} π , the π-completion of {∅, C} ⊗ G. In particular, Ã is an integrable variation process on C × C. By Lemma C.1, we may assume thatÃ does not depend on the first coordinate, thus it corresponds to a G ν -predictable integrable variation process A on C, in the sense thatÃ(ω,ω) = A(ω), which gives (3.1). Altogether we have
for every G ν -predictable bounded process X. Moreover, we have
Now, note that the jump times of A are G ν -predictable, by [DM80, Theorem B, page xiii], and that for each jump time τ ,
, from the continuity of Λ; see [DM80, Theorem VI.76]. Therefore, A is continuous.
We now define the process ξ as in (i), and need to show that it is a (ν,
where the third equality follows since ω, which is a (γ, F γ )-martingale, is consequently by causality a (π, F γ ⊗ G)-martingale, thus also a (π, (F γ ⊗ G) π )-martingale and in particular a (π, F γ ⊗ G ν )-martingale. The last equality follows from (3.3) with X t := f s 1 ]s,T ] (t). This shows that ξ is a (ν, G ν )-martingale, and we conclude by an application of Lévy theorem together with Girsanov theorem; indeed, the quadratic variation of ξ at t must be t, by the assumption ν ≪ γ.
Finally, with the aid of (3.4), we see that the transport planπ := (ξ, id) # ν is optimal for (3.2). Moreover, sinceω is continuous, the uniqueness of the semimartingale decomposition entails that the process A found in the proof of (ii) ⇒ (i) must have not depended on which π (with finite cost in (3.2)) we started with.
We now state the main theoretical result of the article, that provides a necessary and sufficient condition for a Brownian motion to remain a semimartingale in an enlarged filtration. We use the notations introduced in Section 2.2. (i) any process B which is a Brownian motion in its natural filtration F B on some probability space (Ω, J , P), remains a semimartingale in the enlarged filtration G B ;
(ii) the causal transport problem (3.2) is finite for some measure ν ∼ γ.
Moreover, when (i)-(ii) hold, and denoting by B = B + N the semimartingale decomposition of B in G B , we have that ( B, B) is a causal coupling with respect to FB and G B .
When (i)-(ii) hold, the idea is that ( B, B) is an optimal coupling (possibly under a different measure) for a causal transport problem as in (3.2).
Proof. (ii) ⇒ (i): By Theorem 3.1, there exists a continuous, G ν -adapted, integrable variation process A such that the process ξ t (ω) :=ω t − A t (ω) is a (ν, G)-Brownian motion. Since ν ∼ γ, Girsanov theorem implies thatω is a (γ, G)-semimartingale. Moreover, sinceω is the coordinate process on C, and from B # P = γ and G B = B −1 (G), we have that B is a (P, G B )-semimartingale.
(i) ⇒ (ii): Let B = M + U be the semimartingale decomposition of B in G B , with M a (P, G B )-Brownian motion and U a finite variation process, so that in particular V T (U ) < ∞.
and Z T := c (1 + V T (U )) −1 > 0 P-a.s., with E P [Z T ] = 1. We can then define a probability measure Q on (Ω, F B T ) via dQ dP := Z T , so that Q ∼ P and
Let Z be the (P, G B )-martingale defined from Z T . Then, by Girsanov theorem, B has decomposition
where
by the Kunita-Watanabe inequality and the Burkholder-Davis-Gundy inequality (with constant K). Together with (3.5), this implies that the process N :
Finally, by Lemma 2.6, ( B, B) is a causal coupling with respect to FB and G B .
From the above results it is clear that if there is one causal transport in Π F ,G (γ, ν), for some measure ν ∼ γ, for which the difference of the coordinates is of integrable variation and a.s. absolutely continuous, then the finite variation part in the semimartingale decomposition of the Brownian motion in the enlarged filtration is also absolutely continuous, see Section 3.2.
Remark 3.3 (Multidimensional processes). We want to point out that the previous theorems can be easily extended to a multidimensional setting. Indeed, instead of the path space C, that accommodates 1-dimensional continuous processes, we can consider C d , path space for d-dimensional continuous processes. In this case, we write {(
2) for the variation of a multidimensional process. Then the proof of Theorem 3.1 follows exactly the same arguments, where the dual projections are now taken componentwise. As for Theorem 3.2, one should define
The absolutely continuous case
In many well-known filtration enlargements, the finite variation part in the semimartingale decomposition of the Brownian motion in the enlarged filtration is absolutely continuous with respect to Lebesgue (as in the examples (2.4), (2.5) and (2.6) above), i.e. is of the form
This is true, for example, in the case of initial enlargement of filtrations under Jacod's assumption (see [Jac85] ) and under Yor's method (see [Yor97, Sect. 12 .1]), as well as in the case of progressive enlargement with a random time (see [JY78] and [Jeu80] ); for general enlargements see [ADI06] . That is why this is a framework of major interest which deserves a deeper analysis. In analogy to Theorems 3.1 and 3.2, we can give necessary and sufficient conditions for such a decomposition to hold, together with a characterization of b in terms of causal transport.
Let us introduce a convenient notation. For a function h ∈ C, we denote
Theorem 3.4. Let ν be some measure on C such that ν ≪ γ, and let ρ : R → R + be a convex even function such that ρ(+∞) = +∞ and ρ(0) = 0. Then the following are equivalent:
, it is optimal for (3.6), and for every π ∈ Π F ,G (γ, ν) with finite cost in (3.6), it holds that the processα t (ω,ω) := α(ω) equals the predictable projection of ·ω t − ω t · with respect to (π, {∅, C} ⊗ G ν ).
Theorem 3.5 (Semimartingale preservation property). The following are equivalent:
(i) any process B which is a Brownian motion in its natural filtration F B on some probability space (Ω, J , P), remains a semimartingale in the enlarged filtration G B , with decomposition
(ii) the causal transport problem (3.6) is finite for some measure ν ∼ γ and some function ρ as in Theorem 3.4.
Moreover, if (ii) holds for ν = γ, then the value of the causal transport problem (3.6) equals
is ρ-integrable. Remark 3.6. For ρ(x) = x 2 /2, the cost in (3.6) is called Cameron-Martin cost. In this case, finiteness of problem (3.6) for ν = γ is equivalent to square integrability of the drift in (3.7), by Theorem 3.5. When this holds, one can apply Girsanov theorem, which ensures that B is a Brownian motion in G B under a change of measure. Therefore, by martingale representation, the H ′ -hypothesis between F B and G B follows, i.e. all F B -semimartingales remain semimartingales w.r.t. G B . Square integrability of the drift holds for example when initially enlarging with a discrete random variable as in case (1) of Section 2.2.1 when the variable takes finitely many values, while it fails in the Brownian bridge case and for progressive enlargements with last hitting times, as in (2) and (3) of Section 2.2.1. We stress the fact that the semimartingale property being preserved by the Brownian motion is usually not enough to guarantee the H ′ -hypothesis, see [JY79] . In the case of initial enlargements with a random variable, we also have that the value of the causal problem (3.6) equals the mutual information between the Brownian motion B and such random variable, see Section 3.3.
The proofs of the above theorems follow the same steps of the proofs of Theorems 3.1 and 3.2, so we omit them. One simply observes that ρ(x) ≥ m|x| + n for some m > 0, so the relevant processes in the proofs are of integrable and a.s. absolutely continuous variation. Then one recalls that for an integrable variation process X which is absolutely continuous, say X = . 0 a t dt, the dual predictable projection of X w.r.t. some filtration H is also absolutely continuous, and is indistinguishable from both . 0 p a t dt and . 0 o a t dt, where p a and o a are the predictable and optional projections of a w.r.t. H, respectively.
Remark 3.7 (General continuous semimartingales). The theorems above, as well as those in the non-absolutely continuous setting, have an analogue outside the Brownian framework. In order to establish this, we need a condition for transport plans that generalizes the concept of causality introduced in Definition 2.1, namely:
In particular, if X is a continuous semimartingale on a probability space (Ω, F X , P), which remains a semimartingale in the enlarged filtration G X with canonical decomposition X = X +N , then the transport plan ( X, X) # P satisfies (3.8).
In this framework, an analogue of Theorem 3.1 can be established, where now the process ξ in (i) is only required to be a (ν, G ν )-martingale, and where the optimal transport problem in (ii) is formulated over transport plans in Π(µ, ν), for some martingale law µ, which satisfy (3.8). This result then leads to an analogue of Theorem 3.2, giving a necessary and sufficient condition for any continuous semimartingale X to remain a semimartingale in the enlarged filtration G X . In the same way one has the analogues of Theorems 3.4 and 3.5 for general continuous semimartingales.
Let us go back to the absolutely continuous Brownian setting. The proofs sketched before the remark above, are of stochastic analysis flavour, exactly as for Theorems 3.1 and 3.2. We now describe what the optimal transport perspective has to say in the absolutely continuous case. An interesting observation is that in this setting we can actually say more about the problem dual to (3.6), which, as Theorem 5.6 below points out, corresponds to
The next result is proved in Appendix B, where its ingredients are more closely examined. The necessary elementary facts on Orlicz spaces are given in Appendix A. We stress that even without anticipation of information (i.e. F = G) this is a novel result. Let us define the refined dual problem as
where ρ * denotes the convex conjugate of ρ, and S a (G) denotes the set of simple previsible processes w.r.t. G, namely,
so the first integral in (3.10) is defined as a finite sum as customary.
Theorem 3.8. Let ν, ρ be as in Theorem 3.4. Suppose further that ρ is strictly convex and satisfies for some C, x 0 > 0 and ℓ > 1:
2ℓ if x ≥ x 0 . Then: (i) The primal (3.6), the dual (3.9) and the refined dual (3.10), have the same value.
From now on we assume that this common value is finite.
(ii) The refined dual (3.10) can be computed (without changing its value) over M ρ * , the closure of S a (G) w.r.t. the so-called gauge norm
and it is attained there by a unique optimizerF =F (ω).
(iii) The optimal drift α in Theorem 3.4(i) is related toF through
The typical examples for which the given conditions on ρ are satisfied, are power functions ρ(x) ∼ |x| p with exponent 1 < p < +∞, which covers the Cameron-Martin case, as well as ρ(x) = |x| a (1 + | log |x||) for a > 1; see the comments after [RR91, Ch. II.2.3, Corollary 4].
Remark 3.9. We stress that the dual (3.9) is most often not attained on continuous functions. Still, the refined dual (3.10) admits an optimizer which induces a formal optimal element for (3.9) by setting h(ω,ω) := T 0F t (ω)dω t and
Notice that, even though the optimalF depends on the cost function ρ, the optimal drift α does not. In the Cameron-Martin case ρ(x) = x 2 /2, we actually get from (3.12) thatF = α and so ψ(ω) = T 0 α t (ω)dω t − T 0 (α t (ω)) 2 /2 dt. Furthermore, in the absence of enlargement (i.e. F = G) we find by Girsanov theorem the identity dν dγ (ω) = exp(ψ(ω)). In words: the causal Kantorovich potential ψ between Wiener measure and ν is the logarithm of their relative density.
In the proof of Theorem 3.8 (see Appendix B) we extend the stochastic integral T 0 F t (ω)dω t beyond simple G-previsible integrands via functional analytic arguments, much inspired by [Léo12] . Of course, this could have been done via Theorem 3.4, using that a fortiori the coordinate processω is a (ν, G)-semimartingale. We avoided this to show that there is a true transport/functional method for this. Likewise, Point (iv) is obtained without using previous results.
Remark 3.10 (Multidimensional processes). As seen in Remark 3.3 for the general case, also the theorems of this section have an analogue in the multidimensional setting. It suffices to define the gauge norm (3.11) as acting on the euclidean norm of F t (ω), interpret the r.h.s. of (3.12) as inner product, etc. This is straightforward, so we do not give the details.
3.3 Initial enlargement: Jacod's condition, entropy, and mutual information As explained in the "Comparison with Jacod's condition" Section in [ADI07], Jacod's method for initial enlargements [Jac85] (see our Section 2.2) can be interpreted in the following way: starting with a Brownian motion B on the probability space (Ω, F B , P), considering an initial enlargement of the Brownian filtration F B with a random variable L(B) and assuming that for almost all x, P x := P(·|L(B) = x) ≪ P, one applies Girsanov theorem and finds B − A x to be a (local) martingale w.r.t. P x . Then, combining these, one obtains that B − A L(B) is a (local) martingale w.r.t. P and the enlarged filtration G B = F B ∨ σ (L(B) ). Remember that under Jacod's condition the finite variation process A L(B) is absolutely continuous with respect to Lebesgue, that is, A L(B) t = t 0 α s ds. Notably, there is a causal optimal transport counterpart to the method just described. Denote
Observe that the integrand in the r.h.s. of (3.13) is a causal transport problem in itself, but without enlargement of filtration. The proof relies on easily checking that for π ∈ Π F ,G (γ, γ) one has π L(ω)=x ∈ Π F ,F (γ, γ L=x ), and ultimately on a standard measurable selection argument, and so we omit it.
In the Cameron-Martin case of ρ(x) = x 2 /2, [Las15, Lemma 5] implies that the integrand in the r.h.s. of (3.13) equals the relative entropy of γ L=x w.r.t. γ, whenever this is finite. For us this means that
(3.14)
Since the relative entropy Ent(γ L=x |γ) is further integrated w.r.t. the law of L(B), we get that the r.h.s. in (3.14) corresponds to the so-called Mutual Information between B and L(B), denoted by I(B, L(B)). It is defined as the relative entropy of the joint law P B,L(B) w.r.t. the decoupling measure P B ⊗ P L(B) , namely:
On the other hand, by Theorem 3.5, the l.h.s. in (3.14) is finite if and only if the information drift α in the semimartingale decomposition of B w.r.t. G B is square integrable, in which case the value of the causal transport problem equals
) it is proved that this value corresponds to the additional utility obtained by an investors who maximizes the expected log-utility of terminal wealth in a certain complete market model w.r.t. G B , compared to an investor w.r.t. F B . Further, it is known that this value also equals the relative entropy Ent(P|Q), where Q is a probability measure under which B is a (Q, G B )-Brownian motion; see Remark 3.6. Putting things together, we have Corollary 3.12. Assuming that γ L=x ≪ γ ∀x ℓ-a.s., then
Note that the equality with the mutual information recovers the result of [ADI06, Theorem 5.13] using our methods. If the initial enlargement is done by a discrete random variable as in Section 2.2.1-(1), then
where p n = P(C n ), and the term on the r.h.s. is referred to as the entropy of the partition {C n } n∈N ; see [Yor85] and [AIS98] .
Robust transport bounds for stochastic optimization
In this section we show how the causal transport framework allows us to give robust estimates for the value of additional information, as well as model sensitivity, for some classical stochastic optimization problems in continuous-time. By value of information we mean the difference between the optimal value of these problems with and without additional information (i.e. w.r.t. the enlarged and the original filtration, respectively). By model sensitivity we mean the difference between the optimal value of these problems under two different probabilistic models (i.e. reference probability measures). For the value of information, the main idea is to take "causal projections" of candidate optimizers in the problem with the larger filtration, so building a feasible element in the problem with the smaller filtration, and making a comparison possible. For model sensitivity, it means to project an optimizer under one model in order to build a feasible element for the other model, which enables a direct comparison. In discrete-time and in the setting of model sensitivity in multistage stochastic programming, this idea goes back to [Pfl09, PP12] .
We start with Section 4.1, on optimal stopping problems, for which the outlined projection approach is more delicate and fully novel to the best of our knowledge (even in discrete-time). Then in Section 4.2 we deal with utility maximization with portfolio constraints; this is a prominent example of a controlled linear system, and indeed the same arguments would be applicable to such systems in general. In both optimization problems considered below, we will obtain robust estimates in terms of causal minimization problem. Finally in Section 4.3 we provide a link between causal transport and projections of processes which is needed for Section 4.1, and is very illustrative in its own.
Optimal stopping
Here we consider the framework of Section 2.2, with canonical space C := C[0, T ] and filtrations F ⊆ G on it. We begin with the definition of a randomized stopping time:
Definition 4.1. A randomized stopping time Σ with respect to a filtration H and a probability measure µ ∈ P(C), written Σ ∈ RST (H, µ), is an increasing right-continuous H-adapted process on [0, T ], with Σ 0 = 0 and Σ T = 1, µ − a.s.
This notion generalizes the concept of stopping time, say τ , according to which a path ω is stopped at a unique point in time τ (ω). Stopping according to a randomized stopping time Σ means that a path ω is stopped in [0, t] with probability Σ t (ω). We recommend [BCH16, Sect. 3.2] for a modern view on this matter, and refer to [BC77] for the original motivation/definition.
The next lemma is of fundamental importance for our applications. It identifies what causal dual optional projections do to randomized stopping times: Lemma 4.2. Let Σ ∈ RST (G, ν). Then, for any µ ∈ P(C) and any causal transport plan π ∈ Π F ,G (µ, ν), there is a randomized stopping timeΣ ∈ RST (F, µ) such that
for all F-optional processes (ω, t) → ℓ(ω, t) which are bounded or positive.
Proof. LetΣ(ω,ω) be the dual optional projection of Σ = Σ(ω) with respect to (π, (F ⊗{∅, C}) π ). From Lemma C.1, we may assume thatΣ(ω,ω) =Σ(ω), and from Proposition 4.10 below we have thatΣ equals the optional projection of Σ with respect to (π, (F ⊗ {∅, C}) π ). Moreover, by [DM80, Lemma 7, Appendix I], we can assumeΣ to be (F ⊗ {∅, C})-optional. This implies thatΣ lies in the interval [0, 1] too, and hence belongs to RST (F, µ).
Our purpose is to quantitatively gauge, via causal transport arguments, the dependence of optimal stopping problems on [0, T ] with respect to the filtration or the reference probability measure. See [LP90, CT07] or the seminal but unpublished work [Ald81] , for the related issue of (qualitative) stability of these problems. Lemma 4.2 above suggests that we should rather define optimal stopping over randomized stopping times. It is well-known that, in the non-anticipative case, one can move between formulations over stopping times and over randomized stopping times. That this is also true in the anticipative case is somewhat hidden in the aforementioned articles, so we sketch the arguments for convenience of the reader: Lemma 4.3. Let ν ∈ P(C), and let (ω, t) → ℓ(ω, t) be measurable, F-optional, bounded or positive. Then
Furthermore, let (Ω, H, P) be a complete filtered probability space, X : Ω → C measurable and H-adapted with X # P = ν. Assuming that
we further have that the common value in (4.1) equals
Proof. We first prove (4.1), following [CT07, Proof of Lemma 9]. Evidently the r.h.s. in (4.1) is the lesser one. For the converse inequality, take Σ ∈ RST (G, ν) and define
so by [DM80, Ch. VI.55] we have
Observe that for x fixed and each t we have {ω ∈ C : τ (ω, x) > t} = {ω ∈ C : Σ t ≤ x} ∈ G t , hence ω → τ (ω, x) is a G-stopping time on C. Applying Fubini-Tonelli theorem, we find
and since the integrand in the r.h.s. here is for each x larger than the l.h.s. of (4.1), this establishes the equality. As for (4. If ν above is Markov (resp. Wiener) and F = G, then (4.2) is equivalent to X being Markov (resp. Brownian motion) w.r.t. H. This should convey the message that both Condition (4.2) and Problem (4.3) are natural in our more general context.
We now look at optimal stopping under (F, µ), which by the previous lemma equals
We want to compare this problem with the one where extra information (anticipation) is available and/or the law of the process to be stopped is different, namely (again by Lemma 4.3)
The comparison of v F ,µ with v G,µ corresponds to assessing the cost of information/anticipation. On the other hand, the comparison of v F ,µ with v F ,ν corresponds to the study of the dependence of non-anticipating optimal stopping with respect to different reference measures, or equivalently, with respect to different processes; in other words, model sensitivity. We have:
Proposition 4.4. Assume that v F ,µ and v G,ν are both finite, and that the cost function ℓ : C ×R + is optional and K-Lipschitz in its first argument with respect to a metric d on C, uniformly in time (i.e. in the second argument). Then we have
In particular, in the two special cases of interest we have:
where the constraint in the transport problem in the right-hand side of (4.6) means that
Proof. Take an optimizer Σ for (OS(G, ν)) (same argument holds for an optimizing sequence). We write this in theω-variable and consider any causal transport π between µ and ν. Let Σ ∈ RST (F, µ) be the randomized stopping time associated to Σ, as in Lemma 4.2. We have
. Hence the difference can be bounded above as follows
Being π a generic causal transport between the measures µ and ν, we get the bound in (4.4). In the case (i), obviously v F ,µ ≥ v G,µ , since only the set of feasible optimization variables changes. As for the case (ii), exchanging the roles of µ and ν we get
The last inequality follows since the cost d is symmetric (as a metric), implying that the r.h.s. can be computed on Π
Replacing the Lipschitz condition in Proposition 4.4 by uniform continuity, one obtains analogue results involving a modulus of continuity. Also observe that ℓ(x, t) = f (x t ) and ℓ(x, t) = f (sup s≤t x s ) satisfy the assumptions of Proposition 4.4, with d(ω,ω) = ω−ω ∞ , if f is Lipschitz. In this case the bound in (4.4) can be further majorized up to a multiplicative constant by
Remark 4.5. Note that, for any choice of filtrations F and G on C (non-necessarily satisfying F ⊆ G), Lemma 4.2 still holds true. This means that, under the assumptions of Proposition 4.4, the bound in (4.4) still holds, thus giving an estimate of the difference between the optimal stopping problems of agents with different information (non-necessarily one bigger than the other).
Utility maximization
This part follows in spirit the previous section. We want to compare the optimal value of expected utility from terminal wealth, over a fixed finite time horizon [0, T ], when the reference filtration is enlarged by anticipation of information in the sense of Section 2.2. A wide literature is devoted to the utility maximization problem, in complete or incomplete markets, and with or without additional constraints; see [XS92, KLSX91, KLS87, CK92] among the earliest articles on the subject. Pikovsky and Karatzas [PK96] were the first ones to include anticipation of information. In a complete market, and for initial filtration enlargements, they provide the explicit value of this anticipation of information, in terms of log-utility maximization, with or without short-selling constraints; see also [AIS98, ADI06] . In this section we consider possibly incomplete markets, and any kind of anticipation of information (not just initial), and give an estimate of the value of information in terms of utility maximization under short-selling constraints, for a class of utility functions which includes the logarithm among other well-known ones; see Assumption 4.7. In order to do this, we set We consider a financial market consisting of a riskless asset (bond), which we normalize to 1, and m ≤ d risky assets whose price dynamics are described by the stochastic equations
with initial condition S i 0 = s i 0 > 0. The vector process b = (b 1 t , . . . , b m t ) * of mean rates of return is assumed to be F B -progressively measurable and L-Lipschitz uniformly in time, i.e.
The m × d volatility matrix σ t = (σ i,j
and there exists some constant C s.t. |σ i,j t | ≤ C for each time t and for any i, j . We denote by λ i t the proportion of an agent's wealth invested in the ith stock at time t (1 ≤ i ≤ m), the remaining proportion 1 − m i=1 λ i t being invested in the bond. We shall forbid short-selling of stocks and bond, which corresponds to the constraint λ i ∈ [0, 1] for all i, and m i=1 λ i t ≤ 1. We write λ ∈ A for this constraint; the case of arbitrary compact-convex constraints can be treated in the same way. Let A(G B ) and A(F B ) be the sets of admissible portfolios for the agent with and without anticipative information, i.e. the sets of G B -, respectively F B -progressively measurable A-valued processes (λ t ) t∈[0,T ] . Denoting by X λ the wealth process corresponding to a portfolio λ and starting from a unit of capital, we have dX
, that is,
The above expression makes sense for portfolios in A(G B ) by Assumption 4.6. We also need:
Assumption 4.7. The utility function U : R + → R is concave, increasing, and such that, for some K ∈ R + , we have F := U • exp is K-Lipschitz, concave and increasing.
We remark that this assumption is fulfilled e.g. by U negative power utility U (x) =
x a a for a ≤ 0, or logarithmic utility U (x) = ln(x), or exponential utility U (x) = − 1 a e −ax for a ≥ 1. The function F is 1-Lipschitz for the first two examples, and e −a -Lipschitz for the last one.
The utility maximization problem without anticipation of information is then given by
We proceed to compare this value with the following problem under anticipation of information:
hence obtaining a bound on the price of information relative to the risk-attitude encoded by U .
Proposition 4.8. The difference between the value functions of informed and uninformed agents can be bounded as follows (with the convention +∞ − ∞ = 0)
for some explicit constantK, see (4.11).
We recall that by the total variation of an R d -valued process X we mean the sum of total variations of its components, i.e.
Thanks to the multidimensional version of Theorem 3.2 (see Remark 3.3), we have that if the causal problem in (4.9) is finite, then its value equals E γ [V T (A)]. The appeal of (4.9) is that in principle one need not know the specific form of the process A.
Proof. In the case v F = ∞ we do not have anything to prove, hence we assume v F to be finite. In the path space C d , the expected utility from terminal wealth for the agents with and without anticipative information is given by
where λ is G-and F-progressively measurable, respectively.
We now fix a causal transport π ∈ Π F ,G (γ, γ) ⊂ P(C d × C d ) for which the total variation
Since π was a generic transport in Π F ,G (γ, γ), this concludes the proof for the case v G < ∞.
The case v G = ∞ follows similarly, working along a sequence λ n s.
Remark 4.9. In the proof of Proposition 4.8, the only place where we use the fact that one filtration is bigger than the other is to state that the difference of the two utility maximization problems is non-negative. Thus all estimates in (4.9), except the leftmost one, can be obtained in the same way for agents with any sets of informations (non-necessarily one bigger than the other).
Optional projections in causal transport
In Sections 3, 4.1 and 4.2, we intensively used projections and dual projections, which we briefly recall in Appendix C. Here F and G are any two filtrations on C, and for a process M we denote by o M F (resp. F M o ) its optional projection (resp. dual optional projection) of M with respect to (π, {F ⊗ {∅, C}} π ). The essential difference between o Λ F and F Λ o , as explained in [DM80, Remark VI.74-(c)], is that while the first one formalizes E[Λ t |F t ], the second one does so to
Causality imposes a strong relation between the two kinds of projections:
This results is formalised in the following proposition, and was crucial in our applications to optimal stopping problems in Section 4.1. Such a phenomenon is not symmetric, just as causality, i.e., one does not expect Proposition 4.10 to hold for projections w.r.t. G.
Proposition 4.10. Let π ∈ Π F ,G (µ, ν) be a causal transport plan, and let Λ be an (F ⊗ G)-adapted, integrable variation càdlàg process with Λ 0 = 0. Then
Proof. We drop the superscript F to simplify the notation. Fix t ∈ [0, T ], and consider the process X = (X s ) s∈[0,t] with constant paths given by
Its optional projection with respect to (π, {F ⊗ {∅, C}} π ) satisfies
Note that ( o X s ) s∈[0,t] is an {F ⊗ {∅, C}} π -martingale, hence π-indistinguishable from an (F ⊗ {∅, C})-martingale, by [DM80, Lemma 7, Appendix I], which is then also an (F ⊗ G)-martingale by causality; see Remark 2.3. This means that
Now, by definition of optional projection,
On the other hand, since X is constant and Λ 0 = 0,
Now, using [DM80, Remark VI.58-(d)] and the fact that Λ is an (F ⊗ G)-adapted integrable variation process, we have that
where in the second equality we use that o X and Y are π-indistinguishable, and in the third one the definition of dual optional projection (recall Λ o 0 = 0, see Appendix C). Altogether we have After presenting this work, we learned about the preprint [AL16] , where the following is proved: if two filtrations A 1 ⊆ A 2 satisfy the H-hypothesis, then for any A 2 -optional process of integrable variation, its A 1 -optional and A 1 -dual optional projections coincide. Thanks to Remark 2.3, Proposition 4.10 follows by [AL16, Theorem 2].
Attainability and Duality

Classical and constrained transport: an extension
In this section we consider the general abstract setting of Section 2.1. As we have seen in previous sections, it is important to obtain attainability and duality results for (2.1), and more specifically (2.2), when the cost function c is Borel measurable with values in the extended real line (−∞, +∞]; e.g. for Cameron-Martin or total-variation costs. For such problems there is no systematic theory, and indeed [BS11, Example 4.1] shows that duality may fail in such a setting. Fortunately, the cost functions we shall encounter in this article have a strong structural property. Assuming this property will allow us to prove attainability/duality results for (2.1)-(2.2) in a simple and self-contained way. The next result can also be proven via the following argument: on every Polish space, there is a finer Polish topology having the same Borel sets, for which a given real-valued Borel function becomes continuous. This argument, however, would not lead us to prove Corollary 5.3 below, nor help us studying our ultimate object, namely (2.2). So we rather give our own arguments below. Then the optimal transport problem (2.1) corresponding to the cost c is attained. Furthermore, there is no duality gap:
Before providing the proof of the above proposition, we introduce the following lemma.
Lemma 5.2. Assume that X , Y are Polish spaces equipped with Borel probability measures µ, ν. Let f : X → R and g : Y → R be bounded Borel function, at least one of which is continuous. Then the function
is continuous on Π(µ, ν) with respect to the weak topology.
Proof. Recall that Π(µ, ν) is a compact subset of P(X × Y) with respect to the weak topology. W.l.o.g. we assume that f is continuous and let M ∈ R be such that |f | ≤ M , and g k : Y → R, k ∈ N, be a sequence of bounded continuous functions converging to g in L 1 (ν). Consider a sequence of measures (π n ) n ⊆ Π(µ, ν) such that π n converges weakly to π for some π ∈ Π(µ, ν).
which proves the desired statement.
Proof of Proposition 5.1. We employ classical arguments, as in [Vil03] or [BS11, Sect. 1.3]. Sincẽ c is lower semicontinuous, there exists a sequence (c n ) n of bounded continuous functions on X × Y such thatc n ↑c. We are going to show that P (c n ) :
, where c n (x, y) =c n (x, y) + f (x)g(y). In order to do so, for each n ∈ N, we pick π n ∈ Π(µ, ν) such that E πn (c n ) ≤ P (c n ) + 1/n. Since Π(µ, ν) is weakly compact, we may assume that (π n ) n converges weakly to some transport plan π ∈ Π(µ, ν). Then,
where we used monotone convergence, Lemma 5.2 to ensure that
, and the facts that c n is an increasing sequence with P (c n ) ≤ E πn (c n ) ≤ P (c n ) + 1/n. This concludes the proof of our claim and actually shows that π is an optimizer for the cost c (this easily follows by compactness and Lemma 5.2). The function c n is Borel bounded, so by [Kel84, Theorem 2.14] we have that duality holds for it. Thus we can pick (ψ n , φ n ) such that ψ n dµ + φ n dν ≥ P (c n ) − 1/n, hence sup n ( ψ n dµ + φ n dν) ≥ lim n P (c n ) − 1/n = P (c). Since ψ n (x) + φ n (y) ≤ c n (x, y) ≤ c(x, y), duality is established.
It is clear that in Proposition 5.1 one can take c to contain a finite sum of terms of the form f (x)g(y) as described. We give now a corollary of this proposition, dealing with a class of optimal transport problems under linear constraints. It is this result that we shall later apply to the setting of causal optimal transport. We refer to [Zae15, BG14] for more on linearly constrained transport problems, but remark that the result below is not a consequence of theirs.
Corollary 5.3. Let F (resp. G) be a non-empty collection of real-valued bounded Borel functions on X (resp. Y), and define 1 H F,G := span{f g : f ∈ F, g ∈ G}. We define the optimal transport with linear constraints determined by H F,G as
(5.1)
is lower semicontinuous and bounded from below, and that either all elements of F, or all elements of G, are continuous. Then (5.1) is attained, and there is no duality gap:
Proof. The set of all π ∈ Π(µ, ν) s.t. for all h ∈ H F,G it holds that E π [h] = 0, is a weakly closed subset of the compact set Π(µ, ν) (follows from Lemma 5.2). This is enough to ensure the attainability of (5.1). Further, it is immediate that
by the usual minimax arguments (e.g. [Sio58] , and observe that the affine bilinear objective functions is lower semicontinuous in π by Lemma 5.2, as π varies over a compact). By Proposition 5.1 we find
yielding the desired result.
Attainability and Duality in causal transport
We recall from (2.2) that by a causal optimal transport problem with respect to a cost function c : X × Y → (−∞, ∞], we mean the optimization problem
It has already been observed that these problems form a subclass of optimal transport problems under linear constraints; see [Las15, BBLZ16] . Let us make this precise in the present setting, by defining
, and the latter is weakly compact, we only need to show that Π F X ,F Y (µ, ν) is weakly closed. This follows from Lemma 5.4, since the condition E π [ h ] = 0 is closed for all h ∈ H, by Lemma 5.2 and the continuity property (5.2).
Theorem 5.6 (Causal transport duality). Let c : X × Y → (−∞, ∞] be bounded from below and lower semicontinuous. Further assume that µ satisfies the weak continuity property (5.2). Then (2.2) is attained and there is no duality gap:
Proof. Attainability follows by classical arguments from Lemma 5.5. Duality is a direct consequence of Lemma 5.4 and Corollary 5.3, upon observing that H has the correct structure and that, under the weak continuity assumption on µ, all the x-dependent factors generating H are continuous and bounded. The fact that φ disappears from the dual problem follows from the fact that φ − E µ [φ] belongs to H.
The previous weak continuity property of µ is fulfilled if e.g. X is a path space and µ is the law of a Feller process. So the case that interests us, Wiener measure on continuous path space, is fully covered.
A Elements of Orlicz space theory
As presented in [RR91] , a convex even function Φ : R → R + ∪ {+∞} satisfying Φ(0) = 0 and Φ(∞) = ∞, is called a Young function. If such a function is finite-valued, it is zero only at the origin, and satisfies both Φ(0)/0 = 0 and Φ(∞)/∞ = ∞, then it is called an N-function. We remark that Φ is a Young function (resp. N-function) if and only if its conjugate Φ * is so.
From now on we identify processes which are dν × dt-a.e. equal. Assuming that Φ is a Young function, we define
which is a closed subspace (sometimes called Orlicz heart or Morse-Transue space) of the socalled Orlicz space
when endowed with the gauge norm We now introduce growth conditions on Φ and Φ * . We say that a Young function Φ is in ∆ 2 if there are some C, x 0 > 0 s.t. whenever x ≥ x 0 we have Φ(2x) ≤ CΦ(x). This is seen equivalent to the following condition on Φ * : there exist ℓ > 1, x 0 > 0 s.t. whenever x ≥ x 0 we have Φ * (x) ≤ Φ * (ℓx) 2ℓ . When Φ is an N-function, then by [RR91, Ch. II.2.3, Theorem 3]:
The reflexivity of L Φ is essentially equivalent to Φ and Φ * being in ∆ 2 . We finally provide a technical lemma useful in the proof of Theorem 3.8:
is lower semicontinuous when C × C is equipped with the "sum of the uniform norms" norm.
Proof. It suffices to show the lower semicontinuity ofω → r(ω) := T 0 ρ( ·ω t · )dt. Let C K := {ω ∈ C : r(ω) ≤ K}. Since ρ * is in ∆ 2 , we have by [RR91, Ch. II.2.3, Corollary 5] that ρ grows at least as fast as some power function with exponent p > 1. This shows that C K is bounded in W 1,p ([0, T ]), the Sobolev space of absolutely continuous functions with p-integrable first derivative. By classical arguments we have that ifω n →ω uniformly, withω n ∈ C K , then ω ∈ W 1,p ([0, T ]) and in particularω is absolutely continuous too. By Fatou's Lemma we further getω ∈ C K , yielding the desired result.
B Proof of Theorem 3.8
We consider a fixed measure ν on C. The idea behind the refined dual (3.10) comes from the next argument:
Lemma B.1. Let ρ : R → R ∪ {+∞} be convex. Weak-refined duality holds, in the sense that the value of the primal problem (3.6) can only be larger than that of the refined dual (3.10).
Proof. W.l.o.g. we assume that (3.6) is finite. Let
Taking any π ∈ Π F ,G (γ, ν) with finite cost, and denoting ·ω t − ω t · = α t , we have
by Fenchel-Young inequality. Since by causality E π [h] = 0, we conclude that the value of the primal problem is not any less than (3.10).
We now define a stochastic integral; see Appendix A for terminology and notation on Orlicz spaces, such as "N-and Young-functions", the "∆ 2 condition" and so forth.
Lemma B.2. Suppose that ρ * is a Young function having a global minimum at the origin. Then
If further the refined dual (3.10) is finite, then the functional
can be uniquely extended to M ρ * by continuity. Using the same notation for its extension, we can replace the optimization variables in (3.10) by taking "F ∈ M ρ * " without changing the value of the optimization problem.
Proof. By [RR91, Ch. III.3.4, Proposition 3], we have (B.1) under the given hypotheses; the measure considered being dν × dt, the sigma-algebra being the G-previsible one, and the Young function being ρ * . One need only observe that the previsible sigma-algebra is generated by the algebra of sets, whose elements are finite disjoint unions of "base" sets of the form D × (τ , τ ], with D ∈ G τ and G-stopping times τ ≤ τ . If we denote by v the value of problem (3.10), from now on assumed finite, we then have for all F ∈ S a (G), β > 0:
so by definition
This shows that the discrete integral, seen as a continuous linear functional on S a (G), can be uniquely and continuously extended to the norm closure of this space, which we know to coincide with M ρ * . Because the convex functional
where c F is a constant only depending on F . This shows that the convex functional is locally bounded and thus continuous by classical results; the last statement then follows.
Lemma B.3. Assume that ρ * (equiv. ρ) is an N-function, that ρ is in ∆ 2 , and that the refined dual (3.10) is finite. Then As a consequence of this and (B.2) (which holds also in M ρ * ), we get
where v is the value of (3.10), and by (B.3) the r.h.s. above goes to −∞ as F ρ * → ∞. This shows that in computing (3.10) one may restrict the problem to a big enough fixed ball in M ρ * , which is σ(M ρ * , M ρ )-compact. As in the end of the proof of Lemma B.2, we observe that the objective function is norm-continuous, and because it is concave it is also σ(M ρ * , M ρ )-upper semicontinuous. The existence of an optimizer in M ρ * follows.
Lemma B.4. Suppose (3.10) is finite and attained by someF ∈ M ρ * , and that ρ * is a differentiable N-function (equiv. ρ is a strictly convex N-function) which is in ∆ 2 . Setting α t (ω) := (ρ * ) ′ (F t (ω)) and ξ t (ω) :=ω t − t 0 α t (ω)dt,
we have that T 0 ρ(α t (ω))dt ν(dω) < +∞, and so α ∈ L ρ and ξ is a (ν, G)-martingale. If further ν ≪ γ, then ξ is a (ν, G)-Brownian motion, (ξ, id) # ν ∈ Π F ,G (γ, ν), the primal problem (3.6) is finite and its value is equal to (3.9) and (3.10).
Proof. We first observe that by the identity of sub-differentials T 0 ρ • (ρ * ) ′ (F t (ω))dt ν(dω) = − T 0 ρ * (F t (ω))dt ν(dω) + T 0F t (ω)(ρ * ) ′ (F t (ω))dt ν(dω), (B.4) so the finiteness of the l.h.s. is equivalent to the finiteness of the second term in the r.h.s. Since ρ * is an N-function in ∆ 2 we have by (A.1) that whenF t (ω) is large the integrand F t (ω)(ρ * ) ′ (F t (ω)) is dominated by a (fixed) constant times ρ * (F t (ω)), and so we conclude that the left-and right-hand sides above are indeed finite. In particular α ∈ L ρ holds, and h ∈ M ρ * → Thus we get that 
This means that
T 0 h t (ω)dξ t ν(dω) = 0 for all such h, which implies that ξ is indeed a (ν, G)-martingale. Since the bracket of the canonical process is the identity under γ, this is inherited by ξ by Girsanov theorem under the assumption ν ≪ γ, so by Levy's theorem ξ is then a (ν, G)-Brownian motion. By Lemma 2.6, (ξ, id) * ν is causal. In light of the finiteness in (B.4), this proves that the primal problem (3.6) is finite. The lower semicontinuity of (ω,ω) → T 0 ρ( ·ω t − ω t · )dt was established in Lemma A.1, and so by Theorem 5.6 we get that there is no duality gap. To conclude the proof, we only need to check the equality between (3.6) and the refined dual. For this, we rewrite (B.4) as where we used that T 0ζ t (ω)dξ t ν(dω) = 0. This proves that the refined dual has a greater value than the primal, and we conclude by Lemma B.1.
We can finally give the proof of Theorem 3.8:
Proof of Theorem 3.8. Under the assumptions made, both ρ and ρ * are N-functions in ∆ 2 . For Point (i), and thanks to Lemma B.1, we only need to prove that when the refined dual is finite, its value coincides with the primal one. This follows by Lemmata B.3 and B.4. Point (ii) is contained in Lemma B.2. Point (iii) follows from the latter lemma, and because the strict convexity of ρ implies the differentiability of ρ * . Finally Point (iv) is given by Lemma B.4 together with an application of Girsanov theorem.
We stress that Point (iv) of Theorem 3.8 can also be obtained via more sophisticated stochastic analysis arguments: if the primal problem (equiv. the refined dual) is finite, then as in the proof of Lemma B.2 one shows that for all F ∈ S a (G) :
T 0 F t dω t ν(dω) ≤ (v + 1) F ρ * , where v is the common optimal value. If |F | ≤ C then F ρ * ≤ C 1 ρ * < ∞. This suggests that { T 0 F t dω t : F ∈ S a (G), F ∞ ≤ 1} is bounded in ν-probability, so by the Bichteler-Dellacherie theoremω is a (ν, G)-semimartingale, and we conclude by Girsanov theorem. Such a proof is reminiscent of original arguments in [Jac85] .
C Projections of processes
We recall the notions of (dual) optional and predictable projections, which are used throughout the article, and refer to [DM80, Ch. VI] for an accurate study of the subject.
Let X be a positive or bounded measurable process on a filtered probability space (Ω, H, P). The optional projection of X is the unique (up to indistinguishability) optional process Y such that E X τ I {τ <∞} |H τ = Y τ I {τ <∞} a.s.
for every stopping time τ . The predictable projection of X is the unique (up to indistinguishability) predictable process N such that E X τ I {τ <∞} |H τ − = N τ I {τ <∞} a.s.
for every predictable stopping time τ . These notions of projection can be given for a broader class of processes, including those of integrable variation; see [DM80, Remark VI.44-(f)]. Now, let H be a raw process of integrable variation on (Ω, H, P). The dual optional (resp. predictable) projection of H is the optional (resp. predictable) integrable variation process U defined by E ∞ 0 X t dU t = E ∞ 0 X t dH t for any bounded optional (resp. predictable) process X. W.l.o.g. we assume U 0 = 0.
The following lemma is fundamental for the proof of Theorem 3.1 and Proposition 4.4. It follows directly from [DM80, Lemma 7, Appendix I], and holds for any two filtrations F and G on C.
Lemma C.1. Let π ∈ Π(µ, ν) be a (non-necessarily causal) transport plan, and let Λ be a (B([0, T ]) ⊗ F T ⊗ G T )-measurable process on C × C of integrable variation. Then:
1. The optional projection of Λ with respect to (π, {F ⊗ {∅, C}} π ) (resp. (π, {{∅, C} ⊗ G} π )), which we denote by o Λ F (resp. o Λ G ) is π-indistinguishable from an optional process with respect to (µ, F µ ) (resp. (ν, G ν )), so w.l.o.g. one may assume
The analogous statement holds for the predictable projections.
2. The dual optional projection of Λ with respect to (π, {F ⊗ {∅, C}} π ) (resp. (π, {{∅, C} ⊗ G} π )), which we denote by F Λ o (resp. G Λ o ), is π-indistinguishable from an optional process with respect to (µ, F µ ) (resp. (ν, G ν )), so w.l.o.g. one may assume
The analogous statement holds for the dual predictable projections.
