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Abstract: This paper deals with real time and possibly closed loop identification
of delay systems. It is based on non-asymptotic algebraic estimation techniques
initiated in (Fliess M., 2003). Numerical simulations with noisy data are provided.
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1. INTRODUCTION
The real time delay identification is one of the
most crucial open problems in the field of delay
systems (see, e.g., (Richard, 2003)). On the one
hand, various powerful control techniques (predic-
tors, flatness-based predictive control, finite spec-
trum assignments, observers, ...) may be applied if
the dead-time is known. On the other hand, most
existing identification techniques for time-delay
systems (see, e.g., (Orlov et al., 2006; Drakunov
et al., 2006) for adaptive techniques or (Ren et
al., 2005) for a modified least squares technique)
generally suffer from poor speed performance.
Recent developments in (Belkoura and Richard,
2006; Belkoura et al., 2006) have considered the on
line identification of delay systems with particular
(finite dimensional) initial conditions but simple
simulations easily show that one can not disregard
the effects of nonzero (infinite dimensional) initial
condition. This paper considers the general and
practical corresponding case for which the mea-
surements are not assumed to start with the ex-
periment, but may run from an arbitrary starting
point. Although the parameter estimation tech-
nique is still inspired from the fast identification
techniques that were proposed (Fliess M., 2003)
for linear, finite-dimensional models, this paper
considers a new approach to deal with the delay
estimation. Let us recall that those techniques
are not asymptotic, and do not need statistical
knowledge of the noises corrupting the data. 1
The approach used in this paper is mainly based
on well known facts about the convolution prod-
uct. Particularly, a delayed signal can be formed
from the convolution product u(t − τ) = δτ ∗ u,
with δτ the Dirac measure concentrated at {τ}.
The complement of the largest open subset in
which u vanishes is called the support of u and will
be denoted suppu. The following property allows
1 See, e.g., (Fliess et al., 2005) for linear and nonlinear
diagnosis, and (Fliess et al., 2003) for signal processing.
Several successful laboratory experiments have already
been performed; see, e.g., (Beltran-Carvajal et al., 2005).
local considerations, suppu ∗ v ⊂ suppu + supp v,
where the sum in the right hand side is defined
by {x + y ; x ∈ supp u, y ∈ supp v} . Finally,
with no danger of confusion, we shall sometimes
denote u(s), s ∈ C, the Laplace transform of u.
The paper is organized as follows. Section 2 fo-
cuses on a pure delay identification, while Section
3 shows how, combined with the algebraic afore
mentioned method, both parameters and delay
can be identified for dynamic systems.
2. IDENTIFICATION PRINCIPLE FOR A
SINGLE DELAY
When considered on the whole real line, a delay
between an input u and an output y reads y(t) =
u(t − τ), rewritten as in (1) in a convolution
framework, and leading to (2) once multiplied by
(t− τ).
y = δτ ∗ u, (1)
(t− τ)y = δτ ∗ tu. (2)
A convolution product derived from these two
relations results in equation (3) without any de-
viated argument, and from which an explicit and
non asymptotic delay formulation is obtained:
(t− τ)y ∗ u = tu ∗ y, (3)
⇒ τ =
ty ∗ u− y ∗ tu
u ∗ y
. (4)
Provided the involved convolution products are
well defined, this delay formula holds for all
nonzero values of (u ∗ y)(t). Unfortunately, and
even in the asymptotic case, this formula no longer
holds if y and u are replaced by their restriction
to some arbitrary interval (t0,∞). More precisely,
and as depicted in Figure 1, when restricted to
(t0,∞), the relationship between u and y in-
volves an additional term y0 (initial condition)
and should be written:
y = δτ ∗ u + y0, (5)
with supp y0 ⊂ (t0, t0 + τ).
Since its support is by definition unknown, y0 is an
unknown signal and some simple simulations have
clearly shown that, unless particular cases with
zero initial conditions considered in (Belkoura and
Richard, 2006), one can not disregard the effects
of this term. Due to the translational invariance,
we shall restrict our study to (0,∞).
The main object of the remaining part of this
section is the delay estimation based on the only
measurement y and u on (0,∞). In order to cancel
u
y
t0 t0 + τ t
y0
Fig. 1. Measurements and initial condition
the contribution of the initial term y0, multiplica-
tions by other functions than the simple term (t−
τ) considered in (2) will be used. More precisely,
multiplications of (5) by a set {αn, n ≥ n0} of
”almost-zero” functions on (−τ, 0) are considered
in order to annihilate the contribution of the ini-
tial condition term (i.e. αn(t − τ)y0 ≈ 0, n ≥
n0), yielding from (5):
αn(t− τ)y ≈ δτ ∗ αnu. (6)
Hence, considered for n1, n2 ≥ n0, an analog
process to (1,2,3) leads to the approximation:
αn2(t− τ)y ∗ αn1u ≈ αn1(t− τ)y ∗ αn2u. (7)
The delay being assumed unknown, the αn func-
tions are necessarily τ dependent and should sat-
isfy:
{
αn(t− τ) ≈ 0, t ∈ (0, τ)
αn(t− τ) 6= 0, t /∈ (0, τ)
(8)
The design of such polynomials comes from
the following statement, straightforwardly derived
from standard mathematical books (see, e.g.,
(Sibony and Mardon, 1984)):
Lemma 1. The polynomial of order n that pro-
vides the best uniform approximation of the zero
function on [−τ, 0] is given by:
αn(t) = 2 (−τ/4)
n Tn(
2t
τ
+ 1) (9)
where Tn is the Tchebytchev polynomial (of the
second kind) defined on [−1, 1].
More precisely, with (σ, ε) = (0, 1) or (1,−1), Cik
the binomial coefficients and γnk the coefficients of
Tn, one gets:
αn(t− στ) =
∑n
i=0
νni (ε)t
n−iτ i (10)
νni (ε) = (2
n−i+1/4n)
∑n
k−i
γnk C
k
n−iε
k+i (11)
Introduced in (7), an after reordering terms, we
obtain the following polynomial in τ and in which,
for ease of notations, we have denoted νni = ν
n
i (1)
and ν̄ni = ν
n
i (−1):
n1+n2
∑
i=0
ξi(t, y, u) τ
i ≈ 0, (12)
where
ξi(t, y, u) =
∑
p+q=i
ν̄n2p ν
n1
q (t
n2−py ∗ tn1−qu)
− ν̄n1p ν
n2
q (t
n1−py ∗ tn2−qu). (13)
Therefore, we have obtained that, for each time t,
the delay estimation problem has been reduced to
the roots computation of the polynomial (12) of
order n1 + n2 and with available coefficients.
The choice of the appropriate root will be dis-
cussed in the next section, but we can already
note that, for obvious causality reasons, only those
satisfying 0 < τi < t will be considered. It should
be also noted that, although this is an on-line and
non asymptotic technique, relation (12) remains
an approximation that depends on the candidate
functions αn. Note finally that from (13), one
can easily show that considering a gain (using for
instance k u instead of u) does not modify the
estimation algorithm.
3. (TOWARD A) CLOSED LOOP
PARAMETERS AND DELAY
IDENTIFICATION
3.1 Taking dynamics into account
In addition to delay estimation, multiplication by
polynomials allows simple methods for the iden-
tification of linear delay systems. Indeed, integra-
tion by parts can be used to deal with derivatives,
as it has been used in the non asymptotic methods
cited in the introductory section. In our case, and
for a first order derivative, the integration by parts
decomposition can be written as:
ξi(t, ẏ, u) = ξ̇i(t, y, u)
−
∑
p+q=i
p<n2
ν̄n2p ν
n1
q (n2 − p)(t
n2−p−1y ∗ tn1−qu)
−
∑
p+q=i
p<n1
ν̄n1p ν
n2
q (n1 − p)(t
n1−p−1y ∗ tn2−qu).
(14)
With such decomposition, and using an additional
integration, a delay estimation for first order dy-
namic systems will be reduced to the single delay
estimation of the previous section. The following
example illustrates this point.
3.2 Application to the delay estimation of a closed
loop integrator
In this case study, we consider a closed loop
delayed integrator described by:
y(s)
ε(s)
=
k e−τ s
s
, ε = u− y. (15)
Written in the time domain and taking into ac-
count the initial condition y0, the input-output
relation reads:
ẏ = y0 + k (u(t− τ)− y(t− τ)). (16)
Note that unlike the previous single delay case,
the initial condition term involves a measure and
not only a function, since it can be shown that in
the distribution sense, y0 = y(0)δ+k(u(θ)−y(θ)),
−τ ≤ θ ≤ 0. This remark, however, do not affect
the approach, and provided the substitutions in
(12):
y ←− ẏ and u←− u− y, (17)
we recover the single delay context of Section 2.
The causality in ensured by means of an addi-
tional integration, leading to:
n1+n2
∑
i=0
[∫ t
0
ξi(t, ẏ, u− y)
]
τ i ≈ 0. (18)
The above integrals are performed according to
the decomposition provided in (14). Finally, the
choice of the appropriate root is based on the
stationarity of the delay. More precisely, the se-
lected roots is also assumed to satisfy the auxiliary
polynomial
∑
[∫ ∫
ξi(t, ẏ, u− y)
]
τ i = 0.
Figure 2 shows simulations and resolution of (15)
and (18) in both noise free and noisy contexts,
and on a fixed interval (2-10)s.. The polynomial
approximations are of order (n1, n2) = (5, 6). The
process is described by k = 1, τ = 0.6, with input
u(t) = .8 + cos 2t.(0.2 + sin(0.7t)). This figure
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Fig. 2. Estimated delay on section (2-10)s. of the
trajectories
clearly shows the convergence of the estimation
algorithm to the desired value. The noisy case
reveals a singularity at t=9s. This is mainly due
to the particular trajectories on this time interval
and can be shifted using different filters instead of
the single integration in (18). However, although
favorable robustness properties against noise are
shown, the control of the singularities remains an
open problem and is under investigation.
Remark 2. As in the finite dimensional case (see,
e.g., (Fliess and Sira-Ramirez, 2007)), the input
signal u being used in this algebraic approach does
not necessarily exhibit the classical ”persistency of
excitation” requirement. However, and although
only non trivial trajectories are required, the poly-
nomial coefficients (and hence the roots location)
clearly depends on the input-output trajectories.
For open loop structures, a constructive method
for the design of sufficiently rich inputs for delay
systems has been considered in (Belkoura, 2005).
3.3 Simultaneous closed loop parameters and delay
estimation
The aim of this paragraph is to show how simul-
taneous parameters and delay estimation can be
performed using the same approach. Although the
generalization to multiple parameters is straight-
forward, this example is restricted to a first order
system described by:
y(s)
ε(s)
=
k e−τ s
1 + a s
, ε = u− y. (19)
It is readily seen that the following substitutions
in (12) may be considered,
y ←− y + a ẏ and u←− u− y, (20)
leading to, by virtue of the linearity of ξi w.r.t.
inputs-outputs,
n1+n2
∑
i=0
[ξi(t, y, u− y) + aξi(t, ẏ, u− y)] τ
i ≈ 0 (21)
The estimation of both parameter and delay re-
quires two successive integrations, yielding:
n1+n2
∑
i=0
[
Aiτ
i
]
Θ = 0 with Θ =
(
1
a
)
(22)
Ai =




∫
ξi(t, y, u− y)
∫
ξi(t, ẏ, u− y)
∫ (2)
ξi(t, y, u− y)
∫ (2)
ξi(t, ẏ, u− y)




A generalized eigenvalue problem is hence formed
in which the unknown delay consists in one eigen-
value, while the unknown parameters is contained
in the corresponding normalized eigenvector. As
in the previous case, the appropriate eigenpair
is selected from a comparison with an auxiliary
eigenvalue problem based on
∫ t
Ai instead of Ai.
Figure 3 shows simulations results with the pa-
rameters of the previous section and a = 1.53.
Although the plant is clearly identified, these sim-
ulations turned out to be more noise sensitive.
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Fig. 3. Estimated delay and parameter on the
section (4-9)s. of the trajectories
As in the previous paragraph, the degree of free-
dom consisting in the choice of the filters involved
in (22) remains to be explorated.
4. CONCLUSION
This note has presented a new method for closed
loop identification of delay systems. The ability
of identification of both parameters and delay
on a bounded time interval allows to consider
for further works the identification of systems
with slowly time varying parameters and delay.
Extensions to multivariable and multidelay cases,
a well as a deeper study of the singularities are
also under active investigation.
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