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Many-body localization and delocalization from the
perspective of Integrals of Motion
Louk Rademaker1,∗, Miguel Ortuño2, and Andres M. Somoza2
We study many-body localization (MBL) and delocaliza-
tion from the perspective of integrals of motion (IOMs).
MBL can be understood phenomenologically through
the existence of macroscopically many localized IOMs.
However, IOMs exist for all many-body systems, and
non-localized IOMs determine properties on the ergodic
side of the MBL transition too. Here we explore their
properties using our method of displacement transfor-
mations. We show how different quantities can be cal-
culated using the IOMs as an expansion in the number
of operators. For all values of disorder the typical IOMs
are localized, suggesting the importance of rare fluctua-
tions in understanding the delocalization transition.
Any quantum many-body system has as many conserved
quantities as degrees of freedom. Historically this obser-
vation was considered trite and inconsequential, for the
simple reason that these integrals of motion (IOMs) are
too complicated to be of practical relevance. When the
conserved quantities turn out to be accessible, whether
trivially as in noninteracting systems or only after pro-
found leaps such as the Bethe ansatz, we speak of an ‘in-
tegrable’ system. However, ‘non-integrable’ systems do
have IOMs too that will constrain both dynamical as well
as statistical properties.
Recently, IOMs gained a renewed interest in the con-
text of interacting systems with disorder. In the non-
interacting Anderson insulator [1] in d = 1,2 dimensions
the single particle wavefunctions are exponentially local-
ized. Even in the presence of weak interactions particles
remain localized, which is known as many-body local-
ization (MBL). [2–4] Recently, it was realized that MBL
can be understood through the existence of an extensive
number of exponentially localized IOMs. [5–7] Inevitably,
this observation led to a rush of new methods to com-
pute the IOMs in the MBL-phase, [8–17] and recently we
published our own computational method using displace-
ment transformations. [18]
The presence of these localized IOMs in the fully many-
body localized phases prevents thermalization. The ques-
tion of whether a many-body quantum system thermal-
izes has been cast into the Eigenstate Thermalization Hy-
pothesis (ETH): [19–22] the expectation value of any local
observable in an eigenstate with a given energy density is
equal to its expectation value in the Gibbs ensemble with
corresponding temperature. If, however, there exist local
density IOMs (that can be expressed as the sum of local
operators) the corresponding thermal state will be a so-
called generalized Gibbs ensemble. [23] It has been shown
that any finite-ranged translationally invariant Hamilto-
nian will thermalize towards their corresponding general-
ized Gibbs ensemble. [24] Therefore, whether and how a
system thermalizes is directly related to the structure of
its IOMs.
However, there are only two cases where the Hamilto-
nian of the system is commonly written out in terms of
the IOMs. One case is Fermi liquid theory, [25] where the
energy is written as EFL =∑p ξpnp+ 12∑pp ′ fpp ′npnp ′+. . .,
where np are classical occupation numbers of quasipar-
ticles with momentum p - which are nothing other than
IOMs! The other case is the MBL phase, where the fol-
lowing effective classical Hamiltonian was proposed [4]
Hˆ =∑
i
ξi τˆ
z
i +
∑
i< j
Ji j τˆ
z
i τˆ
z
j +
∑
i< j<k
Ji j k τˆ
z
i τˆ
z
j τˆ
z
k + . . . , (1)
where τˆzi are the IOMs. The question is whether one can
write a classical Hamiltonian à la Eqn. (1) for any many-
body system, specifically, also for the ergodic phase of
disordered interacting systems?
In Sec. 1 we will discuss some general aspects of ex-
pressing many-body systems in terms of their IOMs. We
will show that indeed, formally, one can write any interact-
ing system - even ’non-integrable’ ones - into the classical
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form of Eqn. (1). On a practical level, we develop a sys-
tematic way to construct the IOMs. Thereby we construct
many-body states that are generalizations of Slater deter-
minant product states. The computational complexity is
thereby reduced to that of solving exactly few-body prob-
lems. As a brief aside we discuss the relation between
the IOMs introduced above and the traditional notion of
integrability.
Subsequently, in Sec. 2 we apply these methods to
the problem of the delocalization transition in a one di-
mensional interacting disordered system. Our model is
the Anderson insulator of spinless fermions with nearest-
neighbor repulsion, which is equivalent to the Heisenberg
chain with random fields. This model is known to exhibit
a T =∞ transition from an MBL phase at large disorder,
to an ergodic phase at small disorder. [26–30] However, it
appears that the typical properties of the IOMs do not re-
flect this transition. Finally, we will discuss possible ways
how the delocalization transition can be understood from
the perspective of IOMs.
1 General remarks on the IOM-basis
In this section we will discuss how to write a Hamiltonian
in terms of its IOMs. We will consider a general model of
interacting fermions on a lattice with N sites, that pre-
serves the total number of fermions nˆtot = ∑i nˆi . The
Hamiltonian of such a system can be written as
Hˆ =∑
i
ξi nˆi + 1
2
∑
i j kl
Vi j kl cˆ
†
i cˆ
†
j cˆk cˆl + . . . (2)
where nˆi = cˆ†i cˆi is the number operator and {cˆ†i , cˆ j } =
δi j is the standard anticommutation condition on the
fermion creation and annihilation operators. All opera-
tors are denoted with a hat. Note that for convenience
we have, in the above notation, already diagonalized the
quadratic part of the Hamiltonian. Furthermore, the la-
bels i indicate any type of quantum numbers, which can
be either real space or momentum space, and can possi-
bly include spin and orbital degrees of freedom. We will
refer to the basis in which Eqn. (2) is written as the original
basis.
The central claim of this section is that there exists a
unitary transformation Uˆ such that Hˆ ′ = Uˆ †HˆUˆ is classi-
cal, following Eqn. (1),
Hˆ ′ =∑
i
ξi τˆ
z
i +
∑
i< j
Ji j τˆ
z
i τˆ
z
j +
∑
i< j<k
Ji j k τˆ
z
i τˆ
z
j τˆ
z
k + . . . . (3)
We choose the N integrals of motion τˆzi to be number
operators, so that they have only eigenvalues zero and
one. Since they are IOMs they commute with each other
and with the Hamiltonian,
[τˆzi , τˆ
z
j ]= [τˆzi , Hˆ ]= 0. (4)
We will call the basis of the IOMs the classical or τ-basis.
Below we will show that any many-body eigenstate is a
product state in the τ-basis, |ψn〉 = τˆ†i1 · · · τˆ
†
ik
|0〉.
In Sec. 1.1 we will provide a formal construction as
proof that indeed the τ-basis exists, in spirit similar to
Ref. [31]. In Sec. 1.2 we show that through consecutive
applications of displacement transformations the clas-
sical basis can be computed. Furthermore, we propose
that an approximate form of the transformation Uˆ can
be constructed by clever use of few-particle exact states.
Because the classical basis is by no means unique, in Sec.
1.3 we discuss how one can find the best choice of IOMs.
Finally, we briefly address in Sec. 1.4 the relation between
the τ-basis and the field of integrable quantum systems.
1.1 Formal construction
Consider an interacting number-conserving fermion
Hamiltonian on a lattice with N sites, for example Eqn. (2).
The associated Hilbert spaceH is 2N dimensional, and
can be split into N +1 subspaces of fixed particle number,
H =⊗k=0...NH (k). (5)
Here H (k) is the
(N
k
)
-dimensional subspace containing
states with k particles.
Let us label all the eigenstates of the Hamiltonian Hˆ
as |k,n〉where k = 0, . . . ,N labels the number of particles
and n = 1, . . . ,(Nk ) is an index enumerating the eigenstates
within the k-particle subspace. The projection operator
onto the eigenstate |k,n〉 is Pˆ (k)n = |k,n〉〈k,n|. The Hamil-
tonian can be written as
Hˆ =
N∑
k=0
(N
k
)∑
n=1
Pˆ (k)n Ek,n (6)
where Ek,n are the eigenvalues of the Hamiltonian. Even
though this is a basis where the Hamiltonian is expressed
in terms of 2N integrals of motion, it is not the desired
form of Eqn. (1).
Instead, we wish to construct a set of N projection
operators τˆzj with j = 1, . . . ,N . This can be done in each
k-particle subspace separately, starting with the single
particle subspaceH (1). We equate the τˆzj operators with
the projectors onto the eigenstates,
τˆzj
∣∣∣
H (1)
= Pˆ (1)j . (7)
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This is trivially possible, since there are N single-particle
eigenstates and an equal number of τˆz-operators. Sim-
ilarly, within the k-particle subspace H (k) we equate
τˆzj with the sum over
k
N
(N
k
)
projectors onto eigenstates,
such that the product of k τˆzj -operators corresponds to a
unique eigenstate projector Pˆ (k)i ,
Pˆ (k)n = τˆzin,1 . . . τˆ
z
in,k
∣∣∣
H (k)
. (8)
This is possible because there are
(N
k
)
projectors and the
same number of unique combinations of k τˆz-operators.
As an example, let us write out the mapping for N = 4
sites and k = 2 particles. There are (Nk ) = 6 eigenstates
in this subspace, and the projectors onto eigenstates are
labelled Pˆ (2)n with n = 1, . . . ,6. There are N = 4 of the τˆz-
operators, and each is equal to the sum over kN
(N
k
) = 3
eigenstate projectors. A possible matching is
τˆz1
∣∣
H (2) = Pˆ (2)1 + Pˆ (2)2 + Pˆ (2)3 ,
τˆz2
∣∣
H (2) = Pˆ (2)1 + Pˆ (2)4 + Pˆ (2)5 ,
τˆz3
∣∣
H (2) = Pˆ (2)2 + Pˆ (2)4 + Pˆ (2)6 ,
τˆz4
∣∣
H (2) = Pˆ (2)3 + Pˆ (2)5 + Pˆ (2)6 .
Now every projector onto an eigenstate in the k = 2 space
is uniquely the product of two τˆz-operators, for example
Pˆ (2)1 = τˆz1τˆz2
∣∣
H (2)
.
Going back to the general case, we make such a map-
ping for each k-particle subspace up to the N-particle
space, where the projector onto the N-particle state is the
product of all τˆz-operators, Pˆ (N ) = ∏Ni τˆzi ∣∣H (N ) .
We have thus constructed N projection operators τˆzi
such that every eigenstate projector P (k)n can be written
as a product of τˆz-operators. Therefore the Hamiltonian
Eqn. (6) is transformed into the desired classical form,
Hˆ ′ =∑
i
ξi τˆ
z
i +
∑
i< j
Ji j τˆ
z
i τˆ
z
j +
∑
i< j<k
Ji j k τˆ
z
i τˆ
z
j τˆ
z
k + . . . . (9)
Furthermore, because the eigenstate projection operators
commute with each other and with the Hamiltonian, it
follows that τˆz operators are also IOMs, as in Eqn. (4).
Note that the set of integrals of motion (τˆz1, . . . , τˆ
z
N ) thus
constructed is algebraically independent.
In the basis thus introduced it follows that every eigen-
state of the Hamiltonian Hˆ is uniquely specified by the
eigenvalue of each τˆz-operator,
|k,n〉 = |τz1 · · ·τzN 〉 (10)
where τzi = 0,1 are the eigenvalues of this state when acted
upon by τˆzi . In our N = 4 example mentioned before, the
state |k = 2,n = 1〉 corresponds to the state where τz1 and
τz2 are occupied, hence |k = 2,n = 1〉 = |1100〉.
Acting alongside the τˆz-operators, there exist N fermion
creation operators τˆ†j , with j = 1, . . . ,N , anticommutation
relation {τˆ†i , τˆ j } = δi j and [τˆzi , τˆ†j ] = δi j τˆ†i , with τˆzi = τˆ†i τˆi
such that every k-particle eigenstate |k,n〉 can be written
as
|k,n〉 = τˆ†j1 . . . τˆ
†
jk
|0〉, (11)
where |0〉 is the vacuum state without particles. In other
words, every eigenstate of Hˆ is a product state in the classi-
cal τ-basis. States of the form dictated by Eqn. (11) in the
τ-basis are called generalized product states.
The creation operators for a τ-state, that is τˆ†i , can be
explicitly constructed using the mapping provided by Eqn.
(10),
τˆ†i =
∑
j 6=i ,τzj=0,1
(−1)
∑
k<i τzk (12)
| · · ·τzi−1(τzi = 1)τzi+1 · · · 〉〈· · ·τzi−1(τzi = 0)τzi+1 · · · |.
The minus sign is to ensure anticommutation relations
between the τˆ†i operators. If one does not include the
minus signs, the resulting operators satisfy an algebra of
hard-core bosons bˆ†i . The bosonic operators bˆ
†
i are related
to the fermionic τˆ†i via the Jordan-Wigner transformation.
In the above considerations we have explicitly dis-
cussed a system with N sites. A natural question is
whether this construction is still valid in the thermody-
namic limit N →∞. At strictly N =∞, the notion of an
eigenstate becomes ill-defined and naturally the τ-basis
cannot be formulated. However, for any finite N , no mat-
ter how large, we can construct the τ-basis. Therefore we
will adhere to a practical assessment of the thermody-
namic limit, that is: if computed quantities converge with
increasing N we consider the τ-basis to be valid in the
thermodynamic limit.
1.2 Practical method
We have shown in Sec. 1.1 that there exists a classical τ-
basis for each interacting Hamiltonian. Therefore there
exists a unitary transformation Uˆ that brings us from the
original basis to the classical basis:
Hˆ ′ = Uˆ †HˆUˆ , τˆzi = Uˆ †nˆiUˆ , τˆ†i = Uˆ †cˆ†i Uˆ . (13)
Because the product of unitary operators is unitary again,
we can divide the full transformation Uˆ into a product of
‘simple’ transformations Dˆi
Uˆ = Dˆ1Dˆ2 . . .DˆM (14)
Copyright line will be provided by the publisher 3
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Now any unitary transformation can be written as the
exponential of an anti-Hermitian matrix. Furthermore,
any anti-Hermitian matrix can be written as Xˆ †− Xˆ for
some operator Xˆ . Consequently, we express each ’simple’
operator as
Dˆi = exp
(
λi (Xˆ
†
i − Xˆi )
)
. (15)
and for ‘simplicity’ we require Xˆ to satisfy the following
properties,
Xˆ 2 = 0, and Xˆ Xˆ † Xˆ = Xˆ . (16)
These properties allow us to expand the ‘simple’ transfor-
mation exactly,
Dˆi = 1+ sinλi (Xˆ †i − Xˆi )+ (cosλi −1)(Xˆ † Xˆ + Xˆ Xˆ †). (17)
These are the displacement transformations that we in-
troduced in our previous work. [18] There we used sub-
sequent applications of displacement transformations to
diagonalize the Hamiltonian. Such iterative procedure
can be viewed as a discrete version of the Wegner flow
equations, who recently have been applied to study many-
body localization. [12, 32–34]
For a Hamiltonian of the form Eqn. (2), we first per-
formed displacement transformations where the operator
Xˆ is the product of two creation and two annihilation op-
erators, Xˆ = cˆ†i cˆ†j cˆk cˆl . Transformations of this type allow
us to make the Hamiltonian classical up to and including
all four-operator terms,
Hˆ ′ = ξi nˆi + Ji j nˆi nˆ j +Vi1i2i3i4i5i6 cˆ†i1 cˆ
†
i2
cˆ†i3 cˆi4 cˆi5 cˆi6 + . . . (18)
provided that all higher-order terms in the Hamiltonian
are normal-ordered with respect to the particle vacuum.
Note that in the above equation the cˆ†i and nˆi operators
are not the same as in the original basis - they are trans-
formed by all the fourth order displacement transforma-
tions. We can multiply the displacement transformations
with Xˆ containing four operators into one transforma-
tion Uˆ4 that brings the Hamiltonian into the form of Eqn.
(18). Similarly, we can then construct a transformation
Uˆ6 that brings the sixth-order part into a classical form,
where now we have grouped together all displacement
transformations where Xˆ is the product of six fermionic
operators.
This appears at first sight to be a useless rewriting of
displacement transformations. However, realizing there
exists a transformation Uˆ4 that brings the original Hamil-
tonian Eqn. (2) into Eqn. (18) allows us to find a short-
cut to compute Uˆ4. Consider the space of two-particle
states, |i j 〉 = cˆ†i cˆ†j |0〉. Because of the normal ordering, the
sixth and higher order terms in Eqn. (18) do not act on
the two-particle space. Therefore Eqn. (18) is diagonal in
the two-particle space, and the transformation matrix Uˆ4
when restricted to the 2-particle space equals the transfor-
mation Uˆ2 that diagonalizes the two-particle spectrum.
Thus we write
Uˆ4 = exp
[
Ai j
kl cˆ†i cˆ
†
j cˆl cˆk
]
(19)
and interpretingA as a
(N
2
)
-dimensional matrix, we find
the matrix elements of Uˆ4
〈i j |Uˆ4|kl〉 = δi j=kl +Ai j kl +
1
2
(A )2i j
kl + . . . (20)
= (expA )i j kl (21)
= 〈i j |Uˆ2|kl〉. (22)
By solving the exact two-particle spectrum, we can con-
struct a unitary transformation Uˆ4 that brings the Hamil-
tonian into the form of Eqn. (18)! This yields the same
result as doing the displacement transformations at 4th
order sequentially, however, it is significantly faster.
Subsequently, starting from Eqn. (18), we can solve
the three-particle spectrum exactly and construct the
transformation Uˆ6 = exp
[
Ai j k
lmn cˆ†i cˆ
†
j cˆ
†
k cˆn cˆm cˆl
]
where
expA equals the unitary matrix that diagonalizes the
three-particle space.
The method we thus propose consists of solving few-
particle states exactly, and then extracting from that a
unitary transformation that acts on the whole spectrum.
The many-body eigenstates are approximated applying
Uˆ4 onto a non-interacting eigenstate,
|ψn〉 = eAi j
kl cˆ†i cˆ
†
j cˆl cˆk cˆ†i1 · · · cˆ
†
ik
|0〉. (23)
In the above form, our procedure seems to be related
to Hartree-Fock methods, since there many-body eigen-
states are approximated by |ψHF 〉 = eAi
j cˆ†i cˆ j cˆ†i1 · · · cˆ
†
ik
|0〉.
In Sec. 2 of this paper we will use the method of few-
particle exact diagonalization to compute the parameters
Ji j and Ji j k of the classical Hamiltonian of interacting
disordered chains. However, one must be careful when
constructing the exact few-particle eigenstates. The ma-
trix Uˆ2 is not unique, and in the next subsection we will
address how to choose the optimal shape of Uˆ2.
1.3 Basis optimization
We have thus far shown that there exists a classical τ-basis,
and that we can approximate the τ-basis either by dis-
placement transformations or via exact diagonalization of
4 Copyright line will be provided by the publisher
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few-particle states. The question is whether this limitation
to few-body states is a sensible physical approximation. In
this section we will show that the approximations validity
can be quantified by the quasiparticle weight Zi . Before
we can introduce this concept, we need to show that the
τ-basis is not unique and can be changed in nontrivial
ways.
The best way to show that the τ-basis is not unique
is by explicitly introducing a nontrivial transformation
relating two τ-bases. Start with a Hamiltonian in a given
τ-basis, with parameters as in Eqn. (9). The simplest non-
trivial transformation swaps two states, say τˆ†i τˆ
†
j |0〉 and
τˆ†k τˆ
†
l |0〉. Under such a swap the eigenvalues of the model
remain the same, yet the parameter in the Hamiltonian
change according to
Jnewi j = ξk +ξl −ξi −ξ j + Jkl , (24)
Jnewkl = ξi +ξ j −ξk −ξl + Ji j . (25)
and
Ji jm1...mk ↔ Jklm1...mk . (26)
This swap can be written beautifully in terms of a displace-
ment transformation with angle λ=pi/2,
Dˆ = exp
[pi
2
(
cˆ†i cˆ
†
j cˆl cˆk −h.c.
)]
. (27)
Transforming a Hamiltonian that only contains density
terms with Dˆ will only yield density terms, since any new
non-density terms generated will have sin2λ= 0 as pref-
actor. In general, any displacement transformation with
λ = pi/2 constitutes a transformation between different
τ-bases.
As an example of how one spectrum can be repre-
sented by two different classical Hamiltonians, consider
the free fermion system with N = 3 sites
Hˆ =
3∑
i=1
ξi nˆi . (28)
If we transform this Hamiltonian with the operator Dˆ =
exp pi2
(
cˆ†1nˆ3cˆ2−h.c.
)
we find
Hˆ =
3∑
i=1
ξi τˆ
z
i + (ξ1−ξ2) τˆz2τˆz3+ (ξ2−ξ1) τˆz1τˆz3 (29)
which has clearly different parameters, yet has the same
spectrum and eigenspaces.
Given that the diagonal τ-basis is not unique, we can
ask which of the possible τ-bases is the ’best’. An optimal
basis should be simple and clear, but should also reflect
physical properties as best as possible. Can we quantify
such simplicity? There are three natural ways to define an
optimal basis, which we will now introduce.
The information-optimal basis minimizes the num-
ber of parameters Vi1...ik that are nonzero. In the example
above, Eqn. (29) has 5 nonzero parameters whereas the
equivalent Eqn. (28) has only 3 nonzero parameters. Obvi-
ously, the latter basis is preferable in that we are able to
express the same system with less information.
For the maximally local or natural basis, the support
of each integral of motion τˆzi is centered around site i ,
where ‘sites’ are defined in the original basis. The integrals
of motion τˆzi can be expressed in the original basis as
1
τˆzi = Uˆ nˆiUˆ † = nˆi +αi ; j k cˆ†i cˆk +αi ; j klm cˆ†i cˆ†j cˆk cˆl + . . . (30)
Now each parameter αi ; j1... jk has an associated ‘distance’
defined as the maximum of |i − jk |. In any local basis, the
average absolute value of these parameters should decay
with distance; and the maximally local basis is where the
decay length is the shortest. Note that for an MBL system
the local basis is measured in real-space, whereas in a
Fermi liquid we require localization in momentum space.
Naturally, in such a maximally local basis the c-basis
is also ‘close’ to the τ-basis, in a way that we will quantify
order by order in the number of particles k. The unitary
transformation Uˆ4, defined in Eqn. (19), measures the
overlap between free two-particle states and exact two-
particle eigenstates,(
Uˆ4
)
αiα j
i j = 〈0|τˆα j τˆαi cˆ†i cˆ†j |0〉. (31)
where cˆ†i are the operators that create single-particle
eigenstates. Through permutations on the rows of Uˆ4 (that
is, permute the αi ,α j -labels) we can maximize the diago-
nal matrix elements of Uˆ4. This implies we make each ex-
act two-particle eigenstate to have maximal overlap with
free two-particle states. In practice we maximize TrUˆ4.
Since cˆ†i are the single-particle eigenstate operators,
we find that τˆ†i |0〉 = cˆ†i |0〉. The matrix elements of Uˆ can
thus similarly be written as(
Uˆ4
)
αiα j
i j = 〈ψ(1)α j |τˆαi cˆ†i |ψ(1)j 〉 (32)
where |ψ(1)j 〉 is the j -th single-particle eigenstate. This
notation allows a straightforward generalization to higher
order transformations,(
Uˆ2k
)
αi1 ···αik
i1···ik = 〈ψ(n−1)αik−1 ···αi1 |τˆαk cˆ
†
n |ψ(k−1)i1···ik−1〉 (33)
1 If the original Hamiltonian is diagonal at the quadratic level,
the second term αi ; j k cˆ
†
i cˆk is necessarily absent.
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where |ψ(k−1)i1···ik−1〉 represent the (k−1)-particle eigenstates,
which are product states of the cˆ†i operators. At any order
k we will maximize the trace TrUˆ2n .
The Eqns. (32)-(33) are related to the quasiparticle
weight as defined in Fermi liquid theory, [25]
Z`,n = |〈ψ(k)n′ |cˆ†`|ψ(k−1)n 〉|2 (34)
which measures the overlap between an exact k-particle
eigenstate and the state created by adding one electron
to an (k − 1)-particle eigenstate |ψ(k−1)n 〉. Once we have
maximized the trace of Uˆ2k , the square of the diagonal ele-
ments of that matrix correspond to the physically relevant
quantity Z`,n since then |ψ(k)n′ 〉 = τˆ†`|ψ
(k−1)
n 〉. Notice, that
the quasiparticle weight depends on both the electron
quantum number ` as well as the chosen state labeled
by n. In typical Fermi liquid theory considerations, one
computes the quasiparticle weight with respect to the
many-body ground state.
The idea to quantify the many-body-localized phase
by a quasiparticle weight has been explored earlier in
Ref. [35]. There they diagonalized the single-particle den-
sity matrix ρi j = 〈ψn |cˆ†i cˆ j |ψn〉. For half-filled states in the
MBL phase, half of the eigenvalues of ρi j are close to one,
and half are close to zero. The discontinuous jump in the
eigenvalue spectrum of ρi j is associated with the quasi-
particle weight Z , as is common in Fermi liquid theory.
[25] With this identification, the jump Z in the spectrum
of ρi j is equal to the overlap defined in Eqn. (34), and is
thus equivalent to the diagonal elements of the optimized
Uˆ2k .
In the next section we will construct the natural τ-basis
using the maximization of the diagonal part of Uˆ4 and Uˆ6.
1.4 Relation to integrability
Several quantum systems, amongst them the one-dimen-
sional Heisenberg chain, are considered to be ‘integrable’.
Hand-wavingly, this classification implies the existence
of macroscopically many conserved charges. Since we
have just stated that all quantum systems have extensively
many IOMs, it is necessary to clarify the relation between
the integrable systems and the classical basis of Eqn. (1).
We find that the definition of integrability as proposed
by Caux and Mossel [36] is quite useful in this respect.
Consider a given Hamiltonian on a lattice with N sites in a
preferred basis. Any operatorQ expressed in this basis has
a certain number of nonzero matrix elements. How the
number of nonzero entries scale with system size (for ex-
ample linear, polynomial, subexponential, or exponential)
is called the ’density character’ of that operator. A system
is considered integrable if all IOM have at most a subexpo-
nential density character in this preferred basis. In other
words, a system is integrable if the amount of information
needed to specify the IOM is less than exponential in the
system size.
Whereas Ref. [36] introduced their notion of integrabil-
ity specifically for the real-space basis, one can naturally
apply this same definition to the classical τ-basis. In this
basis, all the integrals of motion τˆzi have an extremely
trivial matrix structure, and since they are essentially bits
contain the smallest nontrivial amount of information.
There is one IOM, however, that is not necessarily trivial,
which is the Hamiltonian itself!
In the most general case the τ-basis Hamiltonian con-
tains of the order 2N nonzero parameters ξi , Ji j , Ji j k , etc.
Following Ref. [36], we postulate that a system is inte-
grable if in the τ-basis at most subexponentially many
Hamiltonian parameters are not vanishing. All other ma-
trix elements can be nonzero as long as they tend to zero
in the thermodynamic limit N →∞.
Any noninteracting system trivially satisfies this condi-
tion, since Ji j and higher order interaction parameters are
all zero. It is interesting, however, to look at the ferromag-
netic Heisenberg chain. The ground state is completely
polarized, and starting from there the τ-bits can repre-
sent the occupation of spin waves. Up to fourth order, the
Hamiltonian in the τ-basis reads
H =∑
k
²k τˆ
z
k +
∑
k<k ′
Jkk ′ τˆ
z
k τˆ
z
k ′ (35)
where ²k = J (1−cosk) is the free spin wave dispersion. Us-
ing the Bethe ansatz (see for example [37] for a pedagogi-
cal introduction), it is easy to show that the two-magnon
spectrum contains ∼N bound states and ∼N2 so-called
scattering states. The difference between the exact scat-
tering states energies and two-magnon states vanishes
when N →∞. The energy differences for the bound states,
however, do not vanish, and consequently ∼N of the Ji j
parameters will remain nonzero in the thermodynamic
limit. Instead of N2 nonzero Hamiltonian parameters Ji j
we only have N . This trend continues to three-magnon
states, and higher, leading to a subexponential number of
nonzero Hamiltonian parameters Ji1...ik . Since the Heisen-
berg chain is indeed integrable this result is consistent
with our suggested definition of integrability.
Another way to characterize integrability is through
the so-called level statistics. The Berry-Tabor conjec-
ture [38, 39] states that the distribution of energy gaps
δn = En+1 −En between neighboring eigenstates in an
integrable system is Poissonian, Pg (δ) ∼ e−δ. In non-
integrable systems, in contrast, there is level repulsion
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so that the distribution goes to zero for zero energy gaps,
Pg (δ→ 0)= 0.
For noninteracting theories it can be easily shown that
Pg (δ→ 0) 6= 0, consistent with the Berry-Tabor conjec-
ture. The Hamiltonian can be written as Hˆ = ξi nˆi , where
the parameters ξi are chosen from a random distribution
P ({ξ1 . . .ξL}). The spectrum of all energy differences be-
tween many-body states equals
F (ω)=
∫
dt e iωt
∣∣∣2−LTr e−i Hˆ t ∣∣∣2 = ∫ dt e iωt L∏
i=1
cos2
(
ξi t
2
)
(36)
If there is level repulsion, this spectrum vanishes, F (ω)→
0, at small frequencies, ω → 0. Therefore F (ω = 0) 6=
0 would imply integrability, and we can compute the
disorder-averaged spectrum
F (ω)=
∫
dLξ P ({ξ1 . . .ξL}) F (ω) (37)
to test this hypothesis. If the single-particle energies are
independently distributed, P ({ξ1 . . .ξL})=∏i Pξ(ξi ), if fol-
lows that F (ω) is the convolution of L times the distribu-
tion P˜ (ω)= ∫ dξdte iωtPξ(ξ)cos2 ξt . The central limit the-
orem for large L tells us that this distribution becomes
normal, and since P˜ (ω) has mean zero it follows that
F (ω = 0) > 0, thus proving that the system exhibits no
level repulsion.
More general, this absence of level repulsion between
many-body states comes from the fact that 2L energy lev-
els need to be constructed out of only L single-particle
energies. The above arguments can thus be generalized
to the case where, for example, we look at the τ-basis
Hamiltonian Hˆ = ξi τˆzi + Ji j τˆzi τˆzj cut-off at fourth order.
The 12L(L+1) nonzero parameters do not provide enough
freedom to allow for level repulsion between many-body
states. Indeed, as long as there are less than exponential
nonzero Hamiltonian parameters it is not possible to have
level repulsion between the many-body energy levels. Our
above postulate about integrability in the τ-basis is thus
consistent with the notion that integrable systems have
no level repulsion.
2 Numerical results on interacting
disordered chains
In the previous section we have discussed general prop-
erties of the τ-basis and presented an effective way of
computing the parameters Ji j in the effective Hamilto-
nian using few-particle exact diagonalization. We will now
use this method to study the traditional model exhibiting
many-body localization: the one-dimensional Anderson
model with nearest neighbor interactions.
2.1 The model
We will consider the following d = 1 dimensional model
of spinless fermions,
Hˆ =−t
L−1∑
i=1
(
cˆ†i cˆi+1+h.c.
)
+
L∑
i=1
φi nˆi +V
L−1∑
i=1
nˆi nˆi+1 (38)
where t = 12 is the nearest neighbor hopping, φi is a ran-
dom onsite energy chosen from the uniform distribution
[−W,W ], and V = 1 is the nearest neighbor repulsion.
With these parameters, the model is equivalent to the
Heisenberg chain with random field and nearest-neighbor
coupling J = 1. We choose open boundary conditions, and
we consider various different lengths L of the chain up to
the largest value L = 60. For most calculations we have
considered values of the disorder from W = 1 to W = 7 in
steps of ∆W = 1/4. For each data point we averaged over
1000 disorder realizations.
For a given disorder realization we compute the τ-
basis following the method described in Sec. 1.2 and Sec.
1.3. Specifically, we use the few-particle diagonalization to
extract the transformation Uˆn in the corresponding state
space and extend this result to many-body states follow-
ing Eqns. (19)-(22). We end up with an operator Uˆ2n that
diagonalizes the Hamiltonian up to a given order and then
rotate any other operator of interest with the same Uˆ2n .
In particular, we transform the density operator nˆ j to ob-
tain τˆzj and the operator cˆ
†
i cˆ j to quantify the localization
properties of many-body states.
2.2 Comparison with exact diagonalization
Let us start with a benchmark of the accuracy of the
method. We therefore consider small systems that can
be solved using exact diagonalization of the full spec-
trum. The exact ground state energy for half-filled states is
then compared to the ground state energy of the classical
Hamiltonian up to 4th order, Eq. (35), or up to 6th order
for all n-particle states of the form
|Φn〉 = τˆ†i1 τˆ
†
i2
· · · τˆ†in |0〉 (39)
where τˆ†i is the creation operator of a particle at state i in
the classical basis up to 4th or 6th order. In this basis, the
expectation value of the energy is just the sum of the single
Copyright line will be provided by the publisher 7
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Figure 1 Relative error in the ground state energy as a function
of disorder for several system lengths with half-filling occupa-
tion. The energy is estimated from the coefficients of the Hamil-
tonian up to fourth (empty symbols) and sith (solid symbols)
orders.
particle energies of the n occupied states in Eqn. (39), the
Ji j terms for the n(n−1)/2 occupied pairs of states, and if
we include the 6th order terms also the Ji j k terms.
In Figure 1 we plot the relative error of the ground
state energy at half-filling. The upper set of curves (empty
symbols) corresponds to 4th order, while the lower set
(full symbols) to 6th order. The method is more adequate
at large disorder W , but works fairly well in the whole
range studied. It is able to predict the ground state energy
of a large finite density state from information obtained
by diagonalizing few particles systems.
What is important to realize that for all disorder values
W > 1 the accuracy of the method is increased by going to
higher order in fermion operators. This suggests that our
systematic order-by-order expansion introduced in the
context of displacement transformations [18] is valid. For
very small disorders W ≤ 1 the expansion seems to break
down, but this might change if one includes higher order
terms. For now we will focus on the disorder values where
the expansion is convergent.
2.3 Spread of the integrals of motion
Each IOM τˆzi0 can be expanded in terms of operators in the
original basis, as in Eqn. (30). We first consider how the
diagonal terms (those only involving density operators
nˆi ) in this expansion decay with distance. In the bottom
panel of Figure 2 we plot the median of the absolute value
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Figure 2 Spread of the IOM for various disorder strengths.
Top: the square of the one-electron wavefunction as a function
of distance. Bottom: Upon inclusion of interactions, we can
measure the weight of each IOM following Eqn. (30).
of these terms |ai ; j k | and |αi ; j klm | up to 4th order on a
logarithmic scale as a function of max(|i0− i |, |i0− j |) for
several values of the disorder and for a system size L =
60. We note an exponential decay with distance of the
components of the IOM for all values of the disordered
considered. For comparison, we also plot in the top panel
the distance dependence of the modulus square of one-
electron wavefunctions. It is clear that the inclusion of
interactions increases the localization length. Later we
will quantitatively compare all the different localization
lengths.
A different way to quantify the spread of the IOM is
through the overlap
O(i , j )= Tr τˆ
z
i nˆ j
Tr nˆ j
. (40)
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Figure 3 Average overlap between an IOM and its original
density operator as a function of disorder for several system
sizes. Solid lines correspond to traces over finite density states,
while dashed lines to traces over two particle states.
At the same site, it should return O(i , i ) = 1 if the inte-
gral of motion τˆzi is completely localized at site i . If τˆ
z
i is
completely delocalized, the overlap should reduce to 12
(which can be easily seen by computing Tr nˆi nˆ j /Trnˆi = 12
for i 6= j ).
We also need to specify over which states we perform
the trace in Eqn. (40). Obviously, the trace depends on the
number of particles of the state space. The trace of any
operator Oˆ in the subspace of a fixed number of particles
k can be constructed from fewer-particle traces. Let us
assume that the diagonal part of the operator Oˆ is split in
terms of the number of density operators involved as,
Oˆ = Oˆ1+Oˆ2+Oˆ3+·· · (41)
where Oˆ1 only contains terms with only one density oper-
ator, Oˆ2 only contains terms that are the product of two
density operators, etc. The trace over the state space of k
particles in L sites is
TrOˆ
N
= k
L
Tr1Oˆ1+k(k−1)
L(L−1) Tr2Oˆ2+
k(k−1)(k−2)
L(L−1)(L−2) Tr3Oˆ3+·· ·
(42)
where Trn is the trace over the subspace of n particles, and
N is the total number of states.
To measure the degree of delocalization produced by
the interactions, we consider in Eq. (40) the density opera-
tor for the one-particle state αi that has the most overlap
with the original site state i . We have computed O(i ,αi )
as a function of disorder, which is shown in Figure 3. The
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Figure 4 Spatial dependence of O(i , j ) according to Eqn. (40)
for various disorder strengths.
solid curves correspond to the trace performed in half-
filled k = L/2 systems, while dashed lines correspond to
two-particle systems. It is clear that our method captures
the drastic difference between finite density states and
few particle states, even though we only diagonalized few-
particle states. For two electron states, the overlap tends to
1 for all disorder as system size increases, since eventually
the two electrons will not see each other. At half-filling,
the curves quickly tend to a size-independent behavior
which reaches the value 1/2 for disorders slightly smaller
than 3.
Notice that for disorder W < 3 the trace seems to have
unphysical values less than 1/2. This is due to our cut-off
of the unitary transformation Uˆ at 4th order. Inclusion of
terms at higher order will make the total curve lie in the
region between 1/2 and 1.
We have also computed the decay of O(i , j ) as a func-
tion of |i − j |. We look at the geometric mean over many
disorder realizations. The results are plotted in Figure 4
on a logarithmic scale for various disorder strengths.
2.4 Effective interactions between IOMs
Subsequently we look at the decay of the Hamiltonian pa-
rameters Ji j with distance. In Figure 5 we plot the median
of |Ji j | as a function of distance (|i − j |) for the same val-
ues of the disorder and system size L = 60 as mentioned
above. For all values of the disorder the terms |Ji j | show a
particularly good exponential decay with distance.
This is also a point to observe that the sum of all diag-
onal parameters Ji1...ik remains constant under our flow.
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Figure 5 Spatial dependence of the typical value of |Ji j | as a
function of distance |i − j | for various disorder strengths W .
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Figure 6 Spatial dependence of the correlation function
Eqn. (46) for various disorder strengths W .
That is, for our nearest neighbor interacting system we
find
L∑
i=1
ξi =
L∑
i=1
φi , (43)∑
1≤i< j≤L
Ji j = V (L−1), (44)
∑
1≤i< j<k≤L
Ji j k = 0, (45)
and so forth for higher order terms.
Interestingly, up to 4th order the typical Ji j parameters
do not display any qualitative change when going from
the MBL phase W & 3.5 to the ergodic phase at W . 3.5.
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Figure 7 Localization lengths as a function of disorder for
the magnitudes indicated in the figure. See Sec. 2.6 for a
comparison of the different lengths.
However, possible rare fluctuations of Ji j are neglected by
looking at the typical value of Ji j . In Sec. 2.7 we therefore
study the full distribution of Ji j .
2.5 Correlation function
Our final measure of localization is by studying the dis-
tance dependence of the correlation function 〈cˆ†i cˆ j+cˆ†j cˆi 〉,
defined as
〈cˆ†i cˆ j 〉 =
〈
ln
∑
α
∣∣∣〈Ψα|(cˆ†i cˆ j + cˆ†j cˆi )|Ψα〉∣∣∣2〉
disorder
. (46)
This quantity is not a trace and so it is much more difficult
to calculate than for example Eq. (40). It is not possible
to obtain exactly its expectation value for finite density
states in terms of the expectation values for few particle
states. As the contributions to the sum are very widely
distributed, we approximated this by the maximum con-
tribution, which allows us to determine straightforwardly
the final density result. The results are shown in Figure
6. In this case the system size is L = 40. Again the data
displays an exponential dependence with distance and
the overall behavior is similar to the rest of the quantities
considered, albeit with a different localization length.
2.6 Localization lengths
All quantities studied so far have shown a distance depen-
dence roughly exponential and so it is natural to define a
10 Copyright line will be provided by the publisher
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Figure 8 The distribution P (|J |) of Ji j parameters for various distances and disorder strengths, in a log-log plot. We normalized
the horizontal axis by the median value Jmed.
localization length ξ for each of them through the expres-
sion
−2|i − j |
ξ
∝ lnA(i , j ) (47)
where A(i , j ) refers generically to any of the quantities
previously studied. The factor of 2 in Eq. (47) is to ac-
commodate to the standard definition of the localization
length for one-electron systems.
In Figure 7 we represent the localization lengths for the
coefficients of the IOM (red), for the overlap O(i , j ) (blue),
for the coefficients of the Hamiltonian Ji j (green) and
for the correlation function 〈cˆ†i cˆ j 〉 (magenta). All these
quantities have been calculated up to 4th order. The black
curve corresponds to the one-electron localization length.
One can appreciate that the coefficients of the IOM and of
the Hamiltonian present very similar localization lengths,
quite close to the one-electron values at large disorders
and getting increasingly larger as the disorder decreases.
The localization lengths for O(i , j ) and for 〈cˆ†i cˆ j 〉 are
very similar to each other and are much larger than the
rest. Recall that these two quantities are obtained from
expectation values for finite density states. If instead, they
would have obtained from expectation values for two elec-
tron states, localization lengths much more similar to one-
electron values would have been produced.
It is remarkable that the properties of the IOM do not
display any signature of the delocalization transition at
this level, even though the computed ground state ener-
gies are relatively accurate (see Figure 1). There are two
possible reasons for this behavior, which we will briefly
touch upon in the last two subsections.
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Figure 9 Spatial dependence of the median of the coefficients
of the IOMs (top panel) and of the Hamiltonian parameters Ji j k
(bottom panel) as a function of distance for various disorder
strengths.
2.7 Distribution of Ji j parameters
As mentioned in Sec. 2.4 the typical value of Ji j displayed
exponential decay as a function of |i − j |. However, in
disordered systems it is natural to expect that rare fluc-
tuations play a relevant role. To answer this question, we
studied the full distribution of the |Ji j | Hamiltonian pa-
rameters, both as a function of distance and as a function
of disorder. Our results are shown in Figure 8 for four dis-
tances r = 10,15,20 and r = 25 for 5 different values of
disorder. The horizontal axis is normalized by the median
value of Ji j .
In Ref. [12] it was claimed that the MBL phase is char-
acterized by a 1/ f distribution, while in the metallic phase
the distribution tends to a constant at the small values
tail. We see different behavior, however. At strong disorder
we see that that the distribution is exponentially decaying
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Figure 10 Localization length as a function of disorder for the
IOMs and the Hamiltonian, when we include terms up to 6th
order. For comparison, we show the one-electron localization
length.
for large |J | at large distances. Going to shorter distances
and/or weaker disorder, there is a shifting crossover point
to a 1/J distribution. In particular, for the weakest disor-
der W = 2 the distribution seems to be independent of
distance and always a 1/J distribution. A 1/J tail implies
that there are relatively many rare fluctuations and that
the average value of |Ji j | is ill-defined.
It is clear that for weak disorder rare disorder fluctua-
tions become most relevant, given the stability of the 1/J
distribution independent of distance. However, it is an
open question whether these rare fluctuations not cap-
tured by typical values are sufficient to drive the system
into an ergodic phase.
2.8 Up to 6th order
Another possible route to delocalization lies in the struc-
ture of IOM at higher order. We end our numerical results
section by presenting partial results for calculations up to
6th order. In Figure 9 we plot the typical coefficients of the
IOM (top panel) and of the Hamiltonian |Ji j k | (bottom
panel) on a logarithmic scale as a function of distance
for several values of the disorder. As distance we take the
maximum separation between the indices, which is |i−k|.
The system size is L = 20. We still find that the decay is
basically exponential, even for the lowest values of the
disorder.
From the slopes of the curves in Figure 9 we obtain
effective localization lengths for the 6th order terms of the
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IOM and the Hamiltonian. The results are shown in Figure
10 as a function of disorder. The one-electron result has
been included for comparison. Both localization lengths
for the 6th order terms are larger than the similar ones for
4th order term, but they are smaller than the system size
for all values of the disorder analyzed.
3 Conclusions and outlook
We have demonstrated that we can efficiently compute
IOM and the corresponding effective Hamiltonian follow-
ing Eqn. (1) up to 4th and 6th order in interacting disor-
dered systems.
Deep in the many-body localized phase, for strong
disorder W , the results are consistent with expectations
of a fully MBL phase. [5–7] The IOM are localized, and
the interactions between them decay exponentially with
distance. Surprisingly, the typical IOM remain localized
throughout the phase diagram, even in regimes where
exact diagonalization suggests [27] an ergodic phase. We
present five different measures of the localization lengths
(Figure 7). The localization lengths obtained from either
the overlap of IOM with single-particle density operators
O(i , j ), or the correlation function 〈cˆ†i cˆ j 〉, are the same.
We propose that these are the relevant typical many-body
localization length characterizing the disordered system.
Our current results suggest that the role of rare fluctu-
ations might be the key towards understanding the delo-
calization transition, similar to the infinite randomness
fixed point. [40–42] For weak disorder, the interactions
between IOM are distributed as P (|J |)∼ 1/J independent
of distance, showing that at every distance strong reso-
nances exist. It would be interesting to see whether these
rare fluctuations in these typically localized IOM can lead
to ergodic behavior as observed in dynamical processes,
such as the entanglement growth after a quench [28,43,44]
or the evolution of an initial density imbalance. [45]
Under the assumption that the delocalization transi-
tion is a second order transition subject to a diverging
correlation length, several critical properties have been
suggested such as volume law entanglement at the tran-
sition [46] and the existence of a ’quantum critical fan’
for finite size systems. [47] However, as can be seen in
Figure 3, we do not see significant size dependence of the
localization of the IOM up to 4th order we considered.
So even though we have proven that in general the
τ-basis can be constructed, it is nontrivial to extract as of
yet the relevant phase diagram. In the case of the delocal-
ization transition this can be resolved by either going to
higher order or to more systematically study the rare fluc-
tuations. Another likely fruitful approach is to combine
displacement transformations with Hartree-Fock meth-
ods, which will provide the approximate IOM with respect
to some finite density state, much akin to the traditional
Fermi liquid theory energy functional.
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