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Abstract
We present an enhanced pseudospectral Chebyshev method based on a postprocess previously introduced for the Galerkin
method (De Frutos et al., Applied Mathematics and Computation Reports, July 1996). When the regularity of the solution
is limited the new method is shown to possess a superior rate of convergence and improved eciency than the classical
pseudospectral scheme. In the particular case of smooth solutions the reduction of the error obtained by postprocessing
is not so clear. However, the use of a lter in the numerical solution before applying the postprocess improves again the
eciency of the method. The numerical analysis of the new method and some numerical experiments showing its superior
eciency are presented. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
A postprocessing technique to improve the accuracy of Chebyshev and Legendre Galerkin meth-
ods for dissipative partial dierential equations has been presented in paper [7]. The method is
based on appropriately dened approximate inertial manifolds. This paper extends the postprocessing
technique, that was previously developed in the Fourier case (see [8,9]), to more realistic methods.
The methods based on the orthogonal polynomials overcome some of the drawbacks of methods
based on eigenspace projections. There is no need to know the eigenfunctions and eigenvalues of
the linear operator, that are not always available, and the accuracy of the methods is not limited by
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compatibility requirements of the solution at the boundary. The extension to nontrivial geometries
in several dimensions is carried out by means of the spectral element method in [5,6].
The basic idea of the postprocessing method is to evaluate the approximate inertial manifold
only once after the time integration is completed. The additional computational cost of the method
amounts to solve a discrete elliptic problem every time the numerical approximation is wanted. The
method yields a superior accuracy than the classical Galerkin or pseudospectral scheme over which
is applied, while the computational cost is kept nearly the same as the standard method.
In the rest of the paper we will restrict to two cases representing a wide class of dissipative
equations: Burgers’ equation
ut − uxx + uux = f (1)
and reaction{diusion type equations with a polynomial nonlinearity
ut − uxx +
2p−1X
l=1
alul = f; a2p−1> 0; (2)
both subject to homogeneous Dirichlet boundary conditions in I = (−1; 1). We will denote by R(u)
the nonlinear term of both equations.
In what follows, we will assume that the forcing term f in (1), (2) and the initial datum u(; 0)=u0
are such that for all t 2 [0; T ] the solution u of (1), (2), satises that u 2 Hs! \H 10; !, s>2, and that
Ki = sup
06t6T
∥∥∥∥ didti u
∥∥∥∥
s; !
; i = 0; 1
are nite. We refer the reader to [15] for the existence of the constants Ki, the analyticity in time
of the solution u and other properties of dissipative equations.
We denote by L2!(I) the weighted L
2 Hilbert space with inner product (u; v)!=
R
I u(x)v(x)!(x) dx;
and norm kuk! = (u; u)1=2! . Here, !(x) = (1− x2)−1=2 is the Chebyshev weight. We will denote by
Hs!(I) = fv 2 L2!(I): dkv=dx k 2 L2!(I); k = 0; 1; : : : ; sg
the weighted Sobolev space of index s endowed with the norm
kvk s; ! =
0
@ sX
k=0
Z
I
 d
kv
dx k

2
! dx
1
A
1=2
:
Let Tk(x) be the kth-order Chebyshev polynomial. It is well known that the Tks satisfy the orthog-
onality relations (see [3, p. 66])
(Ti(x); Tj(x))! = ci; !i; j 8i; j>0; c0; ! = 2; ci; ! = 1; i 6= 0: (3)
Denoting by v^k the kth coecient of the Chebyshev series representation of a function v, and by
v^(n)k the coecient of the nth derivative of the function v (hence, v^
(0)
k = v^k), the following relations
hold [3, p. 68]:
v^(n−1)j =
cj−1; !v^
(n)
j−1 − v^(n)j+1
2j
; j; n>1: (4)
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Following [13], for M >N we set
PN = spanfT0(x); : : : ; TN (x)g; P0N = fp 2 PN : p(1) = 0g;
SN; M = spanfTN−1(x); : : : ; TM (x)g; S0N; M = fs 2 SN; M : s(1) = 0g
and we denote by PN and P0N the orthogonal projectors of L
2
!(I) onto PN and P0N ; respectively. From
the orthogonality relations (3) and the fact that Tk(1)=(−1)k we have the following decomposition:
P0M = P0N  S0N; M : (5)
In H 10; !(I) = fv 2 H 1!(I): v(1) = 0g, we consider the bilinear form
a!(u; v) =
Z
I
ux(v!) x dx:
It is well known that a!(: ; :) is continuous and coercive in H 10; !(I) [2,3, p. 378]. As a consequence,
the classical Lax{Milgram lemma shows that the linear operator dened by hAu; i = a!(u; ),
8 2 H 10; !(I), is an isomorphism from H 10; !(I) onto H−1! (I). Here h; i denotes the duality pair
between H 10; !(I) and H
−1
! (I).
Let us denote by AN the operator AN :P0N ! P0N where ANv is dened by
(ANv; ’)! = a!(v; ’); 8’ 2 P0N :
Let N be the elliptic projection onto P0N , dened for u 2 H 10; !(I) by
a!(u− Nu; ’) = 0; 8’ 2 P0N :
The following is a well-known approximation result concerning the elliptic projector [1]:
ku− Nuk ; !6 CNs− kuk s; !; 0661: (6)
In the sequel, we will drop in the notation the dependence on the interval I of the functional spaces.
The paper is organized as follows. Section 2 describes the postprocessing algorithm. In Section 3
some numerical experiments are presented. Finally, Section 4 is devoted to the analysis of the new
method.
2. The postprocessing algorithm
The new method we propose to approximate the solution of Eqs. (1) and (2) with initial condition
u0 at time T is as follows. First step is to compute the pseudospectral approximation uN : [0; T ]!
P0N such that uN (; 0) = Nu(; 0) and
(uNt ; ’)! + a!(u
N ; ’) + (RN (uN ); ’)! = (f;’)!; 8’ 2 P0N : (7)
Here, RN (uN ) = 12 IN ((u
N )2) x for Burgers’ equation (1) or RN (uN ) = INR(uN ) for RD-type equations
(2), where IN is the interpolation operator based on the Gauss{Lobatto{Chebyshev points.
In the second step we calculate the approximate inertial manifold MN (u
N (T )) 2 S0N; M dened by
a!(MN (u
N (T ));  ) + (R(uN (T ));  )! = (f;  )!; 8 2 S0N; M : (8)
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Finally, we add the results of the two previous steps and obtain the postprocessed approximation
UNM (T ) at time T that is given by
UNM (T ) = u
N (T ) + MN (u
N (T )):
Notice that the postprocessing step (8) requires of solving one elliptic linear problem in the space
S0N; M once the pseudospectral approximation uN (t) has been found in the overall time-interval [0; T ].
The cost of the postprocess is then usually negligible when compared with the computational cost
of integrating (7) up to time T .
The only dierence between this method and the postprocessed Galerkin one (see [7]) is in the
treatment of the nonlinear term in the rst step above. In the Galerkin method we replace RN (uN )
by R(uN ), that is, we calculate exactly the rst N modes of the nonlinear term, while in the pseu-
dospectral method the aliasing error when calculating these modes is allowed. This pseudospectral
treatment of the nonlinear term gives a method computationally more ecient than Galerkin. Since,
as we will next see, the postprocessed pseudospectral method has the same rate of convergence as
the postprocessed Galerkin, the new method improves the eciency of the previous one.
3. Numerical experiments
In this section we present some numerical experiments in order to show the eciency of the new
method.
We consider rst Burgers’ equation with viscosity = 0:03 and forcing term of the hat function
f(x) =
8>>>><
>>>>:
0; −16x6− 1=3;
3(x + 13); −1=36x60;
3
2 (
2
3 − x); 06x62=3;
0; 2=36x61:
(9)
The solution of the equation belongs to the space Hs! \ H 10; ! for s< 7=2. The time interval chosen
for the experiments was [0; 20].
The experiments in this section were run on a SUN SPARC Station 20 using FORTRAN. The
time integrator used was the backward dierentiation formulae implemented with variable stepsize
and variable order.
The ‘exact solution’ u was computed with the standard Galerkin method with N = 6000 degrees
of freedom and tolerance TOL = 10−14. These values of N and the tolerance were chosen so that
the computed solution, taken as an exact value is much more accurate than those shown in the
experiments.
For the nonlinear equations arising from implicit time stepping we used a quasi-Newton iteration
in which the exact Jacobian was replaced by its linear part. The direct solver of [12] was used for
the linear systems arising at every Newton iteration. With this algorithm, the inversion of spectral
dierentiation matrices can be done very eciently in O(N ) arithmetic operations.
In Fig. 1 (left) we show, in a logarithmic scale, the L2!-norm of the error for the dierent
methods against the number N of degrees of freedom. The errors of the standard methods, Galerkin
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Fig. 1. Errors for Burgers’ equation,  = 0:03; () Galerkin method, (+) pseudospectral method, (− −) postprocessed
methods.
and pseudospectral, are represented by a continuous line while for the postprocessed methods we
use a discontinuous line. The circles are used for Galerkin and postprocessed Galerkin methods and
the crosses for the pseudospectral methods. We observe that, except for N = 20, the two classical
methods produce identical errors and the same is true for the postprocessed schemes. The inuence
of the aliasing errors in the pseudospectral and postprocessed pseudospectral methods is dominant
only for large errors and, as N increases, the aliasing errors become negligible and the pseudospectral
methods produce virtually the same errors as the Galerkin schemes.
For a xed value of N the error achieved with one of the postprocessed methods is smaller than
that obtained with the corresponding at scheme. The computed slopes of the lines show that the
rate of convergence of the new discretizations is one unit greater, in terms of N , than the rate of
convergence of the classical methods.
Fig. 1 (right) shows the same errors as before but plotted against the smallest amount of time
that took to achieve them. We observe that the postprocessing technique improves the eciency
of the method over which is applied; each one of the postprocessed methods is on the left of the
corresponding standard method. It can be seen that the smallest amount of time to achieve a given
accuracy is that of the postprocessed pseudospectral scheme. For errors below 5  10−5 the saving in
cost for this method respect to the postprocessed Galerkin is nearly 25%. With respect to the at
pseudospectral we can save up to 65% CPU time.
3.1. Smooth solutions
It is well known that when the solution of the equation is analytic, the asymptotic decay rate of
the error when using spectral methods is exponential [14,4]. We want to study what happens when
the postprocess is applied in this case. We observe that with the postprocessed Galerkin method we
obtain an algebraic improvement with respect to the exponential rate of decay of the Galerkin error.
For the pseudospectral method the results are dierent. The postprocessed pseudospectral method
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Fig. 2. Coecients of the error in Chebyshev series. Left: standard methods. Right: postprocessed methods.
obtains asymptotically the same errors as Galerkin that are approximately half of those achieved
with the pseudospectral scheme.
In order to illustrate this case we present some experiments we did with the reaction{diusion
equation
ut = uxx + u− u3
subject to homogeneous Dirichlet boundary conditions in the interval (−1; 1). The viscosity parameter
is set to  = 0:0003 and the nal time is T = 20. We want to study rstly the dierent behaviour
between the Galerkin and the pseudospectral methods.
In Fig. 2 (left) we have represented in a semilogarithmic scale the absolute value of each one
of the coecients of the error ku(T )− uN (T )k in Chebyshev series for N = 220. We have plotted
only the odd coecients since, in this experiment, the even coecients are equal to zero. The
discontinuous line is used for the pseudospectral method and the continuous line for the Galerkin
scheme. It can be seen that the error committed by the pseudospectral method in every coecient
(up to 219) is much larger than that of the Galerkin method. The cross in the plot marks the error
in the last coecient calculated with the pseudospectral method and the star marks the error in
the same coecient for the Galerkin scheme. For coecient numbers greater than 220 the error
committed by both methods is the same and equal to the absolute value of the coecient of the
theoretical solution, since these coecients are not approximated at all by the numerical scheme.
The straight line in the picture nicely shows the exponential decay of the coecients of the solution.
In Fig. 2 (right) we have represented the error coecients of the previous approximations after
applying the postprocess. We can observe a reduction in the error of the last but one coecient
calculated with the standard method (marked with a star for the Galerkin and a cross for the
pseudospectral method) and in all the new coecients calculated, in this experiment until
the 440th. Notice that the postprocess modies the last two coecients previously calculated with the
unpostprocessed method and computes new coeents untill a given value M (see (5)). In this
experiment we have chosen M = 2N . For the postprocessed Galerkin method the global reduction
of the error when compared whith Galerkin is considerable. On the other hand, for the postprocessed
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Fig. 3. Coecients of the error in Chebyshev series; (− −) pseudospectral method; (− ) postprocessed PS; (  ) post-
processed ltered PS.
pseudospectral scheme the reduction is almost negligible since the most important part of the error
comes from the rst N − 2 coecients that are not modied by the postprocessing procedure.
In Fig. 3 we show a new technique that can be applied in order to reduce the error committed with
the pseudospectral method. This technique has been proved to be very useful in the Fourier case in
[11]. The discontinuous line is for the pseudospectral method, the discontinuous dotted line for the
postprocessed PS (both appearing in Fig. 2) and the dotted line for the new method we have called
postprocessed ltered PS. In this new method, instead of postprocessing the whole pseudospectral
approximation, we lter this solution by removing the last modes, and then postprocess. That is, we
keep only some of the coecients previously calculated with the pseudospectral method and then
apply the postprocess. As we can see in the picture we obtain now an important reduction of the
error when compared with the standard PS method.
Finally, in Fig. 4, we have plotted in a semilogarithmic scale the L2!-norm of the errors of the
methods against the number of degrees of freedom (left) and the computed CPU time (right). It
can be seen that the postprocessed method considerably reduces the error of the standard Galerkin
method. For N =220 the error achieved with the postprocessed method is 10 times smaller than that
obtained with the Galerkin scheme. On the contrary, the postprocess applied to the pseudospectral
method hardly reduces the errors. As N increase, better errors are achieved using the postpro-
cessed PS method but never smaller than those obtained with the Galerkin scheme. Now, the two
standard methods, Galerkin and pseudospectral, do not produce asymptotically the same errors, as
happened in the nonsmooth case. The Galerkin errors in the picture are always approximately half
of the pseudospectral ones. Notice that by ltering the pseudospectral approximation before applying
the postprocess we obtain a method with improved accuracy. For errors below 10−4 the new method
is more accurate than the classical Galerkin scheme.
Turning to the eciency, right of Fig. 4, it can be seen that the pseudospectral method is more
ecient than Galerkin. We observe that the postprocess applied to this last method improves its
eciency but postprocessing the PS method we do not improve the eciency at all. The new
postprocessed ltered PS method becomes, for errors between 10−3 and 10−7 the most ecient of
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Fig. 4. Errors for reaction{diusion equation,  = 0:0003; () Galerkin method, (+) PS method, (− −) postprocessed
methods, (  ) postprocessed ltered PS.
the methods although for errors below 10−7 the postprocessed Galerkin is preferrable. Then, by
ltering and then postprocessing the PS method or by just postprocessing the Galerkin approximation,
we obtain a required xed error in less CPU time than using a classical method.
4. Analysis of results
In this section we present the main results obtained for the postprocessed pseudospectral method.
Theorem 1 states the rate of convergence of the new method. The proof of this theorem is based on
Theorem 2 that proves the fact that the pseudospectral solution, uN , is a better approximation to the
elliptic projection, Nu, than to the solution u itself. The proof of both theorems follows the steps of
the corresponding proofs for the Galerkin method that appear in [7]. We will only incorporate the
parts of the proofs that dier from the Galerkin ones. For the pseudospectral method, as we will see
next, we have a new source of error that comes from the aliasing error committed in the nonlinear
term of the equation.
Theorem 1. Let u 2 Hs! \ H 10; !; s>2; be the solution of Burgers’ or reaction{diusion equations
and x T > 0. There exist positive constants N0 and C = (T; ; K0; K1); such that; for N>N0; the
solution; uN (T ) + MN (u
N (T )); of the postprocessed pseudospectral method satises
kuN (T ) + MN (uN (T ))− u(T )k!6C

1
Ns+1
+
1
Ms

: (10)
Theorem 2. Under the conditions of the previous theorem there exist constants; C=C(T; ; K0; K1)
and N0 such that for N>N0; the solution uN of the pseudospectral method satises
max
06t6T
kuN (t)− Nu(t)k!6 CNs+1 : (11)
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Before presenting the proof of Theorem 2 we will enunciate two lemmas that will be used in the
proof.
Lemma 1. There exist a positive constant C > 0 such that for v 2 H 10; ! the following inequalities
hold:
kA−1(vx)k!6C(kD−1vk! +max(jD−1v(1)j; jD−1v(−1)j)); (12)
kA−1(v)k!6C kD−1vk!; (13)
where by D−1v we denote a primitive with zero mean of the function v.
Proof. The proof can be easily reached following the arguments used in [7, Lemma 6], see
also [10].
Lemma 2. Let p1; : : : ; pr 2 P0N and let pl=
PN
j=0(cpl)jTj; l=1; : : : ; r. Assume that for s> 1; j(cpl)jj6
C(K0; K1)=js; 06j6N; and k(I −Ph)plk!6C(K0; K1)=hs; 16h6N; l=1; : : : ; r: Fix m> 1; then;
there exist a positive constant C > 0 such that for r = 2; : : : ; m; the Chebyshev coecients of the
product p1 : : : pr satisfy
j( [p1 : : : pr)2kNjj6 C(K0; K1)(N + 1) s(N − j + 1) s (14)
for k =1;2; : : : ; and j = 0; 1; : : : ; N .
Proof. Taking into account that with the change x = cos() we have that
pl(x) =
NX
j=0
(p^l)jcos(j); l= 1; : : : ; r;
the proof is the same than that of [8, Lemma 4.6].
Proof of Theorem 2. Using a standard stability argument (see, e.g., [10]) the norm kuN (t) −
Nu(t)k!, t 2 [0; T ], can be bounded in terms of
max
06t6T
∥∥∥∥
Z s
0
e−(t−s)P0N(s) ds
∥∥∥∥
!
;
where = (Nut − ut) + (R(Nu)− R(u)) + (RN (Nu)− R(Nu)):
Let us call 1 = (Nut − ut) + (R(Nu) − R(u)) and 2 = RN (Nu) − R(Nu). In [7, Theorem
5] the norm k R s0 e−(t−s)P0N1(s) dsk! is proved to be O(N−s−1) so that it only remains to bound
k R s0 e−(t−s)P0N2(s) dsk!. Integrating by parts we getZ t
0
e−AN (t−s)P0N2(s) ds= (AN )
−1(P0N2(t)− e−tAN P0N2(0))
− 1

Z t
0
e−AN (t−s)A−1N P
0
N (2(s))s ds: (15)
146 J. de Frutos, J. Novo / Journal of Computational and Applied Mathematics 115 (2000) 137{150
Now, notice that
kA−1N P0N2k! = kNA−12k!6 k(NA−12 − A−12)k! + kA−12k!
6CN−1kA−12k1; ! + kA−12k!
6CN−1k2k−1; ! + kA−12k!;
where in the last two inequalities we have used (6) and the coercivity of the bilinear form a!(; ),
respectively.
Using the same argument to bound kA−1N P0N (2)t k! and taking into account that e−AN (t−s) is a
contraction in P0N , the norm of the left-hand side of (15) is nally bound in terms of N−1(k2k−1; !),
N−1(k(2)t k−1; !), kA−12k! and kA−1(2)t k!. We will distinguish two cases as we deal with
Burgers’ or reaction{diusion equations.
Burgers’ equation: Let us denote by E = IN ((Nu)2) − (Nu)2. Notice that the jth coecient of
E, 06j6N , is the (2N − j)th coecient of (Nu)2. Applying then Lemma 2 with p1 = p2 = Nu
we obtained the following inequalities for the Chebyshev coecients of the function E:
jbEjj6C(K0)(N + 1)−s(N − j + 1)−s; 06j6N;
jbEjj6C(K0)(N + 1)−s(−N + j + 1)−s; N + 16j62N: (16)
For the coecients of its zero mean’s primitive, using relation (4), we obtain
j [(D−1E)0j= 0; j [(D−1E)jj6(N + 1)−s
C(K0)
j(N − j + 1)−s ; 16j6N;
j [(D−1E)jj6(N + 1)−s C(K0)j(−N + j + 1)−s ; N + 16j62N + 1:
(17)
Let us now bound k2k−1; ! = 12 kEx k−1; !6C kEk!: Using (16) we obtain
kEk!6C
0
@ NX
j=0

1
(N + 1) s(N − j + 1) s
21A
1=2
+C
0
@N−1X
j=0

1
(N + 1) s(N + 1− j) s
21A
1=2
6
C
(N + 1) s
;
where C = C(K0).
Similarly, taking into account that (2)t =(IN ((Nu)(Nut))− (Nu)(Nut))x, and applying Lemma
2 with p1 = Nu and p2 = Nut we obtain that k(2)t k−1; !6C(K0; K1)(N + 1)−s.
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The norm kA−12k!, using (12), can be bounded in terms of jE(1)j and kD−1Ek!. To estimate
the rst term we only need to bound
P2N+1
j=0 j [(D−1E)jj. In view of (17) we get
2N+1X
j=0
j [(D−1E)jj6
1
(N + 1) s
0
@ NX
j=1
C
j(N − j + 1) s +
2N+1X
N+1
C
j(−N + j + 1) s
1
A
=
1
(N + 1) s
0
@ N=2X
j=1
C
j(N − j + 1) s +
NX
N=2+1
C
j(N − j + 1) s
1
A
+
1
N
2N+1X
j=N+1
C
(−N + j + 1) s
6
C
(N + 1) s

log(N=2 + 1)
(N=2 + 1) s
+
1
N=2 + 1
+
1
N

6
C
(N + 1) s+1
:
Applying (17) again we have that
kD−1Ek!6C(K0)(N + 1)−s
0
@ NX
j=1
j−2(N + 1− j)−2s
1
A
1=2
+C(K0)(N + 1)−s
0
@ 2N+1X
j=N+1
j−2(−N + j + 1)−2s
1
A
1=2
6
C(K0)
(N + 1) s+1
;
and then we conclude that kA−12k! = O(N−s−1). Finally, arguing as before, one can prove that
kA−1(2)t k = O(N−s−1) so that (11) is proved.
Reaction{diusion equations: The proof for this equations is very similar to the proof shown
above.
To bound k2k−1; !6k2k!= kIN (Pmj=1 aj(Nu) j)−Pmj=1 aj(Nu) j k! we apply Lemma 2 to p1=
  = pj = Nu; 26j6m, and then argue as in the Burgers’ equation. The same reasoning is valid
for k(T3)t k−1; ! taking into account that
(2)t =
0
@IN
0
@ mX
j=1
jaj(Nu) j−1Nut)
1
A− mX
j=1
jaj(Nu) j−1Nut
1
A
and applying Lemma 2 to p1 = Nut; p2 =   = pj = Nu; 26j6m.
Finally, to bound kA−12k! and kA−1(2)t k! we use (13) and argue again as in the Burgers’
equation.
Proof of Theorem 1. Let us denote by 	MN (u) the solution of the discrete elliptic problem
a!(	MN (u); ’) = (R(u); ’)! − (f;’)! + (ut; ’)!; 8’ 2 S0N; M :
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Then, by adding (Nu+	MN (u)), we can write
kuN (T ) + MN (uN (T ))− u(T )k!6kuN (T )− Nu(T )k!
+ kMN (uN (T ))−	MN (u(T ))k! + kNu(T ) +	MN (u(T ))− u(T )k!: (18)
The last two terms on the the right-hand side of (18) are O(N−s−1 +M−s), see [7] or [10] for the
proof. The rst term have been bounded in Theorem 2 and is O(N−s−1).
Remark 1. Using Theorem 2 together with (6) we obtain the optimal bound for the pseudospectral
error
max
06t6T
kuN (t)− u(t)k!6 CNs : (19)
Remark 2. In view of (19) and comparing with (10) we observe that taking M big enough,
M>N 1+1=s, the error of the postprocessed method is O(N−s−1). Then, the rate of convergence
of the postprocessed pseudospectral method is one unit greater, in terms of N; than that of the
pseudospectral scheme, as we had already checked in the experiments of Section 3.
4.1. Smooth solutions
For the sake of simplicity we will restrict to Burgers equation. Let us assume that the solution u
of (1) is analytic in the interval [−1; 1] and has a regularity ellipse whose sum of semi-axes equals
e0 > 1, then, for all ; 0<<0 we have that
max
06t6T
k(I − PN )u(t)k!6C()e−N : (20)
The constant C depends on a bound of the function u in an ellipse with the sum of semiaxis e,
see [14,4], for details. From (20) it is clear that the Chebyshev coecients of the function u satisfy
ju^ jj6Ce−j. Arguing as in [7, Lemmas 1, 2] one can obtain
ku− Nuk ; !6C()Ne−N ; =−1; 0; 1: (21)
Following [7] the next bound for the error of the postprocessed Galerkin method is proven
ku(T )− uN (T )− MN (uN (T ))k!6C

e−N
N
+ e−M

:
For the Galerkin method the error is O(e−N ) and then, the postprocessed Galerkin method obtains,
for M big enough, an algebraic improvement in the error bound when compared with Galerkin.
For the pseudospectral method, as we have already observed in the experiments of Section 3, the
results are dierent. Let us follow the steps of the proofs of Theorems 1 and 2. In the proof of
Theorem 2 we need a bound for the Chebyshev coecients of the function E= IN ((Nu)2)− (Nu)2.
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Notice that
j [(Nu)22N−jj6
NX
l=N−j
j [(Nu)ljj [(Nu)2N−j−lj6C
NX
l=N−j
e−le−(2N−j−l)
6C
NX
l=N−j
e−(2N−j)6C(j + 1)e−(2N−j); 06j6N:
We have used above that j [(Nu)jj6Ce−j; 06j6N . This bound is easily obtained taking into
account that the same bound holds for the coecients of the solution u and (21).
Then, inequalities (16) now become
jbEjj6C(j + 1)e−(2N−j); 06j6N;
jbEjj6C(2N − j + 1)e−j; N + 16j62N (22)
and it is clear using (22) that k2k−1; !6C kEk!6CNe−N . The same bound can be obtained for
k(2)t k−1; !. It only remains to bound kA−12k! and kA−1(2)t k!. It is easy to prove that both
norms are O(e−N ). Then, for the error between the pseudospectral approximation and the elliptic
projection the following bound holds:
max
06t6T
kuN (t)− Nu(t)k!6Ce−N : (23)
Using (23) together with (21) the error of the pseudospectral method is proved to be O(e−N ).
The proof of Theorem 1 is the same as that of the nonsmooth case and the bound obtained for
the error of the postprocessed pseudospectral method is
ku(T )− uN (T )− MN (uN (T ))k!6C(e−N + e−M ):
Then, unlike the Galerkin case, the postprocessed pseudospectral method does not even get an alge-
braic improvement over the pseudospectral method. The bounds for the error of the pseudospectral
and postprocessed pseudospectral schemes are both O(e−N ). However, as we have seen in the ex-
periments of Section 3, the new technique applied over the pseudospectral method, that rst lter
the approximation obtained and then postprocess it, can really improve the eciency of the method.
References
[1] C. Bernardi, Y. Maday, Properties of some weighted Sobolev spaces and application to spectral approximations,
SIAM J. Numer. Anal. 26 (1989) 769{829.
[2] C. Bernardi, Y. Maday, Approximations Spectrales de Problemes aux Limites Elliptiques, Springer, Paris, 1992.
[3] C. Canuto, M.Y. Hussaini, A. Quarteroni, T.A. Zang, Spectral Methods in Fluid Dynamics, Springer Series in
Computational Mathematics, Springer, Berlin, 1998.
[4] B. Fornberg, A Practical Guide to Pseudospectral Methods, Cambridge University Press, Cambridge, 1996.
[5] J. de Frutos, J. Novo, A postprocess based improvement of the spectral element method, Appl. Numer. Math., to
appear.
[6] J. de Frutos, J. Novo, A spectral element method for the Navier{Stokes equations with improved accuracy, Applied
Mathematics and Computation Reports, July 1998.
[7] J. de Frutos, B. Garca-Archilla, J. Novo, A postprocessed Galerkin method with Chebyshev or Legendre polynomials,
Applied Mathematics and Computation Reports, July 1996.
150 J. de Frutos, J. Novo / Journal of Computational and Applied Mathematics 115 (2000) 137{150
[8] B. Garca-Archilla, J. Novo, E. Titi, Postprocessing the Galerkin method: a novel approach to approximate inertial
manifolds, SIAM J. Numer. Anal. 35 (1998) 941{972.
[9] B. Garca-Archilla, J. Novo, E. Titi, An approximate inertial manifods approach to postprocessing the Galerkin
method for the Navier{Stokes equations, Math. Comp., to appear.
[10] J. Novo, Postproceso de metodos espectrales. Ph.D. Thesis, Universidad de Valladolid, 1997.
[11] J. Novo, S. Wynne, E. Titi, Ecient methods using high accuracy approximate inertial manifolds, Numer. Math., to
appear.
[12] J. Shen, Ecient spectral-Galerkin method II. Direct solvers of second and four order equations using Chebyshev
polynomials, SIAM J. Sci. Comput. 16 (1995) 74{87.
[13] J. Shen, R. Temam, Nonlinear Galerkin method using Chebyshev and Legendre polynomials I. The one-dimensional
case, SIAM J. Numer. Anal. 32 (1995) 215{234.
[14] E. Tadmor, The exponential accuracy of Fourier and Chebyshev dierencing methods, SIAM J. Numer. Anal.
1 (1986) 1{10.
[15] R. Temam, Innite Dimensional Dynamical Systems in Mechanics and Physics, Applied Mathematical Sciences, Vol.
68, Springer, Berlin, 1988.
