On the singular spectrum of Schrödinger operators with decaying potential by Denisov, S. & Kupin, S.
TRANSACTIONS OF THE
AMERICAN MATHEMATICAL SOCIETY
Volume 357, Number 4, Pages 1525–1544
S 0002-9947(04)03553-6
Article electronically published on October 5, 2004
ON THE SINGULAR SPECTRUM OF SCHRO¨DINGER
OPERATORS WITH DECAYING POTENTIAL
S. DENISOV AND S. KUPIN
Abstract. The relation between Hausdorﬀ dimension of the singular spec-
trum of a Schro¨dinger operator and the decay of its potential has been ex-
tensively studied in many papers. In this work, we address similar questions
from a diﬀerent point of view. Our approach relies on the study of the so-
called Krein systems. For Schro¨dinger operators, we show that some bounds
on the singular spectrum, obtained recently by Remling and Christ-Kiselev,
are optimal.
Introduction
We consider a Schro¨dinger operator Lqy = −y′′ + qy on the positive half-line
R+ with boundary condition y′(0) + hy(0) = 0. Assume that q ∈ L∞(R+) is a
real-valued function and h ∈ R∪{∞}. Denote the spectral measure of the operator
Lq by ρ.
Recently, Remling [22] proved the following theorem.
Theorem 0.1 ([22], [23]). If |q(x)| ≤ C(1 + x)−β with 1/2 < β ≤ 1, then the
support of the (possible) singular part of ρ has Hausdorﬀ dimension less than or
equal to 2(1− β).
Actually, the stronger result was obtained, that is, the set of all positive spectral
parameters such that the transfer matrix is not bounded at inﬁnity has Hausdorﬀ
dimension less than or equal to 2(1− β).
A result of the same nature was proved in [3]. We give a slightly weaker version
here.
Theorem 0.2 ([3]). Suppose that 0 < γ ≤ 1 and∫ ∞
0
(1 + s)γq2(s) ds < ∞.
Then the support of the (possible) singular part of ρ has Hausdorﬀ dimension less
than or equal to 1− γ.
This theorem readily implies the following statement.
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Theorem 0.3. Suppose that 0 < γ ≤ 1 and∫ ∞
x
q2(s) ds ≤ C
(1 + x)γ
.
Then the support of the (possible) singular part of ρ has Hausdorﬀ dimension less
than or equal to 1− γ.
However, the presence of a non-trivial singular continuous part of ρ for some
potentials was only guessed. More attention to the subject was attracted when
Simon [28] asked the following question.
Question 0.4. Do there exist potentials q on R+ so that |q(x)| ≤ C(1+x)−(1/2+ε),
(ε > 0) and the spectral measure of Lq has a non-trivial singular continuous part?
The ﬁrst example of a potential from L2(R+) with ρ having a singular continuous
component for some h was given by Denisov [6]. Deift-Killip [5] proved that for
potentials from L2(R+), the essential support of the absolutely continuous part of
the spectral measure is the whole positive half-line. Later, Kiselev [16] constructed
Schro¨dinger operators with potentials decaying arbitrarily slower than C(1 + x)−1
and having an embedded singular continuous component.
In [6], the construction was carried out in the opposite direction. It started with
a speciﬁc spectral measure. Then the analysis of the corresponding inverse spectral
problem was used to establish the required properties of the potential.
One of the main results of the present paper is the following theorem.
Theorem 0.5. For any 0 < γ0 < 1 and 0 < γ < γ0, there is a potential q with the
properties:
i) The support of the singular component of ρ has Hausdorﬀ dimension exactly
equal to 1− γ0.
ii) The following estimate holds:∫ ∞
x
q2(s)ds ≤ C
(1 + x)γ
.
Thus, we see that the spectral measures of Schro¨dinger operators from Theorem
0.3 can indeed contain a singular continuous component. Furthermore, we show
that the inequality in the above theorem is sharp. Results of a similar ﬂavor for
other diﬀerential systems can be found in Sections 2.1 and 3.1.
Our methods are essentially diﬀerent from those of [3], [16], [22]. The approach
of this paper is based on certain well-known results from the theory of orthogonal
polynomials [13], [29], [30]. Therefore, we start with the continuous analogs of
orthogonal polynomials, the solutions of the so-called Krein systems. For these
systems, we study the questions discussed above. It turns out that the problem can
be reduced to a certain problem of minimization. We analyze this minimization
problem using elementary methods of complex analysis and approximation theory.
The plan of the paper is as follows. In Section 1, we introduce some notation
and discuss well-known results. In Section 2, we study the Krein systems case.
Results obtained for Krein systems are applied to Dirac and Schro¨dinger operators
in Section 3. The theorems for orthogonal polynomials are in Section 4.
We conclude the introduction with some notation. Given a measure σ on R,
σs, σac refer to its singular and absolutely continuous components, respectively.
Lebesgue measure is denoted by m. The Hausdorﬀ dimension of a Borel set E ⊂ R
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is denoted by dimH E. The characteristic function of a set K is denoted by χK .
Abbreviation “a.e.” means “almost everywhere”. As usual, Wm,2(R+) stand for
the standard Sobolev spaces on R+, m being the smoothness index. For f ∈ L2(R),
fˆ is its Fourier transform. C is a constant changing from one relation to another.
1. Preliminaries
1.1. In this subsection, we brieﬂy discuss some simple properties of polynomials
that are orthogonal on the unit circle T = {z : |z| = 1}. A detailed presentation of
the subject can be found in [13], [29], [30]. The unit disk in the complex plane is
denoted by D.
Let σ be a probability measure on T. Let {ϕn} be polynomials, orthonormal
with respect to σ, that is,
∫
T
ϕnϕm dσ = δnm, δnm being the Kronecker symbol.
We also consider monic orthogonal polynomials {ψn}, that is,∫
T
ψn(t)ψm(t) dσ(t) = knδnm,
where ψn(z) = zn + · · · , and kn = ||ψn||2σ. These polynomials can be explicitly
computed. Consider momenta of σ, given by ck =
∫
T
eikt dσ(t). Deﬁne the matrix
Mn =

c0 c1 . . . cn
c¯1 c0 . . . cn−1
...
...
. . .
...
c¯n c¯n−1 . . . c0

and let ∆n = detMn. It is easy to see that
(1.1) ψn(z) =
n∑
k=0
(−1)k∆n+1,n+1−k
∆n−1
zn−k,
where ∆n+1,n+1−k denotes the determinant of Mn with dropped (n + 1)-th row
and (n + 1 − k)-th column. The sequence {ψn} generates the set {an}, an ∈ D, of
Verblunsky coeﬃcients by means of the relations
(1.2)
{
ψn+1(z) = zψn(z)− a¯nψ∗n(z),
ψ∗n+1(z) = ψ
∗
n(z)− anzψn(z),
where ψ0(z) = ψ∗0(z) = 1 and ψ
∗
n(z) = z
nψn(1/z). Vice versa, given a sequence
{an}, an ∈ D, n = 0, 1, . . ., we can deﬁne σ and the orthogonal polynomials {ψn}
uniquely; see [13] and [15, Ch. 5] for details.
We say that σ is a Szego˝ measure if log σ′ac ∈ L1(T). The following theorem is
classical.
Theorem 1.1 ([13], [30]). The following assertions are equivalent:
i) σ is a Szego˝ measure.
ii) The series
∑∞
k=0 |ϕn(z)|2 converges for at least one (and hence, for all)
z ∈ D.
iii) There exists a subsequence {ϕ∗nk} bounded for at least one (and hence, for
all) z ∈ D.
iv) The sequence {ak} lies in l2.
In the above case, the limit π(z) = limn→∞ ϕ∗n(z), z ∈ D, exists, and π−1 ∈ H2(D).
1528 S. DENISOV AND S. KUPIN
Furthermore, 2πσ′ac(θ) = |π(eiθ)|−2, π is an outer function, and
(1.3)
∞∑
k=n
|ak|2 ≤ C inf
p∈Pn
||π0 − p||2σ;
see [13, Ch. 2]. In this formula, Pn is the space of polynomials of degree less than
or equal to n, and π0 = χT\Eπ, where E = supp σs.
1.2. In this subsection, we introduce the so-called Krein systems and brieﬂy discuss
their properties. A modern presentation of the topic is in [8]; see also [2], [18], [19],
[24] in this connection.
By a Krein system (a K-system), we mean a system of diﬀerential equations
(1.4)
{
P ′(r, λ) = iλP (r, λ) −A(r)P∗(r, λ),
P ′∗(r, λ) = −A(r)P (r, λ),
with boundary conditions P (0, λ) = P∗(0, λ) = 1. We suppose that A ∈ C(R+),
λ ∈ C, r ∈ R+.
It turns out that a K-system deﬁnes a unique positive measure σ on R,∫
R
(1 + λ2)−1dσ(λ)dλ < ∞, with the following characteristic property. Introduce
the Fourier transform F : L2(R+)→ L2(σ) by the formula
(Ff)(λ) =
∫ ∞
0
f(r)P (r, λ) dr.
The inverse Fourier transform F−1 : L2(σ) → L2(R+) is given by the relation
(F−1g)(r) =
∫
R
g(λ)P (r, λ) dσ(λ),
and we have F−1Ff = f for any f ∈ L2(R+); see [8], [18], [26]. The above integrals
should be understood in the L2 sense.
Theorem 1.2 ([18], [26]). For any f ∈ L2(R+), the Parseval equality holds:
||Ff ||2σ =
∫
R
|Ff(λ)|2 dσ(λ) =
∫ ∞
0
|f(s)|2 ds.
Notice that F is not necessarily a unitary map.
It turns out that the functions P (r, .) from (1.4) and monic orthogonal polyno-
mials ψn from (1.2) have a lot in common.
We describe the solution of the inverse spectral problem for a class of K-systems
to be used later. The general construction can be found in [8], [18], [24]. Let
σ0 = m/(2π) and let σ be a positive measure on R. Assume that supp (σ − σ0) is
compact. Introduce
H(t) =
∫
R
eiλt d(σ − σ0)(λ).
The function H ∈ C∞(R) gives rise to an integral equation for the “resolvent”
kernel Γr,
(1.5) Γr(t, τ) +
∫ r
0
H(t− s)Γr(s, τ) ds = H(t− τ).
Then, the following lemma holds.
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Lemma 1.3. The functions
P (r, λ) = eiλr
(
1−
∫ r
0
Γr(s, 0)e−iλs ds
)
,
P∗(r, λ) = 1−
∫ r
0
Γr(0, s)eiλs ds
(1.6)
are solutions to the K-system (1.4) with A(r) = Γr(0, r).
Sketch of the proof. The lemma is classical [18]. We quote the main steps of its
proof for reader’s convenience only. Relation (1.5) readily yields that, for t, τ ∈
[0, r],
Γr(t, τ) = Γr(τ, t), (Γr(t, τ))′r = −Γr(t, r)Γr(r, τ),
Γr(t, τ) = Γr(r − τ, r − t).
The ﬁrst equality is immediate, since H(t) = H(−t), t ∈ [0, r]. The second rela-
tion is obtained by diﬀerentiating (1.5) with respect to r [14, Ch. 4, Sect. 7], [19,
Sects. 1.4, 1.5]. The last identity is just the change of variable s1 = r− s. Now, we
take P∗(r, λ), deﬁned by (1.6), and compute its derivative
(P∗(r, λ))′r = −Γr(0, r)eiλr +
∫ r
0
Γr(0, r)Γr(r, s)eiλs ds
= −Γr(0, r)
(
eiλr −
∫ r
0
Γr(r − s, 0)eiλs ds
)
= −A(r)P (r, λ),
which is precisely the second equation in (1.6). The ﬁrst equation (1.6) is deduced
similarly. 
It is instructive to compare formulas (1.4) and (1.6) to (1.2) and (1.1), respec-
tively. Notice also that if a measure σ is even, then the corresponding function H
is real-valued, and so are Γr and A.
Since H ∈ C∞(R+), the Fredholm formula for the resolvents Γr(t, τ) yields
A ∈ C∞(R+). We also have a weakened version of Theorem 1.1.
Theorem 1.4 ([7], [18], [25], [31]). The following assertions are equivalent:
i) σ is a Szego˝-type measure on R, that is, (1 + λ2)−1 log σ′ac ∈ L1(R).
ii) The integral
∫∞
0
|P (r, λ)|2 dr converges for at least one (and hence, for all)
λ ∈ C+.
iii) lim infr→∞ |P∗(r, λ)| is ﬁnite for at least one (and hence, for all) λ ∈ C+.
In the above cases, there exists a limit Π(λ) = limrn→∞ P∗(rn, λ), λ ∈ C+, and
[(λ + i)Π]−1 ∈ H2(C+).
Remark 1.5. If A ∈ L2(R+), then i)–iii) are satisﬁed, and the limit Π(λ) is inde-
pendent of the choice of rn. The function Π is outer and 2πσ′ac(λ) = |Π(λ+ i0)|−2;
see [25].
1.3. In this subsection, we discuss some basic properties of Hardy spaces in the up-
per half-plane C+. A complete information on the topic can be found, for instance,
in [12], [17]. We also prove several auxiliary lemmas we will use later.
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The space Hp(C+), 1 ≤ p <∞, is a space of analytic functions on C+ with the
property
||f ||pp = sup
y>0
∫
R
|f(x + iy)|p dx <∞.
The space H∞(C+) is a space of uniformly bounded analytic functions on C+. It
is well known that functions from Hp(C+), 1 ≤ p ≤ ∞, have boundary values a.e.
on R. In particular, for f ∈ Hp(C+), 1 ≤ p <∞,
||f ||pp =
∫
R
|f(x)|p dx.
The spaces Hp(C+) possess the so-called reproducing kernels. Namely, let
kz0(z) = 1/(−2πi(z − z¯0)), z0 ∈ C+. It is obvious that kz0 ∈ Hp(C+), 1 < p ≤ ∞,
and, for any f ∈ Hq(C+), 1/p+ 1/q = 1,
f(z0) = (f, kz0) =
∫
R
f(x)kz0(x) dx =
1
2πi
∫
R
f(x)
x− z0 dx,
(., .) being the standard duality between Lp(R) and Lq(R).
Let w ∈ L∞(R+), w ≥ 0 be such that w−1 is locally summable and w(x) = 1
outside an interval [−a0, a0] for a ﬁxed a0 ≥ 0. In particular, we have logw ∈
L1(R+). We consider an outer function g ∈ H∞(C+) with the property |g|2 = w
a.e. on R, or, equivalently,
g(z) = exp
(
1
2πi
∫
R
1
x− z logw(x) dx
)
.
We begin with two elementary lemmas on integrals depending on a parameter s ∈ R.
Lemma 1.6. Let w be a function described above. Then, for y ≥ 1,∫
R
|kiy(x + s)− kiy(x)|2 dx
w(x)
≤ C s
2
y3
.
Proof. First, we compute an integral using properties of the kernels kiy,∫
R
|kiy(x + s)− kiy(x)|2 dx = (k−s+iy − kiy , k−s+iy − kiy)
= (k−s+iy − kiy)(−s + iy)− (k−s+iy − kiy)(iy).
A simple computation shows that the last expression equals s2/(2π y(s2 + 4y2)).
Notice also that
|kiy(s + x)− kiy(x)|2 = 14π2
s2
((x + s)2 + y2)(x2 + y2)
.
Consequently,∫
R
|kiy(x + s)− kiy(x)|2 dx
w(x)
=
∫ a0
−a0
|kiy(x + s)− kiy(x)|2
(
1
w(x)
− 1
)
dx
+
∫
R
|kiy(x + s)− kiy(x)|2 dx
≤ C
(
s2
y4
+
s2
y(s2 + 4y2)
)
≤ C s
2
y3
.
The lemma is proved. 
Remark 1.7. If w is an even function, g(z) is real for z ∈ iR+.
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We put f = g(·+ s)/g for a ﬁxed s ∈ R.
Lemma 1.8. Let functions g and f be as above. Then, for y ≥ 1
i) |f(iy)− 1| ≤ C |s|
y2
,
ii)
∫
R
|kiy(x)|2|f(x)− 1|2 dx
≤ ∫
R
|kiy(x)|2||f(x)|2 − 1| dx + 12πy |Re (1− f(iy))|.
Proof. The function f admits the following representation:
f(z) = exp
(
1
2πi
∫
R
(
1
x− (s+ z) −
1
x− z
)
logw(x) dx
)
.
We have
| log f(iy)| ≤ 1
2π
∫ a0
−a0
∣∣∣∣ s logw(x)(x− s− iy)(x− iy)
∣∣∣∣ dx ≤ C |s|y2 .
Using an obvious estimate |ez − 1| ≤ C|z|, |z| ≤ 1, we obtain the ﬁrst claim of the
lemma.
The proof of ii) relies on the properties of the reproducing kernels. Observing
that kiyf ∈ H2(C+), we get∫
R
|kiy(x)|2|f(x)− 1|2 dx = (kiy(f − 1), kiy(f − 1))
= (kiyf, kiyf)− 2Re (kiyf, kiy) + (kiy , kiy).
It is plain that (kiyf, kiy) = f(iy)/(4πy) and (kiy , kiy) = 1/(4πy). Hence,∫
R
|kiy(x)|2|f(x)− 1|2 dx = (kiyf, kiyf)− 12πy Re f(iy) +
1
4πy
=
{
(kiyf, kiyf)− 14πy
}
+
1
2πy
Re (1− f(iy)).
To ﬁnish the proof, we notice that
(kiyf, kiyf)− 14πy ≤
∫
R
|kiy(x)|2||f(x)|2 − 1| dx.

1.4. We will need an approximation argument for the subsequent construction;
see [1], [21] in this connection. Take f ∈ L∞(R) and let
(1.7) (f)r(x) = r
∫
R
K(r(x − s))f(s) ds,
where K(x) =
12
π
{
sin(x/2)
x
}4
and r ≥ 0.
Lemma 1.9. Let f ∈ L2(dσ) ∩ L∞(R). Then
||(f)r − f ||2σ ≤
C
r3
∫
R
{
sin rs/2
s
}4
||f(·+ s)− f ||2σ ds,
where || · ||σ refers to the norm in L2(dσ).
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Proof. It is clear that
(f)r(x) − f(x) = 12
πr3
∫
R
{
sin rs/2
s
}4
(f(x + s)− f(x)) ds.
Applying the Ho¨lder inequality, we get
|(f)r(x) − f(x)|2 ≤ C
r3
∫
R
{
sin rs/2
s
}4
|f(x + s)− f(x)|2 ds.
Integration in x with respect to σ concludes the proof. 
At last, we denote the Paley-Wiener space of entire functions of exponential type
r by Fr, that is,
Fr =
{
F : F (λ) =
∫ r
0
eiλsf(s) ds, f ∈ L2[0, r]
}
.
Observe that if f ∈ H2(C+), then (f)r ∈ F2r. Indeed, fˆ is supported on R+, K̂(rx)
is supported on [−2r, 2r] (see [1, Sect. 71]), and, consequently, (̂f)r = K̂(rx)fˆ lives
on [0, 2r].
2. Krein systems
2.1. Suppose that the measure σ of a K-system satisﬁes the Szego˝-type condition
(see Theorem 1.4). Our goal is to understand how the properties of the singular and
absolutely continuous parts of σ and their mutual location inﬂuence the properties
of the coeﬃcient A. We distinguish between two diﬀerent cases. In the ﬁrst case, σac
and σs are well agreed. In the second case, a “good” σac and a singular component
σs are chosen more or less independently. By “good” we mean that the density σ′ac
is inﬁnitely smooth, bounded above and bounded below from zero.
In the ﬁrst case, we have the following theorem.
Theorem 2.1. Let 0 < γ0 < 1. For any 0 < γ < γ0, there exists a K-system with
the properties:
i) dimH supp σs = 1− γ0.
ii) The corresponding real-valued coeﬃcient A satisﬁes the inequality∫ ∞
r
A2(s) ds ≤ C
(1 + r)γ
.
Notice that the bound for the above integral matches perfectly the estimate for
Schro¨dinger operators (Theorem 0.3).
As expected, the bound in the second case is worse.
Theorem 2.2. Let 0 < γ0 < 1. For any 0 < γ < γ0, there exists a K-system with
the properties:
i) dimH supp σs = 1−γ0, the density σ′ac ∈ C∞(R) is even and, in particular,
σ′ac(x) = 1/(2π)
{
1/2, |x| ≤ 1,
1, |x| > 2.
ii) The real-valued coeﬃcient A satisﬁes the inequality
(2.1)
∫ ∞
r
A2(s) ds ≤ C
(1 + r)γ/2
.
Remark 2.3. If dimH supp σs → 0, we get A ∈ Lp(R+) with any p > 4/3.
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2.2. The proofs of both theorems rely on several lemmas which are proved in this
subsection.
Lemma 2.4. If A ∈W 1,2(R+) is a real-valued coeﬃcient of a K-system, then
(2.2) lim
y→+∞ y
2
∫ ∞
r
P 2(s, iy) ds =
∫ ∞
r
A2(s) ds
for r ≥ 0.
Proof. Take the K-system (1.4) with λ = iy and introduce Q(r) = eyrP (r, iy).
Clearly, Q is a solution of {
Q′ = −AeyrP∗,
P ′∗ = −Ae−yrQ
with boundary conditions Q(0) = P∗(0) = 1. We have
Q = 1−
∫ r
0
A(s)eysP∗(s) ds,(2.3)
P∗ = 1−
∫ r
0
A(s)e−ys
(
1−
∫ s
0
A(ξ)eyξP∗(ξ) dξ
)
ds.(2.4)
Plug relation (2.4) in (2.3) and express P through Q. This gives
P = e−yr − e−yr
∫ r
0
A(s)eys
[
1−
∫ s
0
A(ξ)e−yξ dξ
+
∫ s
0
A(ξ)e−yξ
∫ ξ
0
A(η)eyηP∗(η) dηdξ
]
ds = I1 − I2 + I3 − I4.(2.5)
Now, we estimate integrals
∫∞
r I
2
i ds. It is clear that∫ ∞
r
I21 ds ≤ 2
e−2yr
y
.
Furthermore,
I2 =
1
y
(
A(r) −A(0)e−yr − e−yr
∫ r
0
A′(s)eys ds
)
=
A(r)
y
+ I21 + I22,
and, obviously, ||I21||2 ≤ C/(y√y). By the Young inequality for convolutions,
||I22||2 ≤ C/y2 for large y. For I3 from (2.5), we obtain
|I3| ≤ e
−yr
√
y
||A||2
∫ r
0
|A(s)|eys ds.
Consequently, ||I3||2 ≤ C/(y√y). Equality (2.4) implies that |P∗(r, iy)| ≤ C uni-
formly in r ≥ 0 and y ≥ 1; see [7]. Hence, we get ||I4||2 ≤ C/y2.
To compute the left-hand side of (2.2), we represent |P (s, iy)|2 with the help of
(2.5). The above estimates yield the claim of the lemma. 
In the lemma below, we use notations introduced in Section 1.3. We also let
E = supp σs and Π0 = χR\EkiyΠ, where Π is the function from Theorem 1.4.
Lemma 2.5. Assume A ∈ L2(R+). Then
(2.6) inf
F∈Fr
||Π0 − F ||22,σ =
1
4π2|Π(iy)|2
∫ ∞
r
|P (s, iy)|2 ds.
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Proof. We begin with computation of F−1Π0. Notice that(F−1Π0) (s) = ∫
R
Π0(λ)P (s, λ) dσ(λ) =
1
2π
(
1
2πi
∫
R
P (s, λ)
Π(λ)
1
λ− iy dλ
)
.
Taking into account the assumptions of the lemma and relations (1.6), we see that
the last integral can be calculated by the Cauchy formula. Hence
(2.7) (F−1Π0)(s) = 12π
(
P (s, iy)
Π(iy)
)
.
Recall that [18]
|P∗(r, λ)|2 − |P (r, λ)|2 = 2 Im λ
∫ r
0
|P (s, λ)|2ds,
and limr→+∞ P (r, λ) = 0, limr→+∞ P∗(r, λ) = Π(λ), for a ﬁxed λ ∈ C+. Hence∫ ∞
0
|P (s, iy)|2 ds = 1
2y
|Π(iy)|2,
or, as follows from (2.7),∫ ∞
0
|F−1Π0|2 ds = 14π2|Π(iy)|2
∫ ∞
0
|P (s, iy)|2 ds = 1
8π2y
.
On the other hand, we have 2πσ′ac(λ) = |Π(λ+ i0)|−2 by Remark 1.5, and a direct
computation shows that∫
R
|Π0(λ)|2 dσ(λ) = 12π
∫
R
|kiy |2 dλ = 18π2y .
Therefore, ∫
R
|Π0(λ)|2dσ(λ) =
∫ ∞
0
|F−1Π0|2 ds,
and we see that Π0 belongs to the range of F .
Pick a function fr ∈ L2[0, r] and extend it to [r,+∞) by zero. It follows that
F−1(Π0 −Ffr)(s) = 1
2πΠ(iy)
(
P (s, iy)− 2πΠ(iy)fr(s)
)
.
Using the Parseval equality (see Theorem 1.2) and observing that Ffr ∈ Fr, we
conclude the proof. 
2.3. For a given 0 < β < 1, we construct a non-negative function w with certain
special properties. This function gives rise to a measure σ. The measure, in turn,
generates the K-system appearing in Theorem 2.1. The theorem is proved in the
second part of the subsection.
Let E0 = [−1, 1]. At the ﬁrst step, we set E1 = E0\J00, where J00 is the open
middle interval of E0, and |J00| = β|E0|. At the (n+1)-th step, we represent En as
En =
⋃2n
k=1 Ink, |Ink| = 2((1−β)/2)n. Similarly, we deﬁne En+1 =
⋃2n
k=1(Ink\Jnk),
where Jnk are open middle intervals of Ink, and |Jnk| = β|Ink|, etc.
Consider Eβ =
⋂∞
k=0 E
k. The set Eβ is the usual Cantor set of Hausdorﬀ
dimension
(2.8) dimH Eβ =
log 2
log 2− log(1− β) .
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For any M > 0, we deﬁne the function w = wβ as follows:
(2.9) w(x) =

min{1,M |x+ 1|γ}, x ≤ −1,
0, x ∈ Eβ ,
M min{|x− a|γ , |x− b|γ}, x ∈ Jnk = (a, b),
min{1,M |x− 1|γ}, x ≥ 1,
where
(2.10) 0 < γ < γ0 =
− log(1− β)
log 2− log(1 − β) .
Notice that γ0 +dimH Eβ = 1. By deﬁnition, w is even and lies in Lipγ(R). It will
be very important that w = 0 on Eβ and w = 1 outside a ﬁxed interval.
Furthermore, for the chosen γ, we have w−1 ∈ L1[−1, 1], and, consequently,
logw(x)
1 + x2
∈ L1(R). Indeed, denoting by Jn an arbitrary interval Jnk (they are of
the same length), we see that∫ 1
−1
w−1 dx ≤ C
M
∞∑
n=0
2n
∫ |Jn|/2
0
x−γ dx
≤ C
M
∞∑
n=0
2n
(
1− β
2
)n(1−γ)
< ∞,(2.11)
since 2((1 − β)/2)1−γ < 1 under condition (2.10). Moreover, we can ﬁx M large
enough to ensure that w = 1 outside [−2, 2] and
(2.12)
1
2π
∫ 2
−2
dx
w
<
4
2π
.
Proof of Theorem 2.1. Let 0 < γ0 < 1 and 0 < γ < γ0 be parameters from the
assumptions of the theorem. Pick an auxiliary parameter 0 < β < 1 with the
property γ0 + dimH Eβ = 1 (see (2.8), (2.10)). Let w be a function deﬁned by
relations (2.9) and (2.12). We set dσ = 1/(2πw)dx+dσs, where σs is an even ﬁnite
singular continuous measure on Eβ with the property∫ 2
−2
dσ(x) =
1
2π
∫ 2
−2
dx
w(x)
+ dσs(x) =
4
2π
.
The measure σ deﬁnes a Krein system with a real-valued coeﬃcient A through the
solution of the inverse spectral problem (see Section 1.2). Moreover, A ∈ W 1,2(R+)
[6, Sect. 2]. Since logw ∈ L1(R) and w ∈ L∞(R), there is an outer function
Π ∈ H∞(C+) with the property w = |Π|2. We put Π0 = χR\EβkiyΠ ∈ H2(C+).
Lemmas 2.4 and 2.5 show that∫ ∞
r
A2(s) ds = lim
y→+∞ y
2
∫ ∞
r
P 2(s, iy) ds ≤ C lim
y→+∞ y
2 inf
F∈Fr
||Π0 − F ||2σ
≤ C lim
y→+∞ y
2||Π0 − (Π0)r/2||2σ.(2.13)
Recalling Lemma 1.9, we obtain
(2.14) ||Π0 − (Π0)r/2||2σ ≤
C
r3
∫
R
{
sin rs/4
s
}4
||Π0(.+ s)−Π0||2σ ds.
1536 S. DENISOV AND S. KUPIN
The main part of the proof consists in estimating the norm, arising in the above
integral, for y ≥ 1 and s ∈ R. We have
(2.15) ||Π0(. + s)−Π0||2σ = ||Π0(.+ s)−Π0||2σs + ||Π0(. + s)−Π0||2σac .
Since supp σs = Eβ ⊂ [−1, 1], w = |Π|2 = 0 on Eβ , and w ∈ Lipγ(R), we get for
the ﬁrst norm∫
R
|Π0(x + s)−Π0(x)|2 dσs(x) =
∫ 1
−1
|Π0(x + s)|2 dσs(x)
≤ C min{|s|γ , 1}
∫ 1
−1
|kiy(x + s)|2dσs(x) ≤ C min{|s|
γ , 1}
y2
.
As for the second norm in (2.15), we see
||Π0(. + s)−Π0||2σac = ||(kiyΠ)(. + s)− kiyΠ||2σac
≤ 2 (||(kiy(. + s)− kiy)Π(. + s)||2σac + ||kiy(Π(. + s)−Π)||2σac)(2.16)
Recall that dσac = 1/(2πw)dx, w = |Π|2, and w ∈ L∞(R). Hence,∫
R
|kiy(x + s)− kiy(x)|2|Π(x + s)|2 dx|Π(x)|2 ≤ C
∫
R
|kiy(x + s)− kiy(x)|2 dx|Π(x)|2 .
Lemma 1.6 shows that the last integral is less than or equal to C s2/y3. Setting
f = Π(·+ s)/Π, we rewrite the second term in (2.16) as∫
R
|kiy(x)|2|Π(x + s)−Π(x)|2 dx|Π(x)|2 =
∫
R
|kiy(x)|2|f(x)− 1|2 dx.
Applying both parts of Lemma 1.8, we deduce that∫
R
|kiy(x)|2|f(x)− 1|2 dx ≤ C
(∫
R
|kiy(x)|2||f(x)|2 − 1| dx+ |s|
y3
)
.
Then,
(2.17)
∫
R
|kiy(x)|2||f(x)|2 − 1| dx =
∫
R
|kiy(x)|2|w(x + s)− w(x)| dx
w(x)
.
For |s| ≤ 1, we use that w ∈ Lipγ(R)∫
R
|kiy(x)|2|w(x + s)− w(x)| dx
w(x)
≤
∫ 3
−3
|kiy(x)|2|w(x + s)− w(x)| dx
w(x)
≤ C |s|
γ
y2
.
For |s| > 1,∫
R
|kiy(x)|2|w(x + s)− w(x)| dx
w(x)
=
∫
{|x|≤2}∪{|x+s|≤2}
|kiy(x)|2|w(x + s)− w(x)| dx
w(x)
≤ C
y2
.
Therefore, ∫
R
|kiy(x)|2|w(x + s)− w(x)| dx
w(x)
≤ C min{|s|
γ , 1}
y2
.
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Combining the estimates obtained, we get
||Π0(·+ s)−Π0||2σ ≤ C
{
min{|s|γ , 1}
y2
+
s2
y3
+
|s|
y3
}
.
We now turn back to (2.13). The bound above together with (2.14) imply that∫ ∞
r
A2(s) ds ≤ C lim
y→+∞
y2
r3
∫
R
{
sin rs/4
s
}4{min{|s|γ , 1}
y2
+
s2
y3
+
|s|
y3
}
ds
=
C
r3
∫
R
{
sin rs/4
s
}4
min{|s|γ , 1} ds.
The latter integral is less than or equal to C/rγ , and the theorem is proved. 
2.4. The proof of Theorem 2.2 is close in spirit to that of Theorem 2.1. Once
again, we begin by choosing the parameters that deﬁne the measure of a K-system.
Let 0 < γ0 < 1. We pick 0 < β < 1 such that γ0 + dimH Eβ = 1 (see Section
2.3). Consider a large parameter r. Deﬁne wr as
wr(x) =

min{1, κr|x + 1|γ}, x ≤ −1,
0, x ∈ Eβ ,
min{1, κr|x− a|γ , κr|x− b|γ}, x ∈ Jnk = (a, b),
min{1, κr|x− 1|γ}, x ≥ 1,
where κr is a positive increasing function with the property κr → +∞ as r → +∞.
Notice that wr also depends on β. The function wr is even and lies in Lipγ(R). We
have wr = 0 on Eβ and wr = 1 outside [−2, 2]. A precise choice of {κr} and γ will
be made later.
Repeating, in essence, computations from (2.11), we deduce that∫ 2
−2
w−1r (x) dx ≤ C,
provided 0 < γ < γ0 (see (2.10)). Taking jr =
log(C0κr)
γ(log 2− log(1− β)) , we have∫ 2
−2
log
1
wr(x)
dx ≤ C
∑
k≤jr
2k
∫ κ−1/γr
0
log
1
κrxγ
dx
+ C
∑
k≥jr
2k
∫ β(1−β)k2−k
0
log
1
κrxγ
dx ≤ C log κr
κ
γ0/γ
r
.
Proof of Theorem 2.2. As before, we put dσ = dσac + dσs, where σs is an even
singular continuous measure supported on Eβ ,∫ 2
−2
dσ(x) =
4
2π
,
and σac is the absolutely continuous measure described in the theorem. The mea-
sure deﬁnes a K-system with a real-valued coeﬃcient A ∈ W 1,2(R+) (see Section
1.2). For any r > 0, consider outer functions vr ∈ H∞(C+) with the property
wr = |vr|2 and normalized as in Remark 1.7. We also take an outer function
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Π ∈ H∞(C+) so that σ′ac = 1/(2π|Π|2). Moreover, we let vr0 = χR\EβkiyvrΠ and
Π0 = χR\EβkiyΠ.
Lemmas 2.4 and 2.5 give us the following inequalities:∫ ∞
r
A2(s) ds ≤ C lim
y→+∞ y
2 inf
F∈Fr
||Π0 − F ||2σ
≤ C lim
y→+∞ y
2
{
||Π0 − vr0||2σ + inf
F∈Fr
||vr0 − F ||2σ
}
.(2.18)
The ﬁrst summand in this expression can be easily estimated. Namely, we have
2π||Π0 − vr0||2σ = ||kiy(vr − 1)||22
= ||kiyvr||2 − 14πy +
2
4πy
(1− Re vr(iy)) ≤ C
y
(1− vr(iy)),
because ||vr||∞ = 1 and vr(iy) ∈ R (see Remark 1.7). Furthermore, using the fact
that logwr is supported on [−2, 2] and 1−e−x ≤ x for x ∈ R, we proceed as follows:
1− vr(iy) = 1− exp
(
1
2π
∫
R
y
x2 + y2
logwr(x) dx
)
≤ 1
2π
∫ 2
−2
y
x2 + y2
logw−1r (x) dx.
So, we come to
lim
y→+∞ y
2||Π0 − vr0||2σ ≤ C lim
y→+∞ y
2
∫ 2
−2
logw−1r (x)
x2 + y2
dx
≤ C
∫ 2
−2
logw−1r (x) dx ≤ C
log κr
κ
γ0/γ
r
.
We turn to the second term in (2.18). By Lemma 1.9, we get
(2.19) inf
F∈Fr
||vr0 − F ||2σ ≤
C
r3
∫
R
{
sin rs/4
s
}4
||vr0(·+ s)− vr0||2σ ds.
Obviously,
||vr0(·+ s)− vr0||2σ = ||vr0(·+ s)− vr0||2σs + ||vr0(·+ s)− vr0||2σac .
The bound for the ﬁrst norm is easy:∫
R
|vr0(x + s)− vr0(x)|2 dσs(x) =
∫
R
|vr0(x + s)|2 dσs(x)
≤ C min{κr|s|γ , 1}
∫ 1
−1
|kiy(x + s)|2 dσs(x)
≤ C min{κr|s|
γ , 1}
y2
.
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As for the second norm, we have∫
R
|vr0(x + s)− vr0(x)|2 dσac(x) ≤ C
∫
R
|(kiyvrΠ)(x + s)− (kiyvrΠ)(x)|2 dx
≤ C
{∫
R
|kiy(x + s)− kiy(x)|2|(vrΠ)(x + s))|2 dx
+
∫
R
|kiy(x)|2|(vrΠ)(x + s)− (vrΠ)(x)|2 dx
}
.
We notice that |(vrΠ)(· + s)|2 ≤ 1, and, by Lemma 1.6,∫
R
|kiy(x + s)− kiy(x)|2|(vrΠ)(x + s))|2 dx ≤ C s
2
y3
.
Deﬁning fr = (vrΠ)(·+ s)/(vrΠ), we get∫
R
|kiy(x)|2|(vrΠ)(x + s)− (vrΠ)(x)|2 dx =
∫
R
|kiy(x)|2|fr(x) − 1|2|(vrΠ)(x)|2 dx.
The second claim of Lemma 1.8 along with |vrΠ|2 ≤ 1 shows that∫
R
|kiy(x)|2|fr(x)− 1|2|(vrΠ)(x)|2 dx
≤
∫
R
|kiy(x)|2||fr(x)|2 − 1| dx+ 14πy |Re (1 − fr(iy))|.
Applying Lemma 1.8 once again and arguing as in (2.17), we get∫
R
|kiy(x)|2||fr(x)|2 − 1| dx ≤ C min{κr|s|
γ , 1}
y2
,
and
|Re (1− fr(iy))| ≤ C |s|
y2
.
Combining these bounds together, we obtain∫
R
|vr0(x + s)− vr0(x)|2 dσ(x) ≤ C
{
min{κr|s|γ , 1}
y2
+
s2
y3
+
|s|
y3
}
.
Looking at (2.18), (2.19), we infer that∫ ∞
r
A2(s) ds
≤ C
[
log κr
κ
γ0/γ
r
+ lim
y→+∞
y2
r3
∫
R
{
sin rs/4
s
}4{min{κr|s|γ , 1}
y2
+
s2
y3
+
|s|
y3
}
ds
]
≤ C
{
κr
rγ
+
log κr
κ
γ0/γ
r
}
.
To optimize the estimate, pick κr = rγ
2/(γ+γ0) with γ = γ0 − ε and ε → +0. This
choice of parameters proves the statement of the theorem. 
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3. Schro¨dinger and Dirac operators
3.1. In this section, we apply results obtained for Krein systems to Dirac and
one-dimensional Schro¨dinger operators.
Consider a K-system (1.4) with a coeﬃcient A. We deﬁne the functions φ(x, λ) =
Re e−iλxP (2x, λ) and ψ(x, λ) = Im e−iλxP (2x, λ). An easy computation shows
that the functions φ, ψ are solutions of the following Dirac system:
(3.1)
{
φ′ = −λψ − a1φ + a2ψ,
ψ′ = λφ + a2φ + a1ψ,
with boundary conditions φ(0) = 1, ψ(0) = 0. Here, a1(x) = 2Re A(2x) and
a2(x) = 2 Im A(2x). This allows us to say (see [8], [18], [26]) that ρDir = 2σ, where
ρDir is the spectral measure of the Dirac system (3.1).
Using this simple relation between the measures of Krein and Dirac systems, we
immediately obtain the following corollaries of Theorem 2.1 and Theorem 2.2.
Theorem 3.1. Let 0 < γ0 < 1. For any γ, 0 < γ < γ0, there exists a Dirac system
(3.1) with the properties:
i) The coeﬃcient a2(x) = 0 for all x > 0.
ii) dimH supp ρDir,s = 1− γ0.
iii) The coeﬃcient a1 satisﬁes the inequality∫ ∞
x
a21(s) ds ≤
C
(1 + x)γ
.
Theorem 3.2. Let 0 < γ0 < 1. For any γ, 0 < γ < γ0, there exists a Dirac system
(3.1) with the properties:
i) The coeﬃcient a2(x) = 0 for all x > 0.
ii) dimH supp ρDir,s = 1− γ0, the density ρ′Dir, ac ∈ C∞(R) is even and
ρ′Dir,ac(x) = 1/π
{
1/2, |x| ≤ 1,
1, |x| > 2.
iii) The coeﬃcient a1 satisﬁes the estimate∫ ∞
x
a21(s)ds ≤
C
(1 + x)γ/2
.
It is likely that Theorem 0.2 has a direct analog for Dirac operator (3.1).
3.2. When the coeﬃcient a1 is absolutely continuous and a2 = 0, we deduce from
(3.1) that
ψ′′ − qψ + λ2ψ = 0,
φ′′ − q1φ + λ2φ = 0,
where q = a21 + a
′
1, q1 = a
2
1 − a′1. The corresponding boundary conditions are
ψ(0) = 0, ψ′(0) = λ,
φ(0) = 1, φ′(0) + a1(0)φ(0) = 0.
Therefore, the spectral measure ρSch of the Schro¨dinger operator
(3.2) Lqy = −y′′ + qy
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with Dirichlet boundary condition y(0) = 0 is related to σ by the formula
(3.3) ρSch(λ) = 4
∫ λ1/2
0
ξ2dσ(ξ),
where λ > 0.
Let the measure σ and the real-valued coeﬃcient A be as in Theorems 2.1 or
2.2. We already mentioned that A ∈ W 1,2(R+). The standard arguments from [6,
Sect. 2] also prove that A ∈ Wm,2(R+) for any integer m.
Lemma 3.3. The measures σ of Theorems 2.1 and 2.2 yield the real-valued coef-
ﬁcients A ∈ Wm,2(R+) for any integer m.
Sketch of the proof. First, we consider a K-system (1.4) with a real-valued coef-
ﬁcient A lying in the Schwartz class. In the corresponding Dirac system (3.1),
a2(x) = 0, a1(x) = 2A(2x), and ρDir = 2σ. For (3.1), we have relations [27], [9]
analogous to the well-known Faddeev-Zakharov trace formulas [10]. Writing them
for the half-line in terms of σ and A [27, Sect. 8], we obtain
(3.4)
∫
R
λ2j log 2πσ′ac(λ) dλ = (−1)j+12π
∫ ∞
0
d2j+1(s)ds,
where j = 0, 1, . . . . For l = 1, 2, . . . , the functions dl are given by the following
recursive relations:
d1(s) = A2(s), dl+1 = −A d
dx
(
A−1dl
)− ∑
m+n=l
dmdn.
Integrating by parts, we have∫
R
λ2j log 2πσ′ac(λ) dλ = −2π
∫ ∞
0
[
A(j)(s)
]2
ds(3.5)
+
∫ ∞
0
Pj(A(s), A′(s), . . . , A(j−1)(s)) ds
+ Qj(A(0), A′(0), . . . , A(2j)(0)),
where Pj , Qj are certain polynomials. An analysis similar to [20, Theorem 4] shows
that
(3.6)
∫ ∞
0
|Pj(A,A′, . . . , A(j−1))| ds ≤ ε||A(j)||22 + C(ε, ‖A‖W j−1,2(R+))
with arbitrary ε > 0.
The second part of the proof consists in approximating the coeﬃcient A from
Theorems 2.1 and 2.2 by properly chosen auxiliary coeﬃcients An. Let ϕ be a non-
negative function fromC∞(R) with support contained in (−1, 1) and ∫
R
ϕ(s) ds = 1.
We take ϕn(s) = nϕ(ns) for an integer n. Smearing σ with ϕn, we get the sequence
of absolutely continuous measures {σn} with densities
σ′n(t) =
∫
R
ϕn(t− s)dσ(s).
It is plain that σn has the following properties:
i) the measures dσn converge weakly to dσ on [−3, 3],
ii) σ′n ∈ C∞(R),
iii) σ′n(t) = 1/(2π) outside the interval [−3, 3].
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Each σn generates a K-system (1.4) with coeﬃcient An via the solution of the
inverse spectral problem described in Section 1.2. By the construction,
i) the coeﬃcients An belong to the Schwartz class,
ii) for every ﬁxed j, A(j)n converges to A(j) uniformly on any compact.
We also have
(3.7)
∫
R
λ2j | log 2πσ′n(λ)| dλ ≤ Cj
uniformly in n (the details are in [6, Sect. 2]). Let us show that the sequence An
is uniformly bounded in Wm,2(R+) for any m. We will do this by induction on m.
For m = 0, the statement follows from [6]. Recalling (3.5) and inequalities (3.6),
(3.7), we get
2π
∫ ∞
0
[
A(m)n (s)
]2
ds
≤ C(‖An‖Wm−1,2(R+) + |Qm(An(0), A′n(0), . . . , A(2m)n (0))|+ Cm) ≤ C′m.
The constant C′m is independent of n. Since A
(m)
n converges to A(m) uniformly on
any compact set, we deduce that A ∈ Wm,2(R+). The proof is ﬁnished. 
Theorem 3.4. For any 0 < γ0 < 1 and 0 < γ < γ0, there is a potential q with the
properties:
i) The spectral measure of Lq (see (3.2)) has a singular continuous component
ρSch,s such that dimH supp ρSch, s = 1− γ0.
ii) The following estimate holds:∫ ∞
x
q2(s) ds ≤ C
(1 + x)γ
.
Proof. Let σ and A be as in Theorem 2.1. Consider a1(x) = 2A(2x) and the
Schro¨dinger operator with Dirichlet boundary conditions and potential q = a′1+a
2
1.
By Lemma 3.3, a1 is bounded. Since q = a′1 + a
2
1, it suﬃces to show that
(3.8)
∫ ∞
x
a′1
2(s)ds ≤ C
(1 + x)γ
.
We use an inequality from [11],
‖a′1‖2 ≤ Cm‖a1‖1−1/m2 ‖a(m)1 ‖1/m2 ,
and Lemma 3.3 to obtain (3.8). The required properties of ρSch now follow from
Theorem 2.1 and (3.3). 
Similarly, the following corollary of Theorem 3.2 can be proved.
Theorem 3.5. For any 0 < γ0 < 1 and 0 < γ < γ0, there exists a potential q such
that
i) The spectral measure ρSch of the Schro¨dinger operator (3.2) has the prop-
erties dimH supp ρSch, s = 1− γ0 and ρ′Sch, ac ∈ C∞(R+), ρ′Sch, ac > 0.
ii) The following estimate holds:∫ ∞
x
q2(s)ds ≤ C
(1 + x)γ/2
.
After this paper was submitted for publication, Damanik-Killip-Simon [4] ob-
tained a criterion for q ∈ L2(R+) in terms of the spectral measure ρSch.
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4. Orthogonal polynomials
The following theorems are counterparts of Theorems 2.1 and 2.2 for orthogonal
polynomials on T. Their proofs follow word for word the proofs of the results for
Krein systems. The only diﬀerence is that we need to use inequality (1.3) instead
of Lemmas 2.4 and 2.5. That is why the arguments below are omitted.
Theorem 4.1. For given 0 < γ0 < 1 and 0 < γ < γ0, there exists a measure σ
with the properties:
i) dimH supp σs = 1− γ0.
ii) The sequence {an} of Verblunsky coeﬃcients is such that
∞∑
k=n
|ak|2 ≤ C
nγ
.
Theorem 4.2. Let 0 < γ0 < 1. Then, for any 0 < γ < γ0, there exists a singular
continuous measure σs so that
i) dimH supp σs = 1− γ0.
ii) The sequence {an} associated to dσ = dm/2 + dσs satisﬁes the condition
∞∑
k=n
|ak|2 ≤ C
nγ/2
.
An extensive discussion of these results can be found in [29, Sect. 2.11].
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