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Abstract
The simulation of the laser ablation processes can be a valuable tool for studying coupling
parameters and developing questions for future experiments. The theory behind the ablation
process and the mathematical model to describe laser beam absorption are discussed. Further,
the simulation tools IMD and Polly-2T, used at the Institute of Technical Physics, DLR Stuttgart,
are introduced and a road map for the upgrade of IMD is proposed. This upgrade is aimed
towards including a more advanced physics model present in Polly-2T into IMD, to enhance
the validity of the laser absorption process for laser pulses beyond the femtosecond regime.
This is achieved by implementing the target reflectivity according to the Fresnel formulas and
dynamic calculation of the permittivity following a wide-range approximation of the permittivity
for different material states. The wide-range approximation is also implemented for the electron
thermal conductivity and the electron-phonon coupling. The implementation of critical upgrade
steps in IMD is presented and the results are compared to Polly-2T. Persistent issues and bugs of
the upgrade are discussed and possible solutions for future improvements and further upgrades
are outlined.
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Nomenclature
EAM Embedded Atom Model
EM electromagnetic
EOS Equation of State
FD finite difference
HD hydrodynamics
IMD ITAP Molecular Dynamics
IMDu IMD unit
MD molecular dynamics
TTM Two Temperature Model
~= h/2pi Planck’s constant / 2pi
c = 2.99792458 · 108 m/s Speed of light in vacuum
e = 1.60217657 · 10−19 C Electron charge
h= 6.62606957 · 10−34 kg m2/s Planck’s constant
kB = 1.3806488 · 10−23 J/K Boltzmann’s constant
α Optical absorption coefficient
χFD Minimum thickness of one FD cell
ε Absolute permittivity in complex representation
εbb Permittivity from band to band interactions
εmet Permittivity in the metal phase
εpl Permittivity in the plasma phase
γ Linear scaling factor
Γe-ph Coupling coefficient between electron and ion subsystem
(basic TTM)
γei Coupling parameter for electron-ion coupling (Polly-2T)
κ Thermal conductivity
κe Electron thermal conductivity
κe Thermal conductivity of the electron subsystem
5
κi Thermal conductivity of the ion subsystem
λ Wavelength
E Electrical field
F Force vector
p Impulse vector
r Spatial vector
v Velocity vector
vT Thermal velocity
vCM Center of mass velocity
µr Relative permeability
ν Frequency of an electromagnetic wave
νeff,p Effective collision frequency
νmax,p Maximum collision frequency
νmet,p Collision frequency in the metal phase
νpl Plasma frequency
ωL Laser frequency
Φ Core-core potential
Φabs Absorbed fluence
Φlaser Output fluence of the laser
Φsurf Surface fluence
Φa Absorbed fluence
Φmina Minimum absorbed fluence required for ablation
ρ Density
ρ Local electron density
σ ≡ σ21 = σ12 Transition cross section
τ Pulse length of the laser beam
τl Pulse length of the laser beam
τs Spontaneous emission lifetime
τe = Ce/Γe-ph Coupling time of the electron subsystem to the ion subsys-
tem
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τph = Ci/Γe-ph Coupling time of the ion subsystem to the electron subsys-
tem
θ Incidence angle
ξ Modified coupling parameter for electron-ion coupling
(IMD)
A Area
B Single component magnetic field envelope
Ce Heat capacity of the electron subsystem
Ci Heat capacity of the ion subsystem
cp Specific heat capacity
E Energy
E Single component electrical field envelope
E0i Incident energy
E0r Reflected energy
E0t Transmitted energy
F Electron hull-core potential
F = I/(hν) Photon flux
H Enthalpy
Ha Enthalpy required for ablation
Hν Enthalpy of evaporation at the boiling temperature of the
solid
Hs Total enthalpy of the material
I Intensity
Ji Material flux
l Length
lα Absorption depth of the laser beam
le Diffusion length of heated electrons
me = 9.10938 · 10−31 kg Electron mass
N Number of particles
n Complex refraction number
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N e Number of particles at thermal equilibrium
ne Electron concentration
Ns Atom number density
ncr Critical electron concentration
Pe Electron pressure
Pi Ion pressure
Q Source term for laser heating
QL Source term for laser absorption
Ss Total surface energy flux
T Temperature
t Time
T0 Initial temperature
Tel,max Maximum electron temperature
Te Temperature of the electron subsystem
TF Fermi temperature
Ti Temperature of the ion subsystem
Ts Surface Temperature
Tst Stationary Temperature during ablation
u One dimensional velocity
V Material specific volume
V Potential
v Velocity
W21 Rate of stimulated emission
x , y, z Directional denominators according to euclidean coordi-
nates
Z Mean charge of the ions
8
1 Motivation
Astronomy and cosmology search for more and more precise instruments to fathom the nature
of our universe. To achieve these goals future instruments include new space-born detection and
observation systems [1] that require highly precise means of attitude and orbital control. Mi-
crothrust engines with thrust values in the range of µN to mN might be able to fulfil this role [2].
One possible realisation of such a microthrust engine is the laser-ablative microthruster, featur-
ing a high specific impulse and long lifetime compared to the more common chemical thrusters.
Following Arthur Kantrowitz’s "4-P Principle"(Payload, Propellant, Photons, Period)(as referred
to in [2]) the Institute of Technical Physics (DLR Stuttgart) is researching the possibility of an
inertia free laser-ablative microthruster, that negates interferences to the thrust vector and vi-
brations by omitting moving parts in the design.
The definition of a laser engine is an "engine, in which laser energy contributes a substantial
and indispensable part to the kinetic energy" [3]. The laser-ablative micro thruster generates
thrust by introducing laser energy into a fuel material, such that a material specific threshold
is exceeded and ablation of the materials surface layers can occur. The recoil from the ejected
material generates the thrust for this kind of engine. Laser-ablative thrusters can regulate their
Figure 1.1: Concept of the laser-ablative micro thruster consisting of a pulsed microchip laser
(L), an electro-optical lense (EO3), an electro-optical beam steering device (EO2), an
optical lens with a fixed focus length (O), a plane mirror (M) and a metallic target
(T). [2]
thrust by changing the repetition rate of their pulsed laser, increasing or decreasing the amount
of ablated material in a certain time interval. Our concept is founded on the idea that even
after several scans over the surface of the propellent block, the thrust per laser pulse stays the
same. To validate this hypothesis, simulations of the ablation process and surface cratering are
required.
The Institute of Technical Physics uses two different software tools for these simulations, the
ITAP Molecular Dynamics code (IMD) developed at the Institute of Theoretical and Applied
Physics, University of Stuttgart and the Polly-2T code by the Joint Institute for High Tempera-
tures at the Russian Academy of Sciences in Moscow. While both simulation tools use the Two
Temperature Model as a basis for the material heating by the laser, their underlying framework
is quite different. IMD is based on molecular dynamics, while Polly-2T is a hydrodynamic code,
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Polly-2T also uses a more advanced physics model for energy absorption and transport. The
findings in [4] show that for laser pulses in the fs-range and low laser fluences, IMD and Polly-
2T yield comparable results, while at greater pulse lengths and/or higher fluences the results
start to differ. Upgrading the implementation of the energy absorption and the two temperature
model in IMD, in order to accommodate for changing material parameters during longer pulses
and higher laser energy, might mitigate these differences.
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2 Theory
The physical background behind laser-ablative micro thrusters is an overlap of different physical
regimes, as the generation of the laser beam is governed by laser physics, the beam propagation
and deflection by optical effects, while the ablation process can be described by material science
and condensed matter physics. This chapter will give an introduction into the physical principles
behind the aspects of laser ablation, while also focusing on the theory behind the two different
types of simulation software used during this thesis. The theory about lasers can be found in [5],
which serves as the basis for the following section.
2.1 Laser
A laser is a device that generates a high intensity beam of monochromatic light that is highly
coherent and highly directional. The name "laser" is an acronym for light amplification by stim-
ulated emission of radiation. The laser was developed as an extension of the maser (Microwave
amplification by stimulated emission of radiation) to the optical and infra-red spectrum.
There are three components integral to the design of a laser.
• The gain medium that uses the process of stimulated emission to amplify the light. The
gain medium can be a gas, a liquid or solid.
• The pump source that is used to create a population inversion in the gain medium to enable
the amplification. A variety of systems can be used as pump sources, such as an electrical
discharge or a flash lamp.
• The resonator, which often consists of a pair of mirrors that trap the light inside the res-
onator cavity. Where one mirror called the output mirror is semi-reflective and allows a
fraction of the light inside the resonator to escape in form of the beam.
Two general groups of lasers exist, that differ in how their energy transmission develops over
time. Continuous wave (CW) lasers generate an output beam that has little to no change in
its temporal profile and delivers a beam with constant amplitude and frequency, while pulsed
lasers transmit their energy in a short pulse and can usually be used in a repetitive fashion. Pulse
durations for pulsed lasers are usually in the range of nanoseconds to femtoseconds (see [5]).
2.1.1 Spontaneous and Stimulated Emission
Absorption and emission of electromagnetic waves can be described in the model of two energy
levels. We define E1 as the energy of the ground state of the system and E2 as the energy of an
excited state. If the initial energy level is E2, the system will spontaneously decay into the stable
ground state while releasing a photon (see Fig. 2.1(a)) that carries the energy ∆E = E2 − E1
and therefore the frequency
ν=
∆E
h
(2.1)
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Figure 2.1: Schematic of the emission and absorption processes for photons as shown in [5]
The emitted photon can be emitted in any direction with an arbitrary polarisation, resulting in
unpolarised non-coherent light.
Since the decay to the ground state is governed by quantum mechanics one needs to consider
an ensemble of systems (e.g. atoms, molecules) to gain knowledge about the characteristic time
scale of this decay. If there are N2 systems in the state E2, the decay rate for spontaneous decay
can be calculated according to [5] as 
dN2
d t

sp
= −N2
τs
. (2.2)
If the system interacts with a photon with the frequency νi that is identical to the frequency
of excitation between E1 and E2, the system has a probability to decay into its ground state
while emitting a photon with the same frequency as the incident photon (see Fig. 2.1(b)) and
will also adopt its direction, polarisation and phase. The rate of stimulated emission in an
ensemble can be described by

dN2
d t

st
= −W21N2, (2.3)
where the emission rate W21 is proportional to the flux of incoming photons.
2.1.2 Absorption
In the case of the system being in the ground state 1 and there are no interactions with the
system, it will stay in the stable ground state. However, if there is an electromagnetic wave in-
teracting with the system, that has a frequency corresponding to the energy difference between
the ground state 1 and an excited state 2, there is a probability of the system absorbing the
electromagnetic wave/photon and switching into its excited state (see Fig. 2.1(c)).
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2.1.3 Coherent Light Amplification
Amplification of light intensity in the gain medium of a laser can be described as a feedback
between absorption and stimulated emission. The change in photon flux dF in z-direction can be
calculated as
dF = σ(N2 − N1)F(z)dz, (2.4)
where σ is the cross section of absorbing and stimulated emission of photons.
If the number of systems in the excited state is larger than the number of systems in the ground
state the medium will act as an optical amplifier, since more photons will be coherently emitted
by stimulated emission than are absorbed, thus increasing the total photon flux. If the number
of systems in the excited state is smaller than the number of photons in the ground state the
medium will act as an absorber, since more photons will be absorbed than are emitted, thus
decreasing the total photon flux.
2.1.4 Population Inversion
The case in which the number of systems in the excited state (N2) is larger than the number
of systems in the ground state (N1) is called population inversion. However, comparing the
population number at thermal equilibrium N e in the Boltzmann statistics,
N e2
N e1
= exp

−E2 − E1
kBT

(2.5)
shows, that at thermal equilibrium the population numbers N e2 is a lot smaller than N
e
1 and
therefore any material will behave as an absorber in thermal equilibrium. To achieve an optical
amplification in the medium, as needed for a laser, the populations of N2 and N1 have to be
inverted by means of pumping. Pumping can be done by irradiating the material with EM
Pumping
Stimulated
Emission
Pump level
Rapid decay
Ground state
3
1
2
Figure 2.2: Schematic of a three-level pumping process
radiation of the frequency ν= E2− E1, due to the higher number of systems in the ground state,
more of the radiation will be absorbed than is emitted by stimulated emission. However, the
feedback between absorption and emission would prevent the occupation numbers of states 1
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and 2 to achieve a population inversion, thus reaching an equilibrium between N1 and N2 at
which the material becomes transparent for the frequency ν. To reach the population inversion
at least one more energy level is required. As shown in Fig. 2.2 the pumping raises the system in
a rapidly decaying excited state 3. From there it decays into a semi-stable state 2 with a longer
life time than 3, therefore creating a population where N2 > N1, caused by the rapid decay of
3→ 2 compared to 2→ 1. Since 3 and 2 possess different energy levels the frequency used for
pumping is different from the frequency causing stimulated emission from 2→ 1, thus avoiding
feedback.
2.2 Laser-Matter Interaction
Laser matter interaction describes a wide field of effects, depending on the energy and pulse
length of the incident laser beam. Since the focus of this thesis is on laser ablation and light
propagation in material, the following section will describe the laws governing the light propa-
gation and the process of ablation according to [6].
2.2.1 Light Propagation
Whenever a beam of light traverses the boundary between two media with different refraction
values, the beam will be split into a reflected and a refracted beam, with the exception of the
case of total reflection. The reflected beam will possess an exit angle equal to the incident angle,
while the refracted angle can be described by Snellius’ law, both cases are shown in Fig. 2.3,
n1 sin(θ1) = n2 sin(θ2), (2.6)
where n1 and n2 are the refraction values of the media 1 and 2, while θ1 and θ2 are the angles
of the beam in the respective media in reference to the plumb-line on the surface. With this
equation the exit angle can be described with respect to the incidence angle and the refraction
values.
To describe the portion of the incident beam energy that is allocated to the reflected and re-
fracted beam respectively, the Fresnel equations can be used
E0t
E0i

S
=
2n1 cos(θ )
n1 cos(θ ) +
µr1
µr2
q
n22 − n21 sin2 θ
, (2.7)

E0r
E0i

S
=
n1 cosθ − µr1µr2
q
n22 − n21 sin2 θ
n1 cosθ +
µr1
µr2
q
n22 − n21 sin2 θ
, (2.8)

E0t
E0i

P
=
2n1n2 cosθ
n22
µr1
µr2
cosθ + n1
q
n22 − n21 sin2 θ
, (2.9)

E0r
E0i

P
=
n22
µr1
µr2
cosθ − n1
q
n22 − n21 sin2 θ
n22
µr1
µr2
cosθ + n1
q
n22 − n21 sin2 θ
. (2.10)
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Figure 2.3: Reflection on a plane surface with n1 < n2.
These equations are dependent on the polarisation of the incident light, either perpendicular
(S) or parallel (P), the incident energy E0i, the incidence angle θ , the refraction values n1,n2
of the two media and the relative magnetic permeability µr1,µr2 of the media. In the case of
non-magnetic materials with µr ≈ 1, the reflectivity (2.8) and (2.10) can be written as
RS =
n1 cosθ − n2
q
1− (n1n2 sinθ )2
n1 cosθ + n2
q
1− (n1n2 sinθ )2

2
, (2.11)
RP =
n1
q
1− (n1n2 sinθ )2 − n2 cosθ
n1
q
1− (n1n2 sinθ )2 + n2 cosθ

2
. (2.12)
Fig. 2.4 shows the behaviour of these equations for changing incidence angles. The transmit-
tivity of the surface can be calculated from the reflectivity by T = 1− R. However, reflection is
not the only process that reduces the transmitted energy, another important process is the ab-
sorption of light in a medium. This absorption can be strongly dependent on the wavelength of
the incident light as discussed in Sec. 2.1.2. The intensity of a light beam after passing through
a material with the thickness L and the absorption coefficient α can be calculated following the
Lambert-Beer law
I(λ, L) = I0e
−α(λ)L, (2.13)
where I0 is the initial intensity and λ the wavelength of the beam. However, Snellius’ law and
the Fresnel equations are designed in the model of ray optics, to describe the behaviour of
15
Figure 2.4: Reflectivity profile of (2.11) and (2.12) for different incidence angles with n1 = 1 and
n2 = 1.38+ 10i.
electromagnetic waves in materials, the concept of wave optics has to be used. This concept
builds on the four Maxwell equations
∇× E= −µ0µ∂H
∂ t
, (2.14)
∇×H= ε0ε∂ E
∂ t
+σE, (2.15)
∇ · (εE) = 0, (2.16)
∇ · (µH) = 0, (2.17)
with the vector fields E and H for the electric field and the magnetic field respectively, the
electric conductivity σ, the electric permittivity ε and the magnetic permeability µ. From these
basic equations the wave functions for electromagnetic waves can be derived as
0=∆E+∇ [E · ∇(lnε)]− εµ
c2
∂ 2E
∂ t2
−µ0µσ∂ E
∂ t
+ [∇(lnµ)]× (∇× E)
(2.18)
for the electric field and
0=∆H+∇ [H · ∇(lnµ)]− εµ
c2
∂ 2H
∂ t2
−µ0µσ∂H
∂ t
+ [∇(lnε)]× (∇×H)
+ [∇σ−σ∇(lnε)]× E
(2.19)
for the magnetic field. Assuming a time-harmonic, wave with angular frequency ω,
E(r, t) = Eˆ(r)e−iωt (2.20)
H(r, t) = Hˆ(r)e−iωt (2.21)
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as solutions to the wave functions leads to an expression of (2.18) and (2.19).
0=∆Eˆ+∇ Eˆ · ∇(lnε)+ω2εµ
c2
Eˆ+ iωµ0µσEˆ
+ [∇(lnµ)]×  ∇× Eˆ , (2.22)
0=∆Hˆ+∇ Hˆ · ∇(lnµ)+ω2εµ
c2
Hˆ+ iωµ0µσHˆ
+ [∇(lnε)]×  ∇× Hˆ+ [∇σ−σ∇(lnε)]× Eˆ. (2.23)
These expressions describe the time-independent behaviour of the electromagnetic field in linear
and isotropic materials and are called the Helmholtz equations.
2.2.2 Laser Ablation
Ablation occurs when the absorbed energy of the laser beam exceeds the binding energy of the
atoms in the irradiated solid.
∆Ha[J/atom] =
∆H[J/g]
Ns
≈ ∆Hv [J/g]
Ns
, (2.24)
where ∆Hv is the enthalpy of evaporation at the boiling temperature of the solid and Ns is the
atom number density. This energy, though, is only an upper estimate, as collective effects, hy-
drodynamic instabilities and stress relaxation in the material may reduce the required energy
per atom significantly. The excess energy of the ejected material will go into its kinetic energy
and eventually into internal energy, e.g. ionisation. Collisions within the first few mean free
paths after ejection from the surface (Knudsen layer) will lead to thermalisation of the evapo-
rated material. As a simple model the expansion of the vapor can be described by an adiabatic
gas expansion [7], where the temperature in the plume decreases with distance from the target
surface, while the expansion velocity of the plume increases up to a maximum value.
The material ejected from the surface will, in accordance with Newton’s third law, create a recoil
pressure on the surface, which will transfer a certain amount of pressure into the solid, caus-
ing shock waves in the solid, while ejecting portions of the molten surface layer for ultra short
pulses and evaporating the material for longer pulse durations.
In a one dimensional ablation model the laser beam propagates in z-direction, while the material
surface is located along the z = 0 plane and the influence of plasma in the plume is neglected.
Considering a laser pulse of the length τl and a uniform intensity of the laser beam on the ma-
terial surface, the laser-induced surface temperature can be estimated by the one dimensional
heat equation in a reference frame moving with v (t) and being attached to the material surface
ρcp

∂ T
∂ t
− v ∂ T
∂ z

=
∂
∂ z

κs
∂ T
∂ z

− ∂ I
∂ z
, (2.25)
with the mass density ρ, the specific heat capacity cp, the average temperature T at which the
ablation occurs, the intensity of the laser beam I and the heat conductivity κs depending on the
phase of the material. When ignoring heat transport in the liquid by convection, the boundary
condition
− κs ∂ T
∂ z
|z=0= Ss = −Ji∆Hav (Ts), (2.26)
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Figure 2.5: Topology of the ablation process (redrawn from [6])
with the material flux Ji, the total energy flux on the surface Ss and the surface temperature Ts,
leads to
∂∆Hs
∂ t
= v
∂∆Hs
∂ z
+
∂
∂ z

κs
∂ T
∂ z

− ∂ I
∂ z
, (2.27)
where Hs is the total enthalpy of the material. This leads to a temporal behaviour of the surface
temperature and ablation front velocity (v ) that is depicted in fig 2.6.
[6] shows that the minimum absorbed fluence of the laser light, required to initiate an ablation
process can be calculated as
Φmina =
∆Hs(Tst)
α
, (2.28)
where Tst is the stationary temperature reached during ablation and α is the optical absorption
coefficient of the irradiated material depending on the wavelength of the laser light.
2.3 Two Temperature Model
Metals almost exclusively absorb light by electron transitions in their conduction band. The time
scale in which the energy is distributed among the electrons is typically below one picosecond.
Thermalisation between the electron subsystem and the ion lattice, however, is a lot slower,
typically in the range of up to 100 picoseconds, depending on the electron-phonon coupling of
the material. A detailed description of the processes can be found in [6].
For laser pulses with pulse lengths below this coupling time, the rapid energy deposition in the
electron system leads to a hot electron gas with temperature Te and an ion lattice, that is yet
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Figure 2.6: Temporal evolution of surface temperature Ts and ablation front velocity v . Expected
temperature rise without evaporation is depicted as dashed curve. τl is the pulse
length of the laser, tv and tst are the times required to reach a stationary value for
the temperature and the velocity respectively, showing that a stationary temperature
is achieved much sooner than a stationary velocity [6].
to be affected by the laser energy and retains its temperature Ti. This non-equilibrium between
the two connected subsystems leads to a relaxation that can be described by
Ce
∂ Te
∂ t
=∇(κe∇Te)− Γe-ph(Te − Ti) +Q(xα, t), (2.29)
Ci
∂ Ti
∂ t
=∇(κi∇Ti) + Γe-ph(Te − Ti). (2.30)
Here Ci and Ce are the heat capacities of the lattice and the electron subsystems respectively,
while κe and κi describe the heat conductivity of each system and Γe-ph is the coupling coefficient
between the electron and the phonon system. The source term Q describes the heating process
by the incident laser beam and can be approximated by
Q(z, t) = αAI(t)exp(−αz), (2.31)
for a one dimensional case.
The simulations of this thesis used pulse durations in the femto- and picosecond range, which
exhibit an interesting behaviour.
2.3.1 Femtosecond Pulse
In the regime of femtosecond laser pulses, the pulse duration is short compared to the time
scale in which the electron gas is cooled by energy transport into the lattice. While calculating
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the system in this time frame (t  τe = Ce/Γe-ph), the electron-phonon coupling can hence be
ignored, so that (2.29) can be simplified to
1
2
C0
∂ T 2e
∂ t
= αIa exp(−αz), (2.32)
with C0 = Ce/Te for electron temperatures far below the Fermi temperature. From this, the
electron temperature is exclusively dominated by the source term and can be calculated as
Te(t) =

T 20 +
2αφa(t)
C0
exp(−αz)
1/2
, (2.33)
where φa is the absorbed fluence of the laser in the electron gas. After the full pulse length τl ,
the electron temperature can be approximated by ignoring the initial temperature T0 since it
will be dominated by the source term, leading to
Te(τl)≈

2αφa
C0

exp

−αz
2

. (2.34)
The evolution of the system for times larger than the pulse length can be calculated by using
(2.29) and (2.30) leading to an expression for the lattice temperature
Ti ≈ αφaCi exp(−αz). (2.35)
2.3.2 Picosecond Pulse
In the regime of picosecond pulses, the pulse length is much larger than the time scale of
heat conduction by electrons. Therefore, the electron temperature becomes quasi stationary
∂ Te/∂ t ≈ 0. When taking into account the heat conduction by the electrons, (2.30) leads to
Ti(0, t)≈ φa(t)Ci(le + lα) exp

− 1
τph

, (2.36)
with τph = Ci/Γe-ph, le being the diffusion length of the heated electrons (see [6]) and lα being
the absorption depth of the laser beam. In the case of surface absorption (lα le) and τl  τph
the maximum lattice temperature at the end of the pulse can be approximated as
Ti(0,τl)≈ φαCi le . (2.37)
It is to be noted that the general problem of (2.29) and (2.30) can only be solved numerically.
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3 Software Details
The simulation tools used during this thesis are a molecular dynamics code developed at the
former Institute for Theoretical and Applied Physics at the University of Stuttgart, called IMD
and a hydrodynamic code developed at the Joint Institute for High Temperatures at the Russian
Academy of Sciences. Though both simulation tools were used for the same purposes during
this thesis, their structures and capabilities differ vastly.
3.1 Molecular Dynamics and IMD
IMD was developed by the former Institut für Theoretische und Angewandte Physik at the uni-
versity of Stuttgart. It was initially designed to provide an open source tool for simulating
quasi-crystals using the molecular dynamic formalism but has been expanded ever since to
provide functionality beyond its initial purpose. It provides a simulation model for classical
molecular dynamics in two or three dimensions and is designed to make use of multi-core sys-
tems such as super computers or modern desktop computers to distribute its calculation load.
The informations presented in this part can be found at [8] and [9].
3.1.1 Molecular Dynamics - Basics
Molecular dynamics in general is used to simulate point like particles, that are assigned spatial
coordinates and vectorial velocities, whose interactions are calculated via interaction potentials.
All relevant properties of the particle interactions have to be included in these potentials to
ensure the simulation to be as close to reality as possible. The potentials used in this thesis are
tailored towards the interactions in simple metals like aluminium and gold and are based on
the Embedded Atom Model. These potentials take into account the interactions between an atom
and its closest neighbours, while introducing a cut-off for longer ranges, thus creating a multi-
body problem that can only be solved numerically. For any given atom inside such a system this
EAM-potential can be described as
Vi =
1
2
∑
i j,i 6= j
φ(ri j) + F
 ∑
j
ρ(ri j)
!
, (3.1)
where φ contains the interaction between the cores of atoms i and j and F describes the inter-
action of the electron hull of atom i with all its neighbours while influenced by the local electron
density ρ(ri j). In the case of aluminium the behaviour of these three functions is shown in Fig.
3.1.
From these potentials the forces acting on each atom can be calculated using
F= −∇V (r). (3.2)
In molecular dynamics these forces are used to solve Newton’s equations of motion by using
so called integrators, which solve these equations of motion for every time step. IMD, which is
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(a) Core-Core potential φ
(b) Electron hull potential F
(c) Local electron density ρ
Figure 3.1: Behaviour of the core to core and electron hull potentials as well as the electron
density comprising the EAM-potential for Aluminium as presented in [10]
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the molecular dynamics code used during this thesis, utilises a leapfrog integrator scheme for its
calculation:
r(t +∆t) = r(t) +
∆t
m
p(t +
1
2
∆t), (3.3)
p(t +
1
2
∆t) = p(t − 1
2
∆t) + F ·∆t. (3.4)
3.1.2 Two Temperature Model in IMD
The laser-matter interaction in IMD can be calculated using the Two Temperature Model de-
scribed in 2.3 thus using equations (2.29) and (2.30) to calculate the energy transport in the
system. These equations, however, describe the energy transport only in continuum mechanics
while IMD is calculating interactions in a model of discrete point-like elements such as atoms.
To avoid this issue the electron system is calculated in a finite difference scheme (FD) emulat-
ing a continuum to solve (2.29) while the ionic system is calculated in the molecular dynamics
environment, thus leading to a hybrid model of the form
Ce(Te)
∂ Te
∂ t
=∇[κe∇Te]− Γe−ph(Te − T ) +Q(r, t), (3.5)
mi
∂ 2ri
∂ t2
= Fi + ξmivi
T , (3.6)
where (3.5) calculates the electron temperature in the FD system, while (3.6) describes the
forces acting on the atoms in the MD system, caused by the energy exchange between the
electron and the ion system, where mi and ri are the mass and position of the i-th atom in
the molecular dynamics ensemble. The force Fi is derived from the inter-atomic potentials (see
(3.1)) and a thermal velocity vi
T = vi−vCM is introduced which relates the velocity of each atom
vi to the center of mass velocity vCM of the atoms inside the FD cell. The coupling between the
FD and MD system is done by a modified coupling parameter
ξ=
1
n
∑n
k=1 Γe−phVN (Te,k − T )∑
j m j(v
T
j )2
. (3.7)
The FD system is evaluated more often than the MD system, with n being the number of FD
time steps done during one MD time step. k is used to sum over all FD time steps while j is used
to sum over all atoms inside the FD cell. To prevent the MD system to draw to much or to few
energy out of the FD system a condition for the number of FD steps compared to one MD step
has to be met.
n≥ 2∆tκe
χFDmin[Ce]
, (3.8)
∆t being the time of one MD time step, χFD the minimum thickness of one FD cell and min[Ce]
the minimum electron heat capacity during the simulation.
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3.1.3 Transport Properties
The key parameters describing the energy transport from the electron subsystem into the ion
subsystem as shown in (3.5) and (3.6) are the heat capacity of the electron system Ce, the
thermal conductivity of the electron system κe and the coupling parameter between the two
subsystems Γe-ph. These parameters are assumed to be temperature dependent, their implemen-
tation in IMD however is
• Ce(T )→ γ · T ,
• κe(Te)→ κe = constant,
• Γe-ph(Te, Ti)→ Γe-ph = constant.
The results from this implementation have shown to be in good agreement with experiments
for laser pulses in the femtosecond range and low fluences, however, diverge from experimental
data for pulse lengths of picoseconds and longer.
3.1.4 Optical Properties
The temporal course of the laser fluence in IMD follows a gaussian function, where the peak
intensity laser_sigma_e and the half duration of the laser pulse laser_sigma_t are defined in the
parameter file. This fluence is the one just below the surface, thus all optical effects outside
of the material and at the surface are neglected, e.g. reflection. Absorption in the material is
treated by the Lambert-Beer law (2.13) with a constant optical absorption coefficient α.
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3.2 Hydrodynamics and Polly-2T
Polly-2T was developed at the Joint Institute for High Temperatures at the Russian Academy of
Sciences in Moscow. It was designed as a dedicated tool for simulating laser-matter interaction
in a hydrodynamic formalism utilising a wide-range numerical model which was developed on
the basis of the two temperature model including heat transport, ionisation, plasma expansion,
electron-ion collisions and two-temperature equations of state for the irradiated material. The
source for this chapter was [11].
3.2.1 Governing Equations
Polly-2T uses a set of conservation equations written in a one dimensional Lagrangian form and
using the two temperature model described in Sec. 2.3.
∂ V
∂ t
− ∂ u
∂m
= 0, (3.9)
∂ u
∂ t
+
∂ (Pi + Pe)
∂m
= 0, (3.10)
∂ ee
∂ t
+ Pe
∂ u
∂m
= −γei(Te − Ti)V +QLV + ∂
∂m

κ
∂ Te
∂ z

, (3.11)
∂ ei
∂ t
+ Pi
∂ u
∂m
= γei(Te − Ti)V, (3.12)
with V being the material specific volume, m the mass coordinate, t the time, z the spatial
coordinate, u the velocity, Pe and Pi the electron and ion pressure respectively and ee and ei
the specific energies of the electrons and ions. The parameters from the TTM include γei as the
coupling coefficient between the electron and ion system, the electron thermal conductivity κ,
the temperatures of the electron (Te) and ion (Ti) system and the source term QL describing
the energy deposition by absorption of the laser light in the conduction band of the irradiated
metal.
3.2.2 Two Temperature Model in Polly-2T
In Polly-2T the TTM has been implemented by the afore mentioned governing equations in the
form of (3.11) and (3.12), though heat capacity for the electron and ion subsystems have been
moved into the EOS. The thermal conductivity of the ions is neglected due to the rather low
contribution compared to the electron thermal conduction.
3.2.3 Transport Properties
To calculate the energy transported from the electron system into the ion system Polly-2T utilises
a wide-range model to describe the key parameters governing this transport over a wide range
of temperatures. In this wide-range model it is assumed that the transition of the material
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from the metal phase into the plasma phase occurs in the vicinity of the Fermi temperature TF .
Under this assumption the thermal conductivity can be written as an interpolation between the
behaviour in the metal phase and the behaviour in the plasma phase:
κ= κpl + (κmet − κpl)e−At4Te/TF , (3.13)
with At4 = 1.2, the conductivity in the plasma phase κpl , the conductivity in the metal phase
κmet and the electron temperature Te. In the metal phase κmet can be calculated according to
the Drude-formalism as
κmet =
pi2k2Bne
3meνeff,t
Te, (3.14)
with the electron concentration ne, the electron mass me, the electron temperature Te and the
effective collision frequency νeff,t. This frequency is defined as
νeff,t =min[νmet ,νmax], (3.15)
νmet =
At1kBTi
~
+
At2kBT
2
e
TF~
, (3.16)
νmax ,p =
At3
r0
√√√v 2F + kBTe
me
, (3.17)
where At1 = 2.95, A
t
2 = 0.5 and A
t
3 = 0.16, Ti is the ion temperature, r0 is the interatomic
distance and vF is the Fermi speed of electrons.
In the plasma phase κpl can be calculated as
κpl =
16
p
2kB(kBTe)5/2
pi3/2Ze4
p
meΛ
, (3.18)
where Z is the mean charge of the ions, e is the elementary charge and Λ is the Coulomb
logarithm.
The coupling parameter γei then follows as
γei =
3kBme
mi
neνeff,g, (3.19)
with the effective frequency, defined as νeff,g =min[νmet,g,νmax,g,νpl]. The maximum frequency
and the frequency in the metal phase can be calculated similar to (3.16) and (3.17), with
empirical parameters Ag1 = 50.0, A
g
2 = 20 and A
g
3 = 0.25. Plasma frequency νpl can be described
by
νpl =
4
3
p
2pi
Znee
4Λp
me(kBTe)3/2
. (3.20)
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3.2.4 Optical Properties
Polly-2T uses the same wide-range model used for the thermal conductivity (3.13) to calculate
the electric permittivity of the target material ε as an interpolation between εmet in the metal
phase and εpl in the plasma phase
ε= εpl + (εmet − εpl)e−Ap4Te/TF , (3.21)
where the permittivity in the metal phase is composed of the band-to-band contribution εbb
which read from a table and an intraband term
εmet(ωL,ρ, Ti, Te) = εbb + 1− nencr(1+ iνeff,p/ωL) , (3.22)
where ωL is the frequency of the laser, ρ is the density of the material and ncr is the critical
concentration of electrons. The effective frequency of collision νeff,p can be calculated according
to (3.15) - (3.17). The parameter Ap1 = 4.41 has been adjusted to match experimental values at
room temperature, while Ap2 = 0.8, A
p
3 = 0.7 and A
p
4 = 0.2 have chosen to describe experiments
on self reflectivity.
In the plasma phase, for temperatures far above the Fermi one, the permittivity can be calculated
as
εpl(ωL,ρ, Te) = 1− nencr

K1(ξ)− i
νpl
ωL

K2(ξ)

, (3.23)
where K1(ξ) and K2(ξ) are empirical values with ξ= 3
p
pi
νpl
4ωL
.
Calculations of laser absorption and reflectivity are done using wave optics, especially the
Helmholtz equations for linear materials, (2.22) and (2.23). It is assumed that n = pεr for
non-magnetic materials and a depth dependent ε(z) is introduced leading to a z-dependent for-
mulation for the electric and the magnetic field in the case of S-polarisation and P-polarisation
respectively:
∂ 2E
∂ z2
+ k20[ε(z)− sin2 θ]E = 0, (3.24)
∂ 2B
∂ z2
+ k20[ε(z)− sin2 θ]B − lnε(z)∂ z
∂ B
∂ z
= 0, (3.25)
where E is the single component electric field envelope E(z, t) ≡ Ey(z, t), B is the single com-
ponent magnetic field envelope B(z, t) ≡ By(z, t) and k0 = (ωL/c) {sinθ , 0, cosθ}. With these
equations for the electromagnetic field components the source term in (3.11), describing the
absorption of the laser field, can be written as
QL(z) =
ωL
8pi
Im[ε(z)] |E(z)|2 , (3.26)
with |E|2 = Ey2 for S-polarised beams and |E|2 = |Ex|2 + |Ez|2 for P-polarised beams, by using
the correlation between the electric and the magnetic field components
Ez = −By sinθ
ε
, (3.27)
Ex = − i
εk0
∂ By
∂ z
. (3.28)
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The electric field is calculated from the fluence via the intensity, where the temporal profile of
the fluence is read from the parameter file.
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3.3 Summary - Comparison of IMD and Polly-2T
Though both programs can be used to simulate the interaction of laser beams with matter,
IMD and Polly-2T utilise completely different frameworks. The essential differences are in the
physical description used in the codes, IMD uses a classical molecular dynamics approach, which
deals with point like particles and the classical forces acting on them via interaction potentials,
while Polly-2T uses hydrodynamics, that use the description of continuum mechanics, where the
interactions are calculated by the equations of state under the constraints of conservation laws.
This also leads to different implementations of the Two Temperature Model, as the original
formulation (2.29) (2.30) is done with macroscopic parameters and thus fits the hydrodynamic
approach of Polly-2T while in IMD certain modifications have to be included (3.6) to account for
the microscopic formulation of molecular dynamics. Polly-2T also uses a wide-range model to
calculate the transport parameters of the TTM (3.13) and (3.19) while in IMD it is assumed that
these parameters are constant. On the optics side IMD features the Lambert-Beer law to describe
the absorption of laser energy in the material, while Polly-2T uses the Helmholtz equations to
describe reflection and absorption of the laser field and also introduces a wide-range model
to calculate the electric permittivity (3.21). The temporal profile of the fluence in IMD is that
of a gaussian, while Polly-2T offers the possibility to use different pulse shapes as they can be
defined by the user in the parameter file.
Table 3.1: Comparison between IMD and Polly-2T
Feature IMD Polly-2T
Physical description in Interaction potentials EOS
Formalism discrete elements continuum mechanics
TTM macroscopic/microscopic hybrid macroscopic
electron thermal conductivity κe constant wide-range model
coupling coefficient γei constant wide-range model
optics absorption reflection + absorption
laser absorption Lambert-Beer law Helmholtz equations
electric permittivity ε n.a. wide-range model
temporal fluence profile gaussian user defined
The differences between the two codes become obvious when comparing TTM and absorption
parameters at room temperature for IMD and Polly-2T, Tab. 3.2.
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Table 3.2: Comparison of TTM and absorption parameters in IMD and Polly-2T at room temper-
ature 300 K, λ= 1064 nm . [4], [11]
Parameter IMD Polly-2T
absorption coefficient α

1
m

1 · 108 1.26662 · 108
electric permittivity ε n.a. −111.876+ 37.1745 i
electron thermal conductivity κe

J
smK

235 359.75
coupling parameter γei

J
sm3K

5.69 · 1017 3.8 · 1017
electron heat capacity ce(Te)

J
m3K

135 · Te in EOS
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4 Approach for an Upgrade of IMD
The goal for upgrading IMD is to enhance the validity of its simulation of laser matter inter-
action beyond the range of femtosecond laser pulses. The current version of IMD, however,
lacks certain essential features to accomplish that, as shown in Tab. 3.1. Polly-2T, on the other
hand, supports these features, but is only capable of a one dimensional representation of the
interactions. Since IMD can be used for one-dimensional as well as three-dimensional calcula-
tions, Polly-2T will serve as a basis for validating the results gained by the upgraded version of
IMD in one-dimensional mode. To gain a valid comparison between these two rather different
codes, Polly-2T has to be downgraded to deactivate some of its higher features, while IMD is
upgraded stepwise to include the required features. As IMD progresses to include more of the
above mentioned features, the downgrades in Polly-2T will be deactivated again to match the
new capabilities of IMD.
Table 4.1: Simplified feature overview prior to the upgrade
Feature IMD Polly-2T
Surface optics (Fresnel equations) × Ø
iterative calculation of ε × Ø
iterative calculation of γei and κe × Ø
ionisation states × Ø
Three essential milestones and one optional have been defined for the upgrade of IMD.
4.1 Cold Reflectivity
Cold reflectivity describes the fixed reflectivity of the material at room temperature. This up-
grade introduces the incidence angle of the laser beam θ as a new feature in IMD as well
as the polarisation of the laser beam and the reflectivity of the material surface R. This is
done by using the Fresnel equations for both polarisation types and complex refraction indices
(eqn.(2.11),(2.12)). At this step the refraction index does not change and is set during the start
of the simulation. To validate the results of this upgrade, the iterative calculation of the ma-
terial permittivity ε and the TTM parameters κe and γei in Polly-2T is deactivated (see Tab. 4.2).
Table 4.2: Feature overview for "cold" reflectivity
Feature IMD Polly-2T
Surface optics (Fresnel equations) Ø Ø
iterative calculation of ε × ×
iterative calculation of γei and κe × ×
ionisation states × Ø
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4.2 Dynamically Changing Reflectivity
This upgrade builds on the cold reflectivity and uses a tabulated evolution of the refraction index
to simulate the dynamic changes of the refraction index and, therefore, the reflectivity during
runtime. To validate this upgrade, the table, listing the evolution, is generated using Polly-2T
while its iterative calculation of κe and γei is deactivated and the results are compared (see Tab.
4.3).
Table 4.3: Feature overview for dynamically changing reflectivity, with o denoting a partially
implemented feature (see above)
Feature IMD Polly-2T
Surface optics (Fresnel equations) Ø Ø
iterative calculation of ε o Ø
iterative calculation of γei and κe × ×
ionisation states × Ø
4.3 Temperature-dependent Energy Absorption
As seen in equations (3.21),(3.22) and (3.23), the permittivity and thus the refraction index
in the Two Temperature Model is dependent on the electron and ion temperature, the laser
frequency and the local density. In this upgrade step these parameters are calculated for each
FD-cell during each simulation step and used to derive the refraction index and calculate the
amount of laser-energy absorbed in each cell. At this point only the calculations of the electron
heat conductivity and the TTM coupling constant are deactivated for Polly-2T as shown in Tab.
4.4.
Table 4.4: Feature overview for temperature dependent reflectivity
Feature IMD Polly-2T
Surface optics (Fresnel equations) Ø Ø
iterative calculation of ε Ø Ø
iterative calculation of γei and κe × ×
ionisation states × Ø
4.4 Optional Goal
If there is enough time after these upgrade steps, the same methods used in the third upgrade
step can be used to enable IMD to iteratively calculate the κe and γei according to (3.13) and
(3.19). A comparison between IMD and the original version of Polly-2T should now only result
32
in differences caused by the loss of kinetic energy due to ionisation, which would still be missing
in IMD (see Tab. 4.5), since the current interaction potentials don’t support ionisation states in
their calculations.
Table 4.5: Feature overview for optional goal
Feature IMD Polly-2T
Surface optics (Fresnel equations) Ø Ø
iterative calculation of ε Ø Ø
iterative calculation of γei and κe Ø Ø
ionisation states × Ø
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5 IMD Bugs
In [4] it was discussed, that IMD simulations yield considerable deviations to Polly-2T for higher
fluences and longer pulse durations. This was attributed to the interaction potentials in IMD be-
ing developed for states adjacent to the normal state and not considering the plasma state, as
well as the missing implementation of the ionization process in IMD and therefore no reduction
in the systems thermal or kinetic energy due to changes in the ionization states. These higher
kinetic energies in IMD lead to particles reaching velocities beyond the capabilities of the poten-
tials, resulting in errors ending the simulations.
During this thesis the absorbed energy of the simulations performed for [4] was analysed by
calculating the change in total energy of the system
Eabs = Epot + Eth + Eel − Einit (5.1)
where Epot is the potential energy of the system, Eth the thermal energy of the lattice structure,
Eel the energy stored in the electronic part of the two temperature model and Einit the initial
energy of the system at the start of the simulation. The absorbed energy of beams with a pulse
duration of τ= 500 fs, with its contributions to the total energy is illustrated in Fig. 5.1, though
the behaviour for pulse lengths of 50 fs and 5 ps is similar. Fig. 5.1 shows that although the
absorbed energy is specified in the parameter file by the values indicated with the input-line,
the energy gain of the simulation is higher and the deviations seem to be increasing with higher
fluences. Since the thermal energy is coupled to the energy in the electron system through
the two temperature model, the energy in the electron system should decrease by the same
amount the thermal energy and the potential energy are increased, thus resulting in a constant
absorbed energy after the pulse. As we can see this holds for Fig. 5.1(a) and 5.1(b) with the
exception of a small spike around the pulse maximum, while Fig. 5.1(c) still shows an increase
in absorbed energy 30 ps after the pulse and and Figures 5.1(d) and 5.1(e) show a completely
erratic behaviour in their electronic energy. Since these simulations were done using the original
IMD code, it is to be assumed, that this behaviour for higher fluences is fundamental issue of
the two temperature model in IMD and will be present in all upgrade steps. Therefore, the
results discussed in the following chapter have to be analysed while keeping this bug of IMD’s
two temperature model in mind.
Another know bug of IMD occurs while simulating larger fluences on multiple CPUs. The heating
process will accelerate some atoms to such velocities that at the beginning of the next time step
the atom has skipped one CPU in its path. This leads to an error in IMD and the simulation
crashes. The occurrence of this bug might be amplified by the bug in the two temperature
model.
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(a) Absorbed fluence Φabs = 0.18
J
cm2 (b) Absorbed fluence Φabs = 0.37
J
cm2
(c) Absorbed fluence Φabs = 0.74
J
cm2 (d) Absorbed fluence Φabs = 1.49
J
cm2
(e) Absorbed fluence Φabs = 2.97
J
cm2
Figure 5.1: Energy distribution for simulations in [4], with τ= 500 fs and irradiated surface area
of A= 400 nm2. input gained from Polly-2T simulation.
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6 Results
Following the outlined approach in Ch. 4, the upgrade was carried out in steps. Each step
implemented further modifications to the IMD code to include the Fresnel equations and
the wide-range model for the electric permittivity, the electron thermal conductivity and the
electron-phonon coupling. This is followed by simulations in IMD and Polly-2T with compa-
rable parameter sets to verify the results obtained with the upgrade by using Polly-2T as the
benchmark.
6.1 Cold Reflectivity
During the first upgrade step (see Sec.4.1), minor changes were applied to the function reading
the input parameters and a method was implemented to calculate the absorbed energy from the
laser fluence by considering losses due to reflection. To simplify the work flow of setting up a
simulations in IMD and Polly-2T a utility tool for generating the required parameter files was
created using Wolfram Mathematica.
6.1.1 IMD Upgrades
In the initial version of IMD the absorbed fluence sigma_e was directly specified in the parameter
file, requiring the user to calculate the reflectivity and thus the effectively absorbed fluence
before the simulation could be started. To begin the upgrade, a variety of new parameters have
been defined:
• laser_fresnel = on or off, to switch between the original code and the upgraded version,
• laser_polarisation = polarisation of the laser beam, either s or p,
• laser_phi = output fluence of the laser, in J/cm2,
• laser_nreal = real part of the complex refraction index of the irradiated material,
• laser_nimag = imaginary part of the complex refraction index of the irradiated material
and
• laser_theta = incidence angle of the laser beam in degree.
With these parameters the reflectivity of the material surface is calculated using the Fresnel
equations for non-magnetic materials (2.11) and (2.12). The influence of incidence angle and
polarisation on the reflectivity are shown in Fig. 2.4. The incidence angle of the beam also
influences the effective fluence at the surface, called surface fluence Φsurf, by an increase of the
spot size at larger angles. The result is a decrease in the surface fluence, which can be calculated
using Φsurf = Φlaser ·cosθ . This so-called spot size correction was implemented in IMD during the
first test runs of the upgrade. After the first test runs it was decided to move this feature into the
parameter file generator and change the upgraded IMD code to directly use the surface fluence
as input parameter.
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The absorbed fluence is then calculated from the surface fluence by Φabs = (1−R) ·Φsurf. For the
implementation of the Fresnel equations and accompanying parameters see App. ??. To reduce
complications during parsing the energy into the FD cells, the original framework was kept
intact. Also all parameters were converted into IMD units (see Tab. 10.1) to keep consistency
of the unit system throughout the code.
To be able to start simulations with different parameter sets, the parameters from the list above
were included as new parameters in the parameter file. This was achieved by using the existing
framework of IMD to read the new parameters from the file and parse them to the appropriate
functions.
6.1.2 Polly-2T Downgrades
To have a benchmark for the results generated with the upgraded version of IMD, a number of
features in Polly-2T had to be deactivated. The first feature to be shut down, was the temper-
ature dependent calculation of the permittivity ε. This was achieved by implementing a new
parameter in the Polly-2T parameter file, similar to the IMD parameter laser_fresnel, used to
switch between the unmodified code and the upgrade. The switch in Polly-2T was done by
overloading the function calculating the permittivity, to return a constant ε if it was called with
additional parameters including the complex refraction index and calculating ε from this n.
To further increase the comparability of the modified IMD code with Polly-2T, the heat conduc-
tivity κ and TTM-coupling parameter γei were also set as constants by defining them in the
parameter file.
A modification to the parameter read-out function was also required to ensure the new param-
eters were read correctly.
6.1.3 Parameter File Generator
Since the number of options and parameters required to start an IMD simulation can be rather
extensive a solution to procedurally generate parameter files was devised. The Param-file-
generator was written in Mathematica and provides a graphical interface with procedural gen-
erated windows. The user has to specify which options he wishes to use in the simulation, the
file-generator will only ask for the general IMD parameters and the parameters required for the
chosen options. To further increase user friendliness pre-sets can be defined, loaded and altered.
The script facilitates quality management by printing the user’s name and date of generation in
the header of the parameter file as well as the version of the generator script used. The script is
capable of generating a bash-script required for analysing the IMD output data and can also be
set to generate a parameter file for Polly-2T that runs a hydrodynamic simulation with starting
parameters comparable to the IMD simulation.
6.1.4 Simulation
The goal of the Cold Reflectivity upgrade was to implement the Fresnel equations in IMD. The
simulation parameters were chosen to test this new feature. All IMD simulations were run, using
the same surface fluence, while the only varied parameters were the incidence angle and the
polarisation. Since Polly-2T uses the laser fluence as input parameter, it had to be ensured, that
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the surface fluence would be the same as in IMD. Therefore higher laser fluences were required
to compensate the drop in surface fluence for greater angles (see Tab. 6.1). To further increase
the comparability the downgrade steps for fixed permittivity, electron thermal conductivity and
electron phonon coupling were activated with
• permittivity ε= 110+ 38i
• electron thermal conductivity κe = 235
W
K m
• electron-phonon coupling parameter γei = 0.569 10−12 kWkK cm3
Table 6.1: Simulation set ups for the Cold Reflectivity upgrade. All simulations used a surface
fluence Φsurf = 0.74 J/cm2, a Gaussian pulse profile with a pulse length τ = 50 fs
and a complex refraction index of 1.38+ 10i. Varied parameters were the incidence
angle θ and the polarisation. The table also includes the absorbed fluences in IMD
and Polly-2T.
Simulation θ Pol. Φlaser Φabs,IMD Φabs,Polly-2T
[◦] [J/cm2] [J/cm2] [J/cm2]
Sim_th0 0 s 0.74 0.050 0.039
Sim_th20p 20 p 0.79 0.053 0.041
Sim_th20s 20 s 0.79 0.047 0.036
Sim_th40p 40 p 0.97 0.066 0.050
Sim_th40s 40 s 0.97 0.037 0.030
Sim_th60p 60 p 1.48 0.100 0.074
Sim_th60s 60 s 1.48 0.024 0.020
Sim_th80p 80 p 4.26 0.228 0.157
Sim_th80s 80 s 4.26 0.008 0.007
Fig. 6.1 shows the behaviour of the relative absorbed fluence as expected from the Fresnel
equations. If the implementation of the reflectivity according to the Fresnel equations has been
successful, the absorbed energies of both simulation tools should follow the behaviour described
by equations (2.11) and (2.12).
6.1.5 Data Analysis
To analyse the simulation data generated with IMD and Polly-2T, post processing is necessary as
both simulation tools generate vast amounts of data. Since the focus is on the absorbed fluence,
the parameter needed to be compared for our simulations is the change in the total energy of
the simulated system. Due to the use of periodic boundary conditions in IMD, we can assume
our ensemble to be a closed system, thus any energy induced by the laser beam should stay
within the system. The first test runs used the IMD option pdecay, which serves as a sink for
kinetic energy of the particles deep in the target, to reduce the amplitude of pressure waves
and their reflection at the back surface of the target. This is needed for longer simulations to
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Figure 6.1: Comparison of the degree of absorption predicted by the Fresnel equations and cal-
culated with IMD and Polly-2T.
emulate infinite target depth, since the simulations in this thesis have short simulation times
during which the pressure waves do not reach the back surface of the 650 nm deep target, the
option was deactivated to better analyse the energy distribution of the system.
IMD generates .eng files which list for every simulation step how the energy is distributed among
the potential energy, the thermal energy of the atoms, which is calculated from their kinetic
energy and the thermal energy of the electron system in the two temperature model. By sub-
tracting the starting energy of the system from the total energy, one can plot the evolution
of the induced energy corresponding to the absorbed beam energy using equation (5.1). The
corresponding absorbed fluence Φabs can be calculated using
Φabs = Eabs/Atarget (6.1)
where Atarget is the surface area of the irradiated target. In Polly-2T the absorbed fluence can
be read from one of the output files (name_pulse.dat). By dividing the absorbed fluences of
Tab. 6.1 by the incident surface fluence of Φsurf = 0.74 J/cm2, the data can be compared to
the behaviour of the Fresnel equations for different incidence angles and polarisation. Fig.
6.1 shows that the downgraded version of Polly-2T with its deactivated wide-range model for
permittivity, electron thermal conductivity and electron-phonon coupling follows the behaviour
of the Fresnel equations very accurately. The absorbed energy gained with the upgraded version
of IMD shows some deviations from the theoretical values. For s-polarisation the values are
slightly elevated compared to the theory and Polly-2T, where deviations for p-polarisation seem
to be even more elevated. However, this is in agreement with the findings in Ch.5, where we
discovered, that IMD will exhibit a bigger error in the absorbed energy with increasing fluence.
Since the Fresnel equations lead to increased absorbed fluences for p-polarisation and incidence
angles up to ≈ 85◦, the deviations from Polly-2T and the theoretical model can be attributed
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(a) Electron temperature IMD (b) Electron temperature Polly-2T
(c) Energy gain of the IMD simulation
Figure 6.2: Comparison between the evolution of the electron temperature Tel in IMD and Polly-
2T and the energy gain of the IMD simulation with its contributions, at an incidence
angle of 60◦ and p-polarisation.
to the implementation of the two temperature model in IMD and its problems with handling
higher fluences.
By comparing the evolution of the electron temperatures of IMD and Polly-2T, we can see that
even though Polly-2T uses fixed electron thermal conductivity and electron-phonon coupling
with values equal to those in IMD, it takes the IMD simulation far longer to dissipate thermal
energy from the electron system than in Polly-2T (see Fig. 6.2(a) and Fig. 6.2(b)). From Fig.
6.2(c) we see, that the electron energy of the two temperature model is still increasing at the
end of the simulation. Since the electron temperature is directly linked to the electron energy
of the two temperature model, we can assume, that the increase of electron energy discussed
in Ch.5 and seen in Fig. 6.2(c) is the cause of the observed severe discrepancy between the
behaviour of the electron temperature for IMD and Polly-2T, as both simulations use the same
thermal conductivity and electron-phonon coupling coefficients.
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6.1.6 Conclusion
The data from Fig. 6.1 indicate that the implementation of fixed angular and polarisation depen-
dent reflectivity in IMD was successful. IMD simulations now reproduce the general behaviour
of the Fresnel equations and Polly-2T in its downgraded state, though the amount of energy
gained in IMD is always larger than predicted by Polly-2T and the Fresnel equations. However,
this discrepancy can be attributed to the problems IMD encounters at higher fluences as dis-
cussed in Ch.5. We see that the fluence Φsurf = 0.74 J/cm2, which was used for the test of the
cold reflectivity upgrade, is an intermediate case where the electron energy already starts to
increase even after the pulse, yet is not doing so in the severity as observed for higher fluences.
Thus, we see a qualitative agreement between IMD and Polly-2T, yet discrepancies in the quan-
titative behaviour of the two simulation tools.
Further differences between the evolution of the electron temperature in IMD and Polly-2T
should arise from the different implementation of the thermal capacity, however, the temper-
ature behaviour in IMD seems to be largely dominated by the bug in the two temperature
model.
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6.2 Dynamic Reflectivity
For the second upgrade step the time dependence of the reflectivity for a given parameter set
was extracted from a Polly-2T simulation with fixed κe and γei. This could be done by loading
the output file of Polly-2T containing the evolution of optical parameters into Origin and then
exporting the columns containing the time stamp and the reflectivity. For future applications
a script utilizing the Linux Bash was devised that can read a given Polly-2T output file and
generate the required table for the use in IMD. IMD was then upgraded to read these reflectivity
values and modulate the laser fluence similar to the previous upgrade step. This step served as
a test to see how a variable reflectivity would affect the IMD simulations and if further upgrade
steps would be feasible.
6.2.1 IMD Upgrade
To use the tables containing the reflectivity a new parameter had to be implemented in the
parameter file, specifying the name of the file holding the reflectivity table. The next step was to
write a function that would read the table and save its content into a data structure which can be
accessed during the simulation. This function is called get_TSV_data and can recognize the unit
of the time column if it is given in the header. It then converts the time data into femtoseconds
and saves time and associated reflectivity in an array structure. The next function required for
this upgrade is an interpolation function that utilizes a linear interpolation scheme to calculate
the reflectivity for any given time using the data in the array. At this point it became apparent
that the implementation of the dynamic reflectivity could not be done at the same point the
previous upgrade had been implemented. To increase clarity of the code a new implementation
was done in a part of the code that is called every time step and not just at the beginning of
the simulation as in the previous upgrade step. A switch function was then used to allow for
switching between the different upgrades and the unaltered IMD calculation from the parameter
file (see Fig. 6.3). This upgrade relies heavily on the use of Polly-2T in advance, as the given
evolution of reflectivity holds true only for a specific combination of laser fluence, pulse length,
incidence angle and polarisation.
6.2.2 Simulation
Simulations for this feature were done by first running a Polly-2T simulation with the desired
surface fluence Φsurf, pulse length τ, incidence angle θ and polarisation. The file containing
the reflectivity data (name_pulse_0.dat) is then processed by the shell-script (Reflectivity.sh) to
extract only the reflectivity data and the time stamp for each reflectivity value. This new file
is named like the simulation it is taken from and has the extension .rfl. This rfl-file is then
specified in the IMD parameter file. Since the upgraded IMD code will calculate the energy
absorbed in the material by using the reflectivity obtained from Polly-2T it is assumed to be
sufficient to have one working simulation, to prove that the reading and application of the
reflectivity data is working as intended. The parameters chosen for this simulation were a laser
fluence of Φlaser = 0.74 J/cm2, a pulse length of τ = 500 fs, an incidence angle of θ = 0◦ and
s-polarisation.
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Figure 6.3: Structure of the upgraded laser energy allocation during the dynamic reflectivity up-
grade step.
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(a) Evolution of aluminium reflectivity calcu-
lated with Polly-2T.
(b) Comparison of the energy profiles for
IMD with dynamic reflectivity and cold reflec-
tivity.
Figure 6.4: Influence of dynamic reflectivity on an IMD simulation with a surface fluence of
Φsurf = 0.74 J/cm2 and pulse length of τ= 500 fs.
6.2.3 Data Analysis
Fig. 6.4(a) shows the evolution of the reflectivity Polly-2T generates with the given parameter
set. As expected the reflectivity drops due to material heating during the pulse. At the pulse
maximum (0 in Fig. 6.4(a)) the reflectivity has dropped from 94.3% to 86.9%. This leads to
higher energy absorption during the pulse compared to a constant reflectivity at room tempera-
ture. Fig. 6.4(b) shows this behaviour for an IMD simulation with the cold reflectivity upgrade
and IMD with the dynamic reflectivity upgrade.
To check if the absorbed energy in the downgraded version of Polly-2T is influenced by other
factors than the reflectivity, the evolution of the time dependent reflectivity values obtained
from the simulation is multiplied with the time dependent function of the beam intensity. Since
these theoretical predictions are virtually identical to the Polly-2T results, we can assume the the
evolution of the absorbed energy in Polly-2T is dominated by the behaviour of the reflectivity.
In Fig. 6.4(b) we can see that during the pulse (τ = 500 fs) the absorbed fluence in IMD
with dynamic reflectivity is closer to the absorbed fluence of Polly-2T than the cold reflectivity
version. The rise in absorbed fluence after the pulse in IMD with dynamic reflectivity can be
attributed to the influence of the TTM bug encountered at higher fluences.
6.2.4 Conclusion
The data generated with this upgrade shows, that the implementation of a time-dependent
reflectivity in IMD produces higher energy gains than the same simulation with cold reflectivity.
The upgraded IMD code follows the behaviour established by the downgraded Polly-2T code
and the theoretical prediction with some deviations due to the bug in the two temperature
model. This leads to the conclusion, that the implementation of a time dependent reflectivity
in IMD has been successful and the implementation of the wide-range model for calculating the
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absorption coefficient and reflectivity is a viable next step. The data also shows, that even for
pulses with relative short pulse lengths of a few hundred femtoseconds, the allocated energy
is influenced by the changes in the reflectivity. Due to the coupling time between the electron
and ion system the discrepancy between cold reflectivity and dynamic reflectivity is assumed to
increase with the pulse length. A more quantitative analysis of the IMD data is still prevented
by the bug in the two temperature model, as the electron energy again shows an unphysical
increase after the pulse.
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6.3 Temperature-Dependent Energy Absorption
The third upgrade step required extensive changes to the IMD code, concerning the way energy
absorption is handled as well as the structure of the cells used in the finite difference part of the
two temperature calculation. For this a new method for allocating the beam energy to each cell
was devised, the methods for calculating the electric permittivity according to the wide-range
model, equations (3.21) - (3.23) as well as several supporting functions were implemented and
the constructor for the FD-elements had to be adjusted to accept the real and imaginary part of
the permittivity as additional values of a FD-cell.
6.3.1 Upgraded Energy Absorption Scheme
In the original version of IMD energy absorption was handled by calculating the depth of every
FD-cell inside the bulk material and using the Lambert-Beer law to calculate the amount of en-
ergy reaching the cell at its current depth.
This, however, assumed a constant absorption coefficient along the depth of the material. Con-
sidering the inhomogeneous spatial distribution of temperature in the target and the resulting
spatial dependence of the permittivity, the absorption coefficient can not be assumed constant
if the wide-range model for the permittivity is to be implemented.
To derive a new scheme for the energy allocation with varying absorption values, we start from
the Lambert-Beer law, since a constant absorption coefficient should still reproduce the old
results. We then split the continuous depth d into n parts of equal length ∆d.
e−µ d = e−µ n∆d (6.2)
= e−µ (∆d +∆d + ...) (6.3)
= e−µ∆d · e−µ∆d · e−µ∆d · ... (6.4)
From (6.4) we can see that if we assume n to be the number of cells the beam has to pass
through and ∆d to be the length of one cell, we can assign one Lambert-Beer like term to every
cell beginning with the first cell. Following this, each cell can be assigned a different absorption
coefficient and by iteratively calculating the remaining beam energy we can get the energy at
any given cell along the absorption path (see Fig. 6.5).
(a) Original IMD scheme
(b) Upgraded scheme
Figure 6.5: Schematic of the beam absorption in the original IMD and the upgraded version.
To implement this iterative approach into the three dimensional grid structure of the FD-cells,
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a scheme was devised that assumes the absorption path to be oriented only in the X direction.
For each Y-Z-coordinate the scheme initializes the beam energy at the surface cell of the bulk
material and calculates the reflection using Fresnel’s formulas. Incidence angle and polarisation
are read from the parameter file, while the complex refraction index is calculated from the
permittivity of the cells and the laser wavelength. This excludes ablated material from the
energy allocation process since the beam will only be initialized at the surface of the bulk. A
cell is considered a bulk cell if it possesses one active neighbour cell in each X-direction. The
reason for this is that otherwise reflection had to be calculated at every boundary, which would
have been far more time intensive and was not feasible in the time of this thesis. The method
then calculates the remaining energy after the cell, by using the scheme from (6.4) with the
absorption coefficient
µ=
4pi · ℑ pε
λ
(6.5)
which is obtained from the cell’s permittivity and the length of the cell in X direction. It will
then iterate to the next cell in X direction, use the reduced beam energy as incident energy and
again use Lambert-Beer’s law to calculate the absorption inside the cell. This is repeated until
the end of the X space is reached and the method jumps to the next Y-Z-coordinate (see Fig.
6.6).
Figure 6.6: Schematic of the iterative energy allocation method
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6.3.2 Implementation of the Wide-Range Model for ε
The implementation of the wide-range model for the electric permittivity in IMD is based on
the implementation in Polly-2T and the formulas presented in [11]. This implementation uses
additional data from two tables containing material specific coefficients. To read these tables a
general function was developed, that can import a specified number of columns from a file into
a given array.
The next step was to implement the supporting functions for the calculation of ε, these functions
calculate certain properties required during the actual wide-range calculation. They include
functions to calculate the
• Fermi energy EF ,
• Fermi temperature TF ,
• interatomic distance r0,
• plasma frequency νpl ,
• coulomb logarithm Λ,
• critical electron density ncr ,
• mass density in the FD-cell ρ and
• the mean charge in the cell Z .
These are followed by the collision frequencies (3.17), (3.16) and (3.20). For all of these
functions it is important to keep track of the unit system they work in, as Polly-2T uses CGS
most of the time, while IMD uses its own unique system (see 10.1). To achieve this, every
function for the wide-range model is written using SI units. At the beginning of every method,
the arguments are translated from IMD-units into SI and are translated back into IMD-units at
the return part of the method, this keeps the formulas in the code easily accessible, yet does not
conflict with IMD’s native unit system. The actual calculation of the wide-range model is done
by using formulas (3.21), (3.22) and (3.23).
To store the calculated epsilon values for each cell the constructor of the FD-cells had to be
upgraded to allow these structures to hold two additional parameters, the real and imaginary
part of the complex permittivity.
IMD separates its FD-cells into active and inactive ones. Where a cell counts as active if a certain
number of atoms in the cell is exceeded. The calculation of the two temperature model occurs
only in active cells, therefore the implementation of the permittivity could only be done for
active cells as well, otherwise the electron temperature of the cell would not be accessible. The
allocation of the permittivity to each active FD-cell occurs in the upgraded update method of the
two temperature module, which updates all values stored in the cell structure after each time
step.
6.3.3 Further Changes to IMD
The parameter file had to be extended again to accept the new parameters laser wavelength and
the name of the material data table. Changes were also done to the output files generated by the
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two temperature module, to have the permittivity appended to the output of every FD-cell. The
previous upgrades were kept as well, to be able to use the desired upgrade mode. The upgrade
can be chosen by setting a flag in the parameter file called laser_reflectivity_mode. This extends
the schematic in Fig. 6.3 to the one in Fig. 6.7.
Figure 6.7: Schematic of the different upgrades inside the IMD code and their respective meth-
ods of calculating the allocated energy.
* The iterative energy allocation of the third mode can be seen in Fig. 6.6.
6.3.4 Known Issues
The implementation of the new energy allocation scheme has a draw-back, as it is impossible
to use with multiple processors in its current state. In multi-processor mode IMD will distribute
certain areas of the simulation space to different CPUs. The way simulation space is distributed
can be specified in the parameter file. Since splitting in Y and Z direction caused the simulation
to crash during runtime only splitting along the X-axis is considered viable. However, that
means that every CPU along the X-axis will run the energy allocation method separately, since
no communication method for multiple CPUs could be implemented to this point. Running the
energy allocation separately, causes every CPU that contains active cells to initialize the beam
when the first active cell is encountered. The results of this missing communication can be
seen in Fig. 6.8, as each red spot depicts the initialization and allocation of beam energy in a
different CPU. The workaround for this issue was to run simulations only on a single CPU, thus
increasing the time it took a simulation to complete considerably.
A proper solution for this problem would be to implement a communication between the CPUs
using the mpi protocol IMD uses for its parallelization. This communication should verify that
the beam is only initialized once per X-lane and the remaining beam energy at the end of the
CPU is parsed to the following ones.
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(a) Energy allocation with parallelization
on 8 CPUs
(b) Energy allocation with parallelization
on 32 CPUs
Figure 6.8: First tests with the new energy allocation scheme. Simulations were done with the
same parameter sets but parallelized on a different number of CPUs.
6.3.5 Simulation
To test the implementation of the wide-range model for the permittivity in IMD, simulations in
IMD and Polly-2T were run using the same starting parameters as in [4]. The IMD simulations
used the wide-range model implementation for ε, while Polly-2T had its wide-range model for
the electron thermal conductivity and electron-phonon coupling deactivated. The IMD simu-
lations had to be run on one CPU, due to the limitations of the new energy allocation scheme
(see Sec.6.3.4). This increased the simulation time to 2.5 weeks but would counteract another
bug in IMD where large fluences would lead to atoms jumping CPUs. The bug in the TTM still
persisted in these simulations. The absorbed fluences in IMD and Polly-2T are then calculated
using (5.1) and (6.1).
6.3.6 Data Analysis
The absorbed fluences Φabs for IMD and Polly-2T can be found in Tab. 6.2. The data in this table
shows that IMD with the wide-range model for the permittivity follows a similar behaviour as
Polly-2T. By increasing the pulse duration the absorbed energy is increased. This only occurs
because the permittivity and therefore the reflectivity and absorption coefficient in IMD are now
calculated using the wide-range model. Since a longer pulse duration leaves the system more
time to react to the already absorbed energy, the increased absorption coefficient and reduced
reflectivity lead to a larger total absorbed energy.
However, comparable results only exist for low fluences and low pulse durations, as higher
fluences and thus higher absorbed energies trigger the bug in IMD’s two temperature model.
This becomes obvious in Fig. 6.9, where the IMD results deviate further from Polly-2T with
increasing surface fluences and pulse duration. Especially for 5 ps the IMD results vary vastly
from Polly-2T due to the bug affecting the energy for a longer duration than for shorter pulses.
From Tab. 6.2 we can see that for fluences of 1.49 and 2.97 J/cm2 and a pulse length of 5 ps
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Table 6.2: Simulation parameters for testing the implementation of the wide-range
model for the electric permittivity in IMD. Characterizing starting parame-
ters for IMD and Polly-2T, surface fluence and pulse duration, taken from [4].
*due to the bug in the TTM, these values were calculated by using the peak energy
gain within the 10 σt range of the pulse maximum.
Surface Fluence Φsurf Pulse duration τ Φabs,IMD* Φabs,Polly-2T
[J/cm2] [fs] [J/cm2] [J/cm2]
0.19 50 0.011 0.013
0.37 50 0.026 0.032
0.74 50 0.074 0.089
1.49 50 0.288 0.270
2.97 50 0.937 0.795
0.19 500 0.014 0.016
0.37 500 0.034 0.039
0.74 500 0.107 0.100
1.49 500 0.375 0.265
2.97 500 1.057 0.693
0.19 5000 0.024 0.018
0.37 5000 0.133 0.047
0.74 5000 0.666 0.173
1.49 5000 2.315 0.526
2.97 5000 6.205 1.189
Figure 6.9: Relative deviations of the IMD simulations from Polly-2T.
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(a) Φsurf = 0.19 J/cm2 (b) Φsurf = 0.37 J/cm2
(c) Φsurf = 1.49 J/cm2
Figure 6.10: Evolution of the complex permittivity on the surface of the target in IMD and Polly-
2T. Simulations used a pulse length of τ= 5 ps.
the absorbed fluence exceeds the incident fluence thus showing the influence of the bug in the
two temperature model.
More precise information about the validity of the wide-range model in IMD can be acquired by
comparing the permittivity data generated with the two codes. This is achieved by comparing
the temporal evolution of the permittivity on the surface of the target. However, the permittivity
data from Polly-2T is rather limited, since the output files contain only permittivity data from
within the 10σt range of the pulse maximum. Since Polly-2T simulations with τ = 50 and 500
fs will only contain data for three different time steps, these data sets are no useful basis for
a comparison. Hence the permittivity data for simulations with τ = 5 ps is compared. The
first observation from Fig. 6.10 is that IMD and Polly-2T produce the same results for material
at room temperature during the starting phase of the simulation. Figures 6.10(a) and 6.10(b)
also show a good agreement between IMD and Polly-2T for the rising flank of the permittivity
except for the temporary drop in the Polly-2T curve. This drop must be caused by a different
behaviour of one or more arguments in the TTM, i.e. the thermal energy of the electrons Te, the
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(a) τ= 5 ps, Φsurf = 0.19 J/cm2 (b) τ= 5 ps, Φsurf = 0.37 J/cm2
(c) τ= 5 ps, Φsurf = 1.49 J/cm2
Figure 6.11: Temporal and spacial distribution of material phases in Polly-2T. The dashed
line denotes the time at which the permittivity in Fig. 6.10 drops.
(0 = vacuum, 1 = solid, 2 = liquid-solid, 3 = liquid, 4 = liquid-gas, 5 = gas, -1 =
metastable solid, -2 = metastable liquid-solid, -3 = metastable liquid, -4 = metastable
liquid-gas, -5 = metastable gas)
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temperature of the lattice Ti or the density ρ. The laser wavelength can be excluded as a possible
cause, since both codes treat the wavelength as fixed. Since the drop occurs rather rapidly, the
cause must be a non-linear effect such as ablation of a material layer or a phase transition that
has a different implementation in Polly-2T than in IMD. This assumption is supported by Fig.
6.11, which shows that the rapid decay in the permittivity coincides with a phase transition
from the solid state into a mixed solid and liquid state. Since this phase transition causes the
density ρ of aluminium to drop the permittivity is affected accordingly.
A comparison between the different surface fluences in Fig. 6.10 shows that for small fluences
IMD and Polly-2T produce comparable results for the permittivity, while Fig. 6.10(c) shows an
increasing discrepancy between the imaginary part of ε in IMD and Polly-2T for higher fluences.
This is most likely caused by the bug in the two temperature model, where the thermal energy
of the electrons shows an unphysical increase. Since Te is an argument of the wide-range model
the result of the permittivity will therefore be affected by the increased energy.
6.3.7 Conclusion
Figure 6.10 shows that for low fluences the newly implemented wide-range model in IMD pro-
duces similar permittivity values as Polly-2T. Deviations caused by rapid changes in the data
from Polly-2T simulations can be linked to phase transitions. IMD seems to either lack a proper
implementation of phase transitions or utilizes a different calculation scheme with different
results. Comparability is reduced for higher fluences, since the unphysical behaviour of the
electron thermal energy discussed in chapter 5 directly influences the input parameters of the
wide-range model.
Since results for room temperature and low fluences are comparable under certain constraints
the implementation of the wide-range model for the electric permittivity is considered to be
successful. Though it would be prudent to test this implementation after a fix for the TTM bug
has been applied.
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6.4 Wide-range model for κe and γei in IMD
The wide-range model for the electron thermal conductivity κe and the electron-phonon cou-
pling coefficient γei is based on equations (3.13) - (3.20). The implementation for κe was done
parallel to the wide-range model of the permittivity, while the implementation for γei occurred
during the last simulation runs.
6.4.1 Implementation
Since the wide-range model discussed in [11] contains similar parts for the permittivity, the
electron thermal conductivity and the electron-phonon coupling, the implementation of these
functions for κe and γei is based on the implementation for ε. Most support functions needed for
the calculation of the permittivity could also be used to calculate the conductivity and coupling.
The implementation of the electron thermal conductivity included the functions to calculate
the contributions in the metallic and plasma phase and the interpolation between these states.
Further was the constructor of the TTM-elements enhanced to allocate a κe to each cell. The
static implementation of the electron thermal conductivity was then replaced by reading the
dynamic κe from the affected cell. The TTM output files were altered to additionally contain the
electron thermal conductivity of each cell. A switch in the parameter file called fd_WR allows
for switching between a constant electron thermal conductivity and the wide-range calculation.
To implement the wide-range model for electron-phonon coupling a debugging function of the
original IMD code had to be disabled since it would interfere with the change from a constant
global coupling coefficient to a time and location dependent one. Again the constructor for the
TTM-elements was modified to store the coupling coefficient of the cell. Equation (3.19) was
implemented and the output file altered to contain the coupling coefficient for every cell. The
wide-range calculation was then implemented to replace the constant γei. The upgrade was
then linked to the fd_WR parameter to switch between constant or dynamic calculation of the
transport properties κe and γei.
6.4.2 Simulation
The simulations for this upgrade step used only the wide-range model for the thermal conduc-
tivity since the upgrade of the electron-phonon coupling was still exhibiting bugs. These bugs
would lead to a freeze of the simulation after the first simulation step and time constraints
prevented the development of a solution for this problem. The simulations used the same pa-
rameter sets as in Ch.6.3.5 but with fd_WR enabled. The corresponding Polly-2T simulations
used only the downgrade for a fixed electron-phonon coupling coefficient.
6.4.3 Data Analysis
Since Polly-2T has no output file containing the distribution of the electron thermal conductivity,
the analysis of this upgrade is limited to the analysis of the absorbed fluence. Fig. 6.12 shows
the relative deviation of the absorbed fluence in IMD compared to the absorbed fluence in Polly-
2T. From the data we see that for pulse lengths of τ = 50 and 500 fs the absorbed fluences in
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Table 6.3: Simulation parameters for testing the implementation of the wide-range model
for the electron thermal conductivity in IMD. Characterizing starting parame-
ters for IMD and Polly-2T, surface fluence and pulse duration, taken from [4].
*due to the bug in the TTM, these values were calculated by using the peak energy
gain within the 10 σt range of the pulse maximum.
Surface Fluence Φsurf Pulse duration τ Φabs,IMD* Φabs,Polly-2T
[J/cm2] [fs] [J/cm2] [J/cm2]
0.19 50 0.004 0.013
0.37 50 0.009 0.029
0.74 50 0.023 0.079
1.49 50 0.075 0.255
2.97 50 0.471 0.770
0.19 500 0.005 0.015
0.37 500 0.010 0.034
0.74 500 0.027 0.085
1.49 500 0.095 0.233
2.97 500 0.386 0.647
0.19 5000 0.012 0.017
0.37 5000 0.047 0.039
0.74 5000 0.259 0.129
1.49 5000 1.081 0.449
2.97 5000 2.370 1.134
Figure 6.12: Relative deviations of the IMD simulations from Polly-2T.
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IMD with dynamic electron thermal conductivity are far lower than the results of Polly-2T. For
a pulse length of τ = 5 ps and low fluences IMD also absorbs far less fluence than Polly-2T.
This changes for higher fluences as the absorbed fluences in IMD rise faster than in Polly-2T and
almost exceed the incident fluence.
6.4.4 Conclusion
Considering the bug in the two temperature model for higher fluences a valid comparison of
the absorbed fluences is only possible for surface fluences of Φsurf = 0.19 and 0.37 J/cm2. This
upgrade shows a considerable discrepancy between the absorbed fluence in IMD and Polly-2T
for all fluences. thus leading to the conclusion that these This leads to the conclusion that either
a bug exists in the implementation of the wide-range model of the electron thermal conductivity
or the discrepancies are caused by the interactions of both wide-range models with the TTM bug
in the thermal energy of the electrons. A further study of the problems with the implementation
of κe and γei and possible fixes was prevented due to time constraints.
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7 Discussion
To validate the usefulness of the complete upgrade a comparison between the different steps
presented in Ch.6 is necessary. Fig. 7.1 shows the relative deviations (
Φabs,IMD
Φabs,Polly-2T
− 1) of the
absorbed fluences in IMD compared to the ones in Polly-2T. The cold reflectivity and dynamic
reflectivity step are both represented by a single data point. During the cold reflectivity upgrade
the focus was on the angular behaviour of the simulation and not the incident fluence and the
pulse length. Similarly, the dynamic reflectivity step was geared towards testing if the IMD code
would still produce viable results while using a time-dependent reflectivity instead of a fixed
one. This variable reflectivity leads to a higher absorbed fluence in the dynamic reflectivity
simulation. From ch.5 we would expect the deviations to increase due to the increased energy
absorption triggering the TTM bug. However, Fig. 7.1 shows that the deviation to Polly-2T
decreases while using the dynamic reflectivity upgrade. For the first and second upgrade step
we see that the absorbed fluence in IMD is larger than the one in Polly-2T.
The implementation of the wide-range model for the permittivity in IMD changes this behaviour
for lower fluences. The absorbed fluences in IMD are now lower for surface fluences below 0.74
J/cm2 yet the magnitude of the deviation is further reduced. For higher fluences and pulse du-
rations the bug in the two temperature model increasingly dominates the absorbed energy, since
the wide-range model and the absorption process are linked by thermal energy of the electrons.
A comparison between the implementation of the wide-range permittivity with the implemen-
tation of wide-range ε and wide-range κe shows that far less energy is absorbed in the system.
The simulations with WR ε feature a decreasing reflectivity during runtime due to the changes
in the permittivity. This leads to more energy being absorbed in the material. Since the thermal
conductivity is kept fix in these simulations the increased temperature in the surface dissipates
by the same amount however high Te might be. In the simulations with the additional imple-
mentation of the wide-range thermal conductivity for the electrons the thermal conductivity is
increased with increasing electron temperature. Thus more energy is dissipated from the surface
than with fixed κe. This leads to Te in the surface being reduced and therefore the reflectivity
drops not as steep as with a fixed thermal conductivity. The result is a lower absorbed energy for
simulations employing the wide-range model for the electron thermal conductivity. From Fig.
7.1 we see that the deviations from Polly-2T are especially large for this upgrade step, leading to
the conclusion that further studies of the implementation and effect of the wide-range electron
thermal conductivity are necessary.
58
Figure 7.1: Relative deviation ( Φabs,IMDΦabs,Polly-2T −1) of the absorbed fluence Φabs in IMD and Polly-2T. In
every IMD upgrade step Polly-2T used the appropriate downgrade step to serve as a
benchmark.
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The idea behind this thesis was to gain a tool for simulating the laser ablation process in
metals and to apply this knowledge to the concept of laser-ablative micro-thrusters. These
micro-thrusters can be characterized by their specific impulse Isp and momentum coupling co-
efficient cm. From the data gained in Ch.6.3.5 we can calculate Isp and cm for the simulation of
the ablation process. Fig. 7.2(a) shows the specific impulse calculated with IMD and Polly-2T
while using the wide-range model for the permittivity, constant thermal conductivity and con-
stant electron-phonon coupling. We see that for low fluences IMD and Polly-2T achieve almost
the same Isp yet for higher fluences the specific impulse rises faster in Polly-2T then in IMD.
This is plausible for lower surface fluences as Fig. 7.1 shows that for fluences of Φsurf < 0.74
J/cm2 the absorbed energy in IMD is lower than in Polly-2T. However, for fluences Φsurf > 0.74
J/cm2 the absorbed energy in IMD exceeds the one in Polly-2T, yet the specific impulse does not.
A possible explanation for this behaviour might be that higher fluences trigger different phase
transitions in the surface layer of Polly-2T simulations. This leads to vapor ejection for higher
fluences that contains particles with higher velocities than the solid or liquid material ejected at
lower fluences. Fig. 6.10 showed that the process of phase transitions is different in IMD and
Polly-2T.
Fig. 7.2(b) shows the momentum coupling coefficient for the same simulations. From the data
we can see that the momentum coupling in the plume in IMD is radically different from the be-
haviour in Polly-2T. This however can not be explained by reaching different ablation regimes,
since Fig. 5 b) in [16] shows that different ablation regimes still result in momentum coupling
coefficients of similar magnitude.
Fig. 7.2 shows a comparison between the specific impulse and the momentum coupling ob-
tained with the original IMD and Polly-2T(VLL) and the upgraded IMD code and Polly-2T with
constant κe and γei. In Fig. 7.2(a) we see that the Isp values from [4] are always lower than
the results obtained with the modified versions. We also see that the original versions had a
good agreement for Φsurf = 0.37 J/cm2 and 0.74 J/cm2 while the modified versions of IMD and
Polly-2T have a fairly good agreement for fluences lower than 0.74 J/cm2.
The different behaviour of the modified Polly-2T code to the original Polly-2T is most probably
caused by the electron thermal conductivity and the electron-phonon coupling being fixed since
these are the only differences in the simulations. In the wide-range model these parameters
would increase the energy transport from the electron system into the lattice as well as the en-
ergy transport from one cell into its neighbouring cells. Since this is blocked by κe and γei being
fixed, the energy in the electron system of a certain cell is going to build up.
In IMD the differences might be caused by the much lower penetration depth of the laser due
to the wide-range model for the permittivity. This leads to a higher temperature in the surface
layers where the ablation occurs and thus higher kinetic energies and therefore higher Isp. This
higher temperature in the surface layer might also be the cause of the large deviations shown in
Fig. 7.2(b) for the upgraded IMD code compared to the original IMD version.
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(a)
(b)
Figure 7.2: Comparison between the IMD and Polly-2T code with the wide-range model for ε
and fixed κe,γei and the simulations from [4]. τ= 500 fs
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8 Summary and Outlook
Upgrades to the IMD source code enabled the software tool to autonomously calculate the ab-
sorbed energy. This is achieved by utilizing the Fresnel equations to calculate the losses due
to reflection and a wide-range model to calculate the dynamic refraction index and absorption
coefficient. All three primary upgrade steps of the IMD code can be activated through the pa-
rameter file. The wide-range calculation of the thermal conductivity of the electrons and the
electron-phonon coupling can be activated independently.
The first upgrade step does have no further use, since it is completely implemented in the third
step. The second upgrade step might be useful for running semi-empirical simulations with re-
flectivity evolutions acquired from experiments.
The comparison with Polly-2T showed that for low fluences and short pulse durations the re-
sults are similar, yet higher fluences and pulse durations lead to larger discrepancies. This can
be attributed to a bug in the two temperature model in IMD. A fix for this bug is already in
development but was not available as of the end of this thesis. Further the newly implemented
energy absorption scheme in IMD requires an upgrade to re-enable the parallel processing ca-
pability of IMD, which was not possible to implement due to time constraints. It would also
be prudent to revise the energy allocation such that ablated material can also be heated. This
might be irrelevant for short pulses where the pulse is finished before material is ablated yet for
longer pulses material heating and intensity shielding in the plume are required. This would be
possible by implementing the beam in wave optics and solving the Helmholtz-Equations for each
cell, similar to the process in Polly-2T. Since the optional goal for upgrading the electron-phonon
coupling is still suffering from bugs a fix would also be a possible future task.
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10 Appendix
IMD Units
Table 10.1: Table of IMD units as shown in [12]
Quantity Definition IMDu↔ SI
energy E 1 eV = 1.60217733 · 10−19 J
distance x 1 Å= 10−10 m
mass m 1 amu = 1.660538 · 10−27 kg
time t [t] =
r
[m][x]2
[E] 1 IMDu(t) = 10.1806 · 10−15 s
temperature T [T] = 32
[E]
[kB]
1 eVkB = 1.60217733 · 10−19 JkB ≈ 11,605 K
pressure p [p = [m][x][t2]] 1 IMDu(p) ≈ 1.60222 · 1011 Pa
electron-phonon coupling
parameter G
[G] = [E][t][x3][T] 1 IMDu(G) ≈ 1.3561 · 1021 Jsm3K
heat capacity C [C] = [E][x3][T] 1 IMDu(C) ≈ 1.3806 · 107 Jm3K
thermal conductivity K [K] = [E][x][t][T] 1 IMDu(K) ≈ 13.561 JsmK
proportional coefficient γ [γ] = [C][T] 1 IMDu(γ) ≈ 1,189.7 Jm3K2
fluence Φ [Φ] = [E][x2] 1
eV
Å
2 ≈ 16.022 Jm2
Software Modifications
The source code containing the modifications for the IMD upgrade and the Polly-2T downgrade
can be found in the complementary disc of this thesis.
Simulation Graphics
The full set of graphics generated from the simulations for this thesis can also be found on the
disc.
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