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INTRODUCTION 
The NASA Flight  Research  Center is engaged  in  an  extensive  biomedical  research 
and development  program.  Objectives of this  program  include  advancing  the state of 
the art in  the  medical  monitoring of humans  in  flight  (ref. 1); predicting  and  extending 
the  limit of man's  operational  capacity  in  the  flight  environment;  and  developing  im- 
proved protection, restraint, and life support systems. A s  a result of this  program, 
large  quantities of biomedical  information  are  collected  in  flight,  necessitating  de- 
pendence on the  Flight  Research  Center's  capacity  for  collecting,  reducing, and ana- 
lyzing  these  data by automatic  means. 
Experience  has shown that no matter how sophisticated  the  monitoring,  collection, 
and reduction  systems,  some  editing of the  biodata is required  before  they  can  be  ana- 
lyzed  statistically.  The  reduced  biodata may contain  observations  that  deviate  markedly 
from  the  rest of the  sample. Such observations may be due to errors  other than  the 
usual  random  fluctuations  characterizing  the  population  to which the  data  belong, o r  
may merely  occur too  infrequently  to  be  considered  in a particular  analysis.  If, upon 
examination,  an  observation  falls  outside a standardized  region, it is usually  identified 
a s  an outlier. Outliers often provide useful information. Their identification is im- 
portant  not only for  improving  the  analysis  but  also  for  indicating  anomalies which may 
require  further  investigation. 
A statistical  technique,  and  the  related  computer  program,  for  identifying  the 
outliers  in  univariate  data  was  presented  in  reference 2 .  A method for  identifying 
outliers  in  multivariate  data is derived and demonstrated  in  this  report.  This  method 
was  chosen  because of its simplicity  and  applicability  in  editing  biodata. A program 
for  automatic  editing  was  written  in FORTRAN IV. Inputs  to  this  program  are  the 
number of variables,  the  data set, and the selected level of significance. An example 
is presented  to  illustrate  the  use of the  method,  and a scatter plot of the  data is shown. 
The program  source  listing,  user  instructions, and a sample  output are also presented. 
The  program  computes  and  prints  the  means and  standard  deviations of all the 
variables  before and after the  outliers are identified and deleted. A list of the  data 
with outliers  identified by asterisks is also  printed. 
The authors would like to acknowledge  the  assistance of M. C. Nesel in  writing 
the  computer  program. 
SYMBOLS 
A 








nonsingdar  matrix 
wlevel value of F-distribution with p and (n - p - 1) degrees 
of freedom 
normal  component of acceleration as experienced by the  subject, 
g 
heart  rate,  beats  per  minute 
identity  matrix 
summation  starting  from i through k,  where i and k a r e  
integers between 1 and n,  and i is less  than k 
p-variate normal distribution with mean, p, and covariance 
matrix, I’ 
sample size 
number of variables 
(p X p) matrix of sums and cross-products of deviations of 
observations from X divided by (n - 1) 
standard  deviation 
Hotelling’ s T2 statistic 
column vectors of p dimensions 
ith o r  jth observation vector of p dimensions, where i o r  j 
ranges from 1 to n 
mean vector computed from n observation vectors 
ith  vector  obtained by orthogonal  transformation of vector 5 
level of significance 
positive  real  number  corresponding  to  observation  vector Xi, 
where i ranges from 1 to n 
positive  real  number  computed from FGp, - - 1 for the  data 





random  variable  related  to T2 
transpose 
BRIEF DESCRIPTION OF TECHNIQUE 
Outliers are identified by computing, at the  given  level of significance,  the  critical 
value, A*, for the data set and Ai for each observation vector, xi. If  Ai is larger 
than A,, observation 5 is identified as an outlier. The quantity A* is a function of 
total sample size, n, number of variables, p, and the F-value for the given level of 
significance, whereas each Ai is a function of the observation and the estimated 
mean and covariance  matrix  from  all  the  observations.  It is assumed  that  all  the ob- 
servations constitute a random sample from a p-variate normal distribution. 
DERIVATION OF TECHNIQUE 
Let X1, X2, . . . , Xn be a random sample of size n from a p-dimensional 
normal distribution, Np(p, r). The observations will be considered as n greater 
than p + 2 column vectors in a p-dimensional vector space. Consider any (n X n) 
orthogonal  matrix, with first two rows as shown, 
... 
... 
representing the rotation of n-dimensional space so that the observations X1, X2, 
. . . , are transformed  into  vectors Z1, Z2, . . . , Zn, where 
It may be noted that Z 1  is distributed as Np( ,/Tip, r), Z2, Z3, . . . , Zn are all 
distributed a s  N (0 , r), and all are  stochastically independent of one another  (ref.  3 
pp. 50-52). Let S denote the estimate of the covariance matrix r. Then the following 
relation  holds: 
P 
Define a (p X p) matrix, S o ,  such that 
n 
3 
T (n - 2)S0 = ZiZi 
Independence of Z2 and set (Z3 . . . , Z d  implies that Z2 is independent of So and 
the 
T2 = Z2 So Z2 T -1 
statistic is distributed as Hotelling's T2. From the relationship between T2 and F 
(ref. 3 ,  pp. 106-107), it follows that 
is distributed a s  
Because Z2 is not independent of S, the preceding distribution does not hold for 
and the distribution of T~ must be derived. 




o r  
(n - 2)S0 = (n - 1)s - Z2Z2 T 
To express the relation between T2 and i! the following lemma is used: 
Lemma: Let A be a (p X p) nonsingular matrix and u, v be p-dimensional vectors. 
Then 
1 A-'u)(v T A -1 ) 
(A - uv T -  ) = ~ - 1 + (  
1 - v  A u T -1 
Proof: The  proof of the  lemma is presented  in appendix A. 
Applying the  result (eq. (4)) of the lemma  to  equation (3),  
Substituting this expression for So in equation (1) and applying equation (2), 
-1 
- - n - 2  
n - 1  
This  relation  provides  the  distribution of T ~ ,  and  appropriate  probability  statements 
can be made. 
Define 
With no loss in generality, A, is used. From equation (2) 
and from  equation (5) 
n 
2 T =  
(n - 2)- n - lA1 
(n - 1) -  n A  n - 1  1 
n(n - 2)A1 
-  
(n - 1) - nAl 2 
is distributed as 
p(n - 2) 
(n - p - 1) p,n-p-1 
F 
From the distribution of T2, the statement 
n(n - 2)A1 
Probability n - 2) - 2 p(  F (n - p - 1) cr,p,n-p-l 
provides  criteria  for  identifying  the 
significance, a. This  statement is 
r 
Z2 (or X1) as an  outlier  at  the  assigned  level of 
equivalent  to 
For significance level a, denote 
then XI will be identified as an outlier at cy level i f  
6 
" 
The  quantity X1 (or Z2) was  chosen  for  convenience of the  preceding  derivation and 
the derivation holds for all xi. Thus 5 will be identified a s  an outlier at CY level of 
significance if Ai > A,. 
PROGRAM APPLICATION 
Given a sample of data  vectors X1, X2, . . . , %, the  mean  vector 
n 
1 
and the  estimate of the  covariance  matrix 
n 
1 
is computed. Then, for assigned a, the critical value 
for the data set is computed. Corresponding to each observation vector, 5, 
is computed. If Ai > A*, observation vector 3 is identified a s  an outlier at level a. 
The  program  (appendix B) follows this technique.  The  output  (appendix C) of the 
program contains the data set, Ai, A*, outliers marked by asterisks (*), the number 
of outliers  identified,  and  the  level of significance. The output also  shows  the  means 
and standard  deviations of the  variables  before and after the  deletion of outliers. The 
required input parameters  are: (1) format of the  data to be read, (2) number of vari- 
ables, (3) significance level, CY, and (4) the data set, formatted as specified. Program 
options  allow  the user  to  select  either  a 5 percent o r  a 1 percent  level of significance 
and to  print  the  names of the  variables, if desired.  This  program is designed so that 
it can be used a s  a  subroutine in other  than  biodata  applications,  in  engineering and the 
physical  sciences,  for  example. 
The program is particularly  useful when large  quantities of data are collected and 




Heart rate, H/R, and normal component of acceleration, G ,  data from a 66- 
minute  flight by a student  pilot at the  Aerospace  Research  Pilot  School,  Edwards A i r  
Force  Base, Calif. , are used  to  demonstrate  the  described  technique of computer 
editing of biodata. These data were chosen because centrifuge studies (ref. 4) have 
shown that H/R and G are linearly related. The program was used to identify the 
outliers at a 1 percent level of significance considering H/R and G separately as 
univariate  data  and  together as bivariate  data. The computer output for  these  cases 
is shown in appendix C. 
The results of the two univariate  anal-yses  and  the  one  bivariate  analysis of the 
same data are presented in figure 1. The point labeled H is identified as an outlier 
on the  basis of H/R analysis alone; the point labeled G is identified as an  outlier on 
the basis of G alone; and points labeled B are identified as outliers on the basis of 








0 Outl iers 
0 0 H Heart  rate  analysis  alone 
0 0  
0 
O0 
G Acceleration analysis alone 
B Heart  rate  and  accelerat ion  bivariate  analysis 
80 "-1. I 
0 .5 1.0 1.5 2.0  2.5 3.0 3.5 4.0 
..I I .  1 1 - - ~ - J  
G. 9 
Figure 1. Minute heart rate  and  acceleration  data for a  66-minute  flight  of a student  pilot from the Aerospace 
Research  Pilot School showing outliers identified by the  automatic multivariate outlier technique. 
Bivariate  analysis is based on the fact that high H/R is associated with high G, 
whereas  univariate  analysis  cannot  take  this  information  into  account.  For  this  reason 
the point labeled H was  not  identified by the  bivariate  analysis, but was  identified as 
an outlier on the basis of univariate H/R analysis. Also, both points labeled B ap- 
pear not to follow a statistical  linear  relationship and are identified by the  bivariate 
8 
analysis;  however, only one of these  points  was  identified by one of the  univariate 
analyses (G alone). This example thus focuses on the fact that  the  multivariate  tech- 
nique, which utilizes  the  statistical  linear  relationships between  the  variables, is 
preferable  in  identifying  outliers  in  multivariate  data. 
CONCLUDING REMARKS 
A statistical  technique  to  identify  outliers, o r  observations which deviate  markedly 
from  the rest of the  sample,  in  multivariate  data at a given  level of significance  was 
derived. The use of the technique was illustrated by a biodata example. The example 
also  demonstrated  that  the  results  obtained when each  variable  was  considered  sepa- 
rately could be different  from  the  results obtained when the  variables  were  considered 
jointly.  The latter technique  takes  into  account  the  statistical linear relationship  be- 
tween  the  variables and is the  preferred method. 
Although this  method of detecting and  identifying outliers is being  used  for  biodata 
editing at the NASA Flight  Research  Center, it is also  applicable  to  multivariate  data 
encountered in other disciplines, such as engineering and the physical sciences. This 
technique is particularly  useful when large  quantities of data  are  collected and the 
editing  must be performed by automatic  means. 
The  program  can  be  used  as a  subroutine  in  multivariate  analyses. 
Flight Research Center. 
National  Aeronautics  and  Space  Administration, 
Edwards, Calif., May 5 ,  1971.  
9 
APPENDIX A 
PROOF OF THE LEMMA 
Lemma: If A is a (p X p) nonsingular matrix, and u, v are p-dimensional vectors, 
then 
Proof: The result is obtained by showing that 
Simplification of the  left-hand  expression  gives 
A A - L ( V ~ A - I )  - uv T A -1 - uv A uv A T -1 T -1 
T -1 AA-1 + 1 - v  A u T -1 1 - v  A u 
o r  
I +  [uvTA-l - uvTA-' + (v A u)(uvTA-l) - uv A uv A T -1 T -1 T -1 
1 - vTA-'u 1 
T -1 Because v A u is a scalar, the expression becomes 
1 
1 - v  A u 
[(v T A -1 u)(uv T 1  A- ) - (v A u) (uv A )] T -1 T -1 I +  T -1 
o r  
I 































PROGRAM SOURCE LISTING 
MTVO  UT 
PURPOSE 
I D E N T I F Y   3 b T L I E R S  I N  M U L T I L A R I A T E   D A T A  
M E T H O D  
L E T   V E C T O R S   X (  1 J  T H R U   X ( N )   B E   C B S E R V A T I G N S   F R O M  A N P - V A R I A T E  
THEN 
NORMAL D I S T R   I B   U T I O N  
X B A R   A N D   C O V A R I A N C E   M A T R I X  S A R E   O B T A I N E D  BY E W A T   I O N S  
XBAR = ( 1 / N )  * SUM X ( J 1  
S * ( N -  1 )  = S U M (   X I J j - X B A R )  * ( X ( J ) - X B A R ) T R A N S P O S E  
WHERE 
N = SAMPLE S I Z E  ( N e   L E  - 5 0 0  ) 
NP = NUMBER OF V A R I A B L E S  ( N P . L E . L 3 1  
A L P H  = S I G N I F I C A N C E   L E V E L  
D E G R E E  S OF F R € E O C P  
F A L P H  = F - V A L U E   F G R   A L P H A   T  hP AND  N-NP-1  
X( J , I )  = THE ' I  ' T H   E L E C E h T  CF THE ' J ' T H   V E C T O R ,  
WHERE I = 1  12 1 .  t h P  A N D  J = L  1 2  9.. T N 
C A L C U L A T E  
D E L S T A R  = ( (  N - L ) * * 2 * N P + F 4 L P H I  / (hi*( ( N - N P - 1   ) + N P * F A L P H )  I 
C A L C U L A T E   F C R   E A C H   O B S E R V A T I C h   V E C T C R   X ( J )  
RR = ( X (   J ) - X B A R )   T R A N S P C S E  3 ( S I I N V E R S E  * ( X ( J ) - X B A R )  
I F  RR > D E L S T A R ,   T H E N  X ( J )  I S   I D E h T I F I E D  A S  A N   @ U T L I E R  
R E F E R E N C E  
1. A\ I N T R 3 D U C T I O N  TO M L L T I   V A R I   A T E   S T A T K T I C A L   A N A L Y S  I S ,  
ANDEP SON t 1965  
2.  A S I M P L E   T E C H N I Q U E  F O R  A C i T D M A T I C   C P P U T E R   E D I T I N G  
O F  a IODA TA , N A S A  TN D-5275 
3. S Y S / 3 6 0  S t  I E N T I F I C   S L B R O I J T I N E   P A C K A G E   ( 3 6 0 A - C M - 3 3 X  I 
P R O G R A M M E R S   M A N U A L ,   I B M   I N C .  T 1968 
S U B R O U T   I N E  S 
F T A B L E  
M PRD ( I B K  S S P )  
L oc 
D S I N V  I 1  11 
DMF SO II 'I 
II I t  
C 
11 
I I ,  
APPENDIX B 
C I N P U T  
C 
C CARD 1 F I R M A T  OF X - A R R A Y   C A R D S  TC B E   R E A D  I N   ( 2 0 A 4 )  
C C A R D  2 
C COL 1- 2 N P  I N U M B E R   O F   V A R I   A B L E S )   P - L E .  10 ( 1 2 )  
C C J L  3 B L A N K  
C COL L- 6 A L P H   ( S I G N I F I C A h C E   L E V L )  .05 OR .Ol ( F 3 . 2 )  
C COL 7- 9 B L A N K  
C COL 10 V A R I A B L E   N A M E   C A R D   I N D I C A T O R  
C 1 - N A M E   C A R D   F O L L C h S  
C B L A N K  - NO  NAME  CARD 
C C A R 0  3 I J P T I U N A L I  
C TEN F I E L D S  OF E I G H T   C A R A C T E R S   A C H   ( 1 C A d ) t   W H I C H  MAY 
C  E?E USED TO A S S I G N   M E A N I h G F U L   N A M E S  T O  T H E   N P   V A P I   B L E S .  
C I F  COL 10 O F   T H EP R V I O L S   C A R D  I S  P U K H E D t   N A M E S  MUST 




C M U L T I P L E   R U N S   A R E   P R M I T T E D 7   A S   L C h G   A S   E A C H   D A T A   D E C K   I S  
C P R E C E D E D  3 Y  A P P R O P S I A T E   C O N T R O L   C A R D S   ( C A R D S  1 7  2 AND 
C 3 A B O V E ) ,   A N D  I S  F O L L O W E D  P Y  A C A R D   W I T H  **** PUI\iCHED 
C I N   C O L U M N S  1 T H R U  4. 
C 
C O U T P U T  
C 1 L I S T  O F   V E C T O R S   W I T H   C U T L I E R S   I D E h T I F I E D  BY A S T E R I S K S  
C 2 M E A N   O R I G I N A L   D A T A )  
C 3 S T A N D A I D   E V I A T I O N   ( C R I G I N A L   D A T A )  
C 4 M E A N   O U T L I E R S   D E L E T E D )  
C 5 S T k N D A i D   D E V I A T I O N   ( O L T L I E R S   D L E T E D )  
C 
' x 1 ' 1  ' x 2 ' 7  e . .  7 ' X ( b ! F )  '. 
CARDS 4- D A T A   F O R M A T T E D   A S   P R E S C R I a E D  I N  CARD 1 
R E A L + 8   S U M X (  10) .  XBAR(  10) 9 SD[ 1 9 )  T X B A R l  ( 1 0 )  T S D l  ( 1 0 )  
R E A L * B  A (  5 5 1  7 8f 10) t S(  10,lO) 
R E A L * 8  R R T  D E L   S T R ,   R [  1C) T F M T ( 1 0 )  7 R L h K / '  ' / 7  V A R ( 1 c )  
R E A L * 8   D E F (  1 3 )  / *  x 1  ' 1 '  x2 ' 7 '  x3 ' 9 '  x 4  ' 7 '  x 5  
!. ' 7 '  X 6  ' p '  x 7  ' 7 '  X 8  ' , I  x9 0 , '  x 1 0  ' /  
REAL  X(  5 0 1 7  1 C )  Y (  501710) 
I N T E G E R   S T A R / ' * * * * ' / ,   B L A N K / '  ' I t  F L A G 7   F L G T O T T   D S W I  
I N T E G E R   P R E F M T ( ~ ) / ' ( A ~ , ' T ' T L T  I / ,  C P T ( 2 1 / '   Y E S ' 7 '   N C ' /  
I N T E G E R 9 2   I F L 4 G (   5 0 C )  
L O G I C A L *  1 F O R V A T (  8 5 )  T R P A R E N / ' )  ' /  
E Q U I V A L E N C E  ( ' R E F M T T F O R M A T (  1 )  1 * ( F M T , F C P P A T ( 9 )  1 ~ ( R P A R E ~ v F O P P A T  (89)) 
1 GO 2 I = l ,  10 
2 F M T (  1) = B L N K  
5 I F L A G (  I J = C 
FL GTOT = 0 
L I N E S  = 1 
N S W I  = 0 
C S W I  = 0 
O H  = 0.01 
V A R (  I )  = D E F (  I )  
Do 5 I = ~ T  5@0 
12 
APPENDIX B 
IO  = 1 
IZ = 0 
MM = 1 
N =  1 
R E A D ( 1 ,  1 0 0 0 ~ E N D = 9 9 9 )  F M T  
R E A D (  11 1010) N P p   A L P H I  ISMI 
C T E S T  I F  N A M E S   H A V E   S E E N   A S S I G N E D  T OT H E   V A R I A B L S
IF( I S W I  .GT.O) GO T O  L O  
” = 2 
GO TO 1 5  
10 R E A D (  11 1 0 5 0 )  ( VAR(  I) y I = l r N P )  
C T E A D   I N  THE D A T A   A S   X - A R R Y
1 5   R E A D ( ~ T F O R M A T , E N D = ~ ~ ~ )   I X X ,   ( X ( N , I )  T I = l r N P )  
16 I F ( I X X . E Q . S T A 3  1 GO TO 19 
N = N + 1  
I F ( N  .GT.501) GO TO 990 
GO TO 1 5  
1 9 N = N -  1 
C S E L E C  T A P P R O P R I A T E   F - V A L L E  
C W R I T E   T H E   I N P U T   C O N T 9 G L   I K F U R M A I C N
C A L L   F T A E L E   ( V T N P T A L P H T F A L P H I  
W R I T E ( 3 , 5 0 0 2 1   N P T   A L P H t  F A L P H T   O P T ( M N 1  
D E L S T R  = ( ( N - 1  ) * * 2  * N P  * F A L P H )  / ( N * ( (  k N P - 1 )  + N P   F A L P H )  1 
2 0  DO 86 I=l, 10 
CO 8 6  J = l ,  10 
SUMX( I )=O.DO 
8 6  S I  I T  J ) = O  .DO 
DO 3 0  J = L T N  
C T E S T   F O R   F L A G G D   V E C T O R S   I D N I F I E D  AS O U T L I E R S  
I F ( I F L A G ( J I . G T . 0 )  GO TO 3 C  
00 2 5  I = L T N P  
2 5  S U M X ( 1 )  = S U M X ( I 1  + X I J T I )  
30 CONT I N U E  
C F IN0 M E A N   O F   E A C H   V A R I B L E  
W 40 I =  l t N P  
X S A R (  I )  = SUMX(  I )  / ( N - F L G T O T )  
DO 40 J= 1,N 
Y ( J T  I J  = X ( J t  I )  - X B A R ( 1 )  
40 I F ( I F L A G ( J I . G T . 0 )  Y ( J T I )  = C . D G  
JJ = 0 
00 7 0  I = l p N P  
DO 7 0  K = ~ T  I 
DO 60  J = l r N  
6 0  S (  I T K )  = Y ( J , I  1 * Y (  J T K I  + S ( I  T K )  
C F I N 0   S T A N D A R D   D E V I A T I O N  C F  E A C H   V A R I A B L E  
S D ( 1 )  = O S Q R T I  S (  1 7 1 )  / ( N - l - F L G T O T ) )  
JJ = J J  + 1 
7 C  A ( J J  1 = S (  I T K I  
C I F  C O M P U T A T I O N S   A R E   C O M P L E T E ,   B R A N C H   T O  
C ’ R I N T   T A B L E  OF P E A K S  AND S.D. ‘ S  
I F ( D S W I . G T . 0 )  GO TO 20C 
C A L L   D S   I N V (  A ,\ P T O H  T I E R  I 
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IF( I E R  1 9911 801951 
C WP.ITE  THE L I S T   H E A D I N G  
BO W R 1 T E I 3 ~ 1 0 1 5 )   ( V A R ( 1 ) v   I = l r N P )  
CO 100 J=11N 
CO 90 K =   1 1 N P  
9 0  B ( K )  = Y t J y K )  
C A L L  M P R D  I B T A  TR 9 I D T N P T I Z  V I  C T N P )  
C A L L   M P R D   ( R ~ B T R R T I O , N P , I Z T I Z , I C )  
RR = R R * I N - l )  
F L A G  = B L A N K  
C F L A G   T H I S   V E C T O R  k I T H   A N   A S T E R I S K  I F  
C I T   I S   I D E N T I F I E D  A S   A h '   C L T L I E R  
I F ( R R . G T   . D E L S T R  1 F L A G  = S T A R  
I F ( F L A G . N E . S T A R )  GO TO 9 5  
I F L A G ( J  1 = 1 
F L G T O T  = F L G T J  T + 1 
C W R I T E   T H E   D A T A V E C T O R   A K O  I F  I D E h i ' T I F I E D  AS 
C 4 N   O U T L I E R ,   L A B E L   W I T H   A N  A S T E R I S K  
9 5  W R I T E ( 3 1  1 0 2 0 )  J T  R R T   F L A G ,  o ( ( J ~ t 0  T K = l T h P )  
L I N E S  = L I N E S  + 1 
I F ( L I N E S . L E . 5 5 1  GO TO 100 
W R I T E ( 3 ~ 1 0 1 5 1  ( V A R ( I ) p  I = l , N P )  
L I N E S  = 1 
100 C O N T   I N U E  
W R I T E ( 3 r  1 0 2 5 )  A L P H  
W R I T   E (  31 1030 ) N 
W R I T E (  3r  1 0 3 5 )  F L G T O T  
W R I T E (  31 1 0 4 0 )  D E L S T R  
C S A V E   M E A N S   A N D  S.D. ' S T  THEh LCCP B A C K   A N D  
C CCMPUTE NEW  MEANS AN0 S.D. ' S  A F T E R   D E L E T I N G   O U T L I E R S  
DO 110 I= 1,NP 
X B A R l t  I )  = X B A R (  I )  
D S W I  = 1 
GO TO 20 
1 1 C   S D 1 i  1 )  = S D (  I) 
C W R I T E   T A B L  OF MEANS A N D  S.D. ' S  B E F C R E   A N D  
C AFTER D E L E   T I   O N  CF O L ' T L I  E R S  
Z O O  WR I T  E(  31 2000 1 
W R I T E (  3 ,2005)  
W R I T E (  31 2010) 
DO 210 I=  l 9 N P  
2 1 0   W R I T E ( 3 r 2 0 1 5 )   V A R ( 1 ) t   X B A R l ( 1 )  T S D l ( 1 )  T X B A R I I ) T  S D ( I )  
I F ( N S W I . E Q . 1 )  GO TO 999 
GO TO 1 
99'3 W R I T E  ( 31 5OOO) 
GO T O  9999 
GO T O  9999 
9 9 5  N S W I  = 1 
GO TO 19 
991 W R I T E  ( 3 ~ 5 0 0 1 1  
999 W R I T E  ( 31 50C9) 
14 
APPENDIX B 
1000 F O R M A T   1 2 0 A 4 )  
1010 FORMAT ( 12, 1x9 F 3 . 2 9 3 X 1 1 1 1 5  
1 0 1 5  FORYAT ( ~ H ~ , * L I S T  OF V E C T O R S  ~ I T H  C U T L T E R S  IDE~TIFIED ay ASTERISKS 
L ' / l H O , '  J ' , 7 X , ' D E 1 T A 1 , 7 X , 1 C ( 2 X , A 8 ) / )  
1020 FORMAT ( 1H 7 I ~ ~ F L ~ . ~ T ~ X , A ~ , ~ X ~ ~ O F ~ O .  2) 
1 0 2 5  FORMAT ( / / / l H O , l Z X , ' *   O U T L I E R   I D E N T I F I E D   A T  'vF4.2, '  S I G N I F I C A N C E  
1L EVEL ' 1 
1030 FORMAT ( 1 H  9 1 2 x 1  ' S A M P L E   S I Z E  I S  ' 13 )  
1035  FORMAT ( 1 H  9 12x1 'NO O F   O U T L I E R S  IS ' ,131 
1040 FORMAT ( 1H 9 12x9 ' D E L S T A R  = 'F10.4) 
1050 FORMAT ( 1 0 A 8 )  
2000  FORMAT ( l H 1 , Z O X v   ' M E A N  A N D   S T A N D A R D   E V I A T I O k  C F  T H E   V A R I A B L E S ' )  
2005  FORMAT ( lHO, 14x1 'DATA B E F O R E  IDENTIFICATIOh'~9X,'DATA A F T E R   D E L E T I  
l O N ' / l H   t 2 2 X 1 ' 3 F   O U T L I E R S ' y Z l X , ' O F   C U T L I E R S ' )  
2010 FORMAT(lHO,'V4RIABLES'~8X,'MEAN'~l3X~'S.D. !,llxT'MEAN't14X,'S.C.') 
2015  FORMAT ( 1HO,A8,F15.4,F 17.4rF15.4,F18.4) 
5000 FORMAT  (1H1 ,   'SAMPLE SIZE E X C E E D S   5 0 0  - PROGRAP  TERMINATED'  
5 0 0 1  FORMAT ( L H l t  'ERROR I N  T H E   M A T R I X   I k V E R S I  CN PROCESS - PROGRAM  TERM1 
1 N A T E D '  J 
5 0 0 2  FORMAT I l H l V ' + + I N P U T   C O N T R O L  I r \ ~ O R l u A T I C I \ , ' / / l H C I , ' * ~ N U M B E R  O F   V A R I A B  
l L E S  IS', I 4 / 1 H   T ' * * S I G N I F I C A N C E   L E V E L  IS1tF5.2/1H t ' * * F - V A L U E   I S ' ,  
2 F 1 6 . 4 / / 1 H   , ' * * V A R I A B L E   N A M E   C A R D :   ' , A 4 1  
5.109 FORMAT ( l H l t  ' E N D  OF J O B  ' 1  








C MPRD 001 
C ................................................................... MPRD 002 
C MPRD 003 
C S U B R O U T I N E  MPRD  MPRD 004 
C MPRD 005 
C PURPO SE  MPRD 006 
C M U L T I P L Y  TWO M A T R I C E S  T O  FORW P RESULTANT  MATRlX   MPRD 007 
C MPRD 008 
C USAGE  MPRD 009  
C C A L L  H P R D % A , B , R I N , M , M S A I M S B I L <  MPRD 010 
C MPRD 011 
C D E S C R I P   T I O V  OF P A R A M E T E R S   M P R D   0 1 2  
C A - NAME OF F I R S T   I N P L T   M T R I X  MPRD 013 
C  B - NAME  OF  SECOND I N P L T   M A T R I  X MPRD 014 
C R - NAME  OF OUTPLT MA TRI  X MPRD 0 1 5  
C N - NUMBER OF ROWS I N  A AND R MPRD 016 
C M - NUMBER OF COLUMNS I N  A A M  ROWS I K B MPRD 017 
C MSA - O V E   D I G I T  NUMBER  FOR  ST AGE MODE OF M A T R I X  A MPRD 018 
C 0 - GENERAL  MPRD 0 1 9  
C 1 - SYMME TRIC  MPRD 0 2 0  
C 2 - 3 IAGONAL  MPRD 0 2 1  
C MSB - SAME A S  MSA E X C E P T   F O R M A T R I  B MPRD 0 2 2  
C L - NUMBER  OF  COLUMNS I N  B AND R MPRD 023 
C MPRD 0 2 4  
C REMARKS  MPRD 0 2 5  
C M A T R I X  i CANNOT  BE I N  THE SAME L C C A T I G N  AS M A T R I C E S  A OR B MPRD 0 2 6  
C NUMBER I F  COLUMNS OF M A T R I X  A M L S T   B EE Q U A L   T ON U M B E R  OF ROHHPRD 0 2 7  
C O F  M A T R I X  5 MPRD 0 2 8  
C MPRD 0 2 9  
C SUBROUTINES  AND  FUNCTI NS ePROGRAMS  EC IREDMPR 030 
C LOC  MPRD 0 3 1  
C MPRD 0 3 2  
C METHOD  MPRD 033 
C T H E  M B Y  L M A T R I X  B I 5  P R E F U L T I P L I E D  BY THE N BY p1 M A T R I X  A MPRD 034 
C A N D   T H E   R S U L T  I S STORED I N THE h BY L M A T R I X  R. T H I S   I  A MPRD 035  
C ROW INT3  COLUMN  PRODUCT.   MPRD 036 
C T H E   F O L L O W I N G   T A B L E  SHOhS THE  STCRAGE MODE OF THE  OUTPUT  MPRD 0 3 7  
C MATR I X FOR ALL COMB1  NATI   CNS OF I IUPUT P A T R I  CES . MPRD c)38 
C A B  R MPRD 039 
C GENERAL GE hE R A  L GENERAL  MPRD 0 4 0  
C GENERAL S Y  P P E T R I  C GENERAL  MPRD 0 4 1  
C GENERAL D I  A G C k A L   G E N E R A L   M P R D   0 4 2  
C S YMME  TR I C  GE  KE RAL  GENERAL  MPRD 043 
C SYMMETRIC SY PPE T R I  C GENERAL  MPRD 044 
C S YMME TR I C 01 AGCIUAL GENERAL  MPRD 0 4 5  
C  D IAGONA L GE  h.E RA L GENERAL  MPRD 046 
C D I A G O N A L  S Y  PPE  TRI  C GENERAL  MPRD 047 
C D I A G O N A L  DI AGClrjAL 01 AGONAL MPRD 048 
C MPRD 0 4 9  
C 
C 
.................................................................. MPRD 0 5 0  
MPRD 0 5 1  
S U B R O U T I N E  M P R D ( A , B T R , N , M , M S A , n s a , L ~  MPRD 0 5 2  
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O O U B L E   P R E C I S I O N  A 9 B T R 
D I M E N S I O N  A l  1) r B I  ~ ) T R (  1) 
C 
C SPEC. IAL  C A S E  FOR D I A G O N A L   B Y   D I G C h A L  
MS=MSA*  10+M SB 
I F ( M S - 2 2 )  3 0 1 1 C ~ 3 0  
10 CO 20 I = l , N  
20 R (  I ) = A (  I ) * B I  I 1  
RETURN 
C 
C ALL O T H E R   C A S E S  
C 
30 I R = 1  
90 K = l r L  
DO 90 J = l t N  
R ( IR )= 0 
CO 8 0  I = l r M  
I F ( M S )  40, 6 0 ~ 4 C  
40 C A L L   L O C i J , I T I A t N , M r M S A )  
C A L L   L O C (   I I K , I B T M T L T M S B )  
I F (  I A )  50, 8C,5C 
5 0  IF( I B )  707 8017C 
6 0  I A = N * (  I - l ) + J  
I B = M * ( K -  1) +I 
70 R ( I R   ) z R  ( I R  ) + A (  I A  ) + E (  I 6  1 
90 CONT I N U E  
9 0  I R = I R + l  
RETURN 
EN D 
MPRD 0 5 3  
MPRD 054 
MPRD 0 5 5  
MPRD 056 
MPRD 0 5 7  
MPRD 0 5 8  
MPRD 059  
MPRD 060 
MPRD O b 1  
MPRD 062 
MPRD 0 6 3  
MPRD Ob4 
H P R D  065 
MPRD Ob6 
MPRD 067 
H P R D  0 6 8  
MPRD O b 9  
MPRD 070 







Y P R D  078 
M P R D  079 
MPRD 000 
MPRD 0 8 1  
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C L O C  001 
C .................................................................. L O G  0 0 2  
C L O G  0 0 3  
C S U B R O U T I N E   L O C   L O C  0 0 4  
C L O C  0 0 5  
C P U R P O   S E   L O C  0 0 6  
C C O M P U T E  A V E C T O R   S U B S C R I P T   F O R   A h   E L E P E N T  I N  A M A T R I X  OF L O G  007 
C SPEC IF I E D  STORAGE  MODE  LOG 008 
C L O C  009 
C U S A G E   L O C  010 
C C A L L  LOC % I T  J p I R   T N T M T M S <   L O  011 
C L O C  0 1 2  
C D E S C R  IP T I O V  OF PARAME TE R S   L O C  0 1 3  
C I - R 3 k  NUMBER OF E L E M E N T   L O G  0 1 4  
C J - C 3 L U M N   N U M B E R  CF E L E M E N T   L O C  0 1 5  
C I R  - R E   S U L T A N T   V E C T O R   S U B   S C R I  PT L O G  0 1 6  
C N - NUMBER  OF ROLiS I N   M A T R I X   L O C  0 1 7  
C M - N U M B E R   O F   C O L U M N S  I N   M A T R I X   L O G  0 1 8  
C 0 - G E N E R A L   L O G  0 2 0  
C 1 - S V M M E   T R I C   L O C  0 2 1  
C 2 - D I A G O N A L   L O C  0 2 2  
C L O G  0 2 3  
C R EM A R K S   L O C  0 2 4  
C N ' J N E   L O C  0 2 5  
C L O C  0 2 6  
C S U B R O U T I N E S   A N D   F U N C T I O N   S B P R O G R A C S   R E Q U I R E D   L O C  0 2 7  
C N I N E   L O C  0 2 8  
C L O G  0 2 9  
C M E T H O D  L O C  030 
C M S # O  S L B S C R I P T   S   C O Y P U T E D   F C R  A M A T R I X   W T H   N * ME L E M E N T S   L O C  0 3 1  
C I N  S T O R A G E   S G E N E R A L   M A T R I X <   L O G  0 3 2  
C M S # l   U B S C R I P T  IS C O M P U T E D   F O R  A M A T R I X  WITH N*IgN&1</2 I N  L O C  0 3 3  
C S T O R A G E   % U P P E R   T R I N G L E  CF S Y P P E T R I C   M A X < .  I F  L O G  0 3 4  
C E L E M E N T  I S  I N  L O W E R   T R I A K G U L A R   P O R T I O N ,   S U B S C R I P T  I S  L O C  0 3 5  
C C O R R E S P O N D I N G   E L E M E N T  I N  U P P E R   T R I A N G L E .   L O C  036 
C M S # 2   U B S C R I P T   I S   C O M P b T E D   F G R  A M A T R I X   N I T H  N E L E M E N T S   L O G  037 
C I N  S T O R A G E   $ D I O N A L   E L E P E h T S  OF D I A G O N A L   M A T R I X < .   L O C 0 3 8  
C I F  E L E M E N T  I S  NCT O N   D I A G O N A L   % A N D   T H E R E F O R E   N T   I N   L O C  039 
C S T 3 R A G E < p   I R   I S   S E T  TG ZERC. L 3 C  0 4 0  
C L O C  0 4 1  
C .............. .................................. .................. L O C  0 4 2  
C L O C  0 4 3  
S U B R O U T I N E   L O C (   I I J , I R T N T M , M S )   L O C  0 4 4  
C L O C  0 4 5  
I X =  I L O C  0 4 6  
J X = J   L O C  0 4 7  
I F ( M S - 1 )  1 0 , 2 0 r 3 C  L O C  0 4 8  
10 I R X = N * (  J X- 1 )  + I  X L O C  0 4 9  
GO TO 36 L O C  0 5 0  
C M S  - O V E  DIGIT NUMBER F O R  S T O R A G E  MCOE OF MATRIX' L O C  019 
20 I F (   I X - J X )  2 2 1 2 4 1 2 4  L C C  0 5 1  
2 2  IP.X= I X + (   J X * J X -   J X ) / 2  L O C  0 5 2  
CO T C  36 L O C  0 5 3  
2 4  I R X = J X + I   I X +   I X -   I X ) / 2   L O C  0 5 4  
CO TO 36 L O C  0 5 5  
30  I R X = O   L O C  0 5 6  
3 2  I R X =   I X   L O C  0 5 8  
3 6  IR= I R X   L O G  0 5 9  
R E T U R N   L O C  0 6 0  
EN D L O C  0 6 1  














































S I N V  10 
S I N V  30 
S U B R O U T I N E   D S I N V  
S I N V  50  
P URPO  SE S I N V  60 
I N V E R T  A G I V E N   S Y M M E T R I C   P O S I T I V E   D E F I N I T E   M A T R I X   S I N V  70 
S I N V  80 
U S A G E   S I N V  90 
S I N V  110 
D E S C R   I P  T IO\ O F  PARAME TE R S   S I N V 120  
S Y M M E T R I C   P O S I T I V E   D E F I H I T E  N B Y  N C O E F F I C I E N T  
O N   R E T U R N  A C O N T A I N S   T H E   R E S U L T A N T   U P P E R   S I N V  150 
T R I A N G U L k R   M A T R I X  I h D C U B L E   P R E C I S I O N .  
N - T H E   N U M B E R   O F   R h S  (CCLUKkSI I N   G I V E N   M A T R I X .   S I N V  170 
E P S  - S I N G L E   P R E C I S I O N   I P U T   C O k S T A N T   W H I C H   I S   U S E D  
.................................................................. S I N V  20 
C A L L   D S I N V ( A T N , E P S I I E R )  
A - D O U B L E   P R E C I   S I   O N   U P P E R   T R I A N G U L A R   P A R T  OF G I V   E N  
M A T R I  X. 
A S   R E L A   T I  VE T C L E R A N C E   F C R   T E S T   O N   L O S S   O F  
S I G N I F I C A N C E .  
I ER - R E S L L T I N G   E R R O R   P A R A M E T E R   C C D E D   A S   F O L L C W S  S I N V  200 
I E & = O  - N O   E R R O R   S I N V  210 
I E R = - 1  - NO RE S L L T   B E C A L S E  CF W R O h G   I k P U T   P A R A M E -   S I N V  220 
TER N O R  B E C A U S E  S C P E  R A D I C A N D   I S   N O N -  S I N V  230 
P O S I T I V E  ( P A T R I X  A I S  N C T   P O S I T I V E  S I N V  240 
F I C A N C E )  S I N V  260 
I E R = K  - W A R N I N G   h H I C H   I N D I C A T E S   L C S S   C F   S I G N I F I -  S I N V  2 7 0  
CANCE.  THE R A D I C A N D   F O R M E D   A T   F A C T O R 1   Z A -  S I N V  2 8 0  
T I O N   S T E P   K + 1   k A S   T I L L   P O S I T I V E   B U T   N O  S I N V  29C 
S I N V  3 1 0  
R E M A R K S   S I N V  320 
T H E   U P P E R   T R I A N G U L A R   P A R T  GF G I V E h   M A T R I X  I S  A S S U M E D   T O   B E   S I N V  310 
S T 3 R E D   C O L U M N W I S E   I N  h ! * ( N + 1 ) / 2   S t i C C E S S I V E   S T O R A G E   L O C A T I O N S . S I N V  34G 
I N   T H E   S A M E   S T O R A G E   L O C A T I O N S   T H E   R E S U L T I N G   U P P E R   T R I A N G U -   S I N V  3 5 0  
T H E   P R O C E D U R E   G I V E  S R E   S L L T S  I F  N I S  G R E A T E R   T H A N  0 A N D   A L L  S I N V  3 7 0  
S I N V  390  
S U B R O U T I N E S   A N D   F U N C T I O N   S L B P R O G R A M S   R E Q U I R E D  S I N V  400 
S I N V  420 
Y E T H O D   S I N V  4 3 @  
S I N V  4 5 0  .................................................................. S I N V  4 6 0  
S I N V  4 7 0  
S I N V  4 9 0  
S I N V  500 
D E F I N I T E ,   P O S S I B L Y  DUE T C  L O S S  OF S I G N I -   S I N V  2 5 0  
L O N G E R   G R E A T E R   T H A h   A B S I E P S * A ( K + ~ T K + ~ I ) .   S I N V  300 
L A R   M A T ?   I X  I S  STORED  C(3LUMNWISE  TCC.  S I N V  360 
C A L C U L A T E D   R A D I A N D S   A R E   P C S I T I V E .   S I N V  3 8 0  
DMFSD 
S O L U T I O \  I S  D O N E   U S I N G   F A C T O R I Z A T I C N   B Y   S U B R O U T I N E  DMFSC. 
S U B R O U T I N E   D S I N V ( A , N r E P S , I E R )  
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D I M E N S I O N  A I  1 )  
C O U B L E   P R E C I S I O N   A r D I N , W O R K  
C 
C F A C T O R I Z E   G I V E N   M A T R I X  B Y  MEANS OF Sl jBRCUTINE  DHFSD 
C A = T R A N S P J S E ( T 1  1: T 
C A L L  D H F S D I A r V  r E P S 9 l E R )  
I F (   I E R  3 99 l r  1 
C 
C I N V E R T   U P P E R  R I A N G U L A R   M A T R I X  T 
C PREPARE  INVER  SION-LOOP 
1 I P I V = N * [ N + 1 ) / 2  
I N D =   I P   I V  
L 
C I N I T I A L  I Z E  I N V E R S I O N - L O O P  
CO 6 I = 1 9 N  
D I N =   l . D O / A (   I P I V )  
A (  I P   I V   ) = D I N  
M I N = N  
K E N D = I - l  
LAN  F=N-K EN D 
I F ( K E N D j  59 5 9 2  
2 J = I N D  
C 
C I N  I T  IAL I Z E  R O W  LOOP 
DO 4 K z l v K E N D  
WClRK=O .DO 
L HOR= I P   I V  
L V E R = J  
M I N = M   I N -  1 
C 
C START  INNE   LOOP
DO 3 L = L A N F r M I N  
L V E R = L V E R + l  
L HOR=L HOR +L 
3 WDRK=WORK+A(LVER ) + A (  L H O R )  
C END O F  INNER  LOOP 
c 
A (  J I=-WORK*D  IN 
4 J = J - M I N  
C END OF ROW-LOOP 
5 I P  I V =  I P  I V - M   I N  
6 IND=  IND- 1 
C END O F  I N V E R S I O N - L O O P  
C 
C C A L C U L A T E   I N V E R S E ( A 1  B Y  MEANS OF I h V E R S E ( T 1  
C I N V E R S E l A  1 = I N V E R S E (   T I * T R A N S P O S E   ( I N V E R S E   ( T I  1 
C I N   I T  IAL  IZ E M U L T I P L I C A  T I  ON-LOOP 
DO 8 I = l t N  
I P   I V =   I P   I V +  I 
J= I P   I V  
C 
S I N V  5 1 0  
S I N V  530 
S I N V  550 
S I N V  570  
S I N V  5 8 0  
S I N V  590 
S I N V  600 
S I N V  610 
S I N V  620 
S I N V  630 
S I N V  640 
S I N V  650 
S I N V  670 
S I N V  680 
S I N V  690 
S I N V  700 
S I N V  710 
S I N V  720 
S I N V  730 
S I N V  740 
S I N V  750 
S I N V  760 
S I N V  770  
S I N V  790 
S I N V  800 
S I N V  810 
S I N V  8 2 0  




S I N V  870 
S I N V  8 8 0  
S I N V  890 
S I N V  900 
S I N V  910 
S I N V  9 2 0  
S I N V  930 
S I N V  940 
S I N V  9 5 @  
S I N V  950  
S I N V  970 
S I N V  980 
S I N V  990 
S I N V  1000 
S I N V  1010 
S I N V   1 0 2 0  
APPENIIIX B 
C I N I T I A L   I Z E  ROW- LOOP 




C   S T A R T   I N N E i   L O O P
00 7 L = K  t N  
L V E R = L  HOR+K- I 
WORK=WQRK+A(LHOR  )*A(   LVER) 
7 LHOR=L HOR+L 
C  END 0 F I N N E R  LOOP 
t 
A(J )=WORK 
8 J = J + K  
C END OF ROW- AND M U L T I P L I C A T I C N - L O O P  
9 RETURN 
EN 0 
S I N V  1030 
S I N V  1040 
S I N V  10 50 
S I N V  1060 
S I N V  1070 
S I N V  1080 
S I N V  1090 
S I N V  1100 
S I N V   1 1 2 0  
S I N V  1130 
S I N V  1140 
S I N V  1150  
S I N V  1160 
S I N V  1 1 7 0  
S I N V   1 1 8 0  
S I N V  1190 
S I N V  1200  
I 
APPENDIX B 
C M F S D  10 
C .................................................................. M F S D  20  
C M F S D  30 
C S U B R O U T  I N  E DMF  SD 
C M F S D  50 
C P URPO  SE  MFSD 6 0  
C F A C T O R  4 G I V E N   S Y M M E T R I C   P O S I T I V E   D E F I N I T E   M A T R I X   M F S D  7 0  
C M F S D  0 0  
C U S A G E   M F S D  9 0  
C C A L L   D M F S D ( A , N , E P S , I E R )  
C M F S D  110 
C D E S C R   I P  T I O \  O F   P A R A H E   T R S   M F S D  1 2 0  
C A - D O U B L E   P R C  I SI O N   U P P E R   T R I A N G U L A R   P T   O F   G I V E N  
C S Y M M E T R I C   P O S I T 1  VE D E F I N I T E  h B Y  N C O E F F I C I E N T  
C MA  TR I X. 
c ON  RE  TURN A C C N T A I N S   T H E   R E S U L N T   U P P E R   M F S D  150 
C T R I A N G U L A R   M T R I X  I N  D C L B L E   P R E C I S I O N .  
C N - T H E   N U M B E R   O F   R O N S   ( C C L U K N S I  I N  G I V E N   M A T R I X .   M F S D 170 
C E P S  - S I N G L E   P R E C I S I O N   I N P U T   C G h r S T A N T   W H I C H  IS U S E D  
C A S   R E L A T I V E   T C L E R A N C E   F O R   T E S T   G N L O S S  OF 
C S I G N I F I C A N C E .  
C I ER - R E S L L T I N G   E R R O R   P A R A M E T E R   C C D E D   A S   F O L L O W SM F S D  2 0 0  
C I E R = O  - N O   E R R O R   M F S D   2 1 0  
C I E R = -  1 - N O   R E S L L T   B E C A L S E   C F   W R O K G   I N P U T   P R A M E -  Y F S D  2 2 0  
C TER N O R   B E C A L S E   S C M E   R A D I A D   I S   N O N -  MFSD 2 3 0  
C P O S I T I V E   ( K A T R I X  A IS N C T   P O S I T I V E   M F S D  2 4 0  
C D E F I N I T E  9 P O S S I B L Y  DUE T C  L O S S  OF S I G N I -   M F S O  250 
C F I C A N C E )   M F S D   2 6 0  
C I E ? = K  - W A R N I N G   k H C H   I h D I C A T E S   L O S S   O FS I G I F I -   M F S D  2 7 0  
C L A N C E .   T H E   R A D I C A N D   F O R M E D   A T   F A C T O R I Z A -   M F S D  280 
C T I O N   S T E P   K + l   k A S   S T I L L   P O S I T I V E  BUT  NG  MFSD 290 
C L O N G F R   G R E A T E R   T H A h   A B S ( E P S * A ( K + l ? K + l ) ) .   M F S D  300 
C M F S D  310 
C R E M A R K S   M F S D  3 2 0  
C T H E   U P P E R   T R I A N G U L A R   P A R T  OF G I V E N   M A T R I X  I S  A S S U M E D  T O  B E   M F S D  3 3 0  
C S T O R E D   G O L U M N W Z S E  I N  N * (  N + 1 )  /2 S U C C E S S I V E   S T O R A G E   L O C A T   I C N S . M F S D  340 
C I N   T H E   S A M E  S T O R A G E   L C A T I C N S   T H E   R E S U L T I N G   U P P E R   T R I A N G U -   M F S D  350 
C L A R   M A T R I X   I S   S T O R E D   C C L U M N W I S E  TCC.   MFSD 360 
C T H E   P R G C E D U R E   G I V E S   R E S U L T S  I F  r\( I S  G R E A T E R   T H A N  0 A N D   A L L   M F S D  370 
C C A L C U L A T E D   R A D I C A N D S   A R E   P O S I T I V E .   M F S D  3 0 0  
C T H E   P R D D U C T   O F   R E T U R N E D   D I A G O N A L   T E R C S  I S  E Q U A L   T O   T H E   M F S D  3 9 0  
C S Q U A R E - X O O T   O F   T H E   D E T E R M I N A N T   O F   T H E   G I V E N   M A T R I X .  F S D  4 0 0  
C M F S D  4 1 0  
C S U B R O U T I N E S   A N D   F U N C T I N   S B P G R A M S   R E U I R E D   M F S D  420 
C N O N E   M F S D  430 
C M F S D  440 
C M E T H O D   M F S D  450 
C S O L U T  IOU I S  D O N E   U S 1  NG T H E   S Q U A R E - R O C T   M E T H O D   O F   C H O L E S K Y .   M F S D  460 
C T H E   G I V E N   M A T R I X   I S   R E P R E S E N T E D   A S   P R P D U C T  O f  T W O   T R I A N G U L b R M F S D  4 7 0  
C M A T R I C E S ,  WHERE  THE L E F T   H A N D  F A C T C R   I S   T H E   R A N S P O S E  OF M F S D  4 8 0  
C T H E   R E T U R N E D   R I G H T   H A N D   F A C T C R .   M F S D  4 9 0  




























SUBROUTINE DMf  SD(A9NvEPS7IER)  
D IMENSION A(  11 
DOUBLE P R E C I S I O N   D P I V t D S U M t A  
TEST ON WR3NG INPUT  PARAMETER N 
I F ( N - 1 )  1 2 9  1 9 1  
1 IER= 0 
I N I T I A L I Z E  DIAGONAL-LOOP 
K P   I V = 0  
KP  IV=KP  IV+K 
I N B K P  I V  
L END=K- 1 
DO 11 K=19N 
CALCULATE  TOLERANCE 
T O L = A B S ( E P S * S Y G L ( A ( K P I V )  1 )  
START  FACT3RIZA  TION-LOOP OVER K-TH RCW 
DO 11 I=K ,N  
CSUM=O .DO 
I F ( L E N D 1  2 , 4 1 2  
START  INNEX  LOOP 
2 GO 3 L = l t L E N D  
LANF=KP  IV -L  
L IND=  IND-L 
3 DSUM=DSUM+AILANFJ+AILINDI 
END O F  INN€  R LOOP 
TRANSF3RM  ELEMENT A (  I N D I  
4 CSUM=A(  1ND)-DSUM 
I F (  I - K  1 1 0 9  591 C 
TEST FOR NEGATIVE  P IVOT  ELEMENT AND  FCR  LOSS CF S I G N I F I C A N C E  
5 I F ( S N G L ( D S U M 1 - T O L )   6 9 6 7 9  
6 I F ( D S U M )  1291297 
7 IF(IER) a r a 7 9  
0 IER=K- 1 
COYPUTE P I V O T   E L E M E N T  
9 DP IV=DSQRT( DSUMl 
A(KP I V  )=DP I V  
GO TO 11 
DP I V =  1 .DO/DP I V  
CALCULATE T E R M S  I N  RON 
10 A (  IND)=DSUM+DP I V  
11  I N D =   I N D + I  
END OF DIAGONAL-LOOP 
RETURN 
1 2  I E R = - l  
RETURN 
EN D 
MFSD 5 0 0  
MFSD 5 2 0  
MFSD 540 
MFSD 5 5 0  
MFSO 5 6 0  
MFSD 580 










MFSD 7 0 0  
MFSD 7 2 0  




MFSD 770  





MFSD 0 5 0  
MFSD 070 
M F S D  8 9 0  
MFSD 900 
MFSD 910 
MFSD 9 2 0  
MFSD 930 
MFSD 940 
MFSD 9 5 0  








H F S D 1 0 5 0  
M F S D 1 0 6 0  
M F S D 1 0 7 0  
MFSD 1090 
MFSD 680 
M F S D  7ao 
M F S D  a 0 0  
M F S D  q a o  
M F S D ~ ~ ~ O  
25 
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OUTPUT FOR THE EXAMPLE 
J 
1 
D E L T 4  








0 . 3 9 9 4  
b 0 .0446 
7 0 . 6 1 3 2  
8 0 . 3 0 9 9  
9 0 . 1 8 3 6  
1 13 0 . 5 2   ? 9  
1 1  0 . 0 0 6 3  
1 3  
l i  0.i7173 
0 .3266 
1 4  0 . 1 0 5 5  
15   6 .0399
16 0 . 6 2 4 4  
17 0 .  14 2.2 
18  
19 
0. bd 39  
C.5996 
2 0  0. 1273 
i l  I. 1195  
2 2  O . G 3 $ 9  
23 0 .k0 ' ;d  
24   3 .9047  
2 5  0. ~ 7 a 4  
2 6  6 .87  15 
2 7  0 . 7 J  3 4  





3 1   0 . 5 5 9 3  
3 2  2. 72 ? 3  
3 3  1.90 17 
H / R  
91 .12  
9 6 . 0 5  
96 .32  
1 C i .  3 0  
9 2 . 5 7  
95 .64  
31 .44  
03.12 
9 4  . O 8  
91.90  
56 .60  
S d . 1 4  
IC 1.35 
5 5 . 5 5  
95.74 
98.32  
9 5 . 9 3  
1 c 3 . 2 1  
102 .9 3 
99.79  
1C4.90 
4 8 . 5 8  
103 .24  
104 .12  
1 c   1 . 0 3  
90 .37  
iC3.30  
105 .02  
9b .89  
01 .58  
95.14 
$ 7 . 1 2  
~ 7 . 1 5  
J 
3 4  










4 3  
4 b  
4 ' I  
48 
4 9 
5 0  
5 1  









b 2  
0 3  
b 4  
5 5  
bb 
5 2  
D E L T A  
1. 13  16 
0 . 6 4 2 6  
2 . 7 6 4 7  
0.0240 
0 . 0 7 0 3  
0 .04  52 
1 . 5 8 3 1  
0 . 0 1 7 9  
0 . 7 8 6 h  
0 . 1 9 7 7  
0 . 2 6 9 1  
0 . 2 6 4 3  
0 . 0 4 4 0  
O.UO07 
0 . 4 2 5 6  
2.19 12 
0 . 0 9 6 3  
3 . 7 7 2 1  
0 . 9 5 5 0  
0. 3 4 0 3  
3 . 5 6  32 
7 . 8 0 3 1  :: 
3.26 3 4  
0 . 6 2 5 3  
0 . 2 1 4 6  
4.2446 
3 .9298 
1.273 '$  
0. 7131 
0 .  1341 
0 . 5 4 7 3  
0 . 6 6 2 1  
0 . 7 8 1 5  
H/R 
8 5 . 4 2  
4c  . 4 8  
e 5 . 0 5  
5 6 . 0 3  
S E  .22 
1 0 6 . 3 6  
9 5 . 0 3  
st . 2 3  
9C.71 
9 3  .'34 
93 .46  
'33.43 
95   .b5  
1C1.94 
$5. . 5 G  
1 0 7 . 9 3  
5 9 - 4 5  
1 1 1 . 3 5  
1G4.31 
1 0 2 . 6 3  
101 .49  
111 .52  
117 .56  
110 .36  
58 .74  
9 6 . 3 0  
e 2 . 1 5  
b 2 . 7 2  
8 3 . 3 8  
9 1.02 
9 4 . 0 5  
9 0 . 0 8  
102 .14  
* 3 U T L I € E .  1 L ) E N T I F I E D  4T 0 . 0 1  S I G N I F I C A N C E  L E V E L  
S d Y ? L E  S I Z E  I S  6 6  
NC OF O U T L  I E P S  I S  1 
D E L S T  A R  = 6.353L7 
G P T P  S E F O R E  I D E N T I F  [ L A T I O N  D A T A  4 F T E Q  : > E L E T I C h  
0 F O U T L  I E R  S OF C L T L I E Z S  
V P R I A B L E S  M E  AN s .r) . MFAN S .  D. 
H/ R 9 7. l 8 C b  7.2  $56  g6.8671 6 . e897  
26 
APPEXDIX C 











1 0  
11 
1 2  
13  
1 4  
15 
1 6  
17 
1 8  
19 
20 
2 1  
22  
2 3  
2 4  
2 5  
2 6  
27 
28  




3 3  
D E L T A  
1.3790 
1 .1829 
1.00  18 
0 . 8 3 5 8  
0.68 48 
0 . 4 2 7 9  
0 . 2 3 1 1  
0 . 1 5 5 3  
0 . 0 9 4 5  
0 . 0 4 8 7  
0 . 0 1 8 0  
0 .oo 22 
0 .OO 16 
0 . 0 1 5 9  
0 . 0 4 5 3  
0 .0897 
C. 1 4 9 1  
0 . 3 1 3 1  
0 . 5 3 7 2  
0.67  18 
0 .82   15  
0 . 9 8 6 1  
1.57G3 
1 . 7 9 5 1  
2.03  49 
2.31  37 
2 .0575 
I. 5 9 0 1  
1.3790 
1 .   1829  
1.00  18 
0 . 5 4 8 8  
0 . 3 2 2 0  
c- 
C .70 
0 . 7 5  









1 .25  
1 .30  
1.35 
1 . 4 5  
1.50 
1 . 5 5  
1.60 
1 . 7 0  
1 . 8 0  
1.85 
1.90  




C . 5 0  
0 . 5 5  
0 . 6 5  
0 . 7 5  
0 . 8 0  
1 .40  
0 . 7 0  
J 
3 4  





4 0  
41 
4 2  
43 
4 4  
4 5  
4 6  
47 
4 8  
4 9  
50 
5 1  
52 
53 





6 0  
61 
5 2  
6 3  
6 4  
6 5  
b6 
5a 
D E L T A  
0.8358 
0 .6848 
0 . 5 4 8 8  
0 .4279 
0 . 3 2 2 0  
0.2-3  11 
0 . 1 5 5 3  
0 . 0 9 4 5  
0 . 0 4 8 7  
0 . 0 1 8 0  
0.00 22 
0.00 16 
0 . 0 1 5 9  
0 . 0 8 9 7  
0 . 1 4 9 1  
0 . 2 2 3 6  
0 . 3 1 3 1  
0 . 4 1 7 7  
0 . 5 3 7 2  
0 . 9 8 6 1  
1 . 7 9 5 1  
2 . 0 3 4 9  
4 .   1346  
4 .4947 
1.00  18 
0 . 8 3 5 8  
1 4 . 1 9 2 2  * 
0 . 6 a 4 8  
0 . 5 4 8 8  
0 . 4 2 7 9  
0 .32  20 
L) .08$7 
2 .8446 
* O U T L I E R   I D E N T I F I E D  A T  C . 0 1  S I G N I F I C A N C E   L E V E L  
S P M P L E   S I Z E  I S  6 6  
N C  OF O U T L   I E R S  I S  1 
D E L S T A R  = 6 . 3 5 3 0  
G 
0 . 8 5  
0 . 9 C  
0 . 9 5  
1 . 0 0  
1.05 
1 .10  
1.15 
1 . 2 0  
1.25 
1 .30  
1 .35  
1 .40  
1 .45  
1.55 
1 . 6 0  
1 . 6 5  
1 .70  
1 . 7 5  
1 .80  
1 .95  
2.15 
2 . 2 0  
2 . 5 5  
2 .60  
3 . 5 5  
0 . 8 0  
0 . 8 5  
@ .9c 




2 . 3 5  
D A T A   B E F O R E   I D E N T I F I C A T I O N   D A T A   A F E R   D E L E T I O N  
O F  O U T L   I E R  S 3F C L T L I E   R S  
V A R I A B L E S  ME  AN s .D . MEAN S .  0. 
G 1 .3773   0 .5767  L. 3438  0 .5129 
APPENDIX C 



































D E L T A   H / R  
1.4132  91.12 
1.5222 96-05 
1.3226  96.32 
3.11c5  102.30 
0.7199 92.57 
0.6203 95 -64 
0.6784 91.44 
0 .4002  93.12 
0.2635 94.08 





0.6519 10 1.35 
0.1888  99.55 
0.0746  95.74 
0.0263  58.32 
0.1421 99.93 
0.7313  103.21 
0.6055  102.83 
0.31  48  99.79





1.6294  1G  1.03
6. 1920 SO . 3 7  
2.0352 1C3.30 
2.6309  €7.15 
11.1150 * 1c9.02 
2.30 74 9 6 . 8 9  
1 .3906  91.58 
2.7500  95.14 
1.9632  e7.12 
0.9621 
* O l J T L I E R   I O E Y T I F I E D  AT 
S b M P L E  S I Z E  IS 66 
N C  OF O U T L   I E R S  I S  2 
D E L S T A R  = 6.7115 

































0 . 7 c  
0.75 
1. a o  
















































0 .  1363 




















0.01 S I G N I F I C A N C E   L E V E L  


































C A T A   E E F O R E   I D E N T I F I C A T I O N  
OF O U T L  I E R  S 
D A T A   F T E R   D E L E T I O N  
OF C L T L I E  R S  
ME AN S .D . ME A N  S .  D. 
9 7.1806 7.2 556 96.9775 7.2544 



























0 . 8 0  
0.85 
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