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Abstract
The twin support vector machine and its extensions have made great achievements in
dealing with binary classification problems, however, which is faced with some diffi-
culties such as model selection and solving multi-classification problems quickly. This
paper is devoted to the fast regularization parameter tuning algorithm for the twin
multi-class support vector machine. A new sample dataset division method is adopted
and the Lagrangian multipliers are proved to be piecewise linear with respect to the
regularization parameters by combining the linear equations and block matrix theory.
Eight kinds of events are defined to seek for the starting event and then the solution
path algorithm is designed, which greatly reduces the computational cost. In addition,
only few points are combined to complete the initialization and Lagrangian multipliers
are proved to be 1 as the regularization parameter tends to infinity. Simulation results
based on UCI datasets show that the proposed method can achieve good classifica-
tion performance with reducing the computational cost of grid search method from
exponential level to the constant level.
Keywords: Nonparallel hyperplanes, Solution path algorithm, Multi-class classi-
fication, Twin support vector machine.
1 Introduction
As a machine learning method for pattern classification, the well-known support
vector machine (SVM) by solving a quadratic programming problem (QPP),
has shown the great prospect and excellent generalization performance after
decades of evolutionary development since it was proposed by Vapnik et al. [1].
Based on the structural risk minimization principle and Vapnik-Chervonenkis
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1 Introduction 2
dimensional theory in statistical learning theory, SVM has been widely used in
data mining [2, 3], knowledge discovery [4], [5], clustering [6], [7] and other fields
[8]. To enhance its predictive performance and computational efficiency [9], the
twin SVM (TSVM) was developed by Jayadeva et al. [10], which generates two
non-parallel hyperplanes where each class is close to one and away from the
other by solving a pair of smaller sized QPPs.
In the last two decades, significant research achievements have been made on
TSVM, including least squares TSVM (LSTSVM), weighted TSVM (WTSVM),
projection TSVM (PTSVM) etc. In 2009, Kumar et al. [11] proposed LSTSVM.
This method introduces the concept of proximal SVM (PSVM) to the original
problem of TSVM, and only needs to consider two linear equations to obtain
the result, instead of solving two QPPs with constraints, thus improving the
solution speed. Based on LSTSVM, many scholars have proposed different im-
provement methods [12, 13, 14]. To solve the semi-positive definite problem in
LSTSVM which only satisfies the empirical risk minimization, Tanveer et al.
[12] proposed a robust energy-based LSTSVM which uses the energy model to
solve the problem of imbalanced sample data and overcomes the influence of
outliers and noise. Xu et al. [13] applied the prior structure information of the
data to LSTSVM, and constructed the structural LSTSVM. Due to the inclu-
sion of data distribution information in the module, it has good generalization
performance and short time consumption. In 2012, Ye et al. [15] proposed a
WTSVM based on local information to alleviate the problem that similar in-
formation between any two data points in the same class cannot be utilized in
TSVM. To reduce the influence of noise, Li et al. [16] proposed a new weighting
mechanism based on LSTSVM. Xu [17] proposed K-nearest neighbor (KNN)-
based weighted multi-class TSVM, where the weight matrix is introduced into
the objective function to explore the local information in the class, and two
weight vectors are introduced into the constraint condition to find the inter-
class information. In 2011, Chen et al. [18] proposed PTSVM. The idea is to
find two projection directions, each of which corresponds to a projection di-
rection. The algorithm recursively generates multiple projection axes for each
class, which overcomes the problem of singular values and improves the per-
formance of the algorithm. Furthermore, Xie et al. [19] proposed multi-view
Laplacian TSVM by combining it with semi-supervised learning. Tomar et al.
[20] proposed the multi-class classification of LSTSVM by extending it to the
contract state of multi-class classification. Wang et al. [21] proposed an im-
proved ν-twin bounded SVM, which can effectively avoid the problem of matrix
irreversibility in solving dual problems and has strong generalization ability in
processing large-scale data sets.
For multi-classification problems, there are many classification strategies
such as "one-versus-one" (OVO), "one-versus-rest" (OVR) and "one-versus-one-
versus-rest" (OVOVR). Karnik [22] adopts the OVO classification strategy to
establish a classifier between any two categories of samples. For the sample
set with K(K ≥ 3) categories, K(K − 2)/2 binary classification classifiers need
to be constructed. And the category of the sample is determined according to
its maximum vote [23]. Obviously, the disadvantage of this classifier is that
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the rest samples are not considered. In 2013, Xie et al. [24] extended TSVM
based on OVR strategy for multi-class classification problems. In [25], an OVR
TSVM was proposed to solve the multi-classification problem. By construct-
ing K binary classifiers, i.e., the ith sample was separated from the remaining
K − 1 classes of samples by the ith classifier, so as to construct K SVMs. And
the unknown samples are classified into the category with the largest value of
the classification function. However, this method ignores the class imbalance
problem. By combining the above strategies, the OVOVR TSVM, termed as
Twin-KSVC, is proposed in [26], which can yield better classification accuracy
in comparison with other structures. In addition, there are other ways [27], [28]
to solve the multi-classification problem based on TSVM, such as decision tree
based TSVM [29], directed acyclic graph based LSTSVM [30], "rest-versus-one"
strategy based TSVM [31].
For the regularization parameter optimization problem, the traditional grid
search method is very time-consuming [32]. Recently, many fast algorithms for
regularized parametric solutions [33, 34, 35, 36, 37, 38, 39, 40, 41, 42] have been
proposed. By fitting each cost parameter and the entire path of the solution of
SVM, Hastie et al. [33] proposed the regularized solution algorithm of SVM.
Wang et al. [34] developed the hybrid huberized SVM by using the hybrid hinge
loss function and elastic network penalty, and developed an entire regularization
algorithm for the hybrid huberized SVM. Zhu et al. [35] proposed a 1-norm
entire regularization algorithm of SVM to accelerate the process of parameter
tuning. Wang et al. [36] proposed the regression model of -SVM, and proved
that the solution of the model was piecewise linear with respect to the parameter
 . Ogawa et al. [37] reduces the cost of training by introducing safe screening
criteria into the parameter tuning process of SVM. In [38], the safe screening
criteria of linear TSVM and nonlinear TSVM are proposed to accelerate the
parameter tuning process when multiple parameter models are included. In
2018, Yang et al. [39] developed a new solution path approach for the pinball
TSVM, where the starting point of the path could be achieved analytically
without solving the optimization problem.
In this paper, the multi-classification problem is transformed into two sub
optimization models based on the twin multi-class support vector machine with
the OVOVR strategy and the corresponding solution algorithm is proposed.
The main contributions of this paper are summarized as follows.
i. A new sample set division strategy is adopted and the Lagrangian mul-
tipliers of the twin multi-class support vector machine are proved to be
piecewise linear with respect to the regularization parameters. Therefore,
the entire solution path can be solved when only the break points of the
regularization parameter are required.
ii. Eight starting events are defined and the fast algorithm of the twin multi-
class support vector machine is proposed, which can reduce the cost of grid
search method from K(K − 1) × 106 to K(K − 1).
iii. Only few initialization points are combined to complete the initialization
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and Lagrangian multipliers are proved to be 1 as the regularization parame-
ter approaches infinity, thus extending the search space of the regularization
parameter to (0,+∞).
The simulation results based on UCI datasets show that Lagrangian mul-
tipliers with respect to the regularization parameter is piecewise linear, the
prediction precision is quite high, and the complexity of the proposed algorithm
is pretty low.
This paper is structured as follows: Section 2 reviews the basic concepts of
TSVM. Details of fast solving algorithm are introduced in Section 3. Section
4 discusses the experimental results to testify the efficiency of the proposed
algorithm. The conclusions from this paper are drawn in Section 5.
2 Problem and model
Given a training dataset T = {(x1, y1), (x2, y2), · · · , (xl, yl)}, where xi ∈ Rn, i =
1, 2, · · · , l and yi ∈ {1, 2, · · · ,K}(K ≥ 3). For notation convenience, we denote
A and B as two different classes of samples selected from the training dataset
T , and the rest samples are denoted as C. Furthermore, samples sets A, B
and C are labeled as classes "+1", "−1" and "0", respectively. Let Al1×n =
[x1; x2; · · · ; xl1 ], Bl2×n = [x1; x2; · · · ; xl2 ] and Cl3×n = [x1; x2; · · · ; xl3 ] stand for
the sample matrices consisting of A, B and C respectively, where l = l1 + l2 + l3.
2.1 Twin Multi-class Support Vector Machine
For the sample dataset with K classes of samples, the twin multi-class support
vector machine needs to construct K(K − 1)/2 binary classifiers, which sepa-
rate the two categories of samples A and B by seeking for two non-parallel
hyperplanes f1 : xTw1 + b1 = 0 and f2 : xTw2 + b2 = 0, as shown in Fig. 1.
Each hyperplane is as close to one class of samples as possible and away from
the other, and maps the remaining samples C to a region between the two
nonparallel hyperplanes by solving the following pair of small-sized quadratic
programming problems (QPPs):
min
w1,b1,ξ,η
1
2
| |Aw1 + b1el1 | |2 + c1eTl2ξ + c2eTl3η
s.t. − (Bw1 + b1el2 ) + ξ ≥ el2,
− (Cw1 + b1el3 ) + η ≥ (1 − )el3,
ξ ≥ 0e, η ≥ 0e,
(1)
and
min
w2,b2,ξ∗,η∗
1
2
| |Bw2 + b2el2 | |2 + c3eTl1ξ∗ + c4eTl3η∗
s.t. (Aw2 + b2el1 ) + ξ∗ ≥ el1,
(Cw2 + b2el3 ) + η∗ ≥ (1 − )el3,
ξ∗ ≥ 0e, η∗ ≥ 0e,
(2)
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Fig. 1: Illustration of the twin multi-class support vector machine.
where el1 ∈ Rl1×1, el2 ∈ Rl2×1 and el3 ∈ Rl3×1 are three unit vectors, and w1 ∈
Rn×1, w2 ∈ Rn×1, b1 ∈ R1×1, b2 ∈ R1×1, ξ ∈ Rl2×1, η ∈ Rl3×1, ξ∗ ∈ Rl1×1,
η∗ ∈ Rl3×1.
2.2 Sample Dataset Partitioning Strategy
Let c1 = c2, then the first QPP (1) can be simplified as
min
w1,b1,ξ,η
1
2c1
| |Aw1 + b1el1 | |2 +
l2∑
i=1
ξi +
l3∑
k=1
ηk
s.t. − (w1T x(2)i + b1) + ξi ≥ 1, i = 1, 2, · · · , l2,
− (w1T x(3)k + b1) + ηk ≥ 1 − , k = 1, 2, · · · , l3,
ξi ≥ 0, ηk ≥ 0,
(3)
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The Lagrangian function of the first reduced QPP (3) can be constructed as
L = 1
2c1
| |Aw1 + b1el1 | |2 +
l2∑
i=1
ξi +
l3∑
k=1
ηk
−
l2∑
i=1
αi[−(w1T x(2)i + b1) + ξi − 1]
−
l3∑
k=1
βk[−(w1T x(3)k + b1) + ηk − (1 − ε)]
−
l2∑
i=1
γiξi −
l3∑
k=1
λkηk,
(4)
where αi ≥ 0, βk ≥ 0, γi ≥ 0, λk ≥ 0 are the Lagrangian multipliers. Set the
partial derivatives of Eq. (4) regarding w1, b1, ξi, and ηk to 0, which gives
∂L
∂w1
=
AT
c1
(Aw1 + b1el1 ) +
l2∑
i=1
αix
(2)
i +
l3∑
k=1
βk x
(3)
k
= 0, (5)
∂L
∂b1
=
eT
l1
c1
(Aw1 + b1el1 ) +
l2∑
i=1
αi +
l3∑
k=1
βk = 0, (6)
∂L
∂ξi
= 1 − αi − γi = 0, (7)
∂L
∂ηk
= 1 − βk − λk = 0, (8)
along with the Karush-Kuhn-Tucker (KKT) conditions
αi[−(wT1 x(2)i + b1) + ξi − 1] = 0, (9)
βk[−(wT1 x(3)k + b1) + ηk − (1 − )] = 0, (10)
γiξi = 0, (11)
λkηk = 0. (12)
Let λ = 1/c1, α0 = λb1, then the optimal solution of the first QPP (3) can
be expressed as
w1 = −1
λ
A∗(α0AT el1 +
l2∑
i=1
αix
(2)
i +
l3∑
k=1
βk x
(3)
k
), (13)
A∗ = (AT A + δI )−1, (14)
where δ is a small positive real number, I ∈ Rn×n is an identity matrix, and the
regularization term δI is to avoid matrix irreversibility.
According to Eq. (13), the solution of the first QPP is only related to the
samples in B and C, but not to the samples in A. Hence, the samples in B and
C need to be divided.
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Fig. 2: Partition of the sample set B in the first QPP.
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Fig. 3: Partition of the sample set C in the first QPP.
2.2.1 Dividing samples in B
According to constraint conditions and KKT conditions of the first QPP, the
samples in B can be discussed in the following three situations.
• If −(w1x(2)i + b1) < 1, then αi = 1.
• If −(w1x(2)i + b1) > 1, then αi = 0.
• If −(w1x(2)i + b1) = 1, then 0 ≤ αi ≤ 1.
Therefore, the samples in B can be divided into three sets, L1B = {i : −(w1x(2)i +
b1) < 1}, E1B = {i : −(w1x(2)i + b1) = 1}, and R1B = {i : −(w1x(2)i + b1) > 1}, as
shown in Fig. 2.
2.2.2 Dividing samples in C
Similarly, the samples in C can be discussed in the following three situations.
• If −(w1x(3)k + b1) < 1 −  , then βi = 1.
• If −(w1x(3)k + b1) > 1 −  , then βi = 0.
• If −(w1x(3)k + b1) = 1 −  , then 0 ≤ βi ≤ 1.
Therefore, the samples in C can be divided into three sets L1C = {k : −(w1x(3)k +
b1) < 1−}, E1C = {k : −(w1x(3)k +b1) = 1−}, and R1C = {k : −(w1x(3)k +b1) > 1−},
as shown in Fig. 3.
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2.2.3 The Second QPP
For the second QPP, let c3 = c4, λ∗ = 1/c3 and α∗0 = λ∗b2, in the exactly
analogical way, we can obtain the optimal solution of the second QPP
w2 = − 1
λ∗
B∗(α∗0BT el2 +
l1∑
i=1
α∗i x
(2)
i +
l3∑
k=1
β∗k x
(3)
k
), (15)
B∗ = (BTB + δI )−1, (16)
where the regularization term δI is also to avoid ill-conditioning case.
According to Eq. (15), the solution of the second QPP is only related to the
samples in A and C, but not to the samples in B. Hence, the samples in A can
be divided into three sets L2A = {i : w2x(1)i + b2 < 1}, E2A = {i : w2x(1)i + b2 = 1},
and R2A = {i : w2x(1)i +b2 > 1}. Futhermore, the samples in C can also be divided
into three sets L2C = {k : w2x(3)k + b2 < 1− }, E2C = {k : w2x(3)k + b2 = 1− }, and
R2C = {k : w2x(3)k + b2 > 1 − }.
3 Solution Path for Twin Multi-class Support Vector
Machine
We want to find the whole solutions for all the values of the regularization
parameter λ > 0. To this end, we first prove that the solution is piecewise linear
with respect to λ, which greatly saves computing time. Let λ go from very large
to 0, and then we just need to find all the break points for the λ to figure out
the entire solution path. Since the first QPP is similar to the second, we discuss
the former in detail. For simplicity, we use L1,lB , E1,lB , R1,lB , L1,lC , E1,lC and R1,lC to
represent the sample index sets corresponding to B and C after the occurrence
of Event l in the first QPP. Accordingly, αli , β
l
k
, λl, wl1, and b
l
1 represent the
parameter values at the time Event l occurs.
3.1 Piecewise Linear of the Regularization Parameter λ
Theorem 1: For the first QPP (3), λl > λ > λl+1, let A11 = 1 − eTl1AA∗AT el1 ,
Al12 = em1−eTl1AA∗(xE
1, l
B )T , Al13 = em2−eTl1AA∗(xE
1, l
C )T , Al21 = −eTm1+xE
1, l
B A∗AT el1 ,
Al22 = x
E1, lB A∗(xE1, lB )T , Al23 = xE
1, l
B A∗(xE1, lC )T , Al31 = −eTm2 + xE
1, l
C A∗AT el1 , Al32 =
xE
1, l
C A∗(xE1, lB )T , Al33 = xE
1, l
C A∗(xE1, lC )T , A¯l = [Al11, Al12, Al13; Al21, Al22, Al23; Al31, Al32, Al33]
and b¯ = [0, eTm1, (1 − )eTm2 ]T . Then the threshold parameter α0, Lagrangian
multipliers αi and βk (i = 1, 2, · · · ,m1, k = 1, 2, · · · ,m2) are piecewise linear with
respect to the regularization parameter λ, and the corresponding solution w1
and the hyperplane f1 that it corresponds to are piecewise linear with respect
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to 1/λ, which can be mathematically described below:
α0 = α
l
0 − (λl − λ)ϑl0, (17)
αi = α
l
i − (λl − λ)ϑli, i = 1, 2, · · · ,m1, (18)
βi = β
l
i − (λl − λ)νlk, k = 1, 2, · · · ,m2, (19)
w1 =
λl
λ
(wl1 + hl1) − hl1, (20)
f1(x) = λ
l
λ
( f1(x)l − h2(x)l) − h2(x)l, (21)
where ϑli is the first element of (A¯
l)−1 b¯l, ϑli is the (1 + i)st element of (A¯
l)−1 b¯l,
and νl
k
is the (1 + m1 + k)st element of (A¯l)−1 b¯l,
hl1 = A
∗ ∑
i∈E1, lB
ϑli x
(2)
i + A
∗ ∑
k∈E1, l
C
νlk x
(3)
k
+ ϑl0A
∗AT el1, (22)
and
hl2(x) = − xT A∗
∑
i∈E1, lB
ϑli x
(2)
i − xT A∗
∑
k∈E1, l
C
νlk x
(3)
k
+ (elm − xT A∗AT el1 )ϑl0.
(23)
Proof 1: Theorem 1 is proved in two steps, first by proving that α0, αi and
βk (i = 1, 2, · · · ,m1, k = 1, 2, · · · ,m2) are piecewise linear with respect to λ,
and then by proving that w1 and f1 are piecewise linear with respect to 1/λ,
respectively.
i. α0(λ), αi(λ) and βk(λ)
It can be known from Eq. (13) that the lst function of the first hyperplane
is
f l1 (x) = xTwl1 +
1
λl
αl0. (24)
If λl > λ > λl+1, it can be seen from the above formula
f1(x) =λ
l
λ
f l1 (x) + [ f1(x) −
λl
λ
f l1 (x)]
=
1
λ
{λl f l1 (x) + (α0 − αl0) + xT A∗AT el1 (αl0 − α0)
+ xT A∗[
∑
i∈L1, lB
(αli − αi)x(2)i +
∑
i∈E1, lB
(αli − αi)x(2)i
+
∑
i∈R1, lB
(αli − αi)x(2)i ] + xT A∗[
∑
k∈L1, l
C
(βlk − βk)x(3)k
+
∑
k∈E1, l
C
(βlk − βk)x(3)k +
∑
k∈R1, l
C
(βlk − βk)x(3)k ]}.
(25)
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For the samples in L1,lB and R1,lB , αi = αli . For the samples in L1,lC and R1,lC ,
βk = β
l
k
. Therefore, Eq. (25) can be simplified as
f1(x) =1
λ
{λl f l1 (x) + (α0 − αl0) + xT A∗[AT el1 (αl0 − α0)
+
∑
i∈E1, lB
(αli − αi)x(2)i +
∑
k∈E1, l
C
(βlk − βk)x(3)k ]}.
(26)
For ∀ j ∈ ElB ∪ ElC , let x = x j , α¯0 = αl0 − α0, α¯i = αli − αi and β¯k = βlk − βk , then
− f1(x j) = − 1
λ
{λl f l1 (x j) − α¯0 + xTj A∗[AT el1 α¯0
+
∑
i∈E1, lB
α¯ix
(2)
i +
∑
k∈E1, l
C
β¯k x
(3)
k
]}. (27)
• If j ∈ ElB, substitute − f l1 (x
E1, lB
j ) = 1 into Eq. (27) to obain m1 equations
λl − λ =xE
1, l
B
k
A∗[
∑
i∈E1, lB
α¯ix
E1, lB
i +
∑
k∈E1, l
C
β¯k x
E1, l
C
k
]
+ [−1 + (xE
1, l
B
j )T A∗AT el1 ]α¯0, j = 1, 2, · · · ,m1.
(28)
• If j ∈ El
C
, substitute − f l1 (x
E1, l
C
j ) = 1− into Eq. (27) to obain m2 equations
(1 − )(λl − λ) = xE
1, l
C
k
A∗[
∑
i∈E1, l
C
α¯ix
E1, lB
i +
∑
k∈E1, l
C
β¯k x
E1, l
C
k
]
+ [−1 + (xE
1, l
C
j )T A∗AT el1 ]α¯0, j = 1, 2, · · · ,m2.
(29)
By combining Eqs. (6) and (13), we can obtain
(1 − eTl1AA∗AT el1 )α0 +
l2∑
i=1
[1 − eTl1AA∗x
(2)
i ]αi
+
l3∑
k=1
[1 − eTl1AA∗x
(3)
k
]βk = 0.
(30)
By making a difference between Eq. (30) and its corresponding lst equation, we
can obtain
(1 − eTl1AA∗AT el1 )α¯0 +
∑
i∈E1, lB
[1 − eTl1AA∗x
E1, lB
i ]α¯i
+
∑
k∈E1, l
C
[1 − eTl1AA∗x
E1, l
C
k
]β¯k = 0.
(31)
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By combining Eqs. (28), (29) and (31), we can obtain (1 + m1 + m2) equations
regarding α¯0, α¯i and β¯k and then convert them to the matrix equation
A¯lδ∗ = (λl − λ)b¯l, (32)
where δ∗ = [α¯0, α¯T , β¯T ]T , α¯ = [α¯1, α¯2, · · · , α¯m1 ]T and β¯ = [β¯1, β¯2, · · · , β¯m1 ]T . If
the matrix A¯l is non-singular, then we can obtain from Eq. (32)
δ∗ = (λl − λ)(A¯l)−1 b¯l . (33)
So the threshold parameter α0, Lagrangian multipliers αi and βk (i = 1, 2, · · · ,m1, k =
1, 2, · · · ,m2) are piecewise linear with respect to λ, respectively.
ii. w1( 1λ ) and f1( 1λ )
When λl > λ > λl+1, it can be apparently seen from Eq. (13)
w1 =
λl
λ
wl1 + [w1 −
λl
λ
wl1]
=
λl
λ
wl1 +
1
λ
{A∗AT el1 (αl0 − α0)
+ A∗[
∑
i∈L1, lB
(αli − αi)x(2)i +
∑
i∈E1, lB
(αli − αi)x(2)i
+
∑
i∈R1, lB
(αli − αi)x(2)i ] + A∗[
∑
k∈L1, l
C
(βlk − βk)x(3)k
+
∑
k∈E1, l
C
(βlk − βk)x(3)k +
∑
k∈R1, l
C
(βlk − βk)x(3)k ]}.
(34)
In the same way, for the samples in L1,lB and R1,lB , αi = αli . For the samples in
L1,l
C
and R1,l
C
, βk = βlk . And so Eq. (34) can be simplified as
w1 =
λl
λ
wl1 +
1
λ
A∗[el1 (αl0 − α0)
+
∑
i∈E1, lB
(αli − αi)x(2)i +
∑
k∈E1, l
C
(βlk − βk)x(3)k ].
(35)
By substituting Eqs. (17-19) into Eq. (35), we can obtain
w1 =
λl
λ
wl1 +
1
λ
A∗{λl[AT el1ϑl0 +
∑
i∈E1, lB
ϑli x
(2)
i +
∑
k∈E1, l
C
νlk x
(3)
k
]
− λ[AT el1ϑl0 +
∑
i∈E1, lB
ϑli x
(2)
i +
∑
k∈E1, l
C
νlk x
(3)
k
]}
=
λl
λ
(wl1 + hl1) − hl1.
(36)
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Therefore, Eq. (20) obviously holds, i.e., w1 is piecewise linear with respect to
1/λ. By substituting Eqs. (17-19) into Eq. (24), we can obtain
f1(x) =λ
l
λ
f l1 (x) +
1
λ
{λ[ϑl0 − xT A∗AT el1ϑl0
− xT A∗
∑
i∈E1, lB
ϑli x
(2)
i − xT A∗
∑
k∈E1, l
C
νlk x
(3)
k
]
+ λl[ϑl0 − xT A∗AT el1ϑl0
− xT A∗
∑
i∈E1, lB
ϑli x
(2)
i − xT A∗
∑
k∈E1, l
C
νlk x
(3)
k
]}
=
λl
λ
( f1(x)l − h2(x)l) − h2(x)l .
(37)
Obviously, Eq. (21) holds, i.e., f1 is piecewise linear with respect to 1/λ.
In conclusion, Theorem 1 is proved.
3.2 Initialization
Theorem 2: For the first QPP (3), λ→ +∞, let
M1 = max{eTl1AA∗x
(2)
i | eTl1AA∗x
(2)
i > 1, ∀i = 1, 2, · · · , l2}, M2 = max{eTl1AA∗x
(3)
k
| eT
l1
AA∗x(3)
k
>
1, ∀i = 1, 2, · · · , l3}, M3 = max{eTl1AA∗x
(2)
i | eTl1AA∗x
(2)
i ≤ 1, ∀i = 1, 2, · · · , l2},
M4 = max{eTl1AA∗x
(3)
k
| eT
l1
AA∗x(3)
k
≤ 1, ∀i = 1, 2, · · · , l3}, blower = max{−1, 1M3−1−1 , 1−M4−1−1 },
and bupper = min{1, 1M1−1+1 , 1−M2−1+1 }, where 0 <  < 1 and 0  1  1.
If blower ≤ b1 ≤ bupper , the Lagrangian multipliers αi = 1 and βk = 1 (i =
1, 2, · · · ,m1, k = 1, 2, · · · ,m2).
Proof 2: If λ→ +∞, then 1/λ ≈ 0. We can obtain from Eq. (13)
w1 = −A∗AT el1b1. (38)
If Eq. (38) is substituted into the fist QPP (3), the problem can be modified
into
min
b1,ξ,η
λl21 b
2
1
2
| |Il1 − AA∗AT | |2 +
l2∑
i=1
ξi +
l3∑
k=1
ηk
s.t. (eTl1AA∗x
(2)
i − 1)b1 + ξi ≥ 1, i = 1, 2, · · · , l2,
(eTl1AA∗x
(3)
k
− 1)b1 + ηk ≥ 1 − , k = 1, 2, · · · , l3,
(39)
where Il1 ∈ Rl1 is the identity matrix.
i. 0 < b1 ≤ bupper
This situation can be divided into the following four situations.
• If eT
l1
AA∗x(2)i ≤ 1, then (eTl1AA∗x
(2)
i − 1)b1 ≤ 0 and ξi > 0. Joint Eq. (7)
and Eq. (11), easy to obtain αi = 1.
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• If eT
l1
AA∗x(2)i > 1, then [eTl1AA∗x
(2)
i − 1]b1 ≤ (M1 − 1)b1 ≤ M1−1M1−1+1 < 1 and
ξi > 0. Similarly, easy to obtain αi = 1.
• If eT
l1
AA∗x(3)
k
≤ 1, then (eT
l1
AA∗x(3)
k
− 1)b1 ≤ 0 and ηk > 0. Joint Eq. (8)
and Eq. (12), easy to obtain βk = 1.
• If eT
l1
AA∗x(3)
k
> 1, then [eT
l1
AA∗x(3)
k
−1]b1 ≤ (M2−1)b1 ≤ (M2−1)(1−1)M2−1+1 < 1−1
and ηk > 0. Similarly, easy to obtain βk = 1.
ii. blower ≤ b1 < 0
This situation can be divided into the following four situations.
• If eT
l1
AA∗x(2)i ≥ 1, then (eTl1AA∗x
(2)
i − 1)b1 ≤ 0 and ξi > 0. From the above,
easy to obtain αi = 1.
• If eT
l1
AA∗x(2)i < 1, then [eTl1AA∗x
(2)
i −1]b1 ≤ [eTl1AA∗x
(2)
i −1]|b1 | ≤ |M3−1 ||M3−1−1 | <
1 and ξi > 0. Similarly, easy to obtain αi = 1.
• If eT
l1
AA∗x(3)
k
≥ 1, then (eT
l1
AA∗x(3)
k
−1)b1 ≤ 0 and ηk > 0. From the above,
easy to obtain βk = 1.
• If eT
l1
AA∗x(3)
k
< 1, then [eT
l1
AA∗x(3)
k
−1]b1 ≤ [eTl1AA∗x
(3)
k
−1]|b1 | ≤ |(M4−1) |(1−1)|M4−1−1 | <
1 − 1 and ηk > 0. Similarly, easy to obtain βk = 1.
iii. b1 = 0
From Eq.(29), it is distinctly seen 0 < 1 < ξi and 0 < 1 −  < ηk , so αi = 1
and βk = 1.
In conclusion, Theorem 2 is proved.
By substituting the Lagrangian multipliers αi = 1 and βk = 1 in Theorem 2
into Eq. (13), we can obtain
w1 = −b1A∗AT el1 +
1
λ
w∗1, (40)
w∗1 = −A∗(
l2∑
i=1
x(2)i +
l3∑
k=1
x(3)
k
), (41)
For ∀ j ∈ B ∪ C, there is
−(wT1 x j + b1) ≤ 1, j ∈ B, (42)
−(wT1 x j + b1) ≤ 1 − , j ∈ C, (43)
By substituting Eq. (41) into Eq. (42) and Eq. (43), and we obtain
(1 − eTl1AA∗xBj )b1 ≥ −1 −
1
λ
(w∗)T xBj , (44)
(1 − eTl1AA∗xCj )b1 ≥  − 1 −
1
λ
(w∗)T xCj . (45)
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If the sample points that M1, M2, M3 and M4 correspond to are unique, then
let x(2)i1 , x
(3)
k1
, x(2)i2 and x
(3)
k2
denote them, respectively. Eq. (44) and Eq. (45) are
discussed in the following four cases.
• If eT
l1
AA∗xBj < 1, then b1 ≥ [−1 − 1λ (w∗1)T x(2)i2 ]/(1 − M3).
• If eT
l1
AA∗xBj ≥ 1, then b1 ≤ [−1 − 1λ (w∗1)T x(2)i1 ]/(1 − M1).
• If eT
l1
AA∗xCj < 1, then b1 ≥ [ − 1 − 1λ (w∗1)T x(3)k2 ]/(1 − M4).
• If eT
l1
AA∗xCj ≥ 1, then b1 ≤ [ − 1 − 1λ (w∗1)T x(3)k1 ]/(1 − M2).
From the above, if [ −1− 1λ (w∗1)T x(3)k2 ]/(1−M4) ≤ b1 ≤ [−1− 1λ (w∗1)T x
(2)
i1
]/(1−
M1), then the Lagrangian multiplier αi goes from αi = 0 to 0 ≤ αi ≤ 1, − f (x(2)i1 ) =
1 and the Lagrangian multiplier βk goes from βk = 1 to 0 ≤ βk ≤ 1, − f (x(3)k2 ) =
1 −  . Let M = −A∗AT el1 , then
(MT x(2)i1 )b
′
1 +
1
λ
′ (w∗1)T x(2)i1 = −1, (46)
(MT x(3)
k2
)b′1 +
1
λ
′ (w∗1)T x(3)k2 = −1. (47)
By combining Eq. (46) and Eq. (47), we can obtain
b
′
1 =
( − 1)(w∗1)T x(2)i1 + (w∗1)T x
(3)
k2
(MT x(3)
k2
+ 1)(w∗1)T x(2)i1 − (MT x
(2)
i1
+ 1)(w∗1)T x(3)k2
, (48)
λ
′
0 =
(MT x(3)
k2
+ 1)(w∗1)T x(2)i1 − (MT x
(2)
i1
+ 1)(w∗1)T x(3)k2
−(MT x(3)
k2
+ 1) − ( − 1)(MT x(2)i1 + 1)
. (49)
If [−1 − 1λ (w∗1)T x(2)i2 ]/(1 − M3) ≤ b1 ≤ [ − 1 − 1λ (w∗1)T x
(3)
k1
]/(1 − M2), then the
Lagrangian multiplier αi goes from αi = 0 to 0 ≤ αi ≤ 1, − f (x(2)i2 ) = 1 and the
Lagrangian multiplier βk goes from βk = 1 to 0 ≤ βk ≤ 1, − f (x(3)k1 ) = 1 −  . In
the same way, we can obtain
b
′′
1 =
( − 1)(w∗1)T x(2)i2 + (w∗1)T x
(3)
k1
(MT x(3)
k1
+ 1)(w∗1)T x(2)i2 − (MT x
(2)
i2
+ 1)(w∗1)T x(3)k1
, (50)
λ
′′
0 =
(MT x(3)
k1
+ 1)(w∗1)T x(2)i2 − (MT x
(2)
i2
+ 1)(w∗1)T x(3)k1
−(MT x(3)
k1
+ 1) − ( − 1)(MT x(2)i2 + 1)
. (51)
Therefore, when the λ is reduced from sufficient value, the initial value is deter-
mined to be λ = max(λ′, λ′′), and b is initialized to the corresponding value.
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Algorithm 1: Initialization
Input: System parameter δ,  , sample matrices A, B and C.
Output: Initial regularization parameter λ0, initial Lagrangian
multipliers α0i , β
0
k
, initial index sets L1,0B , E1,0B , R1,0B , L1,0C , E1,0C
and R1,0
C
.
1 A∗ ← inv(AT A + δI );
2 M13 ← −eTl1AA∗B, M24 ← −eTl1AA∗C;
3 M1 ← max(M13), x(2)i1 ← C(find(M13 = M1), :);
4 M3 ← min(M13), x(2)i2 ← C(find(M13 = M3), :);
5 M2 ← max(M24), x(3)k1 ← C(find(M24 = M2), :);
6 M4 ← min(M24), x(3)k2 ← C(find(M24 = M4), :);
7 Obtain λ′ , λ′′ , b′1 and b
′′
1 according to Theorem 2.
8 λ0 ← max(λ′, λ′′), b∗0 ← (λ
′
> λ
′′) ? b′1 : b
′′
1;
9 Obtain f1(B) and f1(C) according to Eq. (24);
10 if − f1(B) < 1 then
11 L1,0B ← find(− f1(B) < 1), α0(find(− f1(B)<1)) ← 1;
12 else if − f1(B) == 1 then
13 E1,0B ← find(− f1(B) == 1), α0(find(− f1(B)==1)) ← 1;
14 else if − f1(B) < 1 then
15 R1,0B ← find(− f1(B) < 1), α0(find(− f1(B)>1)) ← 0;
16 if − f1(C) < 1 −  then
17 L1,0
C
← find(− f1− (C) < 1 − );
18 β0(find(− f1(C)<1− )) ← 1;
19 else if − f1(C) == 1 −  then
20 E1,0
C
← find(− f1− (C) == 1 − );
21 β0(find(− f1(C)==1− )) ← 1;
22 else if − f1(C) > 1 −  then
23 R1,0
C
← find(− f1− (C) < 1 − );
24 β0(find(− f1(C)>1− )) ← 0;
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3.3 Finding λl+1
As the λ decreases, the index sets L1B, E1B, R1B, L1C , E1C , and R1C will also change,
which is termed as an event and marked as "→". For the first QPP, we discuss
what happens in the following 6 scenarios.
3.3.1 E1B < 
One of the sample points in E1B goes into either L1B or R1B.
• If E1B → L1B, then α changes from 0 ≤ αi ≤ 1 to αi = 1 and f1(xi) changes
from − f1(xi) = 1 to − f1(xi) < 1.
λ1 = max
i∈E1, lB
{λl − α
l
i − αi
ϑli
} = max
i∈E1, lB
{λl − α
l
i − 1
ϑli
}, (52)
• If E1B → R1B, then α changes from 0 ≤ αi ≤ 1 to αi = 0 and f1(xi) changes
from − f1(xi) = 1 to − f1(xi) > 1.
λ2 = max
i∈E1, lB
{λl − α
l
i − αi
ϑli
} = max
i∈E1, lB
{λl − α
l
i
ϑli
}, (53)
3.3.2 L1B < 
One of the sample points in L1B goes into E1B.
• If L1B → E1B, then α changes from αi = 1 to 0 ≤ αi ≤ 1 and f1(xi) changes
from − f1(xi) < 1 to − f1(xi) = 1.
λ3 = max
i∈L1, lB
{λl f
l
1 (xi) − hl2(xi)
f1(xi) − hl2(xi)
} = max
i∈L1, lB
{λl f
l
1 (xi) − hl2(xi)
−1 − hl2(xi)
}. (54)
3.3.3 R1B < 
One of the sample points in R1B goes into E1B.
• If R1B → E1B, then α changes from αi = 0 to 0 ≤ αi ≤ 1 and f1(xi) changes
from − f1(xi) > 1 to − f1(xi) = 1.
λ4 = max
i∈R1, lB
{λl f
l
1 (xi) − hl2(xi)
f1(xi) − hl2(xi)
} = max
i∈R1, lB
{λl f
l
1 (xi) − hl2(xi)
−1 − hl2(xi)
}. (55)
3.3.4 E1C < 
One of the sample points in E1C goes into either L1C or R1C .
• If E1C → L1C , then β changes from 0 ≤ βi ≤ 1 to βi = 1 and f1(xk) changes
from − f1(xk) = 1 −  to − f1(xk) < 1 −  .
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λ5 = max
k∈E1, l
C
{λl − β
l
k
− βk
νl
k
} = max
k∈E1, l
C
{λl − β
l
k
− 1
νl
k
}, (56)
• If E1C → R1C , then β changes from 0 ≤ βi ≤ 1 to βi = 0 and f1(xk) changes
from − f1(xk) = 1 −  to − f1(xk) > 1 −  .
λ6 = max
k∈E1, l
C
{λl − β
l
k
− βk
νl
k
} = max
k∈E1, l
C
{λl − β
l
k
νl
k
}, (57)
3.3.5 L1C < 
One of the sample points in L1C goes into E1C .
• If L1C → E1C , then β changes from βi = 1 to 0 ≤ βi ≤ 1 and f1(xk) changes
from − f1(xk) < 1 −  to − f1(xk) = 1 −  .
λ7 = max
k∈L1, l
C
{λl f
l
1 (xk) − hl2(xk)
f1(xk) − hl2(xk)
} = max
k∈L1, l
C
{λl f
l
1 (xk) − hl2(xk)
( − 1) − hl2(xk)
}. (58)
3.3.6 R1C < 
One of the sample points in R1C goes into E1C .
• If R1C → E1C , then β changes from βi = 0 to 0 ≤ βi ≤ 1 and f1(xk) changes
from − f1(xk) > 1 −  to − f1(xk) = 1 −  .
λ8 = max
k∈R1, l
C
{λl f
l
1 (xk) − hl2(xk)
f1(xk) − hl2(xk)
} = max
k∈R1, l
C
{λl f
l
1 (xk) − hl2(xk)
( − 1) − hl2(xk)
}. (59)
When the regularization parameter λl decreases continuously, a total of eight
events in the above six cases are defined as the first event. Thus, the regular-
ization parameter λl+1 can be calculated as follows.
λl+1 = max{λ1, λ2, λ3, λ4, λ5, λ6, λ7, λ8}. (60)
Meanwhile, index sets L1,lB , E1,lB , R1,lB , L1,lC , E1,lC , R1,lC , Lagrange multipliers αli ,
βl
k
, threshold parameter αl0 and so on are updated according to the above eight
events. Then the next iteration is proceed until the regularization parameter λ
approaches 0.
3.4 Solution Path Algorithm
For the sample set with K(K > 3) classes, to obtain the entire solution path of
regularization parameters λ, we need the following three steps.
Step 1: Two-thirds of the sample set are randomly selected as the training
sample set T , and the remaining as the test sample set. And one-thirds of the
training set was used to solve the solution path, and the rest samples were used
for examining.
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Step 2: Any two categories of samples Ki and Kj(i , j) are randomly selected
from the training sample set, denoted as class +1 and −1, respectively. And sam-
ples of the other categories are denoted as class 0. Sets of the three classes of
samples are represented by A, B and C. Therefore, there are K(K − 2)/2 combi-
nations for samples with K categories, and the optimal hyperplanes f1,i, j(x) and
f2,i, j(x) corresponding to each combination (Ki,Kj) are calculated respectively.
Step 2.1: For the first QPP, there are two steps to the solution.
• Initialization: Set the initial value of system parameters δ and  , then
invoke Algorithm 1 to determine the initial regularization parameter λ0,
the initial Lagrangian multipliers α0i , β
0
k
, the initial index sets L1,0B , E1,0B ,
R1,0B , L1,0C , E1,0C and R1,0C . If the initial value of the parameter obtained
by Algorithm 1 is not satisfied b∗ ∈ (blower, bupper ), then we use the QPP
method for initialization. In this paper, the starting points of the QPP
method are λ = 103.
• Traversal search: Invoke Algorithm 2 to get the entire solution to the first
QPP.
Step 2.2: For the second QPP, there are two steps to the solution similar to
the first QPP.
Algorithm 2: Solution path algorithm
Input: System parameters threshold and maxIter, initial regularization
parameter λ0, initial Lagrangian multipliers α0i , β
0
k
, initial index
sets L1,0B , E1,0B , R1,0B , L1,0C , E1,0C and R1,0C .
Output: Solution path λ, α0, α and β.
1 l ← 1, m1 = size(E1,lB ), m2 = size(E1,lC )
2 while λl > 0 do
3 Obtain A¯l and b¯l according to E1,l−1B and E1,l−1B ;
4 ϑl0 ← A¯l b¯l(1), ϑli ← A¯l b¯l(1 + i);
5 νl
k
← A¯l b¯l(1 + m1 + k);
6 for e← 1, 2, · · · , 8 do
7 if Evente occurs then
8 λe ← according to Eqs. (52-59);
9 else
10 λe ← 0;
11 λl+1 ← max{λ1, λ2, · · · , λ8};
12 if λl+1 = 0 then
13 return;
14 Update αl+10 , α
l+1
i , β
l+1
k
, L1,l+1B , E1,l+1B , R1,l+1B , L1,l+1C , E1,l+1C and R1,l+1C ;
15 l ← l + 1, m1 ← size(E1,lB ), m2 ← size(E1,lC );
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Step 3: To determine the optimal regularization parameter pairs (λ, λ¯) and
its corresponding hyperplanes f1,i, j(x) and f2,i, j(x), the decision function fi, j(x)
is utilized to evaluate the error for every combination (Ki,Kj) on the examining
set, and it generates ternary outputs {1, 0,−1}.
fi, j(x) =

1, if f1,i, j(x) > −1 + ,
−1, if f2,i, j(x) > 1 − ,
0, otherwise,
(61)
Step 4: Predict the classes of samples in the test set using K(K − 2)/2 pairs
of the optimal regularization parameters. For any sample in test set, we need
to calculate its votes under the decision function fi, j(x).
• If f1,i, j(x) > −1 +  , then class Ki gets 1 vote, the rest of the class can’t
vote.
• If f2,i, j(x) > 1−  , then class Kj gets 1 vote, the rest of the class can’t vote.
• If the above two conditions are not satisfied, then class Kj and class Kj
get −1 vote, the rest of the class can’t vote.
Calculate the votes of K classes of the sample under K(K−2)/2 decision functions,
and the class with the most votes is its category.
4 Numerical Experiments
To demonstrate the performance of the proposed algorithm, we conduct a series
of experiments on twelve benchmark datasets from the UCI machine learning
repository1, i.e., Iris, Wine, Glass, Vehicle, Balancescale, CMC, Seeds, Aggrega-
tion, Vowel, Thyroid, Ecoli and Dermatology. And the detailed characteristics
such as the size of classes of these datasets are shown in Table 1. In addition,
we set δ1 = 10−7, δ2 = 10−7, 10−2 and 2 = 10−2. And we use MATLAB R2016b
to conduct all the experiments on a personal computer equipped with an Intel
(R) Core (TM) i7-7500U 2.90 GHz CPU and 8 GB memory capacity.
4.1 Piecewise Linear of The Solution Path.
Fig. 4 shows the solution path of the regularization parameter λ in the first
QPP on dataset 5, where Fig. 4(a) and Fig. 4(c) are the entire solutions
of the regularization parameter λ with respect to α and β, respectively. In
Fig. 4(a) and Fig. 4(c), all the coefficient paths are piecewise linear. To
clearly demonstrate the piecewise linearity of the solution path, the combination
(K1,K2) in Fig. 4(a) is selected as shown in Fig. 4(b), and the combination
(K1,K3) in Fig. 4(c) is selected as shown in Fig. 4(d). From Fig. 4(b) and Fig.
4(d), it is obvious that the Lagrangian multipliers α and β are piecewise linear
with respect to the regularization parameter λ.
1 URL: https://archive.ics.uci.edu/ml/index.php
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Fig. 4: The solution path of regularization parameter λ for dataset 5. (a) The
entire collection of piecewise linear paths with repect to α for the first
QPP; (b) Paths for several selected observations (Class 1 to Class 2); (c)
The entire collection of piecewise linear paths with repect to β for the
first QPP; (d) Paths for several selected observations (Class 1 to Class
3). (Note: λ is on the log scale.)
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Tab. 1: Description of UCI datasets for test.
No. Datasets Tol.a Db Kc Size of classes
1 Iris 150 4 3 50, 50, 50
2 Wine 178 13 3 59, 71, 48
3 Glass 214 9 6 29, 76, 70, 17, 13, 9
4 Vehicle 846 18 3 199, 217, 218, 212
5 Balance 625 4 3 49, 288, 288
6 CMC 1473 9 3 629, 333, 511
7 Seeds 210 7 3 70, 70, 70
8 Aggreg. 788 2 7 170, 34, 273, 102, 130, 45, 34
9 Vowel 871 3 6 72, 89, 172, 151, 207, 180
10 Thyroid 215 5 3 150, 35, 30
11 Ecoli 336 8 8 143, 77, 2, 2, 259, 20, 5, 52
12 Dermatol. 358 34 6 111, 60, 71, 48, 48, 20
a The total number of instances in the dataset.
b The dimension of the features of the instance in the dataset.
c The number of instance classes in the dataset.
For the second QPP and other datasets, there also have similar piecewise
linear solution paths.
4.2 Comparative Experimental Results.
We use the proposed solution algorithm and grid search method for the twin
multi-class support vector machine to carry out experiments on twelve bench-
mark datasets respectively, and the results are shown in Table 2 and Table 3. In
this experiment, we randomly choose 4/5 of each dataset as the training sam-
ples, and the remaining are the test samples. For each dataset, we repeated its
experiments 10 times.
In Table 2 and Table 3, the first line is the median prediction probability
of the optimization problem using the proposed fast solution algorithm and the
second line is its bias. Thus, the accuracy of the two methods is almost the
same. For dataset 1, 6 and 10, the prediction accuracy of the proposed method
is much higher than that of the grid search method. For the other datasets,
the accuracy of the two methods is basically the same. The comparison of
prediction accuracy of the two methods is shown in Fig. 5, where the blue line
represents the prediction accuracy of the proposed algorithm with 10 repeated
experiments, and the red line represents the prediction accuracy of the grid
search.
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Tab. 2: Optimal accuracy results and complexity of the proposed algorithm.
Datasets Iris Wine Glass Vehicle Balance CMC
Med. acc. (%) 86.67 93.06 24.53 76.33 79.37 54.58
STD (± %) 13.33 4.17 10.47 5.33 11.11 3.39
O (QPPs) 6 6 30 6 6 6
Datasets Seeds Aggreg. Vowel Thyroid Ecoli Dermatol.
Med. acc. (%) 85.71 80.38 67.63 89.53 79.55 88.19
STD (± %) 9.52 5.06 9.25 5.81 5.30 4.86
O (QPPs) 6 42 30 6 56 30
Tab. 3: Optimal accuracy results and complexity of the grid search method.
Datasets Iris Wine Glass Vehicle Balance CMC
Med. acc. (%) 78.33 94.44 30.23 76.92 86.90 47.46
STD (± %) 11.67 5.56 6.98 4.14 2.78 1.69
O (QPPs ×106) 6 6 30 6 6 6
Datasets Seeds Aggreg. Vowel Thyroid Ecoli Dermatol.
Med. acc. (%) 92.86 86.08 73.70 88.37 81.82 93.75
STD (± %) 4.76 1.90 3.18 6.98 4.55 3.47
O (QPPs ×106) 6 42 30 6 56 30
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Fig. 5: Correct ratio plots of ten times on each dataset. Red lines and blue lines
denote grid search method and the proposed algorithm, respectively.
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4.3 Computational Cost of The Algorithm.
Suppose that the regularization parameter λ is reduced from 1000, and the
step size of the regularization parameter λ is ∆λ = 1 when the grid search
method is adopted. Therefore, the QPPs need to be solved for 106 times in
each combination (Ki,Kj). We use the "quadprog.m" function to realize the
QPP in MATLAB. The time to solve QPP each time depends on the size of the
data set, and for high-dimensional data sets, the time to solve a QPP may even
exceed a few hours. Therefore, the times of solving QPP are used to measure
the complexity of the two algorithms.
The complexity of the two algorithms is shown in the last row in Table 2
and Table 3. For the proposed algorithm of fast solution path, considering that
the constraint conditions are not met during initialization, we will use a QPP to
initialize and then solve, so the cost of the proposed algorithm is K(K −1) QPPs
in Table 2. However, the algorithm complexity of grid search is K(K − 1) × 106
QPPs. Obviously, compared with the grid search method, the computational
cost of the proposed algorithm will be greatly reduced.
5 Conclusion
In this paper, the twin multi-class support vector machine with OVOVR strat-
egy is studied and its fast regularization parameter tuning algorithm is devel-
oped. The solutions of the two sub-optimization problems are proved to be
piecewise linear on the regularization parameters, and the entire regularized
solution path algorithm is developed accordingly. The simulation results on
UCI datasets show that the Lagrangian multipliers are piecewise linear with
respect to the regularization parameters of the two sub-models, which lays a
foundation for further selecting regularization parameters and makes the gener-
alization performance of the twin multi-class support vector machine better. In
addition, compared with the traditional grid search method, the computational
complexity of the proposed algorithm can be reduced from K(K − 1)106 QPPs
to K(K − 1) QPPs in solving the optimal parameters.
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