Abstract: A novel self-learning control algorithm for human-machine systems is presented. The designed controller is based on a probabilistic extension of recurrent fuzzy systems, which allows the consideration of non-deterministic information in addition to deterministic control signals. The behavior of the controller is adapted by varying the conditional probabilities of state switching, wherefore the automation-like structure of a recurrent fuzzy system is exploited. The adaptation is done by statistically evaluating the results from an objective and a subjective point of view. The developed transient probabilistic recurrent fuzzy controller (TP-RFC) considers two control objectives of different time scales. First, the actual control of the mechatronical subsystem and second, the consideration (self-leaning) of disturbances and the user's idiosyncrasy in a long term. An application of the proposed TP-RFC to a washing machine is shown by simulation.
INTRODUCTION
Today, innovative technologies, products, and services have to address an entire application spectrum. They should be flexible and easy adaptable to changing surrounding conditions, for instance economical/ environmental ones or customer demands, to ensure a long life cycle. Local requirements and customer idiosyncrasies have to be already considered in early development stages, Chena et al. (2004) . This is becoming very expensive and timeconsuming, as engineered systems are of rising complexity which impedes to stay connected with, Ottino (2004) .
Based on these facts, self-learning systems, which are able to adapt themselves to the actual situation or to act appropriately in an uncertain environment, are designed in order to ease the development process. Those systems are often realized by intelligent control strategies, for instance hybrid systems, neural nets or fuzzy logic, Antsaklis (1999) . Especially fuzzy theory-based approaches are widely used for modeling and controlling complex systems, as they allow a mathematical consideration of uncertainties, vagueness and subjective information, Feng (2006) . When dealing with dynamical systems, recurrent fuzzy expressions can be used. They allow a linguistical formulation and interpretation of the system's time-dependent behavior by integrating a time-delayed feedback into the knowledgebased rules. Recently, Diepold and Lohmann (2010) introduced the transient probabilistic recurrent fuzzy system (TP-RFS) which is able to handle two kinds of uncertain information (vague and stochastic), in order to create a more reliable approximation of the system's dynamics. Thereby, the recurrent fuzzy system describes the core-dynamics which is adaptable by transient conditional probabilities of state switching.
In this paper, an intelligent supervisory probabilistic recurrent fuzzy controller (TP-RFC) for self-learning in human-machine systems (HMS) is developed based on TP-RFS. The controller's behavior is iteratively optimized by updating the appropriateness of the fuzzy relations using statistics of past behavior evaluations. Therefor, two control objectives are considered: First, the evaluation of the final process outputs and second the user's subjective overall satisfaction.
The remainder of the paper is organized as follows: In Section 2, the layout of the considered HMS and its control objectives are presented. Section 3 describes the design of the TP-RFC and an application example based on a washing machine is shown in Section 4.
HUMAN MACHINE SYSTEMS
The considered HMS as shown in Fig. 1 includes a human operator, a software unit and the mechanics of the technical system. The software unit along with the mechanics form the mechatronical subsystem. The operator interacts with the system using a human-machine interface (HMI) and in return he gets informational feedback from the software unit and, if getting in contact, physical feedback from the mechanics. Most complex technical systems can be represented as HMS, by varying the contingent and the significance of each component, respectively. A well- Fig. 1 . Basic human-machine system architecture balanced example is a car, where the operator is a crucial part of the system, but the electronics and mechanics have to fulfill important tasks as well. Typically, such complex systems possess a multi-echelon hierarchical hybrid control architecture which is characterized by a continuoustime dynamics at lower levels and a discrete-time dynamics at higher levels, Haddad et al. (2006) . The low-level controllers, e.g. PI or PID, interact with the mechanics, whereat the higher level units gather information about and command new actions. This supervisory units include operator actions on different levels. Accordingly, due to the multi-echelon hierarchical architecture, such hybrid systems allow for considering continuous-time and discretetime dynamics as well as logic commands and discrete events, while simultaneously reducing cost and complexity by decomposition (decentralization).
These systems have to handle two control objectives: First, the control of the mechatronical system during the actual process execution and second, the operator's decisions and preferences. As human logic works linguistically and the software unit may have a complex usability, fuzzy logic is a promising theory bringing software and human logics close, Pedrycz and Gomide (2007) . However, human's behavior is not purely deterministic and thus Barrett and Woodall (1997) propose probabilistic control as a thinkable alternative to fuzzy logic. In addition, although there already exist a long list of useful approaches for integrating fuzzy methods into modeling and control applications (e.g. Feng (2006); Hellendoorn (1997) ), fuzzy controllers could leak while converting fuzzy preferences into crisp signal values by losing information during the defuzzification process, Saade (1996) . Thus, additional knowledge (e.g. statistical information) could be fetched and added to the fuzzy machine in order to assist the selection of preferred options within the fuzzy mode and thus supporting the fuzzy control. Based on that, a systematical solution approach for combining fuzzy and probabilistic control is introduced in the next Section.
PROBABILISTIC RECURRENT FUZZY SYSTEM
Recurrent fuzzy systems are generally used to model the transition function f of a discrete-time nonlinear dynamical system
where x ∈ X ⊂ R d and y ∈ Y ⊂ R v are the state and the output vectors, u ∈ U ⊂ R e is the input vector and k represents the iteration index. As an output function g is nonexisting for several recurrent fuzzy systems, it is considered as a linear function y(k) = Ix(k) with I equal to identity in this paper, Adamy and Kempf (2003) . The transition function f of the real-valued (crisp) vectors x(k) and u(k) is created by conventional fuzzy logic, consisting of fuzzification, inference and defuzzification. A state and input space partitioning is done by A Based on such a recurrent fuzzy system, the probabilistic extension is summarized in the following (see Diepold and Lohmann (2010) for more details). Its modification and adaption for the purpose of intelligent control of HMS is detailed in Section 3.2.
Basic Transient Probabilistic Recurrent Fuzzy System
The transient probabilistic recurrent fuzzy system (TP-RFS) benefits from the abstracted expression of a recurrent fuzzy system by an autonomous deterministic automaton. The state space representation of such an automaton is given by
where z(k) ∈ Z = {1, 2, 3, . . . , N} is the momentarily active state variable. Considering A x j = Z and B u q = G, the whole rule base (2) is transformable into such an automaton with linguistical state variables and transitions.
Replacing the transfer function G by the probabilistic functionG :
the deterministic automaton is turned into a stochastic one. Each factorg z ,z denotes the corresponding conditional probability of state switching for the connected pair (z(k) = z |z(k + 1) = z). Based on that, the conventional sum-product inference and Center of Sums defuzzification method (CoS), for calculating the transition function f of equation (1a), is modified to
where the annexed index vectors (j, q) lead to the corresponding w according to the rule base (2) (see Adamy and Kempf (2003) ). The membership functions μ xi Aj (x i ) and μ up Bq (u p ) for the rules' premises of (2) 
and μ u Bq is given analogously. According to that,
is the defuzzification vector of the rules' conclusions. Standardized system's design is considered, meaning that equidistant triangular functions are used for fuzzification and equidistant singletons for defuzzification. Each rowp
equals to the currently active conditional probabilities g A
, according to equation (4), of the corresponding linguistical state variable. All possible conditional probabilities can be compactly written as a three dimensional square probability matrixG x Aj , where each dimension x i is given bỹ
The sum over each column r has to be equal to one, because the overall possibility of staying in a state variable or switching to another one in the following time step has to be 100%. The rowp . However, as this method causes discontinuities (jumps) of the trajectory, which should be avoided in lots of control purposes, a smoothing alternative solution is explained in the following together with the intelligent supervisory controller design.
Intelligent Supervisory Controller Design
The principle of intelligent supervisory transient probabilistic recurrent fuzzy control (TP-RFC) is shown in Fig.  3 . The basically desired behavior is given by the recurrent fuzzy controller. Its state variables x set are the output signals of the TP-RFC and subsequently used as set values for low-level controllers (Section 2). Their feedback form the actual state vector x act . The matrixG x Aj is captured in the stochastic automation and a smooth adaptation of the dynamics by continuously switching between the probabilities is done bỹ
which leads to the matrixp x Cw according to equation (8). The three dimensional probability matrix is allowed to be transient (change over time), which is considered in two intrinsic ways and one extrinsic one. The extrinsic way and one of the intrinsic ways is in consequence of inherent and external events (inputs) u andũ (see Fig. 3 ). The second intrinsic way of changingG xi A j (k) is by adapting it via the learning logic. The logic evaluates the obtained performance results from an objective and a subjective point of view as follows: The input signalû(k) consists of the final process results x fin (k) and a linguistical evaluation Oŷ l (k) by the operator. The additional iteration indexk, which represents calculations after thek-th process run, is used to clarify the different time scales. The objective evaluation is done by comparing the results with stored values x sto , which are initially selected by the HMI. The calculation of the error is done by
(11) For probabilistic learning, a statistical error is determined as follows: The relative error of the actual process results
with a maximum considered error e x max and an acceptable error tolerance of δ x ≥ 0 is additionally weighted by α x . Its coefficients α xi ≥ 0 are directly linked to the objective evaluation by the operator and leads to an increasing or decreasing of the statistics. The operator is informed about the final performance results using the output signalsŷ(ǩ) (see Fig. 3 ). Thereafter, the operator can chose between predefined linguistical characteristics Oŷ l = Oŷ i l | i = 1, . . . , m , analogous to the explanation in Section 3, for his objective evaluation. For instance, if the operator's possible choices are {bad, ok, good} suitable values of the weighting coefficients can be {1, 0.5, 0}. Note, that this subdivision can differ for each weighting coefficient and should be done with respect to the particular system. The user does not have to give a feedback after each iteration, which is characterized by the indexǩ. For the iterations in-between, the coefficients α xi can be set to one for instance. Based on that, a modified root mean square (RMS) error over all past processes
is calculated. The variable ψ xi = j sgn (ẽ xi (j)) equals to the amount of iterations with positive relative error (see equation (12)) and β, γ are variables modifying the RMS error's growing. They are set to β(0) = 0, γ(0) = −1 for initialization and to β = γ = 1 after the first iteration (k > 1). Also x stor can be updated for statistical reasoning of an appropriate initialization, if required, by applying the arithmetic mean
whereby
. This is applicable if the initialized values x sto (0) were chosen to the best of one's knowledge but should be updated in favor of the systems behavior.
For further categorization ofẽ x sto , a state quantization is introduced. Quantizers are often used to ease the communication from continuous-time towards discrete-time subsystems inside a hybrid system, by a partition of the state space into finite areas Q(i) (qualitative states), Lunze and Nixdorf (2001) . In this paper, a linguistical partitioning is done, by replacing the element variable (i) with the linguistical state variables (C 
However, as overshoots or steady state problems of the low-level controllers may occur due to disturbances the
x 2 
This is done based on their initial values and the parameter α xi = 1−ẽ xi sto (k), which allows for considering the modified RMS error of equation (13). In consequence of decreasing the conditional probabilities toward T have to be increased according to the constraint in equation (9) 
where equation (17a) corresponds to (16a), equation (17b) to (16b) and the parametersδ denote the difference between the past and the actual probability value, for instanceδ ... ,..
If x i fin and x isto are in the same state partition, the updating according to the equations (16) and (17) has to be adjusted based on the prefix ξ xi = sgn (e xi )ẽ xi and the reference c xi w fin (lower (l) or higher (h) of it) as follows:
Thus, in this case the switching from T is given analogously by permuting the if-cases and replacing lower l with higher h. The remaining probabilities of the partition have to be adjusted by applying equation (17). An application example which may help to clarify the intelligent TP-RFC is given in the following Section.
APPLICATION EXAMPLE
The demonstration example is a simplified washing machine. These HMS have been fuzzy controlled since the 90s, Self (1990) . For instance, Miele already manufactured washing machines with a fully automated washing process option, Portmann (2010) . However, the optimization of such innovations is still subject of current developments. On the one hand, washing processes include economical and ecological aspects, and on the other hand, users' idiosyncrasies should be considered as well. As a high number of variables are required for all-automatic washing, the following simplifications are done for downsizing the example's complexity to an appropriate size: The considered parameters are the ratio of detergent to water inside the washing drum, the duration of the washing process and the amount of the clothes' dirt. All low-level controllers are further assumed to behave ideal, meaning that x set (k) = x act (k + 1). The system's architecture is briefly summarized in the following for the sake of completeness, while in Section 4.2 the TP-RFC design is shown together with simulation results for the mentioned parameters.
System's architecture
In Fig 
Intelligent supervisory TP-RFC design
Based on the selections of the operator, for instance type of laundry (wool, cotton or polyester) as well as the washing mode (common, ecological or short washing), and the measurements of the sensors an initial setup x sto (0) is selected by the HMI. The state variables are the estimated washing duration x 1 , with A x1 j = C x1 w = {short, medium, long}, and the mass of detergent in water x 2 , A x2 j = C x2 w = {low, medium, high}. The used abbreviations are: SH = short, LO = low, ME = medium, HI = high and L = long. These state variables form conflicting Paretooptimal curves which are further depending on the degree (2004)). Only the gray marked partitions in Fig. 6 are considered for simulation and the corresponding cutout of the overall rule base for the intelligent supervisory TP-RFC is shown in Table 1 . The two * symbols can be replaced by any combination of feasible linguistical characteristics. The core position vectors of the corresponding membership functions (see Fig. 2 ) are chosen to a T chosen by the HMI is marked in Fig. 6(a) . This steady state is disturbed, which leads the TP-RFC to command new actions. Possible disturbances can be for instance offsets of the low-level controllers or correcting measurements by the optical sensor, which are considered here with u(1) = 7% and u(2) = 6.2%. Accordingly, an optimization of x sto is done based on equation (14) . By setting x set = x sto for each process initialisation, the error e x of equation (11) is minimized and thus the required control energy for handling the disturbance becomes minimal. (12)). As can be seen, e x decreases below the acceptable error tolerance. The corresponding dynamics of the active probabilities p x Cw is summarized in Table 2 showing the initial and the final values.
In the second example an operating point is updated (switched). The initial setup for u(0) = 4.7% is updated, for instance by the manufacturer via onlien service, from Table 1 . Appropriate cutout of the rule base
x 2 (k + 1) LO * * SH LO ME SH LO ME LO ME SH ME ME LO ME ME LO ME LO ME ME ME ME ME Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011 T , meaning that the washing duration needs to be increased for the same amount of dirt in laundry without changing the amount of detergent. The updating is illustrated in Fig. 6(b) . The considered maximal errors are e (14) is ignored. Fig. 8 shows the relative error. While e x2 (k) = 0 stays at its initial value, e x1 (k) converges to an acceptable value. The faster converging parametrization leads to a higher oscillation during the learning process as the slower converging one. Analogous to the first case, the probabilities are summarized in Table 2 . Table 2 . Probabilitiesp 
CONCLUSION
An intelligent recurrent fuzzy controller for a general class of complex human-machine systems has been proposed. The introduced self-learning algorithm is based on a probabilistic extension of recurrent fuzzy systems. The behavior of the controller is adapted by varying the probabilities of state switching, wherefore the automaton-like structure of recurrent fuzzy systems is exploited. The performance results are evaluated from an objective and a subjective point of view. While for the objective evaluation measurable signals have been used, the subjective one is done by the user. The final obtained intelligent transient probabilistic recurrent fuzzy controller (TP-RFC) has been applied as supervisory controller to a simplified washing machine for two use cases. First, a control energy optimization and second, an operating point switching. Thereby, the convergence of the strategy and its potential for a wide range of possible applications has been shown by simulating a slower and a faster converging parameterization.
Future work involves optimization of the TP-RFC based on more complex examples, meaning a larger state space, more parameters and additional performance evaluation during the process.
