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Preface
The present text is based on lectures given in the context of the ECT∗
Doctoral Training Programme 2005 (Marie Curie Training Site) Hadronic
Physics at the European Centre for Theoretical Studies in Nuclear Physics
and Related Areas (ECT∗) in Trento, Italy.
The course was addressed to PhD students with both rather different
interests and background in experimental and theoretical nuclear and par-
ticle physics. The students were assumed to be familiar with elementary
concepts of field theory and relativistic quantum mechanics. The goal of
the course was to provide a pedagogical introduction to the basic concepts
of chiral perturbation theory (ChPT) in the mesonic and baryonic sectors.
We have tried to also work out those pieces which by the “experts” are con-
sidered as well known. In particular, we have often included intermediate
steps in derivations in order to facilitate the understanding of the origin
of the final results. We have tried to keep a reasonable balance between
mathematical rigor and illustrations by means of simple examples. Some
of the topics not directly related to ChPT were covered in extra lectures in
the afternoon. By preparing numerous exercises, covering a wide range of
difficulty—from very easy to quite difficult—, we hoped to take the different
individual levels of experience into account. Ideally, at the end of the course,
a participant (or a reader of these notes) should be able to perform simple
calculations in the framework of ChPT and to read the current literature.
These lecture notes include the following topics. Chapter 1 deals with
QCD and its global symmetries in the chiral limit, explicit symmetry break-
ing in terms of the quark masses, and the concept of Green functions and
Ward identities reflecting the underlying chiral symmetry. In Chapter 2 the
idea of a spontaneous breakdown of a global symmetry is discussed and its
consequences in terms of the Goldstone theorem are demonstrated. Chapter
3 deals with mesonic chiral perturbation theory and the principles entering
the construction of the chiral Lagrangian are outlined. In Chapter 4 the
methods are extended to include the interaction between Goldstone bosons
and baryons in the single-baryon sector. Sections marked with an asterisk
may be omitted in a first reading.
Mainz and Trento, May 2005
Stefan Scherer and Matthias R. Schindler
Readers interested in the present status of applications are referred to
lecture notes and review articles [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] as well
as conference proceedings [13, 14, 15, 16].
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Chapter 1
QCD and Chiral Symmetry
1.1 Some Remarks on SU(3)
The group SU(3) plays an important role in the context of the strong inter-
actions, because
1. it is the gauge group of quantum chromodynamics (QCD);
2. flavor SU(3) is approximately realized as a global symmetry of the
hadron spectrum, so that the observed (low-mass) hadrons can be
organized in approximately degenerate multiplets fitting the dimen-
sionalities of irreducible representations of SU(3);
3. the direct product SU(3)L × SU(3)R is the chiral-symmetry group of
QCD for vanishing u-, d-, and s-quark masses.
Thus, it is appropriate to first recall a few basic properties of SU(3) and its
Lie algebra su(3).
The group SU(3) is defined as the set of all unitary, unimodular, 3× 3
matrices U , i.e. U †U = 1,1 and det(U) = 1. In mathematical terms, SU(3)
is an eight-parameter, simply connected, compact Lie group. This implies
that any group element can be parameterized by a set of eight indepen-
dent real parameters Θ = (Θ1, · · · ,Θ8) varying over a continuous range.
The Lie-group property refers to the fact that the group multiplication of
two elements U(Θ) and U(Ψ) is expressed in terms of eight analytic func-
tions Φi(Θ;Ψ), i.e. U(Θ)U(Ψ) = U(Φ), where Φ = Φ(Θ;Ψ). It is simply
connected because every element can be connected to the identity by a
continuous path in the parameter space and compactness requires the pa-
rameters to be confined in a finite volume. Finally, for compact Lie groups,
every finite-dimensional representation is equivalent to a unitary one and
can be decomposed into a direct sum of irreducible representations (Clebsch-
Gordan series).
1Throughout these lectures we often adopt the convention that 1 stands for the unit
matrix in n dimensions. It should be clear from the respective context which dimension-
ality actually applies.
1
Elements of SU(3) are conveniently written in terms of the exponential
representation2
U(Θ) = exp
(
−i
8∑
a=1
Θa
λa
2
)
, (1.1)
with Θa real numbers, and where the eight linearly independent matrices
λa are the so-called Gell-Mann matrices, satisfying
λa
2
= i
∂U
∂Θa
(0, · · · , 0), (1.2)
λa = λ
†
a, (1.3)
Tr(λaλb) = 2δab, (1.4)
Tr(λa) = 0. (1.5)
The Hermiticity of Eq. (1.3) is responsible for U † = U−1. On the other
hand, since det[exp(C)] = exp[Tr(C)], Eq. (1.5) results in det(U) = 1. An
explicit representation of the Gell-Mann matrices is given by
λ1 =
 0 1 01 0 0
0 0 0
 , λ2 =
 0 −i 0i 0 0
0 0 0
 , λ3 =
 1 0 00 −1 0
0 0 0
 ,
λ4 =
 0 0 10 0 0
1 0 0
 , λ5 =
 0 0 −i0 0 0
i 0 0
 , λ6 =
 0 0 00 0 1
0 1 0
 ,
λ7 =
 0 0 00 0 −i
0 i 0
 , λ8 =√1
3
 1 0 00 1 0
0 0 −2
 . (1.6)
The set {iλa} constitutes a basis of the Lie algebra su(3) of SU(3), i.e.,
the set of all complex, traceless, skew-Hermitian, 3 × 3 matrices. The Lie
product is then defined in terms of ordinary matrix multiplication as the
commutator of two elements of su(3). Such a definition naturally satisfies
the Lie properties of anti-commutativity
[A,B] = −[B,A] (1.7)
as well as the Jacobi identity
[A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0. (1.8)
In accordance with Eqs. (1.1) and (1.2), elements of su(3) can be interpreted
as tangent vectors in the identity of SU(3).
2In our notation, the indices denoting group parameters and generators will appear
as subscripts or superscripts depending on what is notationally convenient. We do not
distinguish between upper and lower indices, i.e., we abandon the methods of tensor
analysis.
2
abc 123 147 156 246 257 345 367 458 678
fabc 1
1
2
−1
2
1
2
1
2
1
2
−1
2
1
2
√
3 1
2
√
3
Table 1.1: Totally antisymmetric non-vanishing structure constants of
SU(3).
The structure of the Lie group is encoded in the commutation relations
of the Gell-Mann matrices, [
λa
2
,
λb
2
]
= ifabc
λc
2
, (1.9)
where the totally antisymmetric real structure constants fabc are obtained
from Eq. (1.4) as
fabc =
1
4i
Tr([λa, λb]λc). (1.10)
Exercise 1.1.1 Verify Eq. (1.10).
Hint: Multipy Eq. (1.9) by λd, take the trace, make use of Eq. (1.4), and
finally rename d→ c.
Exercise 1.1.2 Show that fabc is totally antisymmetric.
Hint: Consider the symmetry properties of Tr([A,B]C).
The independent non-vanishing values are explicitly summarized in the
scheme of Table 1.1. Roughly speaking, these structure constants are a
measure of the non-commutativity of the group SU(3).
The anti-commutation relations of the Gell-Mann matrices read
{λa, λb} = 4
3
δab + 2dabcλc, (1.11)
where the totally symmetric dabc are given by
dabc =
1
4
Tr({λa, λb}λc), (1.12)
and are summarized in Table 1.2.
Exercise 1.1.3 Verify Eq. (1.12) and show that dabc is totally symmetric.
Clearly, the anti-commutator of two Gell-Mann matrices is not necessarily a
Gell-Mann matrix. For example, the square of a (nontrivial) skew-Hermitian
matrix is not skew Hermitian.
Moreover, it is convenient to introduce as a ninth matrix
λ0 =
√
2/3 diag(1, 1, 1),
such that Eqs. (1.3) and (1.4) are still satisfied by the nine matrices λa. In
particular, the set {iλa|a = 0, · · · , 8} constitutes a basis of the Lie algebra
u(3) of U(3), i.e., the set of all complex, skew-Hermitian, 3× 3 matrices.
3
abc 118 146 157 228 247 256 338 344
dabc
1√
3
1
2
1
2
1√
3
−1
2
1
2
1√
3
1
2
abc 355 366 377 448 558 668 778 888
dabc
1
2
−1
2
−1
2
− 1
2
√
3
− 1
2
√
3
− 1
2
√
3
− 1
2
√
3
− 1√
3
Table 1.2: Totally symmetric non-vanishing d symbols of SU(3).
• Many useful properties of the Gell-Mann matrices can be found in
Sect. 8 of CORE (Compendium of relations) by V. I. Borodulin,
R. N. Rogalyov, and S. R. Slabospitsky, arXiv:hep-ph/9507456.
Finally, an arbitrary 3× 3 matrix M can be written as
M =
8∑
a=0
λaMa, (1.13)
where Ma are complex numbers given by
Ma =
1
2
Tr(λaM).
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1.2 The QCD Lagrangian
QCD is the gauge theory of the strong interactions [1, 2, 3] with color SU(3)
as the underlying gauge group.3 The matter fields of QCD are the so-called
quarks which are spin-1/2 fermions, with six different flavors in addition
3Historically, the color degree of freedom was introduced into the quark model to
account for the Pauli principle in the description of baryons as three-quark states.
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flavor u d s
charge [e] 2/3 −1/3 −1/3
mass [MeV] 5.1± 0.9 9.3± 1.4 175± 25
flavor c b t
charge [e] 2/3 −1/3 2/3
mass [GeV] 1.15− 1.35 4.0− 4.4 174.3± 3.2± 4.0
Table 1.3: Quark flavors and their charges and masses. The absolute
magnitude of ms is determined using QCD sum rules. The result is given
for the MS running mass at scale µ = 1 GeV. The light quark masses are
obtained from the mass ratios found using chiral perturbation theory, using
the strange quark mass as input. The heavy-quark masses mc and mb are
determined by the charmonium and D masses, and the bottomium and B
masses, respectively. The top quark mass mt results from the measurement
of lepton + jets and dilepton + jets channels in the D∅ and CDF experiments
at Fermilab.
to their three possible colors (see Table 1.3). Since quarks have not been
observed as asymptotically free states, the meaning of quark masses and
their numerical values are tightly connected with the method by which
they are extracted from hadronic properties (see Ref. [9] for a thorough
discussion).
The QCD Lagrangian can be obtained from the Lagrangian for free
quarks by applying the gauge principle with respect to the group SU(3). It
reads
LQCD =
∑
f=u,d,s,
c,b,t
q¯f (iD/−mf )qf − 1
4
Gµν,aGµνa . (1.14)
For each quark flavor f the quark field qf consists of a color triplet (sub-
scripts r, g, and b standing for “red,” “green,” and “blue”),
qf =
 qf,rqf,g
qf,b
 , (1.15)
which transforms under a gauge transformation g(x) described by the set
of parameters Θ(x) = [Θ1(x), · · · ,Θ8(x)] according to4
qf 7→ q′f = exp
[
−i
8∑
a=1
Θa(x)
λCa
2
]
qf = U [g(x)]qf . (1.16)
Technically speaking, each quark field qf transforms according to the funda-
mental representation of color SU(3). Because SU(3) is an eight-parameter
4For the sake of clarity, the Gell-Mann matrices contain a superscript C, indicating
the action in color space.
5
group, the covariant derivative of Eq. (1.14) contains eight independent
gauge potentials Aµ,a,
Dµ
 qf,rqf,g
qf,b
 = ∂µ
 qf,rqf,g
qf,b
− ig 8∑
a=1
λCa
2
Aµ,a
 qf,rqf,g
qf,b
 . (1.17)
We note that the interaction between quarks and gluons is independent
of the quark flavors which can be seen from the fact that there only ap-
pears one coupling constant g in Eq. (1.17). Demanding gauge invariance
of LQCD imposes the following transformation property of the gauge fields
(summation over a implied)
Aµ ≡ λ
C
a
2
Aµ,a(x) 7→ U [g(x)]Aµ(x)U †[g(x)]− i
g
∂µU [g(x)]U
†[g(x)]. (1.18)
Exercise 1.2.1 Show that the covariant derivative Dµqf transforms as qf ,
i.e. Dµqf 7→ D′µq′f = U(g)Dµqf .
Under a gauge transformation of the first kind, i.e., a global SU(3) transfor-
mation, the second term on the right-hand side of Eq. (1.18) would vanish
and the gauge fields would transform according to the adjoint representa-
tion.
So far we have only considered the matter-field part of LQCD including
its interaction with the gauge fields. Equation (1.14) also contains the
generalization of the field strength tensor to the non-Abelian case,
Gµν,a = ∂µAν,a − ∂νAµ,a + gfabcAµ,bAν,c, (1.19)
with the SU(3) structure constants given in Table 1.1 and a summation
over repeated indices implied. Given Eq. (1.18) the field strength tensor
transforms under SU(3) as
Gµν ≡ λ
C
a
2
Gµν,a 7→ U [g(x)]GµνU †[g(x)]. (1.20)
Exercise 1.2.2 Verify Eq. (1.20).
Hint: Introduce Aµ ≡ λCaAµ,a/2. Equation (1.19) is then equivalent to
Gµν = ∂µAν − ∂νAµ − ig[Aµ,Aν].
Using Eq. (1.4) the purely gluonic part of LQCD can be written as
−1
2
TrC(GµνGµν),
which, using the cyclic property of traces, Tr(AB) = Tr(BA), together
with UU † = 1, is easily seen to be invariant under the transformation of
Eq. (1.20).
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In contradistinction to the Abelian case of quantum electrodynamics,
the squared field strength tensor gives rise to gauge-field self interactions
involving vertices with three and four gauge fields of strength g and g2,
respectively. Such interaction terms are characteristic of non-Abelian gauge
theories and make them much more complicated than Abelian theories.
From the point of view of gauge invariance the strong-interaction La-
grangian could also involve a term of the type
Lθ = g
2θ¯
64π2
ǫµνρσ
8∑
a=1
GaµνGaρσ, (1.21)
where ǫµνρσ denotes the totally antisymmetric Levi-Civita tensor.
5 The so-
called θ term of Eq. (1.21) implies an explicit P and CP violation of the
strong interactions which, for example, would give rise to an electric dipole
moment of the neutron. The present empirical information indicates that
the θ term is small and, in the following, we will omit Eq. (1.21) from our
discussion.
References:
[1] D. J. Gross and F. Wilczek, Phys. Rev. Lett. 30, 1343 (1973)
[2] S. Weinberg, Phys. Rev. Lett. 31, 494 (1973)
[3] H. Fritzsch, M. Gell-Mann, and H. Leutwyler, Phys. Lett. B 47, 365
(1973)
[4] W. J. Marciano and H. Pagels, Phys. Rept. 36, 137 (1978)
[5] G. Altarelli, Phys. Rept. 81, 1 (1982)
[6] T.-P. Cheng and L.-F. Li, Gauge theory of elementary particle physics
(Clarendon, Oxford, 1984), Chapter 10
[7] J. F. Donoghue, E. Golowich, and B. R. Holstein, Dynamics of the
Standard Model (Cambridge University Press, Cambridge, 1992) Chap-
ter II-2
[8] F. Scheck, Electroweak and Strong Interactions: An Introduction to
Theoretical Particle Physics (Springer, Berlin, 1996), Chapter 3.5
[9] A. Manohar, Quark Masses, in D. E. Groom et al. [Particle Data Group
Collaboration], Eur. Phys. J. C 15, 1 (2000)
5
ǫµνρσ =

+1 if {µ, ν, ρ, σ} is an even permutation of {0, 1, 2, 3}
−1 if {µ, ν, ρ, σ} is an odd permutation of {0, 1, 2, 3}
0 otherwise
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1.3 Accidental, Global Symmetries of the QCD
Lagrangian
1.3.1 Light and Heavy Quarks
The six quark flavors are commonly divided into the three light quarks u,
d, and s and the three heavy flavors c, b, and t, mu = 0.005GeVmd = 0.009GeV
ms = 0.175GeV
≪ 1GeV ≤
 mc = (1.15− 1.35)GeVmb = (4.0− 4.4)GeV
mt = 174GeV
 , (1.22)
where the scale of 1 GeV is associated with the masses of the lightest hadrons
containing light quarks, e.g., mρ= 770 MeV, which are not Goldstone
bosons resulting from spontaneous symmetry breaking. The scale associated
with spontaneous symmetry breaking, 4πFπ ≈ 1170 MeV, is of the same
order of magnitude.
The masses of the lightest meson and baryon containing a charmed
quark, D+ = cd¯ and Λ+c = udc, are (1869.4 ± 0.5)MeV and (2284.9 ±
0.6)MeV, respectively. The threshold center-of-mass energy to produce,
say, a D+D− pair in e+e− collisions is approximately 3.74 GeV, and thus
way beyond the low-energy regime which we are interested in. In the follow-
ing, we will approximate the full QCD Lagrangian by its light-flavor version,
i.e., we will ignore effects due to (virtual) heavy quark-antiquark pairs hh¯.
Comparing the proton mass, mp = 938 MeV, with the sum of two up
and one down current-quark masses (see Table 1.3),6
mp ≫ 2mu +md, (1.23)
shows that an interpretation of the proton mass in terms of current-quark
mass parameters must be very different from, say, the situation in the hy-
drogen atom, where the mass is essentially given by the sum of the electron
and proton masses, corrected by a small amount of binding energy. In
this context we recall that the current-quark masses must not be confused
with the constituent quark masses of a (nonrelativistic) quark model which
are typically of the order of 350 MeV. In particular, Eq. (1.23) suggests
that the Lagrangian L0QCD, containing only the light-flavor quarks in the
so-called chiral limit mu, md, ms → 0, might be a good starting point in the
discussion of low-energy QCD:
L0QCD =
∑
l=u,d,s
q¯liD/ ql − 1
4
Gµν,aGµνa . (1.24)
We repeat that the covariant derivative D/ ql acts on color and Dirac indices
only, but is independent of flavor.
6The expression current-quark masses for the light quarks is related to the fact that
they appear in the divergences of the vector and axial-vector currents (see Section 1.3.6).
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1.3.2 Left-Handed and Right-Handed Quark Fields
In order to fully exhibit the global symmetries of Eq. (1.24), we consider
the chirality matrix γ5 = γ
5 = iγ0γ1γ2γ3 = γ†5, {γµ, γ5} = 0, γ25 = 1, and
introduce projection operators
PR =
1
2
(1 + γ5) = P
†
R, PL =
1
2
(1− γ5) = P †L, (1.25)
where the indices R and L refer to right-handed and left-handed, respec-
tively, as will become more clear below. Obviously, the 4 × 4 matrices PR
and PL satisfy a completeness relation,
PR + PL = 1, (1.26)
are idempotent,
P 2R = PR, P
2
L = PL, (1.27)
and respect the orthogonality relations
PRPL = PLPR = 0. (1.28)
Exercise 1.3.1 Verify the properties of Eqs. (1.25) – (1.28).
The combined properties of Eqs. (1.25) – (1.28) guarantee that PR and PL
are indeed projection operators which project from the Dirac field variable
q to its chiral components qR and qL,
qR = PRq, qL = PLq. (1.29)
We recall in this context that a chiral (field) variable is one which under
parity is transformed into neither the original variable nor its negative.7
Under parity, the quark field is transformed into its parity conjugate,
P : q(t, ~x) 7→ γ0q(t,−~x),
and hence
qR(t, ~x) = PRq(t, ~x) 7→ PRγ0q(t,−~x) = γ0qL(t,−~x) 6= ±qR(t,−~x),
and similarly for qL.
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The terminology right-handed and left-handed fields can easily be visu-
alized in terms of the solution to the free Dirac equation. For that purpose,
7In case of fields, a transformation of the argument ~x→ −~x is implied.
8Note that in the above sense, also q is a chiral variable. However, the assignment of
handedness does not have such an intuitive meaning as in the case of qL and qR.
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let us consider an extreme relativistic positive-energy solution to the free
Dirac equation with three-momentum ~p,9
u(~p,±) = √E +m
(
χ±
~σ·~p
E+m
χ±
)
E ≫ m7→
√
E
(
χ±
±χ±
)
≡ u±(~p ),
where we assume that the spin in the rest frame is either parallel or an-
tiparallel to the direction of momentum
~σ · pˆχ± = ±χ±.
In the standard representation of Dirac matrices10 we find
PR =
1
2
(
12×2 12×2
12×2 12×2
)
, PL =
1
2
(
12×2 −12×2
−12×2 12×2
)
.
Exercise 1.3.2 Show that
PRu+ = u+, PLu+ = 0, PRu− = 0, PLu− = u−.
In the extreme relativistic limit (or better, in the zero-mass limit), the
operators PR and PL project to the positive and negative helicity eigenstates,
i.e., in this limit chirality equals helicity.
Our goal is to analyze the symmetry of the QCD Lagrangian with respect
to independent global transformations of the left- and right-handed fields.
There are 16 independent 4× 4 matrices, that can be expressed in terms of
the unit matrix, the Dirac matrices γµ, the chirality matrix γ5, the products
γµγ5, and the six matrices σ
µν = i[γµ, γν ]/2. In order to decompose the
corresponding 16 quadratic forms into their respective projections to right-
and left-handed fields, we make use of
q¯Γiq =
{
q¯RΓ1qR + q¯LΓ1qL for Γ1 ∈ {γµ, γµγ5}
q¯RΓ2qL + q¯LΓ2qR for Γ2 ∈ {1, γ5, σµν} , (1.30)
where q¯R = q¯PL and q¯L = q¯PR.
Exercise 1.3.3 Verify Eq. (1.30).
Hint: Insert unit matrices as
q¯Γiq = q¯(PR + PL)Γi(PR + PL)q,
and make use of {Γ1, γ5} = 0 and [Γ2, γ5] = 0 as well as the properties of
the projection operators derived in Exercise 1.3.1.
9Here we adopt a covariant normalization of the spinors, u(α)†(~p )u(β)(~p ) = 2Eδαβ,
etc.
10Unless stated otherwise, we use the convention of J. D. Bjorken and S. D. Drell,
Relativistic Quantum Mechanics (McGraw-Hill, New York, 1964).
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We stress that the validity of Eq. (1.30) is general and does not refer to
“massless” quark fields.
We now apply Eq. (1.30) to the term containing the contraction of the
covariant derivative with γµ. This quadratic quark form decouples into
the sum of two terms which connect only left-handed with left-handed and
right-handed with right-handed quark fields. The QCD Lagrangian in the
chiral limit can then be written as
L0QCD =
∑
l=u,d,s
(q¯R,liD/ qR,l + q¯L,liD/ qL,l)− 1
4
Gµν,aGµνa . (1.31)
Due to the flavor independence of the covariant derivative L0QCD is invariant
under uLdL
sL
 7→ UL
 uLdL
sL
 = exp(−i 8∑
a=1
ΘLa
λa
2
)
e−iΘ
L
 uLdL
sL
 ,
 uRdR
sR
 7→ UR
 uRdR
sR
 = exp(−i 8∑
a=1
ΘRa
λa
2
)
e−iΘ
R
 uRdR
sR
 , (1.32)
where UL and UR are independent unitary 3×3 matrices and where we have
extracted the factors e−iΘ
L
and e−iΘ
R
for future convenience. Note that the
Gell-Mann matrices act in flavor space.
L0QCD is said to have a classical global U(3)L×U(3)R symmetry. Applying
Noether’s theorem from such an invariance one would expect a total of
2× (8 + 1) = 18 conserved currents.
1.3.3 Noether Theorem
Noether’s theorem establishes the connection between continuous symme-
tries of a dynamical system and conserved quantities (constants of the mo-
tion). For simplicity we consider only internal symmetries. (The method
can also be used to discuss the consequences of Poincare´ invariance.)
In order to identify the conserved currents associated with the transfor-
mations of Eqs. (1.32), we briefly recall the method of Gell-Mann and Le´vy
[2], which we will then apply to Eq. (1.31).
We start with a Lagrangian L depending on n independent fields Φi
[typically n ≥ 2 for bosons, and n ≥ 1 for fermions, e.g. U(1)] and their
first partial derivatives (the extension to higher-order derivatives is also
possible),
L = L(Φi, ∂µΦi), (1.33)
from which one obtains n equations of motion:
∂L
∂Φi
− ∂µ ∂L
∂∂µΦi
= 0, i = 1, · · · , n. (1.34)
11
Suppose the Lagrangian of Eq. (1.33) to be invariant under a global sym-
metry transformation depending on r real parameters. The method of Gell-
Mann and Le´vy now consists of promoting this global symmetry to a local
one, from which we will then be able to identify the Noether currents. To
that end we consider transformations which depend on r real local param-
eters ǫa(x),
11
Φi(x) 7→ Φ′i(x) = Φi(x) + δΦi(x) = Φi(x)− iǫa(x)F ai [Φj(x)], (1.35)
and obtain, neglecting terms of order ǫ2, as the variation of the Lagrangian,
δL = L(Φ′i, ∂µΦ′i)− L(Φi, ∂µΦi)
=
∂L
∂Φi
δΦi +
∂L
∂∂µΦi
∂µδΦi︸ ︷︷ ︸
−i[∂µǫa(x)]F ai − iǫa(x)∂µF ai
= ǫa(x)
(
−i ∂L
∂Φi
F ai − i
∂L
∂∂µΦi
∂µF
a
i
)
+ ∂µǫa(x)
(
−i ∂L
∂∂µΦi
F ai
)
≡ ǫa(x)∂µJµ,a + ∂µǫa(x)Jµ,a. (1.36)
According to this equation we define for each infinitesimal transformation
a four-current density as
Jµ,a = −i ∂L
∂∂µΦi
F ai . (1.37)
By calculating the divergence ∂µJ
µ,a of Eq. (1.37)
∂µJ
µ,a = −i
(
∂µ
∂L
∂∂µΦi
)
F ai − i
∂L
∂∂µΦi
∂µF
a
i
= −i ∂L
∂Φi
F ai − i
∂L
∂∂µΦi
∂µF
a
i ,
where we made use of the equations of motion, Eq. (1.34), we explicitly
verify the consistency with the definition of ∂µJ
µ,a according to Eq. (1.36).
From Eq. (1.36) it is straightforward to obtain the four-currents as well as
their divergences as
Jµ,a =
∂δL
∂∂µǫa
, (1.38)
∂µJ
µ,a =
∂δL
∂ǫa
. (1.39)
We chose the parameters of the transformation to be local. However, the
Langrangian of Eq. (1.33) was only assumed to be invariant under a global
tranformation. In that case, the term ∂µǫa disappears, and since the La-
grangian is invariant under such transformations, we see from Eq. (1.36)
11Note that the transformation need not be realized linearly on the fields.
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that the current Jµ,a is conserved, ∂µJ
µ,a = 0. For a conserved current the
charge
Qa(t) =
∫
d3xJa0 (t, ~x) (1.40)
is time independent, i.e., a constant of the motion.
Exercise 1.3.4 By applying the divergence theorem for an infinite volume
with appropriate boundary conditions for R → ∞, show that Qa(t) is a
constant of the motion for δL = 0.
So far we have discussed Noether’s theorem on the classical level, imply-
ing that the charges Qa(t) can have any continuous real value. However, we
also need to discuss the implications of a transition to a quantum theory.
To that end, let us first recall the transition from classical mechanics
to quantum mechanics. Consider a point mass m in a central potential
V (~r ) = V (r), i.e., the corresponding Lagrange and Hamilton functions are
rotationally invariant. As a result of this invariance, the angular momentum
~l = ~r×~p is a constant of the motion which, in classical mechanics, can have
any continuous real value. In the transition to quantum mechanics, the
components of ~r and ~p turn into Hermitian, linear operators, satisfying the
commutation relations
[xˆi, pˆj] = iδij , [xˆi, xˆj ] = 0, [pˆi, pˆj] = 0.
The components lˆi = ǫijkxˆj pˆk of the angular momentum operator satisfy
the commutation relations
[lˆi, lˆj] = iǫijk lˆk,
i.e., they cannot simultaneously be diagonalized. Rather, the states are
organized as eigenstates of ~ˆl2 and lˆ3 with eigenvalues l(l + 1) and m =
−l, · · · , l (l = 0, 1, 2, · · ·). Also note that the angular momentum operators
are the generators of rotations. The rotational invariance of the quantum
system implies that the components of the angular momentum operator
commute with the Hamilton operator,
[Hˆ, lˆi] = 0,
i.e., they are still constants of the motion. One then simultaneously diago-
nalizes Hˆ, ~ˆl2, and lˆ3. For example, the energy eigenvalues of the hydrogen
atom are given by
En = −α
2m
2n2
≈ −13.6
n2
eV,
where n = n′ + l + 1, n′ ≥ 0 denotes the principal quantum number, and
the degeneracy of an energy level is given by n2 (spin neglected). The value
E1 and the spacing of the levels are determined by the dynamics of the
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system, i.e., the specific form of the potential, whereas the multiplicities of
the energy levels are a consequence of the underlying rotational symmetry.
(In fact, the accidental degeneracy for n ≥ 2 is a result of an even higher
symmetry of the 1/r Hamiltonian, namely an O(4) symmetry.)
Having the example from quantum mechanics in mind, let us turn to the
analogous case in quantum field theory. After canonical quantization, the
fields Φi and their conjugate momenta Πi = ∂L/∂(∂0Φi) are considered as
linear operators acting on a Hilbert space which, in the Heisenberg picture,
are subject to the equal-time commutation relations
[Φi(t, ~x),Πj(t, ~y)] = iδ
3(~x− ~y)δij,
[Φi(t, ~x),Φj(t, ~y)] = 0,
[Πi(t, ~x),Πj(t, ~y)] = 0. (1.41)
As a special case of Eq. (1.35) let us consider infinitesimal transformations
which are linear in the fields,
Φi(x) 7→ Φ′i(x) = Φi(x)− iǫa(x)taijΦj(x), (1.42)
where the taij are constants generating a mixing of the fields. From Eq.
(1.37) we then obtain12
Jµ,a(x) = −itaij
∂L
∂∂µΦi
Φj , (1.43)
Qa(t) = −i
∫
d3xΠi(x)t
a
ijΦj(x), (1.44)
where Jµ,a(x) and Qa(t) are now operators. In order to interpret the charge
operators Qa(t), let us make use of the equal-time commutation relations,
Eqs. (1.41), and calculate their commutators with the field operators,
[Qa(t),Φk(t, ~y)] = −itaij
∫
d3x [Πi(t, ~x)Φj(t, ~x),Φk(t, ~y)]
= −takjΦj(t, ~y). (1.45)
Exercise 1.3.5 Using the equal-time commutation relations of Eqs. (1.41),
verify Eq. (1.45).
Note that we did not require the charge operators to be time independent.
On the other hand, for the transformation behavior of the Hilbert space
associated with a global infinitesimal transformation, we make an ansatz in
terms of an infinitesimal unitary transformation13
|α′〉 = [1 + iǫaGa(t)]|α〉, (1.46)
12Normal ordering symbols are suppressed.
13We have chosen to have the fields (field operators) rotate actively and thus must
transform the states of Hilbert space in the opposite direction.
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with Hermitian operators Ga. Demanding
〈β|A|α〉 = 〈β ′|A′|α′〉 ∀ |α〉, |β〉, ǫa, (1.47)
in combination with Eq. (1.42) yields the condition
〈β|Φi(x)|α〉 = 〈β ′|Φ′i(x)|α′〉
= 〈β|[1− iǫaGa(t)][Φi(x)− iǫbtbijΦj(x)][1 + iǫcGc(t)]|α〉.
By comparing the terms linear in ǫa on both sides,
0 = −iǫa[Ga(t),Φi(x)] −iǫataijΦj(x)︸ ︷︷ ︸
iǫa[Q
a(t),Φi(x)]
, (1.48)
we see that the infinitesimal generators acting on the states of Hilbert space
which are associated with the transformation of the fields are identical with
the charge operators Qa(t) of Eq. (1.44).
Finally, evaluating the commutation relations for the case of several
generators,
[Qa(t), Qb(t)] = −i(taijtbjk − tbijtajk)
∫
d3xΠi(t, ~x)Φk(t, ~x), (1.49)
we find the right-hand side of Eq. (1.49) to be again proportional to a charge
operator, if
taijt
b
jk − tbijtajk = iCabctcik, (1.50)
i.e., in that case the charge operators Qa(t) form a Lie algebra
[Qa(t), Qb(t)] = iCabcQ
c(t) (1.51)
with structure constants Cabc.
Exercise 1.3.6 Using the canonical commutation relations of Eqs. (1.41),
verify Eq. (1.49).
From now on we assume the validity of Eq. (1.50) and interpret the
constants taij as the entries in the ith row and jth column of an n×n matrix
T a,
T a =
 t
a
11 · · · ta1n
...
...
tan1 · · · tann
 .
Because of Eq. (1.50), these matrices form an n-dimensional representation
of a Lie algebra,
[T a, T b] = iCabcT
c.
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The infinitesimal, linear transformations of the fields Φi may then be written
in a compact form, Φ1(x)...
Φn(x)
 = Φ(x) 7→ Φ′(x) = (1− iǫaT a)Φ(x). (1.52)
In general, through an appropriate unitary transformation, the matrices Ta
may be decomposed into their irreducible components, i.e., brought into
block-diagonal form, such that only fields belonging to the same multiplet
transform into each other under the symmetry group.
Exercise 1.3.7 In order to also deal with the case of fermions, we discuss
the isospin invariance of the strong interactions and consider, in total, five
fields. The commutation relations of the isospin algebra su(2) read
[Qi, Qj ] = iǫijkQk. (1.53)
A basis of the so-called fundamental representation (N = 2) is given by
T fi =
1
2
τi (f: fundamental) (1.54)
with the Pauli matrices
τ1 =
(
0 1
1 0
)
, τ2 =
(
0 −i
i 0
)
, τ3 =
(
1 0
0 −1
)
. (1.55)
We substitute the fermion doublet for Φ4,5
Ψ =
(
p
n
)
. (1.56)
A basis of the so-called adjoint representation (N = 3) is given by
T adi =
 tadi,11 tadi,12 tadi,13tadi,21 tadi,22 tadi,23
tadi,31 t
ad
i,32 t
ad
i,33
 , tadi,jk = −iǫijk, (ad: adjoint), (1.57)
i.e.
T ad1 =
 0 0 00 0 −i
0 i 0
 , T ad2 =
 0 0 i0 0 0
−i 0 0
 , T ad3 =
 0 −i 0i 0 0
0 0 0
 .
(1.58)
With Φ1,2,3 → ~Φ we consider the pseudoscalar pion-nucleon Lagrangian
L = Ψ¯(i∂/−mN)Ψ + 1
2
(
∂µ~Φ · ∂µ~Φ−M2π~Φ2
)
− igΨ¯γ5~τ · ~ΦΨ. (1.59)
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As a specific application of the infinitesimal transformation of Eq. (1.42) we
take (
~Φ
Ψ
)
7→ [1− iǫa(x)Ta]
(
~Φ
Ψ
)
, Ta =
(
T ada 03×2
02×3 T fa
)
, (1.60)
(Ta block-diagonal, irreducible), i.e.
Ψ 7→ Ψ′ =
(
1− i
2
~τ · ~ǫ(x)
)
Ψ, (1.61)
~Φ 7→
(
1− i~T ad · ~ǫ(x)
)
~Φ
∗
= ~Φ + ~ǫ× ~Φ, (1.62)
where in ∗ we made use of
−i~T ad ·~ǫ ~Φ =
 0 −ǫ3 ǫ2ǫ3 0 −ǫ1
−ǫ2 ǫ1 0
 Φ1Φ2
Φ3
 =
 −ǫ3Φ2 + ǫ2Φ3ǫ3Φ1 − ǫ1Φ3
−ǫ2Φ1 + ǫ1Φ2
 = ~ǫ× ~Φ,
i.e., the transformation acts on ~Φ as an infinitesimal rotation by the angle
|~ǫ | about the axis ǫˆ in isospin space.
(a) Show that the variation of the Lagrangian is given by
δL = ∂µ~ǫ · (Ψ¯γµ~τ
2
Ψ + ~Φ× ∂µ~Φ). (1.63)
Hint: Make use of ~τ · ~a~τ ·~b = ~a ·~b 12×2 + i~τ · ~a×~b.
From Eqs. (1.38) and (1.39) we find
~Jµ =
∂δL
∂∂µ~ǫ
= Ψ¯γµ
~τ
2
Ψ + ~Φ× ∂µ~Φ, (1.64)
∂µ ~J
µ =
∂δL
∂~ǫ
= 0. (1.65)
We obtain three time-independent charge operators
~Q =
∫
d3x
(
Ψ†(x)
~τ
2
Ψ(x) + ~Φ(x)× ~Π(x)
)
. (1.66)
These operators are the infinitesimal generators of transformations of
the Hilbert space states.
• The generators decompose into a fermionic and a bosonic piece,
which commute with each other.
Using the anti-commutation relations (fermions!)
{Ψα,r(t, ~x),Ψ†β,s(t, ~y)} = δ3(~x− ~y)δαβδrs, (1.67)
{Ψα,r(t, ~x),Ψβ,s(t, ~y)} = 0, (1.68)
{Ψ†α,r(t, ~x),Ψ†β,s(t, ~y)} = 0, (1.69)
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where α and β denote Dirac indices, and r and s denote isospin indices,
and the commutation relations (bosons!)
[Φr(t, ~x),Πs(t, ~y)] = iδ
3(~x− ~y)δrs, (1.70)
[Φr(t, ~x),Φs(t, ~y)] = 0, (1.71)
[Πr(t, ~x),Πs(t, ~y)] = 0, (1.72)
together with the fact that fermion fields and bosons fields commute,
we will verify:
[Qi, Qj] = iǫijkQk. (1.73)
• Proof:
[Qi, Qj ] =
∫
d3xd3y [Ψ†(t, ~x)
τi
2
Ψ(t, ~x) + ǫiklΦk(t, ~x)Πl(t, ~x),
Ψ†(t, ~y)
τj
2
Ψ(t, ~y) + ǫjmnΦm(t, ~y)Πn(t, ~y)]
=
∫
d3xd3y
(
[Ψ†(t, ~x)
τi
2
Ψ(t, ~x),Ψ†(t, ~y)
τj
2
Ψ(t, ~y)]
+[ǫiklΦk(t, ~x)Πl(t, ~x), ǫjmnΦm(t, ~y)Πn(t, ~y)]
)
= A+B.
For the evaluation of A we make use of
[Ψ†α,r(t, ~x)Ôαβ,rsΨβ,s(t, ~x),Ψ†γ,t(t, ~y)Ôγδ,tuΨδ,u(t, ~y)] =
= Ôαβ,rsÔγδ,tu[Ψ†α,r(t, ~x)Ψβ,s(t, ~x),Ψ†γ,t(t, ~y)Ψδ,u(t, ~y)]. (1.74)
(b) Verify
[ab, cd] = a{b, c}d− ac{b, d}+ {a, c}db− c{a, d}b (1.75)
and express the commutator of fermion fields in terms of anti-commu-
tators as
[Ψ†α,r(t, ~x)Ψβ,s(t, ~x),Ψ
†
γ,t(t, ~y)Ψδ,u(t, ~y)] =
Ψ†α,r(t, ~x)Ψδ,u(t, ~y)δ
3(~x− ~y)δβγδst −Ψ†γ,t(t, ~y)Ψβ,s(t, ~x)δ3(~x− ~y)δαδδru.
In a compact notation:
[Ψ†(t, ~x)Γ1F1Ψ(t, ~x),Ψ
†(t, ~y)Γ2F2Ψ(t, ~y)] =
δ3(~x− ~y) [Ψ†(t, ~x)Γ1Γ2F1F2Ψ(t, ~y)−Ψ†(t, ~y)Γ2Γ1F2F1Ψ(t, ~x)] ,
(1.76)
where Γi is one of the sixteen 4× 4 matrices
14×4, γ
µ, γ5, γ
µγ5, σ
µν =
i
2
[γµ, γν ],
and Fi one of the four 2× 2 matrices
12×2, τi.
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(c) Apply Eq. (1.76) and integrate
∫
d3y · · · to obtain
A = iǫijk
∫
d3xΨ†(x)
τk
2
Ψ(x).
(d) Verify
[ab, cd] = a[b, c]d + ac[b, d] + [a, c]db+ c[a, d]b. (1.77)
(e) Apply Eq. (1.77) in combination with the equal-time commutation
relations to obtain
[Φk(t, ~x)Πl(t, ~x),Φm(t, ~y)Πn(t, ~y)] =
−iΦk(t, ~x)Πn(t, ~y)δ3(~x− ~y)δlm + iΦm(t, ~y)Πl(t, ~x)δ3(~x− ~y)δkn.
(1.78)
(f) Apply Eq. (1.78) and integrate
∫
d3y · · · to obtain for B
B = iǫijk
∫
d3x ǫklmΦl(x)Πm(x).
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1.3.4 Global Symmetry Currents of the Light Quark
Sector
The method of Gell-Mann and Levy´ can now easily be applied to the QCD
Lagrangian by calculating the variation under the infinitesimal, local form
of Eqs. (1.32),
δL0QCD = q¯R
(
8∑
a=1
∂µΘ
R
a
λa
2
+ ∂µΘ
R
)
γµqR+q¯L
(
8∑
a=1
∂µΘ
L
a
λa
2
+ ∂µΘ
L
)
γµqL,
(1.79)
from which, by virtue of Eqs. (1.38) and (1.39), one obtains the currents as-
sociated with the transformations of the left-handed or right-handed quarks
Lµ,a =
∂δL0QCD
∂∂µΘLa
= q¯Lγ
µλ
a
2
qL, ∂µL
µ,a =
∂δL0QCD
∂ΘLa
= 0,
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Rµ,a =
∂δL0QCD
∂∂µΘRa
= q¯Rγ
µλ
a
2
qR, ∂µR
µ,a =
∂δL0QCD
∂ΘRa
= 0,
Lµ =
∂δL0QCD
∂∂µΘL
= q¯Lγ
µqL, ∂µL
µ =
∂δL0QCD
∂ΘL
= 0,
Rµ =
∂δL0QCD
∂∂µΘR
= q¯Rγ
µqR, ∂µR
µ =
∂δL0QCD
∂ΘR
= 0. (1.80)
The eight currents Lµ,a transform under SU(3)L× SU(3)R as an (8, 1) mul-
tiplet, i.e., as octet and singlet under transformations of the left- and right-
handed fields, respectively. Similarly, the right-handed currents transform
as a (1, 8) multiplet under SU(3)L×SU(3)R. Instead of these chiral currents
one often uses linear combinations,
V µ,a = Rµ,a + Lµ,a = q¯γµ
λa
2
q, (1.81)
Aµ,a = Rµ,a − Lµ,a = q¯γµγ5λ
a
2
q, (1.82)
transforming under parity as vector and axial-vector current densities, re-
spectively,
P : V µ,a(t, ~x) 7→ V aµ (t,−~x), (1.83)
P : Aµ,a(t, ~x) 7→ −Aaµ(t,−~x). (1.84)
From Eq. (1.80) one also obtains a conserved singlet vector current re-
sulting from a transformation of all left-handed and right-handed quark
fields by the same phase,
V µ = Rµ + Lµ = q¯γµq,
∂µV
µ = 0. (1.85)
The singlet axial-vector current,
Aµ = Rµ − Lµ = q¯γµγ5q, (1.86)
originates from a transformation of all left-handed quark fields with one
phase and all right-handed with the opposite phase. However, such a singlet
axial-vector current is only conserved on the classical level. This symmetry
is not preserved by quantization and there will be extra terms, referred to
as anomalies, resulting in14
∂µA
µ =
3g2
32π2
ǫµνρσGµνa Gρσa , ǫ0123 = 1, (1.87)
where the factor of 3 originates from the number of flavors.
14In the large NC (number of colors) limit the singlet axial-vector current is conserved,
because the strong coupling constant behaves as g2 ∼ N−1C .
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1.3.5 The Chiral Algebra
The invariance of L0QCD under global SU(3)L × SU(3)R × U(1)V transfor-
mations implies that also the QCD Hamilton operator in the chiral limit,
H0QCD, exhibits a global SU(3)L×SU(3)R×U(1)V symmetry. As usual, the
“charge operators” are defined as the space integrals of the charge densities,
QaL(t) =
∫
d3x q†L(t, ~x)
λa
2
qL(t, ~x), a = 1, · · · , 8, (1.88)
QaR(t) =
∫
d3x q†R(t, ~x)
λa
2
qR(t, ~x), a = 1, · · · , 8, (1.89)
QV (t) =
∫
d3x
[
q†L(t, ~x)qL(t, ~x) + q
†
R(t, ~x)qR(t, ~x)
]
. (1.90)
For conserved symmetry currents, these operators are time independent,
i.e., they commute with the Hamiltonian,
[QaL, H
0
QCD] = [Q
a
R, H
0
QCD] = [QV , H
0
QCD] = 0. (1.91)
The commutation relations of the charge operators with each other are
obtained by using Eq. (1.76) applied to the quark fields
[q†(t, ~x)Γ1F1q(t, ~x), q
†(t, ~y)Γ2F2q(t, ~y)] =
δ3(~x− ~y) [q†(t, ~x)Γ1Γ2F1F2q(t, ~y)− q†(t, ~y)Γ2Γ1F2F1q(t, ~x)] ,
(1.92)
where Γi and Fi are 4× 4 Dirac matrices and 3× 3 flavor matrices, respec-
tively.15 After inserting appropriate projectors PL/R, Eq. (1.92) is easily
applied to the charge operators of Eqs. (1.88), (1.89), and (1.90), showing
that these operators indeed satisfy the commutation relations corresponding
to the Lie algebra of SU(3)L × SU(3)R × U(1)V ,
[QaL, Q
b
L] = ifabcQ
c
L, (1.93)
[QaR, Q
b
R] = ifabcQ
c
R, (1.94)
[QaL, Q
b
R] = 0, (1.95)
[QaL, QV ] = [Q
a
R, QV ] = 0. (1.96)
For example (recall P †L = PL and P
2
L = PL)
[QaL, Q
b
L] =
∫
d3xd3y[q†(t, ~x)P †L
λa
2
PLq(t, ~x), q
†(t, ~y)P †L
λb
2
PLq(t, ~y)]
=
∫
d3xd3yδ3(~x− ~y)q†(t, ~x)P †LPLP †LPL︸ ︷︷ ︸
PL
λa
2
λb
2
q(t, ~y)
15Strictly speaking, we should also include the color indices. However, since we are
only discussing color-neutral quadratic forms a summation over such indices is always
implied, with the net effect that one can completely omit them from the discussion.
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−
∫
d3xd3yδ3(~x− ~y)q†(t, ~y)PLλb
2
λa
2
q(t, ~x)
= ifabc
∫
d3xq†(t, ~x)
λc
2
PLq(t, ~x) = ifabcQ
c
L.
Exercise 1.3.8 Verify the remaining commutation relations, Eqs. (1.94),
(1.95), and (1.96).
It should be stressed that, even without being able to explicitly solve the
equation of motion of the quark fields entering the charge operators of Eqs.
(1.93) – (1.96), we know from the equal-time commutation relations and the
symmetry of the Lagrangian that these charge operators are the generators
of infinitesimal transformations of the Hilbert space associated with H0QCD.
Furthermore, their commutation relations with a given operator, specify
the transformation behavior of the operator in question under the group
SU(3)L × SU(3)R × U(1)V .
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1.3.6 Chiral Symmetry Breaking Due to Quark Masses
The finite u-, d-, and s-quark masses in the QCD Lagrangian explicitly
break the chiral symmetry, resulting in divergences of the symmetry cur-
rents. As a consequence, the charge operators are, in general, no longer time
independent. However, as first pointed out by Gell-Mann, the equal-time-
commutation relations still play an important role even if the symmetry is
explicitly broken. As will be discussed later on in more detail, the symme-
try currents will give rise to chiral Ward identities relating various QCD
Green functions to each other. Equation (1.39) allows one to discuss the
divergences of the symmetry currents in the presence of quark masses. To
that end, let us consider the quark-mass matrix of the three light quarks
and project it on the nine λ matrices of Eq. (1.13),
M =
 mu 0 00 md 0
0 0 ms
 . (1.97)
Exercise 1.3.9 Express the quark mass matrix in terms of the λ matrices
λ0, λ3, and λ8.
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In particular, applying Eq. (1.30) we see that the quark-mass term mixes
left- and right-handed fields,
LM = −q¯Mq = −(q¯RMqL + q¯LMqR). (1.98)
The symmetry-breaking term transforms under SU(3)L×SU(3)R as a mem-
ber of a (3, 3∗) + (3∗, 3) representation, i.e.,
q¯R,iMijqL,j + q¯L,iMijqR,j 7→ UL,jkU∗R,ilq¯R,lMijqL,k + (L↔ R),
where (UL, UR) ∈ SU(3)L×SU(3)R. Such symmetry-breaking patterns were
already discussed in the pre-QCD era in Refs. [1, 2].
From LM one obtains as the variation δLM under the transformations
of Eqs. (1.32),
δLM = −i
[
q¯R
(
8∑
a=1
ΘRa
λa
2
+ ΘR
)
MqL − q¯RM
(
8∑
a=1
ΘLa
λa
2
+ ΘL
)
qL
+q¯L
(
8∑
a=1
ΘLa
λa
2
+ ΘL
)
MqR − q¯LM
(
8∑
a=1
ΘRa
λa
2
+ ΘR
)
qR
]
= −i
[
8∑
a=1
ΘRa
(
q¯R
λa
2
MqL − q¯LMλa
2
qR
)
+ΘR (q¯RMqL − q¯LMqR)
+
8∑
a=1
ΘLa
(
q¯L
λa
2
MqR − q¯RMλa
2
qL
)
+ΘL (q¯LMqR − q¯RMqL)
]
,
(1.99)
which results in the following divergences,16
∂µL
µ,a =
∂δLM
∂ΘLa
= −i
(
q¯L
λa
2
MqR − q¯RMλa
2
qL
)
,
∂µR
µ,a =
∂δLM
∂ΘRa
= −i
(
q¯R
λa
2
MqL − q¯LMλa
2
qR
)
,
∂µL
µ =
∂δLM
∂ΘL
= −i (q¯LMqR − q¯RMqL) ,
∂µR
µ =
∂δLM
∂ΘR
= −i (q¯RMqL − q¯LMqR) . (1.100)
The anomaly has not yet been considered. Applying Eq. (1.30) to the case
of the vector currents and inserting projection operators for the axial-vector
current, the corresponding divergences read
∂µV
µ,a = −iq¯R[λa
2
,M ]qL − iq¯L[λa
2
,M ]qR
(1.30)
= iq¯[M,
λa
2
]q,
16The divergences are proportional to the mass parameters which is the origin of the
expression current-quark mass.
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∂µA
µ,a = −i
(
q¯R
λa
2
MqL − q¯LMλa
2
qR
)
+ i
(
q¯L
λa
2
MqR − q¯RMλa
2
qL
)
= i
(
q¯L{λa
2
,M}qR − q¯R{λa
2
,M}qL
)
= i
(
q¯{λa
2
,M}1
2
(1 + γ5)q − q¯{λa
2
,M}1
2
(1− γ5)q
)
= iq¯{λa
2
,M}γ5q,
∂µV
µ = 0,
∂µA
µ = 2iq¯Mγ5q +
3g2
32π2
ǫµνρσGµνa Gρσa , ǫ0123 = 1, (1.101)
where the axial anomaly has also been taken into account.
We are now in the position to summarize the various (approximate)
symmetries of the strong interactions in combination with the corresponding
currents and their divergences.
• In the limit of massless quarks, the sixteen currents Lµ,a and Rµ,a or,
alternatively, V µ,a and Aµ,a are conserved. The same is true for the
singlet vector current V µ, whereas the singlet axial-vector current Aµ
has an anomaly.
• For any value of quark masses, the individual flavor currents u¯γµu,
d¯γµd, and s¯γµs are always conserved in the strong interactions reflect-
ing the flavor independence of the strong coupling and the diagonality
of the quark-mass matrix. Of course, the singlet vector current V µ,
being the sum of the three flavor currents, is always conserved.
• In addition to the anomaly, the singlet axial-vector current has an
explicit divergence due to the quark masses.
• For equal quark masses, mu = md = ms, the eight vector currents
V µ,a are conserved, because [λa, 1] = 0. Such a scenario is the ori-
gin of the SU(3) symmetry originally proposed by Gell-Mann and
Ne’eman [3]. The eight axial-vector currents Aµ,a are not conserved.
The divergences of the octet axial-vector currents of Eq. (1.101) are
proportional to pseudoscalar quadratic forms. This can be interpreted
as the microscopic origin of the PCAC relation (partially conserved
axial-vector current) [4, 5] which states that the divergences of the
axial-vector currents are proportional to renormalized field operators
representing the lowest-lying pseudoscalar octet.
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1.4 Green Functions and Ward Identities *
In this section we will show how to derive Ward identities for Green func-
tions in the framework of canonical quantization on the one hand, and
quantization via the Feynman path integral on the other hand, by means
of an explicit example. In order to keep the discussion transparent, we
will concentrate on a simple scalar field theory with a global O(2) or U(1)
invariance. To that end, let us consider the Lagrangian
L = 1
2
(∂µΦ1∂
µΦ1 + ∂µΦ2∂
µΦ2)− m
2
2
(Φ21 + Φ
2
2)−
λ
4
(Φ21 + Φ
2
2)
2
= ∂µΦ
†∂µΦ−m2Φ†Φ− λ(Φ†Φ)2, (1.102)
where
Φ(x) =
1√
2
[Φ1(x) + iΦ2(x)], Φ
†(x) =
1√
2
[Φ1(x)− iΦ2(x)],
with real scalar fields Φ1 and Φ2. Furthermore, we assume m
2 > 0 and
λ > 0, so there is no spontaneous symmetry breaking (see Chapter 2) and
the energy is bounded from below. Equation (1.102) is invariant under the
global (or rigid) transformations
Φ′1 = Φ1 − ǫΦ2, Φ′2 = Φ2 + ǫΦ1, (1.103)
or, equivalently,
Φ′ = (1 + iǫ)Φ, Φ′† = (1− iǫ)Φ†, (1.104)
where ǫ is an infinitesimal real parameter. Applying the method of Gell-
Mann and Le´vy, we obtain for a local parameter ǫ(x),
δL = ∂µǫ(x)(i∂µΦ†Φ− iΦ†∂µΦ), (1.105)
from which, via Eqs. (1.38) and (1.39), we derive for the current correspond-
ing to the global symmetry,
Jµ =
∂δL
∂∂µǫ
= (i∂µΦ†Φ− iΦ†∂µΦ), (1.106)
∂µJ
µ =
∂δL
∂ǫ
= 0. (1.107)
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Recall that the identification of Eq. (1.39) as the divergence of the current
is only true for fields satisfying the Euler-Lagrange equations of motion.
We now extend the analysis to a quantum field theory. In the framework
of canonical quantization, we first define conjugate momenta,
Πi(x) =
∂L
∂∂0Φi
, Π(x) =
∂L
∂∂0Φ
, Π†(x) =
∂L
∂∂0Φ†
, (1.108)
and interpret the fields and their conjugate momenta as operators which, in
the Heisenberg picture, are subject to the equal-time commutation relations
[Φi(t, ~x),Πj(t, ~y)] = iδijδ
3(~x− ~y), (1.109)
and
[Φ(t, ~x),Π(t, ~y)] = [Φ†(t, ~x),Π†(t, ~y)] = iδ3(~x− ~y). (1.110)
The remaining equal-time commutation relations, involving fields or mo-
menta only, vanish. For the quantized theory, the current operator then
reads
Jµ(x) =: (i∂µΦ†Φ− iΦ†∂µΦ) :, (1.111)
where : : denotes normal or Wick ordering, i.e., annihilation operators
appear to the right of creation operators. For a conserved current, the charge
operator, i.e., the space integral of the charge density, is time independent
and serves as the generator of infinitesimal transformations of the Hilbert
space states,
Q =
∫
d3xJ0(t, ~x). (1.112)
Applying Eq. (1.110), it is straightforward to calculate the equal-time com-
mutation relations17
[J0(t, ~x),Φ(t, ~y)] = δ3(~x− ~y)Φ(t, ~x),
[J0(t, ~x),Π(t, ~y)] = −δ3(~x− ~y)Π(t, ~x),
[J0(t, ~x),Φ†(t, ~y)] = −δ3(~x− ~y)Φ†(t, ~x),
[J0(t, ~x),Π†(t, ~y)] = δ3(~x− ~y)Π†(t, ~x). (1.113)
In particular, performing the space integrals in Eqs. (1.113), one obtains
[Q,Φ(x)] = Φ(x),
[Q,Π(x)] = −Π(x),
[Q,Φ†(x)] = −Φ†(x),
[Q,Π†(x)] = Π†(x). (1.114)
17The transition to normal ordering involves an (infinite) constant which does not
contribute to the commutator.
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In order to illustrate the implications of Eqs. (1.114), let us take an eigen-
state |α〉 of Q with eigenvalue qα and consider, for example, the action of
Φ(x) on that state,
Q (Φ(x)|α〉) = ([Q,Φ(x)] + Φ(x)Q) |α〉 = (1 + qα) (Φ(x)|α〉) .
We conclude that the operators Φ(x) and Π†(x) [Φ†(x) and Π(x)] increase
(decrease) the Noether charge of a system by one unit.
We are now in the position to discuss the consequences of the U(1)
symmetry of Eq. (1.102) for the Green functions of the theory. To that end,
let us consider as our prototype the Green function
Gµ(x, y, z) = 〈0|T [Φ(x)Jµ(y)Φ†(z)]|0〉, (1.115)
which describes the transition amplitude for the creation of a quantum of
Noether charge +1 at x, propagation to y, interaction at y via the current
operator, propagation to z with annihilation at z. First of all we observe
that under the global infinitesimal transformations of Eq. (1.104), Jµ(x) 7→
J ′µ(x) = Jµ(x), or in other words [Q, Jµ(x)] = 0. We thus obtain
Gµ(x, y, z) 7→ G′µ(x, y, z) = 〈0|T [(1 + iǫ)Φ(x)J ′µ(y)(1− iǫ)Φ†(z)]|0〉
= 〈0|T [Φ(x)Jµ(y)Φ†(z)]|0〉
= Gµ(x, y, z), (1.116)
the Green function remaining invariant under the U(1) transformation. (In
general, the transformation behavior of a Green function depends on the
irreducible representations under which the fields transform. In particular,
for more complicated groups such as SU(N), standard tensor methods of
group theory may be applied to reduce the product representations into
irreducible components. We also note that for U(1), the symmetry current is
charge neutral, i.e. invariant, which for more complicated groups, in general,
is not the case.)
Moreover, since Jµ(x) is the Noether current of the underlying U(1) there
are further restrictions on the Green function beyond its transformation
behavior under the group. In order to see this, we consider the divergence of
Eq. (1.115) and apply the equal-time commutation relations of Eqs. (1.113)
to obtain
∂yµG
µ(x, y, z) = [δ4(x− y)− δ4(z − y)]〈0|T [Φ(x)Φ†(z)]|0〉, (1.117)
where we made use of ∂µJ
µ = 0. Equation (1.117) is the analogue of the
Ward identity of QED [see Eq. (1.127)]. In other words, the underlying
symmetry not only determines the transformation behavior of Green func-
tions under the group, but also relates n-point Green functions containing
a symmetry current to (n − 1)-point Green functions [see Eq. (1.131)]. In
principle, calculations similar to those leading to Eqs. (1.116) and (1.117),
can be performed for any Green function of the theory.
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Exercise 1.4.1 Consider the three-point Green function
Gµ(x, y, z) = 〈0|T [Jµ(x)π+(y)π−(z)]|0〉,
where Jµ(x) is the electromagnetic current operator, and π+/−(x) are field
operators destroying a π+/− or creating a π−/+. The time ordering is defined
as
T [Jµ(x)π+(y)π−(z)] = Jµ(x)π+(y)π−(z)Θ(x0 − y0)Θ(y0 − z0)
+Jµ(x)π−(z)π+(y)Θ(x0 − z0)Θ(z0 − y0) + · · · .
All in all there exist 3! = 6 distinct orderings. The equal-time commutation
relations between the charge density operator J0 and the field operators
π+/−,
[J0(x), π−(y)]δ(x0 − y0) = δ4(x− y)π−(y),
[J0(x), π+(y)]δ(x0 − y0) = −δ4(x− y)π+(y),
in combination with current conservation ∂µJ
µ(x) = 0 are the main ingre-
dients of obtaining the Ward-Takahashi identity. To that end consider
∂xµ〈0|T [Jµ(x)π+(y)π−(z)]|0〉.
Note that the x dependence resides in both Jµ(x) and the Θ functions of
the time ordering.
(a) Make use of
∂xµΘ(x0 − y0) = gµ0δ(x0 − y0),
∂xµΘ(y0 − x0) = −gµ0δ(y0 − x0),
to obtain
∂xµT [J
µ(x)π+(y)π−(z)] = T [∂xµJ
µ(x)︸ ︷︷ ︸
0
π+(y)π−(z)]
+J0(x)π+(y)π−(z)δ(x0 − y0)Θ(y0 − z0)
−π+(y)J0(x)π−(z)δ(y0 − x0)Θ(x0 − z0)
+J0(x)π−(z)π+(y)δ(x0 − z0)Θ(z0 − y0)
−π−(z)J0(x)π+(y)δ(z0 − x0)Θ(x0 − y0)
+π+(y)J0(x)π−(z)Θ(y0 − x0)δ(x0 − z0)
−π+(y)π−(z)J0(x)Θ(y0 − z0)δ(z0 − x0)
+π−(z)J0(x)π+(y)Θ(z0 − x0)δ(x0 − y0)
−π−(z)π+(y)J0(x)Θ(z0 − y0)δ(y0 − x0).
(b) Apply the equal-time commutation relations and combine the result
to obtain
∂xµG
µ(x, y, z) = [δ4(x− z)− δ4(x− y)]〈0|T [π+(y)π−(z)]|0〉.
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Remarks:
• Usually, the WT identity is expressed in momentum space.
• It does not rely on perturbation theory!
• The generalization to n-point functions (n ≥ 4) is straightforward
(proof via induction).
• It can also be applied to currents which are not conserved (e.g.,
PCAC).
We will now show that the symmetry constraints imposed by the Ward
identities can be compactly summarized in terms of an invariance prop-
erty of a generating functional. The generating functional is defined as the
vacuum-to-vacuum transition amplitude in the presence of external fields,
W [j, j∗, jµ]
= 〈0; out|0; in〉j,j∗,jµ
= exp(iZ[j, j∗, jµ])
= 〈0|T
(
exp
{
i
∫
d4x[j(x)Φ†(x) + j∗(x)Φ(x) + jµ(x)J
µ(x)]
})
|0〉,
(1.118)
where Φ and Φ† are the field operators and Jµ(x) is the Noether current.
Note that the field operators and the conjugate momenta are subject to the
equal-time commutation relations and, in addition, must satisfy the Heisen-
berg equations of motion. Via this second condition and implicitly through
the ground state, the generating functional depends on the dynamics of the
system which is determined by the Lagrangian of Eq. (1.102). The Green
functions of the theory involving Φ, Φ†, and Jµ are obtained through func-
tional derivatives of Eq. (1.118). For example, the Green function of Eq.
(1.115) is given by
Gµ(x, y, z) = (−i)3 δ
3W [j, j∗, jµ]
δj∗(x)δjµ(y)δj(z)
∣∣∣∣
j=0,j∗=0,jµ=0
. (1.119)
In order to discuss the constraints imposed on the generating functional
via the underlying symmetry of the theory, let us consider its path integral
representation,18
W [j, j∗, jµ] =
∫
[dΦ1][dΦ2]e
iS[Φ,Φ∗,j,j∗,jµ], (1.120)
18Up to an irrelevant constant the measure [dΦ1][dΦ2] is equivalent to [dΦ][dΦ
∗], with
Φ and Φ∗ considered as independent variables of integration.
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where
S[Φ,Φ∗, j, j∗, jµ] = S[Φ,Φ
∗] +
∫
d4x[Φ(x)j∗(x) + Φ∗(x)j(x) + Jµ(x)jµ(x)]
(1.121)
denotes the action corresponding to the Lagrangian of Eq. (1.102) in combi-
nation with a coupling to the external sources. Let us now consider a local
infinitesimal transformation of the fields [see Eqs. (1.104)] together with a
simultaneous transformation of the external sources,
j′(x) = [1 + iǫ(x)]j(x), j′∗(x) = [1− iǫ(x)]j∗(x), j′µ(x) = jµ(x)− ∂µǫ(x).
(1.122)
The action of Eq. (1.121) remains invariant under such a transformation,
S[Φ′,Φ′∗, j′, j′∗, j′µ] = S[Φ,Φ
∗, j, j∗, jµ]. (1.123)
We stress that the transformation of the external current jµ is necessary to
cancel a term resulting from the kinetic term in the Lagrangian. Also note
that the global symmetry of the Lagrangian determines the explicit form of
the transformations of Eq. (1.122). We can now verify the invariance of the
generating functional as follows,
W [j, j∗, jµ] =
∫
[dΦ1][dΦ2]e
iS[Φ,Φ∗,j,j∗,jµ]
=
∫
[dΦ1][dΦ2]e
iS[Φ′,Φ′∗,j′,j′∗,j′µ]
=
∫
[dΦ′1][dΦ
′
2]
∣∣∣∣(∂Φi∂Φ′j
)∣∣∣∣ eiS[Φ′,Φ′∗,j′,j′∗,j′µ]
=
∫
[dΦ1][dΦ2]e
iS[Φ,Φ∗,j′,j′∗,j′µ]
= W [j′, j′∗, j′µ]. (1.124)
We made use of the fact that the Jacobi determinant is one and renamed
the integration variables. In other words, given the global U(1) symmetry
of the Lagrangian, Eq. (1.102), the generating functional is invariant under
the local transformations of Eq. (1.122). It is this observation which, for the
more general case of the chiral group SU(N)×SU(N), was used by Gasser
and Leutwyler as the starting point of chiral perturbation theory.
We still have to discuss how this invariance allows us to collect the Ward
identities in a compact formula. We start from Eq. (1.124),
0 =
∫
[dΦ1][dΦ2]
(
eiS[Φ,Φ
∗,j′,j′∗,j′µ] − eiS[Φ,Φ∗,j,j∗,jµ]
)
=
∫
[dΦ1][dΦ2]
∫
d4x {ǫ[Φj∗ − Φ∗j]− iJµ∂µǫ} eiS[Φ,Φ∗,j,j∗,jµ].
Observe that
Φ(x)eiS[Φ,Φ
∗,j,j∗,jµ] = −i δ
δj∗(x)
eiS[Φ,Φ
∗,j,j∗,jµ],
30
and similarly for the other terms, resulting in
0 =
∫
[dΦ1][dΦ2]
∫
d4x
{
ǫ(x)
[
−ij∗(x) δ
δj∗(x)
+ ij(x)
δ
δj(x)
]
−∂µǫ(x) δ
δjµ(x)
}
eiS[Φ,Φ
∗,j,j∗,jµ].
Finally we interchange the order of integration, make use of partial integra-
tion, and apply the divergence theorem:
0 =
∫
d4xǫ(x)
[
ij(x)
δ
δj(x)
− ij∗(x) δ
δj∗(x)
+ ∂xµ
δ
δjµ(x)
]
W [j, j∗, jµ].
(1.125)
Since Eq. (1.125) must hold for any ǫ(x) we obtain as the master equation
for deriving Ward identities,[
j(x)
δ
δj(x)
− j∗(x) δ
δj∗(x)
− i∂xµ
δ
δjµ(x)
]
W [j, j∗, jµ] = 0. (1.126)
We note that Eqs. (1.124) and (1.126) are equivalent.
As an illustration let us re-derive the Ward identity of Eq. (1.117) using
Eq. (1.126). For that purpose we start from Eq. (1.119),
∂yµG
µ(x, y, z) = (−i)3∂yµ
δ3W
δj∗(x)δjµ(y)δj(z)
,
∣∣∣∣
j=0,j∗=0,jµ=0
,
apply Eq. (1.126),
= (−i)2
{
δ2
δj∗(x)δj(z)
[
j∗(y)
δ
δj∗(y)
− j(y) δ
δj(y)
]
W
}
j=0,j∗=0,jµ=0
,
make use of δj∗(y)/δj∗(x) = δ4(y − x) and δj(y)/δj(z) = δ4(y − z) for the
functional derivatives,
= (−i)2
{
δ4(x− y) δ
2W
δj∗(y)δj(z)
− δ4(z − y) δ
2W
δj∗(x)δj(y)
}
j=0,j∗=0,jµ=0
,
and, finally, use the definition of Eq. (1.118),
∂yµG
µ(x, y, z) = [δ4(x− y)− δ4(z − y)]〈0|T [Φ(x)Φ†(z)] |0〉
which is the same as Eq. (1.117). In principle, any Ward identity can be
obtained by taking appropriate higher functional derivatives ofW and then
using Eq. (1.126).
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1.5 Green Functions and Chiral Ward Iden-
tities
1.5.1 Chiral Green Functions
For conserved currents, the spatial integrals of the charge densities are time
independent, i.e., in a quantized theory the corresponding charge operators
commute with the Hamilton operator. These operators are generators of
infinitesimal transformations on the Hilbert space of the theory. The mass
eigenstates should organize themselves in degenerate multiplets with dimen-
sionalities corresponding to irreducible representations of the Lie group in
question.19 Which irreducible representations ultimately appear, and what
the actual energy eigenvalues are, is determined by the dynamics of the
Hamiltonian. For example, SU(2) isospin symmetry of the strong inter-
actions reflects itself in degenerate SU(2) multiplets such as the nucleon
doublet, the pion triplet, and so on. Ultimately, the actual masses of the
nucleon and the pion should follow from QCD.
It is also well-known that symmetries imply relations between S-matrix
elements. For example, applying theWigner-Eckart theorem to pion-nucleon
scattering, assuming the strong-interaction Hamiltonian to be an isoscalar,
it is sufficient to consider two isospin amplitudes describing transitions be-
tween states of total isospin I = 1/2 or I = 3/2. All the dynamical infor-
mation is contained in these isospin amplitudes and the results for physical
processes can be expressed in terms of these amplitudes together with geo-
metrical coefficients, namely, the Clebsch-Gordan coefficients.
In quantum field theory, the objects of interest are the Green functions
which are vacuum expectation values of time-ordered products.20 Picto-
rially, these Green functions can be understood as vertices and are re-
lated to physical scattering amplitudes through the Lehmann-Symanzik-
Zimmermann (LSZ) reduction formalism. Symmetries provide strong con-
straints not only for scattering amplitudes, i.e. their transformation behav-
ior, but, more generally speaking, also for Green functions and, in particular,
among Green functions. The famous example in this context is, of course,
the Ward identity of QED associated with U(1) gauge invariance
Γµ(p, p) = − ∂
∂pµ
Σ(p), (1.127)
which relates the electromagnetic vertex of an electron at zero momentum
transfer, Γµ(p, p), to the electron self energy, Σ(p).
Such symmetry relations can be extended to non-vanishing momentum
transfer and also to more complicated groups and are referred to as Ward-
19Here we assume that the dynamical system described by the Hamiltonian does not
lead to a spontaneous symmetry breakdown. We will come back to this point later.
20Later on, we will also refer to matrix elements of time-ordered products between
states other than the vacuum as Green functions.
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Fradkin-Takahashi identities (or Ward identities for short). Furthermore,
even if a symmetry is broken, i.e., the infinitesimal generators are time
dependent, conditions related to the symmetry breaking terms can still be
obtained using equal-time commutation relations.
At first, we are interested in time-ordered products of color-neutral, Her-
mitian quadratic forms involving the light quark fields evaluated between
the vacuum of QCD. Using the LSZ reduction formalism such Green func-
tions can be related to physical processes involving mesons as well as their
interactions with the electroweak gauge fields of the Standard Model. The
interpretation depends on the transformation properties and quantum num-
bers of the quadratic forms, determining for which mesons they may serve
as an interpolating field. In addition to the vector and axial-vector cur-
rents of Eqs. (1.81), (1.82), and (1.85) we want to investigate scalar and
pseudoscalar densities,21
Sa(x) = q¯(x)λaq(x), Pa(x) = iq¯(x)γ5λaq(x), a = 0, · · · , 8, (1.128)
which enter, for example, in Eqs. (1.101) as the divergences of the vector
and axial-vector currents for nonzero quark masses. Whenever it is more
convenient, we will also use
S(x) = q¯(x)q(x), P (x) = iq¯(x)γ5q(x), (1.129)
instead of S0 and P0.
One may also consider similar time-ordered products evaluated between
a single nucleon in the initial and final states in addition to the vacuum
Green functions. This allows one to discuss properties of the nucleon as
well as dynamical processes involving a single nucleon.
Generally speaking, a chiral Ward identity relates the divergence of a
Green function containing at least one factor of V µ,a or Aµ,a [see Eqs. (1.81)
and (1.82)] to some linear combination of other Green functions. The ter-
minology chiral refers to the underlying SU(3)L × SU(3)R group. To make
this statement more precise, let us consider as a simple example the two-
point Green function involving an axial-vector current and a pseudoscalar
density,22
Gµ,abAP (x, y) = 〈0|T [Aµa(x)Pb(y)]|0〉
= Θ(x0 − y0)〈0|Aµa(x)Pb(y)|0〉+Θ(y0 − x0)〈0|Pb(y)Aµa(x)|0〉,
(1.130)
and evaluate the divergence
∂xµG
µ,ab
AP (x, y)
21The singlet axial-vector current involves an anomaly such that the Green functions
involving this current operator are related to Green functions containing the contraction
of the gluon field-strength tensor with its dual.
22The time ordering of n points x1, · · · , xn gives rise to n! distinct orderings, each
involving products of n− 1 theta functions.
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= ∂xµ[Θ(x0 − y0)〈0|Aµa(x)Pb(y)|0〉+Θ(y0 − x0)〈0|Pb(y)Aµa(x)|0〉]
= δ(x0 − y0)〈0|Aa0(x)Pb(y)|0〉 − δ(x0 − y0)〈0|Pb(y)Aa0(x)|0〉
+Θ(x0 − y0)〈0|∂xµAµa(x)Pb(y)|0〉+Θ(y0 − x0)〈0|Pb(y)∂xµAµa(x)|0〉
= δ(x0 − y0)〈0|[Aa0(x), Pb(y)]|0〉+ 〈0|T [∂xµAµa(x)Pb(y)]|0〉,
where we made use of ∂xµΘ(x0− y0) = δ(x0− y0)g0µ = −∂xµΘ(y0− x0). This
simple example already shows the main features of (chiral) Ward identities.
From the differentiation of the theta functions one obtains equal-time com-
mutators between a charge density and the remaining quadratic forms. The
results of such commutators are a reflection of the underlying symmetry, as
will be shown below. As a second term, one obtains the divergence of the
current operator in question. If the symmetry is perfect, such terms van-
ish identically. For example, this is always true for the electromagnetic case
with its U(1) symmetry. If the symmetry is only approximate, an additional
term involving the symmetry breaking appears. For a soft breaking such a
divergence can be treated as a perturbation.
Via induction, the generalization of the above simple example to an
(n+ 1)-point Green function is symbolically of the form
∂xµ〈0|T{Jµ(x)A1(x1) · · ·An(xn)}|0〉 =
〈0|T{[∂xµJµ(x)]A1(x1) · · ·An(xn)}|0〉
+δ(x0 − x01)〈0|T{[J0(x), A1(x1)]A2(x2) · · ·An(xn)}|0〉
+δ(x0 − x02)〈0|T{A1(x1)[J0(x), A2(x2)] · · ·An(xn)}|0〉
+ · · ·+ δ(x0 − x0n)〈0|T{A1(x1) · · · [J0(x), An(xn)]}|0〉, (1.131)
where Jµ stands generically for any of the Noether currents.
1.5.2 The Algebra of Currents *
In the above example, we have seen that chiral Ward identities depend on
the equal-time commutation relations of the charge densities of the sym-
metry currents with the relevant quadratic quark forms. Unfortunately, a
naive application of Eq. (1.92) may lead to erroneous results. Let us illus-
trate this by means of a simplified example, the equal-time commutator of
the time and space components of the ordinary electromagnetic current in
QED. A naive use of the canonical commutation relations leads to
[J0(t, ~x), Ji(t, ~y)] = [Ψ
†(t, ~x)Ψ(t, ~x),Ψ†(t, ~y)γ0γiΨ(t, ~y)]
= δ3(~x− ~y)Ψ†(t, ~x)[1, γ0γi]Ψ(t, ~x) = 0, (1.132)
where we made use of the delta function to evaluate the fields at ~x = ~y. It
was noticed a long time ago by Schwinger that this result cannot be true
[1]. In order to see this, consider the commutator
[J0(t, ~x), ~∇y · ~J(t, ~y)] = −[J0(t, ~x), ∂tJ0(t, ~y)],
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where we made use of current conservation, ∂µJ
µ = 0. If Eq. (1.132) were
true, one would necessarily also have
0 = [J0(t, ~x), ∂tJ0(t, ~y)],
which we evaluate for ~x = ~y between the ground state,
0 = 〈0|[J0(t, ~x), ∂tJ0(t, ~x)]|0〉
=
∑
n
(
〈0|J0(t, ~x)|n〉〈n|∂tJ0(t, ~x)|0〉 − 〈0|∂tJ0(t, ~x)|n〉〈n|J0(t, ~x)|0〉
)
= 2i
∑
n
(En − E0)|〈0|J0(t, ~x)|n〉|2.
Here, we inserted a complete set of states and made use of
∂tJ0(t, ~x) = i[H, J0(t, ~x)].
Since every individual term in the sum is non-negative, one would need
〈0|J0(t, ~x)|n〉 = 0 for any intermediate state which is obviously unphysi-
cal. The solution is that the starting point, Eq. (1.132), is not true. The
corrected version of Eq. (1.132) picks up an additional, so-called Schwinger
term containing a derivative of the delta function.
Quite generally, by evaluating commutation relations with the compo-
nent Θ00 of the energy-momentum tensor one can show that the equal-time
commutation relation between a charge density and a current density can
be determined up to one derivative of the δ function [2],
[Ja0 (0, ~x), J
b
i (0, ~y)] = iCabcJ
c
i (0, ~x)δ
3(~x− ~y) + Sabij (0, ~y)∂jδ3(~x− ~y), (1.133)
where the Schwinger term possesses the symmetry
Sabij (0, ~y) = S
ba
ji (0, ~y),
and Cabc denote the structure constants of the group in question.
However, in our above derivation of the chiral Ward identity, we also
made use of the naive time-ordered product (T ) as opposed to the covari-
ant one (T ∗) which, typically, differ by another non-covariant term which
is called a seagull. Feynman’s conjecture [2] states that there is a cancela-
tion between Schwinger terms and seagull terms such that a Ward identity
obtained by using the naive T product and by simultaneously omitting
Schwinger terms ultimately yields the correct result to be satisfied by the
Green function (involving the covariant T ∗ product). Although this will not
be true in general, a sufficient condition for it to happen is that the time
component algebra of the full theory remains the same as the one derived
canonically and does not posses a Schwinger term.
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Keeping the above discussion in mind, the complete list of equal-time
commutation relations, omitting Schwinger terms, reads
[V a0 (t, ~x), V
µ
b (t, ~y)] = δ
3(~x− ~y)ifabcV µc (t, ~x),
[V a0 (t, ~x), V
µ(t, ~y)] = 0,
[V a0 (t, ~x), A
µ
b (t, ~y)] = δ
3(~x− ~y)ifabcAµc (t, ~x),
[V a0 (t, ~x), Sb(t, ~y)] = δ
3(~x− ~y)ifabcSc(t, ~x), b = 1, · · · , 8,
[V a0 (t, ~x), S0(t, ~y)] = 0,
[V a0 (t, ~x), Pb(t, ~y)] = δ
3(~x− ~y)ifabcPc(t, ~x), b = 1, · · · , 8,
[V a0 (t, ~x), P0(t, ~y)] = 0,
[Aa0(t, ~x), V
µ
b (t, ~y)] = δ
3(~x− ~y)ifabcAµc (t, ~x),
[Aa0(t, ~x), V
µ(t, ~y)] = 0,
[Aa0(t, ~x), A
µ
b (t, ~y)] = δ
3(~x− ~y)ifabcV µc (t, ~x),
[Aa0(t, ~x), Sb(t, ~y)] = iδ
3(~x− ~y)
[√
2
3
δabP0(t, ~x) + dabcPc(t, ~x)
]
,
b = 1, · · · , 8,
[Aa0(t, ~x), S0(t, ~y)] = iδ
3(~x− ~y)
√
2
3
Pa(t, ~x),
[Aa0(t, ~x), Pb(t, ~y)] = −iδ3(~x− ~y)
[√
2
3
δabS0(t, ~x) + dabcSc(t, ~x)
]
,
b = 1, · · · , 8,
[Aa0(t, ~x), P0(t, ~y)] = −iδ3(~x− ~y)
√
2
3
Sa(t, ~x). (1.134)
For example,
[V 0a (t, ~x), V
µ
b (t, ~y)]
= [q†(t, ~x)1
λa
2
q(t, ~x), q†(t, ~y)γ0γ
µλb
2
q(t, ~y)]
= δ3(~x− ~y)
[
q†(t, ~x)γ0γ
µλa
2
λb
2
q(t, ~y)− q†(t, ~y)γ0γµλb
2
λa
2
q(t, ~x)
]
= δ3(~x− ~y)ifabcV µc (t, ~x).
The remaining expressions are obtained analogously.
References:
[1] J. S. Schwinger, Phys. Rev. Lett. 3, 296 (1959)
[2] R. Jackiw, Field Theoretic Investigations in Current Algebra, in
S. Treiman, R. Jackiw, and D. J. Gross, Lectures on Current Algebra
and Its Applications (Princeton University Press, Princeton, 1972)
36
1.5.3 QCD in the Presence of External Fields and the
Generating Functional
Here, we want to consider the consequences of Eqs. (1.134) for the Green
functions of QCD (in particular, at low energies). In principle, using the
techniques of the last section, for each Green function one can explicitly
work out the chiral Ward identity which, however, becomes more and more
tedious as the number n of quark quadratic forms increases. However,
there exists an elegant way of formally combining all Green functions in
a generating functional. The (infinite) set of all chiral Ward identities is
encoded as an invariance property of that functional. To see this, one has to
consider a coupling to external c-number fields such that through functional
methods one can, in principle, obtain all Green functions from a generating
functional. The rationale behind this approach is that, in the absence of
anomalies, the Ward identities obeyed by the Green functions are equivalent
to an invariance of the generating functional under a local transformation
of the external fields [1]. The use of local transformations allows one to
also consider divergences of Green functions. For an illustration of this
statement, the reader is referred to Section 1.4.
Following the procedure of Gasser and Leutwyler [2, 3], we introduce
into the Lagrangian of QCD the couplings of the nine vector currents and
the eight axial-vector currents as well as the scalar and pseudoscalar quark
densities to external c-number fields vµ(x), vµ(s), a
µ(x), s(x), and p(x),
L = L0QCD+Lext = L0QCD+ q¯γµ(vµ+
1
3
vµ(s)+ γ5a
µ)q− q¯(s− iγ5p)q. (1.135)
The external fields are color-neutral, Hermitian 3 × 3 matrices, where the
matrix character, with respect to the (suppressed) flavor indices u, d, and
s of the quark fields, is23
vµ =
8∑
a=1
λa
2
vµa , a
µ =
8∑
a=1
λa
2
aµa , s =
8∑
a=0
λasa, p =
8∑
a=0
λapa. (1.136)
The ordinary three flavor QCD Lagrangian is recovered by setting vµ =
vµ(s) = a
µ = p = 0 and s = diag(mu, md, ms) in Eq. (1.135).
If one defines the generating functional24
exp[iZ(v, a, s, p)] = 〈0|T exp
[
i
∫
d4xLext(x)
]
|0〉
23We omit the coupling to the singlet axial-vector current which has an anomaly, but
include a singlet vector current vµ(s) which is of some physical relevance in the two-flavor
sector.
24Many books on Quantum Field Theory reserve the symbol Z[v, a, s, p] for the gen-
erating functional of all Green functions as opposed to the argument of the exponential
which denotes the generating functional of connected Green functions.
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= 〈0|T exp
(
i
∫
d4xq¯(x){γµ[vµ(x) + γ5aµ(x)]− s(x) + iγ5p(x)}q(x)
)
|0〉,
(1.137)
then any Green function consisting of the time-ordered product of color-
neutral, Hermitian quadratic forms can be obtained from Eq. (1.137) through
a functional derivative with respect to the external fields. The quark fields
are operators in the Heisenberg picture and have to satisfy the equation of
motion and the canonical anti-commutation relations. The actual value of
the generating functional for a given configuration of external fields v, a, s,
and p reflects the dynamics generated by the QCD Lagrangian. The gen-
erating functional is related to the vacuum-to-vacuum transition amplitude
in the presence of external fields,
exp[iZ(v, a, s, p)] = 〈0; out|0; in〉v,a,s,p. (1.138)
For example,25 the u¯u component of the scalar quark condensate in the
chiral limit, 〈0|u¯u|0〉0, is given by
〈0|u¯(x)u(x)|0〉0 =
i
2
[√
2
3
δ
δs0(x)
+
δ
δs3(x)
+
1√
3
δ
δs8(x)
]
exp(iZ[v, a, s, p])
∣∣∣∣∣
v=a=s=p=0
,
(1.139)
where we made use of Eq. (1.13). Note that both the quark field operators
and the ground state are considered in the chiral limit, which is denoted by
the subscript 0.
As another example, let us consider the two-point function of the axial-
vector currents of Eq. (1.82) of the “real world,” i.e., for s = diag(mu, md, ms),
and the “true vacuum” |0〉,
〈0|T [Aaµ(x)Abν(0)]|0〉 =
(−i)2 δ
2
δaµa(x)δaνb (0)
exp(iZ[v, a, s, p])
∣∣∣∣
v=a=p=0,s=diag(mu,md,ms)
.
(1.140)
Requiring the total Lagrangian of Eq. (1.135) to be Hermitian and invari-
ant under P , C, and T leads to constraints on the transformation behavior
25In order to obtain Green functions from the generating functional the simple rule
δf(x)
δf(y)
= δ(x− y)
is extremely useful. Furthermore, the functional derivative satisfies properties similar to
the ordinary differentiation, namely linearity, the product and chain rules.
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Γ 1 γµ σµν γ5 γ
µγ5
γ0Γγ0 1 γµ σµν −γ5 −γµγ5
Table 1.4: Transformation properties of the Dirac matrices Γ under parity.
of the external fields. In fact, it is sufficient to consider P and C, only,
because T is then automatically incorporated owing to the CPT theorem.
Under parity, the quark fields transform as
qf(t, ~x)
P7→ γ0qf (t,−~x), (1.141)
and the requirement of parity conservation,
L(t, ~x) P7→ L(t,−~x), (1.142)
leads, using the results of Table 1.4, to the following constraints for the
external fields,
vµ
P7→ vµ, vµ(s)
P7→ v(s)µ , aµ P7→ −aµ, s P7→ s, p P7→ −p. (1.143)
In Eq. (1.143) it is understood that the arguments change from (t, ~x) to
(t,−~x). Let us verify Eq. (1.143) by means of an example:
q¯(t, ~x)γµvµ(t, ~x)q(t, ~x)
P7→ q¯(t,−~x)γ0γµv˜µ(t,−~x)γ0q(t,−~x) = · · · ,
where the tilde denotes the transformed external field. With the help of
γ0γµγ0 = γµ we find
· · · = q¯(t,−~x)γµv˜µ(t,−~x)q(t,−~x) != q¯(t,−~x)γµvµ(t,−~x)q(t,−~x).
We thus obtain
vµ(t, ~x)
P7→ vµ(t,−~x).
Similarly, under charge conjugation the quark fields transform as
qα,f
C7→ Cαβ q¯β,f , q¯α,f C7→ −qβ,fC−1βα , (1.144)
where the subscripts α and β are Dirac spinor indices,
C = iγ2γ0 =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 = −C−1 = −C† = −CT
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Γ 1 γµ σµν γ5 γ
µγ5
−CΓTC 1 −γµ −σµν γ5 γµγ5
Table 1.5: Transformation properties of the Dirac matrices Γ under charge
conjugation.
is the usual charge conjugation matrix and f refers to flavor. Using
q¯ΓFq = q¯α,fΓαβFff ′qβ,f ′
C7→ −qγ,fC−1γαΓαβFff ′Cβδ q¯δ,f ′
Fermi statistics
= q¯δ,f ′ Fff ′︸︷︷︸
F Tf ′f
C−1γαΓαβCβδ︸ ︷︷ ︸
(C−1ΓC)Tδγ
qγ,f
= q¯F T (C−1ΓC)T︸ ︷︷ ︸
CTΓTC−1T
q
= −q¯CΓTCF Tq
in combination with Table 1.5 it is straightforward to show that invariance
of Lext under charge conjugation requires the transformation properties
vµ
C→ −vTµ , v(s)µ C→ −v(s)Tµ , aµ C→ aTµ , s, p C→ sT , pT , (1.145)
where the transposition refers to the flavor space.
Finally, we need to discuss the requirements to be met by the external
fields under local SU(3)L×SU(3)R×U(1)V transformations. In a first step,
we write Eq. (1.135) in terms of the left- and right-handed quark fields.
Exercise 1.5.1 We first define
rµ = vµ + aµ, lµ = vµ − aµ. (1.146)
(a) Make use of the projection operators PL and PR and verify
q¯γµ(vµ+
1
3
v(s)µ +γ5aµ)q = q¯Rγ
µ
(
rµ +
1
3
v(s)µ
)
qR+q¯Lγ
µ
(
lµ +
1
3
v(s)µ
)
qL.
(b) Also verify
q¯(s− iγ5p)q = q¯L(s− ip)qR + q¯R(s+ ip)qL.
We obtain for the Lagrangian of Eq. (1.135)
L = L0QCD + q¯Lγµ
(
lµ +
1
3
v(s)µ
)
qL + q¯Rγ
µ
(
rµ +
1
3
v(s)µ
)
qR
−q¯R(s+ ip)qL − q¯L(s− ip)qR. (1.147)
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Equation (1.147) remains invariant under local transformations
qR 7→ exp
(
−iΘ(x)
3
)
VR(x)qR,
qL 7→ exp
(
−iΘ(x)
3
)
VL(x)qL, (1.148)
where VR(x) and VL(x) are independent space-time-dependent SU(3) ma-
trices, provided the external fields are subject to the transformations
rµ 7→ VRrµV †R + iVR∂µV †R,
lµ 7→ VLlµV †L + iVL∂µV †L ,
v(s)µ 7→ v(s)µ − ∂µΘ,
s+ ip 7→ VR(s+ ip)V †L ,
s− ip 7→ VL(s− ip)V †R. (1.149)
The derivative terms in Eq. (1.149) serve the same purpose as in the con-
struction of gauge theories, i.e., they cancel analogous terms originating
from the kinetic part of the quark Lagrangian.
There is another, yet, more practical aspect of the local invariance,
namely: such a procedure allows one to also discuss a coupling to external
gauge fields in the transition to the effective theory to be discussed later.
For example, a coupling of the electromagnetic field to point-like fundamen-
tal particles results from gauging a U(1) symmetry. Here, the corresponding
U(1) group is to be understood as a subgroup of a local SU(3)L × SU(3)R.
Another example deals with the interaction of the light quarks with the
charged and neutral gauge bosons of the weak interactions.
Let us consider both examples explicitly. The coupling of quarks to an
external electromagnetic field Aµ is given by
rµ = lµ = −eQAµ, (1.150)
where Q = diag(2/3,−1/3,−1/3) is the quark charge matrix:
Lext = −eAµ(q¯LQγµqL + q¯RQγµqR)
= −eAµq¯Qγµq
= −eAµ
(
2
3
u¯γµu− 1
3
d¯γµd− 1
3
s¯γµs
)
= −eAµJµ.
On the other hand, if one considers only the SU(2) version of ChPT one
has to insert for the external fields
rµ = lµ = −eτ3
2
Aµ, v(s)µ = −
e
2
Aµ. (1.151)
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In the description of semileptonic interactions such as π− → µ−ν¯µ, π− →
π0e−ν¯e, or neutron decay n → pe−ν¯e one needs the interaction of quarks
with the massive charged weak bosons W±µ = (W1µ ∓ iW2µ)/
√
2,
rµ = 0, lµ = − g√
2
(W+µ T+ +H.c.), (1.152)
where H.c. refers to the Hermitian conjugate and
T+ =
 0 Vud Vus0 0 0
0 0 0
 .
Here, Vij denote the elements of the Cabibbo-Kobayashi-Maskawa quark-
mixing matrix describing the transformation between the mass eigenstates
of QCD and the weak eigenstates,
|Vud| = 0.9735± 0.0008, |Vus| = 0.2196± 0.0023.
At lowest order in perturbation theory, the Fermi constant is related to the
gauge coupling g and the W mass as
GF =
√
2
g2
8M2W
= 1.16639(1)× 10−5GeV−2.
Making use of
q¯Lγ
µW+µ T+qL = W+µ (u¯ d¯ s¯)PRγµ
 0 Vud Vus0 0 0
0 0 0
PL
 ud
s

= W+µ (u¯ d¯ s¯)γµ
1
2
(1− γ5)
 Vudd+ Vuss0
0

=
1
2
W+µ [Vudu¯γµ(1− γ5)d+ Vusu¯γµ(1− γ5)s],
we see that inserting Eq. (1.152) into Eq. (1.147) leads to the standard
charged-current weak interaction in the light quark sector,
Lext = − g
2
√
2
{W+µ [Vudu¯γµ(1− γ5)d+ Vusu¯γµ(1− γ5)s] + H.c.} .
The situation is slightly different for the neutral weak interaction. Here,
the SU(3) version requires a coupling to the singlet axial-vector current
which, because of the anomaly of Eq. (1.87), we have dropped from our
discussion. On the other hand, in the SU(2) version the axial-vector current
part is traceless and we have
rµ = e tan(θW )
τ3
2
Zµ,
lµ = − g
cos(θW )
τ3
2
Zµ + e tan(θW )τ3
2
Zµ,
v(s)µ =
e tan(θW )
2
Zµ, (1.153)
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where θW is the weak angle. With these external fields, we obtain the
standard weak neutral-current interaction
Lext = − g
2 cos(θW )
Zµ
(
u¯γµ
{[
1
2
− 4
3
sin2(θW )
]
− 1
2
γ5
}
u
+d¯γµ
{[
−1
2
+
2
3
sin2(θW )
]
+
1
2
γ5
}
d
)
,
where we made use of e = g sin(θW ).
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1.5.4 PCAC in the Presence of an External Electro-
magnetic Field *
Finally, the technique of coupling the QCD Lagrangian to external fields also
allows us to determine the current divergences for rigid external fields, i.e.,
fields which are not simultaneously transformed. For the sake of simplicity
we restrict ourselves to the SU(2) sector. (The generalization to the SU(3)
case is straightforward.)
Exercise 1.5.2 Consider a global chiral transformation only and assume
that the external fields are not simultaneously transformed. Show that the
divergences of the currents read [see Eq. (1.39)]
∂µV
µ
i = iq¯γ
µ[
τi
2
, vµ]q + iq¯γ
µγ5[
τi
2
, aµ]q − iq¯[τi
2
, s]q − q¯γ5[τi
2
, p]q,
(1.154)
∂µA
µ
i = iq¯γ
µγ5[
τi
2
, vµ]q + iq¯γ
µ[
τi
2
, aµ]q + iq¯γ5{τi
2
, s}q + q¯{τi
2
, p}q.
(1.155)
Exercise 1.5.3 As an example, let us consider the QCD Lagrangian for
a finite light quark mass mq in combination with a coupling to an exter-
nal electromagnetic field Aµ [see Eq. (1.151), aµ = 0 = p]. Show that
the expressions for the divergence of the vector and axial-vector currents,
respectively, are given by
∂µV
µ
i = −ǫ3ijeAµq¯γµ
τj
2
q = −ǫ3ijeAµV µj , (1.156)
∂µA
µ
i = −eAµǫ3ij q¯γµγ5
τj
2
q + 2mqiq¯γ5
τi
2
q
= −eAµǫ3ijAµj +mqPi, (1.157)
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where we have introduced the isovector pseudoscalar density
Pi = iq¯γ5τiq. (1.158)
In fact, Eq. (1.157) is incomplete, because the third component of the
axial-vector current, Aµ3 , has an anomaly which is related to the decay
π0 → γγ. The full equation reads
∂µA
µ
i = mqPi − eAµǫ3ijAµj + δi3
e2
32π2
ǫµνρσFµνFρσ, (1.159)
where Fµν = ∂µAν − ∂νAµ is the electromagnetic field strength tensor.
We emphasize the formal similarity of Eq. (1.157) to the (pre-QCD)
PCAC (Partially Conserved Axial-Vector Current) relation obtained by
Adler [1] through the inclusion of the electromagnetic interactions with
minimal electromagnetic coupling.26 Since in QCD the quarks are taken as
truly elementary, their interaction with an (external) electromagnetic field
is of such a minimal type.
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Chapter 2
Spontaneous Symmetry
Breaking and the Goldstone
Theorem
So far we have concentrated on the chiral symmetry of the QCD Hamiltonian
and the explicit symmetry breaking through the quark masses. We have
discussed the importance of chiral symmetry for the properties of Green
functions with particular emphasis on the relations among different Green
functions as expressed through the chiral Ward identities. Now it is time
to address a second aspect which, for the low-energy structure of QCD, is
equally important, namely, the concept of spontaneous symmetry breaking.
A (continuous) symmetry is said to be spontaneously broken or hidden, if
the ground state of the system is no longer invariant under the full symmetry
group of the Hamiltonian.
2.1 Spontaneous Breakdown of a Global, Con-
tinuous, Non-Abelian Symmetry
Using the example of the familiar O(3) sigma model we recall a few aspects
relevant to our subsequent discussion of spontaneous symmetry breaking.
To that end, we consider the Lagrangian
L(~Φ, ∂µ~Φ) = L(Φ1,Φ2,Φ3, ∂µΦ1, ∂µΦ2, ∂µΦ3)
=
1
2
∂µΦi∂
µΦi − m
2
2
ΦiΦi − λ
4
(ΦiΦi)
2, (2.1)
where m2 < 0, λ > 0, with Hermitian fields Φi. The Lagrangian of Eq. (2.1)
is invariant under a global “isospin” rotation,1
g ∈ SO(3) : Φi → Φ′i = Dij(g)Φj = (e−iαkTk)ijΦj . (2.2)
1The Lagrangian is invariant under the full group O(3) which can be decomposed
into its two components: the proper rotations connected to the identity, SO(3), and the
rotation-reflections. For our purposes it is sufficient to discuss SO(3).
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For the Φ′i to also be Hermitian, the Hermitian Tk must be purely imaginary
and thus antisymmetric. The iTk provide the basis of a representation of the
so(3) Lie algebra and satisfy the commutation relations [Ti, Tj ] = iǫijkTk.
We will use the representation with the matrix elements given by tijk =
−iǫijk. We now look for a minimum of the potential which does not depend
on x.
Exercise 2.1.1 Determine the minimum of the potential
V(Φ1,Φ2,Φ3) = m
2
2
ΦiΦi +
λ
4
(ΦiΦi)
2.
We find
|~Φmin| =
√
−m2
λ
≡ v, |~Φ| =
√
Φ21 + Φ
2
2 + Φ
2
3. (2.3)
Since ~Φmin can point in any direction in isospin space we have a non-
countably infinite number of degenerate vacua. Any infinitesimal external
perturbation which is not invariant under SO(3) will select a particular
direction which, by an appropriate orientation of the internal coordinate
frame, we denote as the 3 direction,
~Φmin = veˆ3. (2.4)
Clearly, ~Φmin of Eq. (2.4) is not invariant under the full group G = SO(3)
since rotations about the 1 and 2 axis change ~Φmin.
2 To be specific, if
~Φmin = v
 00
1
 ,
we obtain
T1~Φmin = v
 0−i
0
 , T2~Φmin = v
 i0
0
 , T3~Φmin = 0. (2.5)
Note that the set of transformations which do not leave ~Φmin invariant does
not form a group, because it does not contain the identity. On the other
hand, ~Φmin is invariant under a subgroup H of G, namely, the rotations
about the 3 axis:
h ∈ H : ~Φ′ = D(h)~Φ = e−iα3T3~Φ, D(h)~Φmin = ~Φmin. (2.6)
2We say, somewhat loosely, that T1 and T2 do not annihilate the ground state or,
equivalently, finite group elements generated by T1 and T2 do not leave the ground state
invariant. This should become clearer later on.
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Figure 2.1:
Two-dimensional rotationally invariant potential:
V(x, y) = −(x2 + y2) + (x2+y2)2
4
.
Exercise 2.1.2 Expand Φ3 with respect to v,
Φ3(x) = v + η(x), (2.7)
where η(x) is a new field replacing Φ3(x), and express the Lagrangian in
terms of the fields Φ1, Φ2, and η, where v =
√−m2/λ.
The new expression for the potential is given by
V˜ = 1
2
(−2m2)η2 + λvη(Φ21 + Φ22 + η2) +
λ
4
(Φ21 + Φ
2
2 + η
2)2 − λ
4
v4.
(2.8)
Upon inspection of the terms quadratic in the fields, one finds after sponta-
neous symmetry breaking two massless Goldstone bosons and one massive
boson:
m2Φ1 = m
2
Φ2
= 0,
m2η = −2m2. (2.9)
The model-independent feature of the above example is given by the fact
that for each of the two generators T1 and T2 which do not annihilate the
ground state one obtains a massless Goldstone boson. By means of a two-
dimensional simplification (see the “Mexican hat” potential shown in Fig.
2.1) the mechanism at hand can easily be visualized. Infinitesimal variations
orthogonal to the circle of the minimum of the potential generate quadratic
terms, i.e., “restoring forces linear in the displacement,” whereas tangential
variations experience restoring forces only of higher orders.
Now let us generalize the model to the case of an arbitrary compact Lie
group G of order nG resulting in nG infinitesimal generators.
3 Once again,
3The restriction to compact groups allows for a complete decomposition into finite-
dimensional irreducible unitary representations.
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we start from a Lagrangian of the form [4]
L(~Φ, ∂µ~Φ) = 1
2
∂µ~Φ · ∂µ~Φ− V(~Φ), (2.10)
where ~Φ is a multiplet of scalar (or pseudoscalar) Hermitian fields. The
Lagrangian L and thus also V(~Φ) are supposed to be globally invariant
under G, where the infinitesimal transformations of the fields are given by
g ∈ G : Φi → Φi + δΦi, δΦi = −iǫataijΦj . (2.11)
The Hermitian representation matrices T a = (taij) are again antisymmetric
and purely imaginary. We now assume that, by choosing an appropriate
form of V, the Lagrangian generates a spontaneous symmetry breaking re-
sulting in a ground state with a vacuum expectation value ~Φmin = 〈~Φ〉 which
is invariant under a continuous subgroup H of G. We expand V(~Φ) with
respect to ~Φmin, |~Φmin| = v, i.e., ~Φ = ~Φmin + ~χ,
V(~Φ) = V(~Φmin) + ∂V(
~Φmin)
∂Φi︸ ︷︷ ︸
0
χi +
1
2
∂2V(~Φmin)
∂Φi∂Φj︸ ︷︷ ︸
m2ij
χiχj + · · · . (2.12)
The matrix M2 = (m2ij) must be symmetric and, since one is expanding
around a minimum, positive semidefinite, i.e.,∑
i,j
m2ijxixj ≥ 0 ∀ ~x. (2.13)
In that case, all eigenvalues of M2 are nonnegative. Making use of the
invariance of V under the symmetry group G,
V(~Φmin) = V(D(g)~Φmin) = V(~Φmin + δ~Φmin)
(2.12)
= V(~Φmin) + 1
2
m2ijδΦmin,iδΦmin,j + · · · , (2.14)
one obtains, by comparing coefficients,
m2ijδΦmin,iδΦmin,j = 0. (2.15)
Differentiating Eq. (2.15) with respect to δΦmin,k and usingm
2
ij = m
2
ji results
in the matrix equation
M2δ~Φmin = ~0. (2.16)
Inserting the variations of Eq. (2.11) for arbitrary ǫa, δ~Φmin = −iǫaT a~Φmin,
we conclude
M2T a~Φmin = ~0. (2.17)
The solutions of Eq. (2.17) can be classified into two categories:
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1. T a, a = 1, · · · , nH , is a representation of an element of the Lie algebra
belonging to the subgroup H of G, leaving the selected ground state
invariant. In that case one has
T a~Φmin = ~0, a = 1, · · · , nH ,
such that Eq. (2.17) is automatically satisfied without any knowledge
of M2.
2. T a, a = nH + 1, · · · , nG, is not a representation of an element of the
Lie algebra belonging to the subgroup H . In that case T a~Φmin 6= ~0,
and T a~Φmin is an eigenvector of M
2 with eigenvalue 0. To each such
eigenvector corresponds a massless Goldstone boson. In particular,
the different T a~Φmin 6= ~0 are linearly independent, resulting in nG−nH
independent Goldstone bosons. (If they were not linearly independent,
there would exist a nontrivial linear combination
~0 =
nG∑
a=nH+1
ca(T
a~Φmin) =
(
nG∑
a=nH+1
caT
a
)
︸ ︷︷ ︸
:= T
~Φmin,
such that T is an element of the Lie algebra of H in contradiction to
our assumption.)
Remark: It may be necessary to perform a similarity transformation on the
fields in order to diagonalize the mass matrix.
Let us check these results by reconsidering the example of Eq. (2.1). In
that case nG = 3 and nH = 1, generating 2 Goldstone bosons [see Eq. (2.9)].
We conclude this section with two remarks. First, the number of Gold-
stone bosons is determined by the structure of the symmetry groups. Let G
denote the symmetry group of the Lagrangian, with nG generators and H
the subgroup with nH generators which leaves the ground state after spon-
taneous symmetry breaking invariant. For each generator which does not
annihilate the vacuum one obtains a massless Goldstone boson, i.e., the total
number of Goldstone bosons equals nG−nH . Second, the Lagrangians used
in motivating the phenomenon of a spontaneous symmetry breakdown are
typically constructed in such a fashion that the degeneracy of the ground
states is built into the potential at the classical level (the prototype be-
ing the “Mexican hat” potential of Fig. 2.1). As in the above case, it is
then argued that an elementary Hermitian field of a multiplet transforming
non-trivially under the symmetry group G acquires a vacuum expectation
value signaling a spontaneous symmetry breakdown. However, there also
exist theories such as QCD where one cannot infer from inspection of the
Lagrangian whether the theory exhibits spontaneous symmetry breaking.
Rather, the criterion for spontaneous symmetry breaking is a non-vanishing
vacuum expectation value of some Hermitian operator, not an elementary
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field, which is generated through the dynamics of the underlying theory. In
particular, we will see that the quantities developing a vacuum expectation
value may also be local Hermitian operators composed of more fundamental
degrees of freedom of the theory. Such a possibility was already emphasized
in the derivation of Goldstone’s theorem in Ref. [4].
2.2 Goldstone Theorem
By means of the above example, we motivate another approach to Gold-
stone’s theorem without delving into all the subtleties of a quantum field-
theoretical approach (for further reading, see Chapter 2 of Ref. [6]). Given
a Hamilton operator with a global symmetry group G = SO(3), let ~Φ(x) =
(Φ1(x),Φ2(x),Φ3(x)) denote a triplet of local Hermitian operators trans-
forming as a vector under G,
g ∈ G : ~Φ(x) 7→ ~Φ′(x) = ei
∑3
k=1 αkQk~Φ(x)e−i
∑3
l=1 αlQl
= e−i
∑
3
k=1 αkTk~Φ(x) 6= ~Φ(x), (2.18)
where the Qi are the generators of the SO(3) transformations on the Hilbert
space satisfying [Qi, Qj ] = iǫijkQk and the Ti = (t
i
jk) are the matrices of the
three dimensional representation satisfying tijk = −iǫijk. We assume that
one component of the multiplet acquires a non-vanishing vacuum expecta-
tion value:
〈0|Φ1(x)|0〉 = 〈0|Φ2(x)|0〉 = 0, 〈0|Φ3(x)|0〉 = v 6= 0. (2.19)
Then the two generators Q1 and Q2 do not annihilate the ground state, and
to each such generator corresponds a massless Goldstone boson.
In order to prove these two statements let us expand Eq. (2.18) to first
order in the αk:
~Φ′ = ~Φ+ i
3∑
k=1
αk[Qk, ~Φ] =
(
1− i
3∑
k=1
αkTk
)
~Φ = ~Φ+ ~α× ~Φ.
Comparing the terms linear in the αk
i[αkQk,Φl] = ǫlkmαkΦm
and noting that all three αk can be chosen independently, we obtain
i[Qk,Φl] = −ǫklmΦm,
which, of course, simply expresses the fact that the field operators Φi trans-
form as a vector. Using ǫklmǫkln = 2δmn, we find
− i
2
ǫkln[Qk,Φl] = δmnΦm = Φn.
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In particular,
Φ3 = − i
2
([Q1,Φ2]− [Q2,Φ1]), (2.20)
with cyclic permutations for the other two cases.
In order to prove that Q1 and Q2 do not annihilate the ground state, let
us consider Eq. (2.18) for ~α = (0, π/2, 0),
e−i
pi
2
T2~Φ =
 cos(π/2) 0 sin(π/2)0 1 0
− sin(π/2) 0 cos(π/2)
 Φ1Φ2
Φ3
 =
 Φ3Φ2
−Φ1

= ei
pi
2
Q2
 Φ1Φ2
Φ3
 e−ipi2Q2.
From the first row we obtain
Φ3 = e
ipi
2
Q2Φ1e
−ipi
2
Q2.
Taking the vacuum expectation value
v = 〈0|eipi2Q2Φ1e−ipi2Q2|0〉
and using Eq. (2.19) clearly Q2|0〉 6= 0, since otherwise the exponential
operator could be replaced by unity and the right-hand side would vanish.
A similar argument shows Q1|0〉 6= 0.
At this point let us make two remarks.
• The “states” Q1(2)|0〉 cannot be normalized. In a more rigorous deriva-
tion one makes use of integrals of the form∫
d3x〈0|[J0,b(t, ~x),Φc(0)]|0〉,
and first determines the commutator before evaluating the integral
[6].
• Some derivations of Goldstone’s theorem right away start by assuming
Q1(2)|0〉 6= 0. However, for the discussion of spontaneous symmetry
breaking in the framework of QCD it is advantageous to establish
the connection between the existence of Goldstone bosons and a non-
vanishing expectation value (see Section 3.2).
Let us now turn to the existence of Goldstone bosons, taking the vacuum
expectation value of Eq. (2.20):
0 6= v = 〈0|Φ3(0)|0〉 = − i
2
〈0| ([Q1,Φ2(0)]− [Q2,Φ1(0)]) |0〉 ≡ − i
2
(A−B).
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We will first show A = −B. To that end we perform a rotation of the
fields as well as the generators by π/2 about the 3 axis [see Eq. (2.18) with
~α = (0, 0, π/2)]:
e−i
pi
2
T3~Φ =
 −Φ2Φ1
Φ3
 = eipi2Q3
 Φ1Φ2
Φ3
 e−ipi2Q3 ,
and analogously for the charge operators −Q2Q1
Q3
 = eipi2Q3
 Q1Q2
Q3
 e−ipi2Q3.
We thus obtain
B = 〈0|[Q2,Φ1(0)]|0〉 = 〈0|
(
ei
pi
2
Q3(−Q1) e−ipi2Q3eipi2Q3︸ ︷︷ ︸
1
Φ2(0)e
−ipi
2
Q3
−eipi2Q3Φ2(0)e−ipi2Q3eipi2Q3(−Q1)e−ipi2Q3
)
|0〉
= −〈0|[Q1,Φ2(0)]|0〉 = −A,
where we made use ofQ3|0〉 = 0, i.e., the vacuum is invariant under rotations
about the 3 axis. In other words, the non-vanishing vacuum expectation
value v can also be written as
0 6= v = 〈0|Φ3(0)|0〉 = −i〈0|[Q1,Φ2(0)]|0〉
= −i
∫
d3x〈0|[J10 (t, ~x),Φ2(0)]|0〉. (2.21)
We insert a complete set of states 1 =
∑
n
∫ |n〉〈n| into the commutator4
v = −i
∑
n
∫ ∫
d3x
(〈0|J10 (t, ~x)|n〉〈n|Φ2(0)|0〉 − 〈0|Φ2(0)|n〉〈n|J10 (t, ~x)|0〉) ,
and make use of translational invariance
= −i
∑
n
∫ ∫
d3x
(
e−iPn·x〈0|J10 (0)|n〉〈n|Φ2(0)|0〉 − · · ·
)
= −i
∑
n
∫
(2π)3δ3(~Pn)
(
e−iEnt〈0|J10 (0)|n〉〈n|Φ2(0)|0〉
−eiEnt〈0|Φ2(0)|n〉〈n|J10 (0)|0〉
)
.
Integration with respect to the momentum of the inserted intermediate
states yields an expression of the form
= −i(2π)3
′∑
n
(
e−iEnt · · · − eiEnt · · ·) ,
4The abbreviation
∑
n
∫ |n〉〈n| includes an integral over the total momentum ~p as well
as all other quantum numbers necessary to fully specify the states.
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where the prime indicates that only states with ~P = 0 need to be considered.
Due to the Hermiticity of the symmetry current operators Jµ,a as well as
the Φl, we have
cn := 〈0|J10 (0)|n〉〈n|Φ2(0)|0〉 = 〈n|J10 (0)|0〉∗〈0|Φ2(0)|n〉∗,
such that
v = −i(2π)3
′∑
n
(
cne
−iEnt − c∗neiEnt
)
. (2.22)
From Eq. (2.22) we draw the following conclusions.
1. Due to our assumption of a non-vanishing vacuum expectation value v,
there must exist states |n〉 for which both 〈0|J01(2)(0)|n〉 and
〈n|Φ1(2)(0)|0〉 do not vanish. The vacuum itself cannot contribute
to Eq. (2.22) because 〈0|Φ1(2)(0)|0〉 = 0.
2. States with En > 0 contribute (ϕn is the phase of cn)
1
i
(
cne
−iEnt − c∗neiEnt
)
=
1
i
|cn|
(
eiϕne−iEnt − e−iϕneiEnt)
= 2|cn| sin(ϕn − Ent)
to the sum. However, v is time-independent and therefore the sum
over states with (En > 0,~0) must vanish.
3. The right-hand side of Eq. (2.22) must therefore contain the contri-
bution from states with zero energy as well as zero momentum thus
zero mass. These zero-mass states are the Goldstone bosons.
2.3 Explicit Symmetry Breaking: A First
Look *
Finally, let us illustrate the consequences of adding to our Lagrangian of
Eq. (2.1) a small perturbation which explicitly breaks the symmetry. To
that end, we modify the potential of Eq. (2.1) by adding a term aΦ3,
V(Φ1,Φ2,Φ3) = m
2
2
ΦiΦi +
λ
4
(ΦiΦi)
2 + aΦ3, (2.23)
where m2 < 0, λ > 0, and a > 0, with Hermitian fields Φi. Clearly, the
potential no longer has the original O(3) symmetry but is only invariant
under O(2). The conditions for the new minimum, obtained from ~∇ΦV = 0,
read
Φ1 = Φ2 = 0, λΦ
3
3 +m
2Φ3 + a = 0.
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Exercise 2.3.1 Solve the cubic equation for Φ3 using the perturbative
ansatz
〈Φ3〉 = Φ(0)3 + aΦ(1)3 +O(a2). (2.24)
The solution reads
Φ
(0)
3 = ±
√
−m
2
λ
, Φ
(1)
3 =
1
2m2
.
Of course, Φ
(0)
3 corresponds to our result without explicit perturbation. The
condition for a minimum [see Eq. (2.13)] excludes Φ
(0)
3 = +
√
−m2
λ
. Expand-
ing the potential with Φ3 = 〈Φ3〉 + η we obtain, after a short calculation,
for the masses
m2Φ1 = m
2
Φ2 = a
√
λ
−m2 ,
m2η = −2m2 + 3a
√
λ
−m2 . (2.25)
The important feature here is that the original Goldstone bosons of Eq. (2.9)
are now massive. The squared masses are proportional to the symmetry
breaking parameter a. Calculating quantum corrections to observables in
terms of Goldstone-boson loop diagrams will generate corrections which are
non-analytic in the symmetry breaking parameter such as a ln(a). Such
so-called chiral logarithms originate from the mass terms in the Goldstone
boson propagators entering the calculation of loop integrals. We will come
back to this point in the next Chapter when we discuss the masses of the
pseudoscalar octet in terms of the quark masses which, in QCD, represent
the analogue to the parameter a in the above example.
References:
[1] Y. Nambu, Phys. Rev. Lett. 4, 380 (1960)
[2] Y. Nambu and G. Jona-Lasinio, Phys. Rev. 122, 345 (1961); Phys.
Rev. 124, 246 (1961)
[3] J. Goldstone, Nuovo Cim. 19, 154 (1961)
[4] J. Goldstone, A. Salam, and S. Weinberg, Phys. Rev. 127, 965 (1962)
[5] L. F. Li and H. Pagels, Phys. Rev. Lett. 26, 1204 (1971)
[6] J. Bernstein, Rev. Mod. Phys. 46, 7 (1974) [Erratum, ibid. 47, 259
(1975)]
[7] L. H. Ryder, Quantum Field Theory (Cambridge University Press,
Cambridge, 1985) Chapter 8
54
[8] T. P. Cheng and L. F. Li, Gauge Theory of Elementary Particle Physics
(Clarendon, Oxford, 1984) Chapter 5.3
[9] H. Georgi, Weak Interactions and Modern Particle Theory (Ben-
jamin/Cummings, Menlo Park, 1984) Chapter 2.4 - 2.6
[10] S. Weinberg, The Quantum Theory Of Fields. Vol. 2: Modern Appli-
cations (Cambridge University Press, Cambridge, 1996) Chapter 19
55
Chapter 3
Chiral Perturbation Theory for
Mesons
Chiral perturbation theory provides a systematic method for discussing the
consequences of the global flavor symmetries of QCD at low energies by
means of an effective field theory. The effective Lagrangian is expressed in
terms of those hadronic degrees of freedom which, at low energies, show
up as observable asymptotic states. At very low energies these are just
the members of the pseudoscalar octet (π,K, η) which are regarded as the
Goldstone bosons of the spontaneous breaking of the chiral SU(3)L×SU(3)R
symmetry down to SU(3)V . The non-vanishing masses of the light pseu-
doscalars in the “real” world are related to the explicit symmetry breaking
in QCD due to the light quark masses.
3.1 Effective Field Theory
Chiral perturbation theory is an example of an effective field theory (EFT).
Before discussing chiral perturbation theory in detail we want to briefly
outline some of the main features of the effective field theory approach, as
it finds a wide range of applications in physics.
The basic idea of an EFT is that one does not need to know everything
in order to make a sensible description of the particular part of physics one
is interested in. In general, effective field theories are low-energy approx-
imations to more fundamental theories. Instead of solving the underlying
theory, low-energy physics is described with a set of variables that is suited
for the particular energy region you are interested in. The effective field
theory can then be used to calculate physical quantities in terms of an ex-
pansion in p/Λ, where p stands for momenta or masses that are smaller
than a certain momentum scale Λ. By suited we mean that the description
in the low-energy degrees of freedom is more convenient for actual calcu-
lations. For example, we will use pions and nucleons instead of the more
fundamental quarks and gluons as the degrees of freedom in low-energy
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processes in hadronic physics. This is more convenient since so far we do
not know how to solve QCD, and standard perturbation theory cannot be
applied for energies well below 1 GeV. It should be noted that an effec-
tive field theory only has a limited range of applicability, since it gives the
wrong high-energy behavior. After all, it is not the same as the underlying
theory. But as long as one stays well below the momentum scale Λ, the
EFT is designed to give an appropriate description up to finite accuracy, as
in actual calculations only a finite number of terms in the expansion in p/Λ
has to be considered.
In order to construct an EFT one has to write down the effective La-
grangian, which includes all terms that are compatible with the symmetries
of the underlying theory. This means that the Lagrangian actually consists
of an infinite number of terms. The coefficients of these terms should in
principle be calculable from the underlying theory. In the case of chiral
perturbation theory, however, we cannot yet solve the underlying theory,
QCD, and the parameters are taken as free parameters that are fitted to
experimental data. The second important ingredient together with the ef-
fective Lagrangian is a method that allows to decide which terms contribute
in a calculation up to a certain accuracy. We will see an example of such a
method when considering Weinberg’s power counting in Section 3.5.
Effective field theories are non-renormalizable in the traditional sense.
However, as long as one considers all terms that are allowed by the symme-
tries, divergences that occur in calculations up to any given order of p/Λ
can be renormalized by redefining fields and parameters of the Lagrangian
of the effective field theory.
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3.2 Spontaneous Symmetry Breaking in QCD
While the toy model of Section 2.1 by construction led to a spontaneous
symmetry breaking, it is not fully understood theoretically why QCD should
exhibit this phenomenon. We will first motivate why experimental input,
the hadron spectrum of the “real” world, indicates that spontaneous symme-
try breaking happens in QCD. Secondly, we will show that a non-vanishing
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singlet scalar quark condensate is a sufficient condition for a spontaneous
symmetry breaking in QCD.
3.2.1 The Hadron Spectrum
We saw in Section 1.3 that the QCD Lagrangian possesses an SU(3)L ×
SU(3)R×U(1)V symmetry in the chiral limit in which the light quark masses
vanish. From symmetry considerations involving the Hamiltonian H0QCD
only, one would naively expect that hadrons organize themselves into ap-
proximately degenerate multiplets fitting the dimensionalities of irreducible
representations of the group SU(3)L × SU(3)R × U(1)V . The U(1)V sym-
metry results in baryon number conservation and leads to a classification
of hadrons into mesons (B = 0) and baryons (B = 1). The linear combi-
nations QaV = Q
a
R + Q
a
L and Q
a
A = Q
a
R − QaL of the left- and right-handed
charge operators commute with H0QCD, have opposite parity, and thus for
any state of positive parity one would expect the existence of a degenerate
state of negative parity (parity doubling) which can be seen as follows. Let
|i,+〉 denote an eigenstate of H0QCD with eigenvalue Ei,
H0QCD|i,+〉 = Ei|i,+〉,
having positive parity,
P |i,+〉 = +|i,+〉,
such as, e.g., a member of the ground state baryon octet (in the chiral limit).
Defining |φ〉 = QaA|i,+〉, because of [H0QCD, QaA] = 0, we have
H0QCD|φ〉 = H0QCDQaA|i,+〉 = QaAH0QCD|i,+〉 = EiQaA|i,+〉 = Ei|φ〉,
i.e, the new state |φ〉 is also an eigenstate of H0QCD with the same eigenvalue
Ei but of opposite parity:
P |φ〉 = PQaAP−1P |i,+〉 = −QaA(+|i,+〉) = −|φ〉.
The state |φ〉 can be expanded in terms of the members of the multiplet
with negative parity,
|φ〉 = QaA|i,+〉 = −taij |j,−〉.
However, the low-energy spectrum of baryons does not contain a degenerate
baryon octet of negative parity. Naturally the question arises whether the
above chain of arguments is incomplete. Indeed, we have tacitly assumed
that the ground state of QCD is annihilated by QaA.
Let a†i symbolically denote an operator which creates quanta with the
quantum numbers of the state |i,+〉, whereas b†i creates degenerate quanta
of opposite parity. Let us assume the states |i,+〉 and |i,−〉 to be linear
combinations which are constructed from members of two bases carrying
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irreducible representations of SU(3)L × SU(3)R. In analogy to Eq. (1.45),
we assume that under SU(3)L × SU(3)R the creation operators are related
by
[QaA, a
†
i ] = −taijb†j .
The usual chain of arguments then works as
QaA|i,+〉 = QaAa†i |0〉 =
(
[QaA, a
†
i ] + a
†
i Q
a
A︸︷︷︸
→֒ 0
)
|0〉 = −taijb†j |0〉. (3.1)
However, if the ground state is not annihilated by QaA, the reasoning of Eq.
(3.1) does no longer apply. In that case the ground state is not invariant
under the full symmetry group of the Lagrangian resulting in a sponta-
neous symmetry breaking. In other words, the non-existence of degener-
ate multiplets of opposite parity points to the fact that SU(3) instead of
SU(3)L × SU(3)R is approximately realized as a symmetry of the hadrons.
Furthermore the octet of the pseudoscalar mesons is special in the sense
that the masses of its members are small in comparison with the corre-
sponding 1− vector mesons. They are candidates for the Goldstone bosons
of a spontaneous symmetry breaking.
In order to understand the origin of the SU(3) symmetry let us con-
sider the vector charges QaV = Q
a
R + Q
a
L [see Eq. (1.81)]. They satisfy the
commutation relations of an SU(3) Lie algebra [see Eqs. (1.93) - (1.95)],
[QaR +Q
a
L, Q
b
R +Q
b
L] = [Q
a
R, Q
b
R] + [Q
a
L, Q
b
L] = ifabcQ
c
R + ifabcQ
c
L = ifabcQ
c
V .
(3.2)
It was shown by Vafa and Witten [6] that, in the chiral limit, the ground
state is necessarily invariant under SU(3)V × U(1)V , i.e., the eight vector
charges QaV as well as the baryon number operator
1 QV /3 annihilate the
ground state,
QaV |0〉 = QV |0〉 = 0. (3.3)
If the vacuum is invariant under SU(3)V ×U(1)V , then so is the Hamiltonian
(but not vice versa) (Coleman’s theorem [5]). Moreover, the invariance of
the ground state and the Hamiltonian implies that the physical states of the
spectrum of H0QCD can be organized according to irreducible representations
of SU(3)V ×U(1)V . The index V (for vector) indicates that the generators
result from integrals of the zeroth component of vector current operators
and thus transform with a positive sign under parity.
Let us now turn to the linear combinations QaA = Q
a
R − QaL satisfying
the commutation relations [see Eqs. (1.93) - (1.95)]
[QaA, Q
b
A] = [Q
a
R −QaL, QbR −QbL] = [QaR, QbR] + [QaL, QbL]
= ifabcQ
c
R + ifabcQ
c
L = ifabcQ
c
V ,
[QaV , Q
b
A] = [Q
a
R +Q
a
L, Q
b
R −QbL] = [QaR, QbR]− [QaL, QbL]
= ifabcQ
c
R − ifabcQcL = ifabcQcA. (3.4)
1Recall that each quark is assigned a baryon number 1/3.
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Note that these charge operators do not form a closed algebra, i.e., the
commutator of two axial charge operators is not again an axial charge op-
erator. Since the parity doubling is not observed for the low-lying states,
one assumes that the QaA do not annihilate the ground state,
QaA|0〉 6= 0, (3.5)
i.e., the ground state of QCD is not invariant under “axial” transformations.
According to Goldstone’s theorem, to each axial generator QaA, which does
not annihilate the ground state, corresponds a massless Goldstone boson
field φa(x) with spin 0, whose symmetry properties are tightly connected to
the generator in question. The Goldstone bosons have the same transfor-
mation behavior under parity,
φa(t, ~x)
P7→ −φa(t,−~x), (3.6)
i.e., they are pseudoscalars, and transform under the subgroupH = SU(3)V ,
which leaves the vacuum invariant, as an octet [see Eq. (3.4)]:
[QaV , φ
b(x)] = ifabcφ
c(x). (3.7)
In the present case, G = SU(3)L × SU(3)R with nG = 16 and H = SU(3)V
with nH = 8 and we expect eight Goldstone bosons.
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3.2.2 The Scalar Quark Condensate *
In the following, we will show that a non-vanishing scalar quark condensate
in the chiral limit is a sufficient (but not a necessary) condition for a sponta-
neous symmetry breaking in QCD.2 The subsequent discussion will parallel
2In this Section all physical quantities such as the ground state, the quark operators
etc. are considered in the chiral limit.
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that of the toy model in Section 2.2 after replacement of the elementary
fields Φi by appropriate composite Hermitian operators of QCD.
Let us first recall the definition of the nine scalar and pseudoscalar quark
densities:
Sa(y) = q¯(y)λaq(y), a = 0, · · · , 8, (3.8)
Pa(y) = iq¯(y)γ5λaq(y), a = 0, · · · , 8. (3.9)
Exercise 3.2.1 Show that Sa and Pa transform under SU(3)L × SU(3)R,
i.e., qL 7→ q′L = ULqL and qR 7→ q′R = URqR, as
Sa 7→ S ′a = q¯LU †LλaURqR + q¯RU †RλaULqL,
Pa 7→ P ′a = iq¯LU †LλaURqR − iq¯RU †RλaULqL.
Hint: Express Sa and Pa in terms of left- and right-handed quark fields.
What are γ5PR and γ5PL?
In technical terms: The components Sa transform as members of a
(3∗, 3) + (3, 3∗) representation.
The equal-time commutation relation of two quark operators of the form
Ai(x) = q
†(x)Aˆiq(x), where Aˆi symbolically denotes Dirac- and flavor ma-
trices and a summation over color indices is implied, can compactly be
written as [see Eq. (1.92)]
[A1(t, ~x), A2(t, ~y)] = δ
3(~x− ~y)q†(x)[Aˆ1, Aˆ2]q(x). (3.10)
With the definition
QaV (t) =
∫
d3xq†(t, ~x)
λa
2
q(t, ~x),
and using
[
λa
2
, γ0λ0] = 0,
[
λa
2
, γ0λb] = γ0ifabcλc,
we see, after integration of Eq. (3.10) over ~x, that the scalar quark den-
sities of Eq. (3.8) transform under SU(3)V as a singlet and as an octet,
respectively,
[QaV (t), S0(y)] = 0, a = 1, · · · , 8, (3.11)
[QaV (t), Sb(y)] = i
8∑
c=1
fabcSc(y), a, b = 1, · · · , 8, (3.12)
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with analogous results for the pseudoscalar quark densities. In the SU(3)V
limit and, of course, also in the even more restrictive chiral limit, the charge
operators in Eqs. (3.11) and (3.12) are actually time independent.3 Using
the relation
8∑
a,b=1
fabcfabd = 3δcd (3.13)
for the structure constants of SU(3), we re-express the octet components of
the scalar quark densities as
Sa(y) = − i
3
8∑
b,c=1
fabc[Q
b
V (t), Sc(y)], (3.14)
which represents the analogue of Eq. (2.20) in the discussion of Goldstone’s
theorem.
In the chiral limit the ground state is necessarily invariant under SU(3)V ,
i.e., QaV |0〉 = 0, and we obtain from Eq. (3.14)
〈0|Sa(y)|0〉 = 〈0|Sa(0)|0〉 ≡ 〈Sa〉 = 0, a = 1, · · · , 8, (3.15)
where we made use of translational invariance of the ground state. In other
words, the octet components of the scalar quark condensate must vanish in
the chiral limit. From Eq. (3.15), we obtain for a = 3
〈u¯u〉 − 〈d¯d〉 = 0,
i.e. 〈u¯u〉 = 〈d¯d〉 and for a = 8
〈u¯u〉+ 〈d¯d〉 − 2〈s¯s〉 = 0,
i.e. 〈u¯u〉 = 〈d¯d〉 = 〈s¯s〉.
Because of Eq. (3.11) a similar argument cannot be used for the singlet
condensate, and if we assume a non-vanishing singlet scalar quark conden-
sate in the chiral limit, we find using 〈u¯u〉 = 〈d¯d〉 = 〈s¯s〉:
0 6= 〈q¯q〉 = 〈u¯u+ d¯d+ s¯s〉 = 3〈u¯u〉 = 3〈d¯d〉 = 3〈s¯s〉. (3.16)
Finally, we make use of (no summation implied!)
(i)2[γ5
λa
2
, γ0γ5λa] = λ
2
aγ0
in combination with
λ21 = λ
2
2 = λ
2
3 =
 1 0 00 1 0
0 0 0
 ,
3The commutation relations also remain valid for equal times if the symmetry is
explicitly broken.
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λ24 = λ
2
5 =
 1 0 00 0 0
0 0 1
 ,
λ26 = λ
2
7 =
 0 0 00 1 0
0 0 1
 ,
λ28 =
1
3
 1 0 00 1 0
0 0 4

to obtain
i[QAa (t), Pa(y)] =

u¯u+ d¯d, a = 1, 2, 3
u¯u+ s¯s, a = 4, 5
d¯d+ s¯s, a = 6, 7
1
3
(u¯u+ d¯d+ 4s¯s), a = 8
(3.17)
where we have suppressed the y dependence on the right-hand side. We
evaluate Eq. (3.17) for a ground state which is invariant under SU(3)V ,
assuming a non-vanishing singlet scalar quark condensate,
〈0|i[QAa (t), Pa(y)]|0〉 =
2
3
〈q¯q〉, a = 1, · · · , 8, (3.18)
where, because of translational invariance, the right-hand side is indepen-
dent of y. Inserting a complete set of states into the commutator of Eq. (3.18)
yields, in complete analogy to Section 2.2 [see the discussion following Eq.
(2.21)] that both the pseudoscalar density Pa(y) as well as the axial charge
operators QaA must have a non-vanishing matrix element between the vac-
uum and massless one particle states |φb〉. In particular, because of Lorentz
covariance, the matrix element of the axial-vector current operator between
the vacuum and these massless states, appropriately normalized, can be
written as
〈0|Aaµ(0)|φb(p)〉 = ipµF0δab, (3.19)
where F0 ≈ 93 MeV denotes the “decay” constant of the Goldstone bosons
in the chiral limit. From Eq. (3.19) we see that a non-zero value of F0 is a
necessary and sufficient criterion for spontaneous chiral symmetry breaking.
On the other hand, because of Eq. (3.18) a non-vanishing scalar quark con-
densate 〈q¯q〉 is a sufficient (but not a necessary) condition for a spontaneous
symmetry breakdown in QCD.
Table 3.1 contains a summary of the patterns of spontaneous symmetry
breaking as discussed in Section 2.2, the generalization of Section 2.1 to the
so-called O(N) linear sigma model, and QCD.
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Section 2.2 O(N) linear QCD
sigma model
Symmetry group G of O(3) O(N) SU(3)L × SU(3)R
the Lagrangian density
Number of 3 N(N − 1)/2 16
generators nG
Symmetry group H O(2) O(N − 1) SU(3)V
of the ground state
Number of 1 (N − 1)(N − 2)/2 8
generators nH
Number of
Goldstone bosons 2 N − 1 8
nG − nH
Multiplet of (Φ1(x),Φ2(x)) (Φ1(x), · · · ,ΦN−1(x)) iq¯(x)γ5λaq(x)
Goldstone boson fields
Vacuum expectation v = 〈Φ3〉 v = 〈ΦN〉 v = 〈q¯q〉
value
Table 3.1: Comparison of spontaneous symmetry breaking.
3.3 Transformation Properties of the Gold-
stone Bosons
The purpose of this section is to discuss the transformation properties of the
field variables describing the Goldstone bosons. We will need the concept of
a nonlinear realization of a group in addition to a representation of a group
which one usually encounters in Physics. We will first discuss a few general
group-theoretical properties before specializing to QCD.
3.3.1 General Considerations *
Let us consider a physical system with a Hamilton operator Hˆ which is
invariant under a compact Lie group G. Furthermore we assume the ground
state of the system to be invariant under only a subgroup H of G, giving
rise to n = nG−nH Goldstone bosons. Each of these Goldstone bosons will
be described by an independent field φi which is a continuous real function
on Minkowski space M4.4 We collect these fields in an n-component vector
Φ and define the vector space
M1 ≡ {Φ :M4 → Rn|φi :M4 → R continuous}. (3.20)
4Depending on the equations of motion, we will require more restrictive properties of
the functions φi.
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Our aim is to find a mapping ϕ which uniquely associates with each pair
(g,Φ) ∈ G×M1 an element ϕ(g,Φ) ∈M1 with the following properties:
ϕ(e,Φ) = Φ ∀ Φ ∈M1, e identity of G, (3.21)
ϕ(g1, ϕ(g2,Φ)) = ϕ(g1g2,Φ) ∀ g1, g2 ∈ G, ∀Φ ∈M1. (3.22)
Such a mapping defines an operation of the group G on M1. The second
condition is the so-called group-homomorphism property. The mapping
will, in general, not define a representation of the group G, because we do
not require the mapping to be linear, i.e., ϕ(g, λΦ) 6= λϕ(g,Φ).
Let Φ = 0 denote the “origin” of M1 which, in a theory containing
Goldstone bosons only, loosely speaking corresponds to the ground state
configuration. Since the ground state is supposed to be invariant under the
subgroup H we require the mapping ϕ to be such that all elements h ∈ H
map the origin onto itself. In this context the subgroup H is also known
as the little group of Φ = 0. Given that such a mapping indeed exists, we
need to verify for infinite groups that:
1. H is not empty, because the identity e maps the origin onto itself.
2. If h1 and h2 are elements satisfying ϕ(h1, 0) = ϕ(h2, 0) = 0, so does
ϕ(h1h2, 0) = ϕ(h1, ϕ(h2, 0)) = ϕ(h1, 0) = 0, i.e., because of the homo-
morphism property also the product h1h2 ∈ H .
3. For h ∈ H we have
ϕ(h−1, 0) = ϕ(h−1, ϕ(h, 0)) = ϕ(h−1h, 0) = ϕ(e, 0),
i.e., h−1 ∈ H .
We will establish a connection between the Goldstone boson fields and
the set of all left cosets {gH|g ∈ G} which is also referred to as the quotient
G/H . For a subgroup H of G the set gH = {gh|h ∈ H} defines the
left coset of g (with an analogous definition for the right coset) which is
one element of G/H .5 For our purposes we need the property that cosets
either completely overlap or are completely disjoint, i.e, the quotient is a
set whose elements themselves are sets of group elements, and these sets are
completely disjoint.
• As an illustration, consider the symmetry group C4 of a square with
directed sides:
5An invariant subgroup has the additional property that the left and right cosets
coincide for each g which allows for a definition of the factor group G/H in terms of the
complex product. However, here we do not need this property.
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G = C4 = {e, a, a2, a3}, a rotation by 90◦, a4 = e,
H = {e, a2}.
eH = {e, a2}, aH = {a, a3}, a2H = {e, a2}, a3H = {a, a3}.
G/H = {gH|g ∈ G} = {{e, a2}, {a, a3}}.
Let us first show that for all elements of a given coset, ϕ maps the origin
onto the same vector in Rn:
ϕ(gh, 0) = ϕ(g, ϕ(h, 0)) = ϕ(g, 0) ∀ g ∈ G andh ∈ H.
Secondly, the mapping is injective with respect to the elements of G/H ,
which can be proven as follows. Consider two elements g and g′ of G where
g′ 6∈ gH . We need to show ϕ(g, 0) 6= ϕ(g′, 0). Let us assume ϕ(g, 0) =
ϕ(g′, 0):
0 = ϕ(e, 0) = ϕ(g−1g, 0) = ϕ(g−1, ϕ(g, 0)) = ϕ(g−1, ϕ(g′, 0)) = ϕ(g−1g′, 0).
However, this implies g−1g′ ∈ H or g′ ∈ gH in contradiction to the assump-
tion. Thus ϕ(g, 0) = ϕ(g′, 0) cannot be true. In other words, the mapping
can be inverted on the image of ϕ(g, 0). The conclusion is that there exists
an isomorphic mapping between the quotient G/H and and the Goldstone
boson fields.6
Now let us discuss the transformation behavior of the Goldstone boson
fields under an arbitrary g ∈ G in terms of the isomorphism established
above. To each Φ corresponds a coset g˜H with appropriate g˜. Let f = g˜h ∈
g˜H denote a representative of this coset such that
Φ = ϕ(f, 0) = ϕ(g˜h, 0).
Now apply the mapping ϕ(g) to Φ:
ϕ(g,Φ) = ϕ(g, ϕ(g˜h, 0)) = ϕ(gg˜h, 0) = ϕ(f ′, 0) = Φ′, f ′ ∈ g(g˜H).
In other words, in order to obtain the transformed Φ′ from a given Φ we
simply need to multiply the left coset g˜H representing Φ by g in order to ob-
tain the new left coset representing Φ′. This procedure uniquely determines
the transformation behavior of the Goldstone bosons up to an appropriate
choice of variables parameterizing the elements of the quotient G/H .
6Of course, the Goldstone boson fields are not constant vectors in Rn but functions
on Minkowski space [see Eq. (3.20)]. This is accomplished by allowing the cosets gH to
also depend on x.
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3.3.2 Application to QCD
Now let us apply the above general considerations to the specific case rele-
vant to QCD and consider the group G = SU(N) × SU(N) = {(L,R)|L ∈
SU(N), R ∈ SU(N)} and H = {(V, V )|V ∈ SU(N)} which is isomorphic to
SU(N). Let g˜ = (L˜, R˜) ∈ G. We may uniquely characterize the left coset of
g˜, g˜H = {(L˜V, R˜V )|V ∈ SU(N)}, through the SU(N) matrix U = R˜L˜† [4],
(L˜V, R˜V ) = (L˜V, R˜L˜†L˜V ) = (1, R˜L˜†) (L˜V, L˜V )︸ ︷︷ ︸
∈ H
, i.e. g˜H = (1, R˜L˜†)H,
if we follow the convention that we choose the representative of the coset
such that the unit matrix stands in its first argument. According to the
above derivation, U is isomorphic to a Φ. The transformation behavior of
U under g = (L,R) ∈ G is obtained by multiplication in the left coset:
gg˜H = (L,RR˜L˜†)H = (1, RR˜L˜†L†)(L,L)H = (1, R(R˜L˜†)L†)H,
i.e.
U = R˜L˜† 7→ U ′ = R(R˜L˜†)L† = RUL†. (3.23)
As mentioned above, we finally need to introduce an x dependence so that
U(x) 7→ RU(x)L†. (3.24)
Let us now restrict ourselves to the physically relevant cases of N = 2
and N = 3 and define
M1 ≡
{ {Φ :M4 → R3|φi :M4 → R continuous} for N = 2,
{Φ :M4 → R8|φi :M4 → R continuous} for N = 3.
Furthermore let H˜(N) denote the set of all Hermitian and traceless N ×N
matrices,
H˜(N) ≡ {A ∈ gl(N,C)|A† = A ∧ Tr(A) = 0},
which under addition of matrices defines a real vector space. We define a
second set M2 := {φ : M4 → H˜(N)|φ continuous}, where the entries are
continuous functions. For N = 2 the elements of M1 and M2 are related to
each other according to
φ(x) =
3∑
i=1
τiφi(x) =
(
φ3 φ1 − iφ2
φ1 + iφ2 −φ3
)
≡
(
π0
√
2π+√
2π− −π0
)
,
where the τi are the usual Pauli matrices and φi(x) =
1
2
Tr[τiφ(x)]. Analo-
gously for N = 3 ,
φ(x) =
8∑
a=1
λaφa(x) ≡
 π
0 + 1√
3
η
√
2π+
√
2K+√
2π− −π0 + 1√
3
η
√
2K0√
2K−
√
2K¯0 − 2√
3
η
 ,
with the Gell-Mann matrices λa and φa(x) =
1
2
Tr[λaφ(x)]. Again, M2 forms
a real vector space.
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Exercise 3.3.1 Make use of the Gell-Mann matrices of Eq. (1.6) and ex-
press the physical fields in terms of the Cartesian components, e.g.,
π+(x) =
1√
2
[φ1(x)− iφ2(x)].
Let us finally define
M3 ≡
{
U :M4 → SU(N)|U(x) = exp
(
i
φ(x)
F0
)
, φ ∈M2
}
.
At this point it is important to note that M3 does not define a vector space
because the sum of two SU(N) matrices is not an SU(N) matrix.
We are now in the position to discuss the so-called nonlinear realization
of SU(N)× SU(N) on M3. The homomorphism
ϕ : G×M3 →M3 with ϕ[(L,R), U ](x) ≡ RU(x)L†,
defines an operation of G on M3, because
1. RUL† ∈M3, since U ∈M3 and R,L† ∈ SU(N).
2. ϕ[(1N×N , 1N×N), U ](x) = 1N×NU(x)1N×N = U(x).
3. Let gi = (Li, Ri) ∈ G and thus g1g2 = (L1L2, R1R2) ∈ G.
ϕ[g1, ϕ[g2, U ]](x) = ϕ[g1, (R2UL
†
2)](x) = R1R2U(x)L
†
2L
†
1,
ϕ[g1g2, U ](x) = R1R2U(x)(L1L2)
† = R1R2U(x)L
†
2L
†
1.
The mapping ϕ is called a nonlinear realization, because M3 is not a vector
space.
The origin φ(x) = 0, i.e. U0 = 1, denotes the ground state of the system.
Under transformations of the subgroup H = {(V, V )|V ∈ SU(N)} corre-
sponding to rotating both left- and right-handed quark fields in QCD by
the same V , the ground state remains invariant,
ϕ[g = (V, V ), U0] = V U0V
† = V V † = 1 = U0.
On the other hand, under “axial transformations,” i.e. rotating the left-
handed quarks by A and the right-handed quarks by A†, the ground state
does not remain invariant,
ϕ[g = (A,A†), U0] = A
†U0A
† = A†A† 6= U0,
which, of course, is consistent with the assumed spontaneous symmetry
breakdown.
Let us finally discuss the transformation behavior of φ(x) under the
subgroup H = {(V, V )|V ∈ SU(N)}. Expanding
U = 1 + i
φ
F0
− φ
2
2F 20
+ · · · ,
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we immediately see that the realization restricted to the subgroup H ,
1+i
φ
F0
− φ
2
2F 20
+· · · 7→ V (1+i φ
F0
− φ
2
2F 20
+· · ·)V † = 1+iV φV
†
F0
−V φV
†V φV †
2F 20
+· · · ,
(3.25)
defines a representation on M2 ∋ φ 7→ V φV † ∈M2, because
(V φV †)† = V φV †, Tr(V φV †) = Tr(φ) = 0,
V1(V2φV
†
2 )V
†
1 = (V1V2)φ(V1V2)
†.
Let us consider the SU(3) case and parameterize
V = exp
(
−iΘVa
λa
2
)
,
from which we obtain, by comparing both sides of Eq. (3.25),
φ = λbφb
h ∈ SU(3)V7→ V φV † = φ−iΘVa [
λa
2
, φbλb]︸ ︷︷ ︸
φbifabcλc
+ · · · = φ+fabcΘVa φbλc+· · · .
(3.26)
However, this corresponds exactly to the adjoint representation, i.e., in
SU(3) the fields φa transform as an octet which is also consistent with
the transformation behavior we discussed in Eq. (3.7):
eiΘ
V
a Q
a
V λbφbe
−iΘVa QaV = λbφb + iΘ
V
a λb [Q
a
V , φb]︸ ︷︷ ︸
ifabcφc
+ · · ·
= φ+ fabcΘ
V
a φbλc + · · · . (3.27)
For group elements of G of the form (A,A†) one may proceed in a com-
pletely analogous fashion. However, one finds that the fields φa do not have
a simple transformation behavior under these group elements. In other
words, the commutation relations of the fields with the axial charges are
complicated nonlinear functions of the fields.
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3.4 The Lowest-Order Effective Lagrangian
Our goal is the construction of the most general theory describing the dy-
namics of the Goldstone bosons associated with the spontaneous symmetry
breakdown in QCD. In the chiral limit, we want the effective Lagrangian
to be invariant under SU(3)L × SU(3)R × U(1)V . It should contain exactly
eight pseudoscalar degrees of freedom transforming as an octet under the
subgroup H = SU(3)V . Moreover, taking account of spontaneous symmetry
breaking, the ground state should only be invariant under SU(3)V ×U(1)V .
Following the discussion of Section 3.3.2 we collect the dynamical vari-
ables in the SU(3) matrix U(x),
U(x) = exp
(
i
φ(x)
F0
)
,
φ(x) =
8∑
a=1
λaφa(x) ≡
 π
0 + 1√
3
η
√
2π+
√
2K+√
2π− −π0 + 1√
3
η
√
2K0√
2K−
√
2K¯0 − 2√
3
η
 . (3.28)
The most general, chirally invariant, effective Lagrangian density with the
minimal number of derivatives reads
Leff = F
2
0
4
Tr
(
∂µU∂
µU †
)
, (3.29)
where F0 ≈ 93 MeV is a free parameter which later on will be related to
the pion decay π+ → µ+νµ. (see Section 3.7).
First of all, the Lagrangian is invariant under the global SU(3)L×SU(3)R
transformations of Eq. (3.23):
U 7→ RUL†,
∂µU 7→ ∂µ(RUL†) = ∂µR︸︷︷︸
0
UL† +R∂µUL
† +RU ∂µL
†︸︷︷︸
0
= R∂µUL
†,
U † 7→ LU †R†,
∂µU
† 7→ L∂µU †R†,
because
Leff 7→ F
2
0
4
Tr
(
R∂µU L
†L︸︷︷︸
1
∂µU †R†
)
=
F 20
4
Tr
(
R†R︸︷︷︸
1
∂µU∂
µU †
)
= Leff ,
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where we made use of the trace property Tr(AB) = Tr(BA). The global
U(1)V invariance is trivially satisfied, because the Goldstone bosons have
baryon number zero, thus transforming as φ 7→ φ under U(1)V which also
implies U 7→ U .
The substitution φa(t, ~x) 7→ −φa(t, ~x) or, equivalently, U(t, ~x) 7→ U †(t, ~x)
provides a simple method of testing, whether an expression is of so-called
even or odd intrinsic parity,7 i.e., even or odd in the number of Goldstone
boson fields. For example, it is easy to show, using the trace property, that
the Lagrangian of Eq. (3.29) is even.
The purpose of the multiplicative constant F 20 /4 in Eq. (3.29) is to gen-
erate the standard form of the kinetic term 1
2
∂µφa∂
µφa, which can be seen
by expanding the exponential U = 1 + iφ/F0 + · · ·, ∂µU = i∂µφ/F0 + · · ·,
resulting in
Leff = F
2
0
4
Tr
[
i∂µφ
F0
(
−i∂
µφ
F0
)]
+ · · · = 1
4
Tr(λa∂µφaλb∂
µφb) + · · ·
=
1
4
∂µφa∂
µφbTr(λaλb) + · · · = 1
2
∂µφa∂
µφa + Lint,
where we made use of Tr(λaλb) = 2δab. In particular, since there are no
other terms containing only two fields (Lint starts with interaction terms
containing at least four Goldstone bosons) the eight fields φa describe eight
independent massless particles.8
A term of the type Tr[(∂µ∂
µU)U †] may be re-expressed as9
Tr[(∂µ∂
µU)U †] = ∂µ[Tr(∂
µUU †)]− Tr(∂µU∂µU †),
i.e., up to a total derivative it is proportional to the Lagrangian of Eq.
(3.29). However, in the present context, total derivatives do not have a
dynamical significance, i.e. they leave the equations of motion unchanged
and can thus be dropped. The product of two invariant traces is excluded
at lowest order, because Tr(∂µUU
†) = 0.
Exercise 3.4.1 Prove the general SU(N) case by considering an SU(N)-
valued field
U = exp
(
i
Λaφa(x)
F0
)
,
with N2−1 Hermitian, traceless matrices Λa and real fields φa(x). Defining
φ = Λaφa, expand the exponential
U = 1 + i
φ
F0
+
1
2F 20
(iφ)2 +
1
3!F 30
(iφ)3 + · · ·
7Since the Goldstone bosons are pseudoscalars, a true parity transformation is given
by φa(t, ~x) 7→ −φa(t,−~x) or, equivalently, U(t, ~x) 7→ U †(t,−~x).
8At this stage this is only a tree-level argument. However, the Goldstone bosons
remain massless in the chiral limit even after loop corrections have been included.
9In the present case Tr(∂µUU †) = 0.
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and consider the derivative
∂µU = i
∂µφ
F0
+
i∂µφiφ+ iφi∂µφ
2F 20
+
i∂µφ(iφ)
2 + iφi∂µφiφ+ (iφ)
2i∂µφ
3!F 30
+ · · · .
Remark: φ and ∂µφ are matrices which, in general, do not commute!
Verify
Tr(∂µUU
†) = 0. (3.30)
Hint: [φ, U †] = 0.
Let us turn to the vector and axial-vector currents associated with the
global SU(3)L×SU(3)R symmetry of the effective Lagrangian of Eq. (3.29).
To that end, we parameterize
L = exp
(
−iΘLa
λa
2
)
, (3.31)
R = exp
(
−iΘRa
λa
2
)
. (3.32)
In order to construct Jµ,aL , set Θ
R
a = 0 and choose Θ
L
a = Θ
L
a (x) (see Section
1.3.3). Then, to first order in ΘLa ,
U 7→ U ′ = RUL† = U
(
1 + iΘLa
λa
2
)
,
U † 7→ U ′† =
(
1− iΘLa
λa
2
)
U †,
∂µU 7→ ∂µU ′ = ∂µU
(
1 + iΘLa
λa
2
)
+ Ui∂µΘ
L
a
λa
2
,
∂µU
† 7→ ∂µU ′† =
(
1− iΘLa
λa
2
)
∂µU
† − i∂µΘLa
λa
2
U †, (3.33)
from which we obtain for δLeff :
δLeff = F
2
0
4
Tr
[
Ui∂µΘ
L
a
λa
2
∂µU † + ∂µU
(
−i∂µΘLa
λa
2
U †
)]
=
F 20
4
i∂µΘ
L
aTr
[
λa
2
(∂µU †U − U †∂µU)
]
=
F 20
4
i∂µΘ
L
aTr
(
λa∂
µU †U
)
. (3.34)
(In the last step we made use of
∂µU †U = −U †∂µU,
which follows from differentiating U †U = 1.) We thus obtain for the left
currents
Jµ,aL =
∂δLeff
∂∂µΘLa
= i
F 20
4
Tr
(
λa∂
µU †U
)
, (3.35)
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and, completely analogously, choosing ΘLa = 0 and Θ
R
a = Θ
R
a (x),
Jµ,aR =
∂δLeff
∂∂µΘRa
= −iF
2
0
4
Tr
(
λaU∂
µU †
)
(3.36)
for the right currents. Combining Eqs. (3.35) and (3.36) the vector and
axial-vector currents read
Jµ,aV = J
µ,a
R + J
µ,a
L = −i
F 20
4
Tr
(
λa[U, ∂
µU †]
)
, (3.37)
Jµ,aA = J
µ,a
R − Jµ,aL = −i
F 20
4
Tr
(
λa{U, ∂µU †}
)
. (3.38)
Furthermore, because of the symmetry of Leff under SU(3)L×SU(3)R, both
vector and axial-vector currents are conserved. The vector current densities
Jµ,aV of Eq. (3.37) contain only terms with an even number of Goldstone
bosons,
Jµ,aV
φ 7→ −φ7→ −iF
2
0
4
Tr[λa(U
†∂µU − ∂µUU †)]
= −iF
2
0
4
Tr[λa(−∂µU †U + U∂µU †)] = Jµ,aV .
On the other hand, the expression for the axial-vector currents is odd in the
number of Goldstone bosons,
Jµ,aA
φ 7→ −φ7→ −iF
2
0
4
Tr[λa(U
†∂µU + ∂µUU †)]
= i
F 20
4
Tr[λa(∂
µU †U + U∂µU †)] = −Jµ,aA .
To find the leading term let us expand Eq. (3.38) in the fields,
Jµ,aA = −i
F 20
4
Tr
(
λa
{
1 + · · · ,−iλb∂
µφb
F0
+ · · ·
})
= −F0∂µφa + · · ·
from which we conclude that the axial-vector current has a non-vanishing
matrix element when evaluated between the vacuum and a one-Goldstone
boson state [see Eq. (3.19)]:
〈0|Jµ,aA (x)|φb(p)〉 = 〈0| − F0∂µφa(x)|φb(p)〉
= −F0∂µ exp(−ip · x)δab = ipµF0 exp(−ip · x)δab.
So far we have assumed a perfect SU(3)L×SU(3)R symmetry. However,
in Section 2.3 we saw, by means of a simple example, how an explicit sym-
metry breaking may lead to finite masses of the Goldstone bosons. As has
been discussed in Section 1.3.6, the quark mass term of QCD results in such
an explicit symmetry breaking,
LM = −q¯RMqL − q¯LM †qR, M =
 mu 0 00 md 0
0 0 ms
 . (3.39)
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In order to incorporate the consequences of Eq. (3.39) into the effective-
Lagrangian framework, one makes use of the following argument [3]: Al-
though M is in reality just a constant matrix and does not transform along
with the quark fields, LM of Eq. (3.39) would be invariant if M transformed
as
M 7→ RML†. (3.40)
One then constructs the most general LagrangianL(U,M) which is invariant
under Eqs. (3.24) and (3.40) and expands this function in powers of M . At
lowest order in M one obtains
Ls.b. = F
2
0B0
2
Tr(MU † + UM †), (3.41)
where the subscript s.b. refers to symmetry breaking. In order to interpret
the new parameter B0 let us consider the energy density of the ground state
(U = U0 = 1),
〈Heff〉 = −F 20B0(mu +md +ms), (3.42)
and compare its derivative with respect to (any of) the light quark masses
mq with the corresponding quantity in QCD,
∂〈0|HQCD|0〉
∂mq
∣∣∣∣
mu=md=ms=0
=
1
3
〈0|q¯q|0〉0 = 1
3
〈q¯q〉,
where 〈q¯q〉 is the chiral quark condensate of Eq. (3.16). Within the frame-
work of the lowest-order effective Lagrangian, the constant B0 is thus related
to the chiral quark condensate as
3F 20B0 = −〈q¯q〉. (3.43)
Let us add a few remarks.
1. A term Tr(M) by itself is not invariant.
2. The combination Tr(MU †−UM †) has the wrong behavior under par-
ity φ(t, ~x)→ −φ(t,−~x), because
Tr[MU †(t, ~x)− U(t, ~x)M †] P7→ Tr[MU(t,−~x)− U †(t,−~x)M †]
M=M†
= −Tr[MU †(t,−~x)− U(t,−~x)M †].
3. Because M =M †, Ls.b. contains only terms even in φ.
In order to determine the masses of the Goldstone bosons, we identify the
terms of second order in the fields in Ls.b.,
Ls.b = −B0
2
Tr(φ2M) + · · · . (3.44)
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Exercise 3.4.2 Expand the mass term to second order in the fields and
determine the mass squares of the Goldstone bosons.
Using Eq. (3.28) we find
Tr(φ2M) = 2(mu +md)π
+π− + 2(mu +ms)K
+K− + 2(md +ms)K
0K¯0
+(mu +md)π
0π0 +
2√
3
(mu −md)π0η + mu +md + 4ms
3
η2.
For the sake of simplicity we consider the isospin-symmetric limit mu =
md = m so that the π
0η term vanishes and there is no π0-η mixing. We
then obtain for the masses of the Goldstone bosons, to lowest order in the
quark masses,
M2π = 2B0m, (3.45)
M2K = B0(m+ms), (3.46)
M2η =
2
3
B0 (m+ 2ms) . (3.47)
These results, in combination with Eq. (3.43), B0 = −〈q¯q〉/(3F 20 ), corre-
spond to relations obtained in Ref. [4] and are referred to as the Gell-Mann,
Oakes, and Renner relations. Furthermore, the masses of Eqs. (3.45) - (3.47)
satisfy the Gell-Mann-Okubo relation
4M2K = 4B0(m+ms) = 2B0(m+ 2ms) + 2B0m = 3M
2
η +M
2
π (3.48)
independent of the value of B0. Without additional input regarding the
numerical value of B0, Eqs. (3.45) - (3.47) do not allow for an extraction
of the absolute values of the quark masses m and ms, because rescaling
B0 → λB0 in combination with mq → mq/λ leaves the relations invariant.
For the ratio of the quark masses one obtains, using the empirical values of
the pseudoscalar octet,
M2K
M2π
=
m+ms
2m
⇒ ms
m
= 25.9,
M2η
M2π
=
2ms +m
3m
⇒ ms
m
= 24.3. (3.49)
Let us conclude this section with the following remark. We saw in Sec-
tion 3.2.2 that a non-vanishing quark condensate in the chiral limit is a
sufficient but not a necessary condition for a spontaneous chiral symmetry
breaking. The effective Lagrangian term of Eq. (3.41) not only results in a
shift of the vacuum energy but also in finite Goldstone boson masses and
both effects are proportional to the parameter B0.
10 We recall that it was a
symmetry argument which excluded a term Tr(M) which, at leading order
10In Exercise 3.8.1 we will also see that the ππ scattering amplitude is effected by Ls.b..
75
in M , would decouple the vacuum energy shift from the Goldstone boson
masses. The scenario underlying Ls.b. of Eq. (3.41) is similar to that of a
Heisenberg ferromagnet which exhibits a spontaneous magnetization 〈 ~M〉,
breaking the O(3) symmetry of the Heisenberg Hamiltonian down to O(2).
In the present case the analogue of the order parameter 〈 ~M〉 is the quark
condensate 〈q¯q〉. In the case of the ferromagnet, the interaction with an ex-
ternal magnetic field is given by −〈 ~M〉 · ~H, which corresponds to Eq. (3.42),
with the quark masses playing the role of the external field ~H . However,
in principle, it is also possible that B0 vanishes or is rather small. In such
a case the quadratic masses of the Goldstone bosons might be dominated
by terms which are nonlinear in the quark masses, i.e., by higher-order
terms in the expansion of L(U,M). Such a scenario is the origin of the so-
called generalized chiral perturbation theory [5]. The analogue would be an
antiferromagnet which shows a spontaneous symmetry breaking but with
〈 ~M〉 = 0.
The analysis of recent data on K+ → π+π−e+νe [6] in terms of the
isoscalar s-wave scattering length a00 [7] supports the conjecture that the
quark condensate is indeed the leading order parameter of the spontaneously
broken chiral symmetry.
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3.5 Effective Lagrangians andWeinberg’s Power
Counting Scheme
An essential prerequisite for the construction of effective field theories is a
“theorem” of Weinberg stating that a perturbative description in terms of
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the most general effective Lagrangian containing all possible terms compat-
ible with assumed symmetry principles yields the most general S matrix
consistent with the fundamental principles of quantum field theory and the
assumed symmetry principles [1]. The corresponding effective Lagrangian
will contain an infinite number of terms with an infinite number of free
parameters. Turning Weinberg’s theorem into a practical tool requires two
steps: one needs some scheme to organize the effective Lagrangian and a
systematic method of assessing the importance of diagrams generated by
the interaction terms of this Lagrangian when calculating a physical matrix
element.
In the framework of mesonic chiral perturbation theory, the most gen-
eral chiral Lagrangian describing the dynamics of the Goldstone bosons is
organized as a string of terms with an increasing number of derivatives and
quark mass terms,
Leff = L2 + L4 + L6 + · · · , (3.50)
where the subscripts refer to the order in a momentum and quark mass
expansion. The index 2, for example, denotes either two derivatives or one
quark mass term. In the context of Feynman rules, derivatives generate
four-momenta, whereas the convention of counting quark-mass terms as
being of the same order as two derivatives originates from Eqs. (3.45) -
(3.47) in conjunction with the on-shell condition p2 =M2. In an analogous
fashion, L4 and L6 denote more complicated terms of so-called chiral orders
O(p4) and O(p6) with corresponding numbers of derivatives and quark mass
terms. With such a counting scheme, the chiral orders in the mesonic sector
are always even [O(p2n)] because Lorentz indices of derivatives always have
to be contracted with either the metric tensor gµν or the Levi-Civita tensor
ǫµνρσ to generate scalars, and the quark mass terms are counted as O(p2).
Weinberg’s power counting scheme analyzes the behavior of a given di-
agram under a linear rescaling of all the external momenta, pi 7→ tpi, and a
quadratic rescaling of the light quark masses, mq 7→ t2mq, which, in terms
of the Goldstone boson masses, corresponds to M2 7→ t2M2. The chiral
dimension D of a given diagram with amplitude M(pi, mq) is defined by
M(tpi, t2mq) = tDM(pi, mq), (3.51)
and thus
D = 2 +
∞∑
n=1
2(n− 1)N2n + 2NL, (3.52)
where N2n denotes the number of vertices originating from L2n, and NL is
the number of independent loops. Going to smaller momenta and masses
corresponds to a rescaling with 0 < t < 1. Clearly, for small enough mo-
menta and masses diagrams with small D, such as D = 2 or D = 4, should
dominate. Of course, the rescaling of Eq. (3.51) must be viewed as a math-
ematical tool. While external three-momenta can, to a certain extent, be
made arbitrarily small, the rescaling of the quark masses is a theoretical
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instrument only. Note that loop diagrams are always suppressed due to the
term 2NL in Eq. (3.52). It may happen, though, that the leading-order tree
diagrams vanish and therefore that the lowest-order contribution to a cer-
tain process is a one-loop diagram. An example is the reaction γγ → π0π0.
For the purpose of actually determining the chiral dimension D of a
given diagram it is more convenient to use the expression
D = NL − 2NI +
∞∑
n=1
2nN2n, (3.53)
where NI denotes the number of internal lines. The equivalence with Eq.
(3.52) is shown by using a relation among the number of independent loops,
total number of vertices, and number of internal lines:11
NL = NI − (NV − 1). (3.54)
Each of the NV vertices generates a delta function which, after extracting
one overall delta function, yields NV−1 conditions for the internal momenta.
Finally, the total number of vertices is given by NV =
∑
nN2n.
In order to prove Eq. (3.52) we start from the usual Feynman rules for
evaluating an S-matrix element (see, e.g., Ref. [2]). Each internal meson
line contributes a factor∫
d4k
(2π)4
i
k2 −M2 + iǫ
(M2 7→ t2M2)7→ t−2
∫
d4k
(2π)4
i
k2/t2 −M2 + iǫ
(k = tl)
= t2
∫
d4l
(2π)4
i
l2 −M2 + iǫ . (3.55)
For each vertex, originating from L2n, we obtain symbolically a factor p2n
together with a four-momentum conserving delta function resulting in t2n
for the vertex factor and t−4 for the delta function. At this point one has
to take into account the fact that, although Eq. (3.51) refers to a rescaling
of external momenta, a substitution k = tl for internal momenta as in Eq.
(3.55) acts in exactly the same way as a rescaling of external momenta:
δ4(p+ k)
p 7→ tp, k = tl7→ t−4δ4(p+ l),
p2n−mkm
p 7→ tp, k = tl7→ t2np2n−mlm,
where p and k denote external and internal momenta, respectively.
11Note that the number of independent momenta is not the number of faces or closed
circuits that may be drawn on the internal lines of a diagram. This may, for example,
be seen using a diagram with the topology of a tetrahedron which has four faces but
NL = 6 − (4 − 1) = 3 (see, e.g., Chapter 6-2 of C. Itzykson and J.-B. Zuber, Quantum
Field Theory).
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So far we have discussed the rules for determining the power DS referring
to the S-matrix element which is related to the invariant amplitude through
a four-momentum conserving delta function,
S ∼ δ4(Pf − Pi)M.
The delta function contains external momenta only, and thus re-scales under
pi 7→ tpi as t−4, so
tDS = t−4tD.
We thus find as an intermediate result
D = 4 + 2NI +
∞∑
n=1
N2n(2n− 4), (3.56)
which, using Eq. (3.54), we bring into the form of Eq. (3.52):
D = 4 + 2(NL +NV − 1) +
∞∑
n=1
N2n(2n− 4) = 2 + 2NL +
∞∑
n=1
N2n(2n− 2).
In the discussion of loop integrals we need to address the question of con-
vergence, since applying the substitution tl = k in Eq. (3.55) is well-defined
only for convergent integrals. Later on we will regularize the integrals by
use of the method of dimensional regularization, introducing a renormal-
ization scale µ which also has to be rescaled linearly. However, at a given
chiral order, the sum of all diagrams will, by construction, not depend on
the renormalization scale.
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3.6 Construction of the Effective Lagrangian
In Section 3.4 we have derived the lowest-order effective Lagrangian for a
global SU(3)L × SU(3)R symmetry. On the other hand, the Ward identities
originating in the global SU(3)L × SU(3)R symmetry of QCD are obtained
from a locally invariant generating functional involving a coupling to ex-
ternal fields (see Sections 1.4 and 1.5.3). Our goal is to approximate the
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“true” generating functional ZQCD[v, a, s, p] of Eq. (1.137) by a sequence
Z
(2)
eff [v, a, s, p] + Z
(4)
eff [v, a, s, p] + · · ·, where the effective generating function-
als are obtained using the effective field theory. Therefore, we need to
promote the global symmetry of the effective Lagrangian to a local one and
introduce a coupling to the same external fields v, a, s, and p as in QCD.
In the following we will outline the principles entering the construction
of the effective Lagrangian for a local G = SU(3)L × SU(3)R symmetry.12
The matrix U transforms as U 7→ U ′ = VRUV †L , where VL(x) and VR(x)
are independent space-time-dependent SU(3) matrices. As in the case of
gauge theories, we need external fields laµ(x) and r
a
µ(x) [see Eqs. (1.136),
(1.146), and (1.149) and Table 3.2] corresponding to the parameters ΘLa (x)
and ΘRa (x) of VL(x) and VR(x), respectively. For any object A transforming
as VRAV
†
L such as, e.g., U we define the covariant derivative DµA as
DµA ≡ ∂µA− irµA+ iAlµ. (3.57)
Exercise 3.6.1 Verify the transformation behavior
DµA 7→ VR(DµA)V †L .
Hint: Make use of VR∂µV
†
R = −∂µVRV †R.
Again, the defining property for the covariant derivative is that it should
transform in the same way as the object it acts on.13 Since the effective
Lagrangian will ultimately contain arbitrarily high powers of derivatives we
also need the field strength tensors fLµν and f
R
µν corresponding to the external
fields rµ and lµ,
fRµν ≡ ∂µrν − ∂νrµ − i[rµ, rν ], (3.58)
fLµν ≡ ∂µlν − ∂ν lµ − i[lµ, lν ]. (3.59)
The field strength tensors are traceless,
Tr(fLµν) = Tr(f
R
µν) = 0, (3.60)
because Tr(lµ) = Tr(rµ) = 0 and the trace of any commutator vanishes.
Finally, following the convention of Gasser and Leutwyler we introduce the
linear combination χ ≡ 2B0(s+ip) with the scalar and pseudoscalar external
fields of Eq. (1.136), where B0 is defined in Eq. (3.43). Table 3.2 contains
the transformation properties of all building blocks under the group (G),
charge conjugation (C), and parity (P ).
12In principle, we could also “gauge” the U(1)V symmetry. However, this is primarily
of relevance to the SU(2) sector in order to fully incorporate the coupling to the elec-
tromagnetic field [see Eq. (1.151)]. Since in SU(3), the quark-charge matrix is traceless,
this important case is included in our considerations.
13Under certain circumstances it is advantageous to introduce for each object with a
well-defined transformation behavior a separate covariant derivative. One may then use
a product rule similar to the one of ordinary differentiation.
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element G C P
U VRUV
†
L U
T U †
Dλ1 · · ·DλnU VRDλ1 · · ·DλnUV †L (Dλ1 · · ·DλnU)T (Dλ1 · · ·DλnU)†
χ VRχV
†
L χ
T χ†
Dλ1 · · ·Dλnχ VRDλ1 · · ·DλnχV †L (Dλ1 · · ·Dλnχ)T (Dλ1 · · ·Dλnχ)†
rµ VRrµV
†
R + iVR∂µV
†
R −lTµ lµ
lµ VLlµV
†
L + iVL∂µV
†
L −rTµ rµ
fRµν VRf
R
µνV
†
R −(fLµν)T fµνL
fLµν VLf
L
µνV
†
L −(fRµν)T fµνR
Table 3.2: Transformation properties under the group (G), charge conjuga-
tion (C), and parity (P ). The expressions for adjoint matrices are trivially
obtained by taking the Hermitian conjugate of each entry. In the parity
transformed expression it is understood that the argument is (t,−~x) and
that partial derivatives ∂µ act with respect to x and not with respect to the
argument of the corresponding function.
In the chiral counting scheme of chiral perturbation theory the elements
are counted as:
U = O(p0), DµU = O(p), rµ, lµ = O(p), fL/Rµν = O(p2), χ = O(p2). (3.61)
The external fields rµ and lµ count as O(p) to match ∂µA, and χ is of O(p2)
because of Eqs. (3.45) - (3.47). Any additional covariant derivative counts
as O(p).
The construction of the effective Lagrangian in terms of the building
blocks of Eq. (3.61) proceeds as follows.14 Given objects A,B, . . ., all of
which transform as A′ = VRAV
†
L , B
′ = VRBV
†
L , . . . , one can form invariants
by taking the trace of products of the type AB†:
Tr(AB†) 7→ Tr[VRAV †L(VRBV †L)†] = Tr(VRAV †LVLB†V †R) = Tr(AB†V †RVR)
= Tr(AB†).
The generalization to more terms is obvious and, of course, the product of
invariant traces is invariant:
Tr(AB†CD†), Tr(AB†)Tr(CD†), · · · . (3.62)
The complete list of relevant elements up to and including order O(p2)
transforming as VR · · ·V †L reads
U,DµU,DµDνU, χ, Uf
L
µν , f
R
µνU. (3.63)
14There is a certain freedom in the choice of the elementary building blocks. For
example, by a suitable multiplication with U or U † any building block can be made to
transform as VR · · ·V †R without changing its chiral order. The present approach most
naturally leads to the Lagrangian of Gasser and Leutwyler.
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For the invariants up to O(p2) we then obtain
O(p0) : Tr(UU †) = 3,
O(p) : Tr(DµUU †) ∗= −Tr[U(DµU)†] ∗= 0,
O(p2) : Tr(DµDνUU †) ∗∗= −Tr[DνU(DµU)†] ∗∗= Tr[U(DνDµU)†],
Tr(χU †),
Tr(Uχ†),
Tr(UfLµνU
†) = Tr(fLµν) = 0,
Tr(fRµν) = 0. (3.64)
In ∗ we made use of two important properties of the covariant derivative
DµU :
DµUU
† = −U(DµU)†, (3.65)
Tr(DµUU
†) = 0. (3.66)
The first relation results from the unitarity of U in combination with the
definition of the covariant derivative, Eq. (3.57).
DµUU
† = ∂µUU
†︸ ︷︷ ︸
−U∂µU †
−irµ UU †︸︷︷︸
1
+iUlµU
†,
−U(DµU)† = −U∂µU † − UU †︸︷︷︸
1
irµ − U(−ilµU †).
Equation (3.66) is shown using Tr(rµ) = Tr(lµ) = 0 together with Eq. (3.30),
Tr(∂µUU
†) = 0:
Tr(DµUU
†) = Tr(∂µUU
† − irµUU † + iUlµU †) = 0.
Exercise 3.6.2 Verify ∗∗
Tr(DµDνUU
†) = −Tr[DνU(DµU)†] = Tr[U(DνDµU)†]
by explicit calculation.
Finally, we impose Lorentz invariance, i.e., Lorentz indices have to be
contracted, resulting in three candidate terms:
Tr[DµU(D
µU)†], (3.67)
Tr(χU † ± Uχ†). (3.68)
The term in Eq. (3.68) with the minus sign is excluded because it has the
wrong sign under parity (see Table 3.2), and we end up with the most
general, locally invariant, effective Lagrangian at lowest chiral order,15
L2 = F
2
0
4
Tr[DµU(D
µU)†] +
F 20
4
Tr(χU † + Uχ†). (3.69)
Note that L2 contains two free parameters: the pion-decay constant F0 and
B0 of Eq. (3.43) (hidden in the definition of χ).
15At O(p2) invariance under C does not provide any additional constraints.
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Exercise 3.6.3 Under charge conjugation fields describing particles are
mapped on fields describing antiparticles, i.e., π0 7→ π0, η 7→ η, π+ ↔ π−,
K+ ↔ K−, K0 ↔ K¯0.
(a) What does that mean for the matrix
φ =
 π
0 + 1√
3
η
√
2π+
√
2K+√
2π− −π0 + 1√
3
η
√
2K0√
2K−
√
2K¯0 − 2√
3
η
?
(b) Using ATBT = (BA)T show by induction (AT )
n
= (An)T . In combi-
nation with (a) show that U = exp(iφ/F0)
C7→ UT .
(c) Under charge conjugation the external fields transform as
vµ 7→ −vTµ , aµ 7→ aTµ , s 7→ sT , p 7→ pT .
Derive the transformation behavior of rµ = vµ + aµ, lµ = vµ − aµ,
χ = 2B0(s+ ip), and χ
†.
(d) Using (b) and (c) show that the covariant derivative of U under charge
conjugation transforms as
DµU 7→ (DµU)T .
(e) Show that
L2 = F
2
0
4
Tr[DµU(D
µU)†] +
F 20
4
Tr(χU † + Uχ†)
is invariant under charge conjugation. Note that (AT )
†
= (A†)
T
and
Tr(AT ) = Tr(A).
(f) As an example, show the invariance of the L3 term of L4 under charge
conjugation:
L3Tr
[
DµU(D
µU)†DνU(D
νU)†
]
.
Hint: At the end you will need (DµU)
† = −U †DµUU † and U †DµUU † =
−(DµU)†.
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Figure 3.1: Pion decay π+ → µ+νµ.
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3.7 Application at Lowest Order: Pion De-
cay
As an example of a tree-level calculation we discuss the weak decay π+ →
µ+νµ which will allow us to relate the free parameter F0 of L2 to the pion-
decay constant. According to Eq. (3.52) we only need to consider tree-level
diagrams with vertices of L2.
At the level of the degrees of freedom of the Standard Model, pion decay
is described by the annihilation of a u quark and a d¯ antiquark, forming the
π+, into a W+ boson, propagation of the intermediate W+, and creation of
the leptons µ+ and νµ in the final state (see Figure 3.1). The coupling of
the W bosons to the leptons is given by
L = − g
2
√
2
[W+α ν¯µγα(1− γ5)µ+W−α µ¯γα(1− γ5)νµ] , (3.70)
whereas their interaction with the quarks forming the Goldstone bosons is
effectively taken into account by inserting Eq. (1.152) into the Lagrangian
of Eq. (3.69). Let us consider the first term of Eq. (3.69) and set rµ = 0
with, at this point, still arbitrary lµ.
Exercise 3.7.1 Using DµU = ∂µU + iUlµ derive
F 20
4
Tr[DµU(D
µU)†] = i
F 20
2
Tr(lµ∂
µU †U) + · · · ,
where only the term linear in lµ is shown.
If we parameterize
lµ =
8∑
a=1
λa
2
laµ,
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the interaction term linear in lµ reads
Lint =
8∑
a=1
laµ
[
i
F 20
4
Tr(λa∂
µU †U)
]
=
8∑
a=1
laµJ
µ,a
L , (3.71)
where we made use of Eq. (3.35) defining Jµ,aL . Again, we expand J
µ,a
L by
using Eq. (3.28) to first order in φ,
Jµ,aL =
F0
2
∂µφa +O(φ2), (3.72)
from which we obtain the matrix element
〈0|Jµ,aL (0)|φb(p)〉 =
F0
2
〈0|∂µφa(0)|φb(p)〉 = −ipµF0
2
δab. (3.73)
Inserting lµ of Eq. (1.152), we find for the interaction term of a single
Goldstone boson with a W
LWφ = F0
2
Tr(lµ∂
µφ) = − g√
2
F0
2
Tr[(W+µ T+ +W−µ T−)∂µφ].
Thus, we need to calculate16
Tr(T+∂
µφ)
= Tr

 0 Vud Vus0 0 0
0 0 0
 ∂µ
 π
0 + 1√
3
η
√
2π+
√
2K+√
2π− −π0 + 1√
3
η
√
2K0√
2K−
√
2K¯0 − 2√
3
η


= Vud
√
2∂µπ− + Vus
√
2∂µK−,
Tr(T−∂
µφ)
= Tr

 0 0 0Vud 0 0
Vus 0 0
 ∂µ
 π
0 + 1√
3
η
√
2π+
√
2K+√
2π− −π0 + 1√
3
η
√
2K0√
2K−
√
2K¯0 − 2√
3
η


= Vud
√
2∂µπ+ + Vus
√
2∂µK+.
We then obtain for the interaction term
LWφ = −gF0
2
[W+µ (Vud∂µπ− + Vus∂µK−) +W−µ (Vud∂µπ+ + Vus∂µK+)].
(3.74)
Expanding the Feynman propagator for W bosons,
−gµν + kµkνM2W
k2 −M2W
=
gµν
M2W
+O
(
kk
M4W
)
, (3.75)
16Recall that the entries Vud and Vus of the Cabibbo-Kobayashi-Maskawa matrix are
real.
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and neglecting terms which are of higher order in (momentum/MW )
2, the
Feynman rule for the invariant amplitude for the weak pion decay reads
M = i
[
− g
2
√
2
u¯νµγ
β(1− γ5)vµ+
]
igβα
M2W
i
[
−gF0
2
Vud(−ipα)
]
= −GFVudF0u¯νµp/(1− γ5)vµ+ , (3.76)
where p denotes the four-momentum of the pion and
GF =
g2
4
√
2M2W
= 1.16639(1)× 10−5GeV−2
is the Fermi constant. The evaluation of the decay rate is a standard text-
book exercise and we only quote the final result
1
τ
=
G2F |Vud|2
4π
F 20Mπm
2
µ
(
1− m
2
µ
M2π
)2
. (3.77)
The constant F0 is referred to as the pion-decay constant in the chiral limit.
17
It measures the strength of the matrix element of the axial-vector current
operator between a one-Goldstone-boson state and the vacuum [see Eq.
(3.19)]. Since the interaction of the W boson with the quarks is of the type
laµL
µ,a = laµ(V
µ,a−Aµ,a)/2 [see Eq. (1.152)] and the vector current operator
does not contribute to the matrix element between a single pion and the
vacuum, pion decay is completely determined by the axial-vector current.
The degeneracy of a single constant F0 in Eq. (3.19) is lifted atO(p4) [1] once
SU(3) symmetry breaking is taken into account. The empirical numbers for
Fπ and FK are 92.4 MeV and 113 MeV, respectively.
18
Exercise 3.7.2 The differential decay rate for π+(pπ) → νµ(pν) + µ+(pµ)
in the pion rest frame is given by
dω =
1
2Mπ
|M|2 d
3pν
2Eν(2π)3
d3pµ
2Eµ(2π)3
(2π)4δ4(pπ − pν − pµ).
Here, we assume the neutrino to be massless and make use of the normal-
ization u†u = 2E = v†v. The invariant amplitude is given by Eq. (3.76).
The neutrino spinors satisfy
1− γ5
2
uνµ(pν) = uνµ(pν),
1 + γ5
2
uνµ(pν) = 0.
17Of course, in the chiral limit, the pion is massless and, in such a world, the massive
leptons would decay into Goldstone bosons, e.g., e− → π−νe. However, at O(p2), the
symmetry breaking term of Eq. (3.41) gives rise to Goldstone-boson masses, whereas the
decay constant is not modified at O(p2).
18In the analysis of D. E. Groom et al. [Particle Data Group Collaboration], Eur.
Phys. J. C 15, 1 (2000) fpi =
√
2Fpi is used.
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(a) Make use of the Dirac equation
u¯νµ(pν)pν/ = 0,
pµ/ vµ+(pµ, sµ) = −mµvµ+(pµ, sµ),
and show
u¯νµ(pν)(pν+pµ)αγ
α(1−γ5)vµ+(pµ, sµ) = −mµu¯νµ(pν)(1+γ5)vµ+(pµ, sµ).
Hint: {γα, γ5} = 0.
(b) Verify using trace techniques
[u¯νµ(pν)(pν + pµ)αγ
α(1− γ5)vµ+(pµ, sµ)]
×[u¯νµ(pν)(pν + pµ)βγβ(1− γ5)vµ+(pµ, sµ)]∗
= m2µu¯νµ(pν)(1 + γ5)vµ+(pµ, sµ)v¯µ+(pµ, sµ)(1− γ5)uνµ(pν)
= m2µTr[uνµ(pν)u¯νµ(pν)(1 + γ5)vµ+(pµ, sµ)v¯µ+(pµ, sµ)(1− γ5)]
= · · ·
= 4m2µM
2
π
[
1
2
(
1− m
2
µ
m2π
)
− mµpν · sµ
M2π
]
.
Hints:
(1− γ5)uνµ(pν)u¯νµ(pν)(1 + γ5) = (1− γ5)pν/ (1 + γ5),
vµ+(pµ, sµ)v¯µ+(pµ, sµ) = (pµ/ −mµ)1 + γ5sµ/
2
,
Tr(odd # of gamma matrices) = 0,
γ5 = product of 4 gamma matrices,
γ25 = 1,
Tr(a/ b/) = 4a · b,
Tr(γ5a/ b/) = 0.
(c) Sum over the spin projections of the muon and integrate with respect
to the (unobserved) neutrino
dω =
1
8π2
G2F |Vud|2F 20m2µMπ
(
1− m
2
µ
M2π
)∫
d3pµ
EµEν
δ(Mπ − Eµ − Eν).
Make use of
d3pµ = p
2
µdpµdΩµ
and note that the argument of the delta function implicitly depends
on pµ = |~pµ|. Moreover,
Eν + Eµ = Mπ,
Eν = |~pν | = |~pµ|.
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The final result reads
ω =
1
τ
= G2F |Vud|2F 20 4m2µM2π
(
1− m
2
µ
M2π
)
︸ ︷︷ ︸
|M|2
1
16πMπ
(
1− m
2
µ
M2π
)
︸ ︷︷ ︸
phase space
=
1
4π
G2F |Vud|2F 20m2µMπ
(
1− m
2
µ
M2π
)2
.
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3.8 Application at Lowest Order: Pion-Pion
Scattering
Our second example deals with the prototype of a Goldstone boson reaction:
ππ scattering.
Exercise 3.8.1 Consider the Lagrangian
L2 = F
2
4
Tr
(
∂µU∂
µU †
)
+
F 2
4
Tr
(
χU † + Uχ†
)
in SU(2) with
χ = 2B
(
m 0
0 m
)
︸ ︷︷ ︸
M
and U given by
U(x) = exp
(
i
φ(x)
F
)
, φ =
3∑
a=1
τaφa ≡
(
π0
√
2π+√
2π− −π0
)
.
(a) Show that L2 contains only even powers of φ,
L2 = L2φ2 + L4φ2 + · · · .
(b) Since L2 does not produce a three-Goldstone-boson vertex, the scat-
tering of two Goldstone bosons is described by a 4-Goldstone-boson
contact interaction. Verify
L4φ2 =
1
24F 2
[
Tr([φ, ∂µφ]φ∂
µφ) + BTr(Mφ4)
]
by using the expansion
U = 1 + i
φ
F
− 1
2
φ2
F 2
− i
6
φ3
F 3
+
1
24
φ4
F 4
+ · · · .
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Remark: An analogous formula would be obtained in SU(3) with the
corresponding replacements.
(c) Show that the interaction Lagrangian can be written as
L4π2 =
1
6F 2
(
~φ · ∂µ~φ~φ · ∂µ~φ− ~φ2∂µ~φ · ∂µ~φ
)
+
M2π
24F 2
(~φ2)2,
where M2π = 2Bm at O(p2).
(d) Derive the Feynman rule for πa(pa) + π
b(pb)→ πc(pc) + πd(pd):
M = i
[
δabδcd
s−M2π
F 2
+ δacδbd
t−M2π
F 2
+ δadδbc
u−M2π
F 2
]
− i
3F 2
(
δabδcd + δacδbd + δadδbc
)
(Λa + Λb + Λc + Λd) ,
where we introduced Λk = p
2
k −M2π .
(e) Using four-momentum conservation, show that the so-called Mandel-
stam variables s = (pa+pb)
2, t = (pa−pc)2, and u = (pa−pd)2 satisfy
the relation
s+ t+ u = p2a + p
2
b + p
2
c + p
2
d.
(f) The T -matrix element (M = iT ) of the scattering process πa(pa) +
πb(pb)→ πc(pc) + πd(pd) can be parameterized as
T ab;cd(pa, pb; pc, pd) = δ
abδcdA(s, t, u)+δacδbdA(t, s, u)+δadδbcA(u, t, s),
where the function A satisfies A(s, t, u) = A(s, u, t). Since the pions
form an isospin triplet, the two isovectors of both the initial and final
states may be coupled to I = 0, 1, 2. For mu = md = m the strong
interactions are invariant under isospin transformations, implying that
scattering matrix elements can be decomposed as
〈I ′, I ′3|T |I, I3〉 = T IδII′δI3I′3 .
For the case of ππ scattering the three isospin amplitudes are given
in terms of the invariant amplitude A by
T I=0 = 3A(s, t, u) + A(t, u, s) + A(u, s, t),
T I=1 = A(t, u, s)− A(u, s, t),
T I=2 = A(t, u, s) + A(u, s, t).
For example, the physical π+π+ scattering process is described by
T I=2. Other physical processes are obtained using the appropriate
89
Clebsch-Gordan coefficients. Evaluating the T matrices at threshold,
one obtains the s-wave ππ-scattering lengths 19
T I=0|thr = 32πa00, T I=2|thr = 32πa20,
where the subscript 0 refers to the s wave and the superscript to
the isospin. (T I=1|thr vanishes because of Bose symmetry). Using
the results of (d) verify the famous current-algebra prediction for the
scattering lengths
a00 =
7M2π
32πF 2π
= 0.156, a20 = −
M2π
16πF 2π
= −0.045,
where we replaced F by Fπ and made use of the numerical values
Fπ = 93.2 MeV and Mπ = 139.57 MeV.
Conclusion: Given that we know the value of F , the Lagrangian L2
predicts the low-energy scattering amplitude.
(g) Sometimes it is more convenient to use a different parameterization
of U which is very popular in SU(2) calculations:
U(x) =
1
F
[σ(x) + i~τ · ~π(x)] , σ(x) =
√
F 2 − ~π 2(x).
The fields of the two parameterizations are non-linearly related by a
field transformation,
~π
F
= φˆ sin
(
|~φ|
F
)
=
~φ
F
(
1− 1
6
~φ 2
F 2
+ · · ·
)
.
Repeat the above steps with the new parameterization. Because of the
equivalence theorem of field theory, the results for observables (such
as, e.g., S-matrix elements) do not depend on the parameterization.
On the other hand, intermediate building blocks such as Feynman
rules with off-mass-shell momenta depend on the parameterization
chosen.
(h) You may also consider the SU(3) calculation which proceeds analo-
gously. Using the properties of the Gell-Mann matrices show that
L4φ2 = −
1
6F 20
φa∂µφbφc∂
µφdfabefcde
+
(2m+ms)B0
36F 20
(φaφa)
2
+
(m−ms)B0
12
√
3F 20
(
2
3
φ8φaφbφcdabc + φaφaφbφcdbc8
)
.
19The definition differs by a factor of (−Mpi) [2] from the conventional definition of
scattering lengths in the effective range expansion (see, e.g., Ref. [3]).
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3.9 Application at Lowest Order: Compton
Scattering
Exercise 3.9.1 We will investigate the reaction γ(q) + π+(p) → γ(q′) +
π+(p′) at lowest order in the momentum expansion [O(p2)].
(a) Consider the first term of L2 and substitute
rµ = lµ = −eQAµ, Q =
 23 0 00 −1
3
0
0 0 −1
3
 , e > 0, e2
4π
≈ 1
137
,
where Aµ is a Hermitian (external) electromagnetic field. Show that
DµU = ∂µU + ieAµ[Q,U ],
(DµU)† = ∂µU † + ieAµ[Q,U †].
Using the substitution U ↔ U †, show that the resulting Lagrangian
consists of terms involving only even numbers of Goldstone boson
fields.
(b) Insert the result of (a) into L2 and verify
F 20
4
Tr[DµU(D
µU)†] =
F 20
4
Tr[∂µU∂
µU †]
−ieAµF
2
0
2
Tr[Q(∂µUU † − U †∂µU)]
−e2AµAµF
2
0
4
Tr([Q,U ][Q,U †]).
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Hint: U∂µU † = −∂µUU † and ∂µU †U = −U †∂µU .
The second term describes interactions with a single photon and the
third term with two photons.
(c) Using U = exp(iφ/F0) = 1 + iφ/F0 − φ2/(2F 20 ) + · · ·, identify those
interaction terms which contain exactly two Goldstone bosons:
LA−2φ2 = −eAµ
i
2
Tr(Q[∂µφ, φ]),
L2A−2φ2 = −
1
4
e2AµAµTr([Q, φ][Q, φ]).
(d) Insert φ of Exercise 3.3.1. Verify the intermediate steps
([∂µφ, φ])11 = 2(∂
µπ+π− − π+∂µπ− + ∂µK+K− −K+∂µK−),
([∂µφ, φ])22 = 2(∂
µπ−π+ − π−∂µπ+ + ∂µK0K¯0 −K0∂µK¯0),
([∂µφ, φ])33 = 2(∂
µK−K+ −K−∂µK+ + ∂µK¯0K0 − K¯0∂µK0),
[Q, φ] =
√
2
 0 π+ K+−π− 0 0
−K− 0 0
 ,
[Q, φ][Q, φ] = −2
 π+π− +K+K− 0 00 π−π+ π−K+
0 K−π+ K−K+
 .
Now show
LA−2φ2 = −Aµie(∂µπ+π− − π+∂µπ− + ∂µK+K− −K+∂µK−),
L2A−2φ2 = e2AµAµ(π+π− +K+K−).
(e) The corresponding Feynman rules read
LA−2φ2 ⇒ vertex for γ(q, ǫ) + π±(p)→ π±(p′) : ∓ieǫ · (p+ p′),
L2A−2φ2 ⇒ vertex for γ(q, ǫ) + π±(p)→ γ(q′, ǫ′) + π±(p′) : 2ie2ǫ′∗ · ǫ,
and analogously for charged kaons. An internal line of momentum
p is described by the propagator i/(p2 −M2 + i0+). Determine the
Compton scattering amplitude for γ(q, ǫ)+π+(p)→ γ(q′, ǫ′)+π+(p′):
p p+q p’
q’q q’
p p’ p
q q’
p’p-q’
q
What is the scattering amplitude for γ(q, ǫ) + π−(p) → γ(q′, ǫ′) +
π−(p′)?
(f) Verify gauge invariance in terms of the substitution q → ǫ.
(g) Verify the invariance of the matrix element under the substitution
(q, ǫ)↔ (−q′, ǫ′∗) (photon crossing).
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3.10 The Chiral Lagrangian at Fourth Order
Applying the ideas outlined in Section 3.6 it is possible to construct the
most general Lagrangian at O(p4). Here we only quote the result of Gasser
and Leutwyler [1]:
L4 = L1
{
Tr[DµU(D
µU)†]
}2
+ L2Tr
[
DµU(DνU)
†]Tr [DµU(DνU)†]
+L3Tr
[
DµU(D
µU)†DνU(D
νU)†
]
+ L4Tr
[
DµU(D
µU)†
]
Tr
(
χU † + Uχ†
)
+L5Tr
[
DµU(D
µU)†(χU † + Uχ†)
]
+ L6
[
Tr
(
χU † + Uχ†
)]2
+L7
[
Tr
(
χU † − Uχ†)]2 + L8Tr (Uχ†Uχ† + χU †χU †)
−iL9Tr
[
fRµνD
µU(DνU)† + fLµν(D
µU)†DνU
]
+ L10Tr
(
UfLµνU
†fµνR
)
+H1Tr
(
fRµνf
µν
R + f
L
µνf
µν
L
)
+H2Tr
(
χχ†
)
. (3.78)
The numerical values of the low-energy coupling constants Li are not de-
termined by chiral symmetry. In analogy to F0 and B0 of L2 they are
parameters containing information on the underlying dynamics and should,
in principle, be calculable in terms of the (remaining) parameters of QCD,
namely, the heavy-quark masses and the QCD scale ΛQCD. In practice,
they parameterize our inability to solve the dynamics of QCD in the non-
perturbative regime. So far they have either been fixed using empirical
input or theoretically using QCD-inspired models, meson-resonance satura-
tion, and lattice QCD.
From a practical point of view the coefficients are also required for an-
other purpose. When calculating one-loop graphs, using vertices from L2 of
Eq. (3.69), one generates infinities (so-called ultraviolet divergences). In the
framework of dimensional regularization (see below) these divergences ap-
pear as poles at space-time dimension n = 4. The loop diagrams are renor-
malized by absorbing the infinite parts into the redefinition of the fields and
the parameters of the most general Lagrangian (see the end of this section
and Section 3.12). Since L2 of Eq. (3.69) is not renormalizable in the tradi-
tional sense, the infinities cannot be absorbed by a renormalization of the
coefficients F0 and B0. However, to quote from Ref. [2]: “... the cancella-
tion of ultraviolet divergences does not really depend on renormalizability;
as long as we include every one of the infinite number of interactions allowed
by symmetries, the so-called non-renormalizable theories are actually just as
renormalizable as renormalizable theories.” According to Weinberg’s power
counting of Eq. (3.52), one loop graphs with vertices from L2 are of O(p4).
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The conclusion is that one needs to adjust (renormalize) the parameters of
L4 to cancel one-loop infinities.
By construction Eq. (3.78) represents the most general Lagrangian at
O(p4), and it is thus possible to absorb the one-loop divergences by an
appropriate renormalization of the coefficients Li and Hi:
Li = L
r
i +
Γi
32π2
R, i = 1, · · · , 10, (3.79)
Hi = H
r
i +
∆i
32π2
R, i = 1, 2, (3.80)
where R is defined as
R =
2
n− 4 − [ln(4π)− γE + 1], (3.81)
with n denoting the number of space-time dimensions and γE = −Γ′(1)
being Euler’s constant. The constants Γi and ∆i are given in Table 3.3.
Except for L3 and L7, the low-energy coupling constants Li and the “con-
tact terms”—i.e., pure external field terms—H1 and H2 are required in the
renormalization of the one-loop graphs. Since H1 and H2 contain only ex-
ternal fields, they are of no physical relevance. The renormalized coefficients
Lri depend on the scale µ introduced by dimensional regularization [see Eq.
(3.94)] and their values at two different scales µ1 and µ2 are related by
Lri (µ2) = L
r
i (µ1) +
Γi
16π2
ln
(
µ1
µ2
)
. (3.82)
We will see that the scale dependence of the coefficients and the finite part
of the loop-diagrams compensate each other in such a way that physical
observables are scale independent.
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3.11 Brief Introduction to Dimensional Reg-
ularization
For the sake of completeness we provide a simple illustration of the method
of dimensional regularization.
94
Coefficient Empirical Value Γi
Lr1 0.4± 0.3 332
Lr2 1.35± 0.3 316
Lr3 −3.5± 1.1 0
Lr4 −0.3± 0.5 18
Lr5 1.4± 0.5 38
Lr6 −0.2± 0.3 11144
Lr7 −0.4± 0.2 0
Lr8 0.9± 0.3 548
Lr9 6.9± 0.7 14
Lr10 −5.5± 0.7 −14
Table 3.3: Renormalized low-energy coupling constants Lri in units of 10
−3
at the scale µ = Mρ, see J. Bijnens, G. Ecker, and J. Gasser, The Second
DAΦNE Physics Handbook, Vol. I, Chapter 3. ∆1 = −1/8, ∆2 = 5/24.
Let us consider the integral
I =
∫
d4k
(2π)4
i
k2 −M2 + i0+ . (3.83)
We introduce
a ≡
√
~k2 +M2 > 0
so that
k2 −M2 + i0+ = k20 − ~k2 −M2 + i0+
= k20 − a2 + i0+
= k20 − (a− i0+)2
= [k0 + (a− i0+)][k0 − (a− i0+)],
and define
f(k0) =
1
[k0 + (a− i0+)][k0 − (a− i0+)] .
In order to determine
∫∞
−∞ dk0f(k0) as part of the calculation of I, we con-
sider f in the complex k0 plane and make use of Cauchy’s theorem∮
C
dzf(z) = 0 (3.84)
for functions which are differentiable in every point inside the closed contour
C. We choose the contour as shown in Figure 3.2,
0 =
4∑
i=1
∫
γi
dzf(z),
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a-i0+
-(a-i0+)
3
Re(k   )
Im(k   )
0
0
γ
γ
γ
1
2
4
γ
Figure 3.2: Path of integration in the complex k0 plane.
and make use of ∫
γ
f(z)dz =
∫ b
a
f [γ(t)]γ′(t)dt
to obtain for the individual integrals:
γ1(t) = t, γ
′
1(t) = 1, a = −∞, b =∞ :
∫
γ1
f(z)dz =
∫ ∞
−∞
f(t)dt,
γ2(t) = Re
it, γ′2(t) = iRe
it, a = 0, b =
π
2
:∫
γ2
f(z)dz = lim
R→∞
∫ pi
2
0
f(Reit)iReitdt = 0, because lim
R→∞
Rf(Reit)︸ ︷︷ ︸
∼ 1
R
= 0,
γ3(t) = it, γ
′
3(t) = i, a = +∞, b = −∞ :
∫
γ3
f(z)dz =
∫ −∞
∞
f(it)idt,
γ4(t) = Re
it, γ′4(t) = iRe
it, a =
3
2
π, b = π :∫
γ4
f(z)dz = 0 analogous to γ2.
In combination with Eq. (3.84) we obtain the so-called Wick rotation∫ ∞
−∞
f(t)dt = −i
∫ −∞
∞
dtf(it) = i
∫ ∞
−∞
dtf(it). (3.85)
As an intermediate result the integral of Eq. (3.83) reads
I =
1
(2π)4
i
∫ ∞
−∞
dk0
∫
d3k
i
(ik0)2 − ~k2 −M2 + i0+
=
∫
d4l
(2π)4
1
l2 +M2 − i0+ ,
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where l2 = l21+ l
2
2+ l
2
3+ l
2
4 denotes a Euclidian scalar product. In this special
case, the integrand does not have a pole and we can thus omit the −i0+
which gave the positions of the poles in the original integral consistent with
the boundary conditions. Introducing polar coordinates in 4 dimensions,
d4l = dΩl3dl, we see that the integral diverges. The degree of divergence
can be estimated by simply counting the powers of momenta. If the integral
behaves asymptotically as
∫
d4l/l2,
∫
d4l/l3,
∫
d4l/l4 the integral is said to
diverge quadratically, linearly, and logarithmically, respectively. Thus, our
example I diverges quadratically.
Various methods have been devised to regularize divergent integrals. We
will make use of dimensional regularization, because it preserves algebraic
relations among Green functions (Ward identities) if the underlying sym-
metries do not depend on the number of dimensions of space-time.
In dimensional regularization, we generalize the integral from 4 to n
dimensions and introduce polar coordinates
l1 = l cos(θ1),
l2 = l sin(θ1) cos(θ2),
l3 = l sin(θ1) sin(θ2) cos(θ3),
...
ln−1 = l sin(θ1) sin(θ2) · · · cos(θn−1),
ln = l sin(θ1) sin(θ2) · · · sin(θn−1), (3.86)
where 0 ≤ l, θi ∈ [0, π], i = 1, · · · , n− 2, θn−1 ∈ [0, 2π]. A general integral is
then symbolically of the form∫
dnl · · · =
∫ ∞
0
ln−1dl
∫ 2π
0
dθn−1
∫ π
0
dθn−2 sin(θn−2) · · ·
∫ π
0
dθ1 sin
n−2(θ1) · · · .
(3.87)
If the integrand does not depend on the angles, the angular integration can
explicitly be carried out. To that end one makes use of∫ π
0
sinm(θ)dθ =
√
πΓ
(
m+1
2
)
Γ
(
m+2
2
)
which can be shown by induction (see Exercise 3.11.3). We then obtain for
the angular integration∫ 2π
0
dθn−1 · · ·
∫ π
0
dθ1 sin
n−2(θ1) = 2π
√
πΓ(1)
Γ
(
3
2
) √πΓ (32)
Γ(2)
· · ·
√
πΓ
(
n−1
2
)
Γ
(
n
2
)︸ ︷︷ ︸
(n− 2) factors
= 2π
π
n−2
2
Γ
(
n
2
) = 2 π n2
Γ
(
n
2
) . (3.88)
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We define the integral for n dimensions (n integer) as
In(M
2, µ2) = µ4−n
∫
dnk
(2π)n
i
k2 −M2 + i0+ , (3.89)
where for convenience we have introduced the renormalization scale µ so
that the integral has the same dimension for arbitrary n. (The integral of
Eq. (3.89) is convergent only for n = 1.) After the Wick rotation of Eq.
(3.85) and the angular integration of Eq. (3.88) the integral formally reads
In(M
2, µ2) = µ4−n2
π
n
2
Γ
(
n
2
) 1
(2π)n
∫ ∞
0
dl
ln−1
l2 +M2
.
For later use, we investigate the (more general) integral∫ ∞
0
ln−1dl
(l2 +M2)α
=
1
(M2)α
∫ ∞
0
ln−1dl
( l
2
M2
+ 1)α
=
1
2
(M2)
n
2
−α
∫ ∞
0
t
n
2
−1dt
(t+ 1)α
,
(3.90)
where we made use of the substitution t ≡ l2/M2. We then make use of the
Beta function
B(x, y) =
∫ ∞
0
tx−1dt
(1 + t)x+y
=
Γ(x)Γ(y)
Γ(x+ y)
, (3.91)
where the integral converges for x > 0, y > 0 and diverges if x ≤ 0 or y ≤ 0.
For non-positive values of x or y we make use of the analytic continuation
in terms of the Gamma function to define the Beta function and thus the
integral of Eq. (3.90).20 Putting x = n/2, x + y = α and y = α − n/2 our
(intermediate) integral reads∫ ∞
0
ln−1dl
(l2 +M2)α
=
1
2
(M2)
n
2
−αΓ
(
n
2
)
Γ
(
α− n
2
)
Γ(α)
(3.92)
which, for α = 1, yields for our original integral
In(M
2, µ2) = µ4−n 2
π
n
2
Γ
(
n
2
)︸ ︷︷ ︸
angular integration
1
(2π)n
1
2
(M2)
n
2
−1Γ
(
n
2
)
Γ
(
1− n
2
)
Γ(1)︸︷︷︸
1
=
µ4−n
(4π)
n
2
(M2)
n
2
−1Γ
(
1− n
2
)
. (3.93)
Since Γ(z) is an analytic function in the complex plane except for poles of
first order in 0,−1,−2, · · ·, and az = exp[ln(a)z], a ∈ R+ is an analytic
function in C, the right-hand side of Eq. (3.93) can be thought of as a
20Recall that Γ(z) is single valued and analytic over the entire complex plane, save for
the points z = −n, n = 0, 1, 2, · · ·, where it possesses simple poles with residue (−1)n/n!.
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function of a complex variable n which is analytic in C except for poles of
first order for n = 2, 4, 6, · · ·. Making use of
µ4−n = (µ2)2−
n
2 , (M2)
n
2
−1 =M2(M2)
n
2
−2, (4π)
n
2 = (4π)2(4π)
n
2
−2,
we define (for complex n)
I(M2, µ2, n) =
M2
(4π)2
(
4πµ2
M2
)2−n
2
Γ
(
1− n
2
)
.
Of course, for n → 4 the Gamma function has a pole and we want to
investigate how this pole is approached. The property Γ(z + 1) = zΓ(z)
allows one to rewrite
Γ
(
1− n
2
)
=
Γ
(
1− n
2
+ 1
)
1− n
2
=
Γ
(
2− n
2
+ 1
)(
1− n
2
) (
2− n
2
) = Γ (1 + ǫ2)
(−1) (1− ǫ
2
)
ǫ
2
,
where we defined ǫ ≡ 4− n. Making use of ax = exp[ln(a)x] = 1+ ln(a)x+
O(x2) we expand the integral for small ǫ
I(M2, µ2, n) =
M2
16π2
[
1 +
ǫ
2
ln
(
4πµ2
M2
)
+O(ǫ2)
]
×
(
−2
ǫ
)[
1 +
ǫ
2
+O(ǫ2)
]Γ(1)︸︷︷︸
1
+
ǫ
2
Γ′(1) +O(ǫ2)

=
M2
16π2
[
−2
ǫ
− Γ′(1)− 1− ln(4π) + ln
(
M2
µ2
)
+O(ǫ)
]
,
where −Γ′(1) = γE = 0.5772 · · · is Euler’s constant. We finally obtain
I(M2, µ2, n) =
M2
16π2
[
R + ln
(
M2
µ2
)]
+O(n− 4), (3.94)
where
R =
2
n− 4 − [ln(4π) + Γ
′(1) + 1]. (3.95)
Using the result of Eq. (3.94), we are now in a position to motivate why
we assign the scale 4πF0 to the parameter that characterizes the convergence
of the momentum and quark-mass expansion. In a loop correction every
endpoint of an internal line is multiplied by a factor 1/F0, since the SU(N)
matrix of Eq. (3.28) contains the Goldstone boson fields in the combination
φ/F0. On the other hand, external momenta q or Goldstone boson masses
produce factors of q2 or M2 as, e.g., in Eq. (3.94) such that they combine
to corrections of the order of [q/(4πF0)]
2 for each independent loop.
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Using the same techniques one can easily derive a very useful expression
for the more general integral (see Exercise 3.11.4)∫
dnk
(2π)n
(k2)p
(k2 −M2 + i0+)q =
i(−)p−q 1
(4π)
n
2
(M2)p+
n
2
−qΓ
(
p+ n
2
)
Γ
(
q − p− n
2
)
Γ
(
n
2
)
Γ(q)
. (3.96)
In the context of combining propagators by using Feynman’s trick one
encounters integrals of the type of Eq. (3.96) with M2 replaced by A− i0+,
where A is a real number. In this context it is important to consistently
deal with the boundary condition −i0+. For example, let us consider a term
of the type ln(A − i0+). To that end one expresses a complex number z
in its polar form z = |z| exp(iϕ), where the argument ϕ of z is uniquely
determined if, in addition, we demand −π ≤ ϕ < π. For A > 0 one
simply has ln(A− i0+) = ln(A). For A < 0 the infinitesimal imaginary part
indicates that −|A| is reached in the third quadrant from below the real axis
so that we have to use the −π. We then make use of ln(ab) = ln(a) + ln(b)
and obtain
ln(A− i0+) = ln(|A|) + ln(e−iπ) = ln(|A|)− iπ, A < 0.
Both cases can be summarized in a single expression
ln(A− i0+) = ln(|A|)− iπΘ(−A) forA ∈ R. (3.97)
The preceding discussion is of importance for consistently determining imag-
inary parts of loop integrals.
Let us conclude with the general observation that (ultraviolet) diver-
gences of one-loop integrals in dimensional regularization always show up
as single poles in ǫ = 4− n.
The following 5 exercises are related to dimensional regularization.
Exercise 3.11.1 We consider the integral
I =
∫
d4k
(2π)4
i
k2 −M2 + i0+ .
Introduce a ≡
√
~k2 +M2 and define
f(k0) =
1
[k0 + (a− i0+)][k0 − (a− i0+)] .
In order to determine
∫∞
−∞ dk0f(k0) as part of the calculation of I, we con-
sider f in the complex k0 plane and choose the paths
γ1(t) = t, t1 = −∞, t2 = +∞ and γ2(t) = Reit, t1 = 0, t2 = π.
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(a) Using the residue theorem determine∮
C
f(z)dz =
∫
γ1
f(z)dz + lim
R→∞
∫
γ2
f(z)dz = 2πiRes[f(z),−(a + i0+)].
Verify ∫ ∞
−∞
dk0f(k0) =
−iπ√
~k2 +M2 − i0+
.
(b) Using (a) show∫
d4k
(2π)4
i
k2 −M2 + i0+ =
1
2
∫
d3k
(2π)3
1√
~k2 +M2 − i0+
.
(c) Now consider the generalization from 4→ n dimensions:∫
dn−1k
(2π)n−1
1√
~k2 +M2
, ~k2 = k21 + k
2
2 + · · ·+ k2n−1.
We can omit the −i0+, because the integrand no longer has a pole. In-
troduce polar coordinates in n−1 dimensions and perform the angular
integration to obtain∫
dn−1k
(2π)n−1
1√
~k2 +M2
=
1
2n−2
π−
n−1
2
1
Γ
(
n−1
2
) ∫ ∞
0
dr
rn−2√
r2 +M2
.
(d) Using the substitutions t = r/M and y = t2 show∫ ∞
0
dr
rn−2√
r2 +M2
=
1
2
Mn−2
Γ
(
n−1
2
)
Γ
(
1− n
2
)
Γ
(
1
2
)
︸ ︷︷ ︸√
π
.
Hint: Make use of the Beta function
B(x, y) =
∫ ∞
0
tx−1dt
(1 + t)x+y
=
Γ(x)Γ(y)
Γ(x+ y)
.
(e) Now put the results together to obtain∫
dnk
(2π)n
i
k2 −M2 + i0+ =
1
(4π)
n
2
Mn−2Γ
(
1− n
2
)
,
which agrees with the result of the lecture.
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Exercise 3.11.2 Consider polar coordinates in 4 dimensions:
l1 = l cos(θ1), θ1 ∈ [0, π],
l2 = l sin(θ1) cos(θ2), θ2 ∈ [0, π],
l3 = l sin(θ1) sin(θ2) cos(θ3), θ3 ∈ [0, 2π],
l4 = l sin(θ1) sin(θ2) sin(θ3),
where l =
√
l21 + l
2
2 + l
2
3 + l
2
4. The transition from four-dimensional Carte-
sian coordinates to polar coordinates introduces the determinant of the
Jacobi or functional matrix
J =

∂l1
∂l
· · · ∂l1
∂θ3
...
...
∂l4
∂l
· · · ∂l4
∂θ3
 .
Show that
det(J) = l3 sin2(θ1) sin(θ2)
and thus
dl1dl2dl3dl4 = l
3dl sin2(θ1) sin(θ2)dθ1dθ2dθ3︸ ︷︷ ︸
dΩ
with ∫
dΩ = 2π2.
Exercise 3.11.3 Show by induction∫ π
0
sinm(θ)dθ =
√
πΓ
(
m+1
2
)
Γ
(
m+2
2
)
for m ≥ 1.
Hints: Make use of partial integration. Γ(1) = 1, Γ(1/2) =
√
π, xΓ(x) =
Γ(x+ 1).
Exercise 3.11.4 Show that in dimensional regularization∫
dnk
(2π)n
(k2)p
(k2 −M2 + i0+)q =
i(−)p−q 1
(4π)
n
2
(M2)p+
n
2
−qΓ
(
p+ n
2
)
Γ
(
q − p− n
2
)
Γ
(
n
2
)
Γ(q)
.
We first assume M2 > 0, p = 0, 1, · · ·, q = 1, 2, · · ·, and p < q. The last
condition is used in the Wick rotation to guarantee that the quarter circles
at infinity do not contribute to the integral.
(a) Show that the transition to the Euclidian metric produces the factor
i(−)p−q.
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(b) Perform the angular integration in n dimensions. Perform the remain-
ing radial integration using∫ ∞
0
ln−1dl
(l2 +M2)α
=
1
2
(M2)
n
2
−αΓ
(
n
2
)
Γ
(
α− n
2
)
Γ(α)
.
What do you have to substitute for n− 1 and α, respectively?
Now put the results together. The analytic continuation of the right-hand
side is used to also define expressions with (integer) q ≤ p in dimensional
regularization.
Exercise 3.11.5 Consider the complex function
f(z) = az = exp(ln(a)z) ≡ u(x, y) + iv(x, y), a ∈ R, z = x+ iy.
(a) Determine u(x, y) and v(x, y). Note that u, v ∈ C∞(R2).
(b) Determine ∂u/∂x, ∂u/∂y, ∂v/∂x, and ∂v/∂y. Show that the Cauchy-
Riemann differential equations ∂u/∂x = ∂v/∂y and ∂u/∂y = −∂v/∂x
are satisfied. The complex function f is thus holomorphic in C. We
made use of this fact when discussing I(M2, µ2, n) as a function of the
complex variable n in the context of dimensional regularization.
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3.12 Application at Fourth Order: Masses
of the Goldstone Bosons
A discussion of the masses at O(p4) will allow us to illustrate various prop-
erties typical of chiral perturbation theory:
1. The relation between the bare low-energy coupling constants Li and
the renormalized coefficients Lri in Eq. (3.79) is such that the diver-
gences of one-loop diagrams are canceled.
2. Similarly, the scale dependence of the coefficients Lri (µ) on the one
hand and of the finite contributions of the one-loop diagrams on the
other hand lead to scale-independent predictions for physical observ-
ables.
3. A perturbation expansion in the explicit symmetry breaking with re-
spect to a symmetry that is realized in the Nambu-Goldstone mode
generates corrections which are non-analytic in the symmetry break-
ing parameter, here the quark masses.
Let us consider L2+L4 for QCD with finite quark masses but in the absence
of external fields. We restrict ourselves to the limit of isospin symmetry, i.e.,
mu = md = m. In order to determine the masses we calculate the so-called
self energies Σ(p2) of the Goldstone bosons.
The propagator of a (pseudo-) scalar field is defined as the Fourier trans-
form of the two-point Green function:
i∆(p) =
∫
d4xe−ip·x〈0|T [Φ0(x)Φ0(0)] |0〉, (3.98)
where the index 0 refers to the fact that we still deal with the bare unrenor-
malized field—not to be confused with a free field without interaction. At
lowest order (D = 2) the propagator simply reads
i∆(p) =
i
p2 −M20 + i0+
, (3.99)
where the lowest-order masses M0 are given in Eqs. (3.45) - (3.47):
M2π,2 = 2B0m,
M2K,2 = B0(m+ms),
M2η,2 =
2
3
B0 (m+ 2ms) .
(The subsrcipt 2 refers to chiral order 2.) The loop diagrams with L2 and
the contact diagrams with L4 result in so-called proper self-energy insertions
−iΣ(p2), which may be summed using a geometric series (see Figure 3.3):
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Figure 3.3: Unrenormalized propagator as the sum of irreducible self-
energy diagrams. Hatched and cross-hatched “vertices” denote one-particle-
reducible and one-particle-irreducible contributions, respectively.
4 2
Figure 3.4: Self-energy diagrams at O(p4). Vertices derived from L2n are
denoted by 2n in the interaction blobs.
i∆(p) =
i
p2 −M20 + i0+
+
i
p2 −M20 + i0+
[−iΣ(p2)] i
p2 −M20 + i0+
+ · · ·
=
i
p2 −M20 + i0+
1
1 + iΣ(p2) i
p2−M2
0
+i0+
=
i
p2 −M20 − Σ(p2) + i0+
. (3.100)
Note that −iΣ(p2) consists of one-particle-irreducible diagrams only, i.e.,
diagrams which do not fall apart into two separate pieces when cutting
an arbitrary internal line. The physical mass, including the interaction, is
defined as the position of the pole of Eq. (3.100),
M2 −M20 − Σ(M2) != 0. (3.101)
Let us now turn to the calculation within the framework of ChPT. Since
L2 and L4 without external fields generate vertices with an even number of
Goldstone bosons only, the candidate terms at D = 4 contributing to the
self energy are those shown in Figure 3.4. For our particular application
with exactly two external meson lines, the relevant interaction Lagrangians
can be written as
Lint = L4φ2 + L2φ4 , (3.102)
where L4φ2 is given by
L4φ2 =
1
24F 20
{
Tr([φ, ∂µφ]φ∂
µφ) +B0Tr(Mφ
4)
}
. (3.103)
The terms of L4 proportional to L9, L10, H1, and H2 do not contribute,
because they either contain field-strength tensors or external fields only.
Since ∂µU = O(φ), the L1, L2, and L3 terms of Eq. (3.78) are O(φ4) and
need not be considered. The only candidates are the L4 - L8 terms, of which
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we consider the L4 term as an explicit example,
21
L4Tr(∂µU∂
µU †)Tr(χU † + Uχ†) =
L4
2
F 20
[∂µη∂
µη + ∂µπ
0∂µπ0 + 2∂µπ
+∂µπ− + 2∂µK
+∂µK−
+2∂µK
0∂µK¯0 +O(φ4)][4B0(2m+ms) +O(φ2)].
The remaining terms are treated analogously and we obtain for L2φ4
L2φ4 = −
1
2
(
aηη
2 + bη∂µη∂
µη
)
−1
2
(
aππ
0π0 + bπ∂µπ
0∂µπ0
)
−aππ+π− − bπ∂µπ+∂µπ−
−aKK+K− − bK∂µK+∂µK−
−aKK0K¯0 − bK∂µK0∂µK¯0, (3.104)
where the constants aφ and bφ are given by
aη =
64B20
3F 20
[
(2m+ms)(m+ 2ms)L6 + 2(m−ms)2L7 + (m2 + 2m2s)L8
]
,
bη = −16B0
F 20
[
(2m+ms)L4 +
1
3
(m+ 2ms)L5
]
,
aπ =
64B20
F 20
[
(2m+ms)mL6 +m
2L8
]
,
bπ = −16B0
F 20
[(2m+ms)L4 +mL5] ,
aK =
32B20
F 20
[
(2m+ms)(m+ms)L6 +
1
2
(m+ms)
2L8
]
,
bK = −16B0
F 20
[
(2m+ms)L4 +
1
2
(m+ms)L5
]
. (3.105)
At O(p4) the self energies are of the form
Σφ(p
2) = Aφ +Bφp
2, (3.106)
where the constants Aφ and Bφ receive a tree-level contribution from L4 and
a one-loop contribution with a vertex from L2 (see Fig. 3.4). For the tree-
level contribution of L4 this is easily seen, because the Lagrangians of Eq.
(3.104) contain either exactly two derivatives of the fields or no derivatives
at all. For example, the contact contribution for the η reads
−iΣcontactη (p2) = i2
[
−1
2
aη − bη 1
2
(ipµ)(−ipµ)
]
= −i(aη + bηp2),
21For pedagogical reasons, we make use of the physical fields. From a technical point
of view, it is often advantageous to work with the Cartesian fields and, at the end of the
calculation, express physical processes in terms of the Cartesian components.
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p, 3 p, 3
k, j
2
Figure 3.5: Contribution of the pion loops to the π0 self energy.
where, as usual, ∂µφ generates −ipµ and ipµ for initial and final lines, respec-
tively, and the factor two takes account of two combinations of contracting
the fields with external lines.
For the one-loop contribution the argument is as follows. The La-
grangian L4φ2 contains either two derivatives or no derivatives at all which,
symbolically, can be written as φφ∂φ∂φ and φ4, respectively. The first term
results in M2 or p2, depending on whether the φ or the ∂φ are contracted
with the external fields. The “mixed” situation vanishes upon integration.
The second term, φ4, does not generate a momentum dependence.
As a specific example, we evaluate the pion-loop contribution to the π0
self energy (see Figure 3.5) by applying the Feynman rule of Exercise 3.8.1
for a = c = 3, pa = pc = p, b = d = j, and pb = pd = k:
22
1
2
∫
d4k
(2π)4
i
δ3jδ3j︸ ︷︷ ︸
1
(p + k)2 −M2π,2
F 20
+ δ33δjj︸ ︷︷ ︸
3
−M2π,2
F 20
+ δ3jδj3︸ ︷︷ ︸
1
(p− k)2 −M2π,2
F 20
− 1
3F 20
(δ3jδ3j + δ33δjj + δ3jδj3)︸ ︷︷ ︸
5
(2p2 + 2k2 − 4M2π,2)
 i
k2 −M2π,2 + i0+
=
1
2
∫
d4k
(2π)4
i
3F 20
[−4p2 − 4k2 + 5M2π,2]
i
k2 −M2π,2 + i0+
, (3.107)
where 1/2 is a symmetry factor.23 The integral of Eq. (3.107) diverges and
we thus consider its extension to n dimensions in order to make use of the
dimensional-regularization technique described in Section 3.11. In addition
22Note that we work in SU(3) and thus with the exponential parameterization of U .
23When deriving the Feynman rule of Exercise 3.8.1, we took account of 24 distinct
combinations of contracting four field operators with four external lines. However, the
Feynman diagram of Eq. (3.107) involves only 12 possibilities to contract two fields with
each other and the remaining two fields with two external lines.
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to the loop-integral of Eq. (3.94),
I(M2, µ2, n) = µ4−n
∫
dnk
(2π)n
i
k2 −M2 + i0+
=
M2
16π2
[
R + ln
(
M2
µ2
)]
+O(n− 4), (3.108)
where R is given in Eq. (3.81), we need
µ4−ni
∫
dnk
(2π)n
k2
k2 −M2 + i0+ = µ
4−ni
∫
dnk
(2π)n
k2 −M2 +M2
k2 −M2 + i0+ ,
where we have added 0 = −M2 +M2 in the numerator. We make use of
µ4−ni
∫
dnk
(2π)n
= 0
in dimensional regularization which is “shown” as follows. Consider the
(more general) integral ∫
dnk(k2)p, (3.109)
substitute k = λk′ (λ > 0), and relabel k′ = k
= λn+2p
∫
dnk(k2)p.
Since λ > 0 is arbitrary and, for fixed p, the result is to hold for arbitrary
n, Eq. (3.109) is set to zero in dimensional regularization. We emphasize
that the vanishing of Eq. (3.109) has the character of a prescription. The
integral does not depend on any scale and its analytic continuation is ill
defined in the sense that there is no dimension n where it is meaningful. It
is ultraviolet divergent for n+2p ≥ 0 and infrared divergent for n+2p ≤ 0.
We then obtain
µ4−ni
∫
dnk
(2π)n
k2
k2 −M2 + i0+ =M
2I(M2, µ2, n),
with I(M2, µ2, n) of Eq. (3.108). The pion-loop contribution to the π0 self
energy is thus
i
6F 20
(−4p2 +M2π,2)I(M2π,2, µ2, n),
which is indeed of the type discussed in Eq. (3.106) and diverges as n→ 4.
After analyzing all loop contributions and combining them with the
contact contributions of Eqs. (3.105), the constants Aφ and Bφ of Eq. (3.106)
are given by
Aπ =
M2π
F 20
{
−1
6
I(M2π)−
1
6
I(M2η )−
1
3
I(M2K)︸ ︷︷ ︸
one-loop contribution
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+32[(2m+ms)B0L6 +mB0L8]︸ ︷︷ ︸
contact contribution
}
,
Bπ =
2
3
I(M2π)
F 20
+
1
3
I(M2K)
F 20
− 16B0
F 20
[(2m+ms)L4 +mL5] ,
AK =
M2K
F 20
{
1
12
I(M2η )−
1
4
I(M2π)−
1
2
I(M2K)
+32
[
(2m+ms)B0L6 +
1
2
(m+ms)B0L8
]}
,
BK =
1
4
I(M2η )
F 20
+
1
4
I(M2π)
F 20
+
1
2
I(M2K)
F 20
−16B0
F 20
[
(2m+ms)L4 +
1
2
(m+ms)L5
]
,
Aη =
M2η
F 20
[
−2
3
I(M2η )
]
+
M2π
F 20
[
1
6
I(M2η )−
1
2
I(M2π) +
1
3
I(M2K)
]
+
M2η
F 20
[16M2ηL8 + 32(2m+ms)B0L6]
+
128
9
B20(m−ms)2
F 20
(3L7 + L8),
Bη =
I(M2K)
F 20
− 16
F 20
(2m+ms)B0L4 − 8
M2η
F 20
L5, (3.110)
where, for simplicity, we have suppressed the dependence on the scale µ and
the number of dimensions n in the integrals I(M2, µ2, n) [see Eq. (3.108)].
Furthermore, the squared masses appearing in the loop integrals of Eq.
(3.110) are given by the predictions of lowest order, Eqs. (3.45) - (3.47).
Finally, the integrals I as well as the bare coefficients Li (with the exception
of L7) have 1/(n− 4) poles and finite pieces. In particular, the coefficients
Aφ and Bφ are not finite as n→ 4.
The masses at O(p4) are determined by solving the general equation
M2 =M20 + Σ(M
2) (3.111)
with the predictions of Eq. (3.106) for the self energies,
M2 =M20 + A+BM
2,
where the lowest-order terms, M20 , are given in Eqs. (3.45) - (3.47). We
then obtain
M2 =
M20 + A
1− B =M
2
0 (1 +B) + A +O(p6),
because A = O(p4) and {B,M20} = O(p2). Expressing the bare coefficients
Li in Eq. (3.110) in terms of the renormalized coefficients by using Eq.
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(3.79), the results for the masses of the Goldstone bosons at O(p4) read
M2π,4 = M
2
π,2
{
1 +
M2π,2
32π2F 20
ln
(
M2π,2
µ2
)
− M
2
η,2
96π2F 20
ln
(
M2η,2
µ2
)
+
16
F 20
[(2m+ms)B0(2L
r
6 − Lr4) +mB0(2Lr8 − Lr5)]
}
, (3.112)
M2K,4 = M
2
K,2
{
1 +
M2η,2
48π2F 20
ln
(
M2η,2
µ2
)
+
16
F 20
[
(2m+ms)B0(2L
r
6 − Lr4) +
1
2
(m+ms)B0(2L
r
8 − Lr5)
]}
,
(3.113)
M2η,4 = M
2
η,2
[
1 +
M2K,2
16π2F 20
ln
(
M2K,2
µ2
)
− M
2
η,2
24π2F 20
ln
(
M2η,2
µ2
)
+
16
F 20
(2m+ms)B0(2L
r
6 − Lr4) + 8
M2η,2
F 20
(2Lr8 − Lr5)
]
+M2π,2
[
M2η,2
96π2F 20
ln
(
M2η,2
µ2
)
− M
2
π,2
32π2F 20
ln
(
M2π,2
µ2
)
+
M2K,2
48π2F 20
ln
(
M2K,2
µ2
)]
+
128
9
B20(m−ms)2
F 20
(3Lr7 + L
r
8). (3.114)
In Eqs. (3.112) - (3.114) we have included the subscripts 2 and 4 in order
to indicate from which chiral order the predictions result. First of all, we
note that the expressions for the masses are finite. The infinite parts of the
coefficients Li of the Lagrangian of Gasser and Leutwyler exactly cancel the
divergent terms resulting from the integrals. This is the reason why the
bare coefficients Li must be infinite. Furthermore, at O(p4) the masses of
the Goldstone bosons vanish, if the quark masses are sent to zero. This
is, of course, what we had expected from QCD in the chiral limit but it is
comforting to see that the self interaction in L2 (in the absence of quark
masses) does not generate Goldstone boson masses at higher order. The
quark masses appear in combination with B0 and therefore Eqs. (3.112) -
(3.114) (and their generalization for mu 6= md) are used to extract quark
mass ratios. At O(p4), the squared Goldstone boson masses contain terms
which are analytic in the quark masses, namely, of the form m2q multiplied
by the renormalized low-energy coupling constants Lri . However, there are
also non-analytic terms of the typem2q ln(mq)—so-called chiral logarithms—
which do not involve new parameters. Such a behavior is an illustration of
the mechanism found by Li and Pagels [4], who noticed that a perturbation
theory around a symmetry which is realized in the Nambu-Goldstone mode
results in both analytic as well as non-analytic expressions in the perturba-
tion. Finally, the scale dependence of the renormalized coefficients Lri of Eq.
110
(3.82) is by construction such that it cancels the scale dependence of the
chiral logarithms. Thus, physical observables do not depend on the scale µ.
Let us verify this statement by differentiating Eqs. (3.112) - (3.114) with
respect to µ. Using Eq. (3.82),
Lri (µ) = L
r
i (µ
′) +
Γi
16π2
ln
(
µ′
µ
)
,
we obtain
dLri (µ)
dµ
= − Γi
16π2µ
and, analogously, for the chiral logarithms
d
dµ
ln
(
M2
µ2
)
= 2
d
dµ
[ln(M)− ln(µ)] = −2
µ
.
As a specific example, let us differentiate the expression for the pion mass
dM2π,4
dµ
=
M2π,2
16π2µF 20
{
M2π,2
2
(−2)− M
2
η,2
6
(−2)
+16[(2m+ms)B0(−2Γ6 + Γ4) +mB0(−2Γ8 + Γ5)]
}
=
M2π,2
16π2µF 20
{
− 2B0m+ 2
9
(m+ 2ms)B0
+16
[
(2m+ms)B0
(
−2 11
144
+
1
8
)
︸ ︷︷ ︸
− 1
36
+mB0
(
−2 5
48
+
3
8
)
︸ ︷︷ ︸
1
6
]}
=
M2π,2
16π2µF 20
{
B0m
(
−2 + 2
9
− 8
9
+
8
3
)
+B0ms
(
4
9
− 16
36
)}
= 0,
where we made use of the Γi of Table 3.3.
Exercise 3.12.1 For the SU(2) calculation of the Goldstone boson self en-
ergies at O(p4) we need the interaction Lagrangian
Lint = L4φ2 + L2φ4 .
Consider the Lagrangians of Gasser and Leutwyler and of Gasser, Sainio,
and Sˇvarc, respectively:
LGL4 =
l1
4
{
Tr[DµU(D
µU)†]
}2
+
l2
4
Tr[DµU(DνU)
†]Tr[DµU(DνU)†]
+
l3
16
[
Tr(χU † + Uχ†)
]2
+
l4
4
Tr[DµU(D
µχ)† +Dµχ(D
µU)†]
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+l5
[
Tr(fRµνUf
µν
L U
†)− 1
2
Tr(fLµνf
µν
L + f
R
µνf
µν
R )
]
+i
l6
2
Tr[fRµνD
µU(DνU)† + fLµν(D
µU)†DνU ]
− l7
16
[
Tr(χU † − Uχ†)]2
+
h1 + h3
4
Tr(χχ†) +
h1 − h3
16
{[
Tr(χU † + Uχ†)
]2
+
[
Tr(χU † − Uχ†)]2 − 2Tr(χU †χU † + Uχ†Uχ†)}
−2h2Tr(fLµνfµνL + fRµνfµνR ).
LGSS4 =
l1
4
{
Tr[DµU(D
µU)†]
}2
+
l2
4
Tr[DµU(DνU)
†]Tr[DµU(DνU)†]
+
l3 + l4
16
[
Tr(χU † + Uχ†)
]2
+
l4
8
Tr[DµU(D
µU)†]Tr(χU † + Uχ†)
+l5Tr(f
R
µνUf
µν
L U
†) + i
l6
2
Tr[fRµνD
µU(DνU)† + fLµν(D
µU)†DνU ]
− l7
16
[
Tr(χU † − Uχ†)]2 + h1 + h3 − l4
4
Tr(χχ†)
+
h1 − h3 − l4
16
{[
Tr(χU † + Uχ†)
]2
+
[
Tr(χU † − Uχ†)]2
−2Tr(χU †χU † + Uχ†Uχ†)}− 4h2 + l5
2
Tr(fLµνf
µν
L + f
R
µνf
µν
R ).
Setting the external fields to zero and inserting χ = 2Bm, derive the terms
involving two pion fields.
Remark: The bare and the renormalized low-energy constants li and l
r
i
are related by
li = l
r
i + γi
R
32π2
,
where R = 2/(n− 4)− [ln(4π) + Γ′(1) + 1] and
γ1 =
1
3
, γ2 =
2
3
, γ3 = −1
2
, γ4 = 2, γ5 = −1
6
, γ6 = −1
3
, γ7 = 0.
In the SU(2) sector one often uses the scale-independent parameters l¯i which
are defined by
lri =
γi
32π2
[
l¯i + ln
(
M2
µ2
)]
, i = 1, · · · , 6,
where M2 = B(mu +md). Since ln(1) = 0, the l¯i are proportional to the
renormalized coupling constant at the scale µ =M .
Exercise 3.12.2 Using isospin symmetry, at O(p4) the pion self energy is
of the form
Σba(p
2) = δab(A+Bp
2).
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p, a p, b
4
p, a p, b
k, c
2
Figure 3.6: Self-energy diagrams at O(p4). Vertices derived from L2n are
denoted by 2n in the interaction blobs.
The constants A and B receive a tree-level contribution from L4 and a one-
loop contribution from L2 (see Figure 3.6). Using the results of exercises
3.8.1, 3.11.1, and 3.12.1, derive the expressions of Table 3.12.2 for the self-
energy coefficients.
A B
GL, exponential −1
6
M2
F 2
I + 2l3
M4
F 2
2
3
I
F 2
GL, square root 3
2
M2
F 2
I + 2l3
M4
F 2
− I
F 2
GSS, exponential −1
6
M2
F 2
I + 2(l3 + l4)
M4
F 2
2
3
I
F 2
− 2l4M2F 2
GSS, square root 3
2
M2
F 2
I + 2(l3 + l4)
M4
F 2
− I
F 2
− 2l4M2F 2
Table 3.4: Self-energy coefficients and wave function renormalization con-
stants. I denotes the dimensionally regularized integral I = I(M2, µ2, n) =
M2
16π2
[
R + ln
(
M2
µ2
)]
+O(n−4), R = 2
n−4− [ln(4π) + Γ′(1) + 1], M2 = 2Bm.
Using
M2π,4 =
M2π,2 + A
1− B =M
2
π,2(1 +B) + A +O(p6),
derive the squared pion mass at O(p4):
M2π,4 =M
2 − l¯3
32π2F 2
M4 +O(M6),
where M2 = 2Bm.
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Exercise 3.12.3 You may repeat the full calculation in SU(3) to obtain
the masses of the Goldstone boson octet.
Remark: Conceptionally the calculation is completetly analogous to the
SU(2) calculation. Due to the SU(3) algebra and the fact that the loop
integrals contain different mass scales it is now considerably more work.
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Chapter 4
Chiral Perturbation Theory for
Baryons
So far we have considered the purely mesonic sector involving the interaction
of Goldstone bosons with each other and with the external fields. However,
ChPT can be extended to also describe the dynamics of baryons at low
energies. Here we will concentrate on matrix elements with a single baryon
in the initial and final states. With such matrix elements we can, e.g.,
describe static properties such as masses or magnetic moments, form factors,
or, finally, more complicated processes, such as pion-nucleon scattering,
Compton scattering, pion photoproduction etc. Technically speaking, we
are interested in the baryon-to-baryon transition amplitude in the presence
of external fields (as opposed to the vacuum-to-vacuum transition amplitude
of Section 1.5.3),
F(~p ′, ~p; v, a, s, p) = 〈~p ′; out|~p ; in〉cv,a,s,p, ~p 6= ~p ′,
determined by the Lagrangian of Eq. (1.135),
L = L0QCD + Lext = L0QCD + q¯γµ(vµ +
1
3
vµ(s) + γ5a
µ)q − q¯(s− iγ5p)q.
In the above equation |~p; in〉 and |~p ′; out〉 denote asymptotic one-baryon
in- and out-states, i.e., states which in the remote past and distant future
behave as free one-particle states of momentum ~p and ~p ′, respectively. The
functional F consists of connected diagrams only (superscript c). For ex-
ample, the matrix elements of the vector and axial-vector currents between
one-baryon states are given by
〈~p ′|V µ,a(x)|~p 〉 = δ
iδvaµ(x)
F(~p ′, ~p; v, a, s, p)
∣∣∣∣
v=0,a=0,s=M,p=0
,
〈~p ′|Aµ,a(x)|~p 〉 = δ
iδaaµ(x)
F(~p ′, ~p; v, a, s, p)
∣∣∣∣
v=0,a=0,s=M,p=0
,
where M = diag(mu, md, ms) denotes the quark-mass matrix and
V µ,a(x) = q¯(x)γµ
λa
2
q(x), Aµ,a(x) = q¯(x)γµγ5
λa
2
q(x).
115
-I3
6
S
u
n(940)(udd)
u
p(938)(uud)
u
Σ−(1197)(dds)
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Figure 4.1: The baryon octet in an (I3, S) diagram. We have included the
masses in MeV as well as the quark content.
As in the mesonic sector the method of calculating the Green functions
associated with the above functional consists of an effective-Lagrangian ap-
proach in combination with an appropriate power counting. Specific matrix
elements will be calculated applying the Gell-Mann and Low formula of
perturbation theory.
4.1 Transformation Properties of the Fields
The group-theoretical foundations of constructing phenomenological La-
grangians in the presence of spontaneous symmetry breaking have been
developed in Refs. [1, 2, 3]. The fields entering the Lagrangian are as-
sumed to transform under irreducible representations of the subgroup H
which leaves the vacuum invariant whereas the symmetry group G of the
Hamiltonian or Lagrangian is nonlinearly realized (for the transformation
behavior of the Goldstone bosons, see Section 3.3).
Our aim is a description of the interaction of baryons with the Goldstone
bosons as well as the external fields at low energies. To that end we need
to specify the transformation properties of the dynamical fields entering the
Lagrangian. Our discussion follows Refs. [4, 5].
To be specific, we consider the octet of the 1
2
+
baryons (see Figure 4.1).
With each member of the octet we associate a complex, four-component
Dirac field which we arrange in a traceless 3× 3 matrix B,
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B =
8∑
a=1
λaBa√
2
=

1√
2
Σ0 + 1√
6
Λ Σ+ p
Σ− − 1√
2
Σ0 + 1√
6
Λ n
Ξ− Ξ0 − 2√
6
Λ
 , (4.1)
where we have suppressed the dependence on x. For later use, we have to
keep in mind that each entry of Eq. (4.1) is a Dirac field, but for the pur-
pose of discussing the transformation properties under global flavor SU(3)
this can be ignored, because these transformations act on each of the four
components in the same way. In contrast to the mesonic case of Eq. (3.28),
where we collected the fields of the Goldstone octet in a Hermitian traceless
matrix φ, the Ba of the spin-1/2 case are not real (Hermitian), i.e., B 6= B†.
Exercise 4.1.1 Using Eq. (4.1), express the physical fields in terms of
Cartesian fields.
Now let us define the set
M ≡ {B(x)|B(x) complex, traceless 3× 3 matrix} (4.2)
which under the addition of matrices is a complex vector space. The follow-
ing homomorphism is a representation of the abstract group H = SU(3)V
on the vector space M [see also Eq. (3.25)]:
ϕ : H → ϕ(H), V 7→ ϕ(V ) where ϕ(V ) :M →M,
B(x) 7→ B′(x) = ϕ(V )B(x) ≡ V B(x)V †. (4.3)
First of all, B′(x) is again an element ofM , because Tr[B′(x)] = Tr[V B(x)V †]
= Tr[B(x)] = 0. Equation (4.3) satisfies the homomorphism property
ϕ(V1)ϕ(V2)B(x) = ϕ(V1)V2B(x)V
†
2 = V1V2B(x)V
†
2 V
†
1 = (V1V2)B(x)(V1V2)
†
= ϕ(V1V2)B(x)
and is indeed a representation of SU(3), because
ϕ(V )[λ1B1(x) + λ2B2(x)] = V [λ1B1(x) + λ2B2(x)]V
†
= λ1V B1(x)V
† + λ2V B2(x)V
†
= λ1ϕ(V )B1(x) + λ2ϕ(V )B2(x).
Equation (4.3) is just the familiar statement that B transforms as an octet
under (the adjoint representation of) SU(3)V .
1
Let us now turn to various representations and realizations of the group
SU(3)L×SU(3)R. We consider two explicit examples and refer the interested
reader to the textbook by Georgi [4] for more details. In analogy to the
1Technically speaking the adjoint representation is faithful (one-to-one) modulo the
center Z of SU(3) which is defined as the set of all elements commuting with all elements
of SU(3) and is given by Z = {13×3, exp(2πi/3)13×3, exp(4πi/3)13×3}.
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discussion of the quark fields in QCD, we may introduce left- and right-
handed components of the baryon fields [see Eq. (1.29)]:
B1 = PLB1 + PRB1 = BL +BR. (4.4)
We define the set M1 ≡ {(BL(x), BR(x))} which under the addition of
matrices is a complex vector space. The following homomorphism is a rep-
resentation of the abstract group G = SU(3)L × SU(3)R on M1:
(BL, BR) 7→ (B′L, B′R) ≡ (LBLL†, RBRR†), (4.5)
where we have suppressed the x dependence. The proof proceeds in com-
plete analogy to that of Eq. (4.3).
As a second example, consider the set M2 ≡ {B2(x)} with the homo-
morphism
B2 7→ B′2 ≡ LB2L†, (4.6)
i.e. the transformation behavior is independent of R. The mapping defines
a representation of the group SU(3)L × SU(3)R, although the transforma-
tion behavior is drastically different from the first example. However, the
important feature which both mappings have in common is that under the
subgroup H = {(V, V )|V ∈ SU(3)} of G both fields Bi transform as an
octet:
B1 = BL +BR
H7→ V BLV † + V BRV † = V B1V †,
B2
H7→ V B2V †.
We will now show how in a theory also containing Goldstone bosons the
various realizations may be connected to each other using field redefinitions.
Here we consider the second example, with the fields B2 of Eq. (4.6) and U
of Eq. (3.28) transforming as
B2 7→ LB2L†, U 7→ RUL†,
and define new baryon fields by
B˜ ≡ UB2,
so that the new pair (B˜, U) transforms as
B˜ 7→ RUL†LB2L† = RB˜L†, U 7→ RUL†.
Note in particular that B˜ still transforms as an octet under the subgroup
H = SU(3)V .
Given that physical observables are invariant under field transformations
we may choose a description of baryons that is maximally convenient for
the construction of the effective Lagrangian [4] and which is commonly
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used in chiral perturbation theory. We start with G = SU(2)L × SU(2)R
and consider the case of G = SU(3)L × SU(3)R later. Let
Ψ =
(
p
n
)
(4.7)
denote the nucleon field with two four-component Dirac fields for the proton
and the neutron and U the SU(2) matrix containing the pion fields. We
have already seen in Section 3.3.2 that the mapping U 7→ RUL† defines a
nonlinear realization of G. We denote the square root of U by u, u2(x) =
U(x), and define the SU(2)-valued function K(L,R, U) by
u(x) 7→ u′(x) =
√
RUL† ≡ RuK−1(L,R, U), (4.8)
i.e.
K(L,R, U) = u′−1Ru =
√
RUL†
−1
R
√
U.
The following homomorphism defines an operation of G on the set {(U,Ψ)}
in terms of a nonlinear realization:
ϕ(g) :
(
U
Ψ
)
7→
(
U ′
Ψ′
)
=
(
RUL†
K(L,R, U)Ψ
)
, (4.9)
because the identity leaves (U,Ψ) invariant and
ϕ(g1)ϕ(g2)
(
U
Ψ
)
= ϕ(g1)
(
R2UL
†
2
K(L2, R2, U)Ψ
)
=
(
R1R2UL
†
2L
†
1
K(L1, R1, R2UL
†
2)K(L2, R2, U)Ψ
)
=
(
R1R2U(L1L2)
†
K(L1L2, R1R2, U)Ψ
)
= ϕ(g1g2)
(
U
Ψ
)
.
Exercise 4.1.2 Consider the SU(3)-valued function
K(L,R, U) =
√
RUL†
−1
R
√
U.
Verify the homomorphism property
K(L1, R1, R2UL
†
2)K(L2, R2, U) = K((L1L2), (R1R2), U).
Note that for a general group element g = (L,R) the transformation behav-
ior of Ψ depends on U . For the special case of an isospin transformation,
R = L = V , one obtains u′ = V uV †, because
U ′ = u′2 = V uV †V uV † = V u2V † = V UV †.
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Comparing with Eq. (4.8) yields K−1(V, V, U) = V † or K(V, V, U) = V ,
i.e., Ψ transforms linearly as an isospin doublet under the isospin subgroup
SU(2)V of SU(2)L× SU(2)R. A general feature here is that the transforma-
tion behavior under the subgroup which leaves the ground state invariant
is independent of U . Moreover, as already discussed in Section 3.3.2, the
Goldstone bosons φ transform according to the adjoint representation of
SU(2)V , i.e., as an isospin triplet.
For the case G = SU(3)L × SU(3)R one uses the nonlinear realization
ϕ(g) :
(
U
B
)
7→
(
U ′
B′
)
=
(
RUL†
K(L,R, U)BK†(L,R, U)
)
, (4.10)
where K is defined completely analogously to Eq. (4.8) after inserting the
corresponding SU(3) matrices.
References:
[1] S. Weinberg, Phys. Rev. 166, 1568 (1968)
[2] S. R. Coleman, J. Wess, and B. Zumino, Phys. Rev. 177, 2239 (1969)
[3] C. G. Callan, S. R. Coleman, J. Wess, and B. Zumino, Phys. Rev. 177,
2247 (1969)
[4] H. Georgi, Weak Interactions and Modern Particle Theory (Ben-
jamin/Cummings, Menlo Park, 1984)
[5] J. Gasser, M. E. Sainio, and A. Sˇvarc, Nucl. Phys. B307, 779 (1988)
4.2 Baryonic Effective Lagrangian at Lowest
Order
Given the dynamical fields of Eqs. (4.9) and (4.10) and their transforma-
tion properties, we will now discuss the most general effective baryonic
Lagrangian at lowest order. As in the vacuum sector, chiral symmetry pro-
vides constraints among the single-baryon Green functions. Analogous to
the mesonic sector, these Ward identities will be satisfied if the Green func-
tions are calculated from the most general effective Lagrangian coupled to
external fields with a local invariance under the chiral group (see Section
1.4).
Let us start with the construction of the πN effective Lagrangian L(1)πN
which we demand to have a local SU(2)L × SU(2)R × U(1)V symmetry.
The transformation behavior of the external fields is given in Eq. (1.149),
whereas the nucleon doublet and U transform as(
U(x)
Ψ(x)
)
7→
(
VR(x)U(x)V
†
L(x)
exp[−iΘ(x)]K[VL(x), VR(x), U(x)]Ψ(x)
)
. (4.11)
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The local character of the transformation implies that we need to introduce
a covariant derivative DµΨ with the usual property that it transforms in
the same way as Ψ:
DµΨ(x) 7→ [DµΨ(x)]′ != exp[−iΘ(x)]K[VL(x), VR(x), U(x)]DµΨ(x).
(4.12)
Since K not only depends on VL and VR but also on U , we may expect the
covariant derivative to contain u and u† and their derivatives.
The so-called connection (recall ∂µuu
† = −u∂µu†),
Γµ =
1
2
[
u†(∂µ − irµ)u+ u(∂µ − ilµ)u†
]
, (4.13)
is an integral part of the covariant derivative of the nucleon doublet:
DµΨ = (∂µ + Γµ − iv(s)µ )Ψ. (4.14)
What needs to be shown is
D′µΨ
′ = [∂µ+Γ
′
µ−i(v(s)µ −∂µΘ)] exp(−iΘ)KΨ = exp(−iΘ)K(∂µ+Γµ−iv(s)µ )Ψ.
(4.15)
To that end, we make use of the product rule,
∂µ[exp(−iΘ)KΨ] = −i∂µΘexp(−iΘ)KΨ+exp(−iΘ)∂µKΨ+exp(−iΘ)K∂µΨ,
in Eq. (4.15) and multiply by exp(iΘ), reducing it to
∂µK = KΓµ − Γ′µK.
Using Eq. (4.8),
K = u′†VRu = u
′u′†︸︷︷︸
1
u′†VRu = u
′U ′†VRu = u
′VL U
†︸︷︷︸
u†u†
V †RVR︸ ︷︷ ︸
1
u = u′VLu
†,
we find
2(KΓµ − Γ′µK) = K
[
u†(∂µ − irµ)u
]− [u′†(∂µ − iVRrµV †R + VR∂µV †R)u′]K
+(R→ L, rµ → lµ, u↔ u†, u′ ↔ u′†)
= u′†VR(∂µu− irµu)− u′†∂µu′ K︸︷︷︸
u′†VRu
+iu′†VRrµ V
†
Ru
′K︸ ︷︷ ︸
u
−u′†VR∂µV †R u′K︸︷︷︸
VRu
+(R→ L, rµ → lµ, u↔ u†, u′ ↔ u′†)
= u′†VR∂µu− iu′†VRrµu− u′†∂µu′u′†︸ ︷︷ ︸
−∂µu′†
VRu
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+iu′†VRrµu− u′† VR∂µV †RVR︸ ︷︷ ︸
−∂µVR
u
+(R→ L, rµ → lµ, u↔ u†, u′ ↔ u′†)
= u′†VR∂µu+ ∂µu
′†VRu+ u
′†∂µVRu
+(R→ L, u↔ u†, u′ ↔ u′†)
= ∂µ(u
′†VRu+ u
′VLu
†) = 2∂µK,
i.e., the covariant derivative defined in Eq. (4.14) indeed satisfies the condi-
tion of Eq. (4.12). At O(p) there exists another Hermitian building block,
the so-called vielbein,
uµ ≡ i
[
u†(∂µ − irµ)u− u(∂µ − ilµ)u†
]
, (4.16)
which under parity transforms as an axial vector:
uµ
P7→ i [u(∂µ − ilµ)u† − u†(∂µ − irµ)u] = −uµ.
Exercise 4.2.1 Using
u′ = VRuK
† = KuV †L
show that, under SU(2)L × SU(2)R ×U(1)V , uµ transforms as
uµ 7→ KuµK†.
The most general effective πN Lagrangian describing processes with a
single nucleon in the initial and final states is then of the type Ψ¯ÔΨ, where Ô
is an operator acting in Dirac and flavor space, transforming under SU(2)L×
SU(2)R ×U(1)V as KÔK†. As in the mesonic sector, the Lagrangian must
be a Hermitian Lorentz scalar which is even under the discrete symmetries
C, P , and T .
The most general such Lagrangian with the smallest number of deriva-
tives is given by [1] 2
L(1)πN = Ψ¯
(
iD/− ◦mN +
◦
gA
2
γµγ5uµ
)
Ψ. (4.17)
It contains two parameters not determined by chiral symmetry: the nucleon
mass
◦
mN and the axial-vector coupling constant
◦
gA, both taken in the chiral
limit (denoted by ◦). [Physical nucleon mass: mN = 939 MeV. Theoretical
analysis:
◦
mN≈ 883 MeV (at fixed ms 6= 0). Physical axial-vector coupling
constant from neutron beta decay: gA = 1.267.] The overall normalization
of the Lagrangian is chosen such that in the case of no external fields and
no pion fields it reduces to that of a free nucleon of mass
◦
mN .
2The power counting will be discussed below.
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Exercise 4.2.2 Consider the lowest-order πN Lagrangian of Eq. (4.17).
Assume that there are no external fields, lµ = rµ = v
(s)
µ = 0, so that
Γµ =
1
2
(u†∂µu+ u∂µu
†),
uµ = i(u
†∂µu− u∂µu†).
By expanding
u = exp
(
i
~τ · ~φ
2F
)
= 1 + i
~τ · ~φ
2F
−
~φ 2
8F 2
+ · · · ,
derive the interaction Lagrangians containing one and two pion fields, re-
spectively.
Exercise 4.2.3 Consider the two-flavor Lagrangian
Leff = L(1)πN + Lπ2 ,
where
L(1)πN = Ψ¯
(
iD/− ◦mN +
◦
gA
2
γµγ5uµ
)
Ψ,
Lπ2 =
F 2
4
Tr[DµU(D
µU)†] +
F 2
4
Tr(χU † + Uχ†).
(a) We would like to study this Lagrangian in the presence of an electro-
magnetic field Aµ. For that purpose we need to insert for the external
fields
rµ = lµ = −eτ3
2
Aµ, v(s)µ = −
e
2
Aµ.
Derive the interaction Lagrangians LγNN , LπNN , LγπNN , and Lγππ.
Here, the nomenclature is such that LγNN denotes the interaction
Lagrangian describing the interaction of an external electromagnetic
field with a single nucleon in the initial and final states, respectively.
For example, LγπNN must be symbolically of the type Ψ¯φAΨ. Using
Feynman rules, these four interaction Lagrangians would be sufficient
to describe pion photoproduction of the nucleon, γN → πN , at lowest
order in ChPT.
(b) Now we would like to describe the interaction with a massive charged
weak boson W±µ = (W1µ ∓ iW2µ)/
√
2,
rµ = 0, lµ = − g√
2
(W+µ T+ +H.c.),
where H.c. refers to the Hermitian conjugate and
T+ =
(
0 Vud
0 0
)
.
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Here, Vud denotes an element of the Cabibbo-Kobayashi-Maskawa
quark-mixing matrix,
|Vud| = 0.9735± 0.0008.
At lowest order in perturbation theory, the Fermi constant is related
to the gauge coupling g and the W mass as
GF =
√
2
g2
8M2W
= 1.16639(1)× 10−5GeV−2.
Derive the interaction Lagrangians LWNN and LWπ.
(c) Finally, we consider the neutral weak interaction
rµ = e tan(θW )
τ3
2
Zµ,
lµ = − g
cos(θW )
τ3
2
Zµ + e tan(θW )τ3
2
Zµ,
v(s)µ =
e tan(θW )
2
Zµ,
where θW is the weak angle, e = g sin(θW ). Derive the interaction
Lagrangians LZNN and LZπ.
Since the nucleon massmN does not vanish in the chiral limit, the zeroth
component ∂0 of the partial derivative acting on the nucleon field does not
produce a “small” quantity. We thus have to address the new features of
chiral power counting in the baryonic sector. The counting of the external
fields as well as of covariant derivatives acting on the mesonic fields remains
the same as in mesonic chiral perturbation theory [see Eq. (3.61) of Section
3.6]. On the other hand, the counting of bilinears Ψ¯ΓΨ is probably easiest
understood by investigating the matrix elements of positive-energy plane-
wave solutions to the free Dirac equation in the Dirac representation:
ψ(+)(~x, t) = exp(−ipN · x)
√
EN +mN
(
χ
~σ·~pN
EN+mN
χ
)
, (4.18)
where χ denotes a two-component Pauli spinor and pµN = (EN , ~pN) with
EN =
√
~p 2N +m
2
N . In the low-energy limit, i.e. for nonrelativistic kine-
matics, the lower (small) component is suppressed as |~pN |/mN in compar-
ison with the upper (large) component. For the analysis of the bilinears
it is convenient to divide the 16 Dirac matrices into even and odd ones,
E = {1, γ0, γ5γi, σij} and O = {γ5, γ5γ0, γi, σi0} [2, 3], respectively, where
odd matrices couple large and small components but not large with large,
whereas even matrices do the opposite. Finally, i∂µ acting on the nucleon
solution produces pµN which we write symbolically as p
µ
N = (mN ,~0)+(EN −
mN , ~pN ) where we count the second term as O(p), i.e., as a small quantity.
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We are now in the position to summarize the chiral counting scheme for the
(new) elements of baryon chiral perturbation theory [4]:
Ψ, Ψ¯ = O(p0), DµΨ = O(p0), (iD/− ◦mN)Ψ = O(p),
1, γµ, γ5γµ, σµν = O(p0), γ5 = O(p), (4.19)
where the order given is the minimal one. For example, γµ has both anO(p0)
piece, γ0, as well as an O(p) piece, γi. A rigorous nonrelativistic reduction
may be achieved in the framework of the Foldy-Wouthuysen method [2, 3]
or the heavy-baryon approach [5, 6].
The construction of the SU(3)L×SU(3)R Lagrangian proceeds similarly
except for the fact that the baryon fields are contained in the 3× 3 matrix
of Eq. (4.1) transforming as KBK†. As in the mesonic sector, the building
blocks are written as products transforming as K · · ·K† with a trace taken
at the end. The lowest-order Lagrangian reads [4, 7]
L(1)MB = Tr
[
B¯ (iD/ −M0)B
]−D
2
Tr
(
B¯γµγ5{uµ, B}
)−F
2
Tr
(
B¯γµγ5[uµ, B]
)
,
(4.20)
where M0 denotes the mass of the baryon octet in the chiral limit. The
covariant derivative of B is defined as
DµB = ∂µB + [Γµ, B], (4.21)
with Γµ of Eq. (4.13) [for SU(3)L × SU(3)R]. The constants D and F may
be determined by fitting the semi-leptonic decays B → B′ + e− + ν¯e at tree
level [8]:
D = 0.80, F = 0.50. (4.22)
Other “popular” values are: (D = 0.75, F = 0.5), (D = 0.804, F = 0.463).
Exercise 4.2.4 Consider the three-flavor Lagrangian of Eq. (4.20) in the
absence of external fields:
DµB = ∂µB +
1
2
[u†∂µu+ u∂µu
†, B],
uµ = i(u
†∂µu− u∂µu†).
Using
B =
Baλa√
2
, B¯ =
B¯bλb√
2
,
show that the interaction Lagrangians with one and two mesons can be
written as
L(1)φBB =
1
F0
(dabcD + ifabcF )B¯bγ
µγ5Ba∂µφc,
L(1)φφBB = −
i
2F 20
fabefcdeB¯bγ
µBaφc∂µφd.
Hint: u†∂µu+ u∂µu† = u†∂µu− ∂µuu† = [u†, ∂µu].
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4.3 Application at Lowest Order: Goldberger-
Treiman Relation and the Axial-Vector
Current Matrix Element
We have seen in Section 1.3.6 that the quark masses in QCD give rise to
a non-vanishing divergence of the axial-vector current operator [see Eq.
(1.101)]. Here we will discuss the implications for the matrix elements of
the pseudoscalar density and of the axial-vector current evaluated between
single-nucleon states in terms of the lowest-order Lagrangians of Eqs. (3.69)
and (4.17). In particular, we will see that the Ward identity
〈N(p′)|∂µAµi (0)|N(p)〉 = 〈N(p′)|mqPi(0)|N(p)〉, (4.23)
where mq = mu = md, is satisfied.
The nucleon matrix element of the pseudoscalar density can be param-
eterized as
mq〈N(p′)|Pi(0)|N(p)〉 = M
2
πFπ
M2π − t
GπN(t)iu¯(p
′)γ5τiu(p), (4.24)
where t = (p′ − p)2. Equation (4.24) defines the form factor GπN(t) in
terms of the QCD operator mqPi(x). The operator mqPi(x)/(M
2
πFπ) serves
as an interpolating pion field and thus GπN(t) is also referred to as the
pion-nucleon form factor (for this specific choice of the interpolating pion
field). The pion-nucleon coupling constant gπN is defined through GπN(t)
evaluated at t =M2π .
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p2
mq i
1
Figure 4.2: Lowest-order contribution to the single-nucleon matrix element
of the pseudoscalar density. Mesonic and baryonic vertices are denoted by
a circle and a box, respectively, with the numbers 2 and 1 referring to the
chiral order of L2 and L(1)πN .
The Lagrangian L(1)πN of Eq. (4.17) does not generate a direct coupling of
an external pseudoscalar field pi(x) to the nucleon, i.e., it does not contain
any terms involving χ or χ†. At lowest order in the chiral expansion, the
matrix element of the pseudoscalar density is therefore given in terms of
the diagram of Figure 4.2, i.e., the pseudoscalar source produces a pion
which propagates and is then absorbed by the nucleon. The coupling of a
pseudoscalar field to the pion in the framework of L2 is given by
Lext = iF
2B
2
Tr(pU † − Up) = 2BFpiφi + · · · . (4.25)
When working with the nonlinear realization of Eq. (4.9) it is convenient to
use the so-called exponential parameterization
U(x) = exp
[
i
~τ · ~φ(x)
F
]
,
because in that case the square root is simply given by
u(x) = exp
[
i
~τ · ~φ(x)
2F
]
.
According to Figure 4.2, we need to identify the interaction term of a nucleon
with a single pion. In the absence of external fields the vielbein of Eq. (4.16)
is odd in the pion fields,
uµ = i
[
u†∂µu− u∂µu†
] φa 7→−φa7→ i [u∂µu† − u†∂µu] = −uµ. (4.26)
Expanding u and u† as
u = 1 + i
~τ · ~φ
2F
+O(φ2), u† = 1− i~τ ·
~φ
2F
+O(φ2), (4.27)
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we obtain
uµ = −~τ · ∂µ
~φ
F
+O(φ3), (4.28)
which, when inserted into L(1)πN of Eq. (4.17), generates the following inter-
action Lagrangian (see Exercise 4.2.2):
Lint = −1
2
◦
gA
F
Ψ¯γµγ5 ~τ · ∂µ~φ︸ ︷︷ ︸
τ b∂µφ
b
Ψ. (4.29)
(Note that the sign is opposite to the conventionally used pseudovector
pion-nucleon coupling.3) The Feynman rule for the vertex of an incoming
pion with four-momentum q and Cartesian isospin index a is given by
i
(
−1
2
◦
gA
F
)
γµγ5τ
bδba(−iqµ) = −1
2
◦
gA
F
q/γ5τ
a. (4.30)
On the other hand, the connection of Eq. (4.13) with the external fields set
to zero is even in the pion fields,
Γµ =
1
2
[
u†∂µu+ u∂µu
†] φa 7→−φa7→ 1
2
[
u∂µu
† + u†∂µu
]
= Γµ, (4.31)
i.e., it does not contribute to the single-pion vertex.
We now put the individual pieces together and obtain for the diagram
of Figure 4.2
mq2BF
i
t−M2π
u¯(p′)
(
−1
2
◦
gA
F
q/γ5τi
)
u(p)
= M2πF
◦
mN
◦
gA
F
1
M2π − t
u¯(p′)γ5iτiu(p),
where we used M2π = 2Bmq, and the Dirac equation to show u¯q/γ5u = 2
◦
mN
u¯γ5u. At O(p2) Fπ = F so that, by comparison with Eq. (4.24), we can
read off the lowest-order result
GπN(t) =
◦
mN
F
◦
gA, (4.32)
i.e., at this order the form factor does not depend on t. In general, the
pion-nucleon coupling constant is defined at t = M2π which, in the present
case, simply yields
gπN = GπN (M
2
π) =
◦
mN
F
◦
gA. (4.33)
3In fact, also the definition of the pion-nucleon form factor of Eq. (4.24) contains a
sign opposite to the standard convention so that, in the end, the Goldberger-Treiman
relation emerges with the conventional sign.
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Equation (4.33) represents the famous Goldberger-Treiman relation [1, 2]
which establishes a connection between quantities entering weak processes,
Fπ and gA (to be discussed below), and a typical strong-interaction quantity,
namely the pion-nucleon coupling constant gπN . The numerical violation of
the Goldberger-Treiman relation, as expressed in the so-called Goldberger-
Treiman discrepancy
∆πN ≡ 1− gAmN
gπNFπ
, (4.34)
is at the percent level,4 although one has to keep in mind that all four phys-
ical quantities move from their chiral-limit values
◦
gA etc. to the empirical
ones gA etc.
Using Lorentz covariance and isospin symmetry, the matrix element of
the axial-vector current between initial and final nucleon states—excluding
second-class currents [3]— can be parameterized as5
〈N(p′)|Aµi (0)|N(p)〉 = u¯(p′)
[
γµGA(t) +
(p′ − p)µ
2mN
GP (t)
]
γ5
τi
2
u(p), (4.35)
where t = (p′ − p)2, and GA(t) and GP (t) are the axial and induced pseu-
doscalar form factors, respectively.
At lowest order, an external axial-vector field aiµ couples directly to the
nucleon as
Lext =
◦
gAΨ¯γ
µγ5
τi
2
Ψaiµ + · · · , (4.36)
which is obtained from L(1)πN through uµ = (rµ − lµ) + · · · = 2aµ + · · ·. The
coupling to the pions is obtained from L2 with rµ = −lµ = aµ,
Lext = −F∂µφiaiµ + · · · , (4.37)
which gives rise to a diagram similar to Figure 4.2, with mqpi replaced by
aµi .
The matrix element is thus given by
u¯(p′)
{
◦
gAγ
µγ5
τi
2
+
[
−1
2
◦
gA
F
(p′/ − p/)γ5τi
]
i
q2 −M2π
(−iF qµ)
}
u(p),
4Using mN = 938.3 MeV, gA = 1.267, Fpi = 92.4 MeV, and gpiN = 13.21, [4], one
obtains ∆piN = 2.6 %.
5The terminology “first and second classes” refers to the transformation property of
strangeness-conserving semi-leptonic weak interactions under G conjugation [3] which is
the product of charge symmetry and charge conjugation G = C exp(iπI2). A second-class
contribution would show up in terms of a third form factor GT contributing as
GT (t)u¯(p
′)i
σµνqν
2mN
γ5
τi
2
u(p).
Assuming a perfect G-conjugation symmetry, the form factor GT vanishes.
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from which we obtain, by applying the Dirac equation,
GA(t) =
◦
gA, (4.38)
GP (t) = −4
◦
m
2
N
◦
gA
t−M2π
. (4.39)
At this order the axial form factor does not yet show a t dependence. The
axial-vector coupling constant is defined as GA(0) which is simply given by
◦
gA. We have thus identified the second new parameter of L(1)πN besides the
nucleon mass
◦
mN . The induced pseudoscalar form factor is determined by
the pion exchange which is the simplest version of the so-called pion-pole
dominance. The 1/(t−M2π) behavior of GP is not in conflict with the book-
keeping of a calculation at chiral order O(p), because, according to Eq.
(3.61), the external axial-vector field aµ counts as O(p), and the definition
of the matrix element contains a momentum (p′− p)µ and the Dirac matrix
γ5 [see Eq. (4.19)] so that the combined order of all elements is indeed O(p).
It is straightforward to verify that the form factors of Eqs. (4.32), (4.38),
and (4.39) satisfy the relation
2mNGA(t) +
t
2mN
GP (t) = 2
M2πFπ
M2π − t
GπN(t), (4.40)
which is required by the Ward identity of Eq. (4.23) with the parameteri-
zations of Eqs. (4.24) and (4.35) for the matrix elements. In other words,
only two of the three form factors GA, GP , and GπN are independent. Note
that this relation is not restricted to small values of t but holds for any t.
Exercise 4.3.1 According to Eq. (1.101), the divergence of the axial-vector
current in the SU(2) sector is given by
∂µA
µ
i (x) = mqPi(x), i = 1, 2, 3,
where we have assumed mq = mu = md. Let |A〉 and |B〉 denote some
(arbitrary) hadronic states which are eigenstates of the four-momentum
operator P µ with eigenvalues pµA and p
µ
B, respectively. Evaluating the above
operator equation between |A〉 and 〈B| and using translational invariance,
one obtains
〈B|∂µAµi (x)|A〉 = ∂µ〈B|Aµi (x)|A〉 = ∂µ(〈B|eiP ·xAµi (0)e−iP ·x|A〉)
= ∂µ(e
i(pB−pA)·x〈B|Aµi (0)|A〉) = iqµeiq·x〈B|Aµi (0)|A〉
!
= eiq·xmq〈B|Pi(0)|A〉,
where we introduced q = pB − pA. Dividing both sides by eiq·x 6= 0, we
obtain
iqµ〈B|Aµi (0)|A〉 = mq〈B|Pi(0)|A〉.
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(a) Make use of the parameterizations of Eqs. (4.24) and (4.35) for the
nucleon matrix elements and derive Eq. (4.40).
Hint: Make use of the Dirac equation.
(b) Verify that the lowest-order predictions
GA(t) =
◦
gA, GP (t) = −4
◦
m
2
N
◦
gA
t−M2π
, GπN(t) =
◦
mN
F
◦
gA,
indeed satisfy this constraint.
References:
[1] M. L. Goldberger and S. B. Treiman, Phys. Rev. 110, 1178 (1958);
Phys. Rev. 111, 354 (1958)
[2] Y. Nambu, Phys. Rev. Lett. 4, 380 (1960)
[3] S. Weinberg, Phys. Rev. 112, 1375 (1958)
[4] H. C. Schro¨der et al., Eur. Phys. J. C 21, 473 (2001)
[5] T. Fuchs and S. Scherer, Phys. Rev. C 68, 055501 (2003)
4.4 Application at Lowest Order: Pion-Nu-
cleon Scattering
As another example, we will consider pion-nucleon scattering and show how
the effective Lagrangian of Eq. (4.17) reproduces the Weinberg-Tomozawa
predictions for the s-wave scattering lengths [1, 2]. We will contrast the
results with those of a tree-level calculation within pseudoscalar (PS) and
pseudovector (PV) pion-nucleon couplings.
Before calculating the πN scattering amplitude within ChPT we intro-
duce a general parameterization of the invariant amplitudeM = iT for the
process πa(q) +N(p)→ πb(q′) +N(p′):6
T ab(p, q; p′, q′) =
1
2
{τ b, τa}T+(p, q; p′, q′) + 1
2
[τ b, τa]T−(p, q; p′, q′)
= δabT+(p, q; p′, q′)− iǫabcτ cT−(p, q; p′, q′), (4.41)
6One also finds the parameterization
T = u¯(p′)
(
D − 1
4mN
[q ′/ , q/ ]B
)
u(p)
with D = A+ νB, where, for simplicity, we have omitted the isospin indices.
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where
T±(p, q; p′, q′) = u¯(p′)
[
A±(ν, νB) +
1
2
(q/+ q′/ )B±(ν, νB)
]
u(p). (4.42)
The amplitudes A± and B± are functions of two independent scalar kine-
matical variables
ν =
s− u
4mN
=
(p+ p′) · q
2mN
=
(p+ p′) · q′
2mN
, (4.43)
νB = − q · q
′
2mN
=
t− 2M2π
4mN
, (4.44)
where s = (p+q)2, t = (p′−p)2, and u = (p′−q)2 are the usual Mandelstam
variables satisfying s+ t+ u = 2m2N + 2M
2
π . From pion-crossing symmetry
T ab(p, q; p′, q′) = T ba(p,−q′; p′,−q) we obtain for the crossing behavior of
the amplitudes
A+(−ν, νB) = A+(ν, νB), A−(−ν, νB) = −A−(ν, νB),
B+(−ν, νB) = −B+(ν, νB), B−(−ν, νB) = B−(ν, νB). (4.45)
As in ππ scattering one often also finds the isospin decomposition as in
Exercise 3.8.1,
〈I ′, I ′3|T |I, I3〉 = T IδII′δI3I′3 .
In this context we would like to point out that our convention for the phys-
ical pion fields (and states) (see Exercise 3.3.1) differs by a minus for the
π+ from the spherical convention which is commonly used in the context of
applying the Wigner-Eckart theorem. Taking for each π+ in the initial and
final states a factor of −1 into account, the relation between the two sets is
given by
T
1
2 = T+ + 2T−,
T
3
2 = T+ − T−. (4.46)
To verify Eqs. (4.46), we consider
T π
+π+ =
1
2
(T 11 − iT 12 + iT 21 + T 22) = T+ − τ3T−,
T π
+π0 =
1√
2
(T 13 + iT 23) = τ+T
−,
and evaluate the matrix elements
〈pπ+|T |pπ+〉 = T+ − T−,
〈pπ0|T |nπ+〉 =
√
2T−.
A comparison with the results of Exercise 4.4.1 below,
sph.〈pπ+|T |pπ+〉sph. = T 32 = (−1)2〈pπ+|T |pπ+〉 = T+ − T−,
sph.〈pπ0|T |nπ+〉sph. =
√
2
3
(T
3
2 − T 12 ) = (−1)〈pπ0|T |nπ+〉 = −
√
2T−,
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results in Eqs. (4.46). (The subscript sph. serves to distinguish the spherical
convention from our convention.)
Exercise 4.4.1 Consider the general parameterization of the invariant am-
plitudeM = iT for the process πa(q)+N(p)→ πb(q′)+N(p′) of Eqs. (4.41)
and (4.42) with the kinematical variables of Eqs. (4.43) and (4.44).
(a) Show that
s−m2N = 2mN (ν − νB), u−m2N = −2mN (ν + νB).
Hint: Make use of four-momentum conservation, p + q = p′ + q′, and
of the mass-shell conditions, p2 = p′2 = m2N , q
2 = q′2 =M2π .
Derive the threshold values
ν|thr =Mπ, νB|thr = − M
2
π
2mN
.
(b) Show that from pion-crossing symmetry
T ab(p, q; p′, q′) = T ba(p,−q′; p′,−q)
we obtain the crossing behavior of Eq. (4.45).
(c) The physical πN channels may be expressed in terms of the isospin
eigenstates as (a spherical convention is understood)
|pπ+〉 = |3
2
,
3
2
〉,
|pπ0〉 =
√
2
3
|3
2
,
1
2
〉+ 1√
3
|1
2
,
1
2
〉,
|nπ+〉 = 1√
3
|3
2
,
1
2
〉 −
√
2
3
|1
2
,
1
2
〉,
|pπ−〉 = 1√
3
|3
2
,−1
2
〉+
√
2
3
|1
2
,−1
2
〉,
|nπ0〉 =
√
2
3
|3
2
,−1
2
〉 − 1√
3
|1
2
,−1
2
〉,
|nπ−〉 = |3
2
,−3
2
〉.
Using
〈I ′, I ′3|T |I, I3〉 = T IδII′δI3I′3 ,
derive the expressions for 〈pπ0|T |nπ+〉, 〈pπ0|T |pπ0〉, and 〈nπ+|T |nπ+〉.
Verify that
〈pπ0|T |pπ0〉 − 〈nπ+|T |nπ+〉 = 1√
2
〈pπ0|T |nπ+〉.
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Exercise 4.4.2 Consider the so-called pseudoscalar pion-nucleon interac-
tion
LPSπNN = −igπNΨ¯γ5~τ · ~φΨ.
The Feynman rule for both the absorption and the emission of a pion with
Cartesian isospin index a is given by
gπNγ5τa.
Derive the s- and u-channel contributions to the invariant amplitude of
pion-nucleon scattering.
Let us turn to the tree-level approximation to the πN scattering ampli-
tude as obtained from L(1)πN of Eq. (4.17). In order to derive the relevant
interaction Lagrangians from Eq. (4.17), we reconsider the connection of
Eq. (4.13) with the external fields set to zero and obtain
Γµ =
i
4F 2
~τ · ~φ× ∂µ~φ+O(φ4). (4.47)
The linear pion-nucleon interaction term was already derived in Eq. (4.29)
so that we end up with the following interaction Lagrangian:
Lint = −1
2
◦
gA
F
Ψ¯γµγ5τ
b∂µφ
bΨ− 1
4F 2
Ψ¯γµ ~τ · ~φ× ∂µ~φ︸ ︷︷ ︸
ǫcdeτ
cφd∂µφ
e
Ψ. (4.48)
The first term is the pseudovector pion-nucleon coupling and the second the
contact interaction with two factors of the pion field interacting with the
nucleon at a single point. The Feynman rules for the vertices derived from
Eq. (4.48) read
• for an incoming pion with four-momentum q and Cartesian isospin
index a:
− 1
2
◦
gA
F
q/γ5τ
a, (4.49)
• for an incoming pion with q, a and an outgoing pion with q′, b:
i
(
− 1
4F 2
)
γµǫcdeτ
c
(
δdaδebiq′µ + δ
dbδea(−iq)µ
)
=
q/+ q′/
4F 2
ǫabcτ
c. (4.50)
The latter gives the contact contribution to M (see Figure 4.3),
Mcont = u¯(p′)q/+ q
′/
4F 2
ǫabcτ
c︸ ︷︷ ︸
i1
2
[τ b, τa]
u(p) = i
1
2F 2
u¯(p′)
1
2
[τ b, τa]
1
2
(q/+ q′/ )u(p).
(4.51)
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Figure 4.3: Contact contribution to the pion-nucleon scattering amplitude.
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Figure 4.4: s- and u-channel pole contributions to the pion-nucleon scat-
tering amplitude.
We emphasize that such a term is not present in a conventional calculation
with either a pseudoscalar or a pseudovector pion-nucleon interaction.
For the s- and u-channel nucleon-pole diagrams the pseudovector vertex
appears twice (see Figure 4.4) and we obtain
Ms+u = i
◦
g
2
A
4F 2
u¯(p′)τ bτa(−q′/ )γ5 1
p′/ + q′/− ◦mN
q/γ5u(p)
+i
◦
g
2
A
4F 2
u¯(p′)τaτ bq/γ5
1
p′/ − q/− ◦mN
(−q′/ )γ5u(p). (4.52)
The s- and u-channel contributions are related to each other through pion
crossing a ↔ b and q ↔ −q′. In what follows we explicitly calculate only
the s channel and make use of pion-crossing symmetry at the end to obtain
the u-channel result. Moreover, we perform the manipulations such that
the result of pseudoscalar coupling may also be read off. Using the Dirac
equation, we rewrite
q/γ5u(p) = (p
′/+q′/− ◦mN + ◦mN−p/)γ5u(p) = (p′/+q′/− ◦mN)γ5u(p)+2 ◦mN γ5u(p)
and obtain
Ms = i
◦
g
2
A
4F 2
u¯(p′)τ bτa(−q′/ )γ5 1
p′/ + q′/− ◦mN
[
(p′/ + q′/− ◦mN ) + 2 ◦mN
]
γ5u(p)
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γ25=1= i
◦
g
2
A
4F 2
u¯(p′)τ bτa
[
(−q′/ ) + (−q′/ )γ5 1
p′/ + q′/− ◦mN
2
◦
mN γ5
]
u(p).
We repeat the above procedure
u¯(p′)q′/ γ5 = u¯(p
′)[−2 ◦mN γ5 − γ5(p/+ q/− ◦mN)],
yielding
Ms = i
◦
g
2
A
4F 2
u¯(p′)τ bτa[(−q′/ ) + 4m2Nγ5
1
p′/ + q′/− ◦mN
γ5︸ ︷︷ ︸
PS coupling
+2
◦
mN ]u(p), (4.53)
where, for the identification of the PS-coupling result, one has to make use
of the Goldberger-Treiman relation (see Section 4.3)
◦
gA
F
=
◦
gπN
◦
mN
,
where
◦
gπN denotes the pion-nucleon coupling constant in the chiral limit.
Using
s−m2N = 2mN(ν − νB),
we find
u¯(p′)γ5
1
p′/ + q′/− ◦mN
γ5u(p) = u¯(p
′)γ5
p′/ + q′/+
◦
mN
(p′ + q′)2− ◦m2N
γ5u(p)
=
1
2
◦
mN (ν − νB)
[
−1
2
u¯(p′)(q/+ q′/ )u(p)
]
,
where we again made use of the Dirac equation. We finally obtain for the
s-channel contribution
Ms = i
◦
g
2
A
4F 2
u¯(p′)τ bτa
[
2
◦
mN +
1
2
(q/+ q′/ )
(
−1− 2
◦
mN
ν − νB
)]
u(p). (4.54)
As noted above, the expression for the u channel results from the substitu-
tion a↔ b and q ↔ −q′
Mu = i
◦
g
2
A
4F 2
u¯(p′)τaτ b
[
2
◦
mN +
1
2
(q/+ q′/ )
(
1− 2
◦
mN
ν + νB
)]
u(p). (4.55)
We combine the s- and u-channel contributions using
τ bτa =
1
2
{τ b, τa}+ 1
2
[τ b, τa], τaτ b =
1
2
{τ b, τa} − 1
2
[τ b, τa],
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and
1
ν − νB ±
1
ν + νB
=
{
2ν
2νB
}
ν2 − ν2B
and summarize the contributions to the functions A± and B± of Eq. (4.42)
in Table 4.1.
amplitude\origin PS ∆PV contact sum
A+ 0
◦
g
2
A
◦
mN
F 2
0
◦
g
2
A
◦
mN
F 2
A− 0 0 0 0
B+ −
◦
g
2
A
F 2
◦
mNν
ν2−ν2
B
0 0 −
◦
g
2
A
F 2
◦
mNν
ν2−ν2
B
B− −
◦
g
2
A
F 2
◦
mNνB
ν2−ν2B
−
◦
g
2
A
2F 2
1
2F 2
1−◦g
2
A
2F 2
−
◦
g
2
A
F 2
◦
mNνB
ν2−ν2B
Table 4.1: Tree-level contributions to the functions A± and B± of Eq.
(4.42). The second column (PS) denotes the result using pseudoscalar pion-
nucleon coupling (using the Goldberger-Treiman relation). The sum of the
second and third column (PS+∆PV) represents the result of pseudovector
pion-nucleon coupling. The contact term is specific to the chiral approach.
The last column, the sum of the second, third, and fourth columns, is the
lowest-order ChPT result.
In order to extract the scattering lengths, let us consider threshold kine-
matics
pµ = p′µ = (mN , 0), q
µ = q′µ = (Mπ, 0), ν|thr =Mπ, νB|thr = − M
2
π
2mN
.
(4.56)
Since we only work at lowest-order tree level, we replace
◦
mN→ mN , etc.
Together with7
u(p)→√2mN
(
χ
0
)
, u¯(p′)→√2mN
(
χ′† 0
)
we find for the threshold matrix element
T |thr = 2mNχ′†
[
δab
(
A+ +MπB
+
)− iǫabcτ c (A− +MπB−)]thr χ. (4.57)
Using [
ν2 − ν2B
]
thr
=M2π
(
1− µ
2
4
)
, µ =
Mπ
mN
≈ 1
7
,
7Recall that we use the normalization u¯u = 2mN .
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we obtain
T |thr = 2mNχ′†
[
δab
(
g2AmN
F 2π
+Mπ
(
− g
2
A
F 2π
)
mN
Mπ
1
1− µ2
4︸ ︷︷ ︸
PS
)
︸ ︷︷ ︸
ChPT = PV
−iǫabcτ cMπ
(
1
2F 2π
− g
2
A
2F 2π
− g
2
A
F 2π
(
−1
2
)
1
1− µ2
4︸ ︷︷ ︸
PS︸ ︷︷ ︸
PV
)
︸ ︷︷ ︸
ChPT
]
χ, (4.58)
where we have indicated the results for the various coupling schemes.
Let us discuss the s-wave scattering lengths resulting from Eq. (4.58).
Using the above normalization for the Dirac spinors, the differential cross
section in the center-of-mass frame is given by
dσ
dΩ
=
|~q ′|
|~q |
(
1
8π
√
s
)2
|T |2, (4.59)
which, at threshold, reduces to
dσ
dΩ
∣∣∣∣
thr
=
(
1
8π(mN +Mπ)
)2
|T |2thr != |a|2. (4.60)
The s-wave scattering lengths are defined as8
a±0+ =
1
8π(mN +Mπ)
T±|thr = 1
4π(1 + µ)
[
A± +MπB
±]
thr
. (4.61)
The subscript 0+ refers to the fact that the πN system is in an orbital s
wave (l = 0) with total angular momentum 1/2 = 0 + 1/2. Inserting the
results of Table 4.1 we obtain9
a−0+ =
Mπ
8π(1 + µ)F 2π
(
1 +
g2Aµ
2
4
1
1− µ2
4
)
=
Mπ
8π(1 + µ)F 2π
[1 +O(p2)],
(4.62)
a+0+ = −
g2AMπ
16π(1 + µ)F 2π
µ
1− µ2
4
= O(p2), (4.63)
8The threshold parameters are defined in terms of a multipole expansion of the πN
scattering amplitude. The sign convention for the s-wave scattering parameters a
(±)
0+ is
opposite to the convention of the effective range expansion.
9We do not expand the fraction 1/(1+µ), because the µ dependence is not of dynam-
ical origin.
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where we have also indicated the chiral order. Taking the linear combina-
tions a
1
2 = a+0+ + 2a
−
0+ and a
3
2 = a+0+ − a−0+ [see Eq. (4.46)], we see that
the results of Eqs. (4.62) and (4.63) indeed satisfy the Weinberg-Tomozawa
relation [1, 2]:10
aI = − Mπ
8π(1 + µ)F 2π
[I(I + 1)− 3
4
− 2]. (4.64)
As in ππ scattering, the scattering lengths vanish in the chiral limit re-
flecting the fact that the interaction of Goldstone bosons vanishes in the
zero-energy limit. The pseudoscalar pion-nucleon interaction produces a
scattering length a+0+ proportional to mN instead of µMπ and is clearly in
conflict with the requirements of chiral symmetry. Moreover, the scattering
length a−0+ of the pseudoscalar coupling is too large by a factor g
2
A in compar-
ison with the two-pion contact term of Eq. (4.51) (sometimes also referred
to as the Weinberg-Tomozawa term) induced by the nonlinear realization of
chiral symmetry. On the other hand, the pseudovector pion-nucleon inter-
action gives a totally wrong result for a−0+, because it misses the two-pion
contact term of Eq. (4.51).
Using the values
gA = 1.267, Fπ = 92.4MeV,
mN = mp = 938.3MeV, Mπ =Mπ+ = 139.6MeV, (4.65)
the numerical results for the scattering lengths are given in Table 4.2. We
have included the full results of Eqs. (4.62) and (4.63) and the consistent
corresponding prediction at O(p). The empirical results quoted have been
taken from low-energy partial-wave analyses [6, 7] and recent precision X-
ray experiments on pionic hydrogen and deuterium [8].
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Scattering length a+0+ [MeV
−1] a−0+ [MeV
−1]
Tree-level result −6.80× 10−5 +5.71× 10−4
ChPT O(p) 0 +5.66× 10−4
HBChPT O(p2) [3] −1.3× 10−4 +5.5× 10−4
HBChPT O(p3) [3] (−7± 9)× 10−5 (+6.7± 1.0)× 10−4
HBChPT O(p4) [I] [4] −6.9× 10−5 +6.47× 10−4
HBChPT O(p4) [II] [4] +3.2× 10−5 +5.52× 10−4
HBChPT O(p4) [III] [4] +1.9× 10−5 +6.21× 10−4
RChPT O(p4) (a) [5] −6.0× 10−5 +6.55× 10−4
RChPT O(p4) (b) [5] −9.4× 10−5 +6.55× 10−4
PS −1.23× 10−2 +9.14× 10−4
PV −6.80× 10−5 +5.06× 10−6
Empirical values [6] (−7± 1)× 10−5 (6.6± 0.1)× 10−4
Empirical values [7] (2.04± 1.17)× 10−5 (5.71± 0.12)× 10−4
(5.92± 0.11)× 10−4
Experiment [8] (−2.7± 3.6)× 10−5 (+6.59± 0.30)× 10−4
Table 4.2: s-wave scattering lengths a±0+.
4.5 The Next-To-Leading-Order Lagrangian
The next-to-leading-order pion-nucleon Lagrangian contains seven low-energy
constants ci [1, 2],
L(2)πN = c1Tr(χ+)Ψ¯Ψ−
c2
4m2
Tr(uµuν)(Ψ¯D
µDνΨ+H.c.)
+
c3
2
Tr(uµuµ)Ψ¯Ψ− c4
4
Ψ¯γµγν [uµ, uν ]Ψ + c5Ψ¯
[
χ+ − 1
2
Tr(χ+)
]
Ψ
+Ψ¯
[c6
2
f+µν +
c7
2
v(s)µν
]
σµνΨ,
(4.66)
where H.c. refers to the Hermitian conjugate and
χ± = u
†χu† ± uχ†u,
v(s)µν = ∂µv
(s)
ν − ∂νv(s)µ ,
f±µν = uf
L
µνu
† ± u†fRµνu,
fLµν = ∂µlν − ∂νlµ − i [lµ, lν ] ,
fRµν = ∂µrν − ∂νrµ − i [rµ, rν ] .
The low-energy constants c1, · · · , c4 may be estimated from a (tree-level) fit
[3] to the πN threshold parameters of Koch [4]:
c1 = −0.9m−1N , c2 = 2.5m−1N , c3 = −4.2m−1N , c4 = 2.3m−1N . (4.67)
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Note that other determinations of these parameters exist in the literature.
The constant c5 is related to the strong contribution to the neutron-proton
mass difference.
Finally, the constants c6 and c7 are related to the isovector and isoscalar
magnetic moments of the nucleon in the chiral limit. This is seen by con-
sidering the coupling to an external electromagnetic field:
rµ = lµ = −eτ3
2
Aµ, v(s)µ = −e
1
2
Aµ.
We then obtain
v(s)µν = −e
1
2
Fµν , Fµν = ∂µAν − ∂νAµ,
fLµν = ∂µlν − ∂νlµ − i [lµ, lν ]︸ ︷︷ ︸
0
= −eτ3
2
Fµν = fRµν ,
and thus
f+µν = uf
L
µνu
† + u†fRµνu = f
L
µν + f
R
µν + · · · = −eτ3Fµν + · · · .
We thus obtain for the terms without pion fields
−e
2
Ψ¯
(
c6τ3 +
1
2
c7
)
σµνΨFµν .
Comparing with the interaction Lagrangian of a magnetic field with the
anomalous magnetic moment of the nucleon,
− e
4mN
Ψ¯
1
2
(κ(s) + τ3κ
(v))σµνΨFµν ,
we obtain
c7 =
◦
κ
(s)
2
◦
mN
, c6 =
◦
κ
(v)
4
◦
mN
,
where ◦ denotes the chiral limit. The physical values read
κp =
1
2
(κ(s) + κ(v)) = 1.793, κn =
1
2
(κ(s) − κ(v)) = −1.913,
and thus κ(s) = −0.120 and κ(v) = 3.706.
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4.6 Example for a Loop Diagram
In Section 3.5 we saw that, in the purely mesonic sector, contributions of n-
loop diagrams are at least of order O(p2n+2), i.e., they are suppressed by p2n
in comparison with tree-level diagrams. An important ingredient in deriving
this result was the fact that we treated the squared pion mass as a small
quantity of order p2. Such an approach is motivated by the observation that
the masses of the Goldstone bosons must vanish in the chiral limit. In the
framework of ordinary chiral perturbation theory M2π ∼ mq [see Eq. (3.45)]
which translates into a momentum expansion of observables at fixed ratio
mq/p
2. On the other hand, there is no reason to believe that the masses of
hadrons other than the Goldstone bosons should vanish or become small in
the chiral limit. In other words, the nucleon mass entering the pion-nucleon
Lagrangian of Eq. (4.17) should—as already anticipated in the discussion
following Eq. (4.17)—not be treated as a small quantity of, say, order O(p).
Naturally the question arises how all this affects the calculation of loop
diagrams and the setup of a consistent power counting scheme. Our goal
is to propose a renormalization procedure generating a power counting for
tree-level and loop diagrams of the (relativistic) EFT for baryons which is
analogous to that given in Section 3.5 for mesons. Choosing a suitable renor-
malization condition will allow us to apply the following power counting: a
loop integration in n dimensions counts as pn, pion and fermion propagators
count as p−2 and p−1, respectively, vertices derived from L2k and L(k)πN count
as p2k and pk, respectively. Here, p generically denotes a small expansion
parameter such as, e.g., the pion mass. In total this yields for the power D
of a diagram the standard formula
D = nNL − 2Iπ − IN +
∞∑
k=1
2kNπ2k +
∞∑
k=1
kNNk , (4.68)
where NL, Iπ, IN , N
π
2k, and N
N
k denote the number of independent loop
momenta, internal pion lines, internal nucleon lines, vertices originating
from L2k, and vertices originating from L(k)πN , respectively. We make use of
the relation11
NL = Iπ + IN −Nπ −NN + 1
with Nπ and NN the total number of pionic and baryonic vertices, respec-
tively, to eliminate Iπ:
D = (n− 2)NL + IN + 2 +
∞∑
k=1
2(k − 1)Nπ2k +
∞∑
k=1
(k − 2)NNk .
11This relation can be understood as follows: For each internal line we have a propa-
gator in combination with an integration with measure d4k/(2π)4. So we end up with
Ipi + IN integrations. However, at each vertex we have a four-momentum conserving
delta function, reducing the number of integrations by Npi + NN − 1, where the −1 is
related to the overall four-momentum conserving delta function δ4(Pf − Pi).
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Finally, for processes containing exactly one nucleon in the initial and final
states we have12 NN = IN + 1 and we thus obtain
D = 1 + (n− 2)NL +
∞∑
k=1
2(k − 1)Nπ2k +
∞∑
k=1
(k − 1)NNk
(4.69)
≥ 1 in 4 dimensions.
According to Eq. (4.69), one-loop calculations in the single-nucleon sector
should start contributing at O(pn−1). For example, let us consider the one-
loop contribution of the first diagram of Figure 4.5 to the nucleon self-energy.
According to Eq. (4.68), the renormalized result should be of order
D = n · 1− 2 · 1− 1 · 1 + 1 · 2 = n− 1. (4.70)
We will see below that the corresponding renormalization scheme is more
complicated than in the mesonic sector.
4.6.1 One-Loop Correction to the Nucleon Mass
Exercise 4.6.1 In the following we will calculate the mass mN of the nu-
cleon up to and including order O(p3). As in the case of pions, the physical
mass is defined through the pole of the full propagator (at /p = mN for the
nucleon). The propagator is given by
S0(p) =
1
/p−m0 − Σ0(/p) ≡
1
/p− ◦mN −Σ(/p)
, (4.71)
where m0 refers to the bare mass,
◦
mN is the nucleon mass in the chiral
limit and Σ0(/p) denotes the nucleon self energy. To determine the mass, the
equation
mN −m0 − Σ0(mN) = mN− ◦mN −Σ(mN ) = 0 (4.72)
has to be solved, so the task is to calculate the nucleon self energy Σ(/p).
(a) The πN Lagrangian at order O(p2) is given by
L(2)πN = c1Tr(χ+)Ψ¯Ψ−
c2
4m2
[
Ψ¯ Tr(uµuν)D
µDνΨ+H.c.
]
+ Ψ¯
[
c3
2
Tr(uµu
µ) + i
c4
4
[uµ, uν ] + c5
[
χ+ − 1
2
Tr(χ+)
]
+
c6
2
f+µν +
c7
2
v(s)µν
]
σµνΨ.
(4.73)
12In the low-energy effective field theory one has no closed fermion loops. In other
words, in the single-nucleon sector exactly one fermion line runs through the diagram
connecting the initial and final states.
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p p− k
k
p
1 1
p p
k
1
Figure 4.5: One-loop contributions to the nucleon self-energy
Which of these terms contain only the nucleon fields and therefore
give a contact contribution to the self energy? Determine −iΣcontact(/p)
from i〈Ψ¯|L(2)πN |Ψ〉.
Remark: There are no contact contributions from the Lagrangian
L(3)πN .
(b) By using the expansion of L(1)πN up to two pion fields from Exercise 4.2.2
verify the following Feynman rules:13

p
k; a
p
0
1
−
◦
gA0
2F0
/kγ5τa

p
k; a
p
0
k
0
; b
1
1
4F 20
(/k + /k
′
)ǫabiτi
There are two types of loop contributions at order O(p3), shown in
Figure 4.5.
(c) Use the Feynman rules to show that the second diagram in Figure 4.5
does not contribute to the self energy.
(d) Use the Feynman rules and the expressions for the propagators,
i∆π(p) =
i
p2 −M2 + i0+ ,
iSN (p) = i
/p+
◦
mN −i0+
p2− ◦m2N +i0+
,
13Here, the subscripts 0 denote bare quantities. The generation of counterterms is
discussed in Section 4.6.2.
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to verify that in dimensional regularization the first diagram in Figure
4.5 gives the contribution
−iΣloop(/p) = −i3
◦
g
2
A0
4F 20
iµ4−n
∫
dnk
(2π)n
/k(/p− ◦mN −/k)/k
[(p− k)2− ◦m2N +i0+][k2 −M2 + i0+]
.
(4.74)
(e) Show that the numerator can be simplified to
− (/p+ ◦mN)k2 + (p2− ◦m
2
N)/k −
[
(p− k)2− ◦m2N
]
/k, (4.75)
which, when inserted in Eq. (4.74), gives
Σloop(/p) =
3
◦
g
2
A0
4F 20
{
−(/p+ ◦mN)µ4−ni
∫
dnk
(2π)n
1
[(p− k)2− ◦m2N +i0+]
−(/p+ ◦mN)M2µ4−ni
∫
dnk
(2π)n
1
[(p− k)2− ◦m2N +i0+][k2 −M2 + i0+]
+(p2− ◦m2N)µ4−ni
∫
dnk
(2π)n
/k
[(p− k)2− ◦m2N +i0+][k2 −M2 + i0+]
−µ4−ni
∫
dnk
(2π)n
/k
[k2 −M2 + i0+]
}
. (4.76)
Hint: {γµ, γν} = 2gµν , {γµ, γ5} = 0, γ5γ5 = 1, k2 = k2 −M2 +
M2.
(f) The last term in Eq. (4.76) vanishes since the integrand is odd in k.
We use the following convention for scalar loop integrals
IN ···π···(p1, · · · , q1, · · ·)
= µ4−ni
∫
dnk
(2π)n
1
[(k + p1)2− ◦m
2
N +i0
+] · · · [(k + q1)2 −M2 + i0+] · · ·
.
To determine the vector integral use the ansatz
µ4−ni
∫
dnk
(2π)n
kµ
[(p− k)2− ◦m2N +i0+][k2 −M2 + i0+]
= pµC. (4.77)
Multiply Eq. (4.77) by pµ to show that C is given by
C =
1
2p2
[
IN − Iπ + (p2− ◦m
2
N +M
2)INπ(−p)
]
. (4.78)
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Using the above convention the loop contribution to the nucleon self
energy reads
Σloop(/p) = −3
◦
g
2
A0
4F 20
{
(/p+
◦
mN)IN + (/p+
◦
mN)M
2INπ(−p, 0)
−(p2− ◦m2N)
/p
2p2
[
IN − Iπ + (p2− ◦m
2
N +M
2)INπ(−p)
]}
.
(4.79)
The explicit expressions for the integrals are given by
Iπ =
M2
16π2
[
R + ln
(
M2
µ2
)]
,
IN =
◦
m
2
N
16π2
[
R + ln
( ◦
m
2
N
µ2
)]
,
INπ(p, 0) =
1
16π2
[
R + ln
( ◦
m
2
N
µ2
)
− 1
+
p2− ◦m2N −M2
p2
ln
(
M
◦
mN
)
+
2
◦
mN M
p2
F (Ω)
]
,
(4.80)
where
R =
2
n− 4 − [ln(4π) + Γ
′(1) + 1],
Ω =
p2− ◦m2N −M2
2
◦
mN M
,
and
F (Ω) =

√
Ω2 − 1 ln (−Ω−√Ω2 − 1), Ω ≤ −1,√
1− Ω2 arccos(−Ω), −1 ≤ Ω ≤ 1,√
Ω2 − 1 ln (Ω +√Ω2 − 1)− iπ√Ω2 − 1, 1 ≤ Ω .
(g) The result for the self energy contains divergences as n→ 4 (the terms
proportional to R), so it has to be renormalized. For convenience,
choose the renormalization parameter µ =
◦
mN . The M˜S renormaliza-
tion can be performed by simply dropping the terms proportional to
R and by replacing all bare coupling constants (c1,
◦
gA0, F0) with the
renormalized ones, now indicated by a subscript r. The M˜S renormal-
ized self energy contribution then reads
Σloopr (/p) = −
3
◦
g
2
Ar
4F 2r
{
(/p+
◦
mN)M
2IrNπ(−p, 0)
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−(p2− ◦m2N )
/p
2p2
[
(p2− ◦m2N +M2)IrNπ(−p)− Irπ
]}
,
(4.81)
where the superscript r on the integrals means that the terms propor-
tional to R have been dropped. Using the definition of the integrals,
show that Eq. (4.81) contains a term of order O(p2). What does the
presence of this term tell you about the applicability of the M˜S scheme
in baryon ChPT?
Hint: What chiral order did the power counting assign to the diagram
from which we calculated Σloop?
(h) We can now solve Eq. (4.72) for the nucleon mass,
mN =
◦
mN +Σ
contact
r (mN ) + Σ
loop
r (mN)
=
◦
mN −4c1rM2 + Σloopr (mN ). (4.82)
We have mN− ◦mN= O(p2). Since our calculation is only valid up to
order O(p3), determine Σloopr (mN ) to that order. Check that you only
need an expansion of IrNπ, which, using
arccos (−Ω) = π
2
+ · · · ,
verify to be
IrNπ =
1
16π2
(
−1 + πM◦
mN
· · ·
)
. (4.83)
Show that this yields
mN =
◦
mN −4c1rM2 + 3
◦
g
2
Ar M
2
32π2F 2r
◦
mN −3
◦
g
2
Ar M
3
32π2F 2r
. (4.84)
(i) The solution to the power counting problem is the observation that the
term violating the power counting (the third on the right of Eq. (4.84))
is analytic in small quantities and can thus be absorbed in counter
terms. In addition to the M˜S scheme we have to perform an additional
finite renormalization. Rewrite
c1r = c1 + δc1 (4.85)
in Eq. (4.84) and determine δc1 so that the term violating the power
counting is absorbed, which then gives the final result for the nucleon
mass at order O(p3)
mN =
◦
mN −4c1M2 − 3
◦
g
2
Ar M
3
32π2F 2r
. (4.86)
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We saw in Exercise 4.6.1 that, for the case of the nucleon self energy,
the expression for loop diagrams renormalized by applying dimensional reg-
ularization in combination with the M˜S scheme as in the mesonic sector
contained terms not consistent with the power counting. The appearance
of terms violating the power counting when using the M˜S scheme is a gen-
eral feature of loop calculations in baryonic chiral perturbation theory [1].
However, in the example above these terms were analytic in small param-
eters and could be absorbed by an additional finite renormalization. The
question arises if this can be done in general. Indeed, there are several renor-
malization schemes that yield a consistent power counting for the baryonic
sector of chiral perturbation theory. They make use of the observation that
the terms violating the power counting are analytic in small parameters and
can thus be absorbed in the available parameters. We briefly mention two
methods without going into any details.
In the infrared regularization of Becher and Leutwyler [2], one-loop in-
tegrals are split into two pieces,
H =
∫ 1
0
dx · · · =
∫ ∞
0
dx · · · −
∫ ∞
1
dx · · ·
= I +R,
where I satisfies the power counting, whereas R violates it and is absorbed
in counterterms.
In the extended-on-mass-shell (EOMS) scheme [3], the integrand of loop
integrals is expanded in small parameters, and the (integrated) terms violat-
ing the power counting are then subtracted. The advantage of the EOMS
scheme is that it can also be applied in the case of diagrams containing
resonances [4] as well as multi-loop diagrams [5].
Applying similar techniques as in Exercise 4.6.1, the result for the mass
of the nucleon at O(p4) in the EOMS scheme is given by [3, 6]
mN =
◦
mN +k1M
2 + k2M
3 + k3M
4 ln
(
M
◦
mN
)
+ k4M
4 +O(M5), (4.87)
where the coefficients ki are given by
k1 = −4c1, k2 = − 3
◦
gA
2
32πF 2
, k3 =
3
32π2F 2
(
8c1 − c2 − 4c3 −
◦
gA
2
◦
mN
)
,
k4 =
3
◦
gA
2
32π2F 2
◦
mN
(1 + 4c1
◦
mN ) +
3
128π2F 2
c2 +
1
2
α. (4.88)
Here, α = −4(8e38+e115+e116) is a linear combination of O(p4) coefficients.
In order to obtain an estimate for the various contributions of Eq. (4.87)
to the nucleon mass, we make use of the set of parameters ci of Eq. (4.67).
Using the numerical values
gA = 1.267, Fπ = 92.4MeV, mN = 938.3MeV, Mπ = 139.6MeV,
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Chiral limit: M0 M(2) M(3) Sum at O(p3): M3
MN 1039 240 −339 940
MΣ 1039 849 −696 1192
MΛ 1039 811 −737 1113
MΞ 1039 1400 −1120 1319
σπN — 85 −40 45
Table 4.3: Baryon masses in MeV and their individual contributions. Note
that the free parameters have been fit so that the masses atO(p3) essentially
agree with the physical masses.
we obtain for the mass of nucleon in the chiral limit (at fixed ms 6= 0):
◦
mN= mN −∆m = [938.3− 74.8 + 15.3 + 4.7+ 1.6− 2.3]MeV = 882.8MeV
with ∆m = 55.5MeV. Here, we have made use of an estimate for α obtained
from the σ term (see Ref. [6] for more details). The chiral expansion reveals a
good convergence and it will be interesting to further study the convergence
at the two-loop level.
Finally, it is straightforward but more tedious to apply the same tech-
niques to an SU(3) calculation of the masses of the baryon octet [7]. The
results and their individual contributions are shown in Table 4.3. Large
cancellations between the contributions M(2) and M(3) at O(p2) and O(p3),
respectively, are a well-known feature. In Figure 4.6 we show how “switch-
ing on” the quark masses affects the masses of the baryon octet. In the
chiral limit all masses reduce toM0 = 1039 MeV. Keeping the up and down
quarks massless, we still have an SU(2)L × SU(2)R symmetry resulting in
M2π,2 = 0, M
2
K,2 = B0ms, M
2
η,2 =
4
3
B0ms =
4
3
M2K,2. (4.89)
The corresponding values of the mass spectrum are shown in the middle
panel of Figure 4.6 (Mπ = 0, MK = 486 MeV and Mη = 562 MeV), while
the final results, exhibiting only an SU(2)V symmetry, are shown in the
right panel.
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4.6.2 The Generation of Counterterms *
The renormalization of the effective field theory (of pions and nucleons)
is performed by expressing all the bare parameters and bare fields of the
effective Lagrangian in terms of renormalized quantities (see Ref. [1] for
details). In this process, one generates counterterms which are responsible
for the absorption of all the divergences occurring in the calculation of
loop diagrams. In order to illustrate the procedure let us discuss L(1)πN and
consider the free part in combination with the πN interaction term with
the smallest number of pion fields,
L(1)πN = Ψ¯0
(
iγµ∂
µ −m0 − 1
2
◦
gA0
F0
γµγ5τ
a∂µπa0
)
Ψ0 + · · · , (4.90)
given in terms of bare fields and parameters denoted by subscripts 0. Intro-
ducing renormalized fields (we work in the isospin-symmetric limit) through
Ψ =
Ψ0√
ZΨ
, πa =
πa0√
Zπ
, (4.91)
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we express the field redefinition constants
√
ZΨ and
√
Zπ and the bare
quantities in terms of renormalized parameters:
ZΨ = 1 + δZΨ
( ◦
mN ,
◦
gA, gi, ν
)
,
Zπ = 1 + δZπ
( ◦
mN ,
◦
gA, gi, ν
)
,
m0 =
◦
mN (ν) + δm
( ◦
mN ,
◦
gA, gi, ν
)
,
◦
gA0 =
◦
gA (ν) + δgA
( ◦
mN ,
◦
gA, gi, ν
)
, (4.92)
where gi, i = 1, · · · ,∞, collectively denote all the renormalized parameters
which correspond to bare parameters gi0 of the full effective Lagrangian.
The parameter ν indicates the dependence on the choice of the renormal-
ization prescription.14 Substituting Eqs. (4.91) and (4.92) into Eq. (4.90),
we obtain
L(1)πN = Lbasic + Lct + · · · (4.93)
with the so-called basic and counterterm Lagrangians, respectively,15
Lbasic = Ψ¯
(
iγµ∂
µ− ◦mN −1
2
◦
gA
F
γµγ5τ
a∂µπa
)
Ψ, (4.94)
Lct = δZΨΨ¯iγµ∂µΨ− δ{m}Ψ¯Ψ− 1
2
δ
{ ◦
gA
F
}
Ψ¯γµγ5τ
a∂µπaΨ,
(4.95)
where we introduced the abbreviations
δ{m} ≡ δZΨm+ ZΨδm,
δ
{ ◦
gA
F
}
≡ δZΨ
◦
gA
F
√
Zπ + ZΨ
( ◦
gA0
F0
−
◦
gA
F
)√
Zπ +
◦
gA
F
(
√
Zπ − 1).
In Eq. (4.94),
◦
mN ,
◦
gA, and F denote the chiral limit of the physical nucleon
mass, the axial-vector coupling constant, and the pion-decay constant, re-
spectively. Expanding the counterterm Lagrangian of Eq. (4.95) in powers
of the renormalized coupling constants generates an infinite series, the indi-
vidual terms of which are responsible for the subtraction of loop diagrams.
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