The annoying experience in timetable construction is that usually a complete timetable cannot be found without violating or diminishing some preconditions, even if the problem is theoretically solvable. Neither the control of the Hall conditions by Gotlieb's process of reducing availabilities nor the application of elaborate exchange operations guarantees a solution. In this paper an iteration of elementary implications is described which is expected to improve this situation, if applied in the final period of construction. In the course of these investigations, some formulas on Boolean matrices are derived, and a Galois connection between sets of Boolean vectors and Boolean matrices is exhibited.
is available at v(P) hours and is involved in p(P) hours, where
In order to avoid the discussion of problems which are trivially unsolvable, we postulate p(P) < v(P) for all P E P.
For further unification, we are led to a normalization process which is of use in the theory of timetables.
DEFINITION 1.4. T*=(P,M*,H,p*,a*,h*)
is called the normalized form of the problem T= (P,M,H,p,a,h) if for every PEP a set Mp: = {Mjl p(P) < i < v(P)} of new meets has been generated together with the following extensions:
a*(M,H):= gpp(M',H)
if MEM, for some P,
h*l M:=h; h*l,p:S,.
A problem T will be called normalized if T* = T, i.e., Y = p.
This introduction of Y(P) -p(P) new meets for P in a canonical way preserves solvability and assures that in a solution every participant is involved in a meet during each of his available hours, LEMMA 1.5. For a state s of a normalized problem we have Proof.
Due to Definition 1.2 (iii), a state s can be viewed as a partial mapping from M to H. Following Definition
(ii), its restriction to m(P) CM is injective for all P. A further restriction of this partial mapping to its domain X,, X,:={MEm(P)I//, s(M,H)}c{MEm(P)lh(M)}=:Y,,
yields for all P an injective mapping from X, to 2, : = (H E HI VMpp( M, H)}.
For a normalized problem we have 1 Y,l = p(P) = v(P) = (Z,l. Now it is obvious from Definition 1.3 that s is a solution exactly if IX,1 = I Y,l for all P. 30 
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On the other hand, IX,1 = 1 Z,i if and only if the mapping from X, to Z, is surjective, which in turn is equivalent to the existence of an inverse mapping from Z, to X,. The above right-hand part expresses that these inverse mappings exist for all P.
n It should be noted that a normalized problem T = (P, M, H,p, a, h) together with a state s gives rise to another normalized problem T,. If T is a normalized problem in state s, then the residual problem T, is either normalized or trivially unsolvable.
Proof.
We have p(P)= V(P) f or all P in problem T, and we execute the transition from T to T, step by step, assigning only one meet M to the hour H with s(M, H) at a time, This decreases p(P) by 1 and V(P) by at least 1.
Therefore we have pS (P) -vs (P) > p(P) -v(P)
= 0, which either indicates trivial unsolvability by K(P) > us(P) f or at least one P or indicates that T, is normalized. n
ELEMENTARY IMPLICATIONS IN TIMETABLE PROBLEMS
We start with some remarks on Boolean matrices and hypergraphs. The set BNlx"'z of Boolean matrices is a complementary, distributive (v, A,-)-lattice, i.e., a Boolean algebra. For A E BNlxN, B E BN xN2 we define the product matrix AB E BNlxNz by
This multiplication is v-distributive, but instead of r,-distributivity only
A(Rr,C) cABr\AC
is valid, using the symbol c for elementwise implication *. The zero matrix, the universal matrix and in the case of N, = N, the identity matrix are denoted by 0, L, Z respectively. The following lemmas are important for the manipulation of Boolean matrices. Similar formulas are developed and applied in [2, 4, 7, 8] .
LEMMA 2.1. The matrix implications ABC== and ABCCE hold for arbitrary Boolean matrices A,B, C.
Proof.
ABC c=is obviously true if C has less than two nonvanishing entries. Let Ci always denote a matrix with exactly i entries L and assume the theorem to be valid for i < n. Then we have C,,, = C,,VC,, and by induction The universal matrices in (iv) may be of different dimensions.
Proof,
The verification of (iv) is straightforward.
(ii) L=LA=(&B)A=gA"BA H ~AcBA.
The description of the timetable problem is facilitated by the notion of a hypergraph; cf. [l] . The triple G = (V, E, w is called a hypergraphdf V is a ) set of vertices, E is a set of (generalized) edges and o: E-9 (V)\{ 0} is the incidence function. A choice u E BE of some edges is called a matching in G if --e/?E AEE uez e'm(e)nw(e')#0]* u(e) vu(d) ).
In Boolean matrix notation this condition is expressed by if K E BE x E is the edge-adjacency matrix of G, i.e.,
The matching u is called perfect if //FE" VeEW-lCP) u(e).
A description of the timetable problem T = (P, M, H, p, a, h) can be given by the family G,, H E H of hypergraphs The two constituents are evaluated separately:
and using the preceding formula, 
FIG. 2. Elementary forbidding matrices of T with Cps = I.
Nevertheless, at least one direction of the preceding assumption is true, as we will state without proof:
The states s characterized by as=6 are exactly the maximal elements (with respect to C) of the set of states. In particular, we (ii) Lemma 1.5 is used and transferred to a matrix implication: 
IMPLICATION STRUCTURES
The elementary implications of Definition 2.4 have been introduced in order to produce other implications by iteration. In this section we will derive the formal mechanism. DEFINITION 3.1.
For an arbitrary subset S of BN we define the implication matrices E,, F,, C, E BN x N of S by
E, and F, are called enforcing and forbidding matrices respectively. We say that Es, F,, C, describe the implication structure of S. We will develop some interesting relations between implication matrices and their solutions. (ii) E = J%E.F.C' F = FS,.,.,~ c c %& (i) Let x be an element of S. Then Z c Es implies XC E&; conversely
The rest is proved analogously.
(ii) For every x E S,,,, we have ETx = x by definition. Obviously, if
The following theorem is easily proved. It demonstrates that there is a Galois connection between subsets ScBN and triples E,F, C of matrices with E > I. . Proof. Observing (a+b) w (&a), the assertions of (i) follow immediately from the definition.
Z c E, because a+a is always true, and therefore E c EE, F c EF, C c CE. The opposite inclusions can be proved following the pattern n Theorem 3.5 (ii) means that Er\ET is an equivalence relation. Obviously, the implication matrices depend only on the equivalence classes of N modulo Er\E T, i.e., with N* : = N/E,,E~ E, F, C can be considered to be matrices in The implication structure of a timetable problem will fulfill additional formulas, since in Corollary 3.6 (iii) equalities hold. REMARK 3.9. Let E, F, C describe a flexible implication structure with FF= l? and FE= c. M, H, p, a, h ), we are led to consider the set and the implication matrices E, F, C E BF x F of S:
E (M,H,M',H') = P&M,H)+M',H'), s$ss(M,H)* s(M',H') , C(M,H,M',H')= ,/& s(M,H) *s(M',H').
We say that E, F, C describe the implication structure of T and remember 
EC&
for all 0 c F is valid. Since % is monotone decreasing in 0, and since we are interested in E = 5, we will look for sufficiently large matrices 0 c F in %. 
Proof. &(M, H, M', H') = &.J&S(M, H)vs(M*, H*))v @(M*, H*, M',H') = &s(M, H)v&.,$(M*, H*)+(M*, H*, M', H') = &s(M,H)vqTs(M',H') = &s(M,H)vs(M',H')=E(M,H,M',H'),
using Theorem 2.8. The other equality is obtained analogously. H
The following corollary assures that in the case of a flexible timetable problem all the formulas of Sec. 3 hold. 
H
For the other elementary forbidding matrix qr, E cF~, is trivially valid, whereas the opposite inclusion is not true in general. It is necessary to restrict to normalized problems. 
FIG. 4. Implication matrices E,F of T,
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It can be shown that full rows and full columns in E are indicators for pseudoavailable and tight assignments respectively. Therefore, (Y is the class of pseudoavailable assignments and 6 is the class of tight assignments. In the problem of Example 4.4 there are exactly the two solutions ,L3 u 8 and y u S.
The equivalence relation Er\ E T together with the partial order on the classes is demonstrated by Fig. 5 . We write (i,i) instead of (Mi, Hi). 4,1),(9,1),(13,1),(14,2),(15,2),(11,3) In [5, 6 ] the timetable problem of Example 4.4 was shown to be mincutflexible without being flexible, and therefore it is a short counterexample to the Csima-Gotlieb conjecture.
a = {(
Since for this problem E,F are evaluated by 
ITERATION OF ELEMENTARY IMPLICATIONS
The goal of timetable construction is to obtain at least one solution. Therefore it would be unsound to try it, working with the implication matrices, if these themselves were evaluated from the set of all solutions.
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Nevertheless there are situations where it is profitable to approximate the implication matrices by an iterative technique starting with the elementary implication matrices.
The main idea of this iteration for normalized problems is based heavily on the local implication property of Theorems 4. Therefore, the effectiveness of the algorithm does crucially depend on the frequent occurrence of the situation in which an assignment forbids all assignments but one of a participant PO at hour HO.
Before formulating the iteration, we recall the concepts of the transitive and the symmetric closure of Boolean matrices. A matrix E E BN x N is said to be transitive if E2 c E; in the case Z c E we can define the transitive closure 
Then the following assertions are valid:
(i) The iteration yields monotone sequences E,cE1cE,c~~~ and F,cF,cF,c+.-.
We denote the resulting matrices by E,, F,. (i) and ( ) ii are proved by induction using Theorems 4.1 and 4.3.
In the proof of (iii) we will write 'p+ for convenience instead of 'p and E, F, C instead of&, 
CT= ETq.
(6) and (7) imply CT> C; hence C > CT, and therefore c= CT. In practice we look for solutions which, in addition to the general requirements of Definition 1.2, fulfill some other special requirements. The set S of solutions is then diminished to S* CS with implication matrices [see Theorem 3.4 (i)] related by E, c E,,, F, c F,., C, c C,,.
In the next section we will see that the special requirements usually occurring are relations between assignments of an enforcing or of a mutual forbidding type, which subsume to the formalism of the definition of implication matrices. In other words we assume the special requirements to EXAMPLE 5.2. In Fig. 6 a normalized timetable problem T is given, (h z L). It is derived from the problem of Example 4.4 by substituting the subproblem shown in Fig. 7 for selected assignments. From the matrices E,,F,, C, computed by Algorithm 5.1, starting with E,= I, F,,= Cp, we present in Fig. 8 only the partial order of E,, neglecting those equivalence classes that are totally disconnected from another. We have used (i,i) instead of (A.&Hi); equivalent assignments are enclosed in boxes.
If we consider the solutions of the subproblem of T, we conclude that E (M, Hi, M', Hi) and E (M', Hi, M, Hi) hold. Therefore this subproblem can be replaced by a simple assignment, resulting in the problem of Example 4.4 without affecting solvability. But the partial order of E, indicates neither the enforcings E (M, Hi, M', HJ nor the pseudoavailable or tight assignments.
PRACTICAL ASPECTS
In practice some storage problems could arise in connection with a naive implementation of Algorithm 5.1. Of course, there is no need to make 9 and 'pp, P EP, available as arrays. We discuss some special requirements as indicated in Sec. 1. 
