The ignition of methanol droplets in a laminar convective environment by Stauch, R. & Maas, U.
First published in:Combustion and Flame 153 (2008) 45–57
www.elsevier.com/locate/combustflame
The ignition of methanol droplets in a laminar convective
environment
R. Stauch ∗, U. Maas
Institut für Technische Thermodynamik, Universität Karlsruhe, Kaiserstrasse 12, D-76128 Karlsruhe, Germany
Received 14 November 2006; received in revised form 25 September 2007; accepted 17 December 2007
Available online 11 February 2008
Abstract
Numerical simulations of the ignition of methanol droplets in a laminar convective environment are performed
using detailed reaction mechanisms and detailed transport models. The flow velocities of the forced convection
ranges from 0.01 up to 5 m/s, whereas the ambient gas temperature is varied between 1300 and 1500 K. The
ignition delay time of a single droplet is found to decrease with increasing velocity of the convective gas flow.
This decrease is attributed to the steepening of the spatial gradients of the profiles of physical variables, such
as species mass fractions or temperature. This steepening is originated by a stronger gas flow and leads to a
speed-up of the physical transport processes. For the studied flow conditions, an acceleration of the gas flow
on the order of the gravitational acceleration does not show a significant influence on the ignition delay time.
A downstream movement of the local ignition point with increasing flow velocity is observed. For higher flow
velocities, an ignition in the wake of the droplet followed by an upstream flame propagation is found. After
ignition, the formation of an envelope flame is detected. The structure of this envelope flame is studied.
© 2008 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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For the understanding of spray combustion, a de-
tailed knowledge of the processes associated with
droplet ignition and combustion is required. Espe-
cially, a detailed understanding of the basic physical
and chemical processes, such as vaporization, trans-
port, and chemical kinetics, and their interaction is of
interest. The ignition or combustion of single droplets
in a quiescent atmosphere has been investigated in
* Corresponding author.
E-mail address: stauch@itt.mach.uni-karlsruhe.de
(R. Stauch).0010-2180/$ – see front matter © 2008 The Combustion Institute.
doi:10.1016/j.combustflame.2007.12.001
EVA-STAR (Elektronisches Volltextarchi
http://digbib.ubka.uni-karlsruhe.de/volltedetail both experimentally and numerically for differ-
ent fuels, e.g., methanol [1–3] and n-heptane [4–15],
by a large number of research groups. However, in
all technical applications, fuel droplets are exposed
to a convective environment and to accelerating or
decelerating forces. Thus, to achieve more reliable
modeling of spray ignition and combustion, the in-
fluence of convective gas flow and relative acceler-
ation of droplet and gas phase on the ignition and
combustion of fuel droplets has to be investigated.
A smaller number of studies deal with the influence
of a convective air flow on the ignition or combus-
tion behavior of fuel droplets [16–27], although in
practical spray combustion devices, droplets are sub-Published by Elsevier Inc. All rights reserved.
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[16] have studied the combustion of linear droplet ar-
rays numerically by a quasi-steady approach with a
one-step, finite-rate kinetic model. A quasi-steady ap-
proach with a one-step overall reaction, including a
detailed multicomponent transport model, is also used
by Pope and Gogos to study the influence of Lewis
number and thermal diffusion effects on the model-
ing of the combustion behavior [23] as well as to
investigate the extinction of n-heptane droplets due
to forced convection [24]. The condensation of water
during the combustion process and its influence on
the evolution of the droplet diameter is studied exper-
imentally in the case of freely falling methanol and
ethanol droplets by Lee and Law [17]. Huang and
Chen [18] have simulated the ignition of n-heptane
droplets in a purely forced convective as well as in
a mixed (forced and natural) convective environment
using a one-step overall chemical reaction and a fixed
Lewis and Prandtl number as well as a fixed value
of the latent heat of n-heptane. Stapf et al. [20] have
presented a two-stage model to simulate the combus-
tion of Diesel sprays in internal combustion (I.C.) en-
gines at high pressure. Transient numerical studies of
surface tension effects and water absorption are per-
formed by Raghavan et al. in the case of methanol
droplet combustion under forced convection at differ-
ent Reynolds numbers [25,26]. A significant depen-
dence of the amount of absorbed water on the surface
tension as well as on the Reynolds number was found.
Furthermore, the influence of these effects on the ex-
tinction diameter of the droplets is studied. The in-
fluence of gravity on the flame of burning methanol
droplets is also investigated numerically by Ragha-
van et al. [27]. Particularly, ignition delay times have
been determined experimentally by Whang et al. [19]
and Yang et al. [21] for n-heptane, n-hexadecane,
and iso-octane. Qualitative numerical results for the
ignition process of methanol droplets in air at high
pressure and ignition delay times of droplets consist-
ing of liquid oxygen in a hydrogen atmosphere have
been presented by Aouina et al. [22]. Several studies
deal with the phenomena of the influence of gravita-
tional acceleration on the ignition behavior of droplets
[7,12,28,29].
In this study the ignition of single methanol
droplets in a convective air environment is inves-
tigated in detail. In the performed simulations, de-
tailed models for the phase transition, the transport
processes, and the chemical kinetics are applied. In
the next section the mathematical model and its nu-
merical solution are presented. In technical systems
the droplets are exposed to a convective air flow.
Thus, the dependence of the ignition delay time on
the strength of the convective flow is studied. Because
the ambient conditions of this flow are often changingwith time, the influence of a relative acceleration of
droplet and gas phase on these results is examined. To
achieve information on the initiation and the process
of ignition, the location and the mixture composition
of the origin of ignition are observed. Methanol has
been chosen as fuel because of the resulting feasible
computational effort. Additionally, it should be men-
tioned that methanol is of interest as an alternative
fuel [30,31].
2. Numerical model
To investigate the interaction of the physical and
chemical processes, detailed numerical simulations
are an efficient tool, because they make it possible
to evaluate the contributions of chemical reactions,
flow, and molecular transport. The presented model
describes a spherical fuel droplet surrounded by an
ambient gas phase. The droplet is exposed to a lami-
nar convective gas flow. This system is analogous to
a moving droplet in a gas environment with a rela-
tive velocity that is constant in time. In this approach
the deceleration of the droplet due to friction forces
and pressure drag is not taken into account, due to
the steady inflow of the gas. Hence, it is assumed in
this approach that the relative velocities of the droplet
and the surrounding gas phase are constant in time.
However, the viscous terms are included in the gov-
erning equations. Furthermore, the influence of the
deceleration due to friction forces and pressure drag
on the ignition process could be studied by a vari-
ation of the external deceleration, which is possible
with the present model. Therefore, a long-range term
of acceleration is added in the momentum equations.
The boundary conditions are modified in a consistent
way. The studied configuration is assumed to have
rotational symmetry. The resulting computational do-
main, including the numerical grid, is shown in Fig. 1.
The governing set of equations is given by the com-
pressible Navier–Stokes equations for reacting flows
[32–34].
Assuming a rotational symmetry, the results are
independent of the azimuthal coordinate φ. (Note that
the axis of symmetry, i.e., the z-axis, is parallel to the
direction of the axisymmetric flow.) Hence, the num-
ber of independent variables is reduced to 3, namely
the time t , the axial coordinate z, and the radial coor-
dinate r :
(1)f = f (x, y, z, t)︸ ︷︷ ︸
3D
→ f = f (r, z, t)︸ ︷︷ ︸
2D
.
The resulting equation system reads
(2)
∂ρ + 1 ∂ (ρrvr ) + ∂ (ρvz) = 0,
∂t r ∂r ∂z



























































































































































where ρ denotes the density, u the specific inter-
nal energy, ρi the partial densities, p the pressure,
ji the diffusion flux density of species i, ωi the molar
rate of formation of species i, Mi the molar mass of
species i, and jq the heat flux density. vr and vz arethe velocity components in the radial and axial direc-
tion, respectively, and gr and gz the components of
the (gravitational) acceleration.
The system of the Navier–Stokes equations has to
be completed by an equation of state for both the gas
and the liquid phase. The gas phase is assumed to
be ideal. In the liquid phase the Hankinson–Brobst–
Thomson technique is used to model the temperature
dependence of the liquid density [35]. A vaporization
model based on the assumption of local phase equi-
librium accounts for the coupling of the liquid phase





















εi · φvap · hvap,i + jgq,c − j lq,c.
φvap denotes the vaporization rate, wi the species
mass fraction, jvap the index of the vaporizing species,
pj the partial pressure of species j , M̄ the mean
molar mass, vn the velocity normal to the surface,
εi = ṁi/ṁ the fraction of vaporizing mass, jgi
the diffusion flux density of species i (gas phase),
hvap,i the enthalpy of vaporization of species i, and
jq,c the conductive heat flux density. Due to its minor
significance for the ignition process the influence of
tangential stresses is neglected. Due to the low tem-
perature and the small size of the droplet, the effects
of radiation are neglected. The droplet is assumed to












where rD denotes the droplet radius and ρ̄
l the mean
liquid density of the droplet.
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by a detailed reaction mechanism of Chevalier and
Warnatz [34], consisting of 23 chemical species and
166 elementary reactions. The transport processes,
are also modeled in detail. Fourier’s law is used to
determine the heat fluxes; the viscous terms are calcu-
lated by Newton’s law of viscosity. The calculations
of the viscosities and the thermal conductivities, as
well as the diffusion coefficients, are based on kinetic
theory [33,36,37]. For the determination of the dif-
fusion coefficients the approximation of Curtiss and
Hirschfelder [36,37] is used. The applied reaction
mechanism, as well as the physical transport mod-
els, accounts for the correct pressure and temperature
dependencies of the studied conditions. The Soret ef-
fect is taken into account, whereas the Dufour effect
and mass diffusion due to a pressure gradient are ne-
glected. Convection inside the droplet is neglected,
whereas heat conduction in the liquid phase is taken
into account. The physical properties of the liquid
phase and of the phase transition are determined by
the following correlations taken from Reid et al. [35].
The correlation of Latini et al. is used to calculate the
heat conductivities; the approximation of Rowlinson
and Bondi is applied to determine the specific heat ca-
pacities of the liquid phase. The vapor pressure is cal-
culated following the Wagner equation, and the cor-
relation of Riedel and Watson is used to calculate the
enthalpy of vaporization. Hence, the presented model
includes all occurring physical transport processes as
well as chemical processes, except the effects men-
tioned above. The model is based on a former work
of Aouina et al. [22], whereas the vaporization model
has been improved. Furthermore, the temperature de-
pendence of the liquid density has been implemented
and the presented tool has been sped up to allow the
execution of parametric studies.
The governing equations are solved in a fully cou-
pled way by the method of lines using finite dif-
ference techniques. The equations are transformed
into boundary-fitted curvilinear coordinates generated
by TOMCAT [38]. The flux vector splitting upwind
scheme of Steger and Warming [39,40] is applied to
calculate the inviscid fluxes. The viscous fluxes are
discretized using second-order central differences in
chain rule conservation law form [41].
At the inflow, Dirichlet boundary conditions are
used for the physical variables. At the outflow, the
physical variables are assumed to have zero gradients.
At the center line, standard symmetry boundary con-
ditions are applied.
The time integration of the resulting differential–
algebraic equation system is realized by the linearly
implicit extrapolation method LIMEX [42]. Details on
the numerical solution can be found in [22,41,43,44].3. Results and discussion
The model presented above has been used to sim-
ulate the autoignition of single methanol droplets in a
laminar convective environment. The surrounding gas
phase consists of air in all cases. The ambient pres-
sure has been set to p = 7 bar and the droplet radius
to 200 µm, respectively. The ambient gas temperature
varies between Tg = 1300 and 1500 K. In the fol-
lowing, aspects of the validation of the applied tool
will be given. Subsequently, the influence of the con-
vective flow and the relative acceleration of droplet
and gas flow on the ignition delay time of methanol
droplets is studied. Finally, the locations and the local
states of the ignition points are investigated in more
detail.
3.1. Validation of the tool
The presented tool has been constructed to be ca-
pable of simulating scenarios with spherical symme-
try, too. This is done by a change of the boundary con-
ditions. Thus, it is possible to compare results of sim-
ulations performed by the presented tool FLAME2D
with results achieved by the one-dimensional tool,
which has been presented in an earlier work [15]. The
one-dimensional tool is based on the simulation tool
INSFLA for simulating instationary ignition and com-
bustion processes regarding inhomogeneities in one
spatial coordinate [45,46]. INSFLA has been extended
by implementing the detailed simulation of a liquid
phase and the phase transition in one spatial coordi-
nate. Therefore, it is possible to simulate the ignition
and combustion behavior of single droplets under mi-
crogravity conditions [15].
In Fig. 2 the results of the simulation of a methanol
droplet in quiescent surroundings, consisting of air
at an ambient temperature of Tg = 1400 K and an
ambient pressure of p = 8 bar are shown. Hence,
a scenario with spherical symmetry is simulated
for the validation of the presented tool. On the left
side of Fig. 2, the spatial profiles of temperature of
FLAME2D and INSFLA are compared. On the right
side of Fig. 2, the spatial mass fraction profiles of
methanol can be seen. The comparison is carried out
at a time point before ignition (6.0 ms) and a time
point after ignition (8.7 ms), when a flame around
the droplet is established. As one can see, the profiles
of FLAME2D and INSFLA almost coincide. There-
fore, the positions of the flames are in good accord.
The flame temperature of FLAME2D is about 80 K
below the flame temperature of INSFLA. The igni-
tion delay times are also compared. The simulation
by FLAME2D provides an ignition delay time that is
about 5% above the ignition time of INSFLA. These
R. Stauch, U. Maas / Combustion and Flame 153 (2008) 45–57 49Fig. 2. Spatial profiles of temperature and methanol mass fraction of FLAME2D and INSFLA at two different times (t1 = 6.0 ms,
t2 = 8.7 ms, Tg = 1400 K, p = 8 bar).differences in the results originate in different nu-
merical methods used in both tools. FLAME2D can
be characterized by higher numerical diffusion due
to the calculation of the convective fluxes, which is
done by a first-order-accurate method. This problem
is avoided in the case of the solution of the one-
dimensional conservation equations (INSFLA) by a
transformation into Lagrangian coordinates where the
continuity equation is fulfilled identically [45]. Such
a transformation would be very complicated for a
system of two-dimensional conservation equations
because a considerable distortion of the numerical
grid can occur, which requires regularization [47].
The lower flame temperature in the two-dimensional
case originates from the larger amount of numeri-
cal diffusion. Note, however, that the system of the
governing equations is analytically equivalent. If the
number of grid points of FLAME2D is increased by a
factor of 2, the resulting flame temperature increases
by a value of 50 K and thus it is only 30 K below the
flame temperature of INSFLA. The ignition delay time
in the case of the increased number of grid points still
remains within the above mentioned uncertainty of
5%. Further performed calculations with an increased
number of grid points have shown that the increase in
the number of grid points leads to values even closer
to the benchmark values. However, simulations are
performed with the smaller number of grid points to
achieve a feasible amount of computing time. Fur-
thermore, the presented results are independent of the
computational domain size.
These observations are confirmed by other test
cases, which are not presented here. Finally, it can be
stated that the results of the one- and two-dimensional
simulations show good agreement. Thus, the pre-
sented tool FLAME2D can be used as a tool to in-
vestigate phenomena that can be reduced to a two-
dimensional geometry.3.2. Ignition delay times
In technical systems the combustion of droplets in
a quiescent gas atmosphere under microgravity con-
ditions does not occur because there is at least gravi-
tational acceleration. Furthermore, the fuel droplet is
usually exposed to an ambient gas flow. Concerning
the autoignition of a fuel droplet, it is of great interest
how the ignition process is influenced by the gas flow.
It can be stated that due to the fact that the system has
no spherical symmetry any more, the ignition process
changes significantly. In contrast to the micrograv-
ity case, the flame front does not have a spherical
shape anymore [18,19,22]. The described changes in
the studied system can also affect the ignition delay
time. Thus, the influence of a laminar convective en-
vironment on the ignition delay time is investigated in
this section.
In Fig. 3 the dependence of the ignition delay
time on the convective flow in terms of the (droplet)
Reynolds number is shown. The flow velocity has
been varied from 0.1 to 10 m/s at three different gas
temperatures. Following the definition of the (droplet)
Reynolds number,
(16)Re = v∞ · dD
ν∞
,
where v∞ and ν∞ denote the velocity and the kine-
matic viscosity of the ambient air and dD the droplet
diameter, these flow velocities correspond to (droplet)
Reynolds numbers in the range from 0.5 to 80.
A significant decrease of the ignition delay time
with increasing flow velocity can be observed. As
one can see a variation of the flow velocity by an
order of magnitude has a comparable effect on the
ignition delay time to a variation of the gas temper-
ature by ±100 K. Because of the logarithmic scaling
of both axes and the shape of the underlying curve
of the data, a dependence of the ignition delay time
50 R. Stauch, U. Maas / Combustion and Flame 153 (2008) 45–57Fig. 3. Dependence of the ignition delay time on the (droplet) Reynolds number of the convective gas flow (p = 7 bar,
rD(0) = 200 µm).Table 1
The fit parameters a, b of the dependence of the ignition de-
lay time on the (droplet) Reynolds number for three different
gas temperatures
Tg a b
1300 K 0.17 −0.49
1400 K 0.25 −0.41
1500 K 0.29 −0.49
on the (droplet) Reynolds number similar to a poten-
tial law is suggested. The obtained results are repre-
sented by the following simple curves describing the
dependence of the ignition delay time on the (droplet)
Reynolds number:
(17)tign(Re) = tign(Re = 0) · (1 + a · Re)b.
tign(Re) denotes the ignition delay time depending on
the (droplet) Reynolds number Re, tign(Re = 0) is the
ignition delay time if no gas flow is present, and a, b
are fit parameters, which are presented in Table 1. The
resulting fitted curves for the three different tempera-
tures are shown in Fig. 3, too. It can be stated that for
the investigated circumstances, the fitted curves show
reasonable agreement with the data of the detailed
simulation. At high values of the Reynolds number
(>40), the curve fit does not represent the data well.
This can be explained by the fact that the strain rate
of the system increases and the ignition process is de-
layed. At higher velocities, no ignition at all, or at
least no ignition within the computational domain, oc-
curs. The obtained fit parameters differ only slightly,
as can be seen in Table 1. Due to the fact that only the
ignition delay time of the droplet in the quiescent gas
phase and two additional fit parameters are necessary
to fit the data points, a general trend in the observed
data seems to exist. Furthermore, this trend bears a
certain resemblance to the correlation of Ranz and
Marshall, which describes the influence of an iner-
tial gas flow on the Nusselt and the Sherwood number[48,49],
(18)Nu,Sh ∝ (1 + c · Re0.5),
where c describes a constant depending on the Prandtl
and the Schmidt number, respectively. It has to be
noted that if the ignition process is rate-limited by
transport processes in the boundary layer, the typi-
cal timescale of the ignition process tign would be
proportional to the typical timescale of these trans-
port processes τtrans, and therefore to the inverse of
Nu and Sh, respectively. In this context, the simi-
larity of the exponents b in Table 1 to −0.5 is no-
ticeable. Furthermore, because a higher value of a
means a stronger dependence of the ignition delay
time on the Reynolds number, the influence of the gas
flow increases for increasing ambient temperature. It
is supposed that this behavior is originated by the
fact that transport processes become more and more
rate-limiting due to the increasing Damköhler number
with increasing ambient temperature. The Damköhler
number is defined as the ratio of transport timescale




and is increasing because of the exponential decrease
of the characteristic chemical timescale. The reasons
that lead to decreasing ignition delay times with in-
creasing gas flow velocity will be investigated in more
detail in the next section.
In technical systems, fuel droplets are accelerated
and decelerated compared to the gas phase. Therefore,
we study the influence of relative acceleration be-
tween droplet and gas phase on the ignition delay time
for a range of different initial relative velocities. The
direction of the acceleration and of the gas flow are
set parallel. The implementation of an acceleration is
done by adding the long-range term of acceleration
in the momentum equation. The boundary conditions
R. Stauch, U. Maas / Combustion and Flame 153 (2008) 45–57 51are modified in a consistent way. The magnitude of
the relative acceleration is set to the value of the grav-
itational acceleration a = g = 9.81 m/s2. Following




dD · g ,
where v0 denotes the initial gas flow velocity, the
Froude number ranges from 0.025 to 250 for the
studied velocities. This allows conclusions about the
influence of acceleration on the ignition process of
droplets. Fig. 4 shows the simulated setup, including
the parallel directions of gas flow and acceleration a.
In Fig. 5 the dependence of the ignition delay time
on the initial gas flow velocity v0 with and without
the presence of relative acceleration is compared. It
can be seen that occurrence of the acceleration does
not change the ignition delay time significantly. Com-
Fig. 4. Setup of simulation including gravitational accelera-
tion.pared to the influence of the initial velocity of the
gas flow, v0, the influence of gravitational acceler-
ation can be neglected. This result can certainly be
expanded on the influence of any acceleration of the
order of magnitude of the studied acceleration or less.
A change of the direction of the acceleration relative
to the initial velocity does not increase the influence
more than in the studied case, because the temporal
change of the velocity is greatest in the studied case,
due to the parallelism of the two vectors. Cases of an
initial velocity higher than 1 m/s have not been stud-
ied, because the relative change of velocity would be
even smaller than in the studied cases. One reason for
this minor influence is the fact that the change of the
relative velocity within the duration of the ignition
process (7 ms) is at most 0.07 m/s. Therefore, the
velocity of the gas phase relative to the droplet does
not change considerably for higher initial velocities
within the duration of the ignition process. For lower
initial velocities, where a considerable increase of the
relative velocity during the ignition process is present,
the dependence of the ignition delay time on the gas
flow velocity is not that strong and so the acceleration
does not have a significant influence on the ignition
delay time. The identification of a minor influence of
gravity on the ignition delay times of droplets cor-
responds with the experimental results of Faeth and
Olson [28], Tanabe et al. [7], and Schnaubelt et al.
[12] for other fuels (n-heptane, n-hexadecane, ben-
zene).
3.3. Ignition locations and ignition states
The influence of the laminar convective flow on
the ignition delay time raises the question about the
reason for the speedup of the ignition process. There-
fore, the spatial profiles of the temperature and some
species upstream of the droplet are investigated in
more detail. Fig. 6 shows the profiles of the temper-Fig. 5. Dependence of the ignition delay time on the convective velocity of the gas flow (with and without the influence of
acceleration) (Tg = 1400 K, p = 7 bar, rD(0) = 200 µm).
52 R. Stauch, U. Maas / Combustion and Flame 153 (2008) 45–57Fig. 6. Profiles of temperature and oxygen mass fraction along the upstream x-axis (indicated line) (Tg = 1400 K, p = 7 bar,
rD(0) = 200 µm, t = 2 ms).Fig. 7. Projection of the state space onto the temperature/
methanol mass fraction plane for the upstream x-axis
(Tg = 1400 K, p = 7 bar, rD(0) = 200 µm, t = 2 ms).
ature and the mass fraction of molecular oxygen for
three different gas velocities along the indicated line
at a time of 2 ms. It can be seen, that a higher velocity
leads to profiles, which are more steepened compared
to the profiles of lower velocities. Stronger convection
results in steeper gradients. These steeper gradients
lead to a speedup of diffusive processes such as massdiffusion and heat conduction. To investigate the in-
fluence of the accelerated diffusion on the ignition
process, the profiles mentioned above are shown as
local states in the state space in Fig. 7. On the x-axis
the species mass fraction of methanol is plotted. On
the y-axis the temperature of the local state is plotted.
For a particular species mass fraction of methanol, the
local temperature is higher, with a higher gas flow
velocity. This higher temperature leads to an accel-
eration of the local chemical kinetics, which results
in a speedup of the ignition process. Besides that,
the speedup of the diffusive processes leads to an
increase of the vaporization rate of the droplet be-
cause the vaporization process of droplets is limited
by the diffusive processes, such as heat conduction
and mass diffusion [34,49–51]. Due to the increased
vaporization rate, the necessary fuel vapor for igni-
tion is more rapidly available. This is why a stronger
convective flow leads to acceleration of the ignition
process, as is shown in Fig. 3. It has to be noted
that a further increase of the gas flow velocity leads
to an absence of ignition due to the sweeping away
of the fuel vapor and the preventing of the forma-
tion of a reactive mixture. This effect is even more
likely in the case of lower ambient gas temperatures.
These observations lead to the conclusion that physi-
cal transport processes, such as heat conduction, mass
diffusion, and vaporization, are rate-limiting with re-
spect to the ignition process. This is consistent with
R. Stauch, U. Maas / Combustion and Flame 153 (2008) 45–57 53Fig. 8. Dependence of the local equivalence ratio of the ignition point on the convective velocity of gas flow (Tg = 1400 K,
p = 7 bar, rD(0) = 200 µm).
Fig. 9. Dependence of the location of the ignition point on the convective velocity of gas flow (Tg = 1400 K, p = 7 bar,
rD(0) = 200 µm).the fact that the Damköhler number is high at the
studied gas temperatures, due to the small chemical
timescale. This conclusion corresponds with previous
findings for a comparable temperature range for the
case of n-heptane [15].
Another important aspect with regard to droplet
ignition is the local equivalence ratio at the ignition
point. For example, it is possible that ignition of the
fuel occurs under locally lean conditions, although the
overall equivalence ratio is fuel-rich. Therefore, the
influence of the gas flow velocity on the local equiv-
alence ratio of the ignition point is studied. Fig. 8
shows the dependence of the local equivalence ra-
tio of the ignition point on the gas flow velocity for
three ambient gas temperatures. The equivalence ra-
tio remains almost constant over a range of two orders
of magnitude of the velocity for all three tempera-
tures. All observed states show an equivalence ratio
at the ignition location between 0.3 and 0.6, which
means that the ignition occurs under lean conditions.
This behavior bears a strong resemblance to previousresults on the ignition of n-heptane droplets in a qui-
escent gas environment [15].
Even if the local equivalence ratio of ignition is
not affected very much by the velocity of the gas
flow, the ignition process is modified significantly by
the varied gas flow velocity. The local point of igni-
tion moves gradually from the upstream region of the
droplet at lower velocities to the wake of the droplet
at higher flow velocities. This is illustrated in Fig. 9,
in which the different points of ignition depending on
the gas flow velocity are shown. The points are indi-
cated by the associated velocity of the gas flow. In all
investigated cases up to a flow velocity of 5 m/s, the
formation of an envelope flame can be observed af-
ter ignition. These findings show resemblance to the
observations of Whang et al. [19], who observed the
formation of an envelope flame in all studied cases of
n-heptane and n-hexadecane droplets. The formation
of the envelope flame is associated with an upstream
flame propagation if the ignition occurs in the wake
of the droplet. The flame propagating upstream is ob-
served in our numerical studies for the cases of a
54 R. Stauch, U. Maas / Combustion and Flame 153 (2008) 45–57Fig. 10. Shape of the envelope flame (temperature distribution; v∞ = 4 m/s, Tg = 1400 K, p = 7 bar, rD(0) = 200 µm,
t = 9 ms).Table 2
Flame propagation speeds for different droplet velocities
(Tg = 1400 K, p = 7 bar, rD(0) = 200 µm)
v∞ vflame
3 m/s 6.01 m/s
4 m/s 5.53 m/s
5 m/s 6.32 m/s
flow velocity between 3 and 5 m/s. Table 2 shows
the three determined speeds of the flame propagat-
ing upstream. The flame propagation speed may not
be identified with a flame velocity. In fact, it denotes
the speed at which the reaction zone moves upstream
after ignition of the fuel in the wake of the droplet.
The flame propagation speeds are achieved by adding
the free-stream velocities to the observed velocities.
This guarantees comparability of cases with different
free-stream flow velocities and the results of Whang
et al. [19]. The values of the propagation speeds are
comparable with the laminar flame velocity of about
5.5 m/s of a stoichiometric mixture of methanol and
air at a pressure of 7 bar and at an unburned gas
temperature of 1000 K. The laminar flame velocity
has been calculated by numerical simulation includ-
ing detailed transport models and the detailed reaction
mechanism of Chevalier and Warnatz [34,45,46,52].
The propagation speeds are also in the same order
of magnitude like the flame propagation speeds of
Whang et al. [19] which are in the range from 4 up
to 7.5 m/s. A more detailed comparison of the propa-
gation speeds is difficult because the speeds have beenobtained with different fuels and at different tempera-
tures. These two parameters are influencing the prop-
agation speed, as Whang et al. have pointed out. They
observed an increase of the propagation speed with
increasing gas temperature. In contrast, a tendency
of the propagation speed with varying flow velocity
at a fixed gas temperature cannot be observed in the
studied cases. Furthermore, Raghavan et al. have sim-
ulated the auto-ignition process of a methanol droplet
numerically [25]. Their results also exhibit an up-
stream flame propagation, but the effect is not studied
in detail.
Further studies with lower gas flow velocities and
at lower gas temperatures could confirm the quantity
of this flame propagation speed. These studies involve
a remarkable increase of computing time because of
the increase of the ignition delay time with lower flow
velocities and lower gas temperatures.
3.4. Properties of the envelope flame
Some properties of the envelope flame are studied,
so that a more detailed characterization of the phe-
nomenon of the combustion of a single fuel droplet
is possible. Fig. 10 shows the droplet and the enve-
lope flame for a flow velocity of 4 m/s. The spatial
temperature distribution is presented at a considerable
time after ignition and upstream flame propagation
(note that the ignition has occurred at a time of about
3 ms). The influence of the forced convection on the
shape of the flame can be seen clearly. To character-
ize the observed envelope flame the dependence of
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ture fraction. !: States of the envelope flame, 1: spherical
flame without a convective air flow, ∧: line of adiabatic equi-
librium (stoichiometric mixture fraction: ξstoich. = 0.1345,
v∞ = 4 m/s, Tg = 1400 K, p = 7 bar, rD(0) = 200 µm,
t = 9 ms).
the temperature on the mixture fraction ξ is investi-
gated. This dependence is illustrated in Fig. 11. The
stoichiometric mixture fraction of the methanol/air
mixture is ξstoich. = 0.1345. The circles represent the
observed mixture fractions of the envelope flame at a
time of t = 9 ms. The line with squares depicts the
dependence of the temperature on the mixture frac-
tion in the case of a spherical flame burning around a
droplet in a quiescent gas atmosphere. The line illus-
trates the states of adiabatic equilibrium calculated by
the chemical equilibrium program GASEQ [53]. Note
that the equilibrium for ξstoich. > 0.4 does not repre-
sent an approximation to the simulation data, because
the fuel methanol is decomposed to CH4, CO, CO2,
H2, and H2O in the equilibrium. The deviation of the
droplet flame data from the adiabatic equilibrium be-
comes very large for ξstoich. > 0.4. This is due to
both the physical transport processes and the bound-
ary conditions at the droplet surface, which are de-
scribed below. In the case of the investigated droplet
combustion, no states are observed for mixture frac-
tions larger than 0.7. This is caused by the fact that
the droplet temperature does not reach the boiling
temperature of the fuel. In fact, the steady-state tem-
perature or wet-bulb temperature of the droplet is be-
low the boiling temperature [54–56]. Accordingly, the
mass fraction of the fuel and therefore the mixture
fraction in the gas phase can only reach values ac-
cording to the vapor pressure at the wet-bulb temper-
ature of the droplet. As can be seen, the temperature
at a certain mixture fraction is reduced in the case ofdroplet combustion compared to the adiabatic equilib-
rium. This is due to the heat conduction. The influence
of the heat conduction is greatest at the flame, i.e., at
the stoichiometric mixture fraction, and at the very
rich states (ξ > ξstoich.) that are located spatially next
to the droplet. In the case of adiabatic equilibrium, the
temperature is considerably higher because the fuel
methanol is decomposed. In the cases of the droplet
flames, the boundary condition at the droplet surface
is given by a methanol/air mixture and the methanol
cannot be decomposed. Additionally, due to the lower
temperature of the droplet compared to the ambient
air and the proximity of the flame to the droplet the
local temperature gradient is considerably steep. This
leads to a major amount of heat, which dissipates.
For lean states (ξ < ξstoich.), a minor reduction of the
temperature is obtained. This is caused by both the
higher temperature of the ambient air compared to
the droplet and the absence of a near boundary with
a fixed temperature like the droplet surface. Further-
more, the temperatures at a certain mixture fraction ξ
are lower in the case of the envelope flame compared
to the spherical flame due to the inertial gas flow. This
finding can be explained by the occurring increased
local strain rates. As shown in Section 3.3, this leads
to a steepening of the spatial temperature and species
profiles and therefore to a speedup of the heat conduc-
tion.
Nevertheless, the states in the state space, illus-
trated in Fig. 11, of both the spherical and the en-
velope flame are located close to a one-dimensional
manifold. This allows a description of both flames by
a reduced number of variables. Furthermore, the re-
sults lead to the conclusion that the envelope flame
can be approximated by a diffusion flame with fast
chemical kinetics compared to the physical transport
processes. The finding of other studies, that the phys-
ical transport processes are rate-limiting at such gas
temperatures [15], is confirmed. This finding also al-
lows the assumption that the behavior of a burning
methanol droplet can be described by simpler chem-
ical kinetics. However, these conclusions do not hold
during the process of ignition, where the obtained
mixture fractions do not bear such a resemblance to
the ideal case of complete conversion.
4. Conclusions
The autoignition process of methanol droplets in
a convective environment is investigated numerically.
The simulations are performed by the tool FLAME2D
by solving the governing equations of the gas and the
liquid phase fully coupled including a detailed va-
porization model, a detailed transport model, and a
detailed reaction mechanism.
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is investigated. The ignition delay time decreases with
an increasing velocity of the gas flow for three differ-
ent ambient gas temperatures. The obtained results of
the decreasing ignition delay times can be represented
by a potential law depending on two fit parameters.
These fit parameters show similar values for all three
investigated gas phase temperatures, which indicates
a general influence of the inertial gas velocity or the
Reynolds number on the ignition delay time.
To investigate this influence in detail the shift of
spatial profiles due to a convective velocity is ana-
lyzed. The stronger convection results in steeper gra-
dients in the upstream region of the droplet. This
leads to a higher local temperature at a given species
composition or a local equivalence ratio closer to
stoichiometry at a given temperature, respectively.
This results in an acceleration of the chemical kinet-
ics, which complies with a speedup of the ignition
process.
The local equivalence ratio is analyzed and the oc-
currence of ignition at locally lean mixtures is found.
This behavior holds for all studied cases. The equiva-
lence ratios are between 0.3 and 0.6 which points out
the ignition under lean conditions. This behavior is
almost not affected by the varying gas flow velocity,
and even more, but only a little, by the ambient gas
temperature.
However, the ignition process as a whole is quite
remarkably affected by a modified gas flow velocity.
With an increasing flow velocity the location of ig-
nition is moving from upstream of the droplet around
the droplet to the wake of the droplet. Up to a flow ve-
locity of 5 m/s the formation of an envelope flame is
detected. For flow velocities from 3 to 5 m/s ignition
occurs downstream of the droplet and upstream flame
propagation can be observed. The obtained propaga-
tion speeds for methanol are in the range from 5 to
7 m/s, which is in agreement with the findings of
Whang et al. for n-heptane and n-hexadecane [19].
A dependence of the propagation speed on the flow
velocity cannot be observed.
Furthermore, properties of the envelope flame are
studied. The observed dependences of the tempera-
ture on the mixture fraction lead to the conclusion that
the envelope flame corresponds to a diffusion flame
type with fast chemical kinetics, after the ignition
process has completed and a quasi-steady burning be-
havior has occurred. Nevertheless, the influence of the
dissipation of heat by heat conduction is clearly ob-
servable.
To investigate the upstream flame propagation and
the characteristics of the envelope flame in more de-
tail, simulations have to be performed with lower gas
flow velocities at lower ambient temperatures, where
the chemical kinetics play a major role for the timescales of the ignition and combustion process of a
droplet. This involves a considerable increase of com-
puting time. Therefore, the further improvement of
the numerical solution of the governing equations
with respect to a speedup of the solution procedure
is a subject of future work.
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