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Correlation distances in the ionosphere are important for ionospheric data assimilation 
models that must balance modelled parameters against real observations. Many 
communication systems that transmit radio signals in the HF band rely on such models in 
order to operate accurately. However, defining the correlation distance is difficult because of 
the considerable variations present in the ionospheric regions and the lack of dense 
observations to measure them. In such cases, models have to entrust that an observation can 
be extrapolated away from its source, which if wrong can introduce errors in the ionospheric 
representation. 
In this research, the correlation distance in the ionosphere is examined from the perspective 
of two instruments: the ionosonde and the HF ground-to-ground sounder.  Both provide 
observations of the bottomside ionosphere through time delay and in the latter case also by 
angle of arrival.  
Initially the research focussed on the analysis of HF angle-of-arrival (AoA) observations to 
characterise and understand the effects of travelling ionospheric disturbances (TIDs) from a 
dedicated campaign, part of the USA High-Frequency Geolocation and Characterisation 
Program (HFGeo).  It was found that nowcasting the TIDs was critically important for the 
application of HF geolocation. Having established this, the questions for the rest of the 
research were to find the ground density of instrumentation required for ionospheric 
modelling – hence finding the correlation distances.   
The analysis turned to Europe where a network of suitable ionosondes existed with a long-
term dataset that would allow an evaluation over multiple years.  The initial analysis of the 
similarity between the ionosonde data from different stations observed inconsistencies 
between using Pearson’s correlation coefficient and root-mean-square error (RMSE). A new 
approach was implemented, called Taylor diagrams, that is capable of summarising multiple 
statistical parameters onto a single graph in order to produce a similarity measure. The 
research further studied the diurnal cycle phase offset in the foF2 measurements from the 
European ionosondes and phase synchronisation method was developed that increased the 
East-West correlation distance twofold.  
The research then allowed the new correlation method to be used on the HFGeo data from 
the USA during calm and TID affected ionospheres. It was shown that the correlation 
 iii 
distance was dependent not only on the severity of the ionospheric conditions but also on the 
height of the reflection layer and the sampling frequency of the ionosonde. The chapter 
showed that during TIDs the ionosonde correlation distance can be reduced below 147±17 
km and during very strong disturbances – to 47±15 km. However, in a manner analogous to 
the diurnal cycle in the foF2 measurements, the results indicated that most of the 
decorrelation was due to the mismatch of the phase front of the passing TIDs across the 
region.  
In response to the need to track and model the phase front of TIDs, a technique called 
Feature Based Dynamic Time Warping (FDTW) was applied to vertically and horizontally 
synchronise the phase offset between ionosonde density profiles.  This technique was 
demonstrated to operate successfully in tracking TIDs across the region of interest.  
The research has implications for the density of observations needed of the bottomside 
ionosphere for mapping the ionosphere to provide support applications such as HF 
communications and geolocation.  This in turn is important for the deployment of 
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The ionosphere is a stratified region in the Earth’s upper atmosphere, composed of free 
electrons and ions, created by the Sun’s radiation. The presence and concentration of the 
electrons and ions in the ionospheric layers greatly influences the propagation of radio signals, 
especially in the High-Frequency (HF) band and allows the region to be used as a reflection 
surface for signals transmitted from the ground (Hargreaves, 2003). However, the ionospheric 
conditions are not static but undergo sizeable variations both temporally and spatially. Most 
of these variations are caused by either the Earth-Sun geometric relation or other 
interplanetary effects and have a well-defined cyclical behaviour. These ionospheric changes 
in latitude and longitude, time of day, year or the Sun’s own cyclical behaviour can be 
modelled quite well and their effect on HF propagation can be partially predicted in advance. 
However, other ionospheric variations have a much more local and irregular behaviour, such 
as magnetic storms, polar cap absorptions, solar flares or Travelling Ionospheric Disturbances 
(TIDs). 
TIDs are wave-like ionospheric irregularities, caused by the passage of acoustic gravity waves 
(AGW) in the lower regions of the atmosphere. AGW are generated when compressional and 
kinetic forces disturb the steady state of a stratified medium and gravity acts to restore the 
boundaries of the layers to an equilibrium. These forces also couple with ionospheric layers at 
higher altitudes resulting in wave-like displacement of ions and electrons. Most TIDs can be 
classified into 2 groups – medium (MS-TIDs), with wavelengths between 100 – 300 km and 
periods between 10 – 60 min, and large (LS-TIDs), with wavelengths above 1000 km and 
periods between 30 – 180 min. 
The effects of the TIDs on the local electron density of the ionospheric layers and their 
refractive indices cause acute variations to the propagation of radio signals. During a passing 
TID, an HF signal travelling through the ionosphere could experience changes to its 
amplitude, phase, angle-of-arrival (AoA), path or polarisation. This makes TIDs detrimental 
to any system that uses sky-wave propagation. The prediction and characterisation of these 
wave disturbances are a key topic in the ionospheric research community.  
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One application that is affected by the passage of TIDs is the geolocation of HF signals, 
particularly when using the Single Site Location (SSL) technique. An SSL based geolocation 
allows determination of the ground distance and azimuth of a transmitter from a single 
receiver by recording the azimuth and elevation angle of the received radio signal alongside 
using knowledge on the current ionospheric environment. Whether the “ionospheric mirror” 
or ray-tracing SSL method is used, the SSL accuracy is directly related to the accuracy of the 
ionospheric representation.   
Multiple approaches have been used to map and characterise the behaviour of an ionospheric 
region, such as global ionospheric modelling, Global Positioning System (GPS)/Global 
Navigation Satellite System (GNSS), ionosondes and incoherent scatter radars (ISR) to name 
a few. However, trans-ionospheric methods, such as GPS, can be too insensitive to the exact 
shape of the ionospheric profile below the F2 peak density, which is critical for the accurate 
operation of a SSL geolocation. Global ionospheric models, such as the International 
Reference Ionosphere (IRI) (Bilitza, 2018) and Global Assimilation of Ionospheric 
Measurements (GAIM) (Wang et al., 2004) can be too sparse in resolution or cannot deliver 
the needed accuracy to capture local ionospheric variations. Ionospheric sounding, such as 
ionosondes, can deliver accurate estimates of the vertical density profile, however, ionosonde 
based SSL operates on the assumption that the ionosonde measurements can be extrapolated 
horizontally away to the propagation region of the signal. This assumption is not always true. 
The distance that an extrapolation of the ionosonde measurements does not deviate 
significantly from the true ionospheric conditions is called spatial correlation or correlation 
distance. As recent advancements in the design and the operation of ionosonde technology 
have made them a popular choice for ionospheric model correction and augmentation, a 
precise calculation of this metric is needed.  
The ionospheric research community has tacked the problem of estimating the correlation 
distance metric for the past 50 years. However, a clear definition of what correlation distance 
means and thus how it is to be calculated has not been clearly defined. Most of the recent 
research uses the term and the metric as a tool to explore and establish the spatial and 
temporal variations of the ionospheric conditions for global models (McNamara, Leo F. ; 
Wilkinson, 2009a, 2009b; Shim et al., 2008). However, this approach cannot be applied to 
other applications such as ionosonde network planning or SSL geolocation.  
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The topic of ionosonde correlation distances in the field of HF geolocation is still being 
debated. (Leo F. McNamara, 1991) suggests using the vertical height of the assumed 
reflection point as the correlation distance, meaning that for a reflection from the F2 layer, the 
correlation distance around an ionosonde is between 280 to 320 km. However, there is no 
mention of the process or origin of this estimate. Furthermore, there is no estimate for the 
correlation distance during TIDs.  
The aim of this PhD is to investigate the effects of TIDs on ionosonde correlation distances. 
It will include proposing a new formulation of the correlation distance metric that could be 
used for global assimilative ionospheric models, as well as expressing the required horizontal 
sampling of an ionosonde network for specific applications, such as in an SSL HF 
geolocation. This specific correlation distance will answer an important question in the 
ionospheric community and ionosonde deployment and geolocation – is it better to use an 
ionosonde measurement at a certain distance away or a model to represent the current 
ionospheric conditions? The main goals of the PhD are: 
• To demonstrate the advantage of a new correlation distance formulation by 
comparison with the established spatial correlation metrics for global ionospheric 
models. 
• To calculate the value of the correlation distance through the use of a controlled SSL 
geolocation experiment during calm and disturbed ionospheric conditions. 
• To understand the effects of TIDs on the correlation distance value. 
• To propose solutions for increasing the correlation distance of data from an 
ionosonde network. 
The main source of data used to explore the issue is the High Frequency Geolocation and 
Characterisation program (HFGeo) (Intelligence Advanced Research Projects Activity 
(IARPA), Smart Collection Office) that took place in the White Sands Missile Range (WSMR) 
in January 2014. The program was designed to accurately characterise the propagation 
parameters of an HF signal reflected from the ionosphere and precisely geolocate its 
transmission source. The following section of this chapter will give a brief description of the 
contents of the thesis.  
Chapter 2 provides the necessary background information in the form of a literature review. 
It will give a description of the ionospheric morphology alongside its characteristic variations 
as well as further explore the nature and effects of TIDs on the local ionospheric conditions 
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and signal propagation. This will be followed by an overview of the working principal behind 
sky-wave propagation and ionosonde operation, concluding with methods and techniques of 
geolocating HF transmissions. 
Chapter 3 will present the preliminary work conducted on modelling ionospheric conditions 
during the presence of TIDs and will discuss the reasons behind choosing ionosonde 
correlation distance as a research topic. The chapter will firstly describe the motivation 
behind the HFGeo program and the equipment deployed in the White Sands Missile Range 
(WSMR) campaign. The chapter will follow with a presentation of a new assimilative 
ionospheric model, developed by Prof Mitchel and Dr Bust, that combines the Hooke model 
of TIDs with the observations of HF signal angle-of-arrival, collected from the WSMR field 
campaign. 
Chapter 4 will explore the general definitions and concepts behind the correlation distance 
metric for ionospheric assimilative models. It will present a new definition through analysing 
and comparing the performance of 13 European ionosondes in measuring the foF2 value 
against IRI. The chapter will also investigate the effect of the diurnal cycle in the ionosphere 
on the correlation distance value and will present a method to synchronise the phase offset 
between two ionosondes. 
Chapter 5 will calculate the correlation distance in the application of HF signal geolocation. It 
will explore the use of local ionosonde extrapolation as the ionospheric representation in an 
SSL geolocation. The chapter will mainly draw conclusions on how passing TIDs and 
ionosonde operational sampling rate affect correlation distance values. 
The investigation will be continued in Chapter 6. However, the chapter will propose a 
technique to match the TID phase front between two ionosonde locations, called Feature 
Based Dynamic Time Warping (FDTW). It will be shown that by aligning the phase of the 
TID in ionosonde derived profiles, can increase the similarity between profiles at different 
heights and between 2 ionosonde stations, extending both the vertical and horizontal 
correlation distances. 
Chapter 7 will draw conclusions on the results presented in this thesis and will evaluate the 
success in achieving the goals set out at the beginning of the PhD. It will also present a plan 
for future work in order to produce further findings and to advance the understanding of 
ionosonde correlation distances not only in geolocation applications but as a whole.   
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Chapter 2.  
Literature Review 
2.1. The Ionosphere 
2.1.1. Introduction 
The ionosphere is a layer in the upper atmosphere in which free electrons are sufficiently 
numerous to affect the propagation of radio waves. It envelops the Earth at altitudes from 
roughly 90 to 600 km, albeit its upper limit is not well defined (Barcley L; Rishbeth, 2003; Leo 
F. McNamara, 1991). The discovery of the ionosphere came from Marconi’s success of 
sending a signal across the Atlantic in 1901. Since then the effects of the ionosphere have 
been documented by G. W. Peirce (1910) and L. Forest but research truly began in 1924 
when Appleton and Barnett performed their “frequency change” experiment and measured 
the height of the ionospheric layer (Barcley L; Rishbeth, 2003; Leo F. McNamara, 1991). 
This section will begin by describing the neutral atmosphere. This will be followed by a 
description of the nature and structure of the ionosphere alongside the processes that control 
the transportation and thus the change of electron concentration and ionisation. A brief 
overview will be given of the nature of the cyclical behaviour of the ionospheric layer, 
finishing with an analysis of Travelling Ionospheric Disturbances, the main point in the 










2.1.2. The Neutral Atmosphere 
The neutral atmosphere contains multiple chemical species, the kind and concentration of 
which changes with altitude. The vertical structure of the neutral atmosphere is described by 
four properties: pressure (P), density (ρ) temperature (T) and the chemical composition in a 
given volume. They are related by the universal gas law: 
 
𝑃 = 𝑛𝐾𝑇 (2.1) 
where n is the number of molecules per unit volume (Hargreaves, 1979). 
Each chemical species is governed by its own configuration of the gas law in Equation 2.1, 
forming layers, characterised by the temperature of the atmosphere and the mass of the 
species. The neutral atmosphere is vertically stratified into regions, also called “spheres”, 
according to the characteristic temperature, composition or state of mixing (Davies, 1996). 
The boundaries between the atmospheric regions are called “pauses”. 
The most common stratification of the neutral atmosphere is based on its temperature 
profile. The troposphere, which is bounded by the tropopause at 10-12 km altitude has a 
temperature lapse rate of -6.5 K km-1. Above the tropopause, the stratosphere is a region of 
increasing temperature, reaching its maximum at the stratopause at 50 km. After this altitude, 
the temperature begins to drop in the mesosphere region reaching its minimum at 80 km at 
the mesopause. This minimum is also the atmosphere’s lowest temperature at 180 K. The 
thermosphere is situated above the mesopause and is the hottest region of the atmosphere, 
reaching temperatures well above 1000 K (Hargreaves, 1979).  
Atmospheric stratification is also achieved according to the processes and state of mixing of 
the chemical species. The lower part of the atmosphere, where the composition of chemical 
species does not undergo a change with height is called the turbosphere or homosphere. 
Molecular oxygen and nitrogen dominate the chemical composition of this region and are 
kept relatively homogenously spread through the process of turbulent mixing. The upper 
atmospheric region where the process of mixing is displaced by the molecular diffusion of 
chemical species is called the heterosphere. In this region, the molecular oxygen is dissociated 
by solar radiation into its atomic form. The boundary between both atmospheric regions is 
called the turbopause, situated at 100 km altitude. At the height of 600 km, the atmosphere is 
in the exosphere region. At these altitudes, the concentration of atomic oxygen gives way to 
hydrogen atoms. Figure 2.1 shows the atmospheric stratification discussed so far. 
 7 
 
Figure 2.1 Nomenclature of the upper atmosphere (Hargreaves, 1979). 
Another definition of the atmospheric regions is done according to the ionisation processes 
by the ultraviolet solar radiation conducted on the chemical species, creating a distinct 
charged region called the ionosphere. The next section will introduce the structure of the 
ionospheric region and the processes that control its behaviour. 
2.1.3. Origin and Structure of the Ionosphere 
The ionosphere is created through the ionisation of neutral atoms and molecules in the upper 
parts of the Earth’s atmosphere. It was J. Taylor and J. Fleming who first suggested this 
process but later it was fully described by Chapman (1931). The Chapman model considers 
that the rates of ionisation depend on the atmospheric composition and the characteristics of 
the incident solar radiation. As the ultraviolet light propagates down through the atmosphere 
the various frequency bands of the light get attenuated differently while the composition of 
the atmosphere changes (Barclay, 2003). Consequently, different processes become dominant 
at different heights, resulting in a layered structure. Three main regions can be recognised: D, 
E and F. 
• D region lies between 60 and 90 km and is mainly produced by the hard X-ray 
radiation (Hargreaves, 1979). The neutral atmosphere in this region is denser and the 
electron collision frequency with neutrals is higher. The electron density is 108 – 1010 
m-3 (Hargreaves, 1979). 
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• E region lies between 105 and 160 km and mainly formed by the soft X-ray radiation 
(Hargreaves, 1979). The average electron density in this layer is several 1011 m-3. 
Sporadic E is also present at these altitudes, where a thin layer of ionisation is 
enhanced beyond the calm E layer. Sporadic E is an event that is regional and 
sporadic and is very important for HF communications as it enables communication 
links at much higher frequencies than normally possible.  
• F region lies between 160 and 600 km with average electron density of several 1011 - 
1012  m-3. The F layer is produced by the EUV light of the Sun, ionising oxygen and 
hydrogen atoms. During the daytime, the F region splits into two separate layers - F1 
(160-200 km) and F2 (200-600 km). The F2 does not generally follow the Chapman 
model well. During the daytime, the highest electron density (peak) is located in the F2 
layer (Hargreaves, 1979). The plasmasphere and the magnetosphere are located above 
the F2 peak, where the electron density reduces exponentially until it is 
indistinguishable with the solar wind. 
 
Figure 2.2 Electron density profile of the day and night-time ionosphere with separate ionospheric 
layers (Ionosphere, Accessed: 30 April 2019). 
The ionosphere is described and measured using a range of parameters and variables. One of 
the most common such parameters is the electron density– the concentration of free 
electrons in a slab of plasma. It is a very straightforward metric that is directly linked to the 
ionisation processes happening in the ionosphere. Calculated at different altitudes, the 
electron density can be used to describe the vertical structure of an ionospheric region and 
find the peak electron density. However, in terms of radio propagation, one of the most 
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important ionospheric characteristics is the critical frequency or fc (Barclay, 2003). The critical 
frequency of an ionospheric layer is given by the formula: 
 𝑓𝑐
2 = 80.5𝑁𝑚𝑎𝑥 (2.2) 
where 𝑁𝑚𝑎𝑥 is the maximum electron density of the layer in electrons per m
3 (Barclay, 2003). 
The derivation of Equation 2.2 comes from the simplified Appleton-Hartree equation which 
will be discussed in Section 2.2 and more specifically in Equations 2.20 and 2.21. 
The formula in (2.2) can then be transformed in MHz to give: 
 𝑓𝑐 ≈ 8.972 × 10
−6√𝑁𝑚𝑎𝑥 (2.3) 
There is a critical frequency for each E, F1 and F2 layers, denoted by foE, foF1 and foF2. The 
critical frequency is a very useful metric because it is the maximum frequency that can be 
reflected from a specific layer. Higher frequencies will pass through until either they are 
reflected from higher and more ionised layers or escape the Earth’s upper atmosphere 
entirely. Other important characteristics are the heights of the layers peak density - hm, and 
Total Electron Content or TEC of the vertical column (Barclay, 2003). Again, each E, F1 and 
F2 layers have a height peak density, denoted hmE, hmF1 and hmF2.  
2.1.4. Plasma Transport 
The ionospheric composition is in a constant state of change. Kinetic, photochemical and 
electromagnetic forces influence the electron density in the electrically charged plasma. The 
nature and dominance of these forces depend on many factors, such as altitude, latitude and 
time. The rate of change of the electron density can be defined using the equation of 
continuity presented in Equation 2.4. Continuity equations describe the transport process of 
some quantity or matter. In the case of the ionosphere, it is used to describe the transport of 




= 𝑞𝑒 − 𝐿𝑒 − ∇. (𝑁𝑒𝑣) (2.4) 
where 𝑁𝑒 is the electron density, 𝑞 is the production rate, 𝐿𝑒 is the ionisation loss, 𝑣 is the 
mean electron velocity and the ∇. (𝑁𝑒𝑣) term is the net loss due to transport of electrons 
(Davies, 1996). 
The production rate 𝑞𝑒 is controlled by several different factors. Firstly, because the 
production rate of electrons and ions is controlled by the photoionisation process in the 
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ionospheric regions of the upper atmosphere, the production rate will be heavily dependent 
on the intensity of the solar radiation. This leads to a diurnal and seasonal cyclical behaviour. 
The Sun’s own activity can also affect the production rate parameter resulting in an 11-year 
cycle of ionisation intensity. These variations will be further expanded in the next sub-section. 
Secondly, the composition of the chemical species and its variation also affects the 
production rate. This coupled with the absorption dependency of the solar rays with altitude 
leads to the production rate values being different at various altitudes.  
The ionisation loss term is associated with the recombination rate of free electrons with ions 
to form neutral atoms. The process of recombination is affected by the concentration of 
neutral species in a given region (Leo F. McNamara, 1991). Although recombination is active 
throughout the diurnal cycle, the process slows down during the night as the ionospheric 
layers rise to higher altitudes where fewer neutral chemical species exist.  
Additionally, the ionospheric composition is changed due to processes that cause motion of 
charged particles across the ionosphere. This movement is accounted for by the transport 
term 𝑑𝑖𝑣(𝑁𝑒𝑣) in the continuity equation and is described as a loss of electron content. At 
higher altitudes, where the recombination rate has a diminished effect, the motion of ionised 
plasma contributes mostly to the change of its composition. The forces that act on the value 
of this term can include plasma diffusion, neutral winds and electromagnetic drift (Davies, 
1996).  
The ionosphere diffuses vertically in a similar way to a standard gas, balancing the downward 
motion caused by the Earth’s gravity against the upward motion from its own vertical 
pressure. The vertical diffusion velocity can be calculated using Equation 2.5: 











, where M is the ion mass, 𝐷(ℎ) is the ambipolar diffusion coefficient, 𝐼 is the magnetic dip 
angle, 𝑔 is the acceleration due to gravity and T is temperature. 
From the inverse relationship between the ambipolar diffusion coefficient and the neutral 
density, diffusion increases rapidly with altitude. Furthermore, the relationship with the 
magnetic dip angle means that at the equatorial magnetic region (𝐼 = 0°), the vertical 
diffusion will be minimised while maximised at the magnetic poles where the magnetic dip 
angle will be 90°. Plasma diffusion is different from neutral gas diffusion because of the 
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electrostatic field produced by the charge separation (Davies, 1996). The plasma scale height 
𝐻𝑠𝑐 is twice the that of the neutral gas, meaning that ions and electrons diffuse together.  
The ionospheric plasma can be moved across the Earth’s magnetic field by the neutral winds. 
The Sun’s radiation causes a temperature difference between the dayside and nightside of the 
ionosphere, creating a pressure imbalance that drives neutral winds of chemical species from 
the dayside to the nightside. At the lower regions, the neutral – ion collisions are sufficient to 
force the plasma motion to follow the neutral wind kinetics. However, at altitudes of around 
the F2 layer, the neutral species density is too small for the neutral wind to solely determine 
the motion of the ionospheric plasma. Thus, the ions and electrons follow the magnetic field 
lines. A horizontal wind moving equatorwardly will lift the charged particles upward to higher 
altitudes, whereas a wind moving at the direction of the poles will drop the particles to lower 
regions. Thus, the vertical component of the plasma is: 
 
𝑣𝑑𝑖𝑓𝑓 = 𝑉 sin 𝐼 cos 𝐼 (2.6) 
, where 𝑉 is the speed of the neutral wind. 
Equation 2.6 means that the vertical plasma velocity is nullified at the equator and the poles 
and maximised at the mid-latitudes, where the dip angle is 45º.  
The ionospheric plasma can also be transported across the magnetic field lines due to a 
process called electromagnetic drift or E×B drift. A motion of air across a magnetic field ?⃑?  
will develop an electric current that will generate an electric field ?⃑? , perpendicular to the 
magnetic field. The presence of this field will force charged particles to move perpendicularly 
to the magnetic field lines causing a vertical drift of plasma. The E×B velocity can be 




cos 𝐼 (2.7) 
2.1.5. Global Variations of the Ionosphere 
The stratification of the ionosphere follows the diurnal cycle of the Sun. The D, F1 and most 
of the E layer disappear during the night, while during the day their ionisation depends on the 
Sun’s zenith angle. Some ionisation remains in the E region during the night but it is small 
enough that it is generally assumed to vanish at nightfall. The critical frequencies of the E and 
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F1 layer reach their maximum at local noon. The F2 layer, however, persists during the whole 
cycle and its characteristics and dynamics are thus most important for HF propagation. The 
ionisation of the F2 layer and it characteristics follow the diurnal cycle as well. It reaches the 
lowest value just before dawn when the recombination of electrons is more dominant and is 
at its highest during the Sun’s zenith when solar radiation is at maximum.  
The seasonal variation of the ionosphere follows the geometrical change between the Earth 
and the Sun. As the Sun’s position relative to the Earth changes throughout the year, the 
noon zenith angle is higher in winter than in summer. This results in the ionisation being 
greater in the summer than in winter, observed in the cases for the D, E and F1 layers for the 
mid-latitudes. The F2 layer, however, does not follow the same behaviour. One of the most 
dominant deviations from the Chapman model that describes to certain extend the D, E and 
F1 layers especially in the mid-latitude regions of the Earth is the winter or seasonal anomaly. 
It manifests as the foF2 values and thus the ionisation of the F2 layer being greater in the 
winter with higher amplitudes between maximums and minimums and it is thought to be 
caused by the seasonal changes of the atomic and molecular species (Leo F. McNamara, 
1991). 
 
Figure 2.3. Diagram explaining zenith angle from the Earth surface (Zenith, 30 April 2019). 
The ionosphere also experiences latitudinal variations, mostly associated with a change in the 
observed zenith angle. During the summer and winter months at the high latitude regions, 
this can lead to constant polar days or nights, depending on the season and hemispheres. 
Even without this effect, the ionosphere also experiences other variations associated with 
latitude. The equatorial regions can be subjected to strong electron concentration during the 
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evening hours, an event called the Appleton anomaly (Davies, 1996). The mid-latitude 
ionosphere is generally controlled by the Sun’s radiation; however, it can be disturbed by local 
perturbations from the lower regions of the atmosphere. The high-latitude and polar 
ionosphere can have a complicated behaviour due to the proximity of the magnetic pole and 
the almost vertical dip angles and the interaction with the solar wind. 
The ionosphere is also coupled with the Sun’s 11-year cycle, which is monitored by the 
number of sunspots observed on the Sun’s surface and the occurrences of solar flares, also 
called sunspot number (Hargreaves, 1979). These changes are also accompanied by changes 
in the ionising radiation from the Sun resulting in a higher concentration of ionised particles 
and electrons. Solar disturbances are generally more frequent during solar maximums, which 
can trigger geomagnetic storms (Davies, 1996). The critical frequency of the E, F1 and F2 layer 
and the height of the F peak density all increase with the sunspot number. However, it is 
generally much more practical to substitute the sunspot number and observe the ionospheric 
index metric.  
The global ionosphere is also affected by changes in the Earth’s magnetosphere. Reversals to 
the north-south component of the Interplanetary Magnetic Field (IMF) have been established 
to influence the magnetosphere and high-latitude ionosphere. When the north-south 
component is strongly negative, magnetic reconnection between the IMF and the 
geomagnetic field produces open field lines which allow mass, energy and momentum to be 
transferred from the solar wind to the Earth’s magnetosphere(Davis et al., 1997). This, in 
turn, causes molecular air to be raised to high altitudes by auroral heating, enhancing the 
ionospheric loss rate and weakening the ionisation of the F2 region. This molecular rich air 
can circulate in the thermosphere as winds and spread from high to middle and low 
latitudes(Davis et al., 1997; Tulunay, 1995). 
Changes to the state of the Earth’s thermosphere can exhort drastic variations to the local 
ionospheric conditions, causing severe and not deterministic disturbances. The current 
research has concentrated on particular ionospheric disturbances called Travelling 
Ionospheric Disturbances (TIDs) and the next section of this chapter will elaborate further 
on their origin and characteristics.  
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2.1.6. Travelling Ionospheric Disturbances 
The ionosphere is a very dynamic medium with constant changes to its characteristics. Even 
during calm conditions, the ionosphere experiences constant small variations, such as daily 
fluctuations in the foF2, hmF2 and Total Electron Content (TEC). Although difficult to be 
modelled, these changes act more like noise and their effect is not as severe on systems that 
use the ionosphere as a propagation medium, such as radio communication. However, there 
are events that can cause massive disturbances to the ionospheric conditions and to HF radio 
communications.  
The term “ionospheric disturbance” extends to a variety of ionospheric conditions that 
deviate from the quiet state of the ionosphere (Davies, 1996). These include but are not 
limited to magnetic storms, polar cap absorption events, solar flares, coronal mass ejections 
and Travelling Ionospheric Disturbances or TIDs, the main subject of this thesis. 
TIDs are wave-like perturbations in the ionospheric electron concentration (Senior et al., 
2006), manifesting due to the passage of acoustic-gravity waves (AGWs) originating at lower 
atmospheric regions interacting with the lower layers of the ionosphere. AGWs are a class of 
waves which are the result of both compressional (acoustic waves) and gravitational (gravity 
waves) restoring forces (Hargreaves, 1979). In the case of atmospheric AGWs, these waves 
occur when the motion of high-density air disturbs the boundary between two atmospheric 
layers with different densities. This causes an unstable surface that the gravity is trying to re-
establish. This, in turn, creates an oscillation around the surface equilibrium that exacts 
compression forces to other layers to the atmosphere (Georges, 1969; Hocking, 2001). The 
effects of the Earth’s rotation and curvature are usually ignored.  
Acoustic gravity waves exhibit dispersive behaviour, meaning that waves with different 
wavelengths will travel at different phase speeds. According to (Hines, 1960) the dispersive 
















(√𝛾 − 1𝑔) (2.10) 
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where 𝑤 is the angular frequency of the wave, 𝑠 is the speed of sound, 𝑘𝑥 and 𝑘𝑧 are the 
horizontal and vertical wavenumbers respectively, 𝛾 is the ratio of specific heats, 𝑔 is the 
gravitational acceleration, 𝑤𝑏 is the Brunt Väisälä angular frequency (also called buoyancy 
frequency) and 𝑤𝑎 is the acoustic resonance.  
Waves with angular frequency 𝑤 > 𝑤𝑎 are considered acoustic in nature and waves with 𝑤 <
𝑤𝑏 – gravity waves. For a full description of acoustic-gravity waves and derivation of their 
properties please refer to (Hines, 1960), (Georges, 1969) and (Hargreaves, 1979). 
AGWs are mostly a phenomenon of the lower parts of the neutral atmosphere. However, the 
motion of the wave can couple with the ionisation and electron density of the ionospheric 
regions. Each ionospheric layer responds differently to this coupling according to the physical 
and chemical characteristics that govern its behaviour. In the D and E regions, ion collisions 
are sufficiently many that the plasma motion replicates the motion of the neutral air. 
However, in the F region, the ion motion is constrained to move along the geomagnetic field 
lines (Davies, 1996). Observations show that these disturbances have long tilted forward 
fronts, thus the TIDs appear first at higher altitudes and travel downward (Davies, 1996). 
TIDs are predominantly present during the daytime period but can be noticed during the full 
diurnal cycle. They can be grouped into two categories: large scale (LS-TID and medium scale 
TIDs (MS-TID) according to their characteristics and origins. MS-TID have horizontal 
wavelengths in the range of 100 – 300 km, periods typically between 10–60 min and 
horizontal phase velocity of around 50 – 300 ms-1 (Crowley et al., 2013; Hocke and Schlegel, 
2002; Hunsucker, 1982). Generally, MS-TIDs travel in an equatorward direction, with 
relatively Northwest-Southeast and Southeast-Northwest alignment in the North and South 
hemispheres respectively (Otsuka et al., 2013). The origin of MS-TIDs is mostly believed to 
be associated with local lower atmospheric disturbances (Hernández-Pajares et al., 2012), 
although they have also been detected during geomagnetic storms (Nishioka et al., 2009). 
Large scale TIDs can have horizontal wavelengths above 1000 km and periods between 30–
180 min (Crowley et al., 2013; Crowley and Rodrigues, 2012). The horizontal speed of LS-
TIDs can be in the range of 300 to 1000 ms-1, typically propagating from polar to equatorial 
regions (Crowley et al., 2013; Crowley and Rodrigues, 2012). The source of LS-TIDs is 
thought to be from geomagnetic storms at higher latitudes (Ding et al., 2007), through auroral 
heating, or motion of the auroral oval (Crowley et al., 2013; Crowley and Rodrigues, 2012; 
Hargreaves, 1992; Leo F. McNamara, 1991).  
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By affecting the electron density, a passing TID can also cause acute changes to the 
propagation of radio signals. Parameters such as amplitude, phase, angle-of-arrival or 
polarisation can vary both geographically and temporally as the TID moves across an 
ionospheric region. This makes TIDs extremely important for any communication systems 
that uses the ionosphere as a medium. However, this susceptibility of radio propagation, 
mostly in the in the range of HF and UHF frequency bands, has enabled the research 
community to investigate different types of TIDs using a multitude of instruments. TIDs 
have been characterised using ionosondes (Boška and Šauli, 2001; Bowman, 1968; Kozlovsky 
et al., 2013), incoherent scatter radars (Galushko et al., 1998; Vadas and Nicolls, 2009), radio 
interferometers (Jacobson et al., 2004) and GPS/GNSS receivers (Afraimovich et al., 1998; 
Borries et al., 2016, 2009; Ding et al., 2007). 
The study of TIDs has led to considerable theoretical insights into their nature and 
behaviour. The work from (Martyn, 1950), (Hines, 1960) and (Friedman, 1966) was first to 
establish the relationship between the passage of atmospheric AGWs and the ionisation 
changes in the upper atmospheric regions. It was Hines (1956, 1955) and Martyn (1950) who 
introduced the main mechanisms of the collisions between the motion of the neutral species 
and motion of the ionisation in the ionosphere. However, it was Hooke (1968) who provided 
a full description of the relationship between the properties of AGWs and the resulting TIDs 
in the F-region of the ionosphere. His work describes the collisional interaction of the neutral 
gas with the ionospheric plasma as well as the changes to the chemical reactions that govern 
the lower parts of the ionospheric regions. This culminated into what is known as the Hooke 
model. This section will provide a brief overview of the key findings in Hooke’s paper and 
will present the main mathematical formulations of the model that are relevant to the thesis.  
Hooke’s model describes the changes to the continuity equation that governs the electron 
transport in the ionospheric F region during the presence of atmospheric gravity wave. The 
continuity equation was presented and explained in (2.4). As stated previously, due to the 
diffusion property of the ionosphere, different physical and chemical processes control the 
change of electron content at different ionospheric altitudes. Hooke claimed that the 
alteration to the electron concentration due to AGWs will also be governed by the same 
diffusion property. Hooke further elaborated that at heights below the F1 boundary the AGW 
will affect the photoionisation and electron loss of the ionised region by changing the neutral 
gas density and incident ionising radiation flux. However, at the height of the F2 layer, where 
the amplitude of the TID is much greater, the dominant effect is the transfer of motion to the 
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ionised species due to the collisional interaction with the neutral gas. The neutral wind will 
push the ions and in turn the electrons along the field lines, causing a drift of ionisation 
concentration. As the main topic of this PhD is the effect of TIDs situated above the F1 
edge, the following mathematical derivations will explain the formulation of the ion/electron 
drift due to AGWs and will omit the explanation of the chemical changes to the 
photoionisation and electron loss.  
For a monochromatic wave with angular frequency 𝑤 and spatial wavenumber components 
𝑘𝑥, 𝑘𝑦 and 𝑘𝑧, where x and y represent the horizontal and z – the vertical planes, the 
instantaneous gas velocity can be described using the wave equation: 
 𝑢𝑏 = 𝑈𝑏𝑒
𝑖 (𝑤𝑡 − 𝑘𝑥𝑥 − 𝑘𝑦𝑦 − 𝑘𝑧𝑧) (2.11) 
From (Hines, 1960) and his theory of gravity waves, while the horizontal parts of the velocity 
vector are taken a real, the vertical component is taken as imaginary, in order to allow for an 
amplitude growth with increasing height. Thus, if we state that 𝑘𝑧 = 𝑘𝑧𝑟 + 𝑖𝑘𝑧𝑖, then the 
velocity at a height 𝑧 will be: 
 𝑢𝑏 = 𝑈𝑏(𝑧0)𝑒
 𝑘𝑧𝑖(𝑧−𝑧0) .  𝑒𝑖(𝑤𝑡 − 𝑘𝑥𝑥 − 𝑘𝑦𝑦 − 𝑘𝑧𝑟𝑧) (2.12) 
, where 𝑧0 is a reference height. 
This, according to the Hooke model, will result in electron density perturbation formulation 





 sin 𝐼 − 𝑖𝑘𝑏𝑁𝑒𝑢𝑏] (2.13) 
where 𝑁𝑒 is the unperturbed electron density, 𝑘𝑏 is the component of the propagation vector 
along the magnetic field, 𝐼 is the dip angle. 
Splitting the 𝑘𝑏 parameter into its real 𝑘𝑏𝑟 and imaginary 𝑘𝑏𝑖 components and equating the 
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Substituting the real component of the gas velocity from equation 2.12 gives 
 |𝑁𝑒
′| ≅ 𝑁𝑒𝑈𝑏(𝑧0)𝑒
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  (2.19) 
The investigation of the ionospheric regions has practical implications to many systems. One 
such case where the variation of the ionospheric conditions is of great importance is HF 
signal propagation. The next section of the Literature Review will elaborate further on the 
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basic principles behind ionospheric HF propagation and will describe the key physical and 
mathematical formulations in both vertical and oblique HF transmission. 
2.2. Radio Signal Propagation in the Ionosphere 
The presence of excited electrons generated by the Sun’s extreme ultraviolet light greatly 
influences the electrical properties of the medium and allows it to be used as a reflection 
surface for radio waves, transmitted from the Earth’s surface (Hargreaves, 2003), a process 
called “sky-wave” propagation. The ionospheric layers influence radio signals differently. The 
D region and to some extent calm E region are the main reason behind the absorption of HF 
radio waves, particularly below 10 MHz. Signals are attenuated as they pass through the D 
region, because they cause free electrons in the layer to vibrate at the wave’s frequency, 
transforming the wave’s energy to kinetic (Poole, 1944). When this occurs, the electrons 
collide with other molecules, consuming a small amount of the energy and dissipating a 
proportionally small amount of the signal. The level of attenuation is proportional to the 
density of neutral atoms in the layer (Poole, 1944). The effects of the D and E are noticeable 
during the day time when the Sun’s radiation is strong enough to perform ionization at these 
altitudes.  
Radio signals behave differently in the F1 and F2 layers. Similarly to lower regions, the signal 
causes free electrons to vibrate, but because the air density is much lower, fewer collisions 
with neutral atoms occur, resulting in lower energy loss (Poole, 1944). Rather than dissipating 
the energy, the electrons in the F-region tend to re-radiate the signal. Because the electron 
density in the region increases with altitude, the farther the signal travels, the more it is 
refracted (Poole, 1944). In the HF band, the refraction is enough to send the signal back 
towards the Earth’s surface, causing the reflection. Due to this reflection, most of the HF 
propagation happens bellow the height of the F2 peak density. The F-region and its properties 
are the key determinant of the path of an HF signal. The next parts of this section will 
elaborate on the working principles behind vertical and oblique HF propagations, alongside 
their advantages and disadvantages.  
As previously mentioned, the composition of the ionospheric layers plays an important role 
in determining the reflection point and the path of a HF radio signal. How refractive or 
reflective an ionospheric layer is can be determined by its refractive index . However, the 
refractive index is a complex metric and does not depend only on the electron content of the 
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medium but also on the collision frequency and the magnetic field of the Earth. This makes 
the ionospheric region both a dispersive and an anisotropic medium, However, if the collision 
frequency is assumed to be negligible, the refractive index, µ, can be described by the 
simplified Appleton-Hartree equation (Barclay, 2003): 
 𝜇
2 = 1 − 
2𝑋(1 − 𝑋)
2(1 − 𝑋) − 𝑌𝑇
2  ±  √𝑌𝑇














T and L subscripts refer to the transverse and longitudinal components of the geomagnetic 
flux 𝐵, 𝑁𝑒 is the electron density, 𝑒 is the electron charge, 𝑚 is the mass of an electron, 0 is 
the permittivity of free space and 𝜔 is the angular wave frequency (Barclay, 2003).  
The ± sign in Equation 2.20 suggests two modes of propagation. These modes are associated 
with two different polarised components of the HF signal – an ordinary (right-hand circular 
polarization) and extraordinary (left-hand circular polarization) wave. The positive sign 
describes the refractive index of the ordinary wave and the negative – the extraordinary.  
If further the effects of the magnetic field are ignored, then the Appleton-Hartree equation 
can be further simplified into: 
 𝜇




= 1 − 𝑘
𝑁
𝑓2
 (2.21)  
where 𝜇 is the refractive index, 𝑓𝑐 is the critical frequency of the ionospheric layer, 𝑓 is the 
frequency of the transmitted signal and 𝑁 is the electron density. 
This formula connects the refractive index of the ionospheric layer to its critical frequency 
described in Equations 2.2 and 2.3 and shows the dispersive nature of the ionosphere.  
The dynamics described by the simplification made to the Appleton equation in Equation 
2.21 are followed well when a radio signal is transmitted vertically. However, HF radio 
transmission can also be achieved by oblique propagation and it is regularly used in long 






Figure 2.4 Diagram of oblique propagation of an HF signal refracted from the ionosphere. 
A transmitter T and a receiver R are positioned at distance “d” apart. A radio signal is sent 
from transmitter T at an elevation angle E and received at R. Assuming a mirror reflection 
from the ionospheric layer, the radio signal will be reflected at point A, situated half-way 
between the transmitter and the receiver. However, the ionosphere is not a perfect mirror but 
instead will refract the signal until point B, where it will be pointed towards the ground at the 
direction of the receiver. The full line between T and R is called the ray path of the signal.  
Oblique propagation can be described using ray theory. The physics of the propagation is 
based on three fundamental relations – the secant law, Breit and Tuve’s theorem and 
Martyn’s equivalent path theorem.  
Assuming a refracting oblique propagation, with collision and magnetic field absent, from 
Equation 2.21 and Snell’s law, the secant law relates the frequency of the obliquely 
propagating signal 𝑓𝑜 with an equivalent vertically propagating signal with frequency 𝑓𝑣 using: 
 
𝑓𝑜 = 𝑓𝑣  sec (𝜙) (2.22)  
where 𝜙 is the angle of incidence (Davies, 1996). 
The secant law shows the ionosphere can reflect higher frequencies when the signal is sent at 
an angle.   
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Brait and Tuve’s theorem equates the real curved ray-path (path TBR in Figure 2.4) to a 
perfect mirror reflection happening at point A. The theorem assumes that the signal has 
travelled in a vacuum at the speed of light (Leo F. McNamara, 1991). 
Martyn’s equivalent path theorem states that if 𝑓𝑣 and 𝑓𝑜 are equivalent frequencies of radio 
waves reflected vertically and obliquely from the same real height in a flat ionosphere, then 
the virtual height of the reflection of 𝑓𝑣 is equal to the height of the triangular path for the 
oblique signal (Davies, 1996). In other words, the vertical height of the reflection of an 
obliquely incident wave to the ionosphere is the same as that of a vertically incident wave. 
 𝑃
′(𝑓𝑜) = 2ℎ′( 𝑓𝑣) sec (𝜙𝑜) (2.23)  
where 𝑃′(𝑓𝑜) is the path of the oblique incident signal, ℎ′( 𝑓𝑣) is the virtual height of the 
vertically propagating signal and 𝜙𝑜 is the angle of incidence of the oblique signal (Davies, 
1996). 
Sky-wave propagation in the HF band has many advantages over ground-wave propagation 
and lower frequency band signals for long-distance communications. First, a very long 
communication system can be achieved using low-cost equipment, in contrast with LF band 
propagation which requires the use of much larger antennas (Davies, 1996). Secondly, 
Secondly, HF propagation accommodates much larger signal bandwidths than those 
achievable by ground-wave transmissions (transmission bandwidths in LF and MF are around 
100Hz (Davies, 1996)).  
However, transmissions in the HF band also suffer from disadvantages. Sky-wave 
propagation is very susceptible to the local ionospheric conditions and the signal can undergo 
variations in its strength, phase, polarisation or path. Because the refractive index of the 
ionospheric layer is connected to the electron density any cyclical or sporadic changes will 







The theoretical principles that govern the operation of ionosondes use simple concepts from 
HF radio propagation. Many sources complicate their explanations in order to be 
mathematically rigorous. This section will try to explain the basics behind ionosondes in an 
approachable way while presenting key physics concepts in their mathematical formulation.  
The ionosonde is a sweep-frequency pulsed radar device that measures the height of the 
ionospheric layers (Davies, 1996). The frequency can sweep between 0.1 and 30 MHz with a 
duration of the signal ranging from 10 seconds to a few minutes (Davies, 1996; Reinisch et al., 
2009).  
 
Figure 2.5 Diagram of the vertical incidence propagation used for ionospheric sounding. 
A transmitter sends an HF pulse vertically and a receiver measures the time delay of any 
returning echoes reflected from the ionospheric layers (Lowell Digisonde International, 
2009)(Figure 2.5). If we assume that the signal has travelled the same distance going up after 
being transmitted as going down after the reflection, it would be true to say that the radio 
signal will reach the reflection point (or virtual height) at half the time delay measured at the 
receiver. This can be written as: 
 ℎ
′ = ∫ 𝑐 𝑑𝑡 2⁄
𝑇
0
  (2.24)  
where ℎ′ is the virtual height, c is the speed of light and T is the total elapsed time recorded at 
the receiver. 
 24 
A radio wave doesn’t travel at the speed of light but at a group velocity 𝑣𝑔, which is 





  (2.25)  
However, if we substitute the group refractive index by the phase refractive index using their 
identity 𝜇𝜇𝑔 = 1 (Leo F. McNamara, 1991), the equation can be rewritten as: 
 
𝑣𝑔 =  𝑐𝜇 (2.26)  
where 𝜇 is the phase refractive index or just refractive index at an ionospheric height. 
Substituting Equation 2.20 into the above equation results in: 
 𝑣𝑔 =  𝑐√1 − 
𝑓𝑐2
𝑓2
 (2.27)  
where 𝑓𝑐 is the critical frequency of the ionosphere at a certain height and 𝑓 is the operational 
frequency of the transmitted signal. 
Equation 2.27 is important because it shows that if we match the critical frequency to the 
radio frequency of the transmitted signal, the velocity of the radio transmission will go to 
zero, meaning that a reflection has occurred.   
Knowing that the critical frequency of an ionospheric layer is proportional to the electron 
density (Equation 2.2 from Section 2.1.3), the ionosonde can create a profile of electron 
density vs height. This profile is called an ionogram and is considered the main output from 
an ionosonde.  
The ionogram is a multi-dimensional measurement of signal amplitude vs height and signal 
amplitude vs frequency (Lowell Digisonde International, 2009). The ionosonde can 
simultaneously observe six parameters – frequency, virtual height, amplitude, Doppler shift, 
angle-of-arrival (AoA) and polarisation. Figure 2.6 presents an example ionogram from the 
Cherry ionosonde in New Mexico, USA, on the 27th of January 2014 at 17:00 Universal Time 
(UT). The x-axis of the graph is the sounding frequency of the ionosonde in MHz and the y-
axis is the virtual height in kilometres. The signal amplitude is the dot size of the data plotted 
and the other parameters of the transmitted signal (polarisation, Doppler shift and AoA) are 
mapped into 12 distinct colours seen on the right side of the ionogram (Lowell Digisonde 
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International, 2009). The two polarisations of the transmitted signal are plotted in two 
different colour groups – red colours showing ordinary and green colour – extraordinary 
wave polarisation. The Doppler shift is indicated by the shade of the colours. The AoA from 
the oblique echoes, seen at the top of the graph, is presented using warm scale colours for 
“South” propagation and cold colour scheme for “North” propagation (Lowell Digisonde 
International, 2009). An ionospheric disturbance can also be seen in the captured ionogram, 
shown by the cusp or “hook” in the ordinary wave profile. This hook is a clear indication of a 
TID.  
 
Figure 2.6 An example ionogram from the Cherry ionosonde on the 27th of January 2014. 
Many advances have been made over the past decades to move beyond the basic pulse 
techniques established at the beginning of the century. Techniques and equipment upgrades 
have made possible the development of ionospheric sounders such as the DSP-4D digisonde 
model developed by Lowell Digisonde International (Lowell Digisonde International, 2009; 
Reinisch et al., 2009, 2008). For more information on functionality, operation and installation 
of the DSP-4D digisonde, please refer to (Lowell Digisonde International, 2009) or (Reinisch 
et al., 2009). 
These advances have gradually impacted the development of ionospheric sounders and have 
led to the establishment of a world-wide network of digisonde sites called Global Ionospheric 
Radio Observatory (GIRO). Today GIRO provides access to 30 million records of 
ionospheric measurements at 64 locations, of which 42 are real-time feeds, updating within 
several minutes (Reinisch and Galkin, 2011). This coupled with the development of auto-
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scaling systems, such as ARTIST 5 (Galkin and Reinisch, 2008), has turned ionosondes into 
one of the most important tools for ionospheric research today.  
Plans for expanding the current network have also been made (“Global Ionosphere Radio 
Observatory website,” 2018). A key part of any future installations is the balance between 
cost and spatial resolution of the ionospheric measurements. The network has to sample the 
ionosphere with high enough spatial resolution to capture any dramatic and important 
changes to its conditions. This is extremely important for HF propagation modelling and 
prediction. However, any new developments have to also increase the area of observation and 
not sample ionospheric conditions that are already well measured by other ionosonde 
equipment. This area is also called correlation distance and it measures how far away from an 
ionosonde can you consider its measurements to be representable.  
The question of the spatial correlation or correlation distance of ionospheric parameters, 
derived from ionospheric observations has been discussed by the ionospheric community for 
the past 50 years. However, a clear definition of what the terms mean and thus how to 
calculate them has not been clearly defined yet. A significant part of the recent work done on 
this topic has analysed and explored the temporal and spatial variations of the ionospheric 
conditions for the purpose of ionospheric modelling and the values quoted reflect this 
definition. This is an important metric for the assimilative ionospheric models such as Global 
Assimilation of Ionospheric Measurements (GAIM) (Scherliess et al., 2006; Schunk et al., 
2004) or Electron Density Assimilative Model (Angling and Khattatov, 2006). The spatial 
correlation in this case will be used to reduce the amount of points needed to be processed by 
the model. Processing two ionospheric locations that exhibit high correlation between their 
electron density profiles will be a redundancy that the spatial correlation can avoid and thus 
make the model quicker.  However, this definition does not bound either the ionospheric 
parameter being correlated or the equipment and technique with which it has been recorded. 
(Shim et al., 2008) correlates 1 year of GPS derived TEC across the world but (McNamara, 
Leo F. ; Wilkinson, 2009a, 2009b) investigates foF2 from ionosonde across Australia, 
Europe, United States and South Africa. These differences are why, although investigating the 
same metric for the same application – global ionospheric models, they obtain different 
values. (Shim et al., 2008) calculates 800 km for North-South spatial correlation and 2200 km 
for East-West. However, (McNamara, Leo F. ; Wilkinson, 2009a, 2009b) calculate between 
700 and 1000 km for North-South correlation and between 1000 and 1500 km for East-West, 
depending on low or high solar activity. Similarly to (Shim et al., 2008), (Klobuchar, J. A., 
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1977) has also investigated the spatial TEC variability using trans-ionospheric propagation 
but in his analysis he has obtained 1800 km and 2900 km for North-South and East-West 
spatial correlations. According to (McNamara, Leo F. ; Wilkinson, 2009a, 2009b), this is due 
to the fact that the TEC data has not been divided according to the state of the geomagnetic 
field. (Rush, 1976) has also investigated the East-West and North-South spatial correlation 
but as a function of season and time. (McNamara, Leo F. ; Wilkinson, 2009a, 2009b) draw 
direct comparisons with his work and shows that by not separating the data according to 
magnetic activity, Rush has overestimated the spatial correlations. All of the above-mentioned 
research uses the terms correlation distance and spatial correlation interchangeably.  
The research thus far defines the maximum correlation distance of ionospheric measurements 
as the distance at which the correlation between two spatially separated observations falls 
below a certain value. The earliest record of this derivation is in Gautier, T. N., (1965). In his 
work, Goutier argues that if ionosonde data are to be used in a linear prediction model of 
radio propagation, then the percentage improvement (PI) of using such data follows: 
 
PI = 100 [1 – (1 –  R2)1/2] (2.28) 
where R is the correlation coefficient. 
According to this definition, a correlation of 0.7 would result in only a 29% improvement to a 
prediction model. (Rush, 1976), (Klobuchar, J. A., 1977), (Shim et al., 2008) and (McNamara, 
Leo F. ; Wilkinson, 2009a, 2009b) have all adopted 0.7 as the cut-off correlation. However, 
this static cut-off is too constrictive to deal with changing ionospheric conditions and is 
designed for the ionospheric model predictions thus will not suffice if the metric is used for 
any other purpose for, such as choosing at what distance to deploy ionosonde equipment. 
This is an important question in SSL based HF geolocation and the values quoted by the 
research today are not usable. Specifically for HF geolocation, McNamara states (Leo F. 
McNamara, 1991) it is best to use the vertical height of the assumed reflection point as the 
correlation distance, meaning that for a reflection from the F2 layer, the correlation distance 
around an ionosonde is between 280 to 320 km. However, there is no mention of the process 




2.4. High-Frequency Geolocation 
HF geolocation calculates the position of an HF signal transmitter by using the received 
signals’ angle-of-arrival (AoA), which is composed of the elevation and the azimuth. 
Geolocation can be separated into angular and time domain based on the information found 
at the receiver. This thesis will concentrate only on the former approach. Geolocation finds 
an important role in areas such as search and rescue, law enforcement, intelligence and 
military operations. Assuming full AoA is measurable (both azimuth and elevation angles), 
geolocation can be divided into three groups according to the distance between the 
transmitter and receiver – long, mid and short-range HF communication links. Long-range 
geolocation relies on ray tracing techniques alongside ionospheric specification and modelling 
to accurately calculate the path of the signal. Mid and short-range geolocation use single site 
location (SSL) method, each treating the ionosphere as a horizontal or tilted mirror 
respectively.  The research will only concentrate on SSL geolocation. 
The classical SSL method can calculate the position of a transmitter using a single direction 
finder (information from a single receiver)(ITU-R, 2012). This allows for the localisation of 
the origin of a HF signal in applications where the financial or geographical (terrain and 
weather) reasons make a multi-receiver geolocation system impracticable. However, because 
the SSL method has access only to full AoA (azimuth and elevation), it requires an accurate 
representation of the ionospheric environment along the path of the received signal. Figure 
2.7 shows a diagram of the working principle behind SSL geolocation. As can be seen, the 
classical SSL method assumes the ionosphere can be modelled as a horizontal mirror, 
positioned at the height of the reflection. This is also called the ionospheric mirror model or 
MM. The height of the mirror is obtained by a near HF ionospheric sounder, operating at the 
appropriate frequency range for a given propagation (Dao et al., 2016).  By assuming no 
curvature to the Earth, the ionospheric mirror is perfectly horizontal and the forces of the 
magnetic field are negligible, the operation of the SSL geolocation follows the physics of 
oblique propagation, described in the previous section in Chapter 2. It should be noted that 
ignoring the effects of the geomagnetic field can lead to position errors of 35 km for the 
ordinary wave or 50 km for the extraordinary wave over a 1000 km distance. This has been 
thoroughly researched by (Dao et al., 2016). For more information on the impact of Earth’s 




Figure 2.7 A diagram of the SSL operation(ITU-R, 2012). 
The main advantages to using SSL for HF geolocation are its simplicity and its speed (Leo F. 
McNamara, 1991). SSL needs two components to calculate the position of an HF emitter – 
the AoA of the received signal and a representation of the ionosphere throughout the 
communication channel. However, this can lead to some issues that have to be addressed. 
Firstly, the reliability of the AoA measurements has to be ensured. This means that the 
receiver antenna has to be able to accurately resolve multiple simultaneous AoA 
measurements and cope with different signal polarisation states (Intelligence Advanced 
Research Projects Activity (IARPA), 2014). It should also be able to ensure a high signal-to-
noise ratio and signal detection capability (Intelligence Advanced Research Projects Activity 
(IARPA), 2014). Secondly, a decent SSL system also requires accurate ionospheric 
representation in order to calculate the signal path properly. Currently, a SSL method uses a 
local ionosonde, preferably located close to the reflection point of the HF signal, to produce 
an estimate of the ionospheric conditions. This is not always possible, however, either 
because there is no ionosonde in proximity to the propagation region or, if there is a local 
ionosonde, it might have very sparse measurements.  
Addressing these issues is the main goal of the 2014 HFGeo field campaign, conducted in 
New Mexico, USA. The campaign aims to dramatically improve the accuracy of geolocation 
of HF emitters transmitting across middle and short ranges. The campaign will be thoroughly 
described in the next chapter.   
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Chapter 3.  
Preliminary work on Single Site Location of  HF 
emitters 
3.1. HFGeo field campaign 
 
In January 2014, a large field campaign took place in the White Sands Missile Range (WSMR) 
region, located in New Mexico, USA, spanning the duration of 14 days. It was part of the 
High Frequency Geolocation and Characterisation Program (HFGeo) (Intelligence Advanced 
Research Projects Activity (IARPA), 2016), which aims to accurately characterize high-
frequency signals that have been refracted from the bottomside ionosphere and precisely 
geolocate their source. This would require the development of innovative receiver technology 
that will be able to cope with multiple polarization states from multiple signal sources 
simultaneously. It would also require the development of advanced processing techniques to 
allow for multi-parameter characterization of the incoming signals. Finally, accurate 
geolocation of HF signal sources requires an understanding of the complex dynamics of the 
ionospheric conditions, which can cause heavy attenuation or multipath. Correctly capturing 
the highly variable ionospheric weather is beyond current modelling capabilities (Intelligence 
Advanced Research Projects Activity (IARPA), 2014). The program is particularly interested 
in developing techniques that can accurately represent TIDs in the mid-latitude regions and to 
investigate their success in sky-wave propagation prediction.  
The HFGeo program can be separated into two key phases – 1A, which is responsible for 
developing and deploying the HF communication equipment described earlier, and 1B, which 
mainly addresses the issue of accurately modelling the ionospheric characteristics (Intelligence 
Advanced Research Projects Activity (IARPA), 2014). The research presented will mainly 
concentrate on the latter phase, while evaluating the performance of different ionospheric 
sampling techniques.  
The WSMR region was chosen because it offers a clear and isolated terrain, absent from radio 
interference while possessing the required infrastructure to support deployment and 
operation of the campaign equipment (Intelligence Advanced Research Projects Activity 
(IARPA), 2016). It is also large enough for most of the equipment to be deployed within its 
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borders. WSMR’s size also offers the ability to observe the effects of ionospheric 
disturbances on HF propagation over the range of several hundred kilometres. This is suitable 
for investigating the propagation of TIDs across an ionospheric region.  
The field campaign consisted of 9 HF transmitter sites, 4 receiver sites and 4 ionosondes. The 
transmitters were primarily a single inverted V-dipole, transmitting 50kHz wide band linear 
frequency modulated (LFM) signals, centred at 5.3 MHz. The main receiver site G10 also 
called the “Truth Array” consists of 19 inverted cross-dipole antennas arranged in a regular 
hexagonal pattern (Intelligence Advanced Research Projects Activity (IARPA), 2016; 
McNamara et al., 2014; Mitchell et al., 2017). A full map of the deployed equipment is 
presented in Figure 3.1 below and a complete list is presented in Table 3.1 to 3.3. 
 
Figure 3.1. Map of the deployed equipment in the WSMR region for the HFGeo campaign. 
              Table 3.1 HF transmitters in WSMR.               Table 3.2 HF Receivers in WSMR. 
Code name Latitude Longitude  Code name Latitude Longitude 
N1 33.75 253.6  G10 32.4824 253.62 
GRN 33.74 253.37  NSO 32.793 254.18 
QUEEN 33.57 253.54  ROS 33.307 255.45 
OSC 33.49 253.83  KRT 34.95 253.49 
PND 33.55 253.46  Table 3.3 Ionosondes in WSMR. 
FRN 33.5 253.44  Code name Latitude Longitude 
POL 33.4 253.64  CH 32.9 253.59 
ROB 33.39 253.36  SQ 32.42 253.64 
RDS 33.16 253.51  MU 33.56 253.35 
    KRT 34.95 253.49 
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3.2. Ionospheric Data Assimilation applied to HF 
geolocation in the presence of Travelling 
Ionospheric Disturbances  
As mentioned in Section 2.1.5 of Chapter 2, Travelling Ionospheric Disturbances are the 
manifestation of atmospheric gravity waves in the ionospheric regions of the upper 
atmosphere. Although a thorough research has been conducted on the nature and 
characteristics of TIDs, their inclusion in ionospheric models, tomography or data 
assimilation has been difficult. However, the importance of such inclusion has not diminished 
over the years, especially in HF signal geolocation applications. Generally, ionospheric 
measurements do not possess the sufficient density and sampling frequency to establish an 
accurate ionospheric inversion of a TID disturbed ionosphere. The task becomes even more 
difficult when the ionospheric measurements come from HF radio signals. Because the paths 
of the HF signal through the ionosphere are not known beforehand, ray-tracing has to be 
employed in order to determine the path. However, some considerable success has been 
achieved using HF signal information to generate high-resolution ionospheric images 
(Fridman et al., 2016; Nickisch et al., 2016). The paper by Mitchell et al. (2016) further 
continued this investigation by presenting a high-resolution ionospheric data assimilation 
technique, called DA_3HF, that combines a spatial and temporal model of TIDs with oblique 
HF signal information. The paper shows some of the preliminary research undertaken in this 
thesis. In particular, it allowed the development a method to detect the propagation 
characteristics of passing TIDs and highlighted the inability of local ionosonde measurements 
to describe the ionospheric conditions for HF geolocation. This finding motivated further 
research into the applicability of local ionosondes in HF geolocation and more specifically the 
area around an ionosonde station in which its measurements are considered reliable. This is 
the main topic of discussion in Chapter 4 and 5.  A summary of the paper will be presented 
here. For a complete description, please refer to the original paper. 
The choice of data assimilation over tomography was driven by the necessity for stabilisation 
of the tomographic inversion. When incomplete information is provided by the ionospheric 
observations, stabilisation of the mathematical inversion is required. In data assimilation, this 
stabilisation is given by the physics-based model, which in the current case is the Hooke 
model described in Section 2.1.5. However, the ionospheric electron density response due to 
the passage of an AGW, described in the Hooke’s model, requires a calibration through a 
background ionospheric profile. In this paper, the background ionosphere is derived using 
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the empirical model International Reference Ionosphere (IRI) (Bilitza et al., 2017). IRI has 
been recognised by the Committee on Space Research (COSPAR), the International Union of 
Radio Science (URSI), the European Cooperation for Space Standardization (ECCS) and 
most notable by International Standardization Organisation (ISO) as the official standard 
ionospheric model (Bilitza, 2018). Alongside the physics-based model and the empirical 
background model, the ionospheric data assimilation uses real HF signal information to 
calibrate the parameters of the Hooke model. The real signal observations come from the 
WSMR campaign, described in Section 3.1 in this chapter. The controlled geolocation 
experiments measured the Angle-of-Arrival (azimuth and elevation) of HF signals transmitted 
from the 8 HF transmitter sites. The information was further processed using a filtering 5-
minute rolling window to remove outliers further than 3-sigma standard deviation and 
resampled with a period of 60 seconds. Two days of experimental data were used – the 19th 
and the 26th of January. These days were picked because visual analysis of the AoA 
information revealed that large and small TID signatures can be observed on the 26th and 19th 
respectively. A map of the transmitters and the receiver used is presented in Figure 3.2 below.  
 
Figure 3.2. Map showing the locations for 8 transmitters (GRN, N1, PND, QEN, FRN, ROB, POL, 
OSC) and receiver array G10 employed in the WSMR experiment. 
As it was discussed in the previous section, the AoA information is part of a controlled SSL 
based geolocation campaign. Because SSL geolocation requires an accurate representation of 
the ionospheric conditions, it can be used as a test for the performance of any ionospheric 
specification methods. In fact, the main objective of the assimilation procedure is to estimate 
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the path of the HF signal sent from the transmitters to the G10 receiver to reproduce the 
exact ionospheric conditions during the transmission.  
The process of the ionospheric data assimilation is straightforward. The IRI model is run to 
produce a time-dependent 3D ionospheric representation with spatial sampling of 0.1º (in 
latitude and longitude) and 2 km (in altitude) every 60 seconds. The Hooke model was then 
run to perturb the IRI derived background ionosphere with the same temporal and spatial 
sampling. The list of parameters used to generate the Hooke model was: wave period, 
amplitude, phase, horizontal and vertical wavelengths, horizontal direction, neutral and 
ionisation scale heights and height of maximum perturbation. Additionally to this set of 
parameters, the linear ionospheric density gradients were also included. Under Monte Carlo 
based parameter optimisation, all combinations of the parameters were evaluated.  
The evaluation is done using the real HF signal observation. For a given 3D time-dependent 
ionospheric representation (1 combination of Hooke parameters), three HF signals from 
three transmitters were ray-traced and their AoA computed. The AoA values were then 
compared against the real observations recorded during the WSMR campaign. The error 
between the ray-traced and the observed AoA was used to determine the correct combination 
of the model parameters. The metric used to calculate the difference between the ray-traced 
(predicted) AoA and the real measured HF data is the cone angle error and is computed using 
the equation below: 
 
ζ = cos−1[sin 𝛿𝑚 sin 𝛿𝑝 + cos 𝛿𝑚 cos 𝛿𝑝 (cos 𝜃𝑚 − cos 𝜃𝑝)] (3.1) 
, where 𝛿 is the elevation angle, 𝜃 is the azimuth angle, and the subscripts 𝑚 and 𝑝 
correspond to measured and predicted AoA component.  
The ionospheric representation with the smallest cone angle error is considered the best fit 
ionosphere. This step of the optimisation was done using the HF signal observation from 
three transmitter sites: POL, ROB and N1. The rest were used to evaluate the optimised and 
best fit ionospheric representation later on. For a full list of all the location transmitter sites 
refer to Table 3.1.  
The success of the data assimilation technique was evaluated by benchmarking its 
performance against the performance of two other established ionospheric modelling and 
representation methods – the IRI model and the ionosonde specified classic SSL method. For 
the SSL technique, the paper used nearby ionosonde measurements located at close proximity 
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to the reflection point of the transmitted signal. The ionosonde data was automatically 
inverted and scaled and spherical symmetry was assumed for the horizontal extrapolation of 
its vertical ionospheric profile. Standard ionospheric mirror model was also assumed.  
The elevation and azimuth components from the ray-traced AoA estimations for the FRN – 
G10 link are shown in Figures 3.3 to 3.8 as a red line, one for the IRI, SSL and data 
assimilation base ionospheric representations. The reference true AoA measurements from 
the FRN – G10 link are also presented as a blue line.  
Figure 3.9 to 3.14 show the normalised cumulative distributions of the cone angle errors. For 
all 5 of the evaluation sites, every AoA observation was compared to the predicted angles 
using the cone angle error in Equation 3.1. These were then grouped together into two 
separate sets of error measures, one for the 19th and one for the more perturbed 26th of 
January. This was done three times for each ionospheric representation – the IRI, SSL 
ionosonde and data assimilation method. Figures 3.9 – 3.11 present the cumulative 
distributions on the 19th for the IRI, SSL and data assimilation respectively. Figures 3.12 – 
3.14 show the distributions for the 26th of January. The 90th percentile of the cumulative 







Figure 3.3 The azimuth predicted for FRAN using the IRI 2012 model (red) and the measured 














Figure 3.4 The elevation predicted for FRAN using the IRI 2012 model (red) and the measured 








Figure 3.5 The azimuth predicted for FRAN using the SSL method (red) and the measured azimuth 







Figure 3.6 The elevation predicted for FRAN using the SSL method (red) and the measured azimuth 
(blue) from the experiment on 26th of Jan 2014. 
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Figure 3.7 The azimuth predicted for FRAN using the data assimilation method (red) and the 













Figure 3.8 The elevation predicted for FRAN using the data assimilation method (red) and the 
measured azimuth (blue) from the experiment on 26th of Jan 2014.  
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Figure 3.10 The cumulative distribution for the SSL ionosonde prediction results for all the five sites 
on 19th Jan 2014. 
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Figure 3.11 The cumulative distribution for the data assimilation prediction results for all the five sites 









Figure 3.13 The cumulative distribution for the SSL ionosonde prediction results for all the five sites 







Figure 3.14 The cumulative distribution for the data assimilation prediction results for all the five sites 
on 26th Jan 2014.  
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The AoA predictions in Figures 3.3 to 3.8 show that the new data assimilation technique has 
managed to accurately represent the ionospheric conditions with active TIDs. The IRI, which 
was not expected to capture the TID structures, has shown a good estimation of the mean 
elevation and azimuth angle. This indicates that if instantaneous geolocation is not required 
and the AoA measurements are averaged over several hours, the IRI offers good 
representation capabilities. However, if the signal source has to be geolocated within a smaller 
time frame, the IRI representation leads to an error of several degrees.  
According to the predictions in Figure 3.6, the SSL method was only able to follow relatively 
well the wave-like changes to the elevation without reaching the extreme values. Furthermore, 
it has failed to capture any wave structures in the azimuth angle. The azimuth predictions 
show that the SSL method can obtain only an averaged estimate similarly to the IRI 
performance. The results are surprising as the proximity of the ionosonde should indicate a 
good estimate of the current ionospheric conditions. One possibility of the poor performance 
could be that the assumed symmetry to the horizontal extrapolation is wrong, especially 
during the presence of TIDs. This issue could be tied to the effective range of ionosonde 
measurements and the area in which they can be considered reliable. This range is also called 
the correlation distance of an ionosonde and its investigation will be the main focus of the 
rest of this PhD.  
The cumulative distributions in Figures 3.9 – 3.14 also support the findings from the 
elevation and azimuth analysis. The 90th percentile errors calculated for the IRI, SSL and the 
data assimilation techniques are 4.43, 5.35 and 1.46 degrees on the 26th of January. Figures 
3.12 – 3.14 indicate that the SSL method fails to capture the ionospheric conditions under the 
influence of strong TIDs and does not perform better than its empirical model counterpart 
IRI. In contrast, the performance of the data assimilation technique seen in Figures 3.11 and 
3.14 is also evident by the low cone error calculated from the distributions. Looking at Figure 
3.9 – 3.11 the calculated 90th percentile errors are 2.82, 2.27 and 1.18 degrees for the three 
methods. During a calmer ionosphere, the SSL ionosonde representation has managed to 
surpass the performance of the IRI but it is still worse than the ionospheric data assimilation.  
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3.3. Summary and Discussion 
The principal objective of the 1B phase from the HFGeo program is the establishment of an 
ionospheric model for the purposes of SSL based HF emitter geolocation. The capabilities of 
the model should include the accurate representation of the complex dynamics of the 
ionospheric conditions in the mid-latitude regions, specifically during the presence of TIDs 
propagating through the ionosphere. This was made possible by the deployment of the 
HFGeo field campaign in the White Sands Missile Range in New Mexico, where transmitter-
receiver equipment alongside ionospheric sounders performed controlled SSL geolocation of 
real HF signals, reflected from the ionosphere.  
Section 3.2 in the thesis presented a new assimilative ionospheric model, developed by Prof 
Mitchel and Dr Bust, that combines the physics description of TIDs from the Hooke model 
with the observations of HF signal AoA information, collected from the WSMR field 
campaign. The model was tested against two other ionospheric representation approaches – 
IRI model and symmetrical extrapolation of ionosonde profiles. The results in Section 3.2 
showed that ionospheric data assimilation offers significant improvements over the two 
standard ionospheric representations during even severe ionospheric gradients caused by 
passing TIDs.  
The achieved performance by the new approach is due to the parameterisation of the TIDs 
using the Hooke model. The wave parameters were chosen using Monte Carlo forward 
simulation with different parameter combinations. The correct combination is found by ray-
tracing an HF signal through the simulated ionosphere and comparing the signal’s AoA to the 
real observations gathered during the WSMR campaign. The main advantage of using 
exhaustive optimisation is maximising the accuracy of the best-fit solution. The disadvantage 
is the computational load and the processing time required when ray-tracing over from many 
parameter combinations.  
Another issue that has not been addressed in Section 3.2 and the original paper by (Mitchell 
et al., 2016) is the effect of sparse observation data on the assimilation model. The WSMR 
campaign offered a dense network of transmitter-receiver links with signal reflection points 
situated close together. The new assimilation model can take other data types as inputs, such 
as ionosonde information. However, ionosonde networks cannot offer the same density of 
observations. In such cases, the area in which the ionosonde measurements can be considered 
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accurate references for the optimisation has to be known. This area is called correlation 




Chapter 4.  
Investigation of  the correlation distances associated with 
vertical ionosonde measurements over Europe 
Abstract 
Chapter 3 showed the preliminary work conducted on modelling a TID perturbed ionosphere 
for HF emitter geolocation. The chapter presented a new ionospheric data assimilation model 
that successfully represented the effects of passing TIDs on the local electron density. 
However, the implications of using sparse data in the assimilation model, for instance from 
ionosondes, have not been addressed in the previous chapter. The area of reliability of the 
ionosonde measurements is called correlation distance. Although ionosondes have been 
widely used for mapping and modelling the bottomside ionosphere for decades, their 
correlation distances have not yet been fully investigated. This chapter redefines the 
correlation distance metric as a model comparison against the performance of the 
International Reference Ionosphere (IRI) and proposes a new method, called the Taylor 
diagram, to calculate its value. The chapter also investigates the susceptibility of the metric 
towards the phase mismatch of the diurnal cycle of a network of ionosondes in Europe. It 
shows that by accurately aligning the phase offset of the diurnal cycle across Europe 
according to the local sunrise hours, the East-West distance can be increased by more than 
200%.  
4.1 Introduction 
It is well established that the ionosphere is subject to great temporal and spatial variations 
both globally and locally. These variations could be caused by processes with daily, seasonal 
and yearly cycles, controlled by interplanetary effects, such as geomagnetic activity, or solar 
epoch. However, there are also strong variations on a local scale that exhibit sizeable 
deviations in ionospheric conditions within a few hundreds of kilometres and short lifespan 
within an hour. These have been proven to be extremely difficult to model and predict.  
This chapter re-evaluates the calculation method of the correlation distance between 
ionospheric parameters, derived from ionosondes. The attention towards this topic has been 
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increasingly growing due to its importance to emerging assimilative models which are tailored 
towards forecasting of radio propagation. Recent research has mostly concentrated on using 
ionosonde correlation distance estimates as a tool to explore the correlation of ionospheric 
variabilities in the bottom and upper layers of the ionosphere in time and space. Although an 
important metric, the research conducted so far has not agreed on the parameters being 
correlated or the equipment with which they have been collected. McNamara and Wilkinson 
(2009a,b) have recently investigated the correlation of ionospheric conditions through using 
foF2 deviation from monthly median values, i.e. foF2 using ionosondes across Australia, 
Papa New Guinea, United States, Europe and South. Earlier work explores the correlation 
between the deviations of Total Electron Content (TEC) or TEC, such as Shim et al. (2008) 
and Klobuchar (1977). Most research into this area defines the maximum correlation distance 
of ionosonde measurements as the distance at which the correlation between two spatially 
separated ionosonde observations falls below a certain value. The earliest record of this 
derivation is in Gautier, T. N., (1965). In his work, Goutier argues that if ionosonde data are 
to be used in a linear prediction model of radio propagation, then the percentage 
improvement (PI) of using such data follows: 
 
PI = 100 [1 – (1 – R2)1/2] (4.1) 
where R is the correlation coefficient. 
According to this definition, a correlation of 0.7 would result in only a 29% improvement to a 
prediction model. Rush (1976) and Klobuchar (1977) have adopted 0.7 as the cut off 
correlation. McNamara also uses 0.7 as a basis for finding the correlation distance but 
manages to perform more extensive analysis on more recent ionospheric data in Australia, 
Europe and Africa, reducing the correlation distance derived in previous research.  
The research presented here explores the correlation distance issue using a different 
approach. Although the work made by the ionospheric science community is extensive, it 
hasn’t yet addressed an important question: for a given location on Earth, is it more beneficial 
to use ionospheric measurements from a distant ionosonde or a model? This rendition of the 
problem is linked to the field of ionospheric assimilation because it redefines the correlation 
distance of a local ionosonde. This is done by a comparison between distant ionosonde data 
against the performance of another tool that is already capable of describing the local 
ionospheric conditions. From the extensive list of ionospheric modelling techniques, we will 
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use the empirical model International Reference Ionosphere(IRI), version 2016 (Bilitza et al., 
2017) as the benchmark. IRI is recognised as the official standard for the ionosphere by the 
International Standardization Organization (ISO), the International Union of Radio Science 
(URSI), the committee of Space Research (COSPAR) and the European Cooperation for 
Space Standardization (ECCS) (Bilitza, 2018). For more information on the credibility of IRI 
as a benchmark in ionospheric modelling, please refer to Bilitza (2018). 
The ionosonde data analysed in this chapter is obtained from the Digital Ionogram DataBase 
“DIDBase”. The data have been accessed using the SAO-Explorer ionosonde display 
software (Galkin, Ivan, and Reinisch, n.d.), supplied by Dr Ivan Galkin from the University of 
Massachusetts Lowell. The measurements were all automatically scaled using the latest auto-
scaling system available at the ionosonde equipment, Artist 5 or Artist 4 (Galkin and Reinisch, 
2008). Auto-scaled ionograms are much more widely and frequently available from ionosonde 
sites, thus the likelihood of using such data in assimilation models is far larger than manually 
scaled ionograms. Bamford et al. (2008) have conducted a study analysing the difference 
between manually and auto-scaled ionospheric characteristics from the Chilton ionosonde 
and found that auto-scaled foF2 operates within the error bounds 90% of the time. other 
from the Chilton ionosonde This assumption is even more reasonable if the assimilation is 
part of a continuously running predictive system used to model the ionosphere. The full list 
of ionosondes available and their coordinates is presented in Table 4.1 and their position in 












Table 4.1. Ionosonde identification and position information 
Code Name Latitude Longitude 
AT138 Athens 38 23.5 
RL052 Chilton 51.5 -0.6 
DB049 Dourbes 50.1 4.6 
EA036 El Arenosillo 37.1 -6.7 
FF051 Fairford 51.7 -1.5 
GM037 Gibilmanna 37.9 14 
JR055 Juliusruh 54.6 13.4 
MO155 Moscow 55.47 37.3 
NI135 Nicosia 35.03 33.16 
PQ052 Pruhonice 50 14.6 
RO041 Rome 41.9 12.5 
EB040 Roquetes 40.8 0.5 
VT139 San Vito 40.6 17.8 
 
The research presented here will concentrate on analysing only foF2. The correlation distance 
of other ionospheric parameters derived by the same ionosonde could have different values. 
The foF2 measurements used span the duration of 4 years, from 01.01.2012 to 01.01.2016. 
This gives sufficient data to make a statistical study. It is also long enough to ensure that 
variation in ionospheric conditions are present in the data.  
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The sampling period for each ionosonde observation varied significantly, with most of the 
periods between 5 and 15 minutes. However, due to errors and gaps, the sampling period can 
be just several seconds or hundreds of days. In order to obtain a constant and comparable 
sampling frequency across all ionosonde instruments in Europe, the foF2 measurements were 
resampled and interpolated to have a consistent 15-minute sampling period. However, 
interpolating over a large gap of ionosonde readings would change the shape of the foF2 
signal and its properties, thus any gaps larger than 2 hours were left un-interpolated. Figure 
4.2 shows the foF2 measurements from Athens and Rome ionosondes (blue and green) 
between 10th and 27th of August 2012 as an example of the interpolation results. The foF2 at 
the location of Athens has also been calculated using the electron density from IRI version 
2016 and the formula in Equation 2.2 in Chapter 2. 
 
Figure 4.2. The interpolated foF2 measurements from the Athens (blue) and Rome (green) 








4.2 Calculation of Correlation Coefficients and RMSE of 
ionosonde foF2 values 
The Pearson’s correlation coefficients (R) and the root-mean-square error (RMSE) were 
calculated between 13 pairs of ionosonde foF2 data spanning the time of 4 years. Although 
correlation has been exclusively used to describe the correlation distance in the literature so 
far, in the current investigation we use additional metrics of model performance, of which 
RMSE is a popular choice.  
The correlation distance has been investigated using the following steps: 
For a given ionosonde pair, one is considered a local ionospheric source and the other a 
distant ionospheric source. The foF2 data from the local ionosonde is considered true 
ionospheric behaviour at that location. IRI is then called and the foF2 is calculated from the 
electron density using Equation 2.2. The similarity between the local ionosonde and the IRI’s 
foF2 is then measured and used as a benchmark, acting in the same manner as the 0.7 
correlation cut-off derived from equation 4.1. The similarity of every ionosonde away from 
the local ionosonde is measured and compared against IRI’s corresponding value, defined at 
the local ionosonde location. If it is less similar than IRI, the ionosonde site is considered 
outside the correlation distance. The similarity is established by evaluating both the 
correlation coefficients and the RMSE.  
None of the ionosonde pairs investigated in this chapter was able to produce a constant and 
simultaneous foF2 signal across the 4-year period even after interpolation, as mentioned 
previously and seen in Figure 4.2. However, IRI is an empirical model and can evaluate the 
foF2 at any time and using any sampling period. Comparing the correlation and RMSE 
metrics of the ionosonde pair with the metrics of the local ionosonde to IRI would result in 
the comparison of 2 metrics calculated on a different number of sample points. This would 
reduce confidence in the final result from the comparison. The correlation and RMSE 
between the local ionosonde and the IRI model have been calculated on the same sample 
times when a simultaneous foF2 measurement has been recorded by the local and distant 
ionosonde. Figure 4.3 shows the Pearson’s correlation coefficients and RMSE for Chilton, 
taken as the local ionosonde, as a function of distance. The ionosonde positioned at the 0 km 
is the local ionosonde, hence the correlation coefficient of 1 and RMSE of 0. Figure 4.3 also 
displays the performance of IRI for each of the ionosonde pairs (red line). When the 
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correlation falls below and the RMSE increases above the performance line of IRI, the distant 
ionosonde is considered beyond the correlation distance of the local ionosonde. 
  
Figure 4.3. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 
pairs (blue) with Chilton as the local ionosonde referenced against IRI (red). 
The calculated correlation and the RMSE shown in Figure 4.3 (blue stars) show a decrease in 
accuracy in the performance of the ionosonde data with an increase of distance between the 
ionosonde pairs. Two distinct issues need attention. The first is the observed increased 
linearity in the RMSE response compared to the correlation coefficient. This issue can be 
attributed to the axis range difference between the RMSE (bottom graphs) and the 
correlation coefficient (top graphs). The y-axis of the correlation coefficient ranges between 
0.6 and 1 but RMSE is between 0 and 2. This would be an issue in visual analysis of the 
results but it could also make choosing the appropriate correlation distance more difficult. 
The second problem observed in Figure 4.3 is the inconsistency seen in choosing the furthest 
ionosonde that is still within Chilton’s correlation distance. According to the correlation 
coefficient, this is El Arenosillo (EA036) at 1656 km. However, RMSE calculates that the 
furthest correlated ionosonde is Roquetes (EB040) at 1192 km. This inconsistency is caused 
by the calculated parameter values being similar for ionosonde pairs at different distances 
apart. This poses a problem for the correlation distance metric as it is calculated by a cut-off 
reference value, taken from the IRI similarity. This indicates that basing the correlation metric 
on a single similarity measure such as RMSE or correlation coefficient would not be 
advisable. 
 52 
4.3 Taylor Diagrams 
A different method is proposed to calculate the correlation distance of an ionosonde’s foF2 
measurement. Using only correlation coefficients to fully describe the similarity between two 
models or data sets is not sufficient. As Pearson’s coefficients are more susceptible to the 
general shape of the signals, correlating data with extensive cyclic behaviour would result in 
an estimate of their phase misalignment. Thus, their amplitude deviations would be much 
more difficult to spot and measure correctly. Root mean squared error offers a much more 
direct measure of amplitude difference but it is not bounded in the interval of -1 to 1 as 
correlation is. Many other tools exist to describe the relationship between models. One such 
tool is the Taylor diagram. The Taylor diagram uses the cosine relationship (Equation 3) 
between Pearson’s correlation coefficient 𝑅, centred RMSE (i.e. mean removed) and the 
standard deviations of the reference and comparison datasets to concisely summarise the 
statistical similarity between them in a single polar plot. Taylor diagrams have been 
predominantly used in model comparisons in climatology and other Earth environment 
studies when the number of models or observations is too large to make a simultaneous 
comparison. This makes the Taylor diagram appropriate for the approach chosen for 
calculating the correlation distance in this chapter. Figure 4.4 shows the geometric 
relationship between the statistical parameters that govern the function of the diagram. 




2 − 2𝜎𝑟𝜎𝑓𝑅 (4.2) 
where 𝐸′ is the centred RMSE, R is the correlation coefficient between the reference and the 
comparison dataset and 𝜎𝑟 and 𝜎𝑓 are the standard deviation of the reference and comparison 
dataset. 
 
Figure 4.4. Graph of geometric relationship between the correlation coefficient R, centred RMSE E’ 
and the standard deviations σr and σf of the true dataset and test model (Taylor, 2001). 
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Figure 4.5 shows the Taylor diagrams for the local ionosonde at Fairford (FF051). Following 
the relationship described in Equation 4.2 and Figure 4.4, the radius of the polar plot in 
Figure 4.5 is the standard deviation of the foF2 measurements and the polar angle is the 
arccosine of the correlation coefficient between the local ionosonde and the other 
ionospheric measurements (i.e. the distant ionosondes or IRI). The red line and the circle 
marker on the diagram represent the performance of the IRI derived foF2 at Fairford. As the 
new approach of calculating the correlation distance involves the use of 2D diagrams, the cut-
off value at which the performance of IRI exceeds the accuracy of the network of ionosonde 
measurements expands from a single point value (1D) to an area (2D), determined by the 
position of the IRI marker on the Taylor diagram. The location of the IRI marker will be a 
function of correlation coefficient R and standard deviation 𝜎. In order for an ionosonde pair 
to perform better than the IRI, the absolute difference between the standard deviation of the 
ionosondes has to be smaller, the correlation has to be higher and the centred RMSE has to 
be lower. This creates an area on the graph and the ionosonde locations that fall within its 
limits are considered better than IRI similarity. The area is shown in green in Figure 4.5. 
Thus, all marks that fall outside of the boundary of this area are considered worse options 
than using IRI for determining the ionospheric behaviour at the location of local ionosonde. 
The distance to the closest ionosonde that is outside the IRI area is considered to be the 
calculated correlation distance. Table 4.2 lists the 13 calculated correlation distances, one for 
each ionosonde in the analysis. The Moscow ionosonde (MO155) did not correlate with any 
of the other European ionosondes over IRI, most probably due to its very far eastern 
position relative to the other ionosondes. According to the comparison presented in Figure 
4.5 and 4.6 and the values in Table 4.2, the correlation distances over Europe vary between 
924 and 1807 km with an average correlation of 1274 ± 110 km. The inconsistencies are 
measured by taking the average half-distance between the ionosonde at the correlation 
distance and the closest ionosondes that within and outside of the correlation area.  
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AT138   1032 ± 147 RO041 
RL052   1193 ± 21 EB040 
DB049   1096 ± 98 RO041 
EA036   1695 ± 219 FF051 
FF051   1222 ± 94 EB040 
GM037   1346 ± 86 PQ052 
JR055   1414 ± 12 RO041 
MO155 N/A N/A 
NI135   924 ± 279 AT138 
PQ052   1075 ± 41 VT139 
RO041   1414 ± 90 JR055 
EB040   1807 ± 11 JR055 







Figure 4.6. Taylor diagrams comparing the performance of ionosonde data against the International 




4.4 Diurnal Cycle Matching 
As previously said, given the low correlation between the foF2 measurements from distant 
ionosondes presented in the Taylor diagrams in Figure 4.5 to 4.6 and the inherent sensitivity 
of Pearson’s coefficients to signal phase misalignment, it is safe to assume that a huge 
contributor to the disparity between IRI and ionosonde derived foF2, would be the offset due 
to the diurnal cycle. The daylight terminator can be calculated; thus, it makes sense to use this 
information to match the diurnal cycle across the ionosonde derived foF2 over Europe in 
order to extend the correlation distance. Furthermore, as the ionospheric parameters from 
two distant ionosondes are largely affected by the offset of the daylight cycle, smaller regional 
ionospheric events would not be visible and their contribution towards the decorrelation of 
local ionosonde measurements would not be analysed. This gives another reason to 
investigate and perform diurnal cycle matching. 
 
The easiest method to calculate the diurnal cycle offset over a wide area at a given time during 
the year is to use the sunrise equation (Vallado, 2013). The sunrise equation calculates the 
time at which the sunrise happens at a given day and at a certain point on Earth (Latitude, 
Longitude and Altitude). The algorithm for calculating the exact sunrise times is presented in 
section A1 in the Appendix. Figure 4.7 presents the change of sunrise time difference 




Figure 4.7. Change of sunrise time difference between Athens and Rome in minutes at different 
altitudes between Jan 2012 and Jan 2016. 
Figure 4.7 also shows why a constant offset cannot be implemented over a period of two 
years. The difference between the sunrise times at Athens and Rome during the summer 
months is smaller than during the winter. Applying a constant offset would fail to match a 
certain period of the year, adding additional noise in any correlation analysis conducted 
afterwards. For easier calculations, the altitude used for matching the foF2 parameter was 
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taken as 300 km. However, choosing this altitude for the sunrise calculations would result in 
the inability to use this matching method for measurements obtained from ionosondes at 
higher latitudes. Due to the Earth’s axial tilt of 23.5, locations on Earth that have a latitude 
above 48 and altitude above 100 km would not experience a sunrise or a sunset during the 
summer months, as the Sun has some illumination impact on the area at any time of the day, 
i.e. polar midnight day. This phenomenon has been discussed in terms of ionospheric science 
by Verhulst and Stankov, 2017. This would result in the inability of the sun terminator 
matching procedure to be applied to all northern ionosondes. At a nominal altitude of 300 
km, the ionosphere at high-latitudes is in permanent sunlight throughout the summer 
months. However, the method requires a set sunrise time to perform the synchronisation. For 
all northern sites above 48º latitude, the altitude considered was 0 km or sea level. This 
introduced less than 1% error in the measured statistical parameters. Two Taylor diagrams 
were produced per local ionosondes, one prior to synchronisation and one after such 
procedure. If the synchronization was successful an increase in similarity between the local 
ionosonde (positioned at the R=1) and the distant ionosondes will be observed as clustering 
towards the reference ionosonde, either by increasing the correlation coefficient (i.e. reducing 
the polar angle in the graph) or by reducing the RMS error (the distance between the local 
and distant ionosondes). The diagrams are presented in Figure 4.8 to 4.20.  
 
Figure 4.8. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 




Figure 4.9. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 
the ionosonde data at Chilton as local. 
 
Figure 4.10. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 





Figure 4.11. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 
the ionosonde data at El Arenosillo as local. 
 
Figure 4.12. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 





Figure 4.13. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 
the ionosonde data at Gibilmanna as local.  
 
Figure 4.14. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 
the ionosonde data at Juliusruh as local. 
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Figure 4.15. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 
the ionosonde data at Moscow as local. 
 
Figure 4.16. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 




Figure 4.17. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 
the ionosonde data at Pruhonice as local. 
 
Figure 4.18. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 
the ionosonde data at Rome as local. 
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Figure 4.19. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 
the ionosonde data at Roquetes as local. 
 
Figure 4.20. Taylor diagrams comparing the increase in performance of ionosonde data against 
International Reference Ionosphere (IRI) from an unsynchronised to synchronised diurnal cycle using 





Even only by observation, it is evident that the synchronisation has increased the similarity 
between the ionosonde data with respect to the position of the IRI model. This provides 
enough proof that the knowledge of diurnal cycle offset can be used successfully to increase 
the performance of ionosonde data and thus increase their correlation distance. The 
correlation distance per each ionosonde before and after the diurnal cycle synchronisation is 
listed in Table 4.3. Matching the diurnal cycle has increased the correlation distance from 
1274±110 km to 2161±88 km.  
Table 4.3. Table of the measured correlation distance per each southern ionosonde using the Taylor 
diagrams method before synchronisation of the sun terminator. 











AT138   1032 ± 147 RO041 1995 ± 119 EB040 
RL052   1193 ± 21 EB040 2514 ± 60 MO155 
DB049   1096 ± 98 RO041 2255 ± 19 MO155 
EA036   1695 ± 219 FF051 3652 ± 261 NI135   
FF051   1222 ± 94 EB040 2561 ± 57 MO155 
GM037   1346 ± 86 PQ052 1912 ± 29 EA036   
JR055   1414 ± 12 RO041 1519 ± 44 MO155 
MO155 N/A N/A 2561 ± 18 FF051 
NI135   924 ± 279 AT138 1740 ± 116 GM037   
PQ052   1075 ± 41 VT139 1636 ± 38 MO155 
RO041   1414 ± 90 JR055 1519 ± 88 FF051 
EB040   1807 ± 11 JR055 1995 ± 278 AT138   
VT139   1075 ± 222 PQ052 2234 ± 16 EA036   
As the motion of the Sun on the ecliptic is in the East – West direction, it is safe to assume 
that the large increase from 1274 ± 110 km to 2161±88 km in the average correlation 
distance of the ionosondes shown in Table 4.3 is due to matching the diurnal cycle of the 
foF2 measurements from the Zonal (East - West) ionosonde pairs. The ionosondes 
positioned North – South from each other should contribute very little towards the post-
synchronisation correlation. This can be seen by plotting the correlation area around the local 
ionosondes as maps. Figure 4.21 presents 13 separate maps, one per each local ionosonde 
(green dot), where the full red line shows the correlation area before the synchronisation and 
the green dashed line – after the synchronisation. Given this information calculating an 
averaged correlation distance that combines both East-West and North-South correlation 
distance would be inaccurate. Separating distinct ionosonde pairs in two groups – zonal (East-
West positioned ionosondes) and Meridional (North-South positioned ionosondes), and 
performing the same correlation distance evaluation prior and post-synchronization would be 
a better solution. Due to their position, not all 13 ionosondes would be used in this analysis, 
only those ionosonde pairs that have predominantly zonal or meridional alignment. The 
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ionosondes will be separated into 3 groups – 1 Meridional, consisted of 4 ionosondes and 2 
Zonal groups, separating the northern ionosondes from the southern. The ionosonde pairs in 
the analysis are presented in Table 4.4.  
Table 4.4. Table of the Meridional and Zonal ionosonde pairs prior and post diurnal cycle with 
distance information. 
a) 
Meridional (North - South) ionosonde pairs 





PQ052 (1346 ± 256 km) 
JR055 (1413 ± 221 km)  
RO041 (915 ± 215 km) 
RO041 (1413 ± 221 km) 
PQ052 (1346 ± 256 km) 
JR055 (1413 ± 221 km)  
RO041 (915 ± 215 km) 
RO041 (1413 ± 221 km) 
b) 
Zonal (East - West) ionosonde pairs (Northern group) 







PQ052 (1144 ± 380 km) * 
JR055 (995 ± 171 km) * 
JR055 (778 ± 385 km) * 
FF051 (1042 ± 54 km) 
DB049 (714 ± 141 km) 
None (0 km) 
MO165 (2560 ± 709 km) * 
MO165 (2513 ± 717 km) * 
MO165 (2513 ± 738 km) * 
MO165 (1519 ± 238 km) 
MO165 (1636 ± 246 km) 
FF051 (2560 ± 65 km) 
c) 
Zonal (East - West) ionosonde pairs (Southern group) 





VT139   
AT138 
NI135 
EB040 (819 ± 495 km) 
GM037 (1203 ± 112 km) 
AT138 (1032 ± 200 km) 
EB040 (1203 ± 227 km) 
AT138 (569 ± 248 km) 
RO041 (1032 ± 268 km) 
AT138 (924 ± 279 km) 
NI135 (3652 ± 456 km) 
AT138 (1995 ± 365 km) 
AT138 (1032 ± 200 km) 
EA036 (1912 ± 86 km) 
EA036 (2234 ± 376 km) 
EB040 (1995 ± 427 km) 







Figure 4.21. Map of the correlation area prior (red) and post (green dashed) diurnal cycle 
synchronization for per local ionosonde). 
According to the information in Table 4.4a and the maps presented in Figure 4.21, as 
anticipated, the synchronization procedure has not affected the Meridional (North-South) 
correlation distance, which is approximately 1272 ± 228 km. The magnitude of the 
correlation length is very close to the findings made by McNamara and Wilkinson, in their 
paper from 2009. Although his approach was different, McNamara found that the most 
probable correlation length is ~1185 km. The increase seen in the inconsistencies in Table 
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4.4a is due to the reduced number of ionosonde sites being analysed leading to sparser 
observations. Inconsistency values have not been quoted by McNamara in his investigation.  
Table 4.4 b) and c) shows that the synchronization of the diurnal cycle had a dramatic impact 
on the East-West correlation lengths, increasing the distance from an average of 935 ± 226 
km to 2217 ± 452 km for the northern group and from an average of 969 ± 261 km to 2080 
± 289 km for the southern group of ionosondes. The synchronisation has managed to 
increase the Zonal correlation lengths by more than 200% for both groups. According to 
Table 4.4b, the new correlation distance of the northern locations is the maximum possible 
given the geographical position of the ionosondes, Fairford and Moscow being the furthest to 
the West and East respectively. The 0-km correlation length seen in Table 4.4b for the 
Moscow local ionosonde (MO165) is because the closest site to Moscow is Juliusruh (JR055) 
at 1518 km separation, thus successful correlation with other ionosonde data could not have 
been possible. The average correlation distance of 935 ± 226 km has been calculated without 
the use of Moscow. Taking into account the inconsistency value, the correlation distances 
prior to the synchronisations calculated in this chapter are very similar to the ones found by 
McNamara. This reassures that, although with a different approach, the correlation distance 
found here and by McNamara is a good approximation to the reality of the spatial 
ionospheric correlation. The sharp rise in the inconsistency values after the synchronisations 
can be explained by the position of the Moscow ionosonde relative to all other northern 
locations. Given that the closest ionosonde is Juliusruh (JR055) at 1518 km, this would be 
automatically 759 km of inconsistency. The reduced number of ionosondes being analysed in 
each of the Zonal groups also contributes to the increase of the inconsistency value, 
compared to those found in Table 4.3.  
However, the increase of more than 200% in correlation distance, obtained from the 
synchronization, shows that diurnal cycle has major importance in the correlation of 
ionosonde data, a fact that has not yet been fully researched. It also suggests that if such 
impact can be achieved then the topic of evaluating correlation distance of ionosonde data 
becomes much more complex and a simple statistical metrics, such as Pearson’s correlation 
coefficient and RMSE, might not be fully sufficient for different applications. If the periodic 
impact of the Earth’s rotation around the Sun has such a strong impact on the ionospheric 
similarity around the world, then smaller scale ionospheric perturbations would be expressed 
with such a metric.   
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4.5 Conclusion 
This chapter analysed 13 separate foF2 measurements from 13 ionosondes across Europe for 
the duration of 4-year in order to evaluate an averaged correlation distance associated with 
ionosonde data.  
The performance of ionosonde pairs was benchmarked against the correlation coefficient 
achieved by the International Reference Ionosphere (IRI) model, sampled at the location of 
the local ionosonde. Postulating the question as a model comparison forced the addition of 
root-mean-squared error as a metric to investigate the correlation distance. The research 
showed inconsistencies between the Pearson’s correlation coefficients and the RMSE. The 
implementation of Taylor diagrams was able to introduce the difference of standard deviation 
as a metric of similarity thus offer more information to calculate the appropriate correlation 
distance. The averaged correlation distance calculated by the Taylor diagrams across all 13 
ionosondes is 1274 ± 110  km.  
The research additionally stressed the importance of the diurnal cycle, a periodic signal in the 
foF2 measurements, caused by the rotation of the Earth. It was shown that by using the 
sunrise equation, the ionosonde data was able to be synchronized. This procedure alone 
managed to increase the averaged correlation distance to 2161 ±88 km. However, this value 
incorporates both the Meridional (North – South) and Zonal (East – West) correlation 
distance. Separation of those two components in the analysis was necessary as the 
synchronisation will affect only the Zonal correlation distance, following the diurnal cycle 
from East to West. The ionosonde sites were separated into three groups – one for the 
Meridional and two for the Zonal correlation distance. The analysis showed no change in the 
Meridional correlation distance post the diurnal cycle synchronisation, calculating 1272 ± 228 
km. However, the two zonal groups (one for the northern and one for the southern locations) 
exhibited a change of more than 200% after the synchronisation - from an average of 935 ± 
226 km to 2217 ± 452 km and from an average of 969 ± 261 km to 2080 ± 289 km for the 
northern group and southern group respectively. The agreement seen between the values 
found for both groups provides evidence for the validity of the analysis and the results. The 
analysis further gave an insight into the effects of geographical sparsity of ionosondes onto 
the correlation distance calculations by evaluating the uncertainties associated with the found 
metrics. No previous research has specified its uncertainty ranges in its correlation distance 
measures, nor the calculation method of these ranges. However, the precision of correlation 
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distance values should be explored by future developments in this topic.  
Finally, the success of the procedure showed that the averaged correlation distance is more a 
function of the phase of the Sun in the sky above the ionosondes’ locations, rather than a 
function of the similarity of specific changes to the ionospheric conditions with smaller 
periods. The effect of the diurnal cycle on the correlation distances of ionosonde data 
indicates that a simple statistical metric would be insufficient in many applications, such as 
ionospheric assimilation modelling, where smaller scale ionospheric disturbances are of 






Chapter 5.  
Correlation distance of  bottom-side ionospheric 





Chapter 4 calculated the average distance away from an ionosonde at which its measurements 
become less reliable than the IRI model. This, in turn, redefined the correlation distance 
calculation method in order to describe the gain of using an ionosonde measurement over 
another established ionospheric representation tool. Using the new method, Chapter 4 
evaluated 13 ionosondes over Europe and calculated an average correlation distance of 1274 
± 110 km, with an averaged East-West directional correlation distance of 952 ± 244 km and 
North-South correlation distance of 1272 ± 228 km. These values are suitable for use in 
updating predictive and assimilative ionospheric models. However, in applications, such as 
HF geolocation, the derived correlation distances will not be a relevant measure. Chapter 5 
expands on the work shown in Chapter 4 by investigating the utility of real-time 
measurements from a nearby ionospheric sounder for HF signal geolocation. Geolocation is 
highly susceptible to changes in the electron concentration of the ionosphere, which makes it 
a good test for any ionospheric specification techniques. Using real signal delay measurements 
from the controlled campaign in WSMR, this chapter will use the process of geolocation to 
investigate 3 separate ionospheric representation methods, allowing the investigation of the 
spatial and temporal decorrelation rate of ionosonde data over a region of 300 km. This is an 
entirely different approach from defining the correlation distance of ionospheric sounders 
and will put to the test the results expressed by the scientific community and those described 
in Chapter 4, albeit in a different geographical location. 
5.1 Introduction 
The presence of electrically charged particles in the ionosphere makes it a refractive medium 
to HF radio signals, which has practical uses for over-the-horizon communications and signal 
geolocation in the HF band.  The time of travel of a refracted HF signal depends on the 
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electron density in the ionosphere. Accurate specification of the ionospheric electron density 
in three-dimensions, along with a ray-tracing method, can determine the path and delay of the 
HF signal and hence help to geolocate it. Although the ray-tracing methods are well 
established (Finney, 1963; Haselgrove, 1954; Jones, 1970, 1968; Jones et al., 1975), accurate 
specification of the time-varying electron density profile and hence the path and delay of a 
transmitted HF signal is still a significant challenge.  
While the bottomside ionosphere is important for HF propagation, it is difficult to make 
accurate and continuous measurements over a large region.  Satellite-based ionospheric 
measurements are usually made using trans-ionospheric radio signals (either ground to 
satellite such as DORIS (Willis et al., 2010; Yin and Mitchell, 2011) or satellite to ground such 
as GPS (Klobuchar, 1987) . However, these are either too sparse or insensitive to the exact 
shape of the vertical ionospheric profile, which is critical to the ray-tracing of HF signals.  
The techniques that produce an ionospheric profile with enough detail include incoherent 
scatter radar (ISR), typically fixed location and expensive to operate; and ground-based 
ionosondes, which are lower in cost and can be deployed on a campaign basis.  Cost and 
maintenance impede dense worldwide deployment of these ionospheric sounding 
instruments. This means that comprehensive measurements are not readily available to 
determine accurately the spatially and temporally varying ionospheric conditions needed for 
HF signal geolocation.  However, the ionosonde is the most practical instrument to use 
because it can make measurements of the virtual height profile at a fixed location.  If the 
ionospheric profile is similar over a wide region, then this profile measurement can be 
extrapolated to represent the ionosphere over that region.   
There are four main approaches to ionospheric specification for HF systems: (i) take a local 
measurement and extrapolate it away from that region, which usually uses an ionosonde; (ii) 
use a model based upon statistically-catalogued measurements, known as an empirical model; 
(iii) calculate the ionospheric electron density from first-principles using physics-based 
equations, known as a physics-based model (iv); merge measurements into a model, known as 
data assimilation.  If the path of a transmitted HF signal is known, the process of geolocation 
can be used to test the accuracy of the ionospheric representations.  
This research will compare horizontal extrapolation of local ionosonde measurements against 
the International Reference Ionosphere (IRI) empirical model in order to test their ability to 
represent the ionosphere to predict an HF signal time delay prediction. The investigation also 
assesses the ability of these techniques to accurately describe a local ionospheric region during 
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the presence of TIDs and how this would affect the estimation of the signal propagation 
path. The investigation also defines a metric for the correlation distances of ionosonde 
derived measurements, when used in SSL geolocation. 
5.2 Experimental Setup 
The measured signal time delays were obtained by vertical and oblique HF sounders deployed 
in the WSMR experimental campaign in New Mexico, described in Chapter 3. As mentioned 
in Chapter 3, an experimental campaign took place on WSMR in New Mexico, USA from 19th 
January 2014 to 27th January 2014. Figure 5.1 shows a map of equipment used in this 
investigation, which is only a subset of the overall equipment deployed during the campaign. 
For more information refer to Chapter 3. The shown instrumentation consists of an oblique 
sounder transmitter (OSC, marked by yellow circle), four oblique sounder receivers (G10, 
NSO, ROS and KRT, marked by blue squares) and an ionosonde (Cherry, written as CH and 
marked by green triangle).  The straight-line paths between the sounder transmitter (OSC) 
and the four receivers are presented by red dashed lines. Table 5.1 shows the distance 
between the Cherry ionosonde and the mid-point (the assumed point of refraction) of the 
four sounder links. The sounder signal has propagated closest to the Cherry ionosonde in the 
OSC-G10 link and furthest in the OSC-Kirtland link.  
 
Figure 5.1. Map of the equipment used from the WSMR January campaign, consisting of sounder 
station OSC (yellow), ionosonde station Cherry (green) and 4 HF transmission links: OSC-
G10(115km), OSC-NSO (86km), OSC_ROS (153km) and OSC-KRT (164km) (Map data: Google, 
2018). 
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Cherry 16.5 km 47 km 113 km 147 km 
 
The OSC sounder cycled through 81 frequencies every two minutes, ranging from 3.0 MHz 
to 11.0 MHz in 0.1 MHz increments. Each of the four receiver sites measured signal group 
time delay every two minutes per received frequency. The sounder instrumentation was 
functional from 17:00 to 23:00 UT on January 19th, 20th, 21st, 22nd and 27th January 2014 and 
20:00 to 23:00 UT on January 26th, 2014.  Note that local time in New Mexico is 7 hours 
behind UT.  
The sounder instrumentation was operational during various ionospheric conditions. On the 
26th and 27th of January, the ionosphere was experiencing large amplitude variations which 
were captured by the delay measurements.  Figure 5.2 shows the signal group delay recorded 
from the OSC-G10 link on 26th January on three radio frequencies - 4.8, 5.8 and 6.8 MHz.  In 
the figure there is a clear wave-like variability throughout the four-hour period on all three 
radio frequencies, which are likely to be due to medium-scale TIDs (described in Hargreaves, 
2003). It can also be seen that the time delays on the different frequencies are correlated and 
offset slightly with each other, indicating that the TIDs are present on multiple ionospheric 
heights.   
 
 
Figure 5.2. OSC sounder to G10 group delays for 26th January 2014.  Three different frequencies are 
shown. Black circles are for 4.8 MHz, blue circles for 5.8 MHz and red circles for 6.8 MHz.   
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In order to characterise the amount of wave activity present on the different days, the 
standard deviation of the time delays was computed. over the entire time period of data 
collection for each day for the three frequencies shown in Figure 5.2.  Table 5.2 shows the 
degree of variability for each day and frequency as the standard deviation of group delay in µs. 
From Table 5.2, it is clear that 26th and 27th of January are the days with the largest variability 
in time delays.  
Table 5.2 Standard deviation of group delay (µs) 
 19/01/14 20/01/14 21/01/14 22/01/14 26/01/14 27/01/14 
4.8 MHz 47 83 72 42 176 115 
5.8 MHz 67 114 70 59 146 152 
6.8 MHz  120 118 102 82 162 159 
5.3 Method of Analysis 
Two types of ionospheric representations are compared: IRI and local ionosonde 
measurements. The IRI 2016 model (Bilitza et al., 2017) produced a vertical profile of 
electron density at height steps of 2 km for locations across the WSMR region, spanning from 
26 to 40 degrees latitude and from 245 to 260 degrees longitude at steps of 0.14 degrees (15.5 
km) forming a 3D grid of electron density concentration. The resolution was selected to be 
high enough for the subsequent ray-tracing.  The process was repeated every 2 minutes to 
produce a time-dependent 3D grid of electron densities at the sampling times of the OSC 
oblique sounder. For subsequent analysis and discussion, this ionospheric representation will 
simply be called IRI.   
An autoscaled and inverted (Galkin et al., 2008) height density profile was obtained from the 
ionosonde at Cherry at 2-minute sampling rate, matching the sampling frequency of the OSC 
sounder. To match the height sampling rate of the IRI representation, the ionosonde profile 
was interpolated vertically in steps of 2 km and repeated across the same region as IRI at 
every latitude and longitude step, recreating the same 3D format. Two representations were 
created from the ionosonde at Cherry. The first updated the density across the grid using the 
ionosonde data every 2 minutes. The 2-minute sampling for the Cherry ionosonde will be 
referred to as CH2 for the remainder of this chapter. The second Cherry profile has a 15-
minute sampling rate (actually 14 or 16 minutes because it was down-sampled from the 2-
minute soundings), meaning the ionospheric representation over the 3D grid was updated 
every 15 minutes.  This is referred to as CH15.  The reason for this choice of sampling rate is 
that many ionosondes across the world are routinely set to run at a 15-minute cadence. The 
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performance of this representation would be indicative of the general effectiveness of 
ionosonde data in HF signal ray-tracing. 
A radio signal was ray-traced through all three ionospheric representations (IRI, CH2 and 
CH15) starting from the location of the OSC transmitter to the locations of each four 
receivers for 81 discrete radio frequencies every two minutes, matching the operation of the 
OSC sounder during the WSMR campaign.  These provided predicted time-delays across 
multiple links (shown in Figure 5.1) and multiple radio frequencies for the three different 
ionospheric representations (IRI, CH2 and CH15).   
The path through the ionosphere s, is determined by the integration of the 3D ray-trace 
equations.  Different launch elevations and azimuths are searched over until the ray homes to 
within an acceptable distance of the receiver, which was set to 1 km. Once the path of the 
homed solution is known, it is straightforward to then compute the time delay.    
Once predictions of the group delay have been obtained for all relevant times, frequency 
bands and transmitter-receiver links for each of the three ionospheric representations, the 
next step is to compare the predictions with the actual measurements of group delay from the 
OSC sounder. In addition to examining the results for each day independently, results from 
the times 17:00 - 20:00 UT (10:00-13:00 LT) and 20:00-23:00 UT (13:00-16:00 LT) were 
considered separately, to allow for a morning/ mid-day period to be compared with an 
afternoon period.  
5.4 Results 
Figure 5.3 shows example time series graphs of predicted group delay using the CH2 
ionospheric representation compared against the observations of the OSC sounder at 5.3 
MHz, for the closest (G10, left-hand plots) and furthest link (KRT, right-hand plots).   
It is clear that the CH2 representation allows for a much better prediction of the time delay 
and characterises the variability better for the closer link OSC-G10. The ray-traced signal 
(red) matches the wave-like perturbations in the measured time delay (black) in all left side 
figures. However, the OSC-KRT link is generally poorly represented by the ionosonde. At 
times, a strong dissimilarity can be seen between the ray-traced and the measured time delay 
in the right-side plots, especially during a disturbed ionosphere, such as the 20th and the 27th 
of January. Furthermore, during days of strong signal variations, such as the 27th (bottom 
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graphs), the wave-like structures recorded by the KRT receiver (right graph) are offset from 
the ray-traced signal delay. Given these findings, the most likely cause of these variations is 
passing TIDs across the ionospheric region in North-South direction, reaching the mid-point 
of the OSC-KRT link before the OSC-G10 mid-point.  
 
 
Figure 5.3. Graphs showing predicted (ray-traced) group delay using CH2 compared against the 
observations of the OSC sounder for a single frequency of 5.3 MHz on all days January 2014 between 
the hours of 17 and 20 UT. Left-hand plots are for the OSC-G10 link while the right-hand plots are 
the OSC-KRT link.  The days from top to bottom are the 19th, 20th, 21st, 22nd, 27th.   
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Having now examined a few of the time series results at a single frequency (5.3 MHz), in the 
next section the results are divided into three frequency bands and examined from a statistical 
viewpoint. Increase of frequency can be though as an increase of height. The higher the 
frequency of an HF signal the higher in the ionospheric region it reaches before being 
reflected. The higher frequency bands will mean that the signal has travelled longer before 
reaching the receiver. 
The analysis in the remaining section will concentrate solely on the difference between the 
measured and the ray-traced time delay, which will also be referred to as time delay prediction 
error or just prediction error. The difference is taken as follows: 
 
𝜖 =  ∆𝜏𝑚𝑒𝑎𝑠𝑢𝑟𝑒 − ∆𝜏𝑟𝑎𝑦𝑡𝑟𝑎𝑐𝑒 (5.1) 
where 𝜖 is the prediction error, ∆𝜏𝑚𝑒𝑎𝑠𝑢𝑟𝑒 is the time delay of the measured HF signal and 
∆𝜏𝑟𝑎𝑦𝑡𝑟𝑎𝑐𝑒 is the time delay of the ray-traced signal. 
5.4.1 Probability Distribution Function (PDF) Analysis 
The performance of the three ionospheric representations can be analysed by observing the 
probability distributions of their respective prediction errors. The statistical parameters and 
the shape of the distributions will give an indication of how well the representation matches 
the real ionospheric conditions. Low normality of the distribution or high standard deviation 
will mean poor estimation of the ionospheric profile at the refraction point. If there is no 
delay error (i.e. the prediction is correct) the error would be zero, so a narrow distribution 
with a zero mean would indicate a good result for a particular method.  
A representative quiet day (19th January 2014, Figures 5.4 and 5.5) is compared with the most 
active TID day (27th January 2014, Figures 5.6 and 5.7) for the closest (G10) and furthest 
(KRT) links to the Cherry ionosonde.  For each of these cases, the prediction error 
distribution is plotted for the three ionospheric representations: IRI (green), CH2 (red) and 
CH15 (blue). The figures are divided into two columns to show both time periods, 17-20 UT 
(left) and 20-23 UT (right), allowing for comparison between the mid-day and afternoon 
hours.  The figures are also divided into three frequency ranges - 4.3-5.3 MHz (upper row), 
5.3-6.3 MHz (middle row) and 6.3-7.3 MHz (lower row). A full set of all probability 
distributions for the 19th, 21st, 22nd and 27th for all propagation links (OSC-G10, OSC-NSO, 
OSC-ROS and OSC-KRT) can be found in Appendix B. 
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Figure 5.4 shows the prediction error of the three ionospheric representations for the OSC-
G10 link on the 19th of January 2014. The distributions behave as expected for a day with 
calm ionospheric conditions and a signal reflection point so close to the ionosonde’s location. 
The distribution from the CH2 representation has a close to zero average prediction error 
with small standard deviation, meaning that the high sampling rate has captured accurately the 
ionospheric conditions. CH15 performs worse but still keeps relatively bell-shaped 
distribution with 0 mean delay error. However, the IRI distribution shows a distinct positive 
bias and lack of normality, especially during the 20-23 UT period (right column). The 
distributions also have a pronounced tail on most of the histograms in Figure 5.4 with a small 
double peak in the ranges of 200 to 250 s, most likely caused by small scale ionospheric 
disturbances. The IRI representation performs as predicted. The positive bias points towards 
an overestimation of the electron density and the non-normality of the distribution – towards 
the inherent inability of most models to accurately describe very small-scale disturbances in 
the ionosphere.  
The prediction error distributions in Figure 5.5 (OSC-KRT, 19th Jan 2014) show a general 
similarity between the performance of CH2 and CH15. The histograms also show an increase 
of standard deviation compared to the G10 graphs, pointing towards a decrease in accuracy. 
Similar to the behaviour in Figure 5.4, as the transmitted signal reaches higher altitudes 
(increase in frequency bands) the prediction error worsens for the two ionosonde 
representations. Double peaks can also be seen in some of the ionosonde distributions, 
similarly to IRI in Figure 5.4. However, from observing the delay signal from the 27th in 
Figure 5.3, the double peak points towards a phase mismatch between the perturbations in 
the ray-traced and the measured signal. A small-scale travelling ionospheric disturbance can 
cause such mismatch as it takes time for the disturbance to travel from the reflection point 
between OSC-KRT to the ionosondes location. From the histograms during the 20-23 UT 
period (right column histograms) as the frequency increases, the underestimation of the 
ionosondes and the overestimation of the IRI also increase. This may be due to a cumulative 
effect of the profile error as the radio signal propagates to higher altitudes through an 
incorrect electron density profile.  
Figures 5.6 and 5.7 show results for the very disturbed 27th of January. The effects of TIDs 
(Figure 5.2 and 5.3) can be seen in the performance of all three representations. Although the 
fast sampling of CH2 has achieved on average a good prediction error for the G10 link, the 
distribution has a much higher spread than the 19th with some double peaks and extreme 
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outliers of almost -1000 s.  This is interesting because although the ionosonde sometimes 
improves the results, it can also degrade them significantly and even make them much worse 
than IRI.  The performance of CH15 is also a large surprise, achieving performance either as 
poor as IRI or even worse. This is a very important finding as it shows that even with a close 
ionosonde on a standard operation mode, TIDs can significantly reduce their usefulness in 
characterizing the ionosphere for signal ray-tracing. This can most strikingly be seen in Figure 
5.7 (OSC-KRT link), where even the fast sampling CH2 cannot accurately determine the 
ionospheric conditions for a location 150 km away. Figure 5.7 shows that for a particularly 
disturbed ionosphere there is sometimes a benefit of not using local measurements for 
ionospheric modelling. The 150-km result is a reduction of the correlation distance found in 
the literature and measured in Chapter 4.  It is also interesting that IRI has a lower overall bias 
on this day and produces a generally more reliable result for the OSC-KRT link which is the 
one furthest from the ionosonde. This is an important result as it demonstrates that 
correlation distance is dependent ionospheric activity and the scale of the disturbances over a 
region. It also warns that the correlation distance may be different for different applications, 
such as ray-tracing or data assimilation. 
 
Figure 5.4. OSC to G10 link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 19 January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 




Figure 5.5.  OSC to KRT link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 19 January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 







Figure 5.6. OSC to G10 link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 27 January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 







Figure 5.7. OSC to KRT link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 27 January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
5.4.2 Evaluation of the probability error distributions as a function of 
time 
The following section of Chapter 5 will investigate the daily change of the statistical 
parameters from the error distributions in Figure 5.4 to 5.7. Figure 5.8 shows the variation of 
the mean delay error (solid line) and standards deviation (dashed line) for each of the three 
ionospheric representations as a function of the day for the 17:00 -20:00 hour time period.  
The four subgraphs are for the different sounder-transmitter links, and are ordered in 
increasing distance from the Cherry ionosonde, with G10 (16.5 km from Cherry) in the upper 
left, NSO (47 km) in the upper right, ROS (113 km) in the lower left, and KRT (147 km) in 
the lower right.  Figure 5.9 is the same as Figure 5.8 but for the 20:00 to 23:00 UT time 
period. The ionospheric representations are colour-coded according to their colours in Figure 






Figure 5.8.  Variation of the mean delay difference (solid line) and the standard deviation (dashed line) 
at 5.3-6.3 MHz band for each of the three ionospheric representations as a function of day for the 17-







Figure 5.9.  Variation of the mean delay difference (solid line) and the standard deviation (dashed line) 
for the 5.3-6.3 MHz band for each of the three ionospheric representations as a function of day for 




According to Figures 5.8 and 5.9 in most cases the ionosonde-based ionospheric 
representations cause little time delay systematic bias across all of the four links.  Generally, 
the IRI model overestimates the electron density which sometimes can lead to a prediction 
error of 200 s.  However, for the 27th January afternoon period (Figure 5.9), the CH15 result 
has an overall bias larger than the statistical IRI model.  This can also be observed also from 
the PDF in Figure 5.7.   
As previously mentioned, the spread of the distribution is closely related to the ability of the 
representation to capture small and large-scale disturbances. Observing the standard 
deviations for the morning/midday period shown in Figure 5.8, it is clear that there is an 
advantage in using the ionosonde data for the closely placed links (OSC-G10 and OSC to 
NSO) on most days. However, this is not true for the further links (OSC-ROS and OSC to 
KRT) as the standard deviation achieved by the ionosonde representation is as good as IRI 
on most days. For the 17-20 UT period on the 27th January, the standard deviations for the 
ionosonde results are larger than IRI for the furthest links, indicating that the TID is not 
being captured accurately across the region by the ionosonde.  Also, when we look at the later 
time period in Figure 5.9 we see that on the 27th January both ionosonde representations 
perform worse for the more distant links when compared to IRI for both the mean and the 
standard deviation. These results further show that for geolocation applications ionosondes 
are useful in some cases and only on a very local scale.  
Having analysed the result for the mid-frequency band, the next section will evaluate all cases 
to consider when it is better to use the ionosonde measurements rather than IRI.   
5.4.3 Cumulative Distribution Function Analysis 
When deciding on whether it is better to use local real-time measurements, such as an 
ionosonde, or to use a model to represent an ionospheric region, it is necessary to choose a 
meaningful criterion.  Given that poor ionospheric representation would be expressed as high 
variability in the prediction error (significant data spread and lack of unimodality of the 
distribution), the Cumulative Distribution Function (CDF) is a good candidate for such 
analysis.  A CDF of the absolute value of the time delay error was computed, and the 75th 
percentile value was recorded. Taking into account the outliers in the distributions, 
particularly from the ionosonde distributions in Figures 5.4-5.7, the 90th percentile was 
considered to be potentially quite misleading. The results from the CH2 and CH15 
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representations are then referenced against IRI to determine which would be suitable to use 
for each link. 
 
Figure 5.10 shows the 17-20 UT 75th percentile delay error for each of the two ionosonde 
representations CH2 and CH15. For simplicity and better visualization, the 75th percentile 
from IRI was subtracted from the CH2’s and CH15’s CDFs. Hence, the colours represent the 
advantage in using the ionosonde where the most advantage is seen as blue, least as red and 
no advantage as light green. Looking first at the upper left subplot, the vertical axis increases 
as the link moves further away from the ionosonde.  The two vertical columns are for CH2 
minus IRI and CH15 minus IRI. Moving from left to right shows the results for the different 
frequency bands and from upper to lower for the different days. Looking at all of the plots on 
the left-hand side of Figure 5.10 shows that there is either some advantage or no disadvantage 
in using the CH2 or CH15 representation of the regional ionosphere for each of the days 
apart from 27th of January for all of the four links. This is also the case for the 5.3-6.3 MHz 
range (middle columns of subplots). However, the 6.3 to 7.3 MHz show that there is a 
disadvantage in using the ionosonde on more than one day for the OSC-KRT and the OSC-
ROS links. On the 27th January, the CH15 ionosonde result is worse than IRI even for the 
OSC-NSO link (Figure 5.10 bottom right subplot).  
Figure 5.11 is the equivalent to Figure 5.10 but shows the results for the 20-23 UT hours.  
This period includes the extra day - 26th of January.  The left-hand side of Figure 5.11 shows 
that there is either some advantage or no disadvantage in using the CH2 or CH15 
representation of the ionosphere for each of the days apart from 26th and 27th January for all 
of the four links.  This is also true for the 5.3 to 6.3 MHz range (middle column of subplots) 
but for the 6.3 to 7.3 MHz range there are notable cases where the OSC-ROS link is poorly 
represented by the CH15 and CH2, particularly evident on the 20th and 22nd of January.  This 
would indicate an east-west gradient in the ionosphere. On the 27th of January, the CH2 result 
is only beneficial for the OSC-G10 and the OSC-NSO link, whereas the CH15 results are 









Figure 5.10.  75% delay error differenced from the 75% IRI delay error for each of the three 
ionospheric representations CH2 and CH15.  The three vertical columns are for the three different 
frequency bands, (left,4.3 to 5.3 MHz; middle 5.3 to 6.3 MHz, and right 6.3 to 7.3 MHz). The 






Figure 5.11. 75% delay error differenced from the 75% IRI delay error for each of the three 
ionospheric representations CH2 and CH15.  The three vertical columns are for the three different 
frequency bands, (left,4.3 to 5.3 MHz; middle 5.3 to 6.3 MHz, and right 6.3 to 7.3 MHz). The 













Figure 5.12:  Results after the mean was removed from the distribution before percentiles were 
calculated.  75% delay error differenced from the 75% IRI delay error for each of the three 
ionospheric representations CH2 and CH15.  The three vertical columns are for the three different 
frequency bands, (left,4.3 to 5.3 MHz; middle 5.3 to 6.3 MHz, and right 6.3 to 7.3 MHz). The 




Figure 5.13: Results after the mean was removed from the distribution before percentiles were 
calculated. 75% delay error differenced from the 75% IRI delay error for each of the three ionospheric 
representations CH2 and CH15.  The three vertical columns are for the three different frequency 
bands, (left,4.3 to 5.3 MHz; middle 5.3 to 6.3 MHz, and right 6.3 to 7.3 MHz). The horizontal rows 
are for the different days 19th, 20th, 21st, 22nd, 26th, 27th January.  All for 20-23 UT. 
To study the variability in more detail, it is helpful to first remove the mean from the 
distributions.   After centralising the distributions from all transmitter – receiver links, the 
CDFs were computed again, alongside their 75th percentile value. Figure 5.12 and 5.13 show 
the CDF colourmaps of the 17-20 UT and 20-23 UT periods respectively.  
From Figure 5.12, it is easy to observe that the ionosonde based predictions get worse 
compared to IRI’s as you go to higher frequency bands (moving left to right of the subplot 
columns).  According to the colourmaps on the lowest frequency band (4.3-5.3 MHz), CH2 
performs better than IRI for almost all days, and almost all links. The only exception is the 
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27th of January, where IRI does better for the farthest link (OSC-KRT).  However, for the 
5.3-6.3 MHz band, CH2 is only an improvement over IRI for the closer ranges, and for only 
the quieter days. For the highest frequency band, CH2 still does better at close distances from 
Cherry, but often performs much worse than IRI for the more distant links.  Interestingly 
CH2 performs very well for the OSC-G10 and the OSC-NSO links even on the 27th January. 
However, for almost every case at the middle and higher frequency bands, CH15 is equal to 
or worse than IRI, with the exception of the lowest frequency band. In the 4.3-5.3 MHz 
range (left column of colourmaps), CH15 is almost as good as CH2, indicating that the error 
at the lower frequencies caused by sampling at less frequent intervals is not so severe.  
The CDF colourmaps show that the performance of the ionospheric representations has a 
strong dependence on the daily ionospheric activity.  As discussed above, the two most active 
TID days, in terms of the variability, are the 26th and 27th, with the 20th of January also being 
somewhat more active compared with the quiet days.  Looking at Figure 5.12, it is clear that 
for the 27th of January (bottom row of colourmaps) both CH2 and CH15 do significantly 
worse than IRI compared with the quiet days.  This is also the case, to a lesser degree, for the 
20th.  However, there is an interesting exception.  For the high-frequency band (right-hand 
column) the 20th January also shows the CH2 and CH15 performing worse for the ROS link.  
The reason behind this behaviour is that the ray-tracing for OSC-ROS link has failed to 
produce a trace of the HF signal, resulting in significantly fewer delay estimates than other 
transmission links. The statistical tools used to express the performance of the CH2 and 
CH15 representations cannot be used when the volume of data analyzed is not consistent. 
Thus, the 20th ROS link result is not considered in the final conclusions. 
The results for Figure 5.13 which are for the later time period, are very similar to Figure 5.12, 
except that both ionosonde representations perform worse in comparison to IRI.  The 
difference between Figure 5.12 and 5.13 is the time of the day – morning to midday for 
Figure 5.12 and afternoon for 5.13. This might indicate that IRI performs better once the 
ionosphere has achieved an approximately steady state in the middle of the day, as compared 
with the afternoon when it has stronger temporal and spatial gradients.  
 
The next section of this chapter will summarise and discuss the results presented here and will 
draw final conclusions on the impact of these findings. 
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5.5 Conclusion 
This chapter used HF geolocation to evaluate the accuracy of local ionospheric measurements 
in calm and disturbed ionospheric conditions against the performance of the IRI model. 
Using real signal delay measurements from four oblique sounders and HF signal ray-tracing, 
the research investigated the temporal and spatial correlation periods and regions of and 
around the Cherry ionosonde. The results were separated into 6 days, between 19th and 27th of 
January 2014, 2 distinct day periods, morning/midday and afternoon hours, and 2 frequency 
bands, between 4.3 and 7.3 MHz. Two representations were created from the Cherry vertical 
profile - with 2-minute (CH2) and 15-minute (CH15) sampling rate.  
The chapter investigated the prediction error distributions for the OSC-G10 and OSC-KRT 
links on the 19th and 27th of January. This section first showed the degradation rate for two 
very specific conditions – activity levels of TID present in the ionosphere and the distance 
away from the ionosonde. The results in Figure 5.4 to 5.7 first showed that the correlation 
distance can fall to 147±17 km if the TIDs are very pronounced, even if the ionosonde is 
sampling at every 2 minutes. If the ionosonde is sampling at a 15-minute rate and strong 
TIDs are present, there is almost no advantage of using the ionosonde measurements over 
IRI at distance of 147±17 km. It must be noted that there were notable outliers where the 
ionosonde has predicted a very different delay from the measurement, even for the fast 
sampling and for the closest link.  In some of these cases, this is likely to be due to the 
prediction of an F mode of propagation whereas there is actually an E mode or vice versa.  
These cases where the propagation is close to a E-F cusp can easily be identified from the 
ray-tracing prediction and should be flagged as having a potentially large step in the error.  
Thus, the identification of the propagation mode in the observations is very important. 
Further evidence was provided for the dependency of the ionosonde performance on the 
TID activity levels. By evaluating the mean and standard deviation of the prediction error 
distributions for all 4 links, the section showed that the 27th of January ionosphere is too 
variable due to the TIDs present to rely on Cherry representations for regions further away 
than 47±15 km (OSC-NSO link). However, the standard deviation also showed that the small 
scale TIDs can cause a strong variability in the ionosonde’s prediction errors above the 47±15 
km distance.   
All uncertainties have been calculated by taking half the distance between the link on the 
correlation distance and the link that is next closes to Cherry. For the OSC-NSO link this is 
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half the distance between OSC-NSO and OSC-G10 which is 15km. For OSC-KRT link this 
is half the distance between OSC-KRT and OSC-ROS which is 17km. 
The chapter also presented a new way of visualizing and summarizing the results using 
colourmaps with blue showing an improvement and red a degradation compared with IRI. 
Figures 5.10 to 5.13 evaluated the performance of both CH2 and CH15 across distance time 
and height. This section further proved that the ionospheric TID activity (amplitude) on the 
day is a key predictor of time delay prediction error. It also confirms that on the days with 
larger TIDs, the ionosonde often made the result worse and was particularly poor for the 
links further away from Cherry.  The two-minute sounding was generally better than the 
fifteen-minute sounding, indicating that there is an advantage in sounding the ionosphere 
more often when the TIDs present are large. There is an anomalous result on the 20th January 
with larger errors for OSC-ROS particularly at the higher frequencies and for the variability.   
This day has less data but the result could be indicative of a TID with a short wavelength in 
the E-W direction resulting in lower correlation distances depending on the direction of the 
wave and the link. 
The benefit of the research presented in this chapter is that it investigates the accuracy of 
ionosonde measurements and their correlation distance over a localised area in the presence 
of TIDs. To the best of my knowledge, correlation distance has not been investigated in this 
manner so far. The results show that the accuracy of the ionosonde based representation does 
not only depend on the distance but also the sampling rate, the height and the severity of the 
ionospheric conditions.  This demonstrates the complexity of the issue and the difficulty of 
establishing an accurate correlation distance metric. According to the results, the benefit of 
using the ionosonde can be extended as far as 147±17 km (the maximum distance in the 
current research), but it can also fall down to 47±15 km. This is a reduction from the 
established 300 km rule assumed by the ionospheric community (Leo F. McNamara, 1991). 
However, this reduction is not due to the inability of the ionosonde to measure TIDs 
accurately but it is the result of the motion of these TIDs. The density measured in two 
separate ionospheric regions would be out of phase because the disturbance will take time to 
travel from one location to the next. This means that under the influence of TIDs, the 
correlation distance will solely depend on the properties of these TIDs. If the disturbances 
can be matched and offset, the correlation distance can be increased. A method to track such 
features is examined in the next chapter. 
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Chapter 6.  
The Application of  Dynamic Time Warping in 
Understanding Correlation Distances in the 
Ionosphere during Travelling Ionospheric 
Disturbances 
Abstract 
The results in Chapters 4 and 5 showed that the calculation of ionosonde correlation 
distances is not straightforward. Chapter 5 extended the investigation by concentrating on 
local ionospheric events such as Travelling Ionospheric Disturbances (TIDs). The results 
showed that during such events the local ionosonde correlation distance is much shorter, 
reaching a major reduction from 700 to below 100 km. The previous chapters also showed 
that the calculation of correlation distance can be affected by the application in which it will 
be used. Chapter 5 based the metric on the effectiveness of ionosonde data in HF signal delay 
predictions. This chapter will continue the investigation of the effects of TIDs on local 
correlation distances and will propose solutions to track TIDs across multiple ionosonde 
measurements. The purpose is to find a solution to the phase offset and change of shape of 
recorded TID signatures across multiple local ionosondes. As mentioned in Chapter 5 this 
offset is due to the propagation delay of TIDs from one location to the next or in the case of 
the current research – from one ionosonde to another.  
6.1 Introduction 
After Bret and Tuve first proposed the existences of wave-like ionospheric structures in 1926, 
TIDs have been a centre topic of research in the ionospheric community. Since the late 50s, 
they have been observed and studied by multitude techniques and instruments, such as GNSS 
(Afraimovich et al., 1998; Borries et al., 2016, 2009; Ding et al., 2007), incoherent scatter 
(Galushko et al., 1998; Vadas and Nicolls, 2009), coherent scatter radar (Hayashi et al., 2010) 
and ionosondes (Bowman, 1968; Morgan et al., 1978; Reinisch et al., 2018). Due to the work 
of Hines (1960), Hooke (1968) and Hocke and Schlegel (1995) the physics behind the 
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behaviour and effects of TIDs have been broadly understood and has led to the development 
of many mapping and modelling techniques.  
However, there are still further developments to be made in modelling and predicting such 
disturbances with sufficient precision and accuracy. The degree of variability (gravity wave 
source and location, current ionospheric and thermospheric properties, season, time of day 
etc.) makes it difficult to predict the emergence and behaviour of most types of TIDs 
(Crowley and Azeem, 2018). The change of shape and the movement of the waves across a 
region also impede the accuracy of any mapping techniques especially when high density 
ionospheric sounding equipment cannot be achieved. Chapter 5 showed that for an 
ionosonde sounding network, the equipment must be positioned below 100 km in order to 
surpass the performance of IRI.  
One of the main obstacles in observing and modelling TIDs is matching the same TID 
signatures in multiple measurement signals across a network of instruments. Accurate 
matching from one measurement data to another correctly is important for calculating the 
wavelength, direction and speed of TIDs. Different techniques have been used to tackle these 
issues. One of the most widely implemented is Fourier analysis (Afraimovich et al., 2001; 
Arikan and Yarici, 2017; Hernández-Pajares et al., 2006; Šauli et al., 2006), where through the 
use of the frequential domain and cross-spectrum analysis TID signatures can be detected 
and their characteristics calculated. Other techniques include wavelet (Katamzi et al., 2012; 
Materassi and Mitchell, 2007) variance (Katamzi et al., 2012) and autocorrelation analysis 
(Riddolls, 2013) etc.  
This chapter will present a new technique to match recorded TID signatures across the 
network of ionosonde measurements from the HFGeo campaign in White Sands Missile 
Range, called Feature Based Dynamic Time Warping (FDTW).  
6.2 Dynamic Time Warping 
Dynamic Time Warping algorithms use dynamic programming to measure the similarity of a 
temporal signature of a known event to an unknown time series (Berndt and Clifford, 1994; 
Maus et al., 2015). The algorithms establish a search space (matrix) of distance comparisons 
of each element on one signal to each element of the other signal to produce an optimal 
alignment or path between them (Xie and Wiltgen, 2010). DTWs provide a reliable measure 
of comparing time series or sequences, even if they are irregularly sampled, out of phase in 
time or the shape of the signature has been altered from one time-series to the next (Maus et 
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al., 2015). Because of its properties, DTW is widely used in pattern recognition in many areas, 
such as speech (Amin and Mahmood, 2008), handwriting (Gan Huang et al., 2010), gesture 
(Bautista et al., 2013; Holt et al., 2007), seismology (Hale, 2013), robotics (Johnen and 
Kuhlenkoetter, 2016) and many more. Many variations exist of the original DTW algorithm, 
such as derivative (Keogh and Pazzani, 2001), weighted (Jeong et al., 2011; Maus et al., 2015) 
and probability-based (Bautista et al., 2013) DTW. In this chapter, another variation of the 
algorithm will be used called Feature Based Dynamic Time Warping (FDTW) (Xie and 
Wiltgen, 2010),  which uses global and local features of both signals to perform a more 
informed matching decision. The rest of this section will describe the mathematical derivation 
of the algorithm. 
Given two time-series X and Y with lengths M and N, compute a N×M cost matrix , 
whose elements 𝜓𝑖,𝑗 are a difference function between the elements 𝑥𝑖 ∈ 𝑋 ∀ 𝑖 = 1,2, … ,𝑁 
and 𝑦𝑗 ∈ 𝑌 ∀ 𝑗 = 1,2, … ,𝑀. Two separate difference functions are created, corresponding to 
the local or the global feature around the current element of the time-series. Both functions 
create a two-element vector derived thusly: 
• Local feature 
 Ϝ𝑙𝑜𝑐𝑎𝑙(𝑥𝑖) = (𝑥𝑖 − 𝑥𝑖−1, 𝑥𝑖 − 𝑥𝑖+1) 
Ϝ𝑙𝑜𝑐𝑎𝑙(𝑦𝑗) = (𝑦𝑗 − 𝑦𝑗−1, 𝑦𝑗 − 𝑦𝑗+1) 
(6.1) 
• Global feature 
 























In other words, the local feature expresses the backward and the forward difference around 
the current point 𝑥𝑖  or 𝑦𝑗 from the time-series 𝑋 or 𝑌. The global feature, on the other hand, 
expresses the difference between the current point and the mean of the element values before 
and after the current point.  
From the local and global difference functions, the cost matrix  can be calculated by: 
 𝜓𝑖,𝑗 = 𝑑𝑖𝑠𝑡𝑙𝑜𝑐𝑎𝑙(𝑥𝑖, 𝑦𝑗) + 𝑑𝑖𝑠𝑡𝑔𝑙𝑜𝑏𝑎𝑙(𝑥𝑖, 𝑦𝑗)    (6.3) 
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where the 𝑑𝑖𝑠𝑡 is the absolute distance between the local or global feature vectors of the 
current points. 
The complete mathematical derivation of  is as followed: 















where the superscript 𝑓1 or 𝑓2 refers to the first or second element of the local or global 
feature vector. 
From , calculate an accumulated “cost” matrix 𝑑 using a recursive sum of minimal distances 
equation, such as: 
 𝑑𝑖,𝑗 = 𝜓𝑖,𝑗 + 𝑚𝑖𝑛{𝑑𝑖−1,𝑗, 𝑑𝑖−1,𝑗−1, 𝑑𝑖,𝑗−1} (6.5) 
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To find the optimum warping path 𝑝 = (𝑝1, … , 𝑝𝐿) a reverse algorithm is applied, starting 
from 








(1, 𝑗 − 1),               𝑖𝑓 𝑖 = 1  








The process of obtaining the warping path 𝑝 is simple and is presented in Figure 6.1. Starting 
at the top-right corner of the cost matrix, the algorithm looks at the surrounding values, 
according to the predefined function in Equation 6.7. From the permitted moves (in this case, 
left, down or diagonal) the algorithm chooses the path with the smallest cost value. It does 
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this iteratively until the path reaches the bottom-left corner of the matrix. The series of 
moves taken from the starting position across the cost matrix until the end position is the 








Figure 6.1 Diagram showing the process of obtaining the alignment of two signals X[m] and Y[n] 









Figure 6.2 Five type of local constraints that determine the search field of the FDTW algorithm at any 
iteration. 
 98 
It must be noted that, although widely and successfully used in estimating time offset of 
sequences, the DTW algorithm can in some cases output very unreasonable results (Keogh 
and Pazzani, 2001). One such instance is when an element from one time series is mapped to 
a large subsection of the other leading to an excessive alignment warping, events called 
“singularities” (Keogh and Pazzani, 2001). To prevent such occurrences to distort the 
alignment, local and global constraints could be applied. Local constraints determine the 
permitted moves of the warping path 𝑝, minimising the possibility of the path to move 
horizontally or vertically consecutively through the cost matrix. The choice of local 
constraints essentially determines the function of Equation 6.7. Figure 6.2 presents 5 types of 
local constraints.  
6.3 Ionosonde Equipment and Data 
The data analysed in this chapter has been obtained from four ionosondes deployed during 
the HFGeo campaign. Three ionosondes (Cherry, Squirt and Munyo) were positioned within 
the WSMR region and one (Kirtland) was positioned outside due North. Figure 6.3 presents a 
satellite image of the WSMR and the deployed ionosondes.  
 
Figure 6.3 A satellite image of the White Sands Missile Range (WSMR) with the deployed ionosonde 
equipment during the HFGeo campaign. 
As mentioned in Chapter 3, all four ionosondes are a DPS-4D model digisonde, developed by 
Lowell Digisonde International. DPS-4D is able to make ionospheric measurements from 0 
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to 1200 km vertical height with 5 km resolution (Lowell Digisonde International, 2009).  The 
processing and scaling techniques enable the DPS-4D to measure and record a multitude of 
ionospheric parameters, such as foF1, foF2, foE, their respective height peak densities and 
electron density profiles to name a few. The current chapter will concentrate solely on 
analysing the latter. For more information on the operation and functionalities of the DPS-
4D model, please refer to Chapter 3 or Lowell Digisonde International technical manual 
(Lowell Digisonde International, 2009).  
All four ionosondes operated on a 2-minute cadence, measuring the vertical electron density 
profile above their location for heights generally between 90 to 700 km in steps of 5 km. This 
region encompasses the entirety of the bottomside ionosphere and allows for a thorough 
investigation of not only the horizontal but also the vertical correlation distances of 
ionosondes, especially during the presence of TIDs. This type of analysis has not been 
documented by the ionospheric research community as of today.  
This chapter will analyse the electron density profiles recorded on the 26th of January 2014 
during the WSMR campaign. The ionospheric conditions on this day were quite disturbed in 
the area, with clear occurrences of large TID waves in all 4 ionosondes’ data. Figures 6.4 to 
6.7 present full-day electron density measurements at 10 separate evenly spaced heights 
between 140 and 320 km from each ionosonde – Cherry, Squirt, Munyo and Kirtland. The 
height range was chosen because it encapsulates the bottomside F region - from the 
beginning of the F1 region to the average peak density of the F2 region. The heights presented 
in this chapter are manually scaled. The time format is in UT decimal hours. Note that local 
time in New Mexico is 7 hours behind UT, hence the shift in the diurnal cycle.  
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Figure 6.4 A graph of ten electron density profiles at heights between 140 and 320 km from the 





Figure 6.5 A graph of ten electron density profiles at heights between 140 and 320 km from the Squirt 
ionosonde on the 26th of January. The red oval encompasses probable TID signatures. 
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Figure 6.6 A graph of ten electron density profiles at heights between 140 and 320 km from the 





Figure 6.7 A graph of ten electron density profiles at heights between 140 and 320 km from the 
Kirtland ionosonde on the 26th of January. The red oval encompasses probable TID signatures. 
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In three of the ionosonde measurements (Cherry, Squirt and Kirtland), TID signatures are 
clearly visible at almost all heights. These signatures are indicated by rapid fluctuations in the 
electron density values during the day-time period. The fluctuations are outlined by a red 
ellipse in all 4 graphs. The density profiles recorded by the Munyo ionosonde (Figure 6.6) 
exhibit strong high-frequency instability during the TID appearance. The reason behind the 
severity of this noise is unknown, thus, it will not be present in any future analysis. All other 
signals are treated by a band-pass Butterworth filter with a cut-off period of between 4 hours 
and 20 minutes, meaning that the TID signatures will not be affected, while the diurnal cycle 
and any high-frequency noise will be omitted. Figures 6.8 to 6.10 present the filtered electron 
density profiles from Cherry, Squirt and Kirtland. Because of the band-pass filter, the density 
profiles will be detrended and centred around 0, meaning that all 10 height profiles will be 
difficult to visualise. For the purpose of visualisation, the detrended profiles are offset by one 
in ascending order starting from the 140-km profile. Figure 6.11 shows the filtered height 
profile at 280 km from Cherry and Kirtland.  
 
Figure 6.8 Graph of ten detrended and offset electron density profiles at heights between 140 and 320 
km from the Cherry ionosonde on the 26th of January. 
 103 
 
Figure 6.9 Graph of ten detrended and offset electron density profiles at heights between 140 and 320 






Figure 6.10 Graph of ten detrended and offset electron density profiles at heights between 140 and 




Figure 6.11 Graph of the filtered electron density profiles at 280 km from the Squirt and Kirtland 
ionosondes on the 26th of January. 
Three distinct wave crests can be seen between 17:30 and 22:00 UT (10:30 and 15:00 LT). 
Their shape is recorded differently at different heights, with higher altitudes showing more 
susceptibility to ionospheric disturbances. These altitudes are part of the bottomside F2 layer, 
where the largest density variations occur during the passage of TIDs (Reinisch et al., 2018). 
A time delay can also be seen across the ionospheric layers and geographical locations. The 
vertical offset, seen in Figure 6.8 – 6.10, is a well-known feature of TIDs. TIDs induced by 
acoustic gravity waves (AGW-TIDs) have been established to have forward-tilted phase 
fronts (Hines, 1960; Hooke, 1968). For a fixed-location ionospheric sounder, this will appear 
as a vertical phase offset, with higher altitudes recording the phase of the wave first. The 
horizontal offset in Figure 6.11 is linked to the traversal time of the travelling wave from one 
ionospheric location to the next. All of the mentioned behavioural characteristics support the 
assumption that TIDs are the cause of the recorded fluctuations in the ionosonde profiles, 
making them the main subject of analysis in this chapter.  
The way that TIDs affect the ionospheric electron density profile both vertically and 
horizontally suggests that any measure of an average correlation between two locations in the 
ionosphere at a close distance apart will not be able to capture the instantaneous drop in 
ionospheric similarity. This means that any correlation distance metric around an ionosonde 
will not account for the presence and effects of TIDs and will hinder any system that relies on 
these correlation distances. This was first described and shown in Chapter 5, where 
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ionosonde measurements failed to reproduce the true ionospheric conditions well within their 
correlation distance. However, from Figure 6.4 to 6.11 it is evident that most of the drop of 
local similarity is due to the phase offset of the TID’s wavefront between two ionospheric 
locations. Thus, the wavelength and the velocity of a TID is directly proportional to the 
decorrelation of the ionospheric conditions between two locations. The other part of the 
decorrelation is due to the change of the shape of the TID’s wavefront while moving through 
the ionosphere.  
The observations made so far mean that in order to use ionosonde measurements for precise 
ionospheric representation during the presence of TIDs, either the ionosonde network has to 
be much denser or additional techniques have to be implemented. The simplest solution will 
be to increase the number of ionosonde sites. However, this would be very expensive given 
that according to Chapter 5, the correlation distance during the presence of TIDs decrease to 
below 100 km. A network of such size is unpractical. On the other hand, with an appropriate 
matching technique, the TID signatures can be offset and their wavelength and speed 
calculated. This will decrease the degree of decorrelation between the ionospheric profiles and 
help characterise the TIDs for ionospheric modelling.  The next section will show the results 
from using the Feature Based Dynamic Time Warping algorithm to match the height profiles 
from Cherry, Squirt and Kirtland.  
6.4 Results 
Matching TIDs in ionosonde measurements is not a straightforward task. As can be seen 
from Figures 6.4 – 6.11, TIDs emerge as a local distortion when recorded with their phase 
and shape changing with vertical height and horizontal distance. This renders standard 
alignment techniques, such as cross-correlation, not viable as different TID signatures will be 
offset differently from one another. Cross-correlation will create a constant alignment based 
on the entire two signals, hence it will not take into account the smaller local distortions. A 
variation of the standard cross-correlation technique exists that will be able to address this 
issue called windowed cross-correlation. The windowed cross-correlation slides a window of 
fixed width across the length of two signals with an equal number of elements and perform 
the cross-correlation only on the data encompassed by that window. It then aligns only the 
middle point of the window according to the calculated lag. This, of course, means that both 
signals will be cropped on both sides by half the length of the window minus 1. Because the 
alignment from the windowed cross-correlations is based on the local features within the 
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sliding window, different TID signatures can be aligned separately. This structure of 
operation is very similar to the working principles of the FDTW algorithm, hence it is used as 
a reference in a performance comparison test.  
All 10 height profiles from Cherry, Squirt and Kirtland are resampled with a 1-minute 
sampling period, ensuring equal length for all electron density measurement signals. A 
reference height is picked and all other height profiles, from now on called the comparison 
profiles, are aligned to it. It must be noted that the signals used for the alignment algorithms 
are the filtered and resampled electron density measurements from Figure 6.8 – 6.10. The 
filtering is required for the operation of both algorithms in order to reduce the effects of the 
high-frequency noise and the diurnal cycle on the final alignment.  
A correlogram is used to visualise the local (in time and space) vertical correlations. Similarly 
to the operation of the windowed cross-correlation, the correlogram is created by sliding a 
window of fixed width across the length of all height electron density signals and measuring 
the Pearson correlation coefficients between the reference and comparison profiles. Only the 
measurements that fall within the boundary of the window contribute to the correlation 
measure. The window length is set to 91 minutes. The TID wave cycles observed in Figures 
6.4 to 6.7 (within the red oval) have an average wave period of 60 minutes, pointing towards 
the definition of medium-scale TID. This also coincides with the observations made in Figure 
5.2 in Chapter 5, which presented measurements of HF signal time delays in the same time 
period, in the same part of the WSMR area. Allowing for a degree of uncertainty, the 91-
minute length ensures that a full wave cycle is present within the window without negating 
the main functionality of the correlogram – giving a local similarity measure between two 
signals. 
Figure 6.12 to 6.14 will present the vertical correlograms of Cherry, Squirt and Kirtland using 
the windowed cross-correlation (top) with a window width of 91 minutes and the FDTW 
algorithm (bottom) with local constraint V (see Figure 6.2(d)). Local constrain V offers a 
larger search field than constraints I, III and IV. The search pattern is also unable to produce 
“singularities” like constraint I. Constraint V is also symmetrical around the diagonal line, 
unlike constraint VII (Figure 6.2 (e)). Constraints IV and VII, being not symmetric, will keep 
one of the signals unchanged and unwarped, leading to more difficulty matching a particular 
signature between the signals. It must be noted that the local constraints might behave 
differently in other instances and their application should be considered on a case by case 
basis. Given that the technique is new to the field of ionospheric research, a thorough 
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investigation into a rigorous evaluation of the local constraints was unavailable. Future 
implementation will benefit from such an investigation. This will also be discussed in Section 
7.2 Future Work, in this thesis. The reference height is 240 km as it is in the middle of the 
140 to 320 km height range. This will allow seeing any difference in the vertical correlation 
distance between the two matching algorithms. The x-axis of the correlogram represents the 
time of day in UT hours and the y-axis is the height range. The colour represents the 
correlation coefficient value with red being a high positive correlation and blue - high 
negative. Figures 6.15 to 6.17 display the alignment achieved by the windowed cross-
correlation (top) and the FDTW algorithm (bottom). The vertical correlograms and alignment 
graphs using local constraints III, IV and VII can be found in Appendix C. 
 
Figure 6.12 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques on 




Figure 6.13 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques on 






Figure 6.14 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques on 




Figure 6.15 Alignment graph between the electron density profile at 240 and 300 km from the Cherry 





Figure 6.16 Alignment graph between the electron density profile at 240 and 300 km from the Squirt 




Figure 6.17 Alignment graph between the electron density profile at 240 and 300 km from the 
Kirtland ionosonde using the windowed cross-correlation (top) and FDTW (bottom) techniques. 
From the correlograms it is evident that the FDTW algorithm has managed to increase the 
vertical correlation distance around the reference height much more than the cross-
correlation technique. The high positive correlation between 17:30 and 22:00 UT at all three 
ionosondes signifies that the FDTW has managed to align the TID signatures, achieving a 
vertical correlation region of 140±20 km for Cherry and Squirt and 120±20 km for Kirtland. 
The cross-correlation technique did not perform well and managed to align the TID 
structures in a vertical region of 60±20 km. The uncertainties are calculated given the height 
steps used in the analysis, which is 20 km. The findings are further supported by the 
alignment graphs in Figures 6.15 – 6.17. The top alignment graphs show that the windowed 
cross-correlation technique fails to match the electron density measurements not only during 
the presence of TIDs but throughout the entirety of the signals. An important feature that 
can be seen in all top alignment graphs is the criss-cross matches outputted from the cross-
correlation. This means that two consecutive events recorded in the 240 km density profile, 
can be matched to events that occur in the opposite order. However, the FDTW algorithm 
does not allow for such criss-cross matching. Any subsequent alignment is achieved by 
matching two points that are after the previous alignment. This feature of the FDTW holds 
true for any configuration of the algorithm and alone is sufficient to make it the preferred 
option of the two techniques. However, for the sake of completeness, both techniques are 
compared on their performance of horizontal alignment between ionosonde sites. Figure 6.18 
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and 6.19 present the correlograms and the alignment graphs between Squirt and Kirtland 
height profiles. The electron density of Squirt at 240 km altitude is taken as reference. All 
signals are sampled at 1 minute sampling period and filtered by a band-pass filter.  
 
Figure 6.18 Correlograms depicting the horizontal correlation distance after the implementation of 
windowed cross-correlation (top) and FDTW (bottom) alignment techniques on the profiles from 
Squirt and Kirtland. 
 
Figure 6.19 Alignment graph between the electron density profile at 240 and 300 km from the 
Kirtland ionosonde using the windowed cross-correlation (top) and FDTW (bottom) techniques. 
The correlogram results are similar to the vertical alignment graphs, with FDTW algorithm 
achieving much higher correlation around the reference height than the windowed crossed-
correlation. The same criss-cross matching can be seen in Figure 6.19, thus further supporting 
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the FDTW algorithm as the preferred technique. Figure 6.20 shows the original unfiltered 
electron density profiles from Squirt and Kirtland at 240 km before and after the alignment 
from FDTW. This will demonstrate if the FDTW really can align ionospheric measurements 
well or it the algorithm is just optimised to reach the minimal difference between two points 
and thus maximise correlation.  
 
Figure 6.20 Graph showing the original electron density profile during the presence of TIDs before 
(top) and after (bottom) the FDTW alignment. 
As can be seen in Figure 6.20, the FDTW managed to align not only the very prominent wave 
perturbations but also the smaller disturbances after 22:00 UT. The ability of the FDTW to 
stretch and compress the signal as well as to shift it in time, allows it to match events that 
have undergone deformation between passing from Kirtland to Squirt. It also must be noted 
that the FDTW managed to align the original electron density profile while its input was the 
filtered and detrended version. These results mean that FDTW is capable of extending the 
similarity region of ionosonde profiles to 288 km (the horizontal distance between Kirtalnd 




Although predictive models try to use ionosonde measurements, the topic of ionosonde 
correlation distance during the presence of TIDs has not been fully explored yet by the 
research community. Any current metric of the relevancy of measurements around an 
ionosonde does not have the capability to register a local drop in similarity due to the passage 
of a TID. Chapter 5 showed that the correlation distance could drop to below 100 km when 
the ionosphere is disturbed. Because it would be impractical to build a network of ionosondes 
with such density, additional techniques have to be implemented to increase the relevancy of 
ionosonde measurements. Luckily, most of the reduction in local similarity is due to the phase 
offset of the TIDs’ wavefront. This means that a matching technique that is able to accurately 
align TID signatures across multiple ionosonde signals can increase the correlation distance 
and help characterise the properties of the passing TIDs. This chapter has introduced an 
alignment technique called Feature Based Dynamic Time Warping (FDTW) to solve the issue.  
Using the electron density profiles from 3 ionosondes from the HFGeo campaign on the 26th 
of January, this chapter compared the performance of FDTW against windowed cross-
correlation. With a local constraint of type V, the FDTW was able to accurately align visible 
TID signatures across different electron density height profiles, reaching vertical correlation 
distance of 140±20 km for Cherry and Squirt and 120±20 km for Kirtland. It was also able to 
align the same TID signatures between Squirt and Kirtland, subsequently reaching a 
horizontal correlation distance of 288 km. Although the working principles of the FDTW 
algorithm rely on the choice of local constraints, the results presented in this chapter give 
enough assurance for the use of the algorithm in aligning TIDs and to help accurately 




Chapter 7.  
Conclusions and Future Work 
 
7.1 Conclusion 
The presence of electrons in the ionosphere makes it a refractive medium for radio wave 
propagation, especially for signals in the HF frequency band. However, the ionospheric 
composition is not in a constant steady-state but experiences many variations some of which 
are very difficult to model, such as Travelling Ionospheric Disturbances (TIDs). Accurate 
representation of the ionospheric conditions, especially during TIDs, is important for many 
HF applications, including secured communication systems or HF transmitter geolocation. 
Ionospheric sounding is a suitable candidate for representing the bottomside ionosphere over 
other means such as GPS or incoherent scatter radar because it has better resolution under 
the peak F2 layer or is cheaper to operate respectively. Although ionosondes can produce an 
accurate estimate of the vertical density profile, an ionospheric representation based on their 
measurements operates on the assumption that the profile can be extrapolated over a required 
region without deviating much from the true ionospheric conditions. The area in which this 
assumption is correct is called the correlation distance of the ionosonde.  
The research community has not been fully consistent with the definition of the correlation 
distance metric and have used the term to investigate the spatial and temporal deviations of 
the ionospheric conditions among other applications. These differences have resulted in 
multiple correlation distance values over the years ranging between 300 and 2900 km. Chapter 
1 and 2 alongside Chapter 4 introduced and expanded on the issues associated with 
ionosondes and their application to measure the correlation distances in the ionosphere. 
The key aims of this PhD were to advance the understanding of the correlation distance of 
ionosondes and to propose a new calculation method that will be able to express the spatial 
correlation of the ionospheric conditions.  This is important for both the development of 
new global ionospheric models and future deployment of ionosonde networks. With this idea 
in mind, the goals set out at the beginning of the PhD were to research the performance of 
ionosonde and other HF-based ionospheric representations in SSL applications and more 
precisely to establish a firm understanding and definition of the new correlation distance and 
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how it is calculated. It was also necessary to calculate the newly defined correlation value for 
TID affected ionospheric conditions. By the end of the PhD, the main goals were achieved. 
Chapter 3 provided that the evidence the HF geolocation would benefit from improvements 
to the ionospheric representation over classic SSL and empirical modelling.  It also showed 
that the improvements were achievable over classic methods with a sufficient data density of 
calibration sounders across a region spanning some tens of kilometres.  Chapter 4 re-defined 
the calculation of the correlation distance metric as a model comparison between ionosonde-
derived foF2 measurements and foF2 estimated from the International Reference Ionosphere 
(IRI) model. This definition is closer to the actual implementation of the ionosonde 
measurements in SSL geolocation and thus should be a more representative metric when 
used.  
In Chapter 4, auto-scaled foF2 measurements from 13 ionosondes across Europe were 
analysed for the duration of 4-years in order to evaluate an averaged correlation distance 
values as well as specific North-South and East-West directional correlations.  This 
introduced a new method to this research field - the use of Taylor diagrams. This method 
increased the dimensionality of the correlation distance metric by introducing RMSE and 
standard deviation difference as factors. The averaged correlation distance calculated by the 
Taylor diagrams across all 13 ionosondes was found to be 1274 ± 110 km. The chapter 
additionally stressed the importance of the diurnal cycle in the foF2 ionosonde measurements 
and showed that by using the sunrise equation, the ionosonde data were synchronised, 
increasing the averaged correlation distance to 2161±88 km. The synchronisation was also 
able to increase the East-West correlation distance from 952 ± 243km to 2149 ± 371 km. 
The North-South correlation distance of 1272 ± 228 km remained unaffected. This chapter 
was the first to demonstrate and stress the importance of properly modelling the local time 
when interpolating/extrapolating ionosonde data for ionospheric mapping. It also indicated 
that the uncertainties with the calculation of the correlation distance will be affected by the 
number and geographical distribution of the ionosonde stations used in the analysis. Previous 
research in this topic has not addressed the uncertainty range of its calculated correlation 
distances, thus the uncertainty values found in this chapter cannot be benchmarked. 
However, the precision of correlation distance values should be explored by future 
developments in this topic. The chapter also indicated that simple statistical metrics would 
not be effective in many applications such as data assimilation and HF geolocation. 
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Chapter 5 used HF geolocation to evaluate the accuracy of local ionospheric measurements in 
calm and disturbed ionospheric conditions with TIDs present, against the performance of the 
IRI model. Using real signal delay measurements, the research investigated the temporal and 
spatial correlation regions around the Cherry ionosonde. The chapter showed that the 
accuracy of the ionosonde does not only depend on the distance but also the sampling rate, 
the height and the severity of the ionospheric conditions. According to the results, the benefit 
of using ionosondes can be extended as far as 147±17 km (the maximum distance in the 
WSMR dataset), but it can also fall down to 47±15 km when operating on 15-minute 
sampling and the ionosphere is experiencing strong TIDs. If the sampling is increased to 2 
minutes, the ionosonde correlation falls between 53 and 113 km for the same disturbed 
ionosphere. However, this reduction from the general rule of thumb, as expressed by 
McNamara, is due to the motion of the TIDs and the subsequent phase difference between 
two ionospheric locations, meaning that the correlation distance depends on the properties of 
the currently active TIDs.  
The results in Chapter 5 show that in order to use vertical sounding as an ionospheric 
representation in SSL base geolocation, the ionosonde equipment has to be within 113 km, 
even in disturbed ionospheric conditions. However, it would be impractical to build a 
network of ionosondes with such high density to cover the globe.  Most of the drop of local 
similarity is due to the phase offset of the TIDs’ wavefront. This means that a matching 
technique that is able to accurately align TID signatures across multiple ionosonde signals can 
increase the correlation distance and help characterise the properties of the passing TIDs. 
Chapter 6 introduced an alignment technique called Feature Based Dynamic Time Warping 
(FDTW) that was able to accurately align visible TID signatures across different electron 
density height profiles and subsequently increase both vertical and horizontal correlation 
distance of the WSMR ionosondes. The results presented in this chapter give enough 
assurance for the algorithm to be used for aligning TIDs and to help calculate the time it 
takes to travel from one ionospheric location to the next. 
Correlation distance in the ionosphere as defined by ionosonde observations still remains a 
very important topic for many systems that use the measurements as a representation of the 
true ionospheric environment. This thesis gave sufficient evidence that such a metric has to 
have a clear definition and to be tailored towards a specific application in order to be fully 
useful. By defining the metric as a model comparison, the presented research answered a very 
important question for the specific application of HF geolocation: at what distance away do 
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ionosonde data become worse than using an empirical model of the ionosphere? This way the 
correlation distance metric is designed to be beneficial in a very specific manner, rather than 
being a general tool for exploring the ionospheric disturbances. The research also found that 
cyclical variations have a great impact on the correlation value. This was clearly exhibited in 
the Pearson’s correlation coefficient and other statistical distance metrics which are very 
sensitive to phase offsets between two signals. In a dynamic system, where such cyclical 
behaviour is expected, this has to be considered when calculating the true correlation distance 
value. The thesis also presented two separate techniques to synchronise and thus reduce the 
effect of the phase offset – the sunrise equation in Chapter 4 and the FDTW in Chapter 6. 
These matching techniques could be implemented when sufficient spatial resolution of the 
ionosonde network is not achievable.  
7.2 Future work 
Despite the results obtained in this thesis, the topic of correlation distance and the method in 
which it should be calculated has not been concluded. The new definition of correlation 
distance from Chapter 4 should be analysed against the geomagnetic index Kp in order to 
obtain a calm and disturbed average value. This would help models that rely on ionosonde 
data in updating their ionospheric estimates to choose the appropriate measurement 
according to the disturbance levels expected in the ionosphere. This division has already been 
implemented in McNamara and Wilkinson in their papers (McNamara, Leo F. ; Wilkinson, 
2009a, 2009b).  
It will also be beneficial to know if different parameters measured by ionosondes have 
different correlation distances. One such parameter would be Total Electron Content (TEC) 
as some of the early work done on ionosonde spatial correlations have analysed TEC and 
TEC values (Klobuchar, J. A., 1977). Different ionosonde parameters are also used in 
ionospheric models, such as GAIM. A recent study by McNamara et al., 2011 showed that 
the foF2, hmF2 and width of the F2 layer parameters obtained from the ionosonde in South 
Africa contribute differently to the model. Different correlation distances associated with 
each parameter might be the cause.  
Correlation distances of ionospheric observation equipment and models have been used to 
estimate the error covariance matrices in many ionospheric data assimilation models, such as  
Ionospheric Data Assimilation (IDA) model (Bust, 2004) and GAIM (Schunk et al., 2004; 
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Wang et al., 2004). The computational load of updating the assimilation models is 
proportional to the data points of the ionospheric 3D profile used in the assimilation 
procedure. Understanding the correlation distances can help reduce the number of 
calculations needed to estimate the error covariance matrices. Correlation distances can also 
help determine the area of effect of ionospheric observations and the extrapolation of their 
values to regions where no ionospheric information is available. The usefulness of the 
correlation distance values found in Chapter 4 and 5 in assimilation models will be tested. 
Finally, the capability of the FDTW algorithm to accurately calculate the time of travel of 
TID waves should be explored fully to help in TID assimilative ionospheric models. 
Additional information collected from the HFGeo campaign, such as the angle-of-arrival 
(AoA) of transmitted HF signals, can be analysed using the FDTW algorithm. This would 
verify if the kinetic parameters of the recorded TIDs could be obtained prior to the 
ionospheric assimilation process. An accurate parameterisation of the TIDs beforehand will 
reduce the computational time associated with ionospheric assimilation procedures and will 




Appendix A. Appendix of  Chapter 4 
 
A1. Mathematical Algorithm for the Sunrise equation 
𝑛2000 = 𝐽𝑑𝑎𝑡𝑒 − 2451545 + 0.0008 
where 𝑛2000 is the number of days since 1
st Jan 2000 12:00 and  𝐽𝑑𝑎𝑡𝑒 is the Julian date 




where 𝐽𝑠 is an approximation of mean solar time and 𝐿𝑂𝑁 is the longitude of the location 
(West is negative and East is positive) 
𝑀𝑎𝑛𝑜𝑚𝑎𝑙𝑦 = (357.5291 + 0.98560028 ∗ 𝐽𝑠)𝑚𝑜𝑑(360°) 
where 𝑀𝑎𝑛𝑜𝑚𝑎𝑙𝑦 is the solar mean anomaly 
𝐶 = 1.9148 sin(𝑀𝑎𝑛𝑜𝑚𝑎𝑙𝑦) + 0.002 sin(2 ∗ 𝑀𝑎𝑛𝑜𝑚𝑎𝑙𝑦) + 0.0003 sin(3 ∗ 𝑀𝑎𝑛𝑜𝑚𝑎𝑙𝑦) 
where 𝐶 is the equation of the centre 
𝜆𝐿𝑂𝑁 = (𝑀𝑎𝑛𝑜𝑚𝑎𝑙𝑦 + 𝐶 + 180 + 102.9372)𝑚𝑜𝑑(360°) 
where 𝜆𝐿𝑂𝑁 is the ecliptic longitude 
𝐽𝑡𝑟𝑎𝑛𝑠𝑖𝑡 = 2451545 + 𝐽𝑠 + 0.0053 sin(𝑀𝑎𝑛𝑜𝑚𝑎𝑙𝑦) − 0.0069 sin(2 ∗ 𝜆𝐿𝑂𝑁) 
where 𝐽𝑡𝑟𝑎𝑛𝑠𝑖𝑡 is the Julian date for the local solar noon 
sin(𝛿) = sin(𝜆𝐿𝑂𝑁) ∗ sin(23.44°) 




60 ) − sin(𝐿𝐴𝑇) ∗ sin(𝛿)
cos(𝐿𝐴𝑇) ∗ cos(𝛿)
 
where 𝑤𝑜 is the hour angle at observer zenith 




where 𝐽𝑟𝑖𝑠𝑒 is the sunrise time 
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A2. Correlation Coefficient and RMSE distance graphs of the European 
Ionosondes 
 
Figure A1. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 
pairs (blue) with Athens as the local ionosonde referenced against IRI (red). 
 
Figure A2. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 
pairs (blue) with Dourbes as the local ionosonde referenced against IRI (red). 
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Figure A3. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 
pairs (blue) with El Arenosillo as the local ionosonde referenced against IRI (red). 
 
Figure A4. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 




Figure A5. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 
pairs (blue) with Gibilmanna as the local ionosonde referenced against IRI (red). 
 
Figure A6. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 
pairs (blue) with Juliusruh as the local ionosonde referenced against IRI (red). 
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Figure A7. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 
pairs (blue) with Moscow as the local ionosonde referenced against IRI (red). 
 
Figure A8. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 




Figure A9. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 
pairs (blue) with Pruhonice as the local ionosonde referenced against IRI (red). 
 
Figure A10. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 




Figure A11. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 
pairs (blue) with Roquetes as the local ionosonde referenced against IRI (red). 
 
Figure A12. The correlation coefficient (top) and RMSE (bottom) of the foF2 data from all ionosonde 
pairs (blue) with San Vito as the local ionosonde referenced against IRI (red). 
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Figure B 1.1 OSC to G10 link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 19 January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
 
Figure B 1.2 OSC to NSO link.  PDF of the prediction error in microseconds for the IRI (green), 
CH2 (red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 19 January 2014.  
The upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and 
the lower plots for 6.3 to 7.3 MHz. 
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Figure B 1.3 OSC to ROS link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 19 January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
 
Figure B 1.4 OSC to KRT link.  PDF of the prediction error in microseconds for the IRI (green), 
CH2 (red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 19 January 2014.  
The upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and 
the lower plots for 6.3 to 7.3 MHz. 
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Figure B 2.1 OSC to G10 link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 20th January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
 
Figure B 2.2 OSC to NSO link.  PDF of the prediction error in microseconds for the IRI (green), 
CH2 (red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 20th January 2014.  
The upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and 
the lower plots for 6.3 to 7.3 MHz. 
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Figure B 2.3 OSC to ROS link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 20th January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
 
Figure B 2.4 OSC to KRT link.  PDF of the prediction error in microseconds for the IRI (green), 
CH2 (red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 20th January 2014.  
The upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and 
the lower plots for 6.3 to 7.3 MHz. 
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Figure B 3.1 OSC to G10 link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 21st January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
 
Figure B 3.2 OSC to NSO link.  PDF of the prediction error in microseconds for the IRI (green), 
CH2 (red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 21st January 2014.  
The upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and 
the lower plots for 6.3 to 7.3 MHz. 
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Figure B 3.3 OSC to ROS link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 21st January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
 
Figure B 3.4 OSC to KRT link.  PDF of the prediction error in microseconds for the IRI (green), 
CH2 (red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 21st January 2014.  
The upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and 
the lower plots for 6.3 to 7.3 MHz. 
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Figure B 4.1 OSC to G10 link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 22nd January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
 
Figure B 4.2 OSC to NSO link.  PDF of the prediction error in microseconds for the IRI (green), 
CH2 (red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 22nd January 2014.  
The upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and 
the lower plots for 6.3 to 7.3 MHz. 
 133 
 
Figure B 4.3 OSC to ROS link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 22nd January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
 
Figure B 4.4 OSC to KRT link.  PDF of the prediction error in microseconds for the IRI (green), 
CH2 (red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 22nd January 2014.  
The upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and 
the lower plots for 6.3 to 7.3 MHz. 
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Figure B 5.1 OSC to G10 link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 27th January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
 
Figure B 5.2 OSC to NSO link.  PDF of the prediction error in microseconds for the IRI (green), 
CH2 (red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 27th January 2014.  
The upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and 
the lower plots for 6.3 to 7.3 MHz. 
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Figure B 5.3 OSC to ROS link.  PDF of the prediction error in microseconds for the IRI (green), CH2 
(red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 27th January 2014.  The 
upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and the 
lower plots for 6.3 to 7.3 MHz. 
 
Figure B 5.4 OSC to KRT link.  PDF of the prediction error in microseconds for the IRI (green), 
CH2 (red) and CH15 (blue) for the hours 17-20 UT (left) and 20-23 UT (right) for 27th January 2014.  
The upper plots are for the frequency range 4.3 to 5.3 MHz, the middle plots for 5.3 to 6.3 MHz and 
the lower plots for 6.3 to 7.3 MHz. 
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Appendix C. Vertical correlograms of  the WSMR ionosondes 
for different FDTW local constraints 
 
Figure C1.1.1 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques with 
local constraint III on the profiles from Cherry ionosonde. 
 
 
Figure C1.1.2 Alignment graph between the electron density profile at 240 and 300 km from the 




Figure C1.2.1 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques with 




Figure C1.2.2 Alignment graph between the electron density profile at 240 and 300 km from the 




Figure C1.3.1 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques with 




Figure C1.3.2 Alignment graph between the electron density profile at 240 and 300 km from the 




Figure C2.1.1 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques with 




Figure C2.1.2 Alignment graph between the electron density profile at 240 and 300 km from the 




Figure C2.2.1 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques with 




Figure C2.2.2 Alignment graph between the electron density profile at 240 and 300 km from the 




Figure C2.3.1 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques with 




Figure C2.3.2 Alignment graph between the electron density profile at 240 and 300 km from the 




Figure C3.1.1 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques with 




Figure C3.1.2 Alignment graph between the electron density profile at 240 and 300 km from the 




Figure C3.2.1 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques with 




Figure C3.2.2 Alignment graph between the electron density profile at 240 and 300 km from the 




Figure C3.3.1 Correlograms depicting the increase in vertical correlation distance after the 
implementation of windowed cross-correlation (top) and FDTW (bottom) alignment techniques with 




Figure C3.3.2 Alignment graph between the electron density profile at 240 and 300 km from the 
Kirtland ionosonde using the windowed cross-correlation (top) and FDTW with local constraint VII 
(bottom) techniques.  
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