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Resum
Alhora de construir sistemes intel·ligents capac¸os de sensoritzar, recone`ixer i com-
prendre el seu entorn, una de les opcions consisteix a fer servir una mesura de
dista`ncia o de dissimilitud per tal de comparar els objectes detectats. En alguns
casos, la utilitzacio´ de dista`ncies esta`ndard pot ser acceptable i fins i tot conve-
nient. No obstant aixo`, sempre existeix la possibilitat d’aprendre una dista`ncia
adaptada al problema inductivament a partir d’exemples particulars. Precisa-
ment, l’aprenentatge de dista`ncies e´s un cas particular d’aprenentatge automa`tic
el objectiu del qual consisteix a trobar aquella funcio´ dista`ncia que satisfa` una
se`rie de condicions que tenen a veure amb l’adaptacio´ de la dista`ncia al problema.
En altres paraules, es tracta de trobar aquella funcio´ dista`ncia que fa o`ptims els
corresponents procediments de reconeixement.
En aquesta tesi s’aborda el problema de l’aprenentatge de dista`ncies des de
dues perspectives diferents. Una d’elles considera el cas en que` tots els exemples
a l’abast es fan servir conjuntament i a l’hora en el proce´s d’aprenentatge (aquest
paradigma es coneix com aprenentatge per lots). L’altra contempla el cas en que`
els exemples es fan servir de manera sequ¨encial, un a un, de tal forma que en cada
pas es disposa d’un determinat model de dista`ncia que poc a poc va millorant
(aquest proce´s rep el nom d’aprenentatge continu o en l´ınia).
Respecte a l’aprenentatge per lots, en aquesta tesi es planteja com alternati-
va l’eleccio´ d’exemples amb diferents criteris per tal de construir un subconjunt
redu¨ıt i representatiu en contraposicio´ a la utilitzacio´ del conjunt d’exemples ori-
ginalment disponibles. Aquesta aportacio´ redueix el temps d’execucio´ i mante´ l’e-
ficie`ncia en la classificacio´ d’un me`tode d’aprenentatge de dista`ncies a`mpliament
conegut en la literatura relacionada, que esta` fonamentat en la idea que els ele-
ments de la mateixa classe estiguen a dista`ncia zero.
Respecte de l’aprenentatge en l´ınia s’han desenvolupat diferents alternatives
d’un me`tode que apre´n a trave´s d’un model, i que realitza una adaptacio´ nome´s
si prediu incorrectament. Entre les diferents aproximacions presentades, s’ha in-
trodu¨ıt una formulacio´ mitjanc¸ant mı´nims quadrats que defineix un nou me`tode
d’aprenentatge en l´ınia de dista`ncies. En les versions desenvolupades, els resultats
obtinguts per a classificacio´ mostren un rendiment equiparable a alguns me`todes
per lots i un requeriment computacional redu¨ıt en relacio´ tambe´ a aquest tipus
de configuracio´.
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Cap´ıtol 1
Introduccio´
Resum – En aquest cap´ıtol s’introdueix de manera general el context i
els conceptes fonamentals que so´n necessaris per enunciar la motivacio´ i
els objectius d’aquesta tesi. La part final del cap´ıtol descriu l’estructura
global del document.
Contingut
1.1 Introduccio´ general . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Motivacio´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Objectius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Resultats de la investigacio´ . . . . . . . . . . . . . . . . . . . 5
1.5 Estructura de la Tesi . . . . . . . . . . . . . . . . . . . . . . . 5
1.1 Introduccio´ general
L’aprenentatge e´s una habilitat de tots els organismes vius i en particular dels
e´ssers humans. Des del moment en que` naixem comencem a aprendre sota la
supervisio´ de la nostra mare i pare. Ells ens transmeten el seu coneixement per
tal d’assegurar-nos una bona adaptacio´ al medi i aquest aprenentatge es finalitza
juntament amb la vida.
L’aprenentatge automa`tic (de l’angle`s machine learning), s’enfronta al repte
d’aconseguir que les ma`quines siguen capaces d’aprendre models que generalitzen
i s’adapten a certs tipus de comportaments. Per aixo`, cal tindre representacions
adients de diferents conceptes que so´n objecte d’estudi. Aquests conceptes poden
arribar a ser molt complexos. Per exemple, pot tractar-se d’imatges digitalitzades,
sequ¨e`ncies d’ADN o formes d’ona que admeten una representacio´ en un espai com
el vectorial Euclidia`. Aix´ı doncs, l’aprenentatge es realitza a trave´s d’un conjunt
de mostres concretes que so´n diferents exemples d’un concepte particular el qual
rep el nom de conjunt d’entrenament .
En la vessant supervisada, l’aprenentatge automa`tic parteix d’un conjunt d’en-
trenament format per exemples correctament etiquetats, mitjanc¸ant el qual s’a-
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pre´n o entrena un model. Posteriorment, aquest model s’utilitza per a realitzar
prediccions sobre la pertinenc¸a a una classe d’elements d’etiqueta desconeguda.
Si les dades d’entrenament no estan disponibles totes al mateix temps, sino´
que arriben en l´ınia o de manera sequ¨encial, parlem d’aprenentatge en l´ınia (en
angle`s online learning). En aquest cas, les actualitzacions del model es realitzen
cada vegada que es processa una nova mostra, depenent de la coincide`ncia entre
la prediccio´ i l’etiqueta. Aquest aprenentatge te´ com a particularitat que pot
enfrontar-se a problemes en els quals el conjunt d’entrenament e´s relativament
gran.
L’aprenentatge de dista`ncies (de l’angle`s Distance Metric Learning), e´s una
disciplina relativament nova i un cas particular d’aprenentatge automa`tic. En
aquest cas, es tracta d’utilitzar les dades disponibles per a construir una funcio´
de proximitat que permeta inferir un valor de dista`ncia per a qualssevol parell
d’elements.
1.2 Motivacio´
La necessitat de tindre mesures apropiades de dista`ncia o similitud entre les dades
e´s omnipresent en el camp de l’aprenentatge automa`tic, pero` l’ajustament manual
de bones mesures per a problemes espec´ıfics e´s generalment dif´ıcil.
Quan les dades so´n representades en un espai, ocorre sovint que aquesta re-
presentacio´ no e´s la ido`nia per a poder establir relacions entre els diferents objec-
tes d’estudi. El problema pot ser major si s’empra expl´ıcitament algun tipus de
dista`ncia per a establir relacions entre elements. En particular pot oco´rrer que,
sobre aquest espai de representacio´, elements que haurien de ser conceptualment
dissimilars siguen representats pro`xims. Pero` igualment, elements similars poden
tindre representacions molt llunyanes. Ac´ı e´s on rau la importa`ncia de l’apari-
cio´ del camp de l’aprenentatge de dista`ncies, que te´ per objecte la construccio´
automa`tica de mesures de dista`ncia a partir d’exemples.
En molts casos, el concepte de similitud entre elements pot ser subjectiu o
dif´ıcil d’establir. Pero` les relacions entre els elements poden vindre donades per
la informacio´ a priori aportada per un usuari o un expert. Generalment, aquesta
informacio´ te´ la forma d’etiquetes sobre un conjunt d’entrenament i es pot utilit-
zar per a formular un problema d’aprenentatge que permeta obtindre una mesura
de dista`ncia me´s adequada per al cas particular.
L’intere`s per aquest tipus de te`cnica e´s demostrat per les nombroses publica-
cions realitzades durant els u´ltims anys. La seua aplicacio´ directa en algorismes
esta`ndard de classificacio´ ha incentivat el desenvolupament de diferents me`todes
d’aprenentatge de dista`ncies.
1.3 Objectius
L’objectiu principal d’aquesta tesi e´s l’estudi de diferents enfocaments del pro-
blema de l’aprenentatge de dista`ncies, des de la seua formulacio´ com a problema
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d’optimitzacio´ fins a la resolucio´, l’avaluacio´ de l’aprenentatge i l’ana`lisi de la com-
plexitat de diferents propostes. En particular, es defineixen els segu¨ents objectius
espec´ıfics:
1. Estudi dels me`todes d’aprenentatge de dista`ncies existents, basats en dife-
rents formulacions.
2. Identificacio´ de possibles millores o extensions.
3. Formulacio´ i desenvolupament de noves propostes per a l’aprenentatge de
dista`ncies.
4. Avaluacio´ emp´ırica de les diferents aportacions en relacio´ a l’estat de l’art.
1.4 Resultats de la investigacio´
Entre els resultats, es proposa una millora sobre un me`tode concret i en certa
manera representatiu: “Maximally Collapsing Metric Learning”(MCML) [40]. La
intencio´ del MCML e´s col·lapsar les classes: aconseguir que els elements de la
mateixa classe siguen propers i, alhora, lluny dels de diferent classe. Aquesta
situacio´ geome`trica referent al col·lapsament de les classes e´s la idea al voltant de
la qual es desenvolupa el MCML. La nova proposta fa servir un conjunt redu¨ıt
d’elements representatius situats estrate`gicament (els anomenats punts base), en
contraposicio´ al MCML que utilitza tots els disponibles. La consequ¨e`ncia principal
e´s la reduccio´ de la complexitat computacional del me`tode original, a l’hora que
es mante´ la seua capacitat de generalitzacio´ [73, 72].
Altre resultat rellevant de la tesi e´s la proposta de noves te`cniques d’aprenen-
tatge de dista`ncies inspirades en l’aprenentatge en l´ınia amb component passiu-
agressiu, de l’angle`s “Passive-Aggressive” (PA) [82]. El nom PA es deu al fet
que es diferencien dues possibilitats durant l’aprenentatge: el cas passiu, que no
actualitza el model quan coincideixen la prediccio´ i l’etiqueta; i l’agressiu, que
si que l’actualitza en altre cas. En particular, es presenta una formulacio´ unifi-
cada de diferents alternatives passives-agressives en el context de l’aprenentatge
de dista`ncies en l´ınia. Aquesta formulacio´ no nome´s generalitza treballs anteri-
ors [83], sino´ que tambe´ permet la introduccio´ d’una nova proposta inspirada en
mı´nims quadrats [69, 74].
1.5 Estructura de la Tesi
En funcio´ dels objectius enumerats i resultats obtinguts, la tesi s’ha organitzat
en dues parts diferents, formades per un total de 6 cap´ıtols i 5 ape`ndixs.
La Part I, recull els fonaments teo`rics que permeten la contextualitzacio´ i
comprensio´ de les aportacions de la tesi. En particular, aquesta part consta de
tres cap´ıtols:
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• Al present Cap´ıtol 1 (Introduccio´), es do´na una visio´ general de la pro-
blema`tica tractada en aquesta tesi, se’n detalla la motivacio´, se n’enumeren
els objectius concrets i se’n resumeixen els principals resultats obtinguts.
• Al Cap´ıtol 2 (Fonaments teo`rics), s’introdueixen diversos aspectes conceptu-
als referents a l’aprenentatge automa`tic que contextualitzen l’aprenentatge
de dista`ncies. En concret, es presenten diferents famı´lies de dista`ncies i els
fonaments matema`tics indispensables per al desenvolupament de la inves-
tigacio´. Tambe´ es presenten classificadors concrets i es formula el problema
a tractar d’una manera general. Per finalitzar, es presenten algunes repre-
sentacions gra`fiques emprades durant l’estudi.
• El Cap´ıtol 3 (Estat de l’art), conte´ una revisio´ de la literatura existent al vol-
tant del problema de l’aprenentatge supervisat de dista`ncies. Els diferents
me`todes es categoritzen en base a l’enfocament del problema i s’enumeren
de manera aproximadament cronolo`gica. La seleccio´ particular de me`todes
s’ha fet a partir de la seua relacio´ amb les aportacions principals presenta-
des.
La Part II consta de dos cap´ıtols. Cada un d’aquests recull una de les aportacions
originals juntament amb la corresponent validacio´ emp´ırica.
• El Cap´ıtol 4 (Aprenentatge basat en el col·lapsament de classes mitjanc¸ant
un conjunt d’elements representatius), presenta un ampli estudi del me`tode
MCML [40], i s’inclou una aportacio´ original que representa una millora
computacional significativa.
• Al Cap´ıtol 5 (Aprenentatge en l´ınia passiu-agressiu i extensio´ per mı´nims
quadrats), es formula el problema d’aprendre una dista`ncia mitjanc¸ant ma-
ximitzacio´ del marge. A partir d’aquesta formulacio´, es proposa un esquema
general d’aprenentatge en l´ınia sobre el qual es presenta una col·leccio´ de
variants.
Finalment, el Cap´ıtol 6 (Conclusions i treballs futurs) recull les principals
conclusions que es deriven de tot l’estudi desenvolupat en la tesi. A me´s a me´s, es
resumeixen les aportacions realitzades i es plantegen futures l´ınies d’investigacio´
a seguir com a possibles extensions.
Els 5 ape`ndixs tenen la intencio´ de complementar la informacio´ que s’apor-
ta en els diferents cap´ıtols al llarg del document. L’Ape`ndix A recull els detalls
del conjunt de bases de dades emprades en l’experimentacio´, incloent les seues
caracter´ıstiques fonamentals. L’Ape`ndix B conte´ les gra`fiques complementa`ries
dels experiments duts a terme al Cap´ıtol 4. Els ape`ndixs C, D i E, es refereixen
a detalls sobre el Cap´ıtol 5. En concret, les gra`fiques que complementen l’expe-
rimentacio´ realitzada, es recullen a l’Ape`ndix C. A l’Ape`ndix D, es resumeix la
derivacio´ del problema dual sobre la formulacio´ cla`ssica. Finalment, l’Ape`ndix E
presenta la derivacio´ de la regla d’actualitzacio´ de l’aportacio´ original basada en
mı´nims quadrats.
6
“tesi” — 2014/12/11 — 19:57 — page 7 — #29
Cap´ıtol 2
Fonaments teo`rics
Resum – En aquest cap´ıtol es presenten els continguts teo`rics necessaris
per al plantejament del treball. Es comenc¸a introduint diferents conceptes
sobre l’aprenentatge automa`tic i es do´na pas a la vessant supervisada per
tal de contextualitzar el problema a tractar. Tambe´ es presenta la teoria
fonamental, aix´ı com els conceptes i esquemes que ajuden a l’hora de
comprendre l’aprenentatge de dista`ncies.
Contingut
2.1 Introduccio´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Aprenentatge automa`tic . . . . . . . . . . . . . . . . . . . . . 8
2.3 Dista`ncies i mesures de similitud . . . . . . . . . . . . . . . . 15
2.4 Formulacio´ del problema . . . . . . . . . . . . . . . . . . . . . 21
2.1 Introduccio´
A mesura que la nostra societat evoluciona a una era post industrial, l’auto-
matitzacio´ de la produccio´ i la necessitat del maneig i recuperacio´ d’informacio´
so´n cada vegada me´s importants. Aquesta tende`ncia ha impulsat l’u´s de diverses
disciplines cient´ıfiques relacionades amb les cie`ncies de la computacio´ com ara
l’aprenentatge automa`tic [62, 80, 8], el reconeixement de patrons [88, 28, 36], la
mineria de dades [31, 100] o la intel·lige`ncia artificial [99].
L’aprenentatge automa`tic e´s una disciplina relativament nova, inspirada prin-
cipalment en la capacitat d’aprendre dels humans. El seu objectiu e´s la construc-
cio´ de models que me´s tard es faran servir en tasques com ara la classificacio´ o
la regressio´. En general, l’aprenentatge consisteix en la utilitzacio´ d’un conjunt
d’exemples per ajustar inductivament els para`metres del model de manera que
s’obtinga un valor o`ptim d’una mesura de bondat adequada.
L’aprenentatge automa`tic te´ diferents vessants. Es pot parlar d’aprenentatge
supervisat quan tota la informacio´ emprada en el proce´s d’aprenentatge esta` eti-
quetada (i s’utilitza). En un grao´ intermedi estaria l’aprenentatge semi-supervisat
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[13], que fa servir tant la informacio´ etiquetada com sense etiquetar per a realitzar
el proce´s d’aprenentatge. Quan pel contrari s’assumeix la no existe`ncia d’informa-
cio´ d’etiquetes de classe s’esta` fent un aprenentatge no supervisat [39]. En aquest
cas l’objectiu e´s modelitzar les dades d’entrada directament, en lloc de tractar de
predir les etiquetes corresponents.
Existeixen me`todes d’aprenentatge que tenen una gran depende`ncia quant a
la dista`ncia que relaciona les mostres. Com a exemples podem citar l’algorisme
dels k−ve¨ıns [27, 20], en el cas de l’aprenentatge supervisat; o l’agrupament per
les k−mitjanes [58], en el cas no supervisat. L’efectivitat d’aquests me`todes depe`n
directament de com d’adequada siga la dista`ncia en el context del problema al
qual s’enfronta. Per tant, apareix la necessitat d’aprendre, de manera automa`tica
i a trave´s de les mostres, una dista`ncia que satisfac¸a les necessitats particulars
de cada problema. En aquesta tesi ens centrarem en l’estudi de l’aprenentatge
supervisat de dista`ncies, encara que tambe´ es poden trobar treballs en la literatura
en la l´ınia de l’aprenentatge no supervisat [1], semi-supervisat [56], o aplicats a
problemes de regressio´ [57].
2.2 Aprenentatge automa`tic
En aquesta seccio´ s’introdueix de manera general el problema d’aprendre un
model, revisant nocions relacionades amb la teoria de l’aprenentatge estad´ıstic
[91, 93, 9].
L’objectiu de l’aprenentatge supervisat pot resumir-se com l’obtencio´ d’un
model de manera automa`tica mitjanc¸ant un conjunt de mostres etiquetades que
s’anomena comunament conjunt d’entrenament . Aquest model serveix per a rea-
litzar prediccions sobre noves mostres sense etiquetar. Aquesta nocio´ de conjunt
d’entrenament es formalitza a continuacio´ juntament amb altres definicions i for-
malitzacions al voltant de l’aprenentatge supervisat.
2.2.1 Definicions i mesures de risc
Per a centrar la problema`tica a tractar, primer presentarem les bases de l’apre-
nentatge des del punt de vista de la classificacio´ que consisteix en assignar valors
d’etiqueta (pertanyents a un conjunt d’eixida) a elements d’un conjunt d’entrada
(o original). Per a simplificar l’exposicio´ se suposa en aquesta seccio´ el cas de la
classificacio´ bina`ria sobre el conjunt d’entrada de dimensio´ d, Rd, de forma que
el conjunt d’eixida e´s I = {−1, 1}.
L’objectiu de l’aprenentatge automa`tic e´s trobar un model que donat un ele-
ment xi ∈ Rd, siga capac¸ de produir una prediccio´ h(xi) ∈ R que finalment
es correspon amb un valor en I mitjanc¸ant la funcio´ signe sgn(h(xi)). Fent un
abu´s de notacio´ ens referirem tant al valor real com al valor en I amb la mateixa
expressio´, h(xi). De manera general, el predictor h (tambe´ anomenat hipo`tesi),
h : Rd −→ R, (2.1)
es defineix com una aplicacio´ amb domini l’espai original Rd i codomini l’espai
d’eixida R.
8
“tesi” — 2014/12/11 — 19:57 — page 9 — #31
2. Fonaments teo`rics
El conjunt d’hipo`tesis que cal considerar per a un problema particular rep el
nom d’espai d’hipo`tesis, H.
Conjunt d’entrenament
S’ha fet servir amb anterioritat del concepte de conjunt d’entrenament, i el definim
formalment com el segu¨ent
M = {zi = (xi, ci) | xi ∈ Rd, ci ∈ I, 1 ≤ i ≤ n} , (2.2)
de granda`ria n ∈ N. En particular, M esta` format per n observacions inde-
pendents i ide`nticament distribu¨ıdes (i.i.d.) d’acord amb una distribucio´ (potser
desconeguda) p(zi), sobre l’espai R
d× I. Donada una observacio´ zi ∈M, xi ∈ Rd
es refereix a la insta`ncia (o exemple) i ci ∈ I a la seua etiqueta associada. De
vegades, el parell zi s’anomena insta`ncia etiquetada.
Aprenentatge supervisat
L’aprenentatge supervisat consisteix en construir una hipo`tesi hM
hM : Rd −→ R, (2.3)
a partir del conjunt d’entrenament M. Aquesta funcio´, hM, es prete`n que siga
la que prediu de manera o`ptima l’etiqueta no nome´s dels elements deM, sino´ de
qualsevol altre sempre que estiga distribu¨ıt segons p.
Funcio´ de pe`rdua (loss)
Per a obtindre una hipo`tesi hM adequada, e´s necessari un criteri que en mesure la
qualitat. Ac¸o` es pot fer mitjanc¸ant una funcio´ no negativa, `, anomenada pe`rdua
(en angle`s loss), que es defineix com a funcio´ del resultat de la prediccio´ h(xi) i
de la classe ci, de xi, de la manera segu¨ent
` : R× I −→ R+ ∪ {0} , (2.4)
de manera que
`(h, zi) = `(h, xi, ci) = `(h(xi), ci). (2.5)
Prenent xi com una mostra qualsevol i ci la seua corresponent etiqueta vertadera
de classe, la funcio´ pe`rdua mesura el grau de “satisfaccio´” entre la prediccio´ h(xi)
i ci.
En la Figura 2.1 s’il·lustren algunes de les funcions de pe`rdua me´s emprades
en tasques de classificacio´ i regressio´. En 2.1(a) apareix la pe`rdua 0/1 per al cas
de la classificacio´ bina`ria. Aquesta e´s 0 si s’encerta i 1 si es falla en la prediccio´
de l’etiqueta i pot escriure’s de la manera segu¨ent
`0/1(h, zi) = `0/1(h, xi, ci) =
{
1, si cih(xi) ≤ 0,
0, en altre cas.
(2.6)
En 2.1(b) s’il·lustren altres mesures de pe`rdua per a la regressio´ com so´n la
pe`rdua absoluta (el valor absolut entre la prediccio´ i el valor desitjat) o la pe`rdua
−insensible [92] (per al cas  = 1).
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Figura 2.1: Funcions de pe`rdua.
Risc vertader (true risk)
El risc vertader, tambe´ anomenat com error de generalitzacio´,R`(h), d’una hipo`tesi
h, respecte d’una funcio´ de pe`rdua `, es defineix com el valor esperat de la pe`rdua
comesa per h donada la distribucio´ de mostres, p. Pot expressar-se formalment
com a
R`(h) = Ez∼p [`(h, z)] . (2.7)
El risc esperat amb la pe`rdua 0/1, R`0/1(h) es correspon amb la probabilitat
d’error del predictor o error de generalitzacio´.
En general, el risc vertader e´s la mesura me´s adequada per estimar la bondat
d’una hipo`tesi. El problema per fer-la servir e´s que normalment no es te´ tot el
coneixement sobre l’estructura estad´ıstica del problema, que ve donada per la
probabilitat conjunta, p.
Risc emp´ıric (empirical risk)
Donat el conjunt d’entrenament M, una hipo`tesi h i una funcio´ de pe`rdua `, el
risc emp´ıric, R`M(h), es defineix com la mitjana de la pe`rdua comesa per h sobre
tots els elements de M:
R`M(h) =
1
n
n∑
i=1
`(h, zi). (2.8)
Aquesta mesura sempre pot ser calculada, i pot considerar-se una estimacio´
del risc vertader. No obstant aixo`, la seua principal deficie`ncia e´s que depe`n de que`
els mesuraments realitzats sobre el conjunt M siguen extensibles al cas general.
Risc estructural (structural risk)
Donat un espai d’hipo`tesis H, e´s possible definir una mesura concreta de comple-
xitat basada en la dimensio´ de Vapnik-Chervonenkis associada a cada un dels seus
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elements [92]. El risc estructural [93, 92] agrupa la capacitat d’ajust del model i la
seua complexitat donat un conjunt d’entrenament finit. L’u´s del risc estructural
e´s interessant per que e´s possible relacionar-lo directament amb la capacitat de
generalitzacio´ de les hipo`tesis.
2.2.2 Criteris d’optimitzacio´
Aquesta seccio´ se centra en diferents enfocaments cla`ssics per a trobar hipo`tesis
o`ptimes sota diferents consideracions.
La minimitzacio´ del risc emp´ıric sobre totes les hipo`tesis seria una bona es-
trate`gia en el cas en que` disposem d’infinites mostres i.i.d. segons p. Per contra,
en les situacions dels problemes reals, el conjunt d’entrenament M, esta` limitat
(sol ser finit). Llavors, existeix una hipo`tesi trivial h, i moltes altres en funcio´ del
conjunt H, que realitza prediccions sobre M sense cometre cap error, e´s a dir,
R`M(h) = 0, pero` que no te´ la capacitat de generalitzar. E´s a dir, h te´ un risc verta-
der no zero (potencialment gran). Aquesta situacio´, en la qual R`(h) >> R`M(h),
es coneix com a sobreentrenament o sobreajustament (en angle`s overfitting) [76].
La idea intu¨ıtiva al voltant d’aquesta situacio´ e´s que aprendre sobre el conjunt
d’entrenament d’una manera excessiva no implica necessa`riament una bona ge-
neralitzacio´ per a la resta de dades.
El sobreajustament porta normalment a una major complexitat de les hipo`tesis
associades. Aix´ı doncs, existeix un equilibri entre minimitzar el risc emp´ıric i la
complexitat de les hipo`tesis considerades. En particular, existeixen dues alterna-
tives principals per a evitar el sobreajustament
1. restringir adequadament l’espai d’hipo`tesis (minimitzacio´ del risc emp´ıric),
2. afavorir les hipo`tesis “simples”, sobre les de major complexitat (minimitza-
cio´ del risc estructural i del risc regularitzat).
A continuacio´, es presenten tres estrate`gies cla`ssiques diferents per a trobar
hipo`tesis amb un valor de risc vertader que siga petit.
Minimitzacio´ del risc emp´ıric
La principal idea del principi de la minimitzacio´ del risc emp´ıric (ERM, de l’angle`s
Empirical Risk Minimization), e´s fixar un espai d’hipo`tesis H i seleccionar final-
ment la hipo`tesi que minimitza el risc emp´ıric, e´s a dir, ser capac¸ de resoldre el
segu¨ent problema
hM = arg min
h∈H
R`M(h). (2.9)
Aquest plantejament e´s efectiu en la pra`ctica, pero` depe`n de l’eleccio´ del con-
junt d’hipo`tesis (per exemple classificadors lineals, etc). Essencialment, resulta
desitjable que H siga suficientment gran com per a incloure les hipo`tesis amb risc
petit, pero` evitant el sobreentrenament. Sense coneixement previ sobre la tasca,
l’eleccio´ d’un H apropiat resulta dificulto´s.
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Minimitzacio´ del risc estructural
La minimitzacio´ del risc estructural (SRM, de l’angle`s Structural Risk Minimiza-
tion) e´s un principi general que permet assolir l’equilibri ideal entre complexitat
de les hipo`tesis i la seua capacitat d’ajustament a les dades. Per a dur-lo a terme,
cal introduir una famı´lia de subconjunts niats d’hipo`tesis de complexitat creixent.
Aquesta estructuracio´ de l’espai d’hipo`tesis juntament amb algunes propietats que
s’han de satisfer [93] permeten la caracteritzacio´ de la hipo`tesi o`ptima en el sentit
que generalitza el millor possible, donat un conjunt d’entrenament finit. Quan
l’espai d’hipo`tesis e´s suficientment senzill, es pot arribar a expressions fa`cilment
computables que donen lloc a procediments eficients. En el cas particular dels
predictors lineals, el principi de minimitzacio´ del risc estructural implica el cone-
gut principi de maximitzacio´ del marge [19, 11], que s’utilitza en les ma`quines de
vectors suport (SVM, de l’angle`s Support Vector Machines).
Minimitzacio´ del risc regularitzat
En la minimitzacio´ del risc regularitzat (RRM, de l’angle`s Regularized Risk Mini-
mization) es tria un espai H suficientment gran, un regularitzador (habitualment
algun tipus de norma sobre la hipo`tesi, ‖h‖) [94] i se selecciona aquella hipo`tesi
que obte´ el millor equilibri entre la minimitzacio´ del risc emp´ıric i la regularitzacio´
mitjanc¸ant un para`metre d’equilibri C
hM = arg min
h∈H
R`M(h) + C‖h‖. (2.10)
El paper del terme regularitzador e´s evitar el sobreentrenament mitjanc¸ant la
promocio´ de les hipo`tesis matema`ticament me´s suaus. La suavitat de les hipo`tesis
esta` en certa manera relacionada amb la seua complexitat [19, 80].
Regularitzadors d’u´s comu´
La regularitzacio´ s’utilitza en molts me`todes d’aprenentatge exitosos, tant en
tasques de classificacio´ com de regressio´. Com la minimitzacio´ de la pe`rdua sol ser
sotadeterminada (la informacio´ disponible no implica la unicitat de la solucio´), es
pot trobar una solucio´ u´nica si s’afegeix algun terme regularitzador. L’eleccio´ del
regularitzador e´s de vital importa`ncia i depe`n de la tasca particular considerada
i de l’efecte desitjat. A me´s a me´s, diferents regularitzadors poden donar lloc
a processos d’optimitzacio´ me´s o menys senzills. Algunes de les propietats que
permeten caracteritzar de manera adequada els diferents regularitzadors so´n la
suavitat i la convexitat.
• La suavitat o derivabilitat d’una funcio´ e´s una propietat que assegura la no
existe`ncia de canvis bruscs. A me´s, s’obtenen desenvolupaments simplificats
quan interve´ el ca`lcul de la derivada de manera expl´ıcita en la resolucio´ del
problema.
• La convexitat e´s una propietat que, en cas de preservar-se en tots els factors
que intervenen en el proce´s d’optimitzacio´, pot assegurar la unicitat de la
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solucio´. Una funcio´ qualsevol
f : Rd −→ R,
e´s convexa si: ∀x, y ∈ Rd, i ∀θ tal que 0 ≤ θ ≤ 1, satisfa` que
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y). (2.11)
Geome`tricament, aquesta inequacio´ pot interpretar-se com que el segment
lineal entre (x, f(x)) i (y, f(y)), es queda “per dalt” de la gra`fica de f .
A continuacio´ s’introdueixen alguns dels regularitzadors me´s comuns per a
models basats en matrius i vectors.
• La norma 0, que es correspon amb la quantitat d’elements (del vector o
matriu) no nuls. Aquesta norma promou la dispersio´ de la solucio´ (quantitat
de zeros elevada). E´s un regularitzador no convex i e´s tambe´ no suau [89].
• Norma 1, e´s la suma dels valors absoluts dels elements (del vector o matriu).
E´s una condicio´ que mante´ la convexitat i que afavoreix la dispersio´. Per
contra, no e´s una funcio´ suau.
• Norma 2 (elevada al quadrat), e´s la suma de les components al quadrat (del
vector o matriu). Aquest regularitzador e´s convex i suau.
• Trac¸a (d’una una matriu M), e´s la suma dels elements de la seua diagonal.
E´s convexa, suau i promou les solucions de rang baix.
Existeixen tambe´ altres regularitzadors com per exemple l’emprat en el tre-
ball [103], que utilitza la norma matricial ‖M‖2,1 (suma de les normes “L2”, de
les files/columnes). Aquesta norma e´s convexa pero` no e´s suau.
Exemple 2.1. En la Figura 2.2, apareix com exemple una tasca simulada
de regressio´. En aquest cas particular el conjunt d’entrenament M esta` format
per parells ordenats de valors (x, y) ∈ R2, i s’estudien 3 hipo`tesis diferents: h1,
h2 i h8 que es corresponen amb polinomis de grau 1, 2 i 8, respectivament. Per
aixo`, es considera el valor del risc regularitzat per a cada hipo`tesi, i s’utilitza com
a risc emp´ıric el valor de la pe`rdua absoluta i com regularitzador la norma zero
del polinomi (la quantitat d’elements no nuls que conte´). Els valors resultants es
presenten en la Taula 2.1.
Hipo`tesi risc R`(h) Regularitzador ‖ · ‖0
h1 4.093 2
h2 1.397 3
h8 10
−6 9
Taula 2.1: Valors de risc i regularitzador de les diferents hipo`tesis.
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La hipo`tesi h1 (Figura 2.2(a)) no te´ la suficient llibertat per a poder ajustar-
se a les dades i es pot considerar com un cas de sotaajustament. La hipo`tesi
h2, (Figura 2.2(b)) s’ajusta amb menor risc que h1 i possiblement tinga una
major capacitat de generalitzacio´ sobre dades noves que h8, (Figura 2.2(c)) que
representa un cas de sobreajustament (la hipo`tesi s’ajusta amb precisio´ a les dades
pero` pot no generalitzar correctament per a altres valors).
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Figura 2.2: Tasca regressiva sobre les dades representades mitjanc¸ant punts. a)
polinomi de grau 1, b) polinomi de grau 2, c) polinomi de grau 8.
Funcions de pe`rdua
En general, els me`todes d’aprenentatge acaben plantejant la minimitzacio´ directa
o indirecta del risc emp´ıric. No obstant ac¸o`, degut a la no convexitat del risc basat
en la pe`rdua 0/1, la seua minimitzacio´ e´s un problema dif´ıcil i costo´s [5]. Ac¸o` fa
que s’utilitzen altre tipus de funcions de pe`rdua a l’hora d’enfrontar-se a aquests
problemes. Les eleccions me´s prominents en el context de la classificacio´ bina`ria
so´n:
• la funcio´ de “pe`rdua de frontissa” (o el hinge loss en angle`s),
`hinge(h, z) = max (0, 1− c · h(x)) ,
emprada per exemple en les ma`quines de vectors suport [92, 6, 19]. En
alguns casos [60, 22], l’hinge loss al quadrat, (`hinge)
2, e´s una expressio´ me´s
senzilla de minimitzar.
• La funcio´ de pe`rdua log´ıstica [45],
`log´ıstic(h, z) = ln
(
1 + e−c·h(x)
)
.
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• La funcio´ de pe`rdua exponencial [34]
`e(h, z) = e
−c(h(x)).
En la Figura 2.3 s’il·lustren les funcions de pe`rdua per a classificacio´ i nome´s
per a c = +1 descrites amb anterioritat. L’eleccio´ d’una funcio´ de pe`rdua apropi-
ada pot ser una tasca dif´ıcil i te´ una forta depende`ncia del problema particular a
tractar.
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Figura 2.3: Diferents funcions de pe`rdua.
2.3 Dista`ncies i mesures de similitud
En aquesta seccio´, es presenten les definicions i ferramentes necessa`ries per a
tractar el problema de l’aprenentatge de dista`ncies supervisat.
En particular, el problema concret amb el qual s’enfronta aquesta tesi esta`
definit sobre un conjunt d’entrenamentM, d’acord amb l’Equacio´ 2.2, pero` a on
l’etiqueta de classe esta` definida sobre el conjunt dels nombres naturals (ci ∈ N).
La definicio´ de conjunt d’entrenament s’este´n al cas de me´s de dues classes de la
manera segu¨ent
M = {(xi, ci) |1 ≤ i ≤ n} .
En cas de ser necessari ens referirem a nk com el nombre d’elements corresponent
a la classe k.
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2.3.1 Funcio´ de dista`ncia
Una funcio´ dista`ncia en Rd, o simplement dista`ncia, e´s una funcio´
d : Rd ×Rd −→ R+ ∪ {0} . (2.12)
Al valor particular de la dista`ncia sobre els elements i−e`ssim i j−e`ssim l’abrevi-
arem com dij = d(xi, xj), de manera que ∀xi, xj , xk ∈ Rd satisfa` les propietats
1. no negativa, dij ≥ 0,
2. sime`trica, dij = dji,
3. desigualtat triangular, dik ≤ dij + djk,
4. unicitat, dij = 0⇐⇒ xi = xj .
Si nome´s satisfa` les propietats 1, 2 i 3 anteriors, aleshores d e´s una pseudo-
dista`ncia en l’espai Rd. En el context de l’aprenentatge de dista`ncies, e´s me´s
habitual l’u´s de pseudodista`ncies.
2.3.2 Dista`ncies particulars
Dista`ncies de Minkowski
Les dista`ncies de Minkowski so´n una famı´lia de funcions de dista`ncia parame-
tritzades per un para`metre p ≥ 1. Si s’escriuen les coordenades de xi com xi =
(xi(1), . . . , xi(d)) i donats xi, xj ∈ Rd pot definir-se la dista`ncia de Minkowski de
la segu¨ent manera
dp(xi, xj) = ‖xi − xj‖p = p
√√√√ d∑
k=1
|xi(k)− xj(k)|p. (2.13)
La dista`ncia de Minkowski e´s una generalitzacio´ de la dista`ncia Euclidiana
(p = 2), de la coneguda dista`ncia de Manhattan (p = 1) i tambe´ de la dista`ncia
de Chebyshev (p → ∞). En la Figura 2.5, apareixen diferents discs unitaris per
p=0.35 p=0.50 p=0.71 p=1.00 p=1.41 p=2.00 p=4.00 p=8.00
Figura 2.4: Discs unitaris de la dista`ncia de Minkowski amb diferents valors de p.
a diferents valors de p definits per la igualtat ‖xi‖p = 1. Cal notar que, quan
0 ≤ p < 1, dp no e´s una dista`ncia (no satisfa` la desigualtat triangular) i la
corresponent (pseudo) dista`ncia e´s no convexa. Tambe´ cal dir que quan p→ 0, el
disc s’acosta als eixos i quan p→ +∞, el disc unitari e´s un quadrat.
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Dista`ncies de Mahalanobis
En el nostre treball farem servir pseudo dista`ncies de Mahalanobis [59], encara
que, tal com es fa habitualment en part de la bibliografia, i fent un abu´s de notacio´
ens referirem a aquestes com a dista`ncies.
La dista`ncia me´s famosa i utilitzada e´s l’Euclidiana, que es defineix com
dij =
√
(xi − xj)>(xi − xj). (2.14)
Una generalitzacio´ d’aquesta dista`ncia e´s la famı´lia de les pseudo dista`ncies de
Mahalanobis, dM parametritzades per una matriu M ∈ Rd×d, que anomenarem
matriu me`trica o simplement me`trica. Aquesta famı´lia de dista`ncies te´ la forma
dMij = d
M (xi, xj) = (xi − xj)>M (xi − xj) . (2.15)
L’Equacio´ (2.15) s’ha introdu¨ıt sense l’arrel quadrada perque` e´s com me´s so-
vint es troba en la literatura i sera` tambe´ l’expressio´ dominant en aquesta tesi.
La dista`ncia Euclidiana (al quadrat) e´s un cas particular d’aquesta famı´lia de
dista`ncies (2.15) quan M = I, on I e´s la matriu identitat. La dista`ncia de Ma-
halanobis pro`piament dita, es correspon amb M = Σ−1, a on Σ e´s la matriu de
covaria`ncia de les dades.
Relacio´ entre dista`ncia i transformacio´
Una condicio´ necessa`ria i suficient per a que (2.15) siga una pseudo dista`ncia e´s
que la matriu M ha de ser quadrada de granda`ria Rd×d, sime`trica amb coeficients
reals i amb la propietat de ser semidefinida positiva (PSD). Aquesta condicio´ sol
representar-se com M  0. El conjunt de totes les matrius PSD forma l’anomenat
con PSD [10]. La definicio´ de matriu PSD e´s
M  0⇔ ∀x ∈ Rd\{~0}, x>Mx ≥ 0. (2.16)
Les descomposicions matricials so´n una ferramenta a`mpliament emprada per a
simplificar problemes [42], alguns tan coneguts com la resolucio´ de sistemes lineals.
Les matrius semidefinides positives es poden descompondre com a M = W>W ,
on W ∈ Rr×d e´s una transformacio´ lineal a un subespai lineal de rang r. Cal notar
que quan M e´s de rang baix (rang(M) = r < d), llavors indueix una transformacio´
lineal de les dades a un subespai de dimensio´ redu¨ıda r, relacionant l’aprenentatge
de dista`ncies amb te`cniques de reduccio´ de la dimensionalitat [79, 68, 44]. Fent
u´s d’aquesta descomposicio´ particular sobre l’Equacio´ (2.15) s’obte´
dMij = (xi−xj)>W>W (xi−xj) = (Wxi−Wxj)>(Wxi−Wxj) = d(Wxi,Wxj).
(2.17)
L’Equacio´ (2.17), exhibeix la relacio´ que existeix entre la dista`ncia en l’espai ori-
ginal i la dista`ncia Euclidiana en l’espai transformat mitjanc¸ant la transformacio´
lineal W .
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Exemple 2.2. Donada la parametritzacio´ per a la dista`ncia de l’Equacio´ 2.15
segu¨ent:
M =
(
a t
t b
)
,
i fixant diferents valors per als para`metres a, b, t ∈ R anteriors, en la Figura 2.5,
es mostra un exemple en el qual es representen diferents discs unitaris centrats en
(0, 0). En primer lloc (esquerra de la Figura 2.5), tenim el cas a = 1, b = 1, t = 0
(o M = I). Fent variar significativament el para`metre a i mantenint b = 1, t = 0
s’observa la transformacio´ del disc unitari a una el·lipse orientada verticalment.
De la mateixa manera, quan fem variar b, tenim una el·lipse horitzontal. I a la
dreta del tot tenim una el·lipse en diagonal.
Com s’ha il·lustrat, diferents valors de M donen lloc a entorns que canvien
la geometria de l’espai. De tal manera que l’estudi de te`cniques d’automatitzacio´
sobre la parametritzacio´ de la matriu M te´ especial intere`s a l’hora d’acarar pro-
blemes en els quals la geometria existent requerisca ser adaptada d’alguna manera
particular.
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Figura 2.5: Discs unitaris d’acord a dista`ncies de Mahalanobis, amb diferents
valors de M .
2.3.3 Funcio´ de similitud
Mentre que una dista`ncia e´s un concepte matema`tic ben definit, no existeix una
clara concordanc¸a al voltant de la definicio´ de funcio´ de (dis)similitud que pot
ser essencialment qualsevol funcio´ com la segu¨ent
f : Rd ×Rd −→ R (2.18)
Una funcio´ de (dis)similitud sol mostrar un valor gran per a entrades similars i
petit per a les dissimilars. Un exemple e´s una funcio´ kernel [80], que e´s un tipus
especial de funcio´ de similitud que assigna valors reals a parells d’elements.
De forma alternativa a les mesures de dista`ncia es poden considerar funcions
de puntuacio´ (en angle`s score functions) [16, 17, 18, 25]. En aquestes funcions,
l’important no e´s el seu valor concret sino´ l’ordenacio´ a que` aquesta funcio´ pot
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donar lloc. Un exemple d’aquest tipus de funcio´ e´s
sMij = x
>
i Mxj , (2.19)
que a difere`ncia de la funcio´ definida en (2.15), no ha de ser PSD, ni tan sols
sime`trica.
2.3.4 Avaluacio´ de les mesures de dista`ncia
El me`tode dels k−ve¨ıns me´s pro`xims (k−NN, k Nearest Neighbours) [32], forma
part d’una famı´lia de te`cniques d’aprenentatge basat en exemples (instance-based
learning). L’aprenentatge associat a aquests algorismes es limita a emmagatze-
mar en memo`ria els exemples d’entrenament presentats. La idea ba`sica sobre la
qual es fonamenta aquest paradigma estableix que els membres d’una poblacio´
solen compartir propietats similars i certes caracter´ıstiques amb els individus que
l’envolten. Per tant, la classificacio´ d’una nova mostra es realitza tenint en comp-
te els k elements me´s pro`xims del conjunt d’entrenament d’acord amb una certa
mesura de dista`ncia.
Aquests algorismes so´n coneguts com a classificadors de dista`ncia mı´nima.
Formalment, una classificacio´ pel ve´ı me´s pro`xim (1-NN) per a un nou element
y de classe desconeguda, pot definir-se com:
y ∈ ci ⇔ arg min
j
d(y, xj) = i (2.20)
a on d e´s la (pseudo)-dista`ncia definida en l’espai de representacio´.
La regla de els k−ve¨ıns me´s pro`xims esta` considerat com un me`tode fona-
mental dins dels me`todes d’aprenentatge basats en dista`ncies. En la Figura 2.6
s’il·lustra el concepte per a diferents valors de k.
Si prenem k = 1, l’element al centre de la Figura 2.6, (pintat amb un cercle
negre i el s´ımbol (?)) es classificara` en la classe associada a l’element me´s proper
(+). Per a valors de k ≥ 2, l’element s’assignara` a la classe me´s representada
entre els k elements me´s propers a la mostra. I en aquest exemple, per al valor
k = 3 li assigna la classe amb el s´ımbol (*).
2.3.5 Histogrames de dista`ncies
Resulta dif´ıcil definir una manera objectiva de mostrar la bondat de les dista`ncies.
Una possible representacio´ d’aquestes sobre un conjunt concret e´s u´til per mostrar
com es comporten. La Figura 2.7, e´s un exemple d’histogrames de dista`ncies [50].
Aquests consisteixen en mostrar els valors de dista`ncia i la quantitat de vegades
que apareixen . En el nostre cas particular, diferenciem entre dista`ncies d’elements
similars i dissimilars. Per tal de facilitar les comparacions, aquests histogrames
es normalitzen i representen la distribucio´ dels valors de dista`ncies tant similars
com dissimilars d’una mostra fixada sobre una dista`ncia particular.
Una dista`ncia ens do´na una manera de comparar objectes. Per tant, la funcio´
hauria de produir valors petits per objectes similars, i me´s grans per parells
dissimilars. Donat un conjunt de parells d’objectes que so´n etiquetats com similars
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k = 1
k = 3
?
Figura 2.6: Classificador basat en la regla dels k ve¨ıns me´s propers.
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Figura 2.7: Histograma de dista`ncies normalitzat. Dista`ncies entre parells d’ob-
jectes similars (blau) i dissimilars (taronja) corresponents a Gaussianes bivariades
amb separacio´ entre mitjanes de 2, 5. a) cas separable, σ = 0.02, b) cas no sepa-
rable, σ = 0.1.
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o dissimilars, podem plantejar el problema d’obtindre la millor funcio´ de dista`ncia
que e´s compatible amb aquest etiquetat. Idealment, la funcio´ dista`ncia obtinguda
ha de mantenir tots els parells similars estrictament me´s a prop que tots els parells
dissimilars. Aquesta situacio´ es mostra a la Figura 2.7a). Quan aquest tipus de
separacio´ e´s possible, en aquesta tesi ens referirem a aquesta configuracio´ com el
cas separable. En un cas me´s realista en que` les mostres no poden ser separades
completament d’aquesta manera, encara e´s possible cercar una funcio´ de dista`ncia
que fa que la majoria dels parells similars siguen me´s a prop que els parells
dissimilars. Ens referim a aixo` com el cas no separable (veure Figura 2.7b).
Aquest tipus de representacio´ ha sigut emprada en les diferents investigaci-
ons com a mesura il·lustrativa de la bondat de les diferents dista`ncies. Enca-
ra que no es pot establir com una ferramenta per a comparar objectivament
dista`ncies, si que sera` emprada durant la tesi per mostrar idees i conceptes que
poden representar-se mitjanc¸ant aquests histogrames de dista`ncies.
2.4 Formulacio´ del problema
De la mateixa manera que per a aprendre un classificador s’utilitza informacio´
a priori en forma d’etiquetes de classe, per a aprendre dista`ncies es fa servir
habitualment informacio´ a priori en forma de restriccions entre parells de punts.
Una forma convenient de representar aquestes restriccions e´s mitjanc¸ant una se`rie
de conjunts definits sobre els elements deM. Definim el conjunt S com els ı´ndexs
associats a parells de mostres del conjunt d’entrenament xi, xj ∈ M que estan
etiquetats com similars, de la manera segu¨ent
S = {(i, j)|xi, xj so´n similars} . (2.21)
Ana`logament es defineix el conjunt de parells dissimilars
D = {(i, j)|xi, xj so´n dissimilars} . (2.22)
L’efecte desitjat e´s que les representacions dels parells d’elements de S es troben
relativament propers, si es comparen amb les representacions dels parells d’ele-
ments en D. Ac¸o` e´s equivalent a que les dista`ncies siguen majors per als elements
de D que per als elements de S.
Formulacions alternatives del problema utilitzen un conjunt de ternes d’ele-
ments que contenen informacio´ de similitud relativa referida a un mateix element
xi:
T = {(i, j, k)|xi e´s me´s similar a xj que a xk} . (2.23)
En aquest treball i com e´s habitual en la literatura, els conjunts S i D so-
len ser referits com a conjunts similar i dissimilar, respectivament i T com el
conjunt de triplets. Els conjunts de parells/triplets es fixen habitualment tenint
en compte relacions conegudes entre els elements del conjunt d’entrenament. E´s
comu´ formar aquests conjunts a partir d’un conjunt d’entrenament (el conjunt
M en l’Equacio´ 2.2 amb el corresponent I = {1, 2, · · · , c} multi classe), format
per elements etiquetats. En aquest cas, es pot definir el conjunt S prenent parells
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d’elements de la mateixa etiqueta; el conjunt D prenent parells d’elements de dife-
rent etiqueta; i el conjunt T prenent triplets d’elements de manera que 2 tenen la
mateixa etiqueta i un tercer de diferent etiqueta a la d’aquests. No obstant aixo`,
existeixen en la literatura diverses formes de definir aquests conjunts, be´ d’una
manera aleato`ria [24] o amb una nocio´ de ve¨ınatge [96]. En algunes aplicacions
la pertinenc¸a d’un parell o un triplet concret a aquests conjunts ve donada a la
bestreta.
L’aprenentatge de dista`ncies se sol definir partint d’una interpretacio´ ge-
ome`trica, en la qual se cerca un espai de caracter´ıstiques on les restriccions defini-
des se satisfan de manera o`ptima. A me´s a me´s, l’avaluacio´ d’aquestes dista`ncies
sol fer-se en combinacio´ amb un classificador (habitualment un basat en dista`ncies
com el dels k−ve¨ıns), mitjanc¸ant el ca`lcul de l’error de classificacio´ sobre un con-
junt independent al d’entrenament, conegut com conjunt de test (o de validacio´).
Els problemes d’aprenentatge de dista`ncies es formulen amb el suport d’algun
tipus de problema d’optimitzacio´ matema`tica [10]. Aquesta formulacio´ ve donada
per la definicio´ d’alguna funcio´ criteri (o objectiu) i un conjunt de restriccions
sobre S,D o T que estableixen les relacions del problema.
dades originals                   transformació de les dades                     classificador
Figura 2.8: Esquema de classificacio´ mitjanc¸ant aprenentatge supervisat de
dista`ncies.
En la Figura 2.8, apareix un esquema que resumeix el proce´s d’aprenentatge
automa`tic de dista`ncies. En aquest es poden diferenciar dos fases, primerament
les dades d’entrenament etiquetades estan representades en l’espai original, en la
primera fase s’aplica una te`cnica d’aprenentatge de dista`ncies amb l’objectiu de
trobar una dista`ncia que complisca les relacions imposades entre els elements, de
manera que la representacio´ obtinguda satisfa` de manera o`ptima les restriccions.
En la segona fase, s’aprofita la nova representacio´ de les dades per a entrenar un
classificador que permeta poder inferir les classes de nous elements.
L’aprenentatge de dista`ncies tambe´ es pot entendre des d’un punt de vista
me´s local, arribant fins al nivell d’entorns de punts. Dins d’aquesta aproximacio´
resulta interessant que els punts me´s pro`xims siguen de la mateixa classe i tambe´
que els punts de diferent classe estiguen sempre me´s lluny que els de la mateixa
classe. En la Figura 2.9 apareix un exemple on inicialment no es do´na aquesta
situacio´, pero` on resulta u´til l’aprenentatge de dista`ncies per aconseguir que els
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elements de la mateixa classe estiguen me´s propers. L’aprenentatge de dista`ncies
pot adaptar l’entorn de manera que els elements me´s propers en compartesquen
l’etiqueta.
aprenentatge de distàncies
Figura 2.9: Entorn original (esquerra) i entorn idealitzat despre`s d’aplicar apre-
nentatge de dista`ncies. La l´ınia discont´ınua representa punts equidistants al punt
central representat amb un cercle en l’espai original.
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Cap´ıtol 3
Estat de l’art
Resum – En aquest cap´ıtol es revisa la literatura relacionada amb l’a-
prenentatge supervisat de dista`ncies. Primer s’introdueixen els principals
conceptes en aquest to`pic d’investigacio´. Despre´s, es cobrira` l’aprenentat-
ge de dista`ncies a partir de vectors de caracter´ıstiques (tambe´ denominat
aprenentatge de dista`ncies de Mahalanobis). Finalment, es conclou amb
la discussio´ de les limitacions generals de la literatura actual que motiven
el nostre treball.
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3.1 Introduccio´
La utilitzacio´ d’una dista`ncia apropiada e´s un factor clau per al rendiment de
molts algorismes d’aprenentatge. L’ajustament manual de dista`ncies (quan per-
meten algun tipus de parametritzacio´) per a problemes donats del mo´n real e´s
sovint un problema dif´ıcil i tedio´s. Una gran quantitat de treball esta` dirigit a
l’aprenentatge automa`tic a partir de dades etiquetades, la qual cosa porta direc-
tament a l’aparicio´ de l’aprenentatge supervisat de dista`ncies.
En termes generals, els enfocaments d’aprenentatge supervisat de dista`ncies
es basen en la intu¨ıcio´ raonable que una bona funcio´ de similitud (o dista`ncia) ha
d’assignar un valor gran (respectivament petit) a parells d’elements que pertanyen
a la mateixa classe (respectivament diferent classe). Seguint aquesta idea, l’objec-
tiu e´s la recerca dels para`metres (habitualment una matriu) d’aquesta dista`ncia
que millor satisfac¸a les relacions locals constru¨ıdes a partir de la informacio´ sobre
el conjunt d’entrenament. Aquestes relacions estan t´ıpicament basades en restric-
cions en la forma de conjunts de parells S, D o triplets T , que solen construir-se
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a partir de les etiquetes de classe dels elements del conjunt d’entrenament. L’a-
prenentatge de dista`ncies tambe´ pot contemplar-se des de la perspectiva de la
reduccio´ de la dimensionalitat. En aquest cas, es pot veure com trobar un nou
espai de caracter´ıstiques per a les dades on les restriccions se satisfan en la seua
majoria.
El nombre de me`todes diferents d’aprenentatge de dista`ncies e´s molt gran
i variat. Hi ha algunes revisions recents que en fan una ana`lisi exhaustiva [51,
102, 95]. En el present treball, no s’han considerat algunes aproximacions que no
estan directament relacionades amb les aportacions presentades com per exemple
els treballs de R. Jin [47] o algunes adaptacions d’algorismes me´s generals com
per exemple [53, 66]. Entre els treballs considerats es poden distingir algunes
aportacions com a treballs de refere`ncia entre tota la literatura relacionada amb el
camp de l’aprenentatge de dista`ncies. Cada un dels treballs que es revisa presenta
una formulacio´ del problema que es recolza en un formalisme teo`ric, i exhibeix el
seu funcionament al cas pra`ctic sobre un conjunt de bases de dades pu´bliques. En
la seua majoria estan formulats com a problemes d’optimitzacio´ amb restriccions.
Moltes de les idees contingudes en aquests treballs han motivat les aportacions
originals d’aquesta tesi.
L’organitzacio´ del cap´ıtol segueix l’estructura que es descriu a continuacio´.
En la Seccio´ 3.2, es descriuen me`todes d’aprenentatge de dista`ncies. En la Sec-
cio´ 3.3, es recullen els me`todes en l´ınia, necessaris quan l’aprenentatge s’enfronta
a problemes en els quals les dades estan disponibles de forma sequ¨encial. Final-
ment, en la Seccio´ 3.4, es discuteix sobre l’estat actual del camp i algunes de les
caracter´ıstiques que presenta l’aprenentatge de dista`ncies.
3.2 Me`todes d’aprenentatge de dista`ncies
En aquesta seccio´ es revisen els me`todes amb la caracter´ıstica comu´ de realitzar un
aprenentatge a trave´s del conjunt d’entrenament, assumint que estiga disponible
en la seua totalitat.
L’esquema de la Figura 3.1 il·lustra el proce´s d’aprenentatge de dista`ncies.
El conjunt d’entrenament etiquetat (M) s’utilitza per a generar les relacions
de proximitat que determinen les restriccions aplicables al problema particular.
Habitualment es defineix un problema d’optimitzacio´ format per un criteri o
objectiu juntament amb les restriccions. Aquest problema do´na una solucio´ que
sol ser una matriu M .
A continuacio´ presentarem me`todes d’aprenentatge de dista`ncies importants
en la literatura.
3.2.1 Aproximacions mitjanc¸ant agrupament amb informa-
cio´
Els or´ıgens de l’aprenentatge de dista`ncies es remunten a alguns treballs ante-
riors [37, 85, 36, 35, 43, 4], pero` l’aprenentatge de dista`ncies s’introdueix per
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(x1, c1)
##
...
((
(xi, ci) // Generacio´ de restriccions +3 Aprenentatge de dista`ncies +3 M
...
66
(xn, cn)
;;
Figura 3.1: Esquema gene`ric d’aprenentatge de me`triques.
primera vegada tal i com es coneix en l’actualitat en el treball de Xing [101], que
es presenta a continuacio´.
El me`tode de Xing [101], es diferencia de les aportacions anteriors per ser el
primer a formular el problema de l’aprenentatge de dista`ncies com un proble-
ma d’optimitzacio´ convex. Aquest tipus de formulacio´ assegura l’existe`ncia i la
unicitat d’un mı´nim (o el que e´s el mateix, l’existe`ncia d’un mı´nim global).
L’objectiu immediat e´s agrupar els parells del conjunt de parells similars S.
Com a exemple particular, en la Figura 3.2 es mostren a l’esquerra dues Gaussi-
anes linealment separables en 3 dimensions. A la dreta s’il·lustra com l’aprenen-
tatge de la dista`ncia M pot donar lloc a un espai de caracter´ıstiques en el qual
les dades estan agrupades o`ptimament, en un espai de dimensionalitat inferior.
Me´s formalment, la idea principal d’aquest me`tode e´s construir un agrupament
dels parells d’elements en el conjunt S, de manera que la suma de les seues
dista`ncies siga mı´nima. A l’hora es defineix una restriccio´ per tal d’evitar la
solucio´ trivial M = 0 ∈ Rd×d. S’exigeix doncs, que la suma de les dista`ncies dels
elements en el conjunt de parells dissimilars siga major o igual que 1. E´s a dir
min
M0
∑
(i,j)∈S
dMij ,
tal que
∑
(i,j)∈D
√
dMij ≥ 1.
(3.1)
Finalment, els autors [101] formulen un problema equivalent a l’anterior (3.1),
bescanviant la funcio´ de la restriccio´ i la funcio´ objectiu, i maximitzant la nova
funcio´ criteri. Aquest nou problema s’optimitza mitjanc¸ant ascens per gradient
sobre la funcio´ objectiu, juntament amb projeccions alternades [30] sobre els con-
junts de restriccions segu¨ents
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Figura 3.2: Espai original (esquerra) i espai de caracter´ıstiques en que` la suma de
les dista`ncies similars e´s mı´nima (dreta).
• R1 =
{
M |∑(i,j)∈S dMij ≤ 1}, que assegura que la suma de totes les dista`ncies
en S (respecte M), siga menor o igual que 1,
• R2 = {M |M  0}, per a mantenir la condicio´ PSD de M .
Cal destacar que el me`tode de Xing ha sigut recentment revisat per Ying i
Li [104], proposant la segu¨ent modificacio´ del problema a resoldre
max
M0
min
(i,j)∈D
dMij ,
tal que
∑
(i,j)∈S
dMij ≤ 1.
(3.2)
La principal difere`ncia e´s que (3.2) maximitza la dista`ncia mı´nima entre pa-
rells dissimilars, mentre que el me`tode de Xing (3.1), minimitza la suma de les
dista`ncies [101]. Una de les millores e´s que el problema (3.2) pot resoldre’s efici-
entment calculant nome´s el major valor propi en cada iteracio´, en contraposicio´
al me`tode de Xing que requereix d’una descomposicio´ espectral completa. Un
altre me`tode relacionat dins del marc de l’aprenentatge de dista`ncies mitjanc¸ant
l’agrupament e´s el de Bilenko et al. [7]. Aquest realitza un aprenentatge semi-
supervisat, emprant una quantitat petita de dades etiquetades per a facilitar l’a-
prenentatge no supervisat. Al seu treball es proporcionen me`todes alternatius per
a l’enfocament de l’agrupament i de l’aprenentatge de dista`ncies. Finalment, els
resultats experimentals demostren que un enfocament unificat produeix millors
agrupaments.
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3.2.2 Col·lapsament de les classes
Independentment del contingut dels conjunts S i D, l’agrupament es pot conside-
rar des d’un punt de vista individualitzat. E´s a dir, com a relacions d’un element
fix del conjunt d’entrenament, xi, respecte d’un subconjunt de la resta d’aquests.
En els treballs [40, 41] es relacionen els elements xi amb el conjunt complemen-
tari (respecte a M), e´s a dir M\{xi} = {xj |j 6= i}, mitjanc¸ant distribucions
de probabilitat associades a cada xi, que reflecteixen les relacions de cada punt
respecte d’aquest conjunt. La intencio´ e´s maximitzar el nombre esperat de punts
correctament classificats sota aquestes probabilitats, que es refereixen al fet de
ser o no similars a xi.
En el me`tode MCML de Globerson et al. [40], s’introdueix la idea intu¨ıtiva
de “col·lapsar les classes”. Aquesta idea consisteix en aconseguir una situacio´
geome`trica on els punts d’una mateixa classe siguen pro`xims entre ells, mentre
que els de diferent classe se situen a valors de dista`ncia arbitra`riament grans. Es
pot deduir immediatament que es tracta d’una situacio´ idealitzada, i que en la
pra`ctica es podra` tindre nome´s d’una manera aproximada.
La situacio´ de les diferents classes de la Figura 3.3 esta` en la l´ınia del con-
cepte de col·lapsament de les classes. Pero` per tractar de visualitzar-la realment,
caldria que pensarem en tres punts (cadascun representaria una classe diferent),
a dista`ncia arbitra`riament gran.
Figura 3.3: Tres classes diferents en que` els elements de la mateixa classe estan
pro`xims i els de diferent classe llunyans.
MCML convex
En aquesta variant del me`tode, per a cada xi, es defineix la distribucio´ condicional
sobre tots els elements j 6= i, del conjunt d’entrenament. Aquesta distribucio´ de
probabilitat es pot entendre com la probabilitat de que` xj siga similar a xi si el
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primer es pren aleato`riament d’acord amb una distribucio´ Gaussiana centrada en
xi i amb covaria`ncia M
−1, i s’escriu de la manera segu¨ent
pM (j|i) = 1
Zi
e−d
M
ij , si j 6= i. (3.3)
Cal dir que el terme Zi =
∑
k 6=i e
−dMik , e´s el valor normalitzador per tal de satisfer
la condicio´
∑
j p
M (j|i) = 1.
Es pot considerar el cas ideal en el qual tots els elements en la mateixa classe
siguen col·lapsats en un u´nic punt i, al mateix temps, infinitament allunyats dels
punts de classes diferents. Aquesta idea intu¨ıtiva d’agrupament de les classes
s’il·lustra gra`ficament en la Figura 3.3.
En el l´ımit, la situacio´ idealitzada de classes col·lapsades es correspon amb la
distribucio´ de probabilitat
p0(j|i) =
{
1
nk−1 , si ci = cj ,
0, si ci 6= cj , (3.4)
on nk e´s el nombre d’elements de la classe k a que` pertany l’element i−e`ssim.
Aix´ı doncs, resulta natural cercar la matriu M de manera que pM (j|i) siga el
me´s pro`xim possible a p0(j|i) per a tot i. Al tractar-se de distribucions de proba-
bilitat, l’objectiu es planteja com la minimitzacio´ de la suma de les diverge`ncies
de Kullback-Leibler [52], entre la distribucio´ ideal p0 i la distribucio´ que s’ha
d’aprendre pM per a cada element xi ∈M:
min
M0
fMCML(M) = min
M0
n∑
i=1
KL
[
p0(j|i)||pM (j|i)
]
. (3.5)
Es pot comprovar [40], que el problema (3.5) e´s convex. Consequ¨entment, pot
assegurar-se l’existe`ncia d’un mı´nim global. La funcio´ objectiu finalment es pot
escriure equivalentment com
f(M) = −
∑
i,j:ci=cj
log pM (j|i) =
∑
i,j:ci=cj
dMij +
n∑
i=1
logZi, (3.6)
i la seua minimitzacio´ es du a terme mitjanc¸ant descens per gradient i projeccions
alternades sobre el con de les matrius PSD.
MCML no convex
La formulacio´ del MCML en funcio´ de la matriu M pot ser considerada alterna-
tivament respecte d’una descomposicio´ d’aquesta. En particular es fa servir que
la matriu M ∈ Rd×d pot escriure’s en funcio´ d’altra matriu W ∈ Rr×d que sa-
tisfa` la igualtat M = W>W , on la matriu W e´s una transformacio´ lineal a un
subespai vectorial de dimensio´ r ≤ d. A continuacio´, es tenen en compte els pros
i els contres d’aquesta parametritzacio´.
Com a avantatge, tot el plantejament anterior e´s va`lid i es pot formular el
MCML respecte de W . A me´s, la utilitzacio´ d’aquesta nova parametritzacio´ no
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requereix projectar sobre el con PSD (en combinacio´ amb el descens per gradient),
sino´ que el fet d’emprar aquesta matriu W assegura la condicio´ de PSD per a M
(per construccio´).
No obstant ac¸o`, l’u´s d’aquesta parametritzacio´ a trave´s de W fa que el pro-
blema siga dependent del rang i la formulacio´ que apareix en l’Equacio´ (3.5)
expressada en termes de W resulta ser no convexa. Consequ¨entment, l’existe`ncia
d’un mı´nim global no pot ser assegurada i el problema passa a tindre mı´nims
locals. Per tant, el proce´s de minimitzacio´ e´s sensible a les condicions inicials i a
l’eleccio´ del me`tode d’optimitzacio´.
3.2.3 Aprenentatge mitjanc¸ant maximitzacio´ del marge
L’aprenentatge de dista`ncies pot ser tambe´ definit des del punt de vista de la
maximitzacio´ del marge [92]. Aquesta aproximacio´ e´s la que minimitza el risc
estructural per al cas dels predictors lineals i resulta interessant la seua utilitzacio´
per al cas de l’aprenentatge de dista`ncies.
En la Figura 3.4, podem comparar conceptualment la maximitzacio´ del marge
en les ma`quines de vectors suport amb la maximitzacio´ del marge del ve¨ınatge
d’un punt en un context d’aprenentatge de dista`ncies. En les ma`quines de vectors
suport, la idea fonamental e´s definir un hiperpla` de manera que el marge de
separacio´ entre les classes siga ma`xim. Per al cas de l’aprenentatge de dista`ncies
es prete`n satisfer que en l’entorn d’un element concret nome´s apareguen elements
de la mateixa classe, i fora d’un entorn de radi major (del mateix element) estiguen
elements de diferent classe.
a)                                                                        b)
Figura 3.4: Maximitzacio´ del marge. a) basat en un hiperpla`, b) en un context
d’aprenentatge de dista`ncies.
Un altre enfocament consisteix en assignar valors de dista`ncies petits als ele-
ments similars i valors grans als dissimilars. El concepte de gran i petit pot
establir-se mitjanc¸ant l’u´s d’un marge efectiu entre aquests rangs de dista`ncies i
tractar de maximitzar la separacio´ o marge entre aquests. La Figura 3.5, mostra
aquest concepte fent servir un histograma de dista`ncies t´ıpic per a aquest cas.
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Figura 3.5: Histograma conjunt dels valors de dista`ncia etiquetats com a similars
i dissimilars separats idealment per un marge d’amplada 2 i centrat en b.
Els valors de les dista`ncies similars i dissimilars estan separats per un marge de
granda`ria 2. Les dista`ncies similars estan fitades superiorment pel valor b − ,
mentre que les dista`ncies entre parells dissimilars queden fitades inferiorment pel
valor b+ .
Aquest esquema do´na lloc a la idea intu¨ıtiva de tractar de maximitzar el marge
que separa les dista`ncies similars de les dissimilars. D’aquesta manera, l’aprenen-
tatge de dista`ncies es converteix en la cerca dels para`metres que aconseguisquen
aquesta maximitzacio´.
L’aprenentatge de dista`ncies sota el paradigma de la maximitzacio´ del mar-
ge pot realitzar-se mitjanc¸ant diversos me`todes. A continuacio´ es descriuen dos
me`todes representatius. El primer d’ells esta` basat en l’aprenentatge de dista`ncies
amb una formulacio´ inspirada en les ma`quines de vectors suport. El segon tracta
d’aconseguir la situacio´ d’entorns menuts de la mateixa classe amb marge, com
s’ha explicat anteriorment.
Aprenentatge de dista`ncies amb SVM
En el context dels me`todes de maximitzacio´ del marge, Nguyen & Guo [64] van
presentar el me`tode MLSVM (Metric Learning Support Vector Machine), en que`
el problema es formula de manera ana`loga al de les conegudes ma`quines de vectors
suport.
Per a obtindre un ve¨ınatge ideal com el de la Figura 3.4 b), on els punts
similars estan dins d’un entorn de menor radi que els punts dissimilars, Nguyen
& Guo definiren el conjunt dels k−ve¨ıns me´s propers a cada element xi com
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N k(xi), plantejant k com un para`metre d’entrada.
Sota aquesta formulacio´ es tracta d’aconseguir que, per a cada element xi, la
dista`ncia a tots els elements de la mateixa classe en el seu ve¨ınatge local N k(xi),
siga menor que les dista`ncies a qualsevol element de diferent classe en N k(xi),
amb almenys un marge de valor 1.
Ac¸o` es transforma en restriccions del tipus
min
xj∈Nk(xi)
cj 6=ci
dMij ≥ max
xj∈Nk(xi)
cj=ci
dMij + 1. (3.7)
Finalment, fent u´s del terme regularitzador donat per la norma de Frobenius i
introduint les variables de folganc¸a ξi, es formula el segu¨ent problema amb marge
tou [19]:
min
M0
C
2
‖M‖2Fro +
1
n
n∑
i=1
ξi,
tal que min
xj∈Nk(xi)
cj 6=ci
dMij ≥ max
xj∈Nk(xi)
cj=ci
dMij + 1− ξi,
ξi ≥ 0, ∀i,
(3.8)
on C e´s un para`metre (C ≥ 0) que determina el pes de la minimitzacio´ de la
norma de la matriu sobre les restriccions.
Per a resoldre aquest problema, anomenat MLSVM, s’este´n el me`tode Pega-
sos [84] que soluciona la versio´ primal de les ma`quines de vectors suport. En el
treball es presenten experiments comparatius amb altres me`todes representatius
de l’estat de l’art, mostrant-se competitiu en l’avaluacio´ de l’error de classificacio´
sobre bases de dades pu´bliques.
Ve¨ınatge local amb marge (LMNN)
El me`tode LMNN (de l’angle`s Large Margin Nearest Neighbor) e´s un dels me´s
referenciats en la literatura i ha sigut presentat en els diferents treballs de Wein-
berger [96] i [97, 98]. El seu objectiu principal e´s que, per a cada element de la
mostra, el seu ve¨ınatge siga de la seua classe alhora que els elements de diferent
classe, estiguen a dista`ncia major que 1.
La Figura 3.6, recull una situacio´ esquema`tica a nivell d’entorns respecte a un
element central (representat al centre de l’entorn amb el signe (+)). En 3.6(a),
l’element central te´ dins del seu entorn elements que so´n similars, pero` tambe´
conte´ elements dissimilars. La intencio´ d’aquest me`tode e´s aconseguir una situacio´
com la de 3.6(b), en que` els elements similars estan dins de l’entorn i al mateix
temps, els elements dissimilars estan en un entorn de radi major que l’anterior.
Per aconseguir tindre que els k-ve¨ıns me´s propers a cada element siguen de
la seua mateixa classe es defineixen els k ve¨ıns objectiu. E´s a dir, per a cada
element xi, de classe ci, es consideren k elements xj , j ∈ j1, . . . , jk, tots de classe
ci. Aquests han d’estar a dista`ncia mı´nima de xi. I per a indicar aquesta relacio´
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Figura 3.6: Il·lustracio´ esquema`tica del ve¨ınatge de l’element (etiquetat amb el
s´ımbol (+) al centre de l’entorn) abans d’entrenar 3.6(a), i despre´s de l’entrena-
ment 3.6(b). La dista`ncia esta` optimitzada de tal manera que, els 3 ve¨ıns similars
se situen dins d’un entorn de radi petit despre´s de l’entrenament; els elements
dissimilars, queden fora d’aquest radi, amb un marge.
de ve¨ınatge desitjat amb xi, s’introdueix la variable ηij ∈ {0, 1}. Altra variable
bina`ria, βij , indica quan els elements xi i xj pertanyen (o no), a la mateixa classe.
Finalment, es defineix el problema formulant-lo amb amb les pertinents vari-
ables de folganc¸a, ξijl, com
min
M0
∑
ij
ηijd
M
ij + C
∑
ijl∈T
ηij(1− βil)ξijl,
tal que dMil − dMij ≥ 1− ξijl,
ξijl ≥ 0.
(3.9)
El para`metre C, determina els pes de la minimitzacio´ del criteri sobre les res-
triccions. Amb aquesta formulacio´, les restriccions estan formades per triplets de
punts de manera que s’aprenen dista`ncies relatives entre els punts. Aquest proble-
ma (3.9), constitueix un cas particular de SDP (Programacio´ Semi Definida) [96],
i pot resoldre’s amb metodologies esta`ndard pero` els autors presenten el seu propi
me`tode de resolucio´.
Cal comentar que al treball [67] es desenvolupa un algorisme alternatiu per
a resoldre el problema (3.9). D’altra banda, al treball de Do [26], s’emfatitza la
relacio´ entre LMNN i les SVM. En el treball [3], es proposa una versio´ modificada
del LMNN per a enfrontar-se a problemes de regressio´. Per u´ltim, els mateixos
autors han este`s el LMNN dins del context multi tasca, presentat en el treball [65].
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3.2.4 Aproximacions basades en teoria de la informacio´
Diverge`ncia de Bregman (ITML)
L’ITML e´s un treball d’importa`ncia proposat en [24]. En ell s’estableix un pa-
ral·lelisme entre les distribucions Gaussianes i les dista`ncies (parametritzades per
una matriu) a aprendre dins d’un marc teo`ric. Per aixo`, els autors introdueixen
una formulacio´ del problema amb distribucions Gaussianes i desenvolupen un pro-
blema equivalent per a l’aprenentatge de dista`ncies amb un regularitzador que
e´s una diverge`ncia de Bregman. La seua intencio´ final e´s separar les dista`ncies
dels parells de punts etiquetats com a similars dels parells dissimilars. Per a aixo`,
s’estableix una fita superior, u, i una altra inferior, l, que so´n valors de refere`ncia
per a establir les dista`ncies dels parells similars i dissimilars, respectivament.
Aquests valors llindar es fixen pre`viament a partir de la mostra d’entrenament.
En la Figura 3.7, s’il·lustra aquesta idea mitjanc¸ant una representacio´ en forma
d’histograma de dista`ncies.
0
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Figura 3.7: Representacio´ mitjanc¸ant histograma de dista`ncies. Les dista`ncies
entre elements dels conjunts S i D queden per sota de u i per dalt de l, respec-
tivament. Aquests valors es fan servir com a fites (superior i inferior) dels valors
de les dista`ncies.
ITML fa servir l’existe`ncia d’una bijeccio´ entre el conjunt de distribucions
Gaussianes multivariades amb mitjana µ i el conjunt de dista`ncies de Mahalano-
bis. Aix´ı, donada una matriu M , es pot escriure
p(x|M) = 1
Z
e−
1
2d
M (x,µ), (3.10)
on Z e´s una constant de normalitzacio´, i M−1 e´s la matriu de covaria`ncia de la
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distribucio´. Emprant la bijeccio´ definida per la funcio´ de probabilitat (3.10), es
pot mesurar la dista`ncia entre dues dista`ncies parametritzades per les matrius M
i M0 respectivament, mitjanc¸ant la diverge`ncia de Kullback-Leibler de la manera
segu¨ent
KL [p(x|M0)||p(x|M)] =
∫
Rd
p(x|M0) log
(
p(x|M0)
p(x|M)
)
dx. (3.11)
Aquesta mesura (3.11), proporciona una relacio´ de proximitat entre dues distri-
bucions de probabilitat i e´s l’objectiu a minimitzar, de manera que deriva en el
segu¨ent problema amb restriccions (sobre els valors de dista`ncia):
min
M
KL [p(x|M0)||p(x|M)] ,
tal que dMij ≤ u, (i, j) ∈ S,
dMij ≥ l, (i, j) ∈ D.
(3.12)
Les restriccions del problema anterior so´n els valors de les dista`ncies i M0 e´s una
matriu regularitzadora. La funcio´ objectiu del problema (3.12) pot expressar-se
com un tipus particular de diverge`ncia de Bregman. En particular, la diverge`ncia
que es deriva de la funcio´ convexa φ(M) = log det(M), definida sobre el con
de matrius positives definides, que genera la diverge`ncia de Bregman entre dues
matrius M,M0  0 segu¨ent
Dld(M,M0) = Tr(MM
−1
0 )− log det(MM−10 )− d, (3.13)
on d e´s la dimensio´ de l’espai original. Aquesta diverge`ncia 3.13, ha sigut emprada
tambe´ en altres treballs [46, 78]. En la pra`ctica, M0 sol ser la matriu identitat I,
de manera que la matriu apresa M estiga pro`xima (sota la nocio´ de proximitat
definida per (3.13)) a I. Aquesta diverge`ncia permet preservar de manera eficient
la condicio´ de semi definida positiva de la matriu. La funcio´ diverge`ncia log det
conserva el rang, de manera que si la matriu inicial te´ rang r, la matriu final
apresa tindra` tambe´ rang r.
Fent u´s de la segu¨ent igualtat (que es demostra en [23])
KL [p(x|M0||p(x|M)] = 1
2
Dld(M
−1
0 ,M) =
1
2
Dld(M,M0), (3.14)
l’Equacio´ (3.14), permet passar del problema 3.12, definit en termes de distribu-
cions Gaussianes al segu¨ent problema
min
M0
Dld(M,M0),
tal que dMij ≤ u,∀(i, j) ∈ S,
dMij ≥ l,∀(i, j) ∈ D.
(3.15)
Els valors u, l ∈ R so´n para`metres del problema. I com e´s habitual, es resol
afegint variables de folganc¸a. L’ITML tracta de satisfer les restriccions dels parells
similars i dissimilars mentre alhora tracta d’estar el me´s prop possible de la matriu
regularitzadora, M0.
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3.2.5 Extensions no lineals dels me`todes
La majoria de les aproximacions d’aprenentatge de dista`ncies s’han este`s al cas
no lineal [81, 83, 24, 48, 77, 15, 14] mitjanc¸ant la utilitzacio´ de kernels. La idea
fonamental rau a suposar que existeix una funcio´
φ : Rd −→ H (3.16)
que transforma les dades a un espai H de Hilbert a on les dades s´ı so´n separables
linealment [80].
En la Figura 3.8 s’il·lustra aquesta idea: en 3.8(a) les dades estan formades per
dues classes representades amb els s´ımbols cercle (◦), i triangle (4). Apareixen
en un hipote`tic espai original (representat amb 2 dimensions per a fer refere`ncia a
una dimensio´ me´s baixa). Com pot observar-se, les dues classes no poden separar-
se mitjanc¸ant un hiperpla` (una recta en aquest cas), sino´ que e´s necessa`ria una
funcio´ alternativa (com una circumfere`ncia). En 3.8(b), s’ha aplicat φ sobre les
dades d’entrada, i es representen en un espai de major dimensio´ que l’original, on
les dades si poden ser separades per un hiperpla`.
4
4
4
4
4
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
(a)
φ(◦)
φ(◦)
φ(◦)
φ(◦)φ(◦)
φ(◦)
φ(◦)
φ(◦)φ(◦)φ(◦)
φ(4)
φ(4)
φ(4)φ(4)φ( )
(b)
Figura 3.8: a) Dades en l’espai original, b) dades transformades a H mitjanc¸ant
φ.
Habitualment, no esta` disponible l’expressio´ expl´ıcita de φ per a transformar
les dades. Per aixo`, es fa servir una funcio´ anomenada kernel que realitza de ma-
nera impl´ıcita productes escalars entre els elements transformats en un hipote`tic
espai de Hilbert segons la segu¨ent relacio´
k(xi, xj) = 〈φ(xi), φ(xj)〉 . (3.17)
Mitjanc¸ant aquest procediment, e´s possible l’obtencio´ de solucions me´s generals
que les dista`ncies quadra`tiques.
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3.3 Aprenentatge de dista`ncies en l´ınia
En els me`todes exposats fins ara, es feia us de totes les mostres del conjunt
d’entrenament simulta`niament. Quan per les caracter´ıstiques del problema les
mostres es generen d’una en una, e´s necessari utilitzar enfocaments alternatius.
En l’aprenentatge en l´ınia [55], l’algorisme rep mostres d’entrenament d’una
en una, prediu la seua classificacio´ i actualitza el seu model, (si e´s necessari).
Encara que l’efectivitat dels algorismes en l´ınia e´s t´ıpicament inferior a la dels
algorismes que treballen amb totes les mostres d’un cop (o per lots), aquests so´n
molt u´tils per a enfrontar-se als punts febles dels algorismes per lots. Per exemple,
pot oco´rrer que el conjunt M puga arribar de manera sequ¨encial, que el nombre
d’elements en M supere les capacitats f´ısiques de la ma`quina o que l’etiquetat
evolucione al llarg del temps, de manera que el concepte de similitud ho fac¸a
tambe´. Es tornara` a parlar sobre l’aprenentatge en l´ınia en la Part II d’aquesta
tesi, junt amb les aportacions fetes a l’aprenentatge de dista`ncies en l´ınia.
00 00
k-e`ssima mostra etiquetada

// //
(k + 1)-e`ssima mostra etiquetada

++ ++
· · · // k-e`ssim model

adaptacio´ // (k + 1)-e`ssim model

adaptacio´//· · ·
k-e`ssima prediccio´
JJ
(k + 1)-e`ssima prediccio´
KK
Figura 3.9: Esquema d’aprenentatge en l´ınia.
L’esquema de la Figura 3.9, recull el proce´s d’aprenentatge en l´ınia. Les mos-
tres arriben de manera sequ¨encial (o en l´ınia), juntament amb l’etiquetat cor-
responent. Aleshores, s’utilitza el model disponible en l’instant k, per a inferir
l’etiqueta d’aquesta k-e`ssima mostra. Despre´s, el model s’adapta (si e´s necessari),
en base a l’encert de la k-e`ssima prediccio´. Com a resultat, s’obte´ el nou model
que sera` emprat per a inferir l’etiqueta de la segu¨ent mostra.
Cal dir que en l’esquema anterior es parla d’una mostra en al·lusio´ tant al cas
en que` arriba un element u´nic xk, com el cas de l’aprenentatge de dista`ncies en
que` pot arribar un parell (o triplet) juntament amb la seua etiqueta de relacio´
(similar o dissimilar, per exemple).
Aquest paradigma permet enfrontar-se a problemes de granda`ria relativament
gran (o infinita). L’aprenentatge en l´ınia pot realitzar prediccions i les consequ¨ents
adaptacions d’una en una, minimitzant el cost computacional requerit per a l’ac-
tualitzacio´ (o adaptacio´) del model.
L’aprenentatge de dista`ncies en l´ınia pot enfrontar-se a problemes que reque-
reixen d’una major adaptacio´. Per a evitar que una u´nica mostra puga alterar
significativament el model, habitualment estan formulats a partir d’un regularit-
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zador que mante´ la proximitat al model anterior i una condicio´ per tal de satisfer
la nova adaptacio´ del model.
A continuacio´ presentarem me`todes d’aprenentatge de dista`ncies en l´ınia im-
portants en la literatura. Es comenc¸a presentant els treballs pioners en l’aprenen-
tatge en l´ınia de dista`ncies. Despre´s, presentarem la versio´ en l´ınia de l’ITML.
3.3.1 Aproximacions en l´ınia basades en el co`mput de pro-
jeccions
El treball de Shalev-Schwartz [83], al 2004 e´s el primer enfocament en l´ınia d’a-
prenentatge de dista`ncies. En aquest s’apre`n la matriu M , aix´ı com un valor b ≥ 1
que actu´a com a llindar entre les dista`ncies similars i dissimilars sota un esquema
com el de la Figura 3.5. En cada pas, l’algorisme rep un parell d’elements xi, xj
del conjunt d’entrenament i una etiqueta de similitud associada yij = ±1. Aix´ı
doncs, per a cada instant k pot descriure’s una sequ¨e`ncia similar a la segu¨ent
. . . , (xik , xjk , yikjk) , . . . (3.18)
La utilitzacio´ d’aquest ı´ndex k nome´s es fara` servir quan siga necessari, de manera
que cada element do´na lloc a una pe`rdua, donada per
`
(M,b)
ij = max
{
0, 1− yij
(
b− dMij
)}
. (3.19)
Finalment, el me`tode POLA (Pseudo-metric Online Learning Algorithm) ba-
sa la seua regla d’actualitzacio´ en projeccions sobre els conjunts de restriccions
segu¨ents
• Cij =
{
(M, b) ∈ Rn2+1|`(M,b)ij = 0
}
, que assegura que el valor de la pe`rdua
siga zero.
• Ca =
{
(M, b) ∈ Rn2+1|M  0, b ≥ 1
}
, el conjunt de restriccions sobre la
matriu M (que ha de ser PSD) i el llindar, necessa`riament major o igual
que 1.
Una extensio´ d’aquest me`tode e´s el treball [63], on s’estudia el me`tode POLA
amb un terme de regularitzacio´ afegit a la formulacio´ original.
3.3.2 Aproximacions en l´ınia basades en teoria de la infor-
macio´
El me`tode ITML presentat amb anterioritat, tambe´ disposa d’una formulacio´ en
l´ınia, sota un esquema de model regressiu [49]. L’algorisme rep en cada instant
k, un parell d’elements, xik , xjk juntament amb la dista`ncia desitjada dk. A
difere`ncia del cas per lots, que fa servir els valors u i l. La sequ¨e`ncia amb la qual
apre´n l’algorisme e´s similar a la segu¨ent
. . . , (xik , xjk , dk) ,
(
xi(k+1) , xj(k+1) , d(k+1)
)
, . . . (3.20)
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Despre´s de rebre en l’instant k el parell de punts juntament amb la dista`ncia
relativa com a condicio´, l’algorisme fa servir la matriu actual Mk per a predir la
dista`ncia dˆk = d
Mk
ikjk
entre el parell de punts donats.
En cada pas, l’algorisme minimitza la suma de la regularitzacio´ log det respecte
a la matriu anterior i una funcio´ de pe`rdua quadra`tica `k(M
k) = (dk − dˆk)2,
resolent en cada instant el problema d’optimitzacio´ segu¨ent
arg min
M0
Dld(M,M
k) + ηk`
M
k (3.21)
El para`metre ηk ajusta l’equilibri entre la proximitat del model i el compliment
de la restriccio´. La dista`ncia final sol ser lleugerament pitjor que la versio´ per lots
pero` l’algorisme pot ser me´s ra`pid.
Jain va presentar el me`tode LEGO [46], que consisteix en una variant de
l’ITML. E´s un algorisme en l´ınia que tambe´ esta` basat en un terme de regularit-
zacio´ log det que mesura la proximitat entre la matriu i una pe`rdua que penalitza
valors de dista`ncia diferents a l’objectiu. En cada pas de l’algorisme se submi-
nistra un parell, que do´na lloc a un nou problema d’optimitzacio´ que es resol
mitjanc¸ant descens per gradient. Al mateix treball s’estudia l’u´s d’altra funcio´ de
pe`rdua i es mostren experiments comparant el me`tode amb l’ITML per lots/en
l´ınia, LEGO i POLA. Els experiments mostren que l’ITML per lots ofereix millors
resultats en classificacio´, seguit per LEGO, ITML en l´ınia i finalment POLA.
3.4 Conclusions
En aquest cap´ıtol s’ha tractat d’oferir una visio´ general dels treballs recents en
aprenentatge de dista`ncies, amb un enfocament particularment basat en els mo-
dels, extensions i aplicacions. Un dels objectius principals d’aquest estudi ha estat
el de presentar les diferents te`cniques d’aprenentatge de dista`ncies en un marc
comu´. Malgrat que aquesta revisio´ de me`todes no fa just´ıcia amb tota la litera-
tura sobre l’aprenentatge de dista`ncies, si que s’ha presentat un subconjunt de
me`todes representatius de l’estat de l’art.
L’aprenentatge de dista`ncies promet seguir sent un camp ric d’investigacio´.
Mentre els me`todes lineals semblen ser bastant ben estudiats i compresos, els
me`todes no lineals segueixen atraient noves investigacions i idees. En particular,
l’ampliacio´ de me`todes no lineals per a l’aplicacio´ sobre grans conjunts de dades
segueix sent un problema dif´ıcil, i el desenvolupament de bases teo`riques so`lides
per als me`todes que impliquen dista`ncies locals roman oberta.
Les aplicacions d’aprenentatge de dista`ncies continuen apareixent, i s’espera
que continue avanc¸ant. Si be´ l’aprenentatge de dista`ncies ha estat molt utilitzat
per a tasques de visio´ per computador, les aplicacions segueixen apareixent en bi-
ologia, mu´sica, multime`dia, etc. S’espera que aquest tipus d’aplicacions ajudaren
a impulsar un major desenvolupament teo`ric i algor´ıtmic per a l’aprenentatge de
dista`ncies.
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Cap´ıtol 4
Aprenentatge basat en el
col·lapsament de classes
mitjanc¸ant un conjunt
d’elements representatius
Resum – El col·lapsament de les classes resulta ser una aproximacio´
efectiva per a l’aprenentatge de dista`ncies. El MCML e´s un me`tode
representatiu que es planteja al voltant d’aquesta idea geome`trica. En
aquest cap´ıtol es tracta de generalitzar el me`tode utilitzant nome´s alguns
elements en l’espai original, en lloc de tots dels elements disponibles.
Aquests elements, que anomenem punts base, actuen com a represen-
tants i es fan servir com a elements de refere`ncia per a establir relacions
de proximitat. La seua utilitzacio´, atorgara` millores computacionals
preservant l’efectivitat de les solucions del me`tode original.
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4.1 Introduccio´
Al Cap´ıtol 3.2.2, es va presentar el treball de Globerson & Roweis, [40], on s’intro-
dueix un algorisme per a l’aprenentatge de dista`ncies basat en el col·lapsament de
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les classes. En general, els me`todes de col·lapsament de les classes intenten aconse-
guir una situacio´ geome`trica ideal fonamentada en el fet que una bona dista`ncia
e´s aquella que fa que els elements de la mateixa classe estiguen propers i si-
multa`niament a major dista`ncia dels elements de diferent classe. Per aconseguir-
ho, es formula el problema convex d’optimitzacio´ (3.5), que esta` definit sobre
les distribucions de probabilitat pM (j|i) (parametritzades per una matriu M) i
p0(j|i) (la distribucio´ idealitzada que representa la situacio´ de col·lapsament de
les classes). El problema original es resol minimitzant la suma de les diverge`ncies
de Kullback-Leibler entre les distribucions p0 i p
M definides per a cada element
del conjunt d’entrenament.
En la resta del cap´ıtol es profunditza en el me`tode i es descriu una proposta
pro`pia que condueix a una millora computacional del mateix. En la Seccio´ 4.1.1,
s’il·lustra el me`tode utilitzant dades Gaussianes generades sinte`ticament amb la
intencio´ fonamental de mostrar diferents representacions per a les distribucions p0
i pM associades a un problema concret. En la Seccio´ 4.2, s’introdueix el concepte
de punts base i la seua aplicacio´ directa sobre el MCML. Per a deixar clar el
concepte, es repeteixen alguns dels exemples emprant els punts base. En la Seccio´
4.3, es presenten diverses particularitzacions dels me`todes, en concret definint
diferents inicialitzacions i te`cniques d’eleccio´ dels punts base. En la Seccio´ 4.4,
es desenvolupa l’estudi teo`ric al voltant del cost computacional del MCML i
de les propostes que fan servir punts base a trave´s d’un algorisme comu´. En
la Seccio´ 4.5, es presenta una a`mplia bateria d’experiments que comparen les
diferents propostes prenent al MCML com a me`tode de refere`ncia. Finalment, en
la Seccio´ 4.6 es realitza una petita discussio´ al voltant dels resultats obtinguts i
es realitzen algunes recomanacions sobre els me`todes.
4.1.1 Interpretacio´ gra`fica
Per tal d’il·lustrar les distribucions de probabilitat p0(j|i) i pM (j|i) utilitzades
en la formulacio´ del problema, s’ofereixen tres exemples amb diferents situaci-
ons espec´ıfiques generades de manera sinte`tica, utilitzant mostres particulars de
distribucions Gaussianes. Els conjunts sobre els quals es desenvolupen els exem-
ples estan formats per tres classes. Cada una d’aquestes esta` constitu¨ıda per una
Gaussiana diferent. Les Gaussianes generades tenen una matriu de covaria`ncia
proporcional a la matriu identitat i per a construir les diferents situacions es va-
ria la dista`ncia entre les mitjanes de cada classe. Les tres situacions que s’han
seleccionat so´n:
• Classes col·lapsades: es correspon amb la situacio´ idealitzada en la que les
tres classes estarien col·lapsades en tres punts diferents infinitament allu-
nyats entre ells (es representara` de manera aproximada en l’exemple).
• Classes separables: aquesta situacio´ es refereix a que les tres classes so´n
linealment separables entre elles, e´s a dir, existeixen hiperplans que separen
les classes dues a dues.
• Classes solapades: en aquesta situacio´ no e´s possible separar les classes de
manera lineal dues a dues.
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Suposant que la matriu M e´s coneguda i prenent les dades organitzades segons
l’etiqueta de classe, es consideren per a les distribucions p0(j|i) i pM (j|i) les
segu¨ents representacions:
• Matricial, mitjanc¸ant una matriu que recull en la posicio´ fila j, columna i,
el valor en l’escala de grisos associat a la probabilitat corresponent a xi, xj .
• Gra`fica (d’una funcio´ d’una variable). Es pren un element concret de M i
es considera com a variable la resta d’elements. Sota aquesta representacio´,
p0 apareix com una funcio´ esglaonada i p
M es pot interpretar com una
aproximacio´ a p0 amb una certa quantitat de soroll.
La representacio´ matricial il·lustra de manera global una distribucio´ de proba-
bilitat discreta (p0 o p
M ) sobre les dades, i la representacio´ gra`fica il·lustra els
valors de probabilitat d’un element concret contra tots els elements d’entrena-
ment. Aquestes representacions es fan servir per a il·lustrar els exemples que es
presenten a continuacio´.
Exemple 4.1. La Figura 4.1 il·lustra la situacio´ (aproximada) de col·lapsament
de les classes juntament amb les representacions adients. Les dades originals es-
tan representades en 4.1(a), i la seua situacio´ permet discriminar amb claredat les
diferents classes. Les representacions com a funcio´ d’una variable de p0(j|i = 135)
i pM (j|i = 135) de l’element x135 ∈M (i = 135, que pertany a la classe 2 repre-
sentada amb el s´ımbol (+) en roig) apareixen en 4.1(b). En particular, els valors
de pM (j|i = 135) estan relativament pro`xims dels de p0(j|i = 135). Els valors de
probabilitat so´n majors per als elements de la classe 2, la qual cosa indica una
major similitud amb aquesta etiqueta. Quant a les representacions matricials, p0
apareix en 4.1(c) i pM en 4.1(d). El color blanc en els blocs matricials de la dia-
gonal indiquen valors normalitzats de probabilitat pro`xims a 1, que e´s correspon
amb el color blanc, mentre que els que no estan en la diagonal so´n me´s baixos i
pro`xims a 0 (que es correspon amb el color negre).
45
“tesi” — 2014/12/11 — 19:57 — page 46 — #68
4. Aprenentatge basat en el col·lapsament de classes mitjanc¸ant un conjunt
d’elements representatius
0
1
2
0
1
2
−0.5
0
0.5
Caracter´ıstica 1
Dades Gaussianes col·lapsades
Caracter´ıstica 2
C
a
ra
ct
er´
ıs
ti
ca
3
(a) Dades sinte`tiques generades
0 100 200 300
0
2
4
6
8
10
12
14 x 10
−3
element i
va
lo
r
d
e
p
ro
b
a
b
il
it
a
t
pM (j |i = 135)
p0(j |i = 135)
(b) Distribucio´ ideal i real associada a un
element de la classe cercle
element i
el
em
en
t
j
p0(j |i)
50 100 150 200 250 300
50
100
150
200
250
300 0
0.5
1
1.5
2
2.5
3
3.5
4x 10
−3
(c) Matriu p0 que s’ha d’aproximar
element i
el
em
en
t
j
pM (j |i)
50 100 150 200 250 300
50
100
150
200
250
300 0
0.5
1
1.5
2
2.5
3
3.5
4x 10
−3
(d) Matriu amb la distribucio´ de les dades
sinte`tiques
Figura 4.1: (a) situacio´ (aproximada) de col·lapsament de les classes; (b) distri-
bucions p0 i p
M associades l’element x135 respecte a M; (c) matriu representada
en escala de grisos p0; (d) matriu p
M associada a la mostra.
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Exemple 4.2. En la Figura 4.2 s’il·lustra la situacio´ de separacio´ de les clas-
ses i les representacions gra`fiques de les distribucions p0 i p
M corresponents. Les
dades originals estan representades en 4.2(a), i la seua situacio´ encara permet
discriminar a mitjanc¸ant hiperplans les diferents classes 2 a 2. Les representaci-
ons com a funcio´ d’una variable de p0(j|i = 135) i pM (j|i = 135) de l’element
x135 ∈ M (i = 135) apareixen en 4.2(b). Els valors de probabilitat de pM han
empitjorat respecte del cas de col·lapsament a pesar d’estar encara en una situa-
cio´ de separacio´ de les classes. Quant a les representacions matricials, p0 apareix
en 4.2(c) i pM en 4.2(d). El paregut entre elles ha empitjorat respecte de la situ-
acio´ de col·lapsament. Encara que e´s relativament bo, existeix confusio´ entre els
elements de la mateixa classe.
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Figura 4.2: (a) separacio´ de les classes; (b) distribucio´ associada a l’element x135
juntament amb l’ideal; (c) matriu p0; (d) matriu associada a la mostra 4.2(d).
Exemple 4.3. En la Figura 4.3 s’il·lustra una situacio´ en que` les classes
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estan solapades, juntament amb les diferents representacions gra`fiques de les dis-
tribucions p0 i p
M . Les dades originals estan representades en 4.3(a), i la seua
situacio´ no permet discriminar les classes mitjanc¸ant hiperplans. La representa-
cio´ com a funcio´ d’una variable de p0(j|135) i pM (j|135) de l’element x135 ∈ M
(i = 135) apareixen en 4.3(b), i la difere`ncia entre les distribucions s’accentua
me´s que en els exemples anteriors.Les representacions matricials p0 i p
M aparei-
xen en 4.3(c) i 4.3(d), respectivament. El fet que les representacions siguen tan
diferents permet establir que la distribucio´ pM esta` relativament lluny de p0.
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Figura 4.3: (a) solapament de les classes; (b) distribucio´ ideal i associada a l’e-
lement x135 de la mostra d’entrenament; (c) matriu p0; (d) matriu p
M de la
mostra.
48
“tesi” — 2014/12/11 — 19:57 — page 49 — #71
4. Aprenentatge basat en el col·lapsament de classes mitjanc¸ant un conjunt
d’elements representatius
4.2 MCML amb punts base
Un dels problemes de l’algorisme MCML, especialment en la versio´ convexa, esta`
relacionat amb el cost computacional per iteracio´. Una estrate`gia per millorar
aquest problema preservant l’enfocament original consisteix a no considerar tots
els elements disponibles sino´ un conjunt d’elements que actuen com a repre-
sentants. Aquests elements els denominarem punts base (tambe´ anomenats com
landmarks o anchor points en angle`s) i es faran servir com elements de refere`ncia
a partir dels quals prendre dista`ncies a la resta d’elements del conjunt d’entrena-
ment.
La utilitzacio´ d’un conjunt de punts referents, models o prototips (com els
punts base) es comu´ en altres contexts [61, 87]. El MCML amb punts base e´s
una generalitzacio´ del me`tode i depenent de l’eleccio´ d’aquests pot obtindre’s
exactament el MCML original.
Fins ara, s’ha fet servir el conjunt d’entrenament M per establir relacions i
calcular dista`ncies entre els seus elements. Ara, es defineix un altre conjunt de
punts base
Y = {y1, y2, . . . , yp}, yj ∈ Rd, 1 ≤ j ≤ p, (4.1)
on l’element yj ∈ Y pertany a la classe c˜j ∈ {1, 2, . . . , c}. Els elements d’aquest
conjunt Y poden perta`nyer al conjunt M, o no, segons siga convenient. S’obri
aix´ı una direccio´ de recerca al voltant de l’eleccio´ particular d’aquest conjunt Y .
La intencio´ fonamental a l’hora d’emprar punts base e´s situar estrate`gicament
elements en l’espai original, Rd, fent de referents, per tal d’apropar o allunyar els
punts a aquests. Ac¸o`, transforma la idea de col·lapsar les classes a l’establiment
d’agrupaments forc¸ats al voltant dels punts base [71, 70].
D’altra banda, l’eleccio´ del conjunt de punts base Y pot ser arbitra`ria i nome´s
queda restringida a l’espai en que` treballem, Rd. Pero` segons si la quantitat
d’aquests e´s menor, igual o major que la quantitat de mostres en el conjunt M
tindrem que les matrius corresponents a p0(j|i) i pM (j|i) amb 1 ≤ i ≤ p, 1 ≤ j ≤ n
seran quadrades si n = p, o no quadrades quan n < p (el nombre de punts base
supera al nombre de mostres) o n > p. Aquest u´ltim e´s el cas me´s interessant,
i sobre el qual anem a fer l’estudi. Cal destacar que en el cas particular en que`
Y =M el me`tode e´s el MCML original.
L’objectiu principal d’aquesta idea e´s fer |Y | << |M |, sense perdre efecti-
vitat. E´s a dir, prendre un conjunt Y de granda`ria inferior a la granda`ria de la
mostra pero` amb la suficient representativitat per tal de preservar l’efectivitat
del me`tode original.
A continuacio´ es reprodueixen les condicions de l’Exemple 4.2, fent u´s de punts
base triats aleato`riament dins del conjunt de Gaussianes generat. En aquest cas,
les matrius corresponents a p0(j|i) i pM (j|i) ja no so´n quadrades de granda`ria
n × n i passen a ser de granda`ria p × n. Tambe´ deixen de ser sime`triques pero`
conserven l’estructura original.
Exemple 4.4. Per a construir l’exemple s’ha tornat a generar un conjunt
de dades sinte`tiques consistent en tres distribucions Gaussianes, de manera que
cadascuna te´ assignada una classe diferent representades amb creus, asteriscs i
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cercles. En la Figura 4.4 s’ha fet servir com a conjunt Y una mostra aleato`ria
del 10% dels elements de cada classe.
En la Figura 4.4(a), apareixen les classes separades dos a dos, i els elements
marcats amb quadrats negres representen els punts base seleccionats. En la Figura
4.4(b) s’il·lustra que els valors de la distribucio´ pM so´n similars als de p0 encara
que existeix variabilitat poden diferenciar-se rangs diferents per a cada classe. En
les Figures 4.4(c) i 4.4(d) apareixen les representacions matricials de les distri-
bucions de manera global. Les matrius so´n a simple vista, relativament paregudes,
mantenint l’estructura a blocs.
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Figura 4.4: El conjunt Y esta` format per una mostra aleato`ria del 10% de M.
En aquest cas les classes estan separades 4.4(a) i observem en 4.4(b) que pM
restringida a un punt en particular queda distant de complir l’objectiu. La matriu
ideal 4.4(c) i la matriu associada a la mostra 4.4(d) tampoc no s’aproximen.
Com s’observa en aquest exemple, s’ha redu¨ıt la granda`ria de les matrius de
les distribucions p0 i p
M . Aquest canvi en la granda`ria es tradueix en una reduccio´
del cost computacional del MCML.
4.3 Particularitzacions del me`tode
Fins ara s’ha parlat del MCML i s’han introdu¨ıt els punts base com una pos-
sible extensio´ gene`rica per a aquest me`tode. En aquesta seccio´, es fa mencio´ a
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diferents tipus d’inicialitzacio´ i de te`cniques per a seleccionar-los. S’ha intentat
triar un conjunt representatiu de te`cniques que permeten estudiar amb detall el
comportament de l’algorisme.
4.3.1 Inicialitzacions
Tant el MCML com les extensions amb punts base d’aquest me`tode requerei-
xen d’una matriu PSD per a la seua inicialitzacio´. En particular, el conjunt de
possibles matrius ha sigut redu¨ıt a 4 diferents:
• la matriu identitat (I),
• la de Mahalanobis (Mah.),
• la matriu resultant d’aplicar el me`tode discriminant lineal de Fisher (LDA).
S’utilitza la transformacio´ lineal W ∈ R(c−1)×d, a un subespai de dimensio´
el nombre de classes menys 1 (c− 1), obtinguda mitjanc¸ant aquest me`tode
de manera que M = W>W e´s la matriu que defineix la dista`ncia d’inici.
• Per u´ltim, una matriu amb valors propis en el rang [0,1] (Aleat.). Per a
construir-la, primer es genera una matriu aleato`ria de granda`ria d × d; se-
gon es realitza una descomposicio´ en valors i vectors propis; i finalment es
reemplac¸a la matriu diagonal amb els valors propis per una matriu amb d
valors igualment espaiats entre 0 i 1.
4.3.2 Eleccio´ de punts base
En aquest estudi es consideren tres alternatives, que es diferencien en la forma
de seleccionar el conjunt de punts base:
• la primera, fixant el conjunt Y a l’inici de l’algorisme (mitjanc¸ant un mos-
treig aleatori sobre M) i preservant l’eleccio´ inicial durant tot el proce´s
d’optimitzacio´. Aquesta versio´ rep el nom de FIX, [71].
• La segona, permet definir novament Y al llarg de l’aprenentatge de la
dista`ncia. En aquest cas, es recalcula Y al llarg del proce´s d’optimitzacio´,
realitzant un mostreig aleatori sobre M. Aquesta versio´ s’anomena CAN
[72], perque` el conjunt de punts base e´s canviant.
• Per completar l’estudi, es considera una tercera versio´ que tambe´ es mante´
fixa i la denotarem com KMN. En aquest cas, s’utilitza l’algorisme de les
k−mitjanes per a cada classe (de M) de la segu¨ent manera: es realitza
un agrupament per classes amb tants clu´sters com elements te´ Y , despre´s
s’agafa com a u´nic representant de cada clu´ster la mitjana d’aquest.
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4.4 Estudi de la complexitat
L’algorisme original del treball on es va presentar el MCML esta` basat en un
descens per gradient combinat amb successives projeccions ortogonals sobre el
con de les matrius Semi Definides Positives. Per a l’experimentacio´ s’ha fet servir
un me`tode de minimitzacio´ paregut a l’utilitzat pels autors i que pot trobar-se
en [90]. La forma me´s senzilla d’estudiar el cost computacional pot fixar-se amb
un descens per gradient de longitud (de pas) fixa per a tot l’algorisme. L’objectiu
e´s tindre una versio´ senzilla d’interpretar i que a l’hora siga la part central de les
diferents versions per tal de comparar-les posteriorment.
Abans d’introduir l’algorisme cal donar l’expressio´ del gradient del criteri ori-
ginal del MCML (Equacio´ (3.5)). Aquest pot escriure’s en funcio´ del conjunt de
punts base Y de la manera segu¨ent
∇fMCML(M,Y ) =
n∑
i=1
p∑
j=1
(p0(j|i)− pM (j|i))(xi − yj)(xi − yj)>. (4.2)
Aquesta expressio´ e´s la direccio´ de major descens en la superf´ıcie del criteri que
s’ha de minimitzar. Una vegada definit el gradient pot introduir-se l’Algorisme 1,
que` e´s la pec¸a fonamental de l’estudi comparatiu de les diferents versions presen-
tades.
Algorisme 1 MCML generalitzat amb punts base
Entrada: X = {xi}ni=1 , Y = {yj}pj=1 . //conjunt d’objectes i
punts base
Entrada: M0. //model inicial
Entrada: versio´, tol, , iterMax. //versio´
(FIX/CAN/KMN),
tolera`ncia, longitud del
pas i iteracio´ ma`xima
Eixida: M . //matriu apresa
1: t = 0
2: repetir
3: calcula pM
t
4: calcula ∇fMCML(M t, Y )
5: M˜ t+1 = M t − ∇fMCML(M t, Y )
6: {λr, vr}dr=1 = descomposar(M˜ t+1)
7: M t+1 =
∑d
r=1 max{0, λr}vrv>r //λr,vr valors i vectors
propis de M˜t+1
8: si versio´ = CAN aleshores
9: recalcula(Y )
10: fi si
11: t = t+ 1
12: M t+1 = M t
13: fins que ‖∇fMCML(M t, Y )‖ ≤ tol o t ≥ iterMax
14: M = M t+1
El ca`lcul de pM requereix la construccio´ d’una matriu de granda`ria p×n. Per
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tant, el seu cost computacional depe`n de la quantitat d’elements enM, n, i de la
quantitat de punts en Y , p. En el cas del MCML, pot aprofitar-se que Y = X, i
fer servir l’estructura sime`trica de la matriu pM (j|i), requerint un total de n(n−1)2
repeticions de les operacions necessa`ries per calcular pM (equacio´ (3.3)). Aquesta
xifra contrasta amb les p(n−1)2 operacions necessa`ries en el cas Y ⊂ M, i p(n+1)2
en el cas Y 6⊂ M.
El ca`lcul del gradient ∇fMCML(M,Y ), consisteix en una combinacio´ lineal de
matrius sime`triques de rang 1 i granda`ria d × d. Cada una pot calcular-se amb
un cost de d(d+1)2 productes escalars de dimensio´ d. En el cas Y = M caldria
repetir-les n(n−1)2 vegades, mentre que serien
p(n−1)
2 vegades en el cas Y ⊂M, i
p(n+1)
2 vegades en el cas Y 6⊂ M. Finalment, la descomposicio´ en valors i vectors
propis te´ un cost computacional estimat en d3.
En la taula 4.1, apareix la complexitat de les diferents etapes de l’Algorisme 1.
Taula 4.1: Complexitat de les diferents etapes de l’Algorisme 1, per al MCML i
les versions amb punts base.
l´ınia/me`tode MCML FIX/KMN CAN
pas 3 O(n2d2) O(pnd2) O(pnd2)
pas 4 O(n2d2) O(pnd2) O(pnd2)
pas 5 O(d2) O(d2) O(d2)
pas 6 O(d3) O(d3) O(d3)
pas 9 - - O(p)
Es poden escriure els costs per iteracio´ del MCML i del MCML amb punts
base, respectivament, com
TMCML(n, d) = O(n2d2) +O(d3), (4.3)
TFIX(n, p, d) = O(pnd2) +O(d3), (4.4)
TCAN(n, p, d, ρ) = O(pnd2) +O(d3) +O(p), (4.5)
TKMN(n, p, d,~k,~c) = O(pnd2) +O(d3). (4.6)
De l’Equacio´ 4.3, es pot concloure que el MCML te´ una complexitat quadra`tica
tant per a la dimensio´ com per al nombre de punts del conjunt d’entrenament.
D’altra banda, el me`tode FIX (equacio´ 4.4) te´ complexitat pn, passant d’un ordre
quadra`tic a un ordre lineal en n (p << n). El me`tode CAN (equacio´ 4.6) te´ un
terme que depe`n de p que es correspon amb la seleccio´ de Y en cada iteracio´ i
que no modifica el cost asimpto`tic. El me`tode KMN requereix el ca`lcul de les
k−mitjanes per a cada classe pero` el cost per iteracio´ e´s el mateix. Per tant, l’u´s
dels punts base en el MCML redueix en un grau la complexitat de quadra`tic a
lineal sobre la quantitat d’elements amb els quals s’entrena.
4.5 Avaluacio´
Per tal d’avaluar les propostes presentades en aquest cap´ıtol s’ha desenvolupat
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tota una bateria d’experiments. En primer lloc, es proposen experiments amb
diferents inicialitzacions per tal d’avaluar els valors del criteri i tractar d’establir
quina inicialitzacio´ e´s millor a efectes pra`ctics. A aquests efectes s’han emprat els
4 me`todes descrits en 4.3.1 (I, Mah., LDA i Aleat.). Posteriorment, s’utilitza la
millor inicialitzacio´ resultant per a avaluar els me`todes de seleccio´ de punts base
proposats en la seccio´ 4.3.2 (FIX, CAN i KMN). En tots els casos, s’han dissenyat
experiments de classificacio´, per tal d’avaluar la bondat de les matrius obtingudes
amb els diferents me`todes. A me´s a me´s, s’han analitzat els temps computacionals
per a poder comparar en la pra`ctica les possibles difere`ncies entre els algorismes.
Finalment, les propostes s’han comparat estad´ısticament, en termes d’error de
classificacio´ per a tractar d’establir una recomanacio´.
Totes les aportacions d’aquesta tesi estan recolzades mitjanc¸ant una exhaus-
tiva experimentacio´ sobre un conjunt de bases de dades que es pot definir com a
esta`ndard en la literatura relacionada amb l’aprenentatge de dista`ncies. Aquest
conjunt de 15 bases de dades pu´bliques s’introdueix amb me´s nivell de detall en
l’Ape`ndix A.
4.5.1 Avaluacio´ de l’efecte de la inicialitzacio´
Com a primera aproximacio´ i per tal d’avaluar la bondat de les diferents matrius
d’inici, s’han dut a terme experiments amb els me`todes FIX i CAN, sobre totes
les bases de dades. S’ha establit que una solucio´ e´s millor que altra en base a
que el seu valor de criteri, fMCML, siga menor. El nombre ma`xim d’iteracions
s’ha fixat a 100 en base a experiments orientatius previs. En aquesta seccio´ es
mostren resultats de la mitjana de l’evolucio´ del valor de criteri (dividit per p).
Aquestes mitjanes corresponen a un total de 10 repeticions independents de la
particio´ d’entrenament i test en un percentatge del 50%. En concret, es mostra
un valor de p representatiu sobre les bases de dades malaysia i soyL. Les gra`fiques
corresponents a la resta de bases de dades es mostren en l’Ape`ndix B.1.
En la Figura 4.5, apareix l’evolucio´ del valor mitja` del criteri per a les dife-
rents matrius d’inici sobre la base de dades malaysia. La granda`ria de Y e´s el
25% del cardinal de M. Les matrius amb major valor de criteri so´n les correspo-
nents a LDA, seguit de Mah. Les matrius Aleat mostren un valor inicial pitjor i
quasi ide`ntic al de la matriu I. Finalment, totes les inicialitzacions pareixen haver
convergit en una solucio´ amb un valor de criteri similar.
La Figura 4.6 il·lustra els mateixos resultats per a la base de dades soyL amb
|Y | = 0.125|M |. La inicialitzacio´ amb Mah. empitjora significativament respecte
a la resta. A me´s, els resultats mostren una converge`ncia me´s lenta quan s’utilitza
el me`tode CAN. Finalment, destacar que en aquest cas, les inicialitzacions I i
Aleat. pareixen conduir als millors resultats, independentment de la utilitzacio´
de FIX o CAN.
L’evolucio´ dels criteris en malaysia i soyL poden considerar-se com a il·lustratius
de la resta de bases de dades (Ape`ndix B.1). Els diferents inicis es comporten de
manera molt similar entre les versions FIX i CAN. A la vista dels resultats, les
millors opcions d’inici so´n les matrius I i Aleat encara que les difere`ncies entre
els dos inicis so´n molt menudes: les dos arriben a un valor de criteri en el qual els
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Figura 4.5: Valors de criteri amb les diferents inicialitzacions en la base de dades
malaysia.
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me`todes pareixen haver convergit abans de les 100 iteracions fixades con a ma`xim.
Aix´ı doncs, finalment s’ha comprovat emp´ıricament que el nombre ma`xim d’ite-
racions fixat a 100 assegura la converge`ncia dels me`todes i s’ha seleccionat com
a matriu d’inici la identitat per a totes les versions estudiades.
4.5.2 Avaluacio´ del me`tode de seleccio´ de punts base
Per tal d’avaluar la bondat de les matrius apresses s’ha dissenyat un experiment
basat en la classificacio´ sobre les de bases de dades pu´bliques seleccionades en la
tesi i que estan referenciades en l’Ape`ndix A. La intencio´ e´s estudiar les possibles
difere`ncies entre les versions proposades: FIX, CAN i KMN, prenent al MCML
com a me`tode de refere`ncia. El rendiment dels algorismes s’avalua en termes de
l’error de classificacio´ sobre el ve´ı me´s proper.
Totes les bases de dades s’han normalitzat linealment en el rang [0,1] inde-
pendentment per a cada caracter´ıstica. Els resultats que es presenten so´n una
mitjana de 10 repeticions independents. Els conjunts d’entrenament i de test s’-
han establit de manera aleato`ria, prenent 50% per a entrenament i 50% per a
test. D’acord amb els resultats de l’estudi de la Seccio´ 4.3.1, tots els me`todes
s’inicialitzen amb la matriu identitat i amb un ma`xim de 100 iteracions (valors
que asseguren a efectes pra`ctics la converge`ncia de tots els me`todes).
La diversitat en la granda`ria (nombre d’elements, n), de les bases de dades ha
donat lloc a l’eleccio´ d’un criteri per establir la quantitat de punts base a estudiar
en cada base de dades. Aquests valors so´n els mateixos per a les diferents versions
amb punts base: FIX, CAN i KMN. A banda del propi MCML que fa servir el
100% dels punts, la quantitat de punts base triats com a primer me`tode e´s del
50%, el segu¨ent el 25%, i es continua dividint successivament per 2, fins arribar
al cas en que` alguna classe continga un u´nic element. Tambe´ es contempla com a
cas l´ımit, un conjunt de punts base Y format per la mitjana de cada classe com
a u´nics representants.
La Figura 4.7 il·lustra els valors d’error de classificacio´ amb el ve´ı me´s proper
sobre les bases de dades soyS, wine, glass, ecoli i malaysia. En cada una de les
5 gra`fiques apareixen representades com a variable independent el nombre de
punts base (en percentatge per classe) fins arribar al MCML en la seua versio´
esta`ndard, i com a variable depenent el valor d’error associat. Els resultats de
classificacio´ per a la base de dades soyS, que apareixen en 4.7(a), no mostren
cap difere`ncia entre els tres me`todes presentats. El pitjor valor d’error e´s per
al cas de la mitjana i l’augment de punts base fa millorar aquest valor d’error,
que es mante´ quasi constant a partir del 12.5%. Ac¸o` pareix indicar que un valor
relativament baix per a la granda`ria de Y e´s adequat per a aquest problema
particular. Els resultats per a la base de dades wine en 4.7(b) tenen una variacio´
relativament gran pero` realment es tracta de l’escala que s’esta` emprant. En
concret, les desviacions esta`ndar varien entre un 0.5% i quasi un 5% d’error i a
simple vista no poden establir-se difere`ncies entre els 3 me`todes. Per a la base de
dades glass, els resultats mostren una tende`ncia a empitjorar (per als 3 me`todes)
segons augmenta el nombre de punts base, veure Figura 4.7(c). La penu´ltima
base de dades de la Figura e´s ecoli 4.7(d). En aquest cas, els resultats no mostren
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Figura 4.7: Errors de classificacio´ amb el 1 ve´ı me´s proper de les bases de dades:
soyS, wine, glass, ecoli i malaysia.
difere`ncies entre els 3 me`todes i l’increment en el nombre de punts base tampoc
mostra cap difere`ncia important. La uniformitat dels resultats pareix beneficiar
les versions amb pocs punts base, ja que, amb menor quantitat de punts s’obte´ el
mateix valor d’error. Finalment la base de dades malaysia 4.7(e), pareix mostrar
un comportament similar al d’ecoli.
La Figura 4.8, il·lustra els valors d’error de classificacio´ amb el ve´ı me´s proper
sobre les bases de dades: iono, balance, breast, chromo i mor. Els resultats per
a la base de dades iono 4.8(a), mostren un comportament paregut a l’anterior
base de dades soyS. Es pot observar que el me`tode KMN te´ menor valor d’error
al llarg de la corba d’error pero` no pot establir-se com una millora significativa
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Figura 4.8: Errors de classificacio´ amb el 1 ve´ı me´s proper de les bases de dades:
iono, balance, breast, chromo i mor.
respecte a la resta. Els resultats de la base de dades balance 4.8(b), il·lustren
el millor resultat d’error per al cas de la mitjana, millorant l’error del MCML.
L’augment del nombre de punts base empitjora l’error (per als primers valors)
i mostra converge`ncia cap al resultat del MCML segons continua augmentant.
Per a aquesta base de dades, el millor valor e´s el de la mitjana, seguida de per-
centatges al voltant del 12.5%. A me´s, KMN e´s el me`tode que pareix ser me´s
robust per a aquest problema particular. L’evolucio´ de l’error respecte al nombre
de punts base per a breast 4.8(c), no mostra cap variacio´ significativa, igual que
les bases de dades wine, malaysia i ecoli. Valors menuts de p so´n suficients per
a obtindre relativament bons valors de classificacio´. D’altra banda, els resultats
per a la base de dades chromo 4.8(d), mostren un millor comportament en el cas
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de la mitjana i segons augmenta el percentatge de punts base l’error es mante´
pra`cticament constant. L’u´nica apreciacio´ e´s que el me`tode KMN pareix mostrar
millors resultats encara que no de manera significativa. En 4.8(e) s’il·lustren els
resultats per a la base de dades mor, que mostren una tende`ncia quasi constant
per al valor de l’error. Pareix que en aquest problema, la granda`ria del conjunt
de punts base no afecta a l’error i es pot destacar que en el cas de la mitjana el
valor d’error e´s lleugerament millor que el del MCML.
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Figura 4.9: Errors de classificacio´ amb el 1 ve´ı me´s proper de les bases de dades:
spam, satellite,soyL, Art100 i nist16.
La Figura 4.9, il·lustra els valors d’error de classificacio´ amb el ve´ı me´s proper
sobre les bases de dades: spam, satellite, soyL, Art100 i nist16. Els resultats de la
base de dades spam s’il·lustren en 4.9(a). En aquesta ocasio´, la mitjana mostra
un valor similar al del MCML. D’altra banda, l’algorisme KMN e´s el que menor
59
“tesi” — 2014/12/11 — 19:57 — page 60 — #82
4. Aprenentatge basat en el col·lapsament de classes mitjanc¸ant un conjunt
d’elements representatius
error ha come´s i el seu valor mı´nim s’ha obtingut per a 0.195%. Els resultats
de satellite que s’il·lustren en 4.9(b), tenen el millor valor d’error en el cas de la
mitjana i les barres d’error quasi no se solapen amb les del MCML, de manera que
esdevenen la millor opcio´. D’altra banda, segons augmenta el nombre de punts
base, l’error creix i s’estabilitza tornant a decre´ixer lleugerament a mesura que
s’apropa cap al MCML. De les tres versions, es pot dir que KMN torna a ser
la que millors resultats do´na. Els resultats per a soyL 4.9(c), mostren el mateix
comportament que les bases de dades soyS i iono: el pitjor resultat en el cas de
la mitjana i millores segons s’augmenta la granda`ria de Y . Per a la base de dades
Art100 4.9(d), els resultats so´n molt pareguts als de les bases de dades balance i
satellite: la mitjana do´na un valor d’error comparable al del MCML i empitjora
per a valors intermedis, mentre que per a valors propers al 50% s’estabilitza i
s’acosta me´s als resultats del MCML. Finalment, en la base de dades nist16 4.9(e),
els resultats mostren un bon comportament per al cas de la mitjana pero` aquest
empitjora segons augmenta el nombre de punts base i no torna a un bon valor
d’error fins al cas del MCML.
Com a conclusio´ i resumint, es pot dir que la utilitzacio´ de punts base mante´
el comportament del MCML (millorant-lo en alguns casos particulars), per a va-
lors de p redu¨ıts i adequats. L’error de classificacio´ per a la base de dades soyL,
Figura 4.9(c), mostra una tende`ncia a millorar lleugerament segons s’augmenta
la quantitat de punts base i el cas de la mitjana te´ el valor d’error me´s elevat per
a aquesta base de dades. Pot observar-se que la tende`ncia general de la corba de
l’error e´s ana`leg al de les bases de dades soyS (Figura 4.7(a)) i iono (Figura 4.8(a)).
En la base de dades chromo (Figura 4.8(d)), el cas de la mitjana resulta ser mi-
llor resultat de classificacio´ i la tende`ncia general dels me`todes es mante´ constant
segons creix p, al igual que succeeix per a la base de dades spam (Figura 4.9(a)).
El comportament per a les bases de dades balance (Figura 4.8(b)), nist16 (Figu-
ra 4.9(e)), Art100 (Figura 4.9(d)) e´s semblant al de satellite (Figura 4.9(b)), a
on la mitjana mostra el millor resultat d’error i la tende`ncia general e´s millorar
l’error segons augmenta p pero` no aconseguint el valor d’error de la mitjana. Les
bases de dades que no mostren cap tipus de millora ni empitjorament al fer vari-
ar la granda`ria de p so´n: wine (Figura 4.7(b)), malaysia (Figura 4.7(e)), breast
(Figura 4.8(c)), mor (Figura 4.8(e)) i ecoli (Figura 4.7(d)). Aquestes es caracte-
ritzen per conservar el valor d’error del MCML original i a l’hora mostrar un cost
computacional inferior, fet que es posara` de manifest me´s endavant.
Tests estad´ıstics
Les mitjanes mostrades no permeten establir un me`tode o`ptim entre les diferents
propostes (FIX, CAN i KMN) de manera objectiva . Aixo` e´s en part degut a la
variabilitat dels resultats. No obstant aixo`, es pot estudiar si algun dels me`todes
e´s sempre (e´s a dir, en cada experiment particular) significativament millor que
un altre mitjanc¸ant tests estad´ıstics basats en ordenacions [38].
Amb aquest propo`sit s’ha emprat un test de comparacions mu´ltiple de Fried-
man que estableix una ordenacio´. La Taula 4.2 mostra les mesures de les mitjanes
de les posicions en les ordenacions resultants (de me´s efectiu a menys). A la vista
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dels resultats podem establir que KMN e´s el millor en promig, seguit per CAN i
FIX. Encara que les difere`ncies entre CAN i FIX so´n menys clares.
Taula 4.2: Ordenacio´ promig dels diferents me`todes comparats.
Algorisme Classificacio´
KMN 1.67463
CAN 2.16304
FIX 2.16231
La Taula 4.3 mostra els p−valors ajustats corresponents al test post-hoc de
Holm, comparant els me`todes dos a dos.
Taula 4.3: Resultats del test de Holm (α = 0.05), la hipo`tesi nul·la e´s rebutjada
al nivell α i apareixen en negreta aquells valors menors que 0.05.
Algorismes p−valor p−valor ajustat
KMN vs. CAN 1.17137×10−19 3.51410×10−19
KMN vs. FIX 1.32529×10−19 3.51410×10−19
CAN vs. FIX 0.98926 0.98926
Pot concloure’s que existeixen difere`ncies significatives en quant a resultats de
classificacio´ entre els me`todes KMN i CAN, i tambe´ entre els me`todes KMN i FIX
pero` no entre FIX i CAN. Amb la qual cosa, es pot establir com a significativament
millor en l’experimentacio´ de classificacio´ al me`tode KMN.
Difere`ncies entre FIX i CAN
El me`tode CAN va ser introdu¨ıt amb l’esperanc¸a que fora me´s robust front a
l’eleccio´ dels punts base i que aixo` es reflectira` en un millor comportament. En
canvi, cap dels tests permet observar difere`ncies significatives respecte a FIX.
Per tal d’estudiar amb me´s detall els dos me`todes es realitza una comparacio´ dels
me`todes FIX i CAN, a on es mesura la difere`ncia d’error entre el resultat de cada
execucio´ dels dos me`todes. La intencio´ e´s observar quin dels dos me`todes e´s me´s
robust en cada repeticio´ de l’experiment.
En particular, s’ha dissenyat l’experiment comparatiu de la manera segu¨ent:
dels possibles valors de p (de granda`ria de Y ) assignats, hem exclo`s el cas del
MCML (Y = X), 50% i el cas extrem de la mitjana. De manera que per a
cadascun dels restants valors de p, es mesura la difere`ncia d’error entre els dos
me`todes. Els valors positius fan refere`ncia a un millor resultat per al me`tode CAN
i valors negatius ho fan per a FIX. Per a cada base de dades, es tria el major
increment (en valor absolut) de les 10 repeticions que s’han fet a l’experiment i
aquest valor ∆ = maxi=1,...,10
CANi−FIXi
σ , a on σ e´s la desviacio´ esta`ndard en els
errors CAN i FIX per a tot i, s’il·lustra en la Figura 4.10. Aix´ı doncs, els valors que
queden fora de la zona ombrejada e´s per que mostren un resultat significativament
millor i en concret me´s de dues vegades la desviacio´ esta`ndard total dels resultats
de cada base de dades. Els resultats de la Figura 4.10, indiquen que el me`tode
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Figura 4.10: Representacio´ gra`fica de les difere`ncies entre els errors de FIX i CAN
sobre les 15 bases de dades.
CAN guanya amb me´s de 2σ en 5 de les 15 bases de dades de l’experimentacio´,
mentre que el me`tode FIX no ho fa en cap.
Es pot concloure que encara que en promig els dos me`todes so´n indistingibles,
FIX pra`cticament mai mostra una millora significativa respecte a CAN. Per a 5
de les bases de dades (iono, mor, spam, Art100 i nist16) el me`tode CAN mostra
una millora respecte a FIX al que supera en almenys 2σ i fins a 5σ per a iono o
4σ en la base de dades mor.
4.5.3 Temps d’execucio´
Els temps d’execucio´ de cada un dels me`todes estudiats en aquest cap´ıtol han
sigut recollits durant l’experimentacio´. A continuacio´, en les Figures 4.11 i 4.12
apareixen els temps calculats per iteracio´.
A la vista dels resultats es pot concloure que existeixen difere`ncies significati-
ves en els temps d’execucio´ entre el MCML i els tres me`todes: FIX, CAN i KMN.
En particular, a partir del primer valor de punts base 50% els tres me`todes so´n
me´s ra`pids que el MCML. Aquesta millora temporal va en augment segons es
redueix el nombre de punts base. Aquest comportament se satisfa` per a totes les
bases de dades emprades en l’experimentacio´. Tambe´ existeixen difere`ncies signi-
ficatives entre una versio´ (de FIX, CAN o KMN) i la immediatament major en
quant a nombre de punts base.
D’aquesta manera pot concloure’s que la utilitzacio´ de punts base redueix
el cost computacional del MCML de manera significativa i a l’hora preserva la
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Figura 4.11: Temps d’execucio´ dels me`todes FIX, CAN, KMN i MCML (repre-
sentat amb el 100%), per a les bases de dades (de dalt a baix i d’equerra a dreta):
soyS, wine, glass, ecoli, malaysia, iono, balance i breast.
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Figura 4.12: Temps d’execucio´ dels me`todes FIX, CAN, KMN i MCML (repre-
sentat amb el 100%), per a les bases de dades (de dalt a baix i d’equerra a dreta):
chromo, mor, spam, satellite, soyL, Art100 i nist16.
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efectivitat del me`tode original.
Ana`lisi dels temps computacionals de FIX i CAN
A partir dels temps d’execucio´ obtinguts en els experiments (il·lustrats amb an-
terioritat) es va a presentar un estudi sobre els temps relatius de les versions FIX
i CAN respecte als temps del MCML.
L’estudi teo`ric sobre la complexitat del MCML i les versions presentades con-
clo¨ıa amb un temps quadra`tic i lineal respectivament (en n). Per tal de mostrar
aquest comportament lineal del temps teo`ric de les versions amb punts base res-
pecte al nombre de punts en el conjunt d’entrenament es mostraran els temps
d’execucio´ relatius al MCML dels experiments. El me`tode FIX s’il·lustra en la
Figura 4.13(a) i el me`tode CAN en la Figura 4.13(b). El valor del temps relatiu
s’ha calculat de la manera segu¨ent
Tr =
T (n, d, p)
T (n, d)
∈ O(pnd
2)
O(n2d2) = O
( p
n
)
(4.7)
Aquests temps nome´s es mostren per als conjunts de punts base diferents a la
mitjana i al MCML original.
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(a) Temps relatius del me`tode FIX.
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(b) Temps relatius del me`tode CAN.
A les figures s’han inclo`s tambe´ les rectes ajustades per mı´nims quadrats.
Aquestes rectes s’han calculat fent servir tots els valors de temps relatius obtinguts
en la simulacio´ amb cada base de dades emprada en l’experimentacio´.
Les equacions de les rectes expressades mitjanc¸ant els intervals de confianc¸a
al 95% so´n
yFIX = ]1.033, 1.062[x+ ]0.01078, 0.01791[ , (4.8)
yCAN = ]1.028, 1.069[x+ ]0.01436, 0.02439[ , (4.9)
els intervals que apareixen en les rectes estan solapats, pero` pot observar-se un
poc me´s de variacio´ en el valor del pendent de CAN, encara que aquest no pareix
ser molt gran en relacio´ a FIX. Les equacions de les rectes expressades mitjanc¸ant
les mitjanes dels intervals de confianc¸a so´n les segu¨ents
yFIX = 1.048x+ 0.01435, (4.10)
yCAN = 1.048x+ 0.01937. (4.11)
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Les dos equacions de la recta (4.10), (4.11) tenen el mateix pendent de valor
pro`xim a 1. Ac¸o` representa una reduccio´ del temps lineal respecte al nombre
de punts base en els dos algorismes. El temps relatiu dels dos algorismes per al
cas x = 0.5 es reflecteix amb aproximadament la meitat temps del MCML, de
x = 0.25 amb un quart, etce`tera. Es pot concloure que l’u´s de punts base te´ una
complexitat lineal respecte al MCML que e´s directament proporcional al nombre
de punts base.
4.6 Discussio´
En aquest cap´ıtol s’han analitzat diferents propostes fent servir punts base en
el me`tode MCML. Sobre l’experimentacio´ duta a terme amb les tres versions
FIX, CAN i KMN pot establir-se que totes mantenen l’efectivitat en l’error de
classificacio´ quan es redueix considerablement el nombre de punts base. El me`tode
KMN e´s en la mitjana el me´s efectiu entre els me`todes avaluats probablement per
que els punts base representen millor el conjunt d’entrenament. Els me`todes que
fan servir punts base aleatoris funcionen en general pitjor. Generar nous punts
aleatoris en cada iteracio´ fa que els resultats siguen me´s robusts pero` ac¸o` no
compensa en promig. Tenint en compte totes les consideracions, es recomana la
utilitzacio´ del me`tode KMN amb un nombre relativament redu¨ıt de punts base,
al voltant del 10%. Aquesta configuracio´ es correspon a l’experimentacio´ amb un
valor d’error de classificacio´ comparable a l’obtingut amb el MCML i amb millores
en torn al 90% del temps requerit per a obtindre una solucio´ amb el MCML.
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Cap´ıtol 5
Aprenentatge en l´ınia
passiu-agressiu i extensio´
per mı´nims quadrats
Resum – L’aprenentatge per lots pot estar limitat per la granda`ria
del conjunt d’entrenament. L’elevat requeriment computacional fa que
determinats problemes siguen intractables degut a les limitacions f´ısiques
de les ma`quines. E´s per aixo` que l’aprenentatge en l´ınia es presenta com
una alternativa eficient per a enfrontar-se a aquesta situacio´. En aquest
cap´ıtol es descriu una famı´lia de me`todes d’aprenentatge de dista`ncies en
l´ınia i es desenvolupa un estudi al voltant de les diferents propostes de
manera teo`rica i pra`ctica mitjanc¸ant una experimentacio´ exhaustiva.
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5.1 Introduccio´
Alguns dels me`todes d’aprenentatge de dista`ncies me´s coneguts s’han introdu¨ıt
en el Cap´ıtol 3. En la seua majoria es caracteritzen per realitzar un aprenentatge
per lots. Aquest tipus d’aprenentatge requereix el conjuntM en la seua totalitat,
de manera que quan no esta` disponible e´s necessari emprar un altre paradigma
d’aprenentatge.
L’aprenentatge en l´ınia s’enfronta a problemes a on les dades arriben de ma-
nera sequ¨encial o en l´ınia, com per exemple en el processament de fluxos de
67
“tesi” — 2014/12/11 — 19:57 — page 68 — #90
5. Aprenentatge en l´ınia passiu-agressiu i extensio´ per mı´nims quadrats
dades. Aquesta varietat d’aprenentatge tambe´ pot resultar u´til quan l’objectiu
e´s aprendre un model que canvia al llarg del temps.La utilitzacio´ de me`todes
d’aprenentatge en l´ınia e´s tambe´ interessant quan el conjunt M esta` disponible
pero` no pot ser processat (o emmagatzemat) degut a les limitacions f´ısiques de
la ma`quina en la qual es desenvolupa l’aprenentatge.
En un esquema d’aprenentatge en l´ınia (com el de la Figura 3.9), l’u´nica
informacio´ disponible en cada instant e´s la mostra me´s recent (juntament amb la
seua etiqueta). Ac¸o` redueix les necessitats de memo`ria i demanda computacional
al mı´nim.
En la Seccio´ 5.2 d’aquest cap´ıtol es formula un me`tode d’aprenentatge de
dista`ncies per lots a trave´s d’un problema d’optimitzacio´ regularitzat amb res-
triccions. Les aportacions en l´ınia que s’introdueixen es formulen a partir d’aquest
algorisme. En la Seccio´ 5.3, es plantegen diferents formulacions en l´ınia sota un
esquema Passiu-Aggressiu. Finalment, la Seccio´ 5.4 recull tota l’experimentacio´
relativa a la famı´lia de me`todes en l´ınia presentats juntament amb les conclusions.
5.2 Aprenentatge de dista`ncies mitjanc¸ant maxi-
mitzacio´ del marge
Una manera de formular l’aprenentatge de dista`ncies e´s mitjanc¸ant la maximit-
zacio´ del marge entre els valors de les dista`ncies. Per a aixo`, es consideren els
valors de les dista`ncies com a quantitats escalars que seran relativament grans
(o petites), depenent de si fan refere`ncia a parells d’elements de diferent classe
(o mateixa classe). A me´s, aquests valors de dista`ncia estaran separats idealment
quan la dista`ncia siga o`ptima per a discriminar-los.
La Figura 5.1 il·lustra un histograma en que` s’han representat els valors de
dista`ncia corresponents a parells d’elements similars i dissimilars. En aquest, els
valors de dista`ncia entre elements similars so´n clarament inferiors al dels elements
dissimilars.
Una possible formulacio´ consisteix a maximitzar el marge de separacio´ entre
ambdo´s tipus de dista`ncies. Es pot pensar en una solucio´ ideal com aquella que
maximitza el marge de separacio´ d’acord amb el principi de minimitzacio´ del
risc estructural [92]. Pero` en el cas (me´s habitual) en que` les restriccions no es
poden satisfer, e´s a dir, no pot establir-se un marge o`ptim entre els valors de
les dista`ncies pot contemplar-se la utilitzacio´ del que es coneix com un marge
tou. Aquesta alternativa flexibilitza la condicio´ de marge i permet intrusions dels
valors de les dista`ncies respecte del marge. Habitualment es tracta d’optimitzar
les intrusions i establir una mesura per controlar-les, amb la conviccio´ que una
bona dista`ncia e´s aquella en que tant el nombre com la intensitat de les intrusions
siga mı´nima.
Denotem per b ∈ R el punt central del marge de separacio´ o`ptim. Al valor b
l’anomenarem llindar, ja que e´s el valor de dista`ncia que millor separa les mostres
similars i dissimilars. A me´s, fixem un valor del marge de separacio´ de 2 i establim
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Figura 5.1: Histograma de dista`ncies d’una situacio´ idealitzada de maximitzacio´
del marge entre valors de dista`ncies.
les restriccions:
dMij ≤ b− 1, si yij = 1,
dMij ≥ b+ 1, si yij = −1,
o, en una forma me´s compacta
yij(b− dMij ) ≥ 1. (5.1)
Sota aquesta formulacio´, analitzem els casos separable i no separable.
5.2.1 Cas separable
El problema d’aprendre una dista`ncia que maximitze el marge es pot formular
d’una manera similar a la manera en que` es fa amb ma`quines de vectors su-
port [80]. En particular, s’estableix un valor fix per aquest marge i l’objectiu
passa a ser la minimitzacio´ d’un regularitzador sotme`s a restriccions sobre aquest
marge. En particular, s’utilitza com a regularitzador la norma de Frobenius que
e´s el me´s habitual [54, 81].
Les restriccions de l’Equacio´ (5.1), juntament amb el criteri de regularitzacio´
i la restriccio´ PSD, donen lloc a un problema d’optimitzacio´ quadra`tica que es
pot resoldre de diverses maneres [98, 77]. La seua resolucio´ ens do´na la matriu
M i el valor b que separa de manera o`ptima ambdo´s tipus de valors de dista`ncia.
Aquest problema pot formular-se de la manera segu¨ent
min
M,b,ξ
1
2
‖M‖2Fro,
tal que yij(b− dMij ) ≥ 1,
M  0, ∀1 ≤ i < j ≤ N,
(5.2)
on N = n(n−1)2 so´n tots els possibles parells sense repeticions per a n elements.
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5.2.2 Cas no separable
Independentment d’altres consideracions, les restriccions del problema (5.2) po-
den modificar-se per tenir en compte el cas no separable mitjanc¸ant la introduccio´
d’una variable de folganc¸a (no negativa) per a cada restriccio´. D’aquesta forma, les
restriccions en (5.2) es modifiquen afegint aquesta variable de la segu¨ent manera
yij(b− dMij ) ≥ 1− ξij . (5.3)
Aixo` s’ha de completar amb la inclusio´ d’un nou terme en el criteri d’op-
timitzacio´ que penalitze valors alts de les variables de folganc¸a. Altrament dit,
s’estableix un marge tou per a separar els dos tipus de valors de dista`ncia. Aixo`
e´s equivalent a minimitzar la pe`rdua bisagra associada amb tots els parells que
violen la separacio´ de marge (dur). Donat un model de dista`ncia (M, b) i un parell
(i, j), la corresponent pe`rdua bisagra ve donada com a
`
(M,b)
ij = max
{
0, p
(M,b)
ij
}
= max
{
0, 1− yij
(
b− dMij
)}
on anomenarem p
(M,b)
ij a la pe`rdua amb signe predit per al parell (i, j), quan
s’empra el model (M, b). Consequ¨entment, la restriccio´ en l’Equacio´ (5.3) pot
expressar-se com p
(M,b)
ij ≤ ξij o equivalentment com `(M,b)ij ≤ ξij .
L’objectiu doncs, e´s separar les dista`ncies amb un marge ma`xim. Aquest es
defineix formalment fent u´s de la coneguda formulacio´ de les ma`quines de vectors
suport amb marge tou, definit mitjanc¸ant les variables de folganc¸a ξij .
min
M,b,ξ
1
2
‖M‖2Fro + C
∑
ij
ξij ,
tal que `
(M,b)
ij ≤ ξij ,
ξij ≥ 0.
(5.4)
5.2.3 Solucio´ mitjanc¸ant programacio´ quadra`tica
Derivant el problema primal (5.4) i fent u´s del me`tode dels multiplicadors de
Lagrange, que s’explica amb me´s detall a l’Ape`ndix D, s’obte´ el problema dual
max
α
N∑
`=1
α` − 1
2
N∑
`,m=1
α`αmy`ym 〈Z`, Zm〉 ,
tal que
N∑
`=1
α`y` = 0,
0 ≤ α` ≤ C, 1 ≤ ` ≤ N,
(5.5)
a on 〈Z`, Zm〉 = Tr(Z>` Zm), fa refere`ncia al producte escalar entre les matrius
Z` = (xi` − xj`)(xi` − xj`)>, i l’´ındex ` fa refere`ncia al parell (i`, j`). L’expressio´
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que s’obte´ per a construir la matriu M es detalla en l’Ape`ndix D, i finalment ve
donada per:
M = −
∑
`∈ij
α`y`Z`. (5.6)
Ana`logament a les SVM, els vectors suport so´n els x` corresponents als α` > 0,
que estan exactament sobre el marge i satisfan y`(b−dM` ) = 1. De manera que es
pot deduir b − dM` = 1y` ⇔ b = dM` + y` (fent servir que 1y` = y`), el que permet
definir el valor b. En la pra`ctica, resulta me´s robust realitzar la mitjana sobre
tots els vectors suport, definim SV com el conjunt que conte´ tots els ı´ndexs dels
vectors suport, pot calcular-se b de la manera segu¨ent
b =
1
|SV|
∑
`∈SV
(dM` + y`). (5.7)
El problema (5.5) e´s un problema quadra`tic i es pot resoldre amb qualsevol
me`tode esta`ndard. Tambe´ es pot fer servir qualsevol me`tode espec´ıfic [12]. L’u´nic
problema pero`, e´s que la matriu que finalment s’obte´ (5.6) no te´ per que` com-
plir la restriccio´ M  0. La solucio´ me´s natural consisteix a trobar una solucio´
aproximada que satisfac¸a les restriccions. En particular, s’aproxima mitjanc¸ant
la matriu semidefinida positiva me´s pro`xima a la solucio´ de l’Equacio´ (5.6) en
norma de Frobenius [75], que ve donada per
d∑
i=1
max{0, λi}viv>i , (5.8)
a on vi e´s el i−e`ssim vector propi de la matriu M associat al valor propi λi.
En el cas particular d’aprenentatge de dista`ncies, e´s necessa`ria altra restriccio´
addicional en la definicio´ del problema [83], el valor del llindar b ha d’estar per
sobre d’1, e´s a dir b ≥ 1.
En tots els plantejaments anteriors, aquestes restriccions no s’han considerat
en la formulacio´ del problema d’optimitzacio´.
5.3 Formulacio´ en l´ınia utilitzant maximitzacio´
del marge
En lloc de considerar l’optimitzacio´ amb totes les mostres disponibles, el problema
d’aprenentatge de dista`ncies es pot resoldre d’una manera me´s convenient des del
punt de vista de la computacio´ mitjanc¸ant l’u´s d’un enfocament d’aprenentatge
en l´ınia [83, 73]. A cada pas, un nou problema d’optimitzacio´ es formula i es resol
utilitzant nome´s un parell etiquetat (i, j) que esta` a disposicio´ del sistema. Com
que a cada pas es processa un u´nic parell, ens referirem tant al parell com al pas
mitjanc¸ant l’´ındex k. El problema empra el model (Mk, bk) apre`s en l’anterior
pas per produir un nou model que te´ tambe´ la nova insta`ncia en compte.
El resultat final o`bviament no sera` una solucio´ per al problema d’optimitzacio´
sobre totes les mostres. Pero`, es poden establir certes garanties quant a la bondat
de les solucions corresponents a les formulacions en l´ınia.
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Les segu¨ents formulacions , so´n conegudes com formulacions Passives-Agressives
(PA) i van ser introdu¨ıdes en general en [21].
5.3.1 Formulacio´ passiva-agressiva (PA)
Cas separable
En el cas separable es minimitza una mesura convenient de la dista`ncia entre
l’anterior i el nou model, subjecte a la restriccio´ que la nova insta`ncia ha de caure
en el costat correcte del marge (dur) [83]. Me´s concretament, es pot escriure com
min
M,b
1
2
∥∥M −Mk∥∥2
Fro
+ 12
(
b− bk)2 , (5.9)
tal que `
(M,b)
k = 0, (5.10)
on `k e´s la pe`rdua frontissa comesa sobre el k−e`ssim parell, (xi, xj) i ‖ · ‖Fro e´s la
norma de Frobenius. Una consequ¨e`ncia o`bvia d’aquesta formulacio´ e´s el fet que
el model nome´s necessita ser actualitzat si la nova insta`ncia origina una pe`rdua
estrictament positiva quan s’esta` emprant el model previ.
5.3.2 Cas no separable
En el cas no separable, es permet a la nova insta`ncia la violacio´ de la condicio´ de
marge pero` e´s penalitzada emprant un para`metre C per a donar-li me´s o menys
pes relatiu a la restriccio´. Ac¸o` es pot fer com en el cas per lots, introduint una
variable de folganc¸a.
min
M,b,ξ
1
2
∥∥M −Mk∥∥2
Fro
+ 12
(
b− bk)2 + Cξ, (5.11)
tal que `
(M,b)
k ≤ ξ, (5.12)
ξ ≥ 0. (5.13)
En aquesta formulacio´, la variable (no negativa) de folganc¸a, ξ, permet a
una insta`ncia particular la violacio´ de la restriccio´ a canvi d’un increment en el
criteri (5.11) ponderat per C.
Un camı´ alternatiu per a plantejar el problema e´s eliminar la restriccio´ de no
negativitat de la variable de folganc¸a (Equacio´ (5.13)) i considerar un terme de
penalitzacio´ quadra`tic en l’Equacio´ (5.11).
min
M,b,ξ
1
2
∥∥M −Mk∥∥2
Fro
+ 12
(
b− bk)2 + Cξ2, (5.14)
tal que `
(M,b)
k ≤ ξ, (5.15)
Seguint la taxonomia presentada pels autors, es fara` refere`ncia a aquestes dues
formes de plantejar el problema com PAI (no-separable, penalitzacio´ lineal) o
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PAII (no-separable, penalitzacio´ quadra`tica). A me´s a me´s, ens referirem al cas
separable com PA0.
Aquestes formulacions s’han aplicat en diversos problemes d’aprenentatge de
dista`ncies o estan estretament relacionats amb aquests [83, 18, 73]. S’ha demos-
trat [83] que en tots els casos anteriors la solucio´ d’aquests problemes te´ una
expressio´ tancada que pot ser escrita com la segu¨ent regla d’actualitzacio´
Mk+1 = Mk − τyij(xi − xj)(xi − xj)>, (5.16)
bk+1 = bk + τyij , (5.17)
on el valor de τ s’anomena longitud de pas i el seu valor sera` diferent per a cada
una de les tres formulacions anteriors a les quals assignem els ı´ndexs n = 0, 1 i 2,
respectivament. La actualitzacio´ (5.16) resulta ser una correccio´ de rang 1 sobre
la matriu anterior.
PA0: τ0 =
`k
1 + ‖(xi − xj)(xi − xj)>‖2Fro
, (5.18)
PAI: τ1 = min {C, τ0} , (5.19)
PAII: τ2 =
`k
1 + 12C + ‖(xi − xj)(xi − xj)>‖2Fro
. (5.20)
(5.21)
Aquestes longituds de pas so´n dependents de la pe`rdua bisagra comesa pel nou
(k-e`ssim) parell, respecte a l’actual model predictiu, `k = `
(Mk,bk)
k . Si l’etiqueta
del parell e´s consistent amb la prediccio´ del model en la iteracio´ anterior, tenim
`k = 0 i per tant τn = 0. Aixo` implica que no hi ha correccio´ en aquesta iteracio´
(passivitat). D’altra banda, quan la prediccio´ viola el marge (dur o bla), el model
s’actualitza ja siga en sentit estricte (τ0) o controlat pel para`metre d’agressivitat
C. Per tant, C controla la forc¸a amb que l’algorisme adapta el model a cada parell
en cada pas.
5.3.3 Formulacio´ basada en mı´nims quadrats
Tambe´ e´s possible una formulacio´ alternativa de l’anterior problema d’aprenen-
tatge de dista`ncies [69] utilitzant mı´nims quadrats [86]. En lloc de forc¸ar un marge
suau al penalitzar la desviacio´ de les condicions ideals, e´s possible obligar els va-
lors de dista`ncia similars i dissimilars a caure prop dels valors representatius b−1
i b+1, respectivament. Amb aquesta finalitat, es pot minimitzar l’error quadra`tic
corresponent de manera sequ¨encial. Aixo` correspon a la reformulacio´ de l’anterior
problema d’optimitzacio´ (5.14), (5.15) (versio´ PAII) com:
min
M,b,ξk
1
2
∥∥M −Mk∥∥2
Fro
+ 12
(
b− bk)2 + Cξ2k, (5.22)
tal que p
(M,b)
ij = ξk. (5.23)
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El principal canvi en aquesta formulacio´ e´s que la restriccio´ de desigualtat en
l’Equacio´ (5.15) ha canviat a una igualtat que utilitza la funcio´ de pe`rdua amb
signe, p
(M,b)
ij = 1− yij
(
b− dMij
)
. La violacio´ d’aquesta restriccio´ ara mesura com
de lluny esta` el valor de dista`ncia del seu corresponent valor representatiu (b− 1
o b+ 1).
El problema d’optimitzacio´ corresponent pot abordar-se de manera similar als
anteriors. Ac¸o` tambe´ do´na lloc a una solucio´ tancada (els detalls de la deriva-
cio´ es donen en l’Ape`ndix E), que consisteix en la mateixa regla d’actualitzacio´
que l’expressada en les Equacions (5.16) i (5.17), pero` amb una longitud de pas
diferent donada per
τ3 =
pk
1 + 12C + ‖Xk‖2Fro
, (5.24)
on pk = p
(Mk,bk)
ij = 1 − yij
(
bk − dMkij
)
e´s la pe`rdua amb signe predit fent u´s
del k-e`ssim model apre`s i Xk = (xi − xj)(xi − xj)>. Cal notar que τ3 ara pot
prendre valors negatius i es compleix que τ2 = max{0, τ3}. Consequ¨entment, el
corresponent algorisme pot considerar-se me´s agressiu perque` implica un major
nombre d’actualitzacions del model. Com els diferents enfocaments comparteixen
l’estructura i part dels objectius de la filosofia PA, ens referirem a la nova formu-
lacio´ com a PALS (de l’angle`s Passive-Agressive Least Squares) en aquest treball.
Nome´s quan es compleix que pk = 0, es realitza una etapa passiva. Aixo` nome´s es
produeix quan el valor de dista`ncia te´ exactament el valor desitjat, la qual cosa
esta` en contrast amb els enfocaments passius-agressius purs que realitzen un pas
passiu quan `k = max(0, pk) = 0, e´s a dir quan pk ≤ 0.
Es pot observar que tots els algoritmes d’aprenentatge anteriors i, en particu-
lar, les longituds de pas corresponents (τn), estan estretament relacionades entre
si. En particular, podem escriure aquestes longituds de pas en funcio´ de C i pk
per a presentar les seves interdepende`ncies de manera expl´ıcita.
PALS: τ3(C, pk) =
pk
1 + 12C + ‖Xk‖2Fro
∈ ]-∞,+∞[ ,
PAII: τ2(C, pk) = max(0, τ3(C, pk)) ∈ [0,+∞[ ,
PA: τ0(pk) = lim
C→∞
τ2(C, pk) ∈ [0,+∞[ ,
PAI: τ1(C, pk) = min(C, τ0(pk)) ∈ [0,+∞[ .
En la Figura 5.2, es mostra una il·lustracio´ gra`fica per aclarir com les diferents
longituds de pas es relacionen entre si. En la Figura 5.2a, els valors de τn es
mostren com a funcio´ de pk per a un valor donat de C. Es pot veure clarament
que τ1 e´s una versio´ saturada de τo, mentre que τ2 correspon a una versio´ me´s
suau de la (insaturada) τ1. D’altra banda, τ3 e´s igual a τ2 en el cas positiu pero`
continua mantenint les correccions en el model tambe´ en el cas negatiu. En la
Figura 5.2b, es mostren els diferents valors de τn per a dos valors diferents de pk
com a funcio´ de C. Cal notar que aquests dos valors de pk donen lloc a dos valors
asimpto`ticament diferents de la forma vk =
pk
1+‖(xi−xj)(xi−xj)>‖2Fro
, k = 1, 2, . . .
Es pot observar que τ3 e´s una aproximacio´ de τ0 per a valors grans de C. En
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ambdues il·lustracions pot observar-se que τ1 i τ2 poden donar lloc a correccions
me´s fortes o me´s suaus depenent dels valors de prediccio´ i del para`metre C.
5.3.4 Satisfaccio´ de restriccions
El rendiment particular de les solucions anteriors pot dependre de dues conside-
racions pra`ctiques molt importants relacionades amb la satisfaccio´ de restriccions
PSD i ajustament de para`metres. S’ha comentat en apartats anteriors que la res-
triccio´ PSD s’aplica despre´s de realitzar el pas d’optimitzacio´. En particular, com
que en cada pas nome´s es fa una correccio´ de rang 1, l’u´nic valor propi negatiu
es fa zero tan aviat com apareix en cada iteracio´. Aixo` condueix a una raonable
aproximacio´ al problema original [83]. No obstant aixo`, tambe´ e´s possible ajornar
les correccions PSD passat un nombre fix de passos, o fins i tot fins al final del
proce´s iteratiu [18]. Aquesta estrate`gia te´ un benefici computacional obvi ja que
fins i tot per als algorismes incrementals especialitzats, recalcular la descomposi-
cio´ en valors i vectors propis e´s una operacio´ costosa. D’altra banda, la utilitzacio´
de matrius indefinides durant el proce´s iteratiu d’optimitzacio´ do´na lloc en la
pra`ctica a un tipus de concentracio´ de la informacio´ en els valors propis negatius.
Es consideren doncs dues possibilitats per a cada algorisme d’aprenentatge de
dista`ncies en l´ınia. Aquestes dues versions s’anomenen respectivament, positiva
(marcada amb el s´ımbol +) i negativa (denotada amb el s´ımbol -). En el primer
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Figura 5.2: Diferents longituds de passos corresponents al PA separable, PAI,
PAII i PALS. (a) Com a funcio´ de la pe`rdua amb signe per al parell actual, pk,
per a un valor donat de C. El valor C ′ mostrat correspon a C · (1 + ‖Xk‖2Fro). (b)
com a funcio´ de C per a dos valors diferents de pk que donen lloc a dos valors
asimpto`tics diferents (v1 and v2). Tant el cas positiu com el negatiu (pk > 0 i
pk ≤ 0) es mostren per a cada valor de pk.
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cas, la correccio´ PSD s’aplica a cada iteracio´. En el segon, les matrius indefinides
es deixen com a tals fins al final del proce´s. Com es veura` en l’experimentacio´
posterior, es produeixen matrius (molt) me´s disperses en les versions negatives,
amb un poder de prediccio´ lleugerament per sota de les corresponents positives.
L’altra qu¨estio´ important e´s establir un valor correcte del para`metre d’agressi-
vitat, C. El valor o`ptim de C pot dependre de diferents aspectes, com per exemple
com de separable e´s el problema. En contrast amb el mateix concepte en classi-
ficacio´ binaria, aquesta separabilitat en valors de dista`ncia e´s dif´ıcil d’analitzar i
gestionar. Totes aquestes consideracions empitjoren perque` el valor o`ptim de C
pot dependre fins i tot del parell en particular. Per tal de simplificar l’experimen-
tacio´, el valor o`ptim del para`metre C s’ha fixat per a totes les iteracions, pero`
de manera diferent per a cada algorisme. Amb aquest fi, s’ha realitzat una ronda
de validacio´, triant finalment el valor del para`metre que do´na lloc a un millor
resultat. Per establir aquest valor, s’han considerat dos criteris alternatius: a) el
valor que minimitza la pe`rdua acumulada i b) el que maximitza el rendiment de
la matriu apresa quan s’utilitza juntament amb el classificador dels k−ve¨ıns, fent
servir el millor k entre 1 i 25.
Val la pena mencionar la depende`ncia del resultat amb la matriu inicial que
es do´na a l’algorisme en l´ınia. En general, es pot pensar en un inici amb un
model aleatori, un model previ (per exemple obtingut fent servir un aprenentatge
per lots sobre un conjunt redu¨ıt) o fer servir el model nul (o zero). L’u´s d’un
model pre`viament apre´s pot accelerar l’obtencio´ d’una bona solucio´ pero` tambe´
pot condicionar el comportament de l’algorisme en l´ınia. Un model aleatori pot
forc¸ar l’algorisme a comenc¸ar lluny de les regions o`ptimes de l’espai de solucions
pero` condicionant la dispersio´ del model. El model nul te´ l’avantatge de comenc¸ar
d’un model neutral, dispers i sense condicionar. En aquest cas, e´s possible fitar
la pe`rdua acumulada del model [83].
Finalment, es pot escriure un esquema algor´ısmic comu´ va`lid per als 3 me`todes
considerats tant en les seves versions positives o negatives i que es mostra en
l’Algorisme 2.
5.4 Experiments i resultats
Per tal de comparar i avaluar els beneficis i desavantatges dels algoritmes en l´ınia
considerats en aquest treball, s’ha realitzat una experimentacio´ exhaustiva. Per
aquest fi, una se`rie d’experiments mostren el seu comportament com a proces-
sos en l´ınia. A me´s, els diferents indicadors (pe`rdua acumulada i ma`xima taxa
de classificacio´), s’han utilitzat en combinacio´ amb el classificador dels k−ve¨ıns
me´s pro`xims per avaluar la bondat de l’espai de caracter´ıstiques en la tasca de
classificacio´. A me´s a me´s, la ca`rrega computacional de cada me`tode s’ha emma-
gatzemat per tal de mostrar i comparar la seva execucio´ en un disseny equitatiu
i neutral.
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Algorisme 2 Aprenentatge en l´ınia de dista`ncies passiu agressiu
Entrada: {xi | i ∈ N}, P ⊆ N×N //conjunt d’objectes i pa-
rells d’´ındexs
Entrada: {yij | (i, j) ∈ P} //etiqueta de similitud
Entrada: M0, b0,C. //model inicial i para`metre
d’agressivitat
Entrada: versio´, tolera`ncia. //versio´ (+/−) i tolera`ncia
en l’agressivitat
Eixida: M, b. //model apre´s
1: k = 0
2: repetir
3: (i, j)← Obte´NouParellDe(P )
4: Estableix τ d’acord amb les Equacions (5.19), (5.21) o (5.24).
5: si |τ | ≥ tolera`ncia aleshores
6: Mk+1 ←Mk − τyij(xi − xj)(xi − xj)>
7: bk+1 ← bk + τyij
8: k ← k + 1
9: si versio´ = (+) aleshores
10: (Mk, bk)←AplicaResctriccions(Mk, bk)
11: fi si
12: sino
13: Mk+1 ←Mk
14: bk+1 ← bk
15: k ← k + 1
16: fi si
17: fins que converge`ncia
18: si versio´ = (−) aleshores
19: (Mk, bk)←AplicaRestriccions(Mk, bk)
20: fi si
21: (M, b)← (Mk, bk)
5.4.1 Detalls dels experiments
La configuracio´ de l’experimentacio´ en aquest treball s’ha fixat com se suggereix
en [24] i altres estudis preliminars anteriors [69]. A me´s a me´s, s’ha considerat el
me`tode ITML [24], com a punt de refere`ncia a efectes de comparacio´. L’algorisme
ITML s’ha utilitzat com se suggereix en [24], utilitzant el programari posat a
disposicio´ pels autors que do´na el seu propi me`tode per establir para`metres.
S’ha utilitzat un conjunt P , composat per |P | = 40c(c − 1) parells sense
repeticio´ per a garantir que tots els me`todes considerats (incloent l’ITML) fan
servir la mateixa quantitat d’informacio´. Aquest conjunt s’utilitza per a establir
les relacions entre els elements de M mitjanc¸ant les seues etiquetes. El conjunt
P s’ha seleccionat a l’atzar per a l’entrenament de tots els me`todes.
En particular, al conjunt P es barregen (aleato`riament) tots els parells i es
proporcionen sequ¨encialment a l’algorisme. Aquest conjunt es proporciona com a
entrada a l’algorisme almenys dues vegades i, a continuacio´ aquest proce´s es repe-
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teix fins que s’ha arribat a un nombre ma`xim d’iteracions. Aquest nombre ma`xim
d’iteracions s’ha establit com el mı´nim entre el 20% de tots els possibles parells
d’entrenament sobre les mostres (com en estudis previs [73]) i 50 vegades el nom-
bre de parells en P (que e´s, amb molt, me´s que suficient per a les bases de dades
me´s grans amb menor nombre de classes). Ac¸o` vol dir que almenys s’executen un
total de t passos, amb t = min(b 15
n
2 (
n
2−1)
40 c, 50|P |) = min(bn(n−2)40 c, 50|P |). Aquest
valor s’ha fixat com a un punt d’equilibri entre cost computacional i rendiment.
Per tal d’aconseguir un valor adequat de C de manera automa`tica, cada con-
junt fix de parells s’utilitza per entrenar un model per a cada versio´ de cada
me`tode en l´ınia. Aquest model s’entrena fixant t = |P |, que correspon a donar-
li a cada parell una u´nica vegada. El model final s’ha validat sobre el conjunt
d’entrenament complet.
Un rang apropiat de valors espaiats exponencialment en el rang [10−4, 102] s’ha
considerat com l’espai de para`metres. Tots els models en l´ınia s’han inicialitzat
amb el model buit, que e´s b = 0 i la matriu zero com se suggereix en [21]. Tots els
resultats presentats so´n la mitjana de 10 execucions independents amb diferents
inicialitzacions aleato`ries per a obtindre conjunts diferents d’entrenament i test,
pero` tenint en compte la utilitzacio´ de la mateixa informacio´ per a cadascun dels
algorismes considerats.
5.4.2 Avaluacio´ del rendiment
Comparativa de prediccio´ en l´ınia.
Els diferents algorismes s’han fet servir per a obtindre una matriu per a realitzar
una classificacio´ basada en dista`ncies. Tambe´ s’ha avaluat el comportament com
a me`todes en l´ınia en els experiments. Amb aquesta finalitat, diferents pe`rdues i
mesures de rendiment s’han considerat al llarg del proce´s d’aprenentatge. Primer,
la Figura 5.3 mostra la mitjana de la pe`rdua predictiva 0-1 definida com
` =
1
t
t∑
k=1
sgn(`k) =
1
2t
t∑
k=1
|yk − yˆk| ,
a on t e´s la longitud de la sequ¨e`ncia, yk e´s la etiqueta real del parell subministrat al
k−e`ssim pas, i yˆk e´s la etiqueta predita emprant el (k−1)−e`ssim model. Aquesta
mesura il·lustra el comportament dels diferents algorismes en l´ınia al llarg del
temps quan discriminen entre objectes similars i dissimilars. Nome´s 6 de les 15
bases de dades es mostren en la Figura 5.3, sent aquestes representatives de tots
els diferents comportaments observats en el conjunt complet d’experiments.
Els resultats en la resta de bases de dades es mostren en l’Ape`ndix C. En
particular, el comportament de les bases de dades nist16 i spam so´n molt similars
a la mostrada per a iono. Aquesta similitud tambe´ pot observar-se per a ecoli,
malaysia, mor i satellite respecte a Art100. Les bases de dades chromo i breast
mostren el mateix comportament que wine i glass respectivament. Finalment,
soyS i soyL tambe´ exhibeixen un comportament molt similar.
Resumint, tots els algorismes d’aprenentatge en l´ınia donen lloc a un compor-
tament raonablement bo en els experiments, d’acord amb la mesura de la pe`rdua.
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Figura 5.3: Pe`rdua predictiva acumulada dels algorismes en l´ınia.
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En 12 de les 15 bases de dades, les versions negatives dels me`todes han donat
lloc a millors resultats que les seues respectives versions positives. I en 5 d’e-
lles la pitjor versio´ negativa e´s millor que totes les positives (glass, iono, breast,
spam and nist16). D’altra banda, els me`todes LS han exhibit un comportament
significativament pitjor en les bases de dades wine, chromo, balance, ecoli, mor,
satellite, malaysia, soybean i Art100. Aquesta difere`ncia en el comportament e´s
encara me´s noto`ria en les versions positives dels algorismes.
Comportament de l’evolucio´ de la dimensionalitat.
Per a comprendre millor el comportament dels algorismes, en la Figura 5.4 es
mostra la mitjana de la dimensio´ efectiva de la matriu segons evoluciona l’opti-
mitzacio´ per al cas particular de la base de dades iono. Es pot observar que tots
els algorismes en l´ınia (que comencen amb una matriu zero) ra`pidament incor-
poren noves dimensions i al mateix temps convergeixen tambe´ ra`pidament a una
dimensio´ particular. En la Figura 5.5, s’il·lustra el mateix experiment per a soyL
mostrant el mateix comportament que iono.
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Figura 5.4: Mitjana de les dimensions efectives obtingudes emprant algorismes
en l´ınia en cada iteracio´ en la base de dades iono.
La difere`ncia entre les versions positives i negatives rau en el fet que les versi-
ons negatives convergeixen en una matriu molt me´s dispersa per que la informacio´
es concentra en els vectors propis negatius de la corresponent matriu.
Les Figures 5.6 i 5.7, per a entrenament i test respectivament, il·lustren com
es comporta la dista`ncia final quan s’utilitza en combinacio´ amb un classificador
dels k−ve¨ıns en funcio´ de la dimensio´ de l’espai de caracter´ıstiques associat a
la matriu M quan se seleccionen dimensions d’acord amb els valors propis. El
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Figura 5.5: Mitjana de les dimensions efectives obtingudes emprant algorismes
en l´ınia en cada iteracio´ en la base de dades soyL.
valor de k s’ha seleccionat com aquell que produeix millors resultats entre els 25
primers. Aquest valor resulta ser k = 2 per a iono. Aquestes dues figures il·lustren
que el comportament en el conjunt d’entrenament e´s representatiu del que passa
en el conjunt de test. En ambdo´s casos, les matrius obtingudes amb les versions
positives i negatives encara contenen dimensions no informatives. Es pot veure
que aproximadament els mateixos resultats es poden obtindre si les matrius es
tallen als primers 10 vectors propis ordenats de major a menor. Les difere`ncies
entre els me`todes no so´n significatives i el mı´nim absolut mostrat en el conjunt
d’entrenament no es correspon exactament amb el del conjunt de test.
En la Figura 5.8 (entrenament) i 5.9 (test) s’il·lustra el mateix experiment
per a la base de dades soyL. El millor valor de k dins dels 25 primers valors e´s
k = 1. En aquest cas no existeix un valor o`ptim de la dimensionalitat per baix
de la dimensio´ original. La reduccio´ de la dimensionalitat pareix no afectar al
valor de l’error fins que no e´s relativament menuda (inferior a 10). Les corbes
d’error so´n molt paregudes entre entrenament i test, i a me´s, el comportament
de l’entrenament pot ser considerat com a un bon indicador sobre el valor de la
dimensionalitat apropiada per aquest problema.
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Figura 5.6: Mitjana dels errors sobre el conjunt d’entrenament obtinguts amb el
classificador dels k−ve¨ıns considerant els vectors propis de les matrius obtingudes
en els experiments en ordre d’importa`ncia en la Figura 5.4 (iono).
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Figura 5.7: Mitjana dels errors sobre el conjunt de test obtinguts amb el classi-
ficador dels k−ve¨ıns considerant els vectors propis de les matrius obtingudes en
els experiments en ordre d’importa`ncia en la Figura 5.4 (iono).
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Figura 5.8: Mitjana dels errors sobre el conjunt d’entrenament obtinguts amb el
classificador dels k−ve¨ıns considerant els vectors propis de les matrius obtingudes
en els experiments amb soyL en ordre d’importa`ncia en la Figura 5.5.
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Figura 5.9: Mitjana dels errors sobre el conjunt de test obtinguts amb el classi-
ficador dels k−ve¨ıns considerant els vectors propis de les matrius obtingudes en
els experiments amb soyL en ordre d’importa`ncia 5.5.
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5.4.3 Mesures de ca`rrega computacional
Tots els experiments en totes les bases de dades s’han executat sobre la mateixa
ma`quina. Les diferents execucions s’han restringit a utilitzar una u´nica CPU per
tal d’obtindre mesures me´s precises i objectives.
Les mitjanes dels temps de CPU en segons per a totes les bases de dades es
mostren en la Taula 5.1, juntament amb les corresponents desviacions esta`ndard.
Els mateixos temps d’execucio´ apareixen en la Figura 5.10, fent servir una escala
logar´ıtmica en l’eix del temps per a il·lustrar gra`ficament els me`rits relatius de
cada algorisme en cada base de dades.
Per completar, i per avaluar millor els temps de CPU dels diferents algorismes,
s’ha realitzat un test de comparacions mu´ltiple de Friedman. Per a aixo`, s’han
considerat els temps de totes les execucions sobre totes les bases de dades. Les
mitjanes dels rangs resultants (de me´s ra`pid a me´s lent) es mostren en la Tau-
la 5.2. La Taula 5.3, mostra les comparacions per parells me´s importants sobre
els me`todes i els seus p-valors ajustats respecte al test de Holm.
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Taula 5.2: Mitjana dels valors en les ordenacions dels me`todes d’acord amb el test
de Friedman (α = 0.05).
me`todes posicio´ promig
PAI- 1.49
PAII- 1.77
PALS- 2.87
PAII+ 4.86
PAI+ 4.93
ITML 5.67
PALS+ 6.40
Taula 5.3: Resultats del test de Holm (α = 0.05). Els casos en que es rebutja la
hipo`tesi nul·la es marquen amb negreta.
ITML PAI+ PAII+ PALS+
PAI- < 10−5 < 10−3 < 10−3 < 10−7
PAII- < 10−4 < 10−3 0.0011 < 10−7
PALS- 0.0046 0.0967 0.1112 < 10−3
Dels resultats mostrats en la Taula 5.2, es pot concloure que tots els algorismes
en l´ınia so´n competitius a excepcio´ del me`tode PALS+ que queda al final de
l’ordenacio´ per sota de l’ITML. Com es natural, els menors temps d’execucio´
s’han obtingut sempre utilitzant les versions negatives dels algorismes en l´ınia.
L’ana`lisi de Friedman do´na difere`ncies significatives entre les versions positives
i negatives del mateix me`tode. Ac¸o` ocorre fins i tot en el cas de PALS, que
requereix aproximadament el doble d’actualitzacions que els altres algorismes
en l´ınia. Tambe´ existeixen difere`ncies significatives entre les versions negatives i
l’ITML. Aquestes difere`ncies augmenten amb la granda`ria de la base de dades.
Es pot comentar que en tots els casos, el temps de CPU de la versio´ negativa esta`
per sota del 40% de l’adoptat per l’algorisme ITML.
Finalment, la versio´ negativa de l’algorisme PALS e´s considerablement me´s
lenta que les altres versions negatives dels algorismes en l´ınia en les dues bases
de dades me´s grans. En particular, e´s unes 3 vegades me´s lent per a nist16 i el
doble de lent en el cas d’Art100. D’altra banda, els temps de CPU per a totes
les versions negatives dels algorismes en l´ınia so´n molt similars en totes les altres
bases de dades.
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Tasca de classificacio´
Per tal de mesurar la qualitat del resultat final dels diferents algorismes, s’han uti-
litzat les corresponents matrius, M , per a construir un classificador dels k−ve¨ıns
me´s pro`xims. S’ha calculat l’error de classificacio´ utilitzant els 25 primers ve¨ıns
i els millors resultats per a cada base de dades i cada me`tode es mostren en la
Taula 5.4.
Els errors de classificacio´ obtinguts amb tots els algorismes, incloent l’ITML,
indiquen un bon rendiment en la classificacio´ en el context de l’experimentacio´
duta a terme en aquest treball.
Un test de comparacio´ multiple de Friedman [38] no ha revelat cap difere`ncia
significativa entre els resultats de classificacio´ obtinguts amb l’ITML i qualsevol
de les sis alternatives proposades. Es pot concloure doncs, que tots els algorismes
donen lloc a resultats molt similars. Tambe´ val la pena mencionar el fet que la
combinacio´ de l’enfocament LS amb matrius indefinides ha donat lloc als millors
resultats en 3 de les 15 bases de dades. Aquestes so´n precisament les tres de major
granda`ria, tant en nombre d’elements com en dimensionalitat. Tambe´ podem
comentar que, emprar la dista`ncia Euclidiana e´s la millor opcio´ per a una de les
bases de dades, ecoli, que ofereix un exemple on cap dels me`todes estudiats no
han pogut ajudar a millorar els resultats de classificacio´ de la dista`ncia Euclidana.
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5.5 Discussio´
En aquest cap´ıtol, s’han analitzat diferents propostes d’aprenentatge de dista`ncies
en l´ınia que utilitzen un esquema passiu-agressiu. En particular s’ha aplicat aquest
tipus d’aprenentatge fent servir diferents restriccions sota una mateixa formulacio´.
A me´s, les diferents formulacions s’han considerat com versions que satisfan les
restriccions necessa`ries en cada pas de l’aprenentatge i alternativament al final
d’aquest (definides com versions positives (+) i negatives (-), respectivament).
Sobre l’experimentacio´ duta a terme, totes les propostes han sigut comparades
amb un me`tode de refere`ncia (l’ITML). Cal destacar l’eficie`ncia computacional
respecte a l’ITML que ofereixen totes les versions negatives.
La proposta PALS, esta` basada en mı´nims quadrats i es caracteritza per ser
una versio´ me´s agressiva. En particular, la versio´ negativa (PALS-) obte´ 3 dels
millors resultats de classificacio´. Aquesta posicio´ esta` compartida juntament amb
PAI+, de manera que entre aquests me`todes, l’eleccio´ del me`tode PALS-, resulta
ser una eleccio´ me´s interessant per assegurar l’estalvi en el temps computacional
i un valor d’error de classificacio´ competitiu.
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Cap´ıtol 6
Conclusions i treballs futurs
Resum – Aquest cap´ıtol estableix les conclusions de la tesi i resumeix de
manera global el treball dut a terme. Tambe´ tracta de definir les direccions
de recerca que donen continu¨ıtat a l’estudi desenvolupat. Finalment, es
presenten les publicacions tant nacionals com internacionals que recolzen
tota aquesta investigacio´.
Contingut
6.1 Introduccio´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2 Millora computacional del MCML a trave´s d’un subconjunt
d’elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.3 Aprenentatge passiu-agressiu de dista`ncies i extensio´ per mı´nims
quadrats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.4 Publicacions resultants . . . . . . . . . . . . . . . . . . . . . . 93
6.1 Introduccio´
En aquesta tesi s’han presentat els fonaments teo`rics necessaris per a introduir
l’aprenentatge de dista`ncies aix´ı com per al desenvolupament i implementacio´ de
les corresponents contribucions originals. Tambe´ s’han revisat alguns dels me`todes
de major impacte dins de la literatura, i s’han seleccionat aquells que s’aproximen
me´s a la investigacio´ desenvolupada en aquest treball. Tot plegat, s’han realitzat
dues aportacions originals en les vessants de l’aprenentatge per lots i en l´ınia,
respectivament.
El present cap´ıtol s’ha organitzat en relacio´ a aquestes contribucions. Per
cada idea desenvolupada s’introdueix l’estudi dut a terme i s’exposen les millores
i conclusions derivades de les aportacions juntament amb alguns comentaris sobre
diferents possibilitats de continuacio´ d’aquestes.
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6.2 Millora computacional del MCML a trave´s
d’un subconjunt d’elements
El MCML e´s un me`tode d’aprenentatge de dista`ncies basat en la cerca d’una re-
presentacio´ alternativa en que` les dades d’entrenament es distribueixen de manera
que els elements de la mateixa classe estan a dista`ncia mı´nima i els de classe dife-
rent a dista`ncia ma`xima. En el context d’aquesta te`cnica, s’han proposat diferents
formes d’elegir un conjunt d’elements representatius anomenats punts base. Els
integrants d’aquest conjunt es fan servir com refere`ncia per a prendre dista`ncies a
la resta d’elements a l’hora d’implementar me`todes de reconeixement automa`tic
basats en dista`ncies.
Encara que el MCML ofereix un comportament competitiu quant a la bondat
de les seues solucions, la formulacio´ original limita la seua capacitat d’enfrontar-se
a problemes a on la quantitat d’elements en el conjunt d’entrenament e´s relativa-
ment gran. La introduccio´ dels punts base com a elements de refere`ncia resulta
en una reduccio´ significativa del seu requeriment computacional.
En l’estudi s’han considerat diversos criteris d’eleccio´ dels punts base: selec-
cio´ inicial aleato`ria fixa, seleccio´ inicial amb l’algorisme de les k−mitjanes fixa i
seleccio´ aleato`ria adaptativa durant el proce´s d’optimitzacio´. La intencio´ de les di-
ferents alternatives presentades e´s construir conjunts representatius amb cardinal
relativament menut pero` que es distribuesquen estrate`gicament en l’espai original
de manera que s’observe un millor comportament dels me`todes de reconeixement
que s’hi deriven.
Per avaluar el rendiment de les diferents propostes s’han dissenyat experi-
ments seleccionant conjunts de punts base amb diferent granda`ria. S’ha emprat
com a mesura comparativa l’error de classificacio´ amb el ve´ı me´s proper i tambe´
els temps emprats per cada me`tode per a arribar a la seua solucio´. Totes les
versions presentades han mostrat una efectivitat en el valor d’error equiparable
a la del me`tode original. En l´ınies generals, sempre pot trobar-se un valor o`ptim
de la granda`ria del conjunt de punts base que almenys iguala la seua efectivitat.
En els experiments s’ha arribat a conclusions positives quant a la classificacio´.
Com a resultat, s’ha comprovat que el me`tode me´s eficac¸ en termes d’error e´s
el basat en la seleccio´ inicial mitjanc¸ant les k−mitjanes. Com a resum, l’u´s de
punts base resulta ser una aportacio´ que redueix el cost computacional del me`tode
original sense degradar el comportament dels corresponents me`todes de reconei-
xement. La utilitzacio´ dels punts base en un nombre adequat permet arribar a un
compromı´s adequat entre cost computacional de l’aprenentatge i efectivitat dels
reconeixedors.
Una de les possibles direccions de recerca futura e´s definir el criteri del MCML
considerant els punts base com variables desconegudes, amb el propo`sit d’establir
els valors o`ptims d’aquests per a les dades d’entrenament. D’aquesta manera no
nome´s s’aprendria una dista`ncia si no que a me´s a me´s s’obtindria una represen-
tacio´ millorada del problema formada pels punts base resultants. Aquesta idea
esta` a hores d’ara en desenvolupament, encara que ja s’han publicat resultats
preliminars d’aquest estudi en un congre´s de reconeguda relleva`ncia [70].
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6.3 Aprenentatge passiu-agressiu de dista`ncies i
extensio´ per mı´nims quadrats
La principal aportacio´ sobre l’aprenentatge en l´ınia de dista`ncies e´s la presentacio´
unificada d’una famı´lia d’algorismes basats en un esquema passiu-agressiu. Aquest
tipus d’aprenentatge es fonamenta en la construccio´ progressiva d’un model que
s’actualitza cada vegada que es considera un nou exemple sobre el qual es realitza
una prediccio´ incorrecta (cas agressiu), i no s’actualitza en cas d’encertar en
aquesta prediccio´ (cas passiu).Entre aquests, s’introdueix una vessant inspirada
en mı´nims quadrats. S’ha realitzat un estudi teo`ric conjunt per a les diferents
formulacions que es recolza sobre una exhaustiva experimentacio´. El principal
resultat de l’experimentacio´ e´s que la famı´lia d’algorismes en l´ınia (inclosa la
nova aportacio´) do´na lloc a resultats molt competitius tot i que els algorismes
per lots disposen de cert avantatge en tindre acce´s des del principi a tota la
informacio´ disponible. A me´s a me´s, s’introdueix una vessant inspirada en mı´nims
quadrats, que s’escapa de la filosofia del model passiu-agressiu ja que sempre (o
quasi sempre) realitza una modificacio´.
Una possible l´ınia de continu¨ıtat d’aquesta investigacio´ seria l’extensio´ al cas
no lineal mitjanc¸ant kernels de les diferents formulacions presentades. D’altra ban-
da, s’han realitzat estudis en el projecte d’investigacio´ Consolider MIPRCV en la
l´ınia de l’aprenentatge actiu, que tracta de minimitzar la quantitat d’informacio´
etiquetada durant l’entrenament. Aquest tipus d’aprenentatge considera els pro-
blemes a on la informacio´ d’etiquetat resulta per algun motiu costosa d’obtindre.
Els me`todes en l´ınia presentats en aquesta tesi poden ser adaptats d’una manera
teo`rica i pra`ctica en tasques d’aquest a`mbit.
Una de les idees que esta` en desenvolupament e´s l’extensio´ natural entre l’a-
prenentatge mostra a mostra (en l´ınia) i l’aprenentatge amb totes les mostres (per
lots). Suposant que a cada instant estan disponibles una quantitat relativament
menuda d’elements (en principi major que 1), es plantejaria una formulacio´ per a
realitzar un aprenentatge passiu agressiu amb diverses mostres. La intencio´ seria
trobar el model me´s pro`xim que satisfac¸a les restriccions definides. Aquest tipus
d’aprenentatge podria anomenar-se com aprenentatge mitjanc¸ant “mini-lots”.
6.4 Publicacions resultants
Els diferents resultats de la investigacio´ realitzada en aquesta tesi han donat lloc
a diverses publicacions en revistes, congressos nacionals i internacionals de les
a`rees de reconeixement de patrons i aprenentatge automa`tic.
• [71], Adria´n Pe´rez-Suay and Francesc J. Ferri. Scaling up a metric learning
algorithm for image recognition and representation. In Proceedings of the
4th International Symposium on Advances in Visual Computing, Part II,
ISVC ’08, pages 592–601, Berlin, Heidelberg, 2008. Springer-Verlag.
• [72], Adria´n Pe´rez-Suay, Francesc J. Ferri, and Jesu´s V. Albert. A random
extension for discriminative dimensionality reduction and metric learning.
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In Proceedings of the 4th Iberian Conference on Pattern Recognition and
Image Analysis, (IbPRIA ’09), pages 370–377, Berlin, Heidelberg, 2009.
Springer-Verlag.
• [77], Adria´n Pe´rez-Suay and Francesc J. Ferri. Algunas consideraciones
sobre aprendizaje de distancias mediante maximizacio´n del margen. In
Actas del V Taller de Miner´ıa de Datos y Aprendizaje (TAMIDA’2010),
pages 83–91. CEDI.
• [73], Adria´n Pe´rez-Suay, Francesc J. Ferri, and Jesu´s V. Albert. An online
metric learning approach through margin maximization. Jordi Vitria`, Joa˜o
Miguel Raposo Sanches, and Mario Herna´ndez, editors, In Proceedings of
the 5th Iberian Conference on Pattern Recognition and Image Analysis,
(IbPRIA ’11), pages 500–507, Berlin, Heidelberg, 2011. Springer-Verlag.
• [69], Adria´n Pe´rez-Suay and F.J. Ferri. Online metric learning methods
using soft margins and least squares formulations. In G.L. Gimel’farb
et al., editor, Structural, Syntactic and Statistical Pattern Recognition. Lec-
ture Notes in Computer Science. Vol. 7626, pages 373–381. Springer-Verlag,
2012.
• [75], Adria´n Pe´rez-Suay, Francesc J. Ferri, Miguel Arevalillo-Herra´ez, and
Jesu´s V. Albert. Comparative evaluation of batch and online distance metric
learning approaches based on margin maximization. In Proceedings of the
2013 IEEE International Conference on Systems, Man, and Cybernetics,
pages 3511–3515, Manchester, UK, 2013.
• [74], Adria´n Pe´rez-Suay, Francesc J. Ferri, and Miguel Arevalillo-Herra´ez.
Passive-aggressive online distance metric learning and extensions. Progress
in AI, 2(1):85–96, 2013.
• [70] Adria´n Pe´rez-Suay, F.J. Ferri, M. Arevalillo-Herra´ez, and J.V. Albert.
About combining metric learning and prototype generation. In P. Fra¨nti
et al., editor, Structural, Syntactic and Statistical Pattern Recognition. Lec-
ture Notes in Computer Science, volume 8621, pages 323–332. 2014.
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Ape`ndix A
Bases de dades
A.1 Descripcio´ de les bases de dades
Taula A.1: Caracter´ıstiques de les bases de dades: granda`ria (n), dimensiona-
litat (d), nombre de classes (c) i nombre de parells d’entrenament emprats en
l’entrenament en l´ınia (r).
n d c r
soyS 136 35 4 480
wine 178 13 3 240
glass 214 9 4 480
ecoli 272 7 3 240
malaysia 291 8 20 15200
iono 351 34 2 80
balance 625 4 3 240
breast 683 9 2 80
chromo 1143 8 24 22080
mor 2000 6 10 3600
spam 4601 57 2 80
satellite 6435 36 6 1200
soyL 266 35 15 8400
Art100 1710 104 10 3600
nist16 2000 256 10 3600
Per dur a terme l’avaluacio´ experimental, s’han fet servir un total de 15 bases
de dades. En particular, 12 bases de dades diferents de [29]; 2 bases de dades
(spam, balance) del repositori de l’UCI [33]; i una me´s realista pre`viament uti-
litzada en tasques de CBIR [2] s’han utilitzat com a conjunt esta`ndard per a
experimentar en aquesta tesi.
Per aclarir les abreviacions, les bases de dades soybean es representen com soyS
i soyL. Aquestes es refereixen a soybean Small i soybean Large, respectivament.
Tambe´ les caracter´ıstiques morfolo`giques en el conjunt de dades de d´ıgits sera`
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A. Bases de dades
abreviat com mor. Art100 es refereix a una col·leccio´ comercial anomenada “Art
Explosion”, distribu¨ıda per la companyia Nova Development1.
Les imatges en aquesta col·leccio´ s’han classificat manualment d’una manera
subjectiva, d’acord a les resolucions emeses per usuaris reals. Per dur a terme
experiments de classificacio´ me´s significatius, nome´s les classes amb me´s de 100
elements s’han considerat en aquesta col·leccio´.
En totes les bases de dades, els objectes es consideren similars si comparteixen
la mateixa etiqueta de classe. Un resum de les caracter´ıstiques particulars de cada
conjunt de dades utilitzats en l’estudi comparatiu es mostra a la taula A.1. Els
repositoris han estat ordenats aproximadament per ordre de complexitat relativa,
tenint en compte tant el nombre de mostres com la dimensionalitat. Per raons
de cohere`ncia, aquest ordre ha estat respectat en totes les figures i taules que fan
refere`ncia a un mateix experiment en diferents bases de dades.
En els experiments, totes les bases de dades s’han dividit aleato`riament en dos
subconjunts disjunts de la mateixa mida. Aquests s’utilitzen per a l’entrenament
i el test, respectivament.
1http://www.novadevelopment.com
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Ape`ndix B
Gra`fiques dels experiments
del MCML amb punts base
B.1 Evolucio´ dels criteris amb diferents inicialit-
zacions
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Figura B.1: Valors de criteri amb les diferents inicialitzacions en la base de dades
soyS.
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B. Gra`fiques dels experiments del MCML amb punts base
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Figura B.2: Valors de criteri amb les diferents inicialitzacions en la base de dades
wine.
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Figura B.3: Valors de criteri amb les diferents inicialitzacions en la base de dades
glass.
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B. Gra`fiques dels experiments del MCML amb punts base
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Figura B.4: Valors de criteri amb les diferents inicialitzacions en la base de dades
ecoli.
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Figura B.5: Valors de criteri amb les diferents inicialitzacions en la base de dades
ionosphere.
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B. Gra`fiques dels experiments del MCML amb punts base
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Figura B.6: Valors de criteri amb les diferents inicialitzacions en la base de dades
balance.
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Figura B.7: Valors de criteri amb les diferents inicialitzacions en la base de dades
breast.
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B. Gra`fiques dels experiments del MCML amb punts base
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Figura B.8: Valors de criteri amb les diferents inicialitzacions en la base de dades
chromo.
0 10 20 30 40 50 60 70 80 90 100
0
2
4
6
8
10
12
punts base: 3.125%
iteracions
f M
C
M
L
p
 
 
FIX (I)
FIX (Mah.)
FIX (LDA)
FIX (Aleat.)
CAN (I)
CAN (Mah.)
CAN (LDA)
CAN (Aleat.)
Figura B.9: Valors de criteri amb les diferents inicialitzacions en la base de dades
mor.
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B. Gra`fiques dels experiments del MCML amb punts base
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Figura B.10: Valors de criteri amb les diferents inicialitzacions en la base de dades
spam.
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Figura B.11: Valors de criteri amb les diferents inicialitzacions en la base de dades
satellite.
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B. Gra`fiques dels experiments del MCML amb punts base
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Figura B.12: Valors de criteri amb les diferents inicialitzacions en la base de dades
Art100.
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Figura B.13: Valors de criteri amb les diferents inicialitzacions en la base de dades
nist16.
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B. Gra`fiques dels experiments del MCML amb punts base
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Ape`ndix C
Gra`fiques dels experiments
de la famı´lia PA
C.1 Pe`rdua 0-1
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Figura C.1: Error predictiu dels algorismes en l´ınia.
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C. Gra`fiques dels experiments de la famı´lia PA
0 0.5 1 1.5 2 2.5 3 3.5 4
x 104
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
iteracio´
lo
ss
0
-1
I(-)
I(+)
II(-)
II(+)
LS(-)
LS(+)
(a) chromo
0 1 2 3 4 5 6 7 8 9 10
x 104
0.1
0.15
0.2
0.25
0.3
0.35
iteracio´
lo
ss
0
-1
I(-)
I(+)
II(-)
II(+)
LS(-)
LS(+)
(b) mor
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 105
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
iteracio´
lo
ss
0
-1
I(-)
I(+)
II(-)
II(+)
LS(-)
LS(+)
(c) spam
0 1 2 3 4 5 6 7 8 9 10
x 105
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
iteracio´
lo
ss
0
-1
I(-)
I(+)
II(-)
II(+)
LS(-)
LS(+)
(d) satellite
0 1 2 3 4 5 6 7 8 9 10
x 104
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
iteracio´
lo
ss
0
-1
I(-)
I(+)
II(-)
II(+)
LS(-)
LS(+)
(e) nist16
Figura C.2: Error predictiu dels algorismes en l´ınia.
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C. Gra`fiques dels experiments de la famı´lia PA
C.2 Estudi de la dimensio´ al proce´s iteratiu
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Figura C.3: Evolucio´ de la dimensio´ al llarg del proce´s d’aprenentatge en l´ınia.
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C. Gra`fiques dels experiments de la famı´lia PA
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Figura C.4: Evolucio´ de la dimensio´ al llarg del proce´s d’aprenentatge en l´ınia.
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C. Gra`fiques dels experiments de la famı´lia PA
C.3 Estudi de l’error amb la matriu final en fun-
cio´ de la dimensio´
C.3.1 Error sobre el conjunt d’entrenament
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Figura C.5: Mitjana de l’error sobre el conjunt d’entrenament amb la matriu final
del proce´s d’aprenentatge en l´ınia.
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C. Gra`fiques dels experiments de la famı´lia PA
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Figura C.6: Mitjana de l’error sobre el conjunt d’entrenament amb la matriu final
del proce´s d’aprenentatge en l´ınia.
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C. Gra`fiques dels experiments de la famı´lia PA
C.3.2 Error sobre el conjunt de test
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Figura C.7: Mitjana de l’error sobre el conjunt de test amb la matriu final del
proce´s d’aprenentatge en l´ınia.
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C. Gra`fiques dels experiments de la famı´lia PA
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Figura C.8: Mitjana de l’error sobre el conjunt de test amb la matriu final del
proce´s d’aprenentatge en l´ınia.
112
“tesi” — 2014/12/11 — 19:57 — page 113 — #135
Ape`ndix D
Problema dual
L’objectiu d’aquest ape`ndix e´s obtindre el problema dual (5.5) a partir del pro-
blema d’aprenentatge de dista`ncies (5.4).
Cada una de les restriccions del problema (5.4) esta` definida per un parell
d’´ındexs (i, j), sobre el conjunt d’entrenament. Primer anem a introduir un nou
ı´ndex k, que fara` refere`ncia al parell (i, j). I tambe´, per simplificar la derivacio´,
s’introdueix dMk = z
>
k Mzk, on zk = (xi−xj). De manera que (5.4) pot reescriure’s
com
min
M,b,ξ
1
2
‖M‖2Fro + C
∑
k
ξk,
tal que yk(b− dMk ) ≥ 1− ξk,
ξk ≥ 0.
(D.1)
L’´ındex k varia entre 1 ≤ k ≤ N = n(n−1)2 . Introduint els multiplicadors no
negatius αk i λk, definim L = L (M, b, ξ, α, λ)
L = 1
2
‖M‖2Fro +C
N∑
k=1
ξk +
N∑
k=1
αk
(
1− yk
(
b− z>k Mzk
)− ξk)− N∑
k=1
λkξk. (D.2)
Calculant les derivades parcials de L (Equacio´ (D.2)), respecte a M , b, ξk i
igualant-les a zero
∂L
∂M
= 0↔M = −
N∑
k=1
αkykzkz
>
k , (D.3)
∂L
∂b
= 0↔
N∑
k=1
αkyk = 0, (D.4)
∂L
∂ξk
= 0↔ αk = C − λk ≤ C. (D.5)
Les dues primeres Equacions (D.3), (D.4) so´n immediates. La tercera (D.5) s’obte´
tenint en compte que ∂L∂ξk = 0↔ C − αk − λk = 0, i com λk ≥ 0, necessa`riament
se satisfa` la condicio´ αk ≤ 0, de l’Equacio´ (D.5).
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D. Problema dual
Substituint les relacions (D.3), (D.4) i (D.5) en (D.2)
L(α, λ) = 1
2
∥∥∥∥∥−
N∑
k=1
αkykzkz
>
k
∥∥∥∥∥
2
Fro
+
N∑
k=1
αk(1− yk(−z>k
(
−
N∑
l=1
αlylzlz
>
l
)
zk)).
(D.6)
Tenint en compte la relacio´ ‖M‖2Fro = Tr(M>M) i algunes propietats fonamen-
tals de la trac¸a, es pot reescriure l’Equacio´ (D.6)
L(α, λ) =
N∑
k=1
αk − 1
2
N∑
k,l=1
αkαlykyl Tr(zkz
>
k zlz
>
l ). (D.7)
I l’Equacio´ (D.7), amb les restriccions (D.4) i (D.5), formen el problema dual
(5.5) que tornem a escriure a continuacio´
max
α
N∑
k=1
αk − 1
2
N∑
k,l=1
αkαlykyl 〈Zk, Zl〉 ,
tal que
N∑
k=1
αkyk = 0,
0 ≤ αk ≤ C.
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Ape`ndix E
Derivacio´ de l’actualitzacio´
de PA-LS
Com s’indica en les Equacions (5.22) i (5.23), la formulacio´ per mı´nims quadrats
del problema original PA porta a un problema d’optimitzacio´ amb nome´s una
restriccio´ d’igualtat.
min
M,b,ξ
1
2
∥∥M −Mk∥∥2
Fro
+ 12
(
b− bk)2 + Cξ2,
s.t. 1− yij
(
b− dMij
)
= ξ.
El corresponent problema de minimitzacio´ sense restriccions s’obte´ mitjanc¸ant
la introduccio´ d’un multiplicador de Lagrange, τ , per arribar al segu¨ent Lagrangia`
L(M, b, ξ, τ) = 12‖M −Mk‖2Fro + 12 (b− bk)2+
+Cξ2 + τ
(
1− yij(b− dMij )− ξ
)
.
(E.1)
Diferenciant la funcio´ de Lagrange anterior respecte a M, b, ξ i igualant aques-
tes derivades parcials a zero condueix a
M = Mk − τyij(xi − xj)(xi − xj)>, (E.2)
b = bk + τyij , (E.3)
2Cξ = τ =⇒ ξ = τ
2C
. (E.4)
Ara podem emprar les Equacions (E.2), (E.3) i (E.4) en el Lagrangia` (E.1)
per a obtindre
L(τ) = − τ22
∥∥(xi − xj)(xi − xj)>∥∥2Fro−
− τ22 − τ
2
4C + τ
(
1− yij
(
bk − dMkij
))
.
(E.5)
Prenent la derivada de L(τ) respecte τ i establint-la a zero ens donara` el seu
u´nic punt cr´ıtic que correspon al mı´nim dels problemes anteriors.
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E. Derivacio´ de l’actualitzacio´ de PA-LS
τ =
1− yij
(
bk − dMkij
)
1 + 12C + ‖(xi − xj)(xi − xj)>‖
2
Fro
.
Cal tindre en compte que aquesta expressio´ s’ha introdu¨ıt en l’Equacio´ (5.24)
com τ3. Les Equacions (E.2) i (E.3) amb aquest valor de τ condueixen a la solucio´
del problema PALS.
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