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RESUMO
Nesta Dissertac¸a˜o de Mestrado, apresenta-se a proposta de um pro-
tocolo para autenticac¸a˜o de usua´rios, fazendo uso de biometria e smart-
cards.
As principais caracterı´sticas desse conjunto de protocolos sa˜o: pro-
ver um mecanismo pro´prio e integrado para cadastro e autenticac¸a˜o, as-
sim como permitir a existeˆncia de diferentes pape´is de usua´rios. Com a
unia˜o destas duas caracterı´sticas, almeja-se a obtenc¸a˜o de protocolos que
possuam nı´veis aprimorados, na˜o apenas de seguranc¸a, mas tambe´m de
gerenciamento.
Seu desenvolvimento e´ norteado pela adoc¸a˜o de uma metodologia
pro´pria ao projeto de protocolos de seguranc¸a. As seguintes etapas fa-
zem parte desta metodologia: projeto inicial, prototipac¸a˜o, implantac¸a˜o,
modelagem formal e verificac¸a˜o.
A modelagem formal e´ feita em Lo´gica de Primeira Ordem. Os
modelos lo´gicos criados sa˜o, posteriormente, alvo de verificac¸a˜o com
auxı´lio de um provador automa´tico de teoremas (em nosso caso, o
SPASS). De modo a antecipar as ac¸o˜es de um atacante em potencial,
seus possı´veis movimentos sa˜o tambe´m alvo de formalizac¸a˜o, resultando
na criac¸a˜o de um modelo lo´gico pro´prio. Logo apo´s, tem inı´cio a etapa
de verificac¸a˜o, a qual consiste no teste de conjecturas sobre os modelos
lo´gicos. O resultado deste teste permite a extrac¸a˜o de fatos (certezas) so-
bre nosso conjunto de protocolos. Em u´ltima ana´lise, estes fatos sa˜o a
comprovac¸a˜o da resisteˆncia do protocolo a padro˜es conhecidos de ataque.
Com a finalidade de propiciar uma visa˜o geral da tema´tica da
verificac¸a˜o de protocolos de seguranc¸a, este trabalho tambe´m apresenta
uma revisa˜o dos me´todos disponı´veis, na˜o se limitando apenas a`queles
efetivamente utilizados neste estudo. Ademais, todo o material relativo
a`s modelagens formais e respectivas provas e´ incluı´do como anexos.
Palavras-chave:Autenticac¸a˜o Multifator, Protocolo de Seguranc¸a,
Verificac¸a˜o Formal, Prova Automa´tica de Teoremas.

ABSTRACT
In this Master Thesis, a proposal for a set of authentication proto-
cols through the use of biometrics and smartcards is presented.
The main characteristics of such protocols are: to provide their own
integrated mechanism for user registration and authentication, as well as
to differentiate the existent user roles. By combining these characteristics,
we aim at creating protocols with, not only improved security levels, but
also with flexible management.
Their development is guided by the adoption of a proper methodo-
logy for the security protocols’ project. The following steps make part of
it: initial design, prototyping, deployment, formal modelling and verifica-
tion.
The formal modelling is carried out in First-Order Logic. The logic
models created are subsequently targeted of verification with the assis-
tance of an automated theorem prover (in this case, SPASS). To anticipate
the actions from a potential attacker, his characteristics are also target of
formalisation, resulting in his own logic model. After, we proceed with
the verification which consists on testing conjectures upon the logic mo-
dels. The results collected with those tests allow the extraction of facts
about our set of protocols. In a last instance, such facts are the evidence
of the protocol’s resistance to well-known attack patterns.
In order to provide a broader view of the subject of security
protocol verification, this work also reviews all the available methods.
Not limiting to those already used in this study. In addition, every piece
of material related to the formal modelling and respective proofs is
included as appendices.
Keywords: Multi-factor Authentication, Security Protocol, Formal
Verification, Automated Theorem Proving

RE´SUME´
Cette The`se de Maıˆtrise pre´sente la proposition d’un ensemble
de protocoles pour l’authentification des utilisateurs, par le biais de la
biome´trie et des cartes a` puce.
Cet ensemble de protocoles fournit un me´canisme propre et inte´gre´
pour le cadastre et l’authentification, permettant ainsi le classement
des diffe´rents types d’utilisateurs. Avec la combinaison de ces ca-
racte´ristiques on vise l’ame´lioration des niveaux de protocole en termes
de se´curite´, mais aussi de gestion.
Son de´veloppement est guide´ par l’adoption d’une me´thodologie
propre au projet de protocoles de se´curite´. Cela implique : un projet
initial, puis le prototypage, ensuite l’implantation, le modelage formel et
enfin la ve´rification.
Le modelage formel est re´alise´ dans la Logique de Premie`re Or-
dre. Les mode`les logiques cre´s seront ensuite utilise´s comme cibles de
ve´rification a` l’aide d’un proveur automatique de the´ore`mes ( dans ce cas,
le SPASS ). Pour pre´venir les actions d’un attaquant potentiel, ses mou-
vements possibles seront formalise´s a` l’aide de la cre´ation d’un mode`le
logique propre. Ensuite ou apre`s cela, l’e´tape de ve´rification commence,
ce qui comprend le test de conjectures sur les mode`les logiques cre´s. Le
re´sultat de ceci permet l’extraction de faits ( des assurances ) sur notre en-
semble de protocoles. Dans la dernie`re analyse, ces faits sont les preuves
de la re´sistance du protocole aux mode`les d’attaques connus.
Afin de fournir une vision ge´ne´rale de la the´matique de la
ve´rification de protocoles de se´curite´, ce travail pre´sente aussi une
re´vision des me´thodes disponibles, ne se limitant pas a` ceux utilise´s dans
cet e´tude. De plus, tout le mate´riel relatif aux mode`les formels et aux
preuves logiques respectives est inclus dans ce travail en annexe.
Mots-cle´s : Authentification en Divers Facteurs ; Protocole de Se´curite´ ;
Ve´rification Formelle ; Preuve Automatique de The´ore`mes.
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1 INTRODUC¸A˜O
O crescente desenvolvimento da Internet registrado nas u´ltimas
de´cadas tem proporcionado uma maior interac¸a˜o entre pessoas e servic¸os
baseados na rede. Como expoentes desta nova realidade, pode-se citar o
nu´mero elevado de informac¸o˜es pessoais compartilhadas entre usua´rios
atrave´s das redes sociais; a criac¸a˜o e constante aprimoramento de no-
vas formas de realizac¸a˜o de transac¸o˜es financeiras, contribuindo para a
gerac¸a˜o de riqueza em larga escala, e a maior integrac¸a˜o entre diferentes
sistemas e dispositivos, permitindo a atualizac¸a˜o de dados em tempo real.
Por outro lado, a existeˆncia de tantas possibilidades de interac¸a˜o
com consequente troca de informac¸o˜es sigilosas, torna os servic¸os envol-
vidos um alvo preferencial no roubo de dados. Este cena´rio tem con-
tribuı´do para o desenvolvimento do campo de estudos da Seguranc¸a da
Informac¸a˜o. O principal objetivo deste campo e´ a busca de meios que tor-
nem as comunicac¸o˜es em meio eletroˆnico protegidas a` ac¸a˜o de usua´rios
mal-intencionados.
A seguranc¸a na˜o e´ algo homogeˆneo. Quando dizemos que “todos
os sistemas devem ser seguros”, estamos sendo muito imprecisos. Esta-
mos nos referindo a queˆ, exatamente? Que as informac¸o˜es na˜o caiam nas
ma˜os de terceiros? Ou, que o sistema saiba quando esta´ recebendo ordens
de um impostor? Ou, ainda, que o sistema impec¸a o usua´rio de cometer
erros por deslize? Com o devido cuidado, podemos construir sistemas
levando em conta todas essas perguntas.
A construc¸a˜o de sistemas de informac¸a˜o seguros deve levar em
conta cinco aspectos ba´sicos. Esses aspectos resumem o que pode ou
na˜o ser oferecido em mate´ria de seguranc¸a aos usua´rios do sistema. Em
algumas situac¸o˜es, devido aos altos custos de implementac¸a˜o envolvidos,
alguns aspectos de seguranc¸a podem vir a ter maior prioridade que outros.
Inicialmente, devemos fornecer confidencialidade (ou sigilo) aos
dados trocados entre o sistema e seus usua´rios. O nı´vel de sigilo deve
ser forte o suficiente para impedir a leitura dos dados por terceiros na˜o-
autorizados.
Devemos tambe´m prover garantias de integridade aos dados. Ou
seja, garantir que os mesmos na˜o sejam modificados enquanto trafegam
pela rede. Eventual alterac¸a˜o deve ser de fa´cil detecc¸a˜o.
Precisamos averiguar a autenticidade das mensagens recebidas,
isto e´, verificar se as mensagens recebidas foram de fato enviadas pelo
usua´rio apontado como emissor.
Outra questa˜o importante e´ a presenc¸a de mecanismos de
autenticac¸a˜o confia´veis de modo a evitar que um usua´rio tenha du´vidas
sobre a real identidade de seus interlocutores.
E, deve-se tambe´m levar em considerac¸a˜o, a existeˆncia de uma
polı´tica de autorizac¸a˜o rı´gida para impedir que usua´rio fac¸a uso de
2servic¸os ou recursos fora dos previamente acordados.
Ale´m disso, para o bom entendimento deste trabalho, e´ necessa´rio
a correta assimilac¸a˜o do conceito de protocolo, principalmente de pro-
tocolo de seguranc¸a. Segundo (RYAN; SCHNEIDER, 2000), um proto-
colo de seguranc¸a, em traduc¸a˜o livre, “compreende uma sequeˆncia pre´-
definida de interac¸o˜es entre entidades para alcanc¸ar um fim especifico”.
Em diversos casos, as entidades envolvidas possuem interesses conflitan-
tes, tornando o projeto de protocolos uma atividade ainda mais trabalhosa
e complexa. E´ necessa´rio ter em mente que, por mais que sejam desen-
volvidos para uso em computadores, existe toda uma base conceitual que
independe do meio sobre o qual e´ feita sua implementac¸a˜o. Esta base con-
ceitual faz uso sobretudo, da matema´tica (em particular, da lo´gica) para
garantir o correto atendimento dos objetivos do protocolo.
Cabe salientar ainda que protocolos podem fazer uso de dados pro-
vidos por outros protocolos. Isto e´ bastante comum, especialmente se
considerarmos o paradigma das redes de computadores, onde diferentes
protocolos cuidam das tarefas de transmissa˜o em meio fı´sico, conexa˜o
host-a-host, roteamento de pacotes, apresentac¸a˜o da informac¸a˜o e cripto-
grafia de dados (TANENBAUM, 2002). Outro exemplo bastante ilustrativo
desta situac¸a˜o e´ o come´rcio eletroˆnico. Ao efetuar uma compra, fazemos
uso de protocolos para: exibic¸a˜o da pa´gina web da loja virtual (protocolo
HTTP (FIELDING et al., 1999)); recebimento de e-mail de confirmac¸a˜o da
compra (protocolo SMTP (POSTEL, 1982)) e transmissa˜o sigilosa dos da-
dos do carta˜o de cre´dito (protocolo SSL/TLS (DIERKS; ALLEN, 1999)).
1.1 DEFINIC¸A˜O DO PROBLEMA
O problema que nosso trabalho se propo˜e a resolver e´ a criac¸a˜o
de um novo protocolo para autenticac¸a˜o de usua´rios no aˆmbito do Poder
Judicia´rio.
Apo´s uma ana´lise detalhada, constatou-se que a versa˜o do pro-
tocolo em uso (ate´ o inı´cio deste projeto de pesquisa), conte´m algumas
vulnerabilidades. Na eventualidade de terem sido exploradas, estas vul-
nerabilidades podem permitir o acesso de usua´rios na˜o-autorizados aos
sistemas envolvidos.
Apesar de ter sido criado para resolver este problema especı´fico, o
uso deste protocolo e´ facilmente adaptado a outros cena´rios. No decorrer
do texto, adotamos sempre explicac¸o˜es gene´ricas de seu funcionamento.
Por questo˜es de sigilo, a versa˜o antiga do protocolo na˜o e´ objeto de dis-
cussa˜o. Isto na˜o acarreta em prejuı´zo no entendimento da proposta, tendo
em vista que a mesma e´ feita do inı´cio, na˜o levando em considerac¸a˜o o
protocolo original.
Para assegurar maior confiabilidade a` proposta, vislumbra-se a
adic¸a˜o de duas caracterı´sticas-chave. Primeiro, o uso de dispositivos
de reconhecimento biome´trico para maior precisa˜o na identificac¸a˜o dos
usua´rios. E, segundo, a realizac¸a˜o de verificac¸o˜es matema´ticas (formais)
3afim de confirmar se as garantias de seguranc¸a pretendidas sa˜o realmente
providas.
1.2 JUSTIFICATIVA E MOTIVAC¸A˜O
A realizac¸a˜o deste trabalho justifica-se por ser uma nova tenta-
tiva na soluc¸a˜o do problema de acesso na˜o-autorizado a sistemas de
informac¸a˜o. Acessos desta natureza acarretam enormes prejuı´zos finan-
ceiros (BATCHELOR, 2012). Na˜o raro, os prejuı´zos sofridos va˜o ale´m de
perdas financeiras, atingindo tambe´m bens intangı´veis como confianc¸a do
consumidor.
Outro fator importante a ser considerado, e´ a baixa quantidade
de pesquisa correlata feita no Brasil, ao menos com relac¸a˜o a` tema´tica
da verificac¸o˜es formais de protocolos. Durante a etapa de revisa˜o bi-
bliogra´fica, foram encontrados poucos trabalhos com tema semelhante
que tiveram origem em universidades brasileiras. Um dos exemplares e´ a
Dissertac¸a˜o de Mestrado de Fa´bio Piva (PIVA, 2009).
Logo, talvez a maior motivac¸a˜o para a conduc¸a˜o deste estudo seja
servir como estı´mulo ao desenvolvimento de trabalhos com objetos de
pesquisa semelhante.
1.3 OBJETIVOS
Definimos o objetivo geral deste trabalho como sendo a criac¸a˜o
de um novo protocolo para autenticac¸a˜o de usua´rios com mecanismos de
garantia da confianc¸a em diversos nı´veis de execuc¸a˜o.
1.3.1 Objetivos Especı´ficos
(a) Apresentar os protocolos de autenticac¸a˜o biome´trica ja´ existentes na
literatura;
(b) Estudar e apresentar o estado da arte das te´cnicas existentes para
verificac¸a˜o formal de protocolos de seguranc¸a;
(c) Elaborar uma versa˜o que fac¸a uso da certificac¸a˜o digital como u´nico
fator de autenticac¸a˜o;
(d) Estender a versa˜o inicial do protocolo, adaptando-a para conter dois
fatores de autenticac¸a˜o (certificac¸a˜o digital e biometria);
(e) Elaborar especificac¸o˜es em alto-nı´vel para toda a proposta;
(f) Apresentar notac¸o˜es formais para todas as mensagens trocadas;
(g) Confirmar a viabilidade pra´tica da proposta atrave´s da implementac¸a˜o
de um proto´tipo;
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(i) Elaborar uma especificac¸a˜o formal do protocolo a partir de sua
especificac¸a˜o em alto-nı´vel;
(j) Testar cena´rios de ataque sobre as especificac¸o˜es formais criadas, com
auxı´lio de uma ferramenta de automatizac¸a˜o; e
(k) Avaliar o comportamento do protocolo aos testes efetuados.
1.4 CONTRIBUIC¸O˜ES
Parte dos resultados alcanc¸ados no decorrer deste trabalho foi pu-
blicada no formato de artigo, no seguinte veı´culo de divulgac¸a˜o cientı´fica:
1. “Towards a Formal Verification of a Multi-factor Authentication
Protocol Using Automated Theorem Provers”, em 11th IEEE In-
ternational Conference on Trust, Security and Privacy in Compu-
ting and Communications (TrustCom-2012) (SANTOS et al., 2012).
Neste artigo, apresentamos nossa proposta de protocolo, junto com
sua formalizac¸a˜o inicial, em Lo´gica de Primeira Ordem.
1.5 ME´TODO DE PESQUISA
Segundo Wazlawick, um me´todo de pesquisa “consiste na
sequeˆncia de passos necessa´rios para demonstrar que um objetivo de
pesquisa foi atingido” (WAZLAWICK, 2009). Neste trabalho, optou-
se pela adoc¸a˜o de uma abordagem incremental ao projeto de proto-
colos de seguranc¸a. Esta abordagem, ou seja, nosso me´todo de pes-
quisa, e´ composto das seguintes etapas: Concepc¸a˜o Inicial, Prototipac¸a˜o,
Formalizac¸a˜o, Verificac¸a˜o e Ana´lise dos Resultados.
Destacam-se alguns pontos no me´todo. O principal resultado
da etapa de Concepc¸a˜o Inicial sa˜o especificac¸o˜es em alto-nı´vel. Es-
tas especificac¸o˜es sa˜o, enta˜o, validadas contra um cena´rio de execuc¸a˜o
real, na etapa de Prototipac¸a˜o. Em seguida, na fase de Formalizac¸a˜o, a
especificac¸a˜o de alto-nı´vel original e´ convertida num modelo matema´tico,
sobre o qual testes sa˜o realizados (Verificac¸a˜o). Ao fim, os resultados da
verificac¸a˜o sa˜o analisados sob o ponto de vista da seguranc¸a (Ana´lise dos
Resultados).
1.6 LIMITAC¸O˜ES DO TRABALHO
Na verificac¸a˜o do protocolo a ser proposto, na˜o sa˜o levados em
considerac¸a˜o os aspectos fora do fluxo de troca de mensagens. Ou seja,
questo˜es como a interac¸a˜o entre os participantes humanos e como estes
podem conluir na tentativa de quebra do protocolo na˜o sa˜o levadas em
considerac¸a˜o.
5A ana´lise dessa problema´tica constitui um problema de pesquisa
pro´prio e na˜o esta´ incluı´da no trabalho.
1.7 ORGANIZAC¸A˜O DO TRABALHO
Esta Dissertac¸a˜o de Mestrado esta´ estruturada do seguinte modo.
Capı´tulo 2: Definic¸o˜es Preliminares
Inicialmente, o Capı´tulo 2 apresenta os conceitos ba´sicos relacio-
nados ao nosso trabalho. E´ feita uma revisa˜o sobre os to´picos de Cripto-
grafia e Certificac¸a˜o Digital (Sec¸a˜o 2.2); Protocolos de Seguranc¸a (Sec¸a˜o
2.3); Biometria (Sec¸a˜o 2.4); e Smartcards (Sec¸a˜o 2.5). A leitura deste
capı´tulo pode ser dispensada caso o leitor ja´ possua conhecimento pre´vio
na a´rea da Seguranc¸a da Informac¸a˜o.
Capı´tulo 3: Me´todos Formais para Verificac¸a˜o de Protocolos
Dando continuidade a`s explicac¸o˜es-chave, o Capı´tulo 3 faz uma
revisa˜o geral dos me´todos formais existentes para a verificac¸a˜o de pro-
tocolos de seguranc¸a. O capı´tulo comec¸a apresentando a notac¸a˜o for-
mal adotada para descric¸a˜o dos protocolos (Sec¸a˜o 3.2). Logo apo´s, e´
feita uma revisa˜o dos modelos de ameac¸a existentes, os quais sa˜o im-
portantes na identificac¸a˜o das capacidades de ataque de um usua´rio mal-
intencionado qualquer (Sec¸a˜o 3.3). O cerne do capı´tulo vem em seguida,
com a apresentac¸a˜o dos me´todos formais propriamente ditos (Sec¸a˜o 3.4).
O capı´tulo discute a existeˆncia de limites ao uso de me´todos formais na
Sec¸a˜o 3.5. Por fim, alguns exemplos de trabalhos de verificac¸a˜o relacio-
nados sa˜o apresentados na Sec¸a˜o 3.6.
Capı´tulo 4: O Protocolo Proposto
Em seguida, no Capı´tulo 4 alcanc¸amos o cerne da Dissertac¸a˜o,
apresentando nossa proposta de autenticac¸a˜o. Desde o inı´cio, descreve-
mos nossa proposta em alto-nı´vel de abstrac¸a˜o (Sec¸a˜o 4.2). Dando con-
tinuidade a` metodologia de projeto de protocolos adotada, apresentamos
alguns pequenos softwares criados para servir como prova de conceito da
proposta (Sec¸a˜o 4.3). Em adic¸a˜o, tambe´m e´ apresentado um subproduto
deste projeto de pesquisa: uma biblioteca para integrac¸a˜o do protocolo e
dispositivos biome´tricos (Sec¸a˜o 4.4).
Capı´tulo 5: A Verificac¸a˜o do Protocolo Proposto
Uma vez tendo sua viabilidade pra´tica confirmada, o Capı´tulo
5 aborda a verificac¸a˜o formal efetuada em cima de nossa proposta.
Comec¸amos por apresentar a ferramenta escolhida na assisteˆncia do
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formalizac¸a˜o do protocolo, transcrevendo as trocas de mensagens de sua
descric¸a˜o em alto-nı´vel para um modelo lo´gico (Sec¸a˜o 5.3). Em seguida,
formalizamos o comportamento de um atacante hipote´tico num modelo
lo´gico pro´prio (Sec¸a˜o 5.4). Com a definic¸a˜o dos modelos lo´gicos de pro-
tocolo e atacante, passamos a investigar suas propriedades com a ajuda
do provador SPASS (Sec¸a˜o 5.5). Ainda, nas concluso˜es do capı´tulo cons-
tam algumas ponderac¸o˜es acerca do processo de verificac¸a˜o de protocolos
como um todo (Sec¸a˜o 5.6).
Capı´tulo 6: Considerac¸o˜es Finais
Finalmente, no Capı´tulo 6 e´ feita uma ana´lise dos resultados
alcanc¸ados no decorrer deste estudo. De modo a dar continuidade a` pes-
quisa, algumas perspectivas de trabalhos futuros sa˜o deslumbradas (Sec¸a˜o
6.1).
Anexos
Na forma de anexos, encontram-se disponı´veis as descric¸o˜es dos
modelos lo´gicos criados em notac¸a˜o pro´pria da ferramenta de suporte ado-
tada, bem como o resultado dos testes realizados (Anexo A).
2 DEFINIC¸O˜ES PRELIMINARES
2.1 INTRODUC¸A˜O
Este capı´tulo dedica-se a` revisa˜o dos conceitos ba´sicos de
Seguranc¸a em Computac¸a˜o envolvidos no trabalho. Na˜o se tem a pre-
tensa˜o de torna´-lo um guia detalhado dos to´picos abordados. Em caso de
necessidade, recomenda-se ao leitor fazer uso das refereˆncias presentes
ao longo do texto.
2.2 CRIPTOGRAFIA E CERTIFICAC¸A˜O DIGITAL
Desde tempos imemoriais, o homem tem buscado formas de
protec¸a˜o a` informac¸a˜o vital a sua sobreviveˆncia. Era necessa´rio garan-
tir que, mesmo em ma˜os inimigas, seus dados na˜o tivessem serventia. Ou
seja, que seu real significado na˜o fosse compreendido por pessoas fora do
cı´rculo ı´ntimo do autor da mensagem (informac¸a˜o).
Existem duas formas ba´sicas de contornar este problema. A pri-
meira, mais direto, consiste no puro e simples ocultamento da mensagem.
Fundos falsos, pequenos bolsos, orifı´cios do corpo, escrita com tinta in-
visı´vel eram (e sa˜o) alguns dos meios para esconder informac¸o˜es. Estas
te´cnicas recebem o nome de esteganografia. A segunda forma, chamada
de criptografia age diretamente no conteu´do da mensagem, alterando seu
pro´prio significado. Para isso, troca-se letras de posic¸a˜o, adiciona-se no-
vos sı´mbolos, remove-se outros, etc.
Os propo´sitos da criptografia podem ser extraı´dos diretamente de
seu nome. Vindo do grego, “kryptus” (oculto, escondido) e “graphos”
(escrita).
A histo´ria da criptografia pode ser vista em detalhes no Livro dos
Co´digos (SINGH, 2010). Neste livro, a histo´ria da criptografia e´ contada,
desde suas origens na Idade Antiga ate´ os dias atuais. Descobre-se que
ela teve um papel fundamental nos principais conflitos geopolı´ticos da
Histo´ria. Tambe´m sa˜o apresentados os esforc¸os de matema´ticos na quebra
(descoberta) dos textos cifrados.
A revoluc¸a˜o digital proporcionada pela Internet levou a mudanc¸as
no uso da criptografia. Deixamos de escrever cartas e passamos a trocar e-
mails. A criptografia enta˜o passou a atuar na forma como mensagens sa˜o
armazenadas no computador: em dados bina´rios (os bits e bytes). Passou
a lidar tambe´m com o sigilo da comunicac¸a˜o online, principalmente em
sites de come´rcio eletroˆnico.
Deste ponto em diante, assume-se que o leitor tenha conheci-
mento dos seguintes conceitos: Criptografia Sime´trica; Criptografia
Assime´trica; Func¸a˜o de Resumo Criptogra´fico; Assinatura Digital e
8Certificac¸a˜o Digital. Este conteu´do pode ser obtido em: (STALLINGS,
2002), (SCHNEIER, 1995).
2.3 PROTOCOLOS DE SEGURANC¸A
Ross Anderson lembra que protocolos de seguranc¸a podem ser
simples ou complexos (ANDERSON, 2008). Em protocolos simples, pou-
cas mensagens sa˜o trocadas entre um nu´mero reduzido de agentes. Um
protocolo e´ formado pela troca, de no mı´nimo, duas mensagens. O ato de
passar um carta˜o num leitor para obter acesso ao escrito´rio e´ um exemplo
de protocolo simples.
Por outro lado, protocolos complexos demandam a troca de men-
sagens complexas entre diversos agentes. As mensagens trocadas conteˆm
grande quantidade de material criptogra´fico (dados cifrados, dados as-
sinados, hashes) que devem ser corretamente validados para avanc¸ar ao
passo seguinte. O uso de carto˜es de cre´dito e´ um exemplo bastante ilus-
trativo de protocolo complexo. Possuem, no mı´nimo quatro participantes
(o banco, a bandeira do carta˜o, o consumidor e o comerciante), trocando
informac¸o˜es e validando os dados uns dos outros (limite total disponı´vel,
limite parcelado disponı´vel, valor da compra, etc) (BELLA et al., 2006).
Outro ponto e´ a existeˆncia de protocolos pu´blicos e privativos. Um
protocolo e´ considerado pu´blico quando possuir especificac¸a˜o aberta, isto
e´, disponı´vel para qualquer interessado em descobrir como o protocolo
funciona. Protocolos privativos, por definic¸a˜o, impedem o acesso a` sua
especificac¸a˜o, disponibilizando somente as interfaces de comunicac¸a˜o
com o usua´rio final. No caso de protocolos de especificac¸a˜o pu´blica,
podemos citar como exemplos os protocolos SSL/TLS (DIERKS; ALLEN,
1999) que proveˆm sigilo a`s comunicac¸o˜es realizadas na Internet, ale´m de
protocolos de autenticac¸a˜o como o Kerberos (MILLER et al., 1987), am-
plamente utilizado em sistemas operacionais Windows. A presenc¸a de
protocolos privativos se faz notar nos produtos de hardware e software
comercializados. O setor banca´rio tambe´m possui um grande nu´mero de
protocolos internos restritos aos seus pro´prios funciona´rios (ANDERSON,
2008).
2.3.1 Propriedades de Seguranc¸a
As propriedades dos protocolos de seguranc¸a sa˜o as garantias que
o protocolo busca fornecer aos seus participantes durante sua execuc¸a˜o.
O alcance destas propriedades e´ feito atrave´s do uso de te´cnicas crip-
togra´ficas sobre a mensagem, como a cifragem e decifragem. ca´lculo
da func¸a˜o de resumo criptogra´fico; e aplicac¸a˜o de assinaturas digitais.
Para que estas te´cnicas realmente venham a contribuir para o atendimento
das propriedades esperadas para o protocolo, e´ necessa´rio que sejam uti-
lizadas de maneira racional. Seu uso indiscriminado e sem planejamento
pode ter um efeito ino´cuo no protocolo, na˜o contribuindo para o efetivo
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Na literatura, as expresso˜es “princı´pios de seguranc¸a” e “objetivos
de seguranc¸a” sa˜o comumente utilizadas como sinoˆnimos a “propriedades
de seguranc¸a”, na˜o havendo prejuı´zo de seu significado.
• Confidencialidade refere-se ao provimento de sigilo a`s mensagens
trocadas entre participantes legı´timos do protocolo. Isto e´, mesmo
que as mensagens venham a ser interceptadas, seu conteu´do perma-
necera´ inacessı´vel a terceiros na˜o autorizados. Essa propriedade e´
obtida atrave´s da criptografia (operac¸o˜es de cifragem e decifragem
de dados).
• Integridade proveˆ mecanismos para detecc¸a˜o de alterac¸o˜es inde-
vidas na estrutura da mensagem. Esta propriedade e´ de vital im-
portaˆncia se considerarmos o cena´rio no qual uma mensagem e´ in-
terceptada por um atacante e este a modifica antes de reencaminha´-
la ao destinata´rio original. Outro exemplo importante vem na forma
de detecc¸a˜o de alterac¸o˜es em arquivos. Ou seja, o destinata´rio deve
prover de meios para verificar a na˜o-alterac¸a˜o da mensagem a partir
de seu alegado emissor. Esta propriedade e´ alcanc¸ada atrave´s do
uso de func¸o˜es de resumo criptogra´fico e assinaturas digitais.
• Na˜o-Repu´dio visa garantir que apo´s o efetivo envio de uma men-
sagem, seu emissor na˜o possa negar teˆ-lo feito. Esta propriedade e´
de suma importaˆncia num cena´rio em que ambas as partes, mesmo
constantemente trocando informac¸a˜o entre si, na˜o confiam uma na
outra. Para alcanc¸ar esta propriedade, sa˜o utilizadas assinaturas di-
gitais.
• Autenticac¸a˜o e´ a propriedade que uma vez cumprida pelo pro-
tocolo, permite que seus participantes possam verificar a identi-
dade de seus interlocutores. Existem dois tipos de autenticac¸a˜o:
autenticac¸a˜o unilateral e autenticac¸a˜o mu´tua. Num protocolo de
autenticac¸a˜o do tipo unilateral, apenas uma das partes tem sua iden-
tidade verificada perante a outra (geralmente o participante que ini-
ciou o protocolo verifica a identidade do receptor de suas mensa-
gens). Por outro lado, num protocolo de autenticac¸a˜o mu´tua, ambas
as partes sa˜o autenticadas perante a outra; o participante que iniciou
o protocolo autentica o receptor de sua mensagem e, em seguida
tem sua identidade verificada pelo u´ltimo.
Outro conceito importante e´ o fator de autenticac¸a˜o utilizado. Um
fator de autenticac¸a˜o e´ a informac¸a˜o utilizada na verificac¸a˜o da
identidade do participante. Sa˜o, em geral, em nu´mero de treˆs: algo
que voceˆ sabe (por exemplo, uma senha), algo que voceˆ possui
(por exemplo, um smartcard) e o que voceˆ e´ (por exemplo, uma
impressa˜o digital ou ı´ris). Adicionalmente, em (BRAINARD et al.,
2006) e´ apresentado um quarto fator de autenticac¸a˜o: algue´m que
voceˆ conhece.
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Certificados e assinaturas digitais sa˜o as principais te´cnicas utiliza-
das na garantia da propriedade de autenticac¸a˜o.
• Autorizac¸a˜o, complementando a propriedade de Autenticac¸a˜o, e´
responsa´vel pela correta atribuic¸a˜o de privile´gios e controles de
acesso aos recursos disponibilizados pelos participantes do proto-
colo. Assim sendo, mesmo que um participante tenha sido auten-
ticado perante outro participante, e´ possı´vel que seu acesso a de-
terminado recurso deste (por exemplo, cadastro de novos usua´rios),
lhe seja negado, uma vez que na˜o foi previamente autorizado a faz.
Para que esta propriedade seja eficaz, e´ comum a definic¸a˜o de di-
ferentes pape´is (nı´veis de responsabilidade) entre os participantes.
Desta forma, alguns participantes ficam encarregados da execuc¸a˜o
de tarefas de gerenciamento, ao passo que outros pape´is ocupam-se
de tarefas rotineiras, de menor responsabilidade.
A lista de propriedades de seguranc¸a certamente na˜o e´ exaus-
tiva, havendo conflitos em seus significados entre autores, principalmente
quando entramos num nı´vel de detalhamento maior. Por exemplo, ha´ au-
tores que consideram que a propriedade de Integridade na˜o se aplica ao
participante emissor da mensagem (GOLLMANN, 1996), mas ta˜o somente
a` mensagem propriamente dita. Neste caso, e´ definida uma nova proprie-
dade, chamada de Autenticidade, encarregada de garantir que tanto a men-
sagem quanto seu emissor permanec¸am inalterados durante seu trajeto
entre dois participantes. Optou-se aqui pelas definic¸o˜es mais pro´ximas a
compreensa˜o deste trabalho, abrindo ma˜o de conflitos menores.
2.3.2 Ataques a Protocolos
Num primeiro momento, pode-se pensar que existem ilimitadas
formas de ataque a protocolos, pore´m, de uma maneira geral, a despeito
de suas peculiaridades, os ataques a protocolos podem se enquadrar nos
seguintes tipos: homem-no-meio, repetic¸a˜o, reflexa˜o e ora´culo. Veremos
a seguir em detalhes cada um deles.
• Homem-no-Meio (Man-in-the-Middle). Ocorre quando um ata-
cante posiciona-se entre dois participantes legı´timos do protocolo,
interagindo com cada um deles como se fosse o correto interlocu-
tor. Ou seja, cada participante interage com o atacante de tal modo
como se este fosse o destinata´rio real das mensagens. Nesta posic¸a˜o,
o atacante pode comprometer a execuc¸a˜o do protocolo de diversas
formas. Ale´m do simples na˜o reencaminhamento das mensagens
ao destinata´rio, o atacante pode fazer o reencaminhamento de uma
versa˜o adulterada da mensagem original, fazendo com que o desti-
nata´rio responsa de maneira inapropriada.
• Repetic¸a˜o (Replay). Consiste na retransmissa˜o, num momento fu-
turo, de mensagens capturadas. Atrave´s do monitoramento da rede,
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o atacante passa a ser acesso a todas as mensagens trocadas, po-
dendo armazena´-las indefinidamente. Uma vez em posse de uma
mensagem antiga, o atacante podera´ reenvia´-la ao seu destinata´rio
original, na tentativa de que este deˆ continuidade a um novo fluxo
do protocolo a partir da mensagem ja´ utilizada. Existem diversas
modalidades de ataques de repetic¸a˜o (SYVERSON, 1994), devendo
contemplada, ainda, a hipo´tese do reenvio de mensagens ser feito
com o protocolo ainda em execuc¸a˜o.
Uma das te´cnicas existentes para prevenc¸a˜o dos ataques de
repetic¸a˜o, e´ o uso de nonces. Um nonce (number used only once) e´
um nu´mero aleato´rio gerado ao acaso pelos participantes do proto-
colo e concatenado a`s mensagens enviadas.
• Reflexa˜o (Reflection). Como o pro´prio nome diz, uma reflexa˜o de
mensagens e´ um ataque onde o atacante envia uma mensagem qual-
quer ao participante do protocolo, na esperanc¸a deste fornecer-lhe a
resposta correta. Uma analogia a este ataque e´ a seguinte situac¸a˜o:
existe um guarda parado na frente de uma porta que, para permitir
a entrada, pergunta: “qual e´ a senha?”; voceˆ na˜o sabe qual e´ a se-
nha e por sua vez, pergunta ao guarda “qual e´ a senha?”; eis que
o guarda fornece-lhe a senha (RYAN; SCHNEIDER, 2000). Ataques
de reflexa˜o sa˜o comuns em protocolos em que seus participantes
autentiquem-se uns aos outros (autenticac¸a˜o mu´tua).
• Ora´culo (Oracle). Ocorre quando um agente honesto e´ induzido
pelo atacante a executar algum passo do protocolo, fornecendo inad-
vertidamente algum dado importante (RYAN; SCHNEIDER, 2000). O
atacante pode explorar passos em diferentes instaˆncias de execuc¸a˜o
do protocolo ou, ainda, em diferentes protocolos.
• Entrelac¸amento (interleave). Ocorre quando o atacante sobrepo˜e
duas ou mais instaˆncias de execuc¸a˜o do protocolo (RYAN; SCHNEI-
DER, 2000). Executando um protocolo mu´ltiplas vezes em paralelo,
o atacante pode acumular mais rapidamente conhecimento sobre a
execuc¸a˜o do protocolo. Tambe´m e possı´vel que dois ou mais pas-
sos venham a entrar em conflito uns com os outros. Credita-se a
Lowe (LOWE, 1996), o primeiro uso bem-sucedido desta te´cnica de
ataque.
• Ataques alge´bricos (algebraic attacks). Algoritmos criptogra´ficos
sa˜o, em sua esseˆncia, operac¸o˜es matema´ticas. Este tipo de ataque
busca explorar falhas no modo como estas operac¸o˜es sa˜o realizadas
em hardware ou software. A ocorreˆncia de falhas nesse sentido
pode levar a` identidades alge´bricas que anulam o efeito da cifragem
de dados. Em matema´tica, um exemplo de identidade alge´brica e´
x = x (“x e´ sempre igual a ele mesmo”). Um exemplo de ataque
alge´brico bem-sucedido consta em (RYAN; SCHNEIDER, 1998).
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2.4 BIOMETRIA
Ate´ o se´culo XIX, o u´nico me´todo disponı´vel para a identificac¸a˜o
de pessoas para fins criminais ou de emissa˜o de documentos oficiais era
o reconhecimento facial in loco. Apesar do razoa´vel grau de precisa˜o
quando executado por pessoa de confianc¸a (geralmente um agente do go-
verno) e boas condic¸o˜es fı´sicas do indivı´duo sendo avaliado, este me´todo
na˜o era imune a fatores naturais de descaracterizac¸a˜o, como envelheci-
mento e alterac¸o˜es na pele.
No se´culo XIX, com a descoberta da propriedade de unicidade das
impresso˜es digitais, novas portas comec¸aram a se abrir no processo de re-
conhecimento de indivı´duos. Daquele momento em diante, na˜o seria mais
necessa´rio confiar no julgamento de outrem, mas efetuar uma comparac¸a˜o
entre dois registros: um coletado no momento da verificac¸a˜o e outro ja´
previamente armazenado numa ocorreˆncia anterior. A comparac¸a˜o entre
estes dois registros possibilita o reconhecimento com precisa˜o, embora
exista margem para a ocorreˆncia de falsos positivos e falsos negativos
(ANDERSON, 2008).
Para que uma determinada caracterı´stica do corpo humano seja
tambe´m uma caracterı´stica biome´trica de qualidade, certas propriedades
devem ser satisfeitas (JAIN et al., 2004):
• Universalidade: cada pessoa deve ter sua pro´pria caracterı´stica;
• Distinc¸a˜o: duas pessoas quaisquer devem ter caracterı´sticas sufici-
entemente diferentes;
• Permaneˆncia: a caracterı´stica na˜o pode se modificar dentro de um
determinado perı´odo de tempo; e
• Fa´cil medida: a caracterı´stica deve ser capaz de ser medida quanti-
tativamente.
Como se sabe atualmente, impresso˜es digitais na˜o sa˜o as u´nicas
caracterı´sticas do corpo humano que possuem, em maior ou menor grau,
as propriedades acima. Cabe ressaltar que na˜o apenas caracterı´sticas fi-
siolo´gicas, mas tambe´m caracterı´sticas comportamentais podem ser uti-
lizadas como fatores biome´tricos. A Tabela 2.1 enumera alguns fatores
biome´tricos.
Tabela 2.1: Exemplos de caracterı´sticas biome´tricas
Caracterı´sticas Fisiolo´gicas Caracterı´sticas Comportamentais
DNA Forma de andar
Impressa˜o digital Voz
Impressa˜o da palma da ma˜o Velocidade de digitac¸a˜o (Keystroke)
Retina Assinatura de pro´prio punho
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2.4.1 Sistemas Biome´tricos
Um sistema biome´trico e´ essencialmente um sistema de reconhe-
cimento de padro˜es (JAIN et al., 2004). Seu funcionamento comec¸a com
a captura do dado biome´trico em si, por exemplo, a imagem de uma im-
pressa˜o digital com seus vales e sulcos visı´veis. Em seguida, extrai-se
os trac¸os biome´tricos particulares correspondentes. Enta˜o, compara-se
os trac¸os biome´tricos extraı´dos com os trac¸os-modelo (template) previ-
amente armazenados em banco de dados. Com relac¸a˜o a` comparac¸a˜o
de trac¸os biome´tricos, esta pode ser realizada de dois modos distintos:
Verificac¸a˜o e Identificac¸a˜o. A Tabela 2.2 realiza a comparac¸a˜o entre os
modos.
Tabela 2.2: Diferentes modos para comparac¸a˜o dos trac¸os biome´tricos
Verificac¸a˜o Identificac¸a˜o
Comparac¸a˜o 1:1 1:N
Reconhecimento Positivo Negativo
Pergunta realizada Este trac¸o biome´trico
pertence a Alice?
A quem pertence este
trac¸o biome´trico?
Com relac¸a˜o ao tipo de reconhecimento, dizemos que um reco-
nhecimento e´ positivo quando ele busca impedir que diferentes indivı´duos
fac¸am uso da mesma identidade (WAYMAN, 2001). Por outro lado, um re-
conhecimento e´ negativo quando busca impedir que um u´nico indivı´duo
fac¸a uso de diferentes identidades.
2.4.2 Protocolos de Autenticac¸a˜o Multifator
Na literatura, encontramos diversos exemplos de protocolos que
fazem uso de mais de um fator para oferecer nı´veis aprimorados de
autenticac¸a˜o a seus participantes. Por exemplo: (BODNAR, 2008; SANYAL
et al., 2010; UPMANYU et al., 2010; HARTUNG; BUSCH, 2010; YANG;
YANG, 2010a; YANG; YANG, 2010b; MATHEW et al., 2011).
Tambe´m descobrimos que alguns esquemas focam no uso do tem-
plate biome´trico como entrada na gerac¸a˜o de chaves criptogra´ficas mais
fortes. Por exemplo: (HAO et al., 2005; KANADE et al., 2010; KANADE et al.,
2011; POINTCHEVAL; ZIMMER, 2008; HAO; CLARKE, 2012). Esta abor-
dagem aparenta ser conveniente nos cena´rios de distribuic¸a˜o de chaves e
gerac¸a˜o de chaves tempora´rias de sessa˜o.
2.5 SMARTCARDS
Para o entendimento do que sa˜o e para que servem os smartcards,
e´ preciso primeiro entender o conceito de processador criptogra´fico. Um
processador criptogra´fico e´ um tipo especial de processador que tem
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como u´nica responsabilidade, a execuc¸a˜o de um conjunto pre´-definido
de operac¸o˜es criptogra´ficas. Visando garantir que a execuc¸a˜o desta
operac¸o˜es seja feita de forma segura, isto e´, sem interfereˆncias do meio
externo, esta classe de processadores tambe´m conta com mecanismos
avanc¸ados de protec¸a˜o contra invasa˜o fı´sica (physical tamper resistance).
A presenc¸a destes mecanismos justifica-se na˜o apenas pelo isolamento
a`s operac¸o˜es criptogra´ficas realizadas, mas tambe´m pela protec¸a˜o ao ma-
terial criptogra´fico (chaves e arquivos de configurac¸a˜o) armazenados em
memo´ria na˜o-vola´til anexa ao coprocessador.
A unia˜o do sigilo proporcionado pela criptografia com o uso de
processadores resistentes a violac¸o˜es fı´sica na˜o e´ nova, remontando da
necessidade de garantir sigilo a comunicac¸o˜es militares, durante a Guerra
Fria. Com o passar dos anos, processadores criptogra´ficos passaram
a ser os responsa´veis por garantir a seguranc¸a em redes banca´rias; ar-
mazenamento das chaves privadas de Autoridades Certificadoras em In-
fraestruturas de Chaves Pu´blicas (ICPs); controle de produtos vendidos
em ma´quinas de vendas (self-service); e controle, por fabricantes, dos
acesso´rios que podera˜o ser utilizados em seus equipamentos.
Os smartcards (ou carto˜es inteligentes) sa˜o a forma mais difun-
dida de processadores criptogra´ficos. No final da de´cada de 1960 e du-
rante a de´cada de 1970 diversos pesquisadores propuseram a criac¸a˜o de
carto˜es inteligentes (ANDERSON, 2008). O mais bem-sucedido nesta ta-
refa (e o qual recebe o cre´dio pela invenc¸a˜o), foi o inventor franceˆs Roland
Moreno.
Inicialmente, foram usados na Franc¸a no pagamento de peque-
nos bens ou servic¸os, como telecomunicac¸o˜es (SHELFER; PROCACCINO,
2002; NATIONAL MUSEUM OF AMERICAN HISTORY, 2012).
A partir do inı´cio dos anos 90, passaram a ser utilizados num con-
junto ainda maior de aplicac¸o˜es, como no acesso a caixas eletroˆnicos;
utilizac¸a˜o de redes de telefonia mo´vel GSM (atrave´s dos SIM cards); con-
trole do sinal emitido por operadoras de TV por assinatura (dificultar a
ac¸a˜o de piratas); e controle de acesso de pessoas ao seu local de trabalho
(em substituic¸a˜o a chaves e cadeados) (ANDERSON, 2008).
A Figura 2.1, extraı´da de (THINK ALIKE, 2012), apresenta um
exemplo de smartcard. Pode-se notar, na figura, que o smarcard con-
siste de um chip colado sobre uma superfı´cie pla´stica. Os smartcards sa˜o
padronizados pela norma ISO 7816 (ISO, 2011b).
Figura 2.1: Exemplo de smartcard
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2.6 CONCLUSA˜O
Neste capı´tulo, vimos os conceitos fundamentais que da˜o suporte
ao nosso trabalho. As tecnologias apresentadas possuem cada qual sua
pro´pria histo´ria. Na˜o sa˜o, portanto, produto exclusivo do conhecimento
moderno, mas sim, a evoluc¸a˜o de de´cadas ou, em alguns casos, de se´culos
de aperfeic¸oamento. Sua origem data de perı´odos onde o computador
sequer existia.
Smartcards e biometria constituem, na opinia˜o do autor, os expo-
entes tecnolo´gicos mais conhecidos pelo grande pu´blico. Fazem parte
de operac¸o˜es rotineiras como acesso a caixas eletroˆnicos e identificac¸a˜o
pessoal. Por outro lado, a criptografia e a certificac¸a˜o digital, por na˜o se-
rem tecnologias “palpa´veis”, sa˜o de mais difı´cil assimilac¸a˜o pelo pu´blico
leigo. Mesmo assim, sa˜o ainda mais difundidas e conferem suporte a`s
demais tecnologias de seguranc¸a.
Outra questa˜o importante sa˜o os protocolos de seguranc¸a. As re-
des de computadores (na˜o apenas a Internet) possibilitaram que usua´rios
trocassem informac¸o˜es (mensagens) entre si, mesmo fisicamente separa-
dos. Para chegar de um usua´rio a outro, a mensagem precisa passar por
inu´meros pontos (ou no´s) da rede. Em cada um destes pontos, pode ha-
ver usua´rios mal-intencionados (atacantes), buscando fazer uso indevido
da mensagem original. Protocolos de seguranc¸a buscam impedir que isto
acontec¸a, levando em conta a finalidade das mensagens trocadas (se para
autenticac¸a˜o, se para troca de chaves criptogra´ficas, entre outros).
Encerramos, neste ponto, a primeira etapa de nossa revisa˜o bibli-
ogra´fica. O capı´tulo seguinte continua com a revisa˜o dos me´todos formais
existentes para verificac¸a˜o de protocolos de seguranc¸a.
3 ME´TODOS FORMAIS PARA VERIFICAC¸A˜O DE
PROTOCOLOS
3.1 INTRODUC¸A˜O
Este capı´tulo apresenta os principais conceitos e te´cnicas e relaci-
onados a` verificac¸a˜o de protocolos de seguranc¸a. Tal como ocorre com os
fundamentos teo´ricos da Cieˆncia da Computac¸a˜o, a matema´tica constitui
o principal alicerce desses me´todos. Em teoria, e´ possı´vel realizar estas
verificac¸o˜es formais manualmente, pore´m, atualmente da´-se maior eˆnfase
ao uso de ferramentas de automatizac¸a˜o. Sempre que possı´vel, daremos
exemplos de ferramentas existentes para cada te´cnica, sem nos aprofundar
muito.
Ale´m de atuarem na verificac¸a˜o de protocolos, os me´todos for-
mais tambe´m sa˜o empregados em outras a´reas dentro da Computac¸a˜o.
Em Arquitetura de Computadores, me´todos formais sa˜o empregados
na verificac¸a˜o de projetos de circuitos de hardware (KROPF, 2010), ao
passo que, na Engenharia de Software, me´todos formais sa˜o usados na
especificac¸a˜o e teste de software (PRESSMAN, 2009). Dependendo do pro-
blema tratado, o certas te´cnicas sa˜o preferı´veis em detrimento de outras.
Iniciamos nosso estudo dos me´todos formais aplicados com a
apresentac¸a˜o da notac¸a˜o empregada para representac¸a˜o de protocolos.
3.2 NOTAC¸O˜ES FORMAIS
O primeiro passo a ser adotado na verificac¸a˜o de protocolos e´ a
transcric¸a˜o de sua especificac¸a˜o de alto-nı´vel para uma notac¸a˜o precisa e
formal (matema´tica). O objetivo e´ evitar ambiguidades na interpretac¸a˜o
das trocas de mensagens envolvidas no protocolo.
Ale´m disso, o uso de notac¸o˜es formais torna mais fa´cil a obtenc¸a˜o
de co´digo-fonte e especificac¸o˜es de protocolos. Algumas ferramentas de
verificac¸a˜o utilizam linguagens pro´prias para representac¸a˜o dos proble-
mas a serem tratados.
1. A → B : {|{|Dado1, Dado2|}sKrA , Dado3|}eKuB ,
Figura 3.1: Exemplo de notac¸a˜o formal
A Figura 3.1 apresenta um exemplo da notac¸a˜o formal adotada.
Cada linha desta notac¸a˜o representa um u´nico passo na execuc¸a˜o do pro-
tocolo, o qual e´ subdividido em treˆs partes.
A primeira parte, indicada atrave´s de um nu´mero seguido por
“.” (ponto), representa a posic¸a˜o (primeiro, segundo, etc) do passo no
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protocolo. Na segunda parte, indica-se o fluxo de envio da mensagem:
do agente emissor (antes da seta) ao agente receptor (apo´s a seta). Cada
agente e´ representado por uma letra maiu´scula, sendo proibida a repetic¸a˜o
da mesma letra para diferentes tipos de agente. A terceira e u´ltima parte,
mais complexa, inicia apo´s o sinal de dois-pontos “:” e contempla a men-
sagem trocada entre os agentes.
Tomando como exemplo o primeiro passo da Figura 3.1, Dado1 e
Dado2 sa˜o dados gene´ricos concatenados. O operador de concatenac¸a˜o
utilizado e´ a vı´rgula “,”. O conjunto de dados concatenados, de qual-
quer tamanho, recebe o nome de token. Como pode-se observar, o token
Dado1, Dado2 esta´ envolto por chaves grossas, “{|”e “|}”. Estas chaves
indicam a realizac¸a˜o de alguma operac¸a˜o criptogra´fica sob os dados nela
contidos.
Eis uma regra pra´tica para determinac¸a˜o das operac¸o˜es crip-
togra´ficas: e indica encryption (cifragem), enquanto que s indica signa-
ture (assinatura digital). E com relac¸a˜o aos tipos de chaves criptogra´ficas,
adota-se: Ku denota public key (chave pu´blica); Kr denota private key
(chave privada); e K representa uma chave sime´trica. Em alguns casos, K
pode vir acompanhada de um nonce, cujo comportamento e´ ideˆntico ao
de uma chave sime´trica. Nonces sa˜o representados porN . O identificador
do agente dono de chave ou nonce tambe´m e´ indicado. A operac¸a˜o crip-
togra´fica e´ representada por um ro´tulo subscrito, logo apo´s a chave grossa
de fechamento (“|}”). Alguns exemplos de operac¸o˜es criptogra´ficas:
• eKuA – Cifragem com a chave pu´blica do agente A;
• eKNB – Cifragem com o nonce gerado pelo agente B;
• eKAC – Cifragem com a chave sime´trica compartilhada entre os
agentes A e C; e
• sKrD – Assinatura digital com a chave privada do agente D.
3.3 MODELOS DE AMEAC¸AS
Um modelo de ameac¸a (modelo de atacante) e´ responsa´vel pela
definic¸a˜o das capacidades de um atacante em sua tentativa de desvirtuar
um protocolo. Aqui, capacidades referem-se a`s possı´veis interac¸o˜es com
o fluxo normal de troca de mensagens, bem como o relacionamento com
outros atacantes (MARTINA, 2011; NEEDHAM; SCHROEDER, 1978).
Atribui-se a Needham e Schroeder (NEEDHAM; SCHROEDER,
1978), a primeira definic¸a˜o de um modelo de atacante. Nesta primeira
concepc¸a˜o, o atacante e´ dotado das seguintes capacidades:
1. Entrepor-se entre dois agentes em todos os caminhos de
comunicac¸a˜o possı´veis;
2. Alterar e copiar partes das mensagens trocadas;
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3. Repetir mensagens; e
4. Enviar mensagens falsas.
Por outro lado, o atacante tambe´m possui a seguinte limitac¸a˜o:
5. O atacante e´ incapaz de descobrir chaves por busca exaustiva ou
ana´lise criptogra´fica.
As capacidades de um atacante tal como vislumbradas por Ne-
edham e Schroeder sa˜o, ainda, insuficientes. Sua principal inconsisteˆncia
reside na na˜o contemplac¸a˜o da possibilidade do atacante realizar escutas
ativas (active eavesdropping) na rede, ou seja, alterando mensagens an-
tes que estas cheguem ao seu destino. Com esta constatac¸a˜o em ma˜os,
Danny Dolev e Andrew Yao, publicaram um trabalho onde demonstram a
viabilidade de ataques nesse sentido (DOLEV; YAO, 1983).
A lista de capacidades do atacante e´ enta˜o extendida, passando a
contar com as seguintes ac¸o˜es:
6. Gravar qualquer mensagem sendo transmitida pela rede;
7. Iniciar troca de mensagens diretamente com outros participantes (o
atacante tambe´m e´ um agente na rede); e
8. Receber diretamente a resposta da comunicac¸a˜o iniciada com outros
agentes.
Este conjunto estendido de capacidades do atacante recebeu o
nome de modelo de ameac¸a Dolev-Yao em homenagem a seus criadores.
Mesmo com sua ampla aceitac¸a˜o como padra˜o no projeto de protocolos,
o desenvolvimento de novos modelos de ameac¸a continua sendo objeto
de pesquisa. Isto justifica-se pelo cara´ter dinaˆmico das ameac¸as: novas
ameac¸as podem surgir com o passar do tempo.
Como exemplos de novos modelos de ameac¸a, cita-se o modelo
Multi-Atacante (ARSAC et al., 2011) e o modelo BUG (Bad, Ugly and
Good, em traduc¸a˜o livre “o mal, o feio e o bom”) (BELLA et al., 2006).
No modelo Multi-Atacante, agentes legı´timos podem comportar-se
como atacantes, conspirando contra seus pro´prios pares e recusando troca
de informac¸o˜es. E´ adotado um cena´rio de competic¸a˜o, cujo u´nico objetivo
e´ o ganho pessoal de cada agente.
Ja´ no modelo BUG, sa˜o definidos treˆs tipos de agente: aquele que
segue as regras (agente Bom), aquele que na˜o segue as regras de jeito ne-
nhum (agente Mal) e aquele sem comportamento preciso, podendo seguir
ou desobedecer as regras a crite´rio pro´prio (agente Feio). Esta distinc¸a˜o
de papeis permite a ana´lise de ataques de retaliac¸a˜o, onde a ocorreˆncia de
um ataque, necessariamente, implica na ocorreˆncia de um segundo ataque
mais forte que o primeiro.
Mudanc¸as no modelo de ameac¸as podem levar a descoberta de no-
vos ataques a protocolos ja´ bem-estabelecidos. Um exemplo cla´ssico
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e´ o ataque de Lowe sobre o protocolo de Needham-Schroeder para
autenticac¸a˜o por chaves pu´blicas (protocolo NSPK) (LOWE, 1995). O mo-
delo de ameac¸a adotado originalmente por seus autores, na˜o previa que o
atacante pudesse gravar as mensagens trocadas para posterior replicac¸a˜o
em outra instaˆncia de execuc¸a˜o do protocolo.
O projeto e a verificac¸a˜o do nosso protocolo segue o modelo de
ameac¸a Dolev-Yao. Na Sec¸a˜o 5.4, e´ feita a traduc¸a˜o das ac¸o˜es do atacante
de sua descric¸a˜o textual para seu equivalente em fo´rmulas lo´gicas.
3.4 ME´TODOS FORMAIS PARA VERIFICAC¸A˜O DE PROTOCO-
LOS
Iniciamos aqui o estudo dos me´todos formais para verificac¸a˜o de
protocolos. Por existirem diferentes abordagens de encarar este processo,
e´ comum sua divisa˜o em treˆs grandes grupos. Sa˜o eles: Lo´gicas de
Crenc¸as, Explorac¸a˜o de Estados, e Provadores de Teoremas. Cada um
destes possui bases teo´ricas fincadas sobre fundamentos distintos e com
propo´sitos diferentes.
Algumas abordagens da˜o maior eˆnfase a` confirmac¸a˜o de corretude,
isto e´, determinar se o protocolo de fato cumpre com seus objetivos. Ou-
tros, da˜o maior eˆnfase a` descoberta de ataques ao protocolo.
Esta sec¸a˜o tem o propo´sito de apresentar em linhas gerais, as
principais caracterı´sticas das diferentes abordagens existentes. Para
complementac¸a˜o da leitura, recomenda-se consultar as respectivas re-
fereˆncias. A Tese de Martina (MARTINA, 2011) complementa esta revisa˜o
em alguns pontos.
3.4.1 Lo´gica de Crenc¸as
Introduzida em 1990 por Burrows, Abadi e Needham, as Lo´gicas
de Crenc¸as foram a primeira tentativa de conceder tons formais a` pro-
blema´tica da verificac¸a˜o de protocolos (BURROWS et al., 1990). Em es-
pecial, de protocolos de autenticac¸a˜o. Este formalismo ficou conhecido
como “Lo´gica BAN”, em refereˆncia a`s iniciais dos sobrenomes de seus
autores.
Conforme enfatizado por seus autores, o principal objetivo deste
formalismo na˜o e´ demonstrar a resisteˆncia do protocolo a ataques, mas
sim, comprovar que ele alcanc¸a os objetivos para os quais foi construı´do
(corretude).
Para tanto, o formalismo requer que as crenc¸as (conhecimento as-
sumido como verdade) pelos agentes envolvidos sejam expressos atrave´s
de construtores. Estes construtores representam as informac¸o˜es relati-
vas a troca de mensagens entre agentes, bem como o compartilhamento
de chaves e segredos. Em seguida, alguns postulados lo´gicos sa˜o defini-
dos. Estes postulados sa˜o aplicados sobre as crenc¸as para a obtenc¸a˜o de
provas.
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Em seu trabalho original, os autores aplicaram este formalismo na
verificac¸a˜o da propriedade de autenticac¸a˜o de quatro protocolos, dentre os
quais, o Kerberos (MILLER et al., 1987) e o protocolo NSPK (NEEDHAM;
SCHROEDER, 1978).
Ha´ crı´ticas a` Lo´gica BAN. Por considerar todos os agentes como
honestos, na˜o prevendo a existeˆncia de intrusos, seu escopo de atuac¸a˜o
tende a ser limitado com relac¸a˜o a certas propriedades (GLIGOR et al.,
1991). Mesmo assim, provou ser um formalismo eficiente na verificac¸a˜o
de protocolos de troca de chaves e autenticac¸a˜o mu´tua (ANDERSON,
1997).
Diversas extenso˜es foram propostas de modo a aumentar sua ex-
pressividade. Como por exemplo, (KESSLER; WEDEL, 1994). A auseˆncia
de ferramentas de apoio foi solucionada por Schumann (SCHUMANN,
1997), que traduziu a Lo´gica BAN para fo´rmulas em Lo´gica de Primeira
Ordem, sendo em seguida, processadas por seu provador automa´tico de
teoremas.
3.4.2 Explorac¸a˜o de Estados
As te´cnicas que fazem parte deste grupo buscam a verificac¸a˜o do
protocolo ate´ exaurir todas as possibilidades. Isto e´, percorrem todos os
possı´veis estados de execuc¸a˜o do protocolo em busca de algum caminho
que invalide suas propriedades iniciais.
A principal desvantagem a esta abordagem e´ o seu grande consumo
de recursos, podendo levar a` explosa˜o de estados (CLARKE, 2008). Em se
tratando de protocolos de seguranc¸a, e´ necessa´rio na˜o apenas percorrer
todos os caminhos possı´veis, mas tambe´m lidar com todos os possı´veis
conjuntos de conhecimento e interac¸o˜es entre agentes.
No entanto, este grupo e´ o que possui maior nu´mero de ferramentas
de suporte a` disposic¸a˜o. O uso destas ferramentas permite a conduc¸a˜o de
verificac¸o˜es com alto nı´vel de automatizac¸a˜o.
A explorac¸a˜o de estados pode ser subdividida em duas correntes
principais: a verificac¸a˜o de modelos (model checking) e o me´todo de
espac¸os de fitas (strand spaces model).
3.4.2.1 Verificac¸a˜o de Modelos
A verificac¸a˜o de modelos, e´, em traduc¸a˜o livre, “uma te´cnica
que se baseia na construc¸a˜o de um modelo finito para um sistema e
consequente verificac¸a˜o das propriedades contidas no modelo criado”
(CLARKE; WING, 1996).
A principal dificuldade nesta abordagem esta´ na criac¸a˜o de algo-
ritmos e estruturas de dados robustos o suficiente para suportar grandes
espac¸os de busca(CLARKE; WING, 1996). Por outro lado, sua principal
vantagem reside em seu alto grau de automatizac¸a˜o e rapidez se compa-
rada a outras abordagens.
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O uso pioneiro da verificac¸a˜o de modelos aplicado a protocolos
de seguranc¸a e´ creditado a Gavin Lowe (LOWE, 1995) em seu ataque ao
protocolo NSPK. Para tanto, Lowe fez uso combinado da linguagem para
descric¸a˜o de padro˜es CSP (Communicating Sequential Processes) (HO-
ARE, 1985) e do verificador de modelos de propo´sito geral FDR (Failures
Divergences Refinement) (FORMAL METHODS (EUROPE) LTD.; OXFORD
UNIVERSITY, 2010).
O ataque bem-sucedido de Lowe serviu como impulso a` comuni-
dade cientı´fica no desenvolvimento de ferramentas de verificac¸a˜o.
Neste contexto, destacamos o projeto AVISPA (Automatic Valida-
tion of Internet Security Protocols and Applications) (AVISPA, 2012). Este
projeto foca no desenvolvimento de uma ferramenta para validac¸a˜o au-
toma´tica de protocolos.
O funcionamento interno do AVISPA se da´ pela integrac¸a˜o entre
quatro diferentes verificadores de modelos. A saber: On-the-Fly Mo-
del Checker (BASIN et al., 2003), o Constraint-Logic-Based Attack Sear-
cher (CHEVALIER; VIGNERON, 2002), o SAT-based Model Checker (AR-
MANDO; COMPAGNA, 2007) e o Tree Automata-based Protocol Analyser
(BOICHUT et al., 2005). Cada um destes verificadores pode ser executado
isoladamente, pore´m sa˜o integrados no AVISPA.
Ale´m disso, este projeto tambe´m conta com uma linguagem de
especificac¸a˜o de protocolos de alto-nı´vel (AVISPA, 2006)
Cabe ressaltar que apesar de seu elevado grau de automatizac¸a˜o,
verificadores de modelos sa˜o usados na detecc¸a˜o de bugs. A comprovac¸a˜o
de corretude na˜o e´ usualmente tratada por esta abordagem de verificac¸a˜o.
3.4.2.2 Modelo de Espac¸os de Fitas
Verificadores de modelos focam na detecc¸a˜o de bugs em protoco-
los. Motivados pelo problema da comprovac¸a˜o da corretude, Fa´brega,
Herzog e Guttman introduzem o Modelo de Espac¸os de Fitas (Strand
Space Model) (FABREGA et al., 1998). A traduc¸a˜o do nome para o por-
tugueˆs segue a mesma adotada por Piva (PIVA, 2009).
Uma fita (strand) e´ uma sequeˆncia de eventos em que um partici-
pante pode se envolver. Representam tanto as ac¸o˜es de partes legı´timas
quanto de intrusos.
Em participantes legı´timos, suas fitas representam as mensagens
enviadas e recebidas (mas na˜o seu interlocutor).
Ja´ com relac¸a˜o a intrusos, suas fitas representam ac¸o˜es comuns
a um atacante Dolev-Yao, como: receber duas mensagens e enviar a
concatenac¸a˜o de ambas; receber uma chave sime´trica e uma mensagem ci-
frada com esta chave e enta˜o, enviar a mensagem decifrada, por exemplo.
Um espac¸o de fitas (strand space), e´ o nome dado ao conjunto formado
pela unia˜o das fitas de participantes legı´timos e intrusos.
Outro conceito importante e´ o de feixe (bundle). Um feixe e´ um
subconjunto do espac¸o de fitas. Neste subconjunto, cada fita de envio de
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mensagem encontra-se ligada (enganchada) a outra fita de recebimento –
relac¸a˜o de precedeˆncia causal.
Quando feixes sa˜o estabelecidos para cada fita de cada participante,
considera-se o protocolo como correto. De fato, e´ necessa´rio que nonces,
chaves de sessa˜o e outros dados contidos nas fitas, tenham sido acordados
entre os participantes. Fitas de intrusos tambe´m podem fazer parte dos
feixes, na˜o impedindo que os demais participantes estabelec¸am uns com
os outros, os valores dos dados trocados.
As definic¸o˜es matema´ticas por tra´s desta abordagem podem ser en-
contradas no trabalho original (FABREGA et al., 1998). Extenso˜es a este
me´todo tambe´m teˆm sido propostas: uma delas permite a comprovac¸a˜o
da corretude para grupos de protocolos em execuc¸a˜o concorrente num
mesmo ambiente (FABREGA et al., 1999).
As provas nesta abordagem foram originalmente idealizadas para
serem feitas com papel e caneta. Mas atualmente ja´ existem ferramentas
de automatizac¸a˜o. Como exemplo, temos o Athena (SONG et al., 2001).
Esta ferramenta faz uso de um modelo de espac¸os de fitas estendido com-
binando as te´cnicas da verificac¸a˜o de modelos e provadores de teoremas.
Ale´m de ser totalmente automa´tica, permite a verificac¸a˜o de protocolos
com nu´mero arbitra´rio de execuc¸o˜es concorrentes.
3.4.3 Prova de Teoremas
A prova de teoremas e´ a abordagem adotada para verificac¸a˜o do
protocolo proposto neste trabalho. Para o seu entendimento, e´ interessante
fazermos uma breve revisa˜o a respeito da Lo´gica como cieˆncia.
Descoberta por Aristo´teles na Gre´cia Antiga, a principal finalidade
da Lo´gica e´ o estudo dos argumentos e de sua estrutura (COOK, 2009).
Argumentos referem-se a afirmac¸o˜es em linguagem natural (Portugueˆs).
Com a aplicac¸a˜o de regras de raciocı´nio, podemos extrair concluso˜es a
partir dos argumentos apresentados.
Um exemplo pra´tico e´ apresentado em (HUTH; RYAN, 2004) (em
traduc¸a˜o livre):
Esta´ chovendo. : P
Jane esta´ com seu guarda-chuva. : Q
Jane ficara´ molhada. : R
O seguinte raciocı´nio:
Se “Estiver chovendo”e “Jane na˜o esta´ com seu guarda-chuva”, enta˜o
“Jane ficara´ molhada”: “Jane na˜o esta´ molhada”. Mas sim, “esta´
chovendo”. Portanto, “Jane esta´ com seu guarda-chuva”.
Substituindo as afirmac¸o˜es pelas letras correspondentes, podemos
reduzir o raciocı´nio acima para um formato mais compacto. Ficando:
Se P e na˜o Q, enta˜o R. Na˜o R. P . Portanto Q.
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Substituindo as palavras que ficaram de fora por sı´mbolos ma-
tema´ticos, obtemos:
(P ∧ ¬Q)→ R,¬R,P ` Q
Este e´ um exemplo de raciocı´nio cuja comprovac¸a˜o (verdade) e´
facilmente identificado pelo senso comum. Entretanto, o mesmo pode
na˜o ser o caso para argumentos mais complexos. A Lo´gica conta com
um conjunto de regras bem-estabelecidas para comprovar a veracidade
de argumentos de qualquer tamanho ou complexidade. Este conjunto de
regras recebe o nome de regras de infereˆncia.
Na argumentac¸a˜o acima, as letras P , Q e R sa˜o chamadas de le-
tras sentenciais e representam, cada uma delas, argumentos simples. Os
sı´mbolos ¬ – “na˜o”, ∧ – “e”, ∨ – “ou”,→ – “implica”, sa˜o chamados de
conectivos. A principal tarefa dos conectivos e´ a formac¸a˜o de argumentos
complexos com maior expressividade a partir de argumentos simples. O
uso dos conectivos altera o valor dos argumentos simples. Existem outros
conectivos mas na˜o sera˜o usados neste trabalho.
Cada um dos argumentos ((P ∧ ¬Q) → R), ¬R, P e Q e´ cha-
mado de fo´rmula. Fo´rmulas podem assumir um dos seguintes valores
verdadeiro (V ) ou falso (F ). As fo´rmulas presentes antes do sı´mbolo
` sa˜o consideradas, por definic¸a˜o, como verdadeiras e sa˜o chamadas de
premissas (ou ainda, axiomas).
As fo´rmulas apo´s o sı´mbolo ` indicam a conclusa˜o a que quere-
mos chegar a partir das premissas. Concluso˜es que ainda na˜o sabemos se
sa˜o alcanc¸a´veis ou na˜o a partir das premissas, recebem o nome de con-
jecturas. Quando e´ possı´vel chegar a conclusa˜o a partir das premissas,
dizemos que uma prova e´ encontrada. O sı´mbolo 6` indica que na˜o e´
possı´vel chegar a` conclusa˜o a partir das premissas (a conjectura na˜o se
transformou em conclusa˜o).
Ao sistema lo´gico cujo raciocı´nio e´ feito com base em afirmac¸o˜es
simples, atrave´s do uso de letras sentenciais e conectivos (nos moldes
acima), e´ dado o nome de Lo´gica Proposicional.
Embora permita a expressa˜o de raciocı´nios complexos, a Lo´gica
Proposicional ainda e´ insuficiente para tratar o problema da verificac¸a˜o
de protocolos. E´ necessa´rio recorrer a outros sistemas lo´gicos, que es-
tendam as capacidades do raciocı´nio sobre afirmac¸o˜es. Todavia, uma das
principais aplicac¸o˜es da Lo´gica Proposicional e´ a verificac¸a˜o de hardware
(PAULSON, 2006).
Ao nosso propo´sito de verificac¸a˜o de protocolos, os sistemas
lo´gicos mais importantes sa˜o: a Lo´gica de Primeira Ordem (First- Or-
der Logic – FOL) e a Lo´gica de Ordem-Mais-Alta (Higher-Order Logic
– HOL).
O processo de encontrar provas a partir das especificac¸o˜es lo´gicas
pode ser conduzido com papel e caneta. Pore´m, ferramentas chamadas de
provadores de teoremas permitem que este procedimento seja realizado
tambe´m por computadores.
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Existem dois tipos ba´sicos de provadores de teoremas: os au-
toma´ticos e os interativos. Provadores automa´ticos na˜o requerem
intervenc¸a˜o humana para obtenc¸a˜o das provas; sendo capazes de obteˆ-las
sozinhos. Por outro lado, provadores interativos necessitam de direcio-
namento do usua´rio para que as provas sejam encontradas.
Veremos, agora, os sistemas lo´gicos mais importantes para a
verificac¸a˜o de protocolos. Tambe´m apontaremos para alguns exemplos
de provadores de teoremas.
3.4.3.1 Lo´gica de Primeira Ordem
A Lo´gica de Primeira Ordem, tambe´m conhecida como lo´gica de
predicados ou lo´gica quantificacional estende a Lo´gica Proposicional.
Neste sistema lo´gico, afirmac¸o˜es sa˜o feitas sobre elementos do universo
de discurso, um conjunto na˜o-vazio (PAULSON, 2006).
Este sistema busca complementar a semaˆntica da Lo´gica Proposici-
onal, cuja principal caracterı´stica e´ o raciocı´nio sobre afirmac¸o˜es simples
(HUTH; RYAN, 2004).
Um exemplo de argumentos em FOL (extraı´do de (HUTH; RYAN,
2004), em traduc¸a˜o livre):
F (x, y) : x e´ um filho de y
I(x, y) : x e´ um irma˜o de y
p(x) : retorna o pai de x
E a seguinte fo´rmula, obtida pela combinac¸a˜o dos sı´mbolos acima:
∀x[F (x, p(m)→ I(x,m))]
Que e´ interpretada como:
“Para todo x, se x e´ filho do pai de m, enta˜o x e´ irma˜o de m.”
A Lo´gica de Primeira Ordem possui diversos elementos que na˜o
fazem parte da Lo´gica Proposicional.
Predicados sa˜o as afirmac¸o˜es que fazemos sobre os elementos do
domı´nio do discurso. Teˆm comportamento semelhante a`s letras sen-
tenciais, com a distinc¸a˜o de que recebem paraˆmetros. Tal como
as letras, predicados recebem valores de veracidade (verdadeiro ou
falso). No exemplo acima, F (x, y) e I(x, y) sa˜o predicados que
recebem dois paraˆmetros cada um. Predicados sa˜o definidos com
letra maiu´scula (Sabe(x, y, z), A(x), ...).
Varia´veis “sa˜o expresso˜es lo´gicas que na˜o recebem valores fixos, mas
que podem ser usadas para estender todo o universo de discurso
adotado” (em traduc¸a˜o livre) (COOK, 2009). No exemplo acima,
x e´ uma varia´vel. Na˜o deve-se confundir com os paraˆmetros de
predicados e func¸o˜es (P (x, y)) que, neste caso, indicam paraˆmetros
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e na˜o varia´veis em si. Varia´veis sa˜o definidas com letras minu´sculas
do final do alfabeto (x, y, z, ...).
Quantificadores determinam a abrangeˆncia das varia´veis aos elementos
do universo de discurso. Em FOL, existem dois quantificadores: o
quantificador universal – ∀ (“para todo”) e o quantificador existen-
cial – ∃ (“existe”). O primeiro indica que todas os elementos do
discurso devem ser considerados para que o predicado seja verda-
deiro. Ja´ no segundo, e´ necessa´rio que exista no mı´nimo um u´nico
elemento. E´ fa´cil verificar a veracidade de nosso exemplo: como
todas as pessoas teˆm obrigatoriamente um pai e se duas destas pes-
soas sa˜o filhas de um mesmo pai, enta˜o, elas obrigatoriamente sa˜o
irma˜s uma da outra.
Func¸o˜es sa˜o entidades matema´ticas que, a partir de elementos concre-
tos do domı´nio de discurso (seus argumentos), retornam um ele-
mento concreto novo (a imagem da func¸a˜o) (COOK, 2009). Em
nosso exemplo, p(m) e´ uma func¸a˜o que retorna o pai do elemento
concreto m. E´ possı´vel, ainda, usar func¸o˜es de func¸o˜es: p(p(m))
(retorna o pai do pai de m – o avoˆ de m). Func¸o˜es sa˜o definidas
com letras minu´sculas a partir do meio do alfabeto (f , g, h, ...).
Constantes sa˜o func¸o˜es com zero paraˆmetros (PAULSON, 2006). Repre-
sentam elementos concretos do domı´nio de discurso. No exemplo
acima, m e´ uma constante.
As demais definic¸o˜es da Lo´gica Proposicional tambe´m sa˜o va´lidas
na Lo´gica de Primeira Ordem. Ha´, pore´m, uma diferenc¸a fundamental
entre os dois sistemas no que diz respeito a` obtenc¸a˜o de provas. Em FOL,
na˜o e´ possı´vel predizer se um determinado problema lo´gico (axiomas e
conjecturas) retornara´ um resultado. Neste caso, qualquer resultado: tanto
a confirmac¸a˜o, quanto a refutac¸a˜o da conjectura. A este fenoˆmeno (incer-
teza quanto ao recebimento de uma resposta) da´-se o nome de indecidi-
bilidade (HUTH; RYAN, 2004).
O fenoˆmeno da indecidibilidade e´ facilmente perceptı´vel com o
uso de provadores automa´ticos de teoremas. A execuc¸a˜o de um problema
lo´gico indecidı´vel nunca termina, roda indefinidamente.
Em adic¸a˜o, ao nosso estudo, cabe destacar uma classe especial
de fo´rmulas. Fo´rmulas do tipo: P (x) ∧ Q(x) → P (x) sa˜o chama-
das de Fo´rmulas Horn. A aplicac¸a˜o das regras de infereˆncia faz com
que estas fo´rmulas sejam sempre verdadeiras, independente dos valores
atribuı´dos a P (x) e Q(x). Esta classe de fo´rmulas e´ de especial im-
portaˆncia na determinac¸a˜o da satisfazibilidade. Isto e´, se existe ao me-
nos uma interpretac¸a˜o em que a fo´rmula resulte em verdadeiro. Aqui,
interpretac¸a˜o refere-se aos valores individuais de cada predicado (por
exemplo, P (x) =verdadeiro, e Q(x) =falso. Um exemplo de fo´rmula
na˜o-satisfazı´vel e´ P (x)∧¬P (x) (ou, “na˜o e´ possı´vel que uma afirmac¸a˜o
P (x) seja verdadeira e falsa ao mesmo tempo”).
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Como exemplos de provadores de teoremas em FOL, temos o
SPASS (WEIDENBACH et al., 2009) e o ProverIf (BLANCHET, 2001). O
primeiro e´ usado como suporte na verificac¸a˜o do protocolo proposto. Seu
funcionamento e´ apresentado na Sec¸a˜o 5.2.
No Capı´tulo 5, vemos em detalhes como se da´ a traduc¸a˜o de um
protocolo criptogra´fico para fo´rmulas em Lo´gica de Primeira Ordem.
3.4.3.2 Lo´gica de Ordem Mais Alta
Ale´m da Lo´gica de Primeira Ordem, outro sistema lo´gico bastante
utilizado na verificac¸a˜o de protocolos e´ a Lo´gica de Ordem-Mais-Alta.
Este sistema lo´gico estende, ainda mais, a expressividade da lo´gica de
predicados.
A principal diferenc¸a entre os dois sistemas e´ a extensa˜o ao uso
de quantificadores. Em HOL, pode haver quantificac¸a˜o na˜o apenas
de varia´veis, mas tambe´m de predicados, func¸o˜es e conjuntos (BELLA,
2007). Por exemplo, em FOL, temos::
∃xA(x) ∧B(x) : x e´, ao mesmo tempo, A e B
Em HOL, tambe´m e´ possı´vel (COOK, 2009):
∃XX(a) ∧X(b)
Que e´ lido, como:
Dois elementos concretos a e b teˆm algo X em comum.
Como exemplo de provadores de teoremas em HOL, temos o Isa-
belle/HOL (NIPKOW et al., 2002) e Coq (INRIA, 2012). Ao contra´rio
dos provadores em FOL, provadores em HOL sa˜o interativos e na˜o au-
toma´ticos – requerem assisteˆncia humana na gerac¸a˜o das provas.
O provador Isabelle, combinado com o Me´todo Indutivo de Paul-
son (PAULSON, 1998), tem sido de especial importaˆncia na verificac¸a˜o de
protocolos de seguranc¸a. Alguns exemplos: verificac¸a˜o do protocolo de
compras do SET (Secure Electronic Transaction) – o SET e´ um conjunto
de protocolos voltado ao come´rcio eletroˆnico (BELLA et al., 2003); e a
verificac¸a˜o do uso de smartcards em protocolos (BELLA, 2003).
Devido a sua curva de aprendizado ı´ngreme, o uso do Isabelle na
verificac¸a˜o do protocolo proposto na˜o e´ abordado neste trabalho.
3.5 LIMITES AO USO DOS ME´TODOS FORMAIS
Me´todos formais na˜o sa˜o a resposta definitiva a` verificac¸a˜o de pro-
tocolos. Na˜o levam em considerac¸a˜o o meio sobre o qual o protocolo se
encontra, nem suposic¸o˜es que va˜o ale´m da descric¸a˜o do protocolo em si.
No primeiro caso, o atacante pode estar monitorando, ale´m do
tra´fego na rede, as emisso˜es eletromagne´ticas de dispositivos e as
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flutuac¸o˜es de tensa˜o (RYAN; SCHNEIDER, 2000). O modelo do atacante
adotado deve de fato refletir o ambiente sobre o qual o protocolo e´ im-
plantado.
Para o segundo caso, assumimos que a chave privada na˜o esta´ dis-
ponı´vel a algue´m que possa utiliza´-la de maneira na˜o-autorizada (ANDER-
SON, 2008). Contudo, nem sempre isso e´ uma verdade de fato. Mesmo o
uso de dispositivos de protec¸a˜o a intrusa˜o (tamper resistance) em nı´vel de
hardware (exemplo: smartcards) pode vir a ser ino´cuo se seu software de
comunicac¸a˜o contiver bugs. Nestes casos, as suposic¸o˜es feitas sa˜o apenas
relativas, nunca constantes.
Ryan e Schneider (RYAN; SCHNEIDER, 2000) notam que mesmo
quando protocolos sa˜o considerados formalmente seguros, a existeˆncia de
bugs de implementac¸a˜o podem, ainda assim, comprometer sua seguranc¸a.
Em (PAULSON, 1997), Paulson analisa formalmente um protocolo de
autenticac¸a˜o, concluindo que a troca de chaves e´ realizada de modo se-
guro. Pore´m, mais tarde, verifica-se que a forma de implementac¸a˜o da
operac¸a˜o de cifragem abre caminho para um ataque alge´brico (RYAN;
SCHNEIDER, 1998).
Estes limites da ana´lise formal levaram pesquisadores a deslum-
brar princı´pios gerais de construc¸a˜o de protocolos. Aqui, o propo´sito e´
na˜o mais buscar garantias de seguranc¸a apo´s o protocolo ter sido proje-
tado (e em alguns casos, implantado), mas sim, em projeta´-lo de modo
robusto desde seu inı´cio. Estes princı´pios recebem o nome de princı´pios
de robustez.
Retirado de (ABADI; NEEDHAM, 1996), alguns exemplos de
princı´pios de robustez sa˜o: “se a identidade de um agente e´ essencial ao
significado de uma mensagem, e´ essencial que seu nome esteja explı´cito
na mensagem”; “cifragem na˜o e´ sinoˆnimo de seguranc¸a e seu uso sem
crite´rio pode levar a redundaˆncia e, em consequeˆncia, a erros”; e, “non-
ces que sa˜o contadores previsı´veis devem ser transmitidos sempre cifra-
dos”. Em (ANDERSON; NEEDHAM, 1995) esta discussa˜o e´ ampliada com
princı´pios para protocolos de chaves pu´blica.
3.6 VERIFICAC¸O˜ES FORMAIS RELACIONADAS
Como visto na Sec¸a˜o 2.4.2, o uso de biometria em protocolos de
seguranc¸a na˜o e´ algo novo. No entanto, na˜o foi possı´vel encontrar tra-
balhos de verificac¸a˜o formal em exemplares desta classe de protocolos.
De fato, existem alguns exemplos de verificac¸o˜es, pore´m estes na˜o fazem
uso dos me´todos matema´ticos aqui apresentados. Por exemplo, (YANG;
YANG, 2010b) e (HAO; CLARKE, 2012).
O trabalho mais pro´ximo de nossos objetivos de verificac¸a˜o foi re-
alizado por Jan Jurjens ((JURJENS, 2005b; JURJENS, 2005a)). Nestes tra-
balhos, seu autor usou um protocolo biome´trico como estudo de caso na
avaliac¸a˜o de sua abordagem para verificac¸a˜o de corretude de propriedades
de seguranc¸a. A verificac¸a˜o e´ feita na˜o sobre o fluxo de troca de mensa-
28
gens do protocolo, mas sim, sobre co´digo C e diagramas UML. Apesar
dos resultados so´lidos encontrados, na˜o ha´ maneira de afirmar se estes
tambe´m sa˜o va´lidos no alto-nı´vel do protocolo.
3.7 CONCLUSA˜O
Neste capı´tulo, apresentamos os elementos teo´ricos que da˜o su-
porte a este estudo. Foram abordados na˜o apenas os me´todos formais em
si, mas tambe´m aspectos preliminares, como a notac¸a˜o formal adotada
e o modelo de ameac¸as escolhido. Sem que estes pre´-requisitos sejam
levados em considerac¸a˜o, todo o processo de verificac¸a˜o pode falhar.
No primeiro caso, notac¸o˜es inconsistentes ou ambı´guas aumentam
o risco de erro de interpretac¸a˜o por parte dos analistas. No segundo caso,
a definic¸a˜o incorreta do modelo de ameac¸a leva a suposic¸o˜es irrealistas
dos meios que um atacante pode se valer para atacar o protocolo.
Com relac¸a˜o aos me´todos formais apresentados, enfatizamos que
cada um deles tem suas vantagens e desvantagens. Para uma escolha acer-
tada, e´ necessa´rio definir o propo´sito da verificac¸a˜o: se provar corretude
ou descobrir ataques.
O uso de ferramentas automa´ticas na busca por ataques e´ algo posi-
tivo. Entretanto, para que os ataques encontrados sejam de fato factı´veis,
deve-se confronta´-los com o ambiente de implantac¸a˜o. Esta cautela busca
evitar a ocorreˆncia de falsos positivos (ataques teo´ricos, mas que na
pra´tica, na˜o representam ameac¸a).
Ainda, e´ necessa´rio certificar-se que se possui o conhecimento (e
experieˆncia) necessa´rio ao manuseio das ferramentas. E´ interessante des-
tacar tambe´m o estudo da ferramenta. Em alguns casos, sua curva de
aprendizado tende a ser a´spera.
Tambe´m foi visto que, apesar dos benefı´cios obtidos com os
me´todos de verificac¸a˜o, existem limites a seu uso. Mesmo protocolos for-
malmente analisados podem vir a apresentar problemas. A necessidade
de prover seguranc¸a aos protocolos na˜o termina com a verificac¸a˜o formal
destes. Como foi visto neste capı´tulo, ha´ diversos fatores que, por sua
difı´cil (ou impossı´vel) formalizac¸a˜o, na˜o sa˜o levados em considerac¸a˜o.
Esta etapa e´ somente uma dentre as muitas etapas existentes na direc¸a˜o de
protocolos seguros e confia´veis.
Com o te´rmino da revisa˜o bibliogra´fica, nos encaminhamos agora
ao desenvolvimento.
4 O PROTOCOLO PROPOSTO
4.1 INTRODUC¸A˜O
Deste momento em diante, apresentamos a parte central de nosso
trabalho, ilustrando suas principais contribuic¸o˜es. Para seu bom enten-
dimento, faz-se necessa´rio que o leitor tenha sido capaz de assimilar os
conceitos vistos nos Capı´tulos 2 e 3.
Por ter como alvo o reconhecimento da identidade de usua´rios,
nosso protocolo e´ considerado como sendo um protocolo de autenticac¸a˜o.
O correto provimento desta propriedade de seguranc¸a foi o principal re-
quisito que delineou seu projeto. Outras propriedades de seguranc¸a, (por
exemplo: privacidade), na˜o foram levadas em considerac¸a˜o durante o de-
senvolvimento desta proposta.
Como principais caracterı´sticas de nosso protocolo, destacamos a
presenc¸a de diferentes papeis de usua´rio, visando permitir alto grau de
gerenciamento. Ale´m disso, busca-se oferecer diferentes nı´veis de forc¸a
ao servic¸o de autenticac¸a˜o. Desta forma, sa˜o elaboradas duas verso˜es do
mesmo protocolo: uma versa˜o com e outra versa˜o sem o uso de dispositi-
vos de reconhecimento biome´trico. Apesar de ter sido desenvolvido tendo
em mente impresso˜es digitais, o protocolo pode ser facilmente estendido
de modo a englobar outros esquemas de identificac¸a˜o biome´trica, como a
ı´ris.
4.2 DESCRIC¸A˜O EM ALTO-NI´VEL
Inicialmente definimos as categorias de agentes envolvidas. Agen-
tes referem-se na˜o apenas aos usua´rios humanos que interagem com o
protocolo, mas tambe´m a outros sistemas que nele participam (por exem-
plo, o banco de dados). Como sinoˆnimo a agentes, temos: entidades e
atores.
A descric¸a˜o de cada agente e sua respectiva func¸a˜o e´ definida como
segue:
1. Tomadores de Decisa˜o: sa˜o os participantes responsa´veis pela to-
mada de deciso˜es gerenciais em alto nı´vel da organizac¸a˜o. Em nossa
concepc¸a˜o, deve haver mais de um usua´rio nesta categoria. Esta me-
dida busca garantir que no aˆmbito do protocolo, as deciso˜es sejam
tomadas em conjunto com os demais colegas. Na˜o ha´ necessidade
dos representantes deste grupo possuı´rem conhecimento te´cnico em
autenticac¸a˜o de usua´rios;
2. Administradores: sa˜o os participantes responsa´veis pela operac¸a˜o
dos servic¸os de Tecnologia da Informac¸a˜o. Novamente, e´ re-
comenda´vel que haja mais de um usua´rio presente neste grupo.
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Sendo este grupo formado por um u´nico indivı´duo, ha´ tendeˆncia
de acumulac¸a˜o de poderes, abrindo portas para corrupc¸a˜o. Ao
contra´rio do grupo anterior, Administradores devem, sim, possuir
conhecimento em mate´ria de autenticac¸a˜o;
3. Clientes: sa˜o os usua´rios ordina´rios do sistema e aos quais, em
u´ltima ana´lise, se destinam os mecanismos de autenticac¸a˜o presen-
tes no protocolo. Participam de modo ativo do processo de cadastro,
na˜o se limitando ao simples fornecimento de informac¸o˜es pessoais.
Sua autenticac¸a˜o no protocolo e´ feita de maneira autoˆnoma, sem a
necessidade de interme´dio de um Administrador;
4. Servidor: e´ a porta de entrada do Cliente durante sua autenticac¸a˜o.
Nas etapas de cadastro, atua como redirecionador (proxy) das
mensagens trocadas entre todos os agentes, preservando suas
localizac¸o˜es. Na˜o e´ necessa´rio que seja o mesmo equipamento
(host) para o cadastro e autenticac¸a˜o; e
5. Banco de Dados: e´ responsa´vel pelo armazenamento a longo prazo
dos dados dos Clientes cadastrados. Aceita solicitac¸o˜es feitas so-
mente atrave´s do agente Servidor.
Na˜o existe hierarquia de agentes em nosso protocolo. Caso um
Administrador queira autenticar-se no protocolo, o mesmo tera´ que estar
previamente cadastrado como um Cliente. O mesmo vale para agentes
Tomadores de Decisa˜o. Existe uma clara divisa˜o de responsabilidades
entre os poderes e deveres de cada agente no protocolo.
O papel de cada agente sera´ melhor visualizado com a descric¸a˜o da
troca de mensagens. Antes, pore´m, definimos algumas premissas ba´sicas
sobre o funcionamento do protocolo como um todo.
4.2.1 Premissas Iniciais
As premissas envolvidas no funcionamento de nosso protocolo sa˜o:
distribuic¸a˜o da confianc¸a e ancoramento de confianc¸a. Veremos a seguir
cada uma delas.
4.2.1.1 Distribuic¸a˜o da Confianc¸a
Uma das premissas ba´sicas que atuam como pilares de nossa pro-
posta e´ que nosso protocolo confia em, na˜o apenas uma, mas em va´rias
chaves privadas.
De um ponto de vista gene´rico, esse sempre foi o procedimento
usual para protocolos. Se um protocolo faz uso de chaves pu´blicas e pri-
vadas, este deve confiar em todos as chaves de seus agentes legı´timos.
Afinal, na˜o faz sentido discriminarmos chaves entre agentes legı´timos.
Protocolos cla´ssicos e recentes, como o NSPK (NEEDHAM; SCHROEDER,
1978) e SSL/TLS (DIERKS; ALLEN, 1999), compactuam desta ideia.
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Em nosso protocolo, a distribuic¸a˜o da confianc¸a reside nas garan-
tias fornecidas aos dados de identificac¸a˜o do Cliente uma vez concluı´do
seu registro. Esses dados sa˜o assinados digitalmente duas vezes: a pri-
meira, pela chave privada do pro´prio Cliente; e a segunda, pela chave pri-
vada do Administrador responsa´vel pelo cadastro. Assim, para que esses
dados sejam comprometidos, e´ necessa´rio que um atacante tenha acesso
simultaˆneo a`s chaves privadas de ambos os agentes.
Esta premissa e´ melhor visualizada nas notac¸o˜es formais presentes
no decorrer deste capı´tulo.
4.2.1.2 Ancoramento da Confianc¸a
De forma a garantir que o sistema aceite somente certificados
digitais emitidos por uma determinada ICP (Infraestrutura de Chaves
Pu´blicas), recomenda-se que esta definic¸a˜o seja embarcada a nı´vel de
co´digo-fonte. Na˜o deve ser possı´vel altera´-la atrave´s de interface gra´fica
ou manipulac¸a˜o de arquivos de configurac¸a˜o. Desta maneira, um atacante
torna-se incapaz de modificar esta diretiva pela simples manipulac¸a˜o de
paraˆmetros ou injec¸a˜o de co´digos maliciosos. Para ser bem sucedido, o
atacante teria que obter o co´digo-fonte do sistema, realizar as alterac¸o˜es,
recompila´-lo e executar o sistema modificado novamente. Apesar de na˜o
ser zero, o risco da ocorreˆncia deste cena´rio e´ mitigado pela adoc¸a˜o de
polı´ticas de controle de acesso e registro de eventos (logs).
A restric¸a˜o dos certificados digitais pode ser feita atrave´s do identi-
ficador Nome Distinto (Distinguished Name – DN) contido no certificado
digital ou, atrave´s da utilizac¸a˜o de extenso˜es de certificado especı´ficas.
Em ambas as alternativas, deve-se tambe´m levar em conta a aˆncora de
confianc¸a do certificado digital a ser aceito. No aˆmbito da ICP-Brasil,
temos a presenc¸a dos certificados digitais e-CNPJ que podem ser utili-
zados neste contexto. Em ambos os casos, a restric¸a˜o deve ser feita de
forma a aceitar somente os certificados digitais emitidos para a entidade
responsa´vel pela implantac¸a˜o do protocolo em ambiente de produc¸a˜o.
No momento da instalac¸a˜o do protocolo, a chave privada corres-
pondente a um certificado digital aceito, cria e assina o anel de certifica-
dos dos agentes Tomadores de Decisa˜o. Esse procedimento e´ feito pela
entidade responsa´vel pela implantac¸a˜o do protocolo em ambiente final,
geralmente uma empresa terceirizada. Na˜o e´ necessa´rio que todos os da-
dos contidos nos certificados digitais de cada agente estejam presentes
neste anel, ao inve´s disso, pode-se incluir o Nome Distinto ou o valor de
alguma extensa˜o de certificado comum a todos os agentes. Os agentes
desta categoria sa˜o, em u´ltima instaˆncia, os responsa´veis pela operac¸a˜o
do protocolo. Portanto, devem ser os primeiros a serem incluı´dos no pro-
tocolo.
Em seguida, procede-se de maneira semelhante com a criac¸a˜o do
anel de Administradores. Ao contra´rio do que ocorre com a criac¸a˜o do
anel dos Tomadores de Decisa˜o, o anel dos Administradores e´ criado por
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um representante do anel de Tomadores de Decisa˜o. Cada elemento do
anel de Tomadores de Decisa˜o pode adicionar Administradores ao anel
de Administradores. E por u´ltimo, cada elemento do anel de Adminis-
tradores, passa tambe´m a ser capaz de adicionar usua´rios (Clientes) ao
protocolo.
Este processo de ancoramento da confianc¸a e´ ilustrado na Figura
4.1.
Passamos a descrever o protocolo em termos da troca de mensa-
gens que ocorre entre agentes.
4.2.2 Cadastro de Usua´rios
O projeto do protocolo de cadastro apresenta treˆs verso˜es. A pri-
meira versa˜o, denominada Prova de posse, busca verificar se o usua´rio
sendo cadastrado tem a posse de sua chave privada. A segunda versa˜o,
chamada de Cadastro com Dois Fatores, complementa a prova de posse
com a adic¸a˜o dos fatores biome´tricos do usua´rio. Por sua vez, a terceira
versa˜o, conhecida como Cadastro simplificado, apresenta uma versa˜o
reduzida da prova de posse, sem a necessidade de interagir com o Cliente.
O cadastro simplificado na˜o permite o uso de fatores biome´tricos.
4.2.2.1 Prova de Posse
Em primeiro lugar, precisamos definir os componentes individuais
(tokens) que fazem parte de cada mensagem do protocolo. Essa definic¸a˜o
se mante´m intacta no decorrer do capı´tulo, com alguns acre´scimos sendo
feitos a` medida que aparecerem pela primeira vez. As mensagens trocadas
em nosso protocolo podem ser formadas pelos seguintes dados:
• A, S, C e B: representam os agentes participantes do protocolo:
Administrador, Servidor, Cliente e Banco de Dados, respectiva-
mente. E´ comum sua utilizac¸a˜o como identificadores de roteamento
nas mensagens enviadas ao Servidor. Nesse caso, esses identifica-
dores sa˜o usados pelo Servidor para determinar qual agente e´ o des-
tinata´rio da mensagem;
• CPFC : indica o nu´mero do CPF (Cadastro de Pessoa Fı´sica) do
Cliente. Esse nu´mero e´ responsa´vel pela identificac¸a˜o individual
de pessoas no Brasil. O CPF e´ formado por uma sequeˆncia de 11
dı´gitos separados por pontos e um trac¸o, por exemplo “123.456.789-
10”(RECEITA FEDERAL, 2012a);
• CodC : indica o co´digo de usua´rio (login) do Cliente. Esse co´digo
de usua´rio serve para identificac¸a˜o do Cliente no sistema em que
o protocolo e´ implantado. Ainda, esse co´digo de usua´rio pode ser
formado por letras e nu´meros, por exemplo: “usuario36”; e
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Figura 4.1: Ancoramento de confianc¸a
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• NA: indica um nonce (nu´mero aleato´rio) gerado pelo Administra-
dor.
Os agentes Tomadores de Decisa˜o na˜o possuem um identificador
pro´prio pois na˜o participam do processo de troca de mensagens. Estes
atuam somente nas premissas que da˜o suporte ao protocolo (ancoramento
da confianc¸a).
O protocolo utilizado para cadastro de usua´rios apresenta os pas-
sos abaixo. Esse protocolo e´ ilustrado na Figura 4.2. Nessa figura (e
nas demais ilustrac¸o˜es deste capı´tulo), as setas representam os passos do
protocolo, ao passo que os quadros com linha tracejada indicam proces-
samento interno dos agentes envolvidos em cada passo. Setas e quadros
sa˜o numerados com o nu´mero do passo correspondentes.
1. Administrador inicia cadastro. O Administrador solicita o cadastro
do Cliente. Para tanto, o Administrador gera um nu´mero aleato´rio,
nonce (NA), e o concatena ao CPF do Cliente. Esta concatenac¸a˜o e´
cifrada com a chave pu´blica do Cliente e enviada ao Servidor para
encaminhamento ao Cliente;
2. Redirecionamento do Servidor. O Servidor, ao receber a mensagem,
descarta o identificador de roteamento C e a encaminha ao Cliente
correspondente;
3. Cliente fornece dados de identificac¸a˜o. O Cliente decifra o
conteu´do da mensagem com sua chave privada e verifica se o CPF
contido dentro dela e´, de fato, o seu pro´prio. Apo´s, gera o token
{|CPFC , CodC |} (CPF e co´digo de usua´rio) e o assina com sua
chave privada. Este token e´ enta˜o concatenado com o nonce NA.
O resultado da concatenac¸a˜o e´ enta˜o cifrado com a chave pu´blica
do Administrador e enviada ao Servidor para posterior encaminha-
mento ao Administrador;
4. Redirecionamento do Servidor. O Servidor, ao receber a mensagem,
descarta o identificador de roteamento A e a encaminha ao Admi-
nistrador;
5. Administrador completa cadastro. O Administrador decifra a men-
sagem com sua chave privada e compara o nonce NA recebido
com aquele gerado no passo 1, confirmando a posse da chave
privada pelo Cliente. O Administrador, enta˜o, assina o token
{|CPFC , CodC |}sKrC com sua chave privada, tornando-o dupla-
mente assinado. Este token duplamente assinado e´ enviado ao Ser-
vidor para encaminhamento ao Banco de Dados; e
6. Banco de Dados armazena informac¸o˜es. O Servidor, ao receber o
token duplamente assinado, descarta o identificador de roteamento
B e encaminha a mensagem ao Banco de Dados para armazena-
mento de longo prazo.
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Figura 4.2: Prova de posse do cadastro
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Adicionalmente, temos a notac¸a˜o formal desta versa˜o do protocolo,
representada na Figura 4.3. As regras de construc¸a˜o deste tipo de notac¸a˜o
sa˜o definidas na Sec¸a˜o 3.2.
1. A → S : {|NA, CPFC , A|}eKuC , C
2. S → C : {|NA, CPFC , A|}eKuC
3. C → S : {|NA, {|CodC , CPFC |}sKrC |}eKuA , A
4. S → A : {|NA, {|CodC , CPFC |}sKrC |}eKuA
5. A → S : {|{|CodC , CPFC |}sKrC |}sKrA , B
6. S → B : {|{|CodC , CPFC |}sKrC |}sKrA
Figura 4.3: Notac¸a˜o formal da prova de posse no cadastro
4.2.2.2 Cadastro com Dois Fatores
De uma maneira geral, a adic¸a˜o de fatores biome´tricos ao protocolo
de cadastro, causa pequenas mudanc¸as em sua estrutura. Basicamente,
estas modificac¸o˜es restringem-se ao terceiro passo, onde o agente Cliente
deve fornecer seu template biome´trico junto com seu co´digo de usua´rio e
CPF.
O funcionamento desta segunda versa˜o do protocolo de cadastro
e´ definido nos passos abaixo. O template biome´trico do Cliente e´ indi-
cado por TemplateC . As Figuras 4.4 e 4.5 apresentam sua visa˜o geral e
correspondente notac¸a˜o.
1. Administrador inicia cadastro. O Administrador solicita o cadas-
tro do Cliente. Para tanto, o Administrador gera um nonce (NA) e
o concatena ao CPF do Cliente. Esta concatenac¸a˜o e´ cifrada com
a chave pu´blica do Cliente e enviada ao Servidor para encaminha-
mento ao Cliente;
2. Redirecionamento do Servidor. O Servidor, ao receber a mensagem,
descarta o identificador de roteamento C e encaminha a mensagem
ao Cliente correspondente;
3. Cliente fornece dados de identificac¸a˜o. O Cliente decifra o
conteu´do da mensagem com sua chave privada e verifica se o CPF
contido dentro dela e´, de fato, o seu pro´prio. Apo´s, gera o to-
ken {|CPFC , CodC , T emplateC |} e o assina com sua chave pri-
vada. Este token e´ enta˜o concatenado com o nonce NA. Esta
concatenac¸a˜o e´ cifrada com a chave pu´blica do Administrador e
enviada ao Servidor para encaminhamento;
4. Redirecionamento do Servidor. O Servidor, ao receber a mensagem,
descarta o identificador de roteamento A e encaminha a mensagem
ao Administrador;
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5. Administrador completa cadastro. O Administrador decifra a
mensagem com sua chave privada e compara o nonce NA re-
cebido com aquele gerado no passo 1, confirmando a posse da
chave privada pelo Cliente. O Administrador, enta˜o, assina o to-
ken {|CPFC , CodC , T emplateC |}sKrC com sua chave privada,
tornando-o duplamente assinado. Este token duplamente assinado
e´ enviado ao Servidor para posterior encaminhamento ao Banco de
Dados; e
6. Banco de Dados armazena informac¸o˜es. O Servidor, ao receber o
token duplamente assinado, descarta o identificador de roteamento
B e o encaminha ao Banco de Dados para armazenamento de longo
prazo.
4.2.2.3 Cadastro Simplificado
Foi tambe´m idealizada uma versa˜o reduzida do protocolo de cadas-
tro. A principal diferenc¸a desta versa˜o para as anteriores (prova de posse
e cadastro com dois fatores) se faz sentir pela auseˆncia de participac¸a˜o
ativa do Cliente. O processo de cadastro passa a ser de inteira responsabi-
lidade do Administrador. Todavia, o uso das verso˜es completas deve ser
preferido, de modo a suavizar problemas de confianc¸a quando da troca de
Administradores dentro de seu anel.
Os passos que fazem parte deste cadastro reduzido sa˜o definidos
a seguir. As Figuras 4.6 e 4.7 apresentam uma visa˜o gra´fica da troca de
mensagens e correspondente notac¸a˜o formal, respectivamente.
1. Administrador inicia cadastro. O Administrador obte´m (ou define
ele pro´prio) o co´digo de usua´rio e CPF do Cliente, concatenando-os
e assinando-os com sua chave privada. Este token assinado e´ en-
caminhado ao Servidor para encaminhamento ao Banco de Dados;
e
2. Banco de Dados armazena informac¸o˜es. O Servidor, ao receber o
token assinado, descarta o identificador de roteamento B e o enca-
minha ao Banco de Dados para armazenamento de longo prazo.
4.2.3 Autenticac¸a˜o de Usua´rios
Nosso protocolo de autenticac¸a˜o e´ baseado numa estrate´gia de
desafio-resposta. Esta estrate´gia e´ feita de forma a permitir que o Servi-
dor confirme a identidade do Cliente. Para isso, o Servidor busca verificar
se a chave privada do Cliente esta´ realmente sendo utilizada.
Semelhante ao protocolo de cadastro, foram concebidas duas
verso˜es do protocolo de autenticac¸a˜o: Prova de Posse e Autenticac¸a˜o
com Dois Fatores. Cada uma dessas verso˜es deve ser integrada com sua
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Figura 4.4: Cadastro de usua´rios com dois fatores
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1. A → S : {|NA, CPFC , A|}eKuC , C
2. S → C : {|NA, CPFC , A|}eKuC
3. C → S : {|NA, {|CodC , CPFC , T emplateC |}sKrC |}eKuA , A
4. S → A : {|NA, {|CodC , CPFC , T emplateC |}sKrC |}eKuA
5. A → S : {|{|CodC , CPFC , T emplateC |}sKrC |}sKrA , B
6. S → B : {|{|CodC , CPFC , T emplateC |}sKrC |}sKrA
Figura 4.5: Notac¸a˜o formal do cadastro com dois fatores
correspondente no protocolo de cadastro. Por exemplo: a versa˜o prova de
posse do protocolo de cadastro deve ser integrada a` versa˜o prova de posse
do protocolo de autenticac¸a˜o. O cadastro simplificado de usua´rios, por
na˜o envolver o uso de fatores biome´tricos, deve ser integrado com a prova
de posse da autenticac¸a˜o.
4.2.3.1 Prova de Posse
O Cliente e´ o responsa´vel pelo desejo de se conectar ao Servidor
e, para isso, inicia uma conexa˜o segura (atrave´s do protocolo SSL/TLS).
Apo´s o estabelecimento dessa conexa˜o, o Servidor inicia o processo de
troca de mensagens que busca a autenticac¸a˜o do Cliente. Em caso de na˜o
recebimento de resposta do Cliente, a conexa˜o e´ automaticamente recu-
sada. Isto acontece tanto na versa˜o prova de posse quanto autenticac¸a˜o
com dois fatores.
Os passos da versa˜o prova de posse do protocolo de autenticac¸a˜o
sa˜o definidos a seguir:
1. Servidor envia desafio. O Servidor inicia o processo de autenticac¸a˜o
atrave´s da gerac¸a˜o do nonce, NS , para atuar como desafio. Este
nonce e´ enviado ao Cliente;
2. Cliente fornece dados de identificac¸a˜o. O Cliente concatena seu
CPF e o identificador S ao desafio recebido. Este token e´ assinado
com a chave privada do Cliente e enviado ao Servidor.
3. Servidor realiza consulta. O Servidor verifica a assinatura do Cli-
ente, confirmando que o mesmo esta´ em posse de sua chave privada.
Enta˜o, CPFC e´ enviado ao Banco de Dados; e
4. Banco de Dados retorna informac¸o˜es armazenadas. O
Banco de Dados retorna o token duplamente assinado
(({|{|CodC , CPFC |}sKrC |}sKrA)) ao Servidor. Este token
foi armazenado no fim no protocolo de cadastro. Ao receber a
mensagem, o Servidor verifica se os dados armazenados no banco
e fornecidos pelo Cliente sa˜o iguais.
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Figura 4.6: Cadastro simplificado
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1. A → S : {|CodC , CPFC |}sKrA , B
2. S → B : {|CodC , CPFC |}sKrA
Figura 4.7: Notac¸a˜o formal do cadastro simplificado
Para facilitar o entendimento, a Figura 4.8 apresenta uma visa˜o
geral desta primeira versa˜o do protocolo de autenticac¸a˜o. Em termos de
notac¸o˜es, a prova de posse do protocolo de autenticac¸a˜o e´ representada na
Figura 4.9.
4.2.3.2 Autenticac¸a˜o com Dois Fatores
De maneira semelhante a` sua contraparte no protocolo de cadas-
tro, a adic¸a˜o de fatores biome´tricos ao protocolo de autenticac¸a˜o requer
pequenas modificac¸o˜es em sua estrutura. Novamente, estas mudanc¸as
limitam-se ao envio do template biome´trico do Cliente. Ao final, o
Servidor deve tambe´m verificar a correspondeˆncia entre os templates
biome´tricos (fornecido e previamente armazenado). Esta verificac¸a˜o e´
feita inteiramente pelo Servidor, sem participac¸a˜o do Cliente.
No entanto, ha´ uma diferenc¸a substancial entre esta versa˜o e a
prova de posse da autenticac¸a˜o. A forma como o nonce NS de desafio
e´ transmitido no primeiro passo.
Na primeira versa˜o, este nonce NS era enviado em texto claro ao
Cliente. Para comprovar a posse de sua chave privada, o Cliente deveria
enviar o nonce novamente dentro da mensagem seguinte.
Por outro lado, nesta nova versa˜o, o nonce NS e´ cifrado com a
chave pu´blica do Cliente antes de ser enviado pelo Servidor. Ainda, o
Servidor continua sendo o responsa´vel pelo inı´cio da troca de mensagens
com o Cliente, de modo ideˆntico a` versa˜o anterior. Na mensagem poste-
rior, ao inve´s de concatenar o nonce decifrado aos seus dados, o Cliente
cifra seus dados com o nonce recebido.
Ambos os modos permitem a comprovac¸a˜o de posse da chave pri-
vada pelo Cliente, sem diminuir o nı´vel de confianc¸a no processo. Com
isso, proveˆ-se o sigilo dos dados biome´tricos em traˆnsito.
Os passos do protocolo de autenticac¸a˜o com fatores biome´tricos
sa˜o dados a seguir:
1. Servidor envia desafio. O Servidor inicia o processo de autenticac¸a˜o
atrave´s da gerac¸a˜o de um nonce, NS , que e´ enviado ao Cliente.
Antes de ser enviado, esse nonce e´ cifrado com a chave pu´blica do
Cliente;
2. Cliente fornece dados de identificac¸a˜o. O Cliente decifra o nonce
recebido com sua chave privada. Enta˜o, concatena seu CPF, a
identificac¸a˜o do Servidor e seu template biome´trico. Este token e´
cifrado com o nonce recebido e enviado ao Servidor. Neste passo,
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1. S → C : NS
2. C → S : {|NS, CPFC , S|}sKrC
3. S → B : CPFC
4. B → S : {|{|CodC , CPFC |}sKrC |}sKrA
Figura 4.9: Notac¸a˜o formal da prova de posse da autenticac¸a˜o
a concatenac¸a˜o da origem (CPF) e destino (S) da mensagem e´ ne-
cessa´ria para evitar ataques de ora´culo;
3. Servidor realiza consulta. O Servidor decifra o token recebido, con-
firmando que o Cliente de fato esta´ em posse de sua chave privada.
Enta˜o,CPFC e´ enviado ao Banco de Dados para realizac¸a˜o de con-
sulta; e
4. Banco de Dados retorna informac¸o˜es armazenadas. O
Banco de Dados retorna o token duplamente assinado
(({|{|CodC , CPFC , T emplateC |}sKrC |}sKrA)) ao Servidor.
Ao receber a mensagem, o Servidor verifica as assinaturas e se ha´
correspondeˆncia entre os dados previamente armazenados no banco
e fornecidos pelo Cliente.
A Figura 4.10 apresenta a autenticac¸a˜o com dois fatores. A notac¸a˜o
formal para esta versa˜o do protocolo de autenticac¸a˜o encontra-se na Fi-
gura 4.11.
Terminando a descric¸a˜o em alto-nı´vel de nosso protocolo, passa-
mos a ter uma visa˜o ampla de seu funcionamento. Embora esta seja uma
etapa muito importante, na˜o podemos nos esquecer que, na˜o raro, deta-
lhes te´cnicos podem comprometer o funcionamento do todo. Para termos
certeza da viabilidade pra´tica de nossa proposta, e´ necessa´rio a criac¸a˜o de
uma prova de conceito.
4.3 PROVA DE CONCEITO
Tambe´m conhecidas como proto´tipos, as provas de conceito bus-
cam avaliar a viabilidade pra´tica de uma especificac¸a˜o apo´s sua concepc¸a˜o
inicial. Sua principal finalidade e´ certificar-se de que a especificac¸a˜o ini-
cial na˜o contenha lacunas em aberto ou mesmo pontos conflitantes.
Provas de conceito de protocolos assumem a forma de
implementac¸o˜es em linguagem de programac¸a˜o. Nestas implementac¸o˜es
sa˜o levados em conta apenas os aspectos centrais da proposta de
novo protocolo. Ou seja, na˜o sa˜o levadas em considerac¸a˜o as carac-
terı´sticas pro´prias do sistema ao qual o protocolo e´ futuramente inte-
grado. Desta forma, evita-se o aumento desnecessa´rio da complexidade
da implementac¸a˜o, permitindo uma avaliac¸a˜o mais objetiva da execuc¸a˜o
do protocolo.
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Figura 4.10: Autenticac¸a˜o com dois fatores
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1. S → C : {|NS |}eKuC
2. C → S : {|CPFC , S, TemplateC |}eKNS
3. S → B : CPFC
4. B → S : {|{|CodC , CPFC , T emplateC |}sKrC |}sKrA
Figura 4.11: Notac¸a˜o formal da autenticac¸a˜o com dois fatores
No aˆmbito de nosso trabalho, foram criados dois conjuntos de
aplicac¸o˜es para testar a viabilidade de nossa proposta. O primeiro con-
junto buscou avaliar o uso de dispositivos biome´tricos e smartcards inte-
grados a` linguagem de programac¸a˜o Java. Por sua vez, o segundo con-
junto de aplicac¸o˜es serviu como prova de conceito dos protocolos propos-
tos em si.
4.3.1 Comunicac¸a˜o com Dispositivos Biome´tricos e Smartcards
A falta de expertise por parte do autor com relac¸a˜o a`
implementac¸a˜o de sistemas envolvendo dispositivos de autenticac¸a˜o
biome´trica e acesso a smartcards tornou imperativo a realizac¸a˜o de um
estudo preliminar para avaliar as possibilidades de desenvolvimento.
A adoc¸a˜o da plataforma Java como ferramente ba´sica de desenvol-
vimento levou ao uso da tecnologia de Applets em algumas etapas dos
protocolos. Applets Java sa˜o pequenas aplicac¸o˜es embarcadas em pa´ginas
web que permitem a execuc¸a˜o de aplicac¸o˜es completas. Aumenta-se, as-
sim, as possibilidades de interac¸a˜o com usua´rios (ORACLE, 2012b). O
uso deste tipo de aplicac¸a˜o e´ comum quando ha´ a necessidade de conexa˜o
com dispositivos de hardware do lado do usua´rio cliente (e na˜o do lado
servidor web).
Era necessa´rio garantir o acesso a`s operac¸o˜es da leitora biome´trica
nestas condic¸o˜es. Um conjunto mı´nimo de operac¸o˜es deveria ser su-
portado: cadastro de templates e reconhecimento um-para-um (1:1). A
operac¸a˜o de identificac¸a˜o um-para-muitos (1:N) na˜o e´ essencial ao nosso
propo´sito, tendo em vista que o servidor compara templates em pares em
cada tentativa de autenticac¸a˜o.
Quanto ao uso de smartcards, na˜o sabı´amos dizer de antema˜o se
os mesmos poderiam ser de fato integrados ao protocolo atrave´s da lin-
guagem Java. As seguintes operac¸o˜es deveriam ser executadas direta-
mente no carta˜o: gerac¸a˜o de nu´meros aleato´rios (para os nonces); cifra-
gem sime´trica; cifragem assime´trica; assinatura digital; verificac¸a˜o de as-
sinatura; e exportac¸a˜o de certificados digitais.
O projeto que envolveu a criac¸a˜o deste conjunto inicial de
aplicac¸o˜es recebeu o nome de Prova de Tecnologias (Proof of Techno-
logies). As duas aplicac¸o˜es desenvolvidas demonstraram ser possı´vel a
plena integrac¸a˜o da linguagem Java com leitoras biome´tricas e smart-
cards.
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O acesso a` leitora biome´trica e smartcards foi bem-sucedido.
Em ambos os casos, foi possı´vel demonstrar a viabilidade de todas as
operac¸o˜es previamente estabelecidas. Ale´m disso, sua integrac¸a˜o com
Applets demonstrou tambe´m ser via´vel.
A Figuras 4.12 apresenta a aplicac¸a˜o que atuou como Prova de Tec-
nologia da biometria. Nessa figura, e´ apresentado um Applet Java captu-
rando impresso˜es digitais a partir da leitora biome´trica. Essa aplicac¸a˜o
esta´ organizada do seguinte modo: no lado esquerdo, encontra-se a ima-
gem da impressa˜o digital capturada pela leitora; e no lado direito, ha´ uma
lista das impresso˜es digitais cadastradas. Na parte central da figura, exis-
tem treˆs boto˜es de ac¸a˜o: Enroll (Cadastrar), Verify (Verificar) e Identify
(Identificar). O bota˜o Verify faz o reconhecimento biome´trico um-para-
um (1:1), ao passo que o bota˜o Identify faz o reconhecimento um-para-
muitos (1:N). Ja´ na parte inferior da figura, ha´ um espac¸o para registro
dos eventos internos (logs) da aplicac¸a˜o.
Na Figura 4.13 e´ apresentada a aplicac¸a˜o que atuou como Prova
de Tecnologia de smartcards. Essa figura apresenta o resultado de uma
func¸a˜o de resumo criptogra´fico (hash) de um arquivo texto simples, cal-
culado diretamente por um smartcard. No lado direito da aplicac¸a˜o, esta˜o
listados os certificados digitais contidos no carta˜o; na parte central ha´
alguns boto˜es de ac¸a˜o representando algumas operac¸o˜es criptogra´ficas a
serem feitas diretamente no carta˜o. As operac¸o˜es disponı´veis sa˜o: ob-
ter informac¸o˜es acerca dos algoritmos e tamanhos de chave suportados
(bota˜o Info); atualizar (carregar novamente) a lista de certificados digitais
(bota˜o Update); cifrar arquivo (bota˜o Cipher File); obter o texto em claro
de um arquivo cifrado (Decipher File); calcular o resumo criptogra´fico
(bota˜o (Hash); e assinar digitalmente um arquivo (bota˜o Sign File). Ape-
sar de na˜o aparecer na figura, ha´ tambe´m uma opc¸a˜o para verificac¸a˜o de
assinatura digital (bota˜o Verify Signature). Tambe´m ha´ um registro de
eventos (logs) na parte inferior da aplicac¸a˜o.
Na eventualidade de na˜o ser possı´vel a integrac¸a˜o das capaci-
dades biome´tricas com a tecnologia de Applets, outras alternativas de
implementac¸a˜o teriam que ser pesquisadas. Num cena´rio hipote´tico, ocor-
reria a substituic¸a˜o do Applet por uma aplicac¸a˜o convencional. Esta
aplicac¸a˜o seria descarregada automaticamente no momento do acesso do
usua´rio.
A adequac¸a˜o das tecnologias escolhidas para o cumprimento dos
requisitos mais crı´ticos de nossa proposta foi comprovada. Iniciamos,
enta˜o, a segunda etapa da prova de conceito.
4.3.2 Proto´tipo dos Protocolos
No desenvolvimento do proto´tipo dos protocolos, toma-se como
base unicamente a versa˜o com dois fatores dos protocolos. Como visto
anteriormente, sa˜o poucas as diferenc¸as entre ambas as verso˜es. Uma
delas e´ a presenc¸a do token biome´trico nos dados de identificac¸a˜o do Cli-
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Figura 4.12: Prova de tecnologia: uso da biometria
ente. Outra, e´ a forma como o nonce NS e´ utilizado na autenticac¸a˜o. Na
opinia˜o do autor, estas sutilezas, na˜o justificam por si so´, a criac¸a˜o de
proto´tipos pro´prios para cada versa˜o.
E´ interessante adicionar uma nova limitac¸a˜o ao proto´tipo. Este
proto´tipo busca avaliar a capacidade pra´tica de implantac¸a˜o do protocolo,
em termos da troca de mensagens entre agentes. Assim, as premissas ini-
ciais (Sec¸a˜o 4.2.1) que da˜o sustentac¸a˜o ao seu funcionamento na˜o foram
incluı´das neste escopo.
Em resumo, os pontos que ficaram de fora do escopo deste
proto´tipo sa˜o:
• Ancoramento e distribuic¸a˜o da confianc¸a;
• Prova de posse do cadastro e autenticac¸a˜o; e
• Cadastro simplificado.
A implementac¸a˜o do proto´tipo foi feita com o uso das seguintes
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Figura 4.13: Prova de tecnologia: uso de smartcards
tecnologias: plataforma Java (ORACLE, 2012c), biblioteca de servic¸os
criptogra´ficos BouncyCastle (BOUNCY CASTLE, 2012), banco de dados
MySQL (MYSQL, 2012) e SDK (Software Development Kit) disponibili-
zado pela leitora biome´trica Futronic (FUTRONIC, 2012a).
Os agentes Administrador e Cliente sa˜o implementados com inter-
face gra´fica. Por sua vez, o agente Servidor e´ implementado em inter-
face texto. O agente Banco de Dados se faz presente como uma conexa˜o
na aplicac¸a˜o do agente Servidor. Ale´m disso, a comunicac¸a˜o entre as
aplicac¸o˜es de cada agente ocorre atrave´s da rede sobre uma conexa˜o SSL.
Para simplificac¸a˜o, todo o material criptogra´fico e´ armazenado dentro de
um u´nico smartcard, que e´ acessado simultaneamente pelas aplicac¸o˜es.
A interac¸a˜o com o proto´tipo segue a ordem prevista na descric¸a˜o de
alto-nı´vel. O funcionamento do protocolo de cadastro ocorre do seguinte
modo:
1. Primeiro, na aplicac¸a˜o Administrador, o usua´rio solicita o cadastro
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Figura 4.14: Prova de conceito do proto´tipo: aplicac¸a˜o Administrador
de um novo Cliente;
2. O fluxo e´ enta˜o transferido para a aplicac¸a˜o Servidor e daı´ para a
aplicac¸a˜o Cliente, onde e´ feito a coleta dos dados de identificac¸a˜o;
3. Em seguida, o fluxo retorna a` aplicac¸a˜o Servidor e daı´, novamente,
e´ reencaminhado para a aplicac¸a˜o Administrador;
4. Na aplicac¸a˜o Administrador, o usua´rio finaliza o cadastro; e
5. Por u´ltimo, a aplicac¸a˜o Administrador encaminha, a` aplicac¸a˜o Ser-
vidor, os dados para armazenamento no Banco de Dados.
A Figura 4.14 apresenta o proto´tipo da aplicac¸a˜o usada pelo agente
Administrador. Essa aplicac¸a˜o esta´ dividida em duas partes principais:
boto˜es de comando (parte superior) e listas de certificados digitais e CPFs.
Os seguintes comandos esta˜o disponı´veis Load Smartcard (carregar o
conteu´do do smartcard para as listas), Connect to Server (conectar ao
agente Servidor); Begin register (iniciar protocolo de cadastro); e Discon-
nect (desconectar do agente Servidor). A lista de certificados exibe todos
os certificados digitais contidos no smartcard, por sua vez, a lista de CPFs
e´ preenchida apenas com os certificados digitais do tipo e-CPF.
Com no mı´nimo um Cliente cadastrado, o protocolo de
autenticac¸a˜o e´ disponibilizado para uso na aplicac¸a˜o Cliente. Segue seu
funcionamento.
1. Primeiro, a aplicac¸a˜o Servidor envia o token {NS}eKuC . O acesso
ao certificado digital do Cliente no momento do estabelecimento da
conexa˜o SSL;
2. A aplicac¸a˜o Servidor tambe´m envia uma lista dos CPFs dos usua´rios
cadastrados (este passo foi adicionada apenas para simplificar a
interac¸a˜o do usua´rio com o proto´tipo);
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3. Enta˜o, na aplicac¸a˜o Cliente, o usua´rio seleciona seu CPF, fornece
sua impressa˜o digital e retorna estes dados a` aplicac¸a˜o Servidor;
4. De posse destas informac¸a˜o, a aplicac¸a˜o Servidor realiza uma con-
sulta ao Banco de Dados;
5. No retorno da consulta, a aplicac¸a˜o Servidor verifica a autenticidade
das assinaturas digitais e compara os templates biome´tricos.
6. Dependendo do resultado destas verificac¸o˜es, a aplicac¸a˜o Servidor
toma a decisa˜o de aceitar ou recusar a conexa˜o.
7. Por u´ltimo, a aplicac¸a˜o Cliente exibe uma caixa de dia´logo infor-
mando ao usua´rio se a conexa˜o foi estabelecida ou encerrada.
A Figura 4.15 apresenta o proto´tipo da aplicac¸a˜o usada pelo agente
Cliente. Essa aplicac¸a˜o consiste de uma a´rea para exibic¸a˜o das impresso˜es
digitais capturadas pela leitora biome´trica conectada ao computador do
Cliente. Ale´m disso, tambe´m esta˜o presentes quatro boto˜es de ac¸a˜o: Con-
nect (conecta ao agente Servidor); Register (dar continuidade ao proto-
colo de cadastro); Authenticate (simular o protocolo de autenticac¸a˜o junto
com o Servidor); e Disconnect (desconectar do Servidor). Um detalhe:
nessa figura aparece a frase Put finger on reader for template 3/5, que
significa “coloque o dedo na leitora para captura da terceira de um total
de cinco impresso˜es digitais”. Essa medida e´ importante afim de tornar
o template biome´trico resultante o mais preciso possı´vel. E´ comum que
haja variac¸a˜o na qualidade do template.
4.3.3 Adaptac¸o˜es Efetuadas
De modo geral, a prova de conceito na˜o levou a modificac¸o˜es sig-
nificativas na estrutura do protocolo. Contudo, adaptac¸o˜es pontuais fo-
ram feitas para contornar pequenos entraves durante sua implementac¸a˜o.
Apresentamos, a seguir, algumas modificac¸o˜es e impresso˜es.
• Formato do identificador de roteamento. Os identificadores de
roteamento (A e C) devem assumir a forma de um certificado digi-
tal ou alias de certificado digital. No proto´tipo, estes identificadores
sa˜o utilizados para determinar qual chave (dentre todas presentes no
smartcard) e´ usada para cifragem e assinatura. Esta medida e´ ne-
cessa´ria para permitir que cada agente seja identificado de maneira
u´nica na ICP utilizada (neste caso, a ICP-Brasil). Na hipo´tese deste
identificador assumir outro crite´rio, como o nome do agente, podem
ocorrer conflitos com outros usua´rios com o mesmo identificador.
• Manutenc¸a˜o do identificador de roteamento. No protocolo de
cadastro de usua´rios, o identificador de roteamento (A, C e B)
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Figura 4.15: Prova de conceito do proto´tipo: aplicac¸a˜o Cliente
e´ removido em redirecionamentos. Em se tratando dos desti-
nata´rios Administrador e Cliente, e´ necessa´rio que suas respectivas
aplicac¸o˜es tenham as chaves correspondentes a cada agente. Sem
esta informac¸a˜o, na˜o ha´ como a aplicac¸a˜o saber qual dos (va´rios)
Administradores foi o responsa´vel pelo inı´cio do cadastro (passo 4
da Figura 4.3).
• Tamanho do nonce NS . Na versa˜o com dois fatores do protocolo
de autenticac¸a˜o, o nonceNS e´ usado como chave (passo 2 da Figura
4.11). O nonce enta˜o deve servir como entrada a um algoritmo crip-
togra´fico. E´ necessa´rio que o nonce gerado tenha tamanho igual ou
superior ao menor tamanho possı´vel de chave para o algoritmo crip-
togra´fico escolhido. No caso do AES (Advanced Encryption Stan-
dard), o menor tamanho permitido para chaves e´ 128 bits (NIST,
2001). Outra possibilidade, ainda, seria o uso do nonce como en-
trada a uma func¸a˜o de derivac¸a˜o de chaves.
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A partir deste momento, passaremos a tratar um problema de-
tectado durante o desenvolvimento da primeira prova de conceito. Em
organizac¸o˜es de grande porte, e´ comum a existeˆncia de mais de um local
(diversas entradas) onde a presenc¸a de fortes mecanismos de autenticac¸a˜o
sa˜o necessa´rios. O mesmo se aplica a situac¸o˜es onde uma matriz conta
com inu´meras filiais geograficamente espalhadas.
Levando isso em considerac¸a˜o, e´ possivel que haja uma grande di-
versidade de dispositivos de hardware e software. Para evitar problemas
de interoperabilidade, sugere-se o uso de interfaces de comunicac¸a˜o pa-
dronizadas.
Criados por organismos internacionais ou mesmo de iniciativas da
pro´pria indu´stria, estes padro˜es possibilitam um alto-nı´vel de integrac¸a˜o.
Este aumento de integrac¸a˜o na˜o ocorre apenas entre diferentes produtos,
mas tambe´m entre diferentes fabricantes.
A ISO (International Organisation for Stardardisation) (ISO,
2012) representa o exemplo mais conhecido de instituic¸a˜o voltada ao de-
senvolvimento de padro˜es. Como exemplo de iniciativa da indu´stria com
este fim, temos o Trust Computing Group (TRUSTED COMPUTING GROUP,
2012).
Em nossa proposta, existem dois componentes crı´ticos de hard-
ware que demandam um tratamento padronizado para sua plena
integrac¸a˜o com demais sistemas. Sa˜o eles:
• Leitores de smartcards; e
• Dispositivos de autenticac¸a˜o biome´trica.
No caso dos leitores de smartcards, a comunicac¸a˜o entre sis-
tema operacional e leitor e´ feita atrave´s da interface PKCS#11 (Public-
Key Cryptography Standard Number 11) (RSA LABORATORIES, 2009).
Na implementac¸a˜o das provas de conceito, fez-se uso da biblioteca
SunPKCS#11 (ORACLE, 2012a) que atua como ponte entre programa es-
critos na linguagem Java e leitoras de carto˜es que suportam este padra˜o.
Por outro lado, os dispositivos de autenticac¸a˜o biome´trica na˜o con-
tam com interfaces de comunicac¸a˜o padronizadas. A comunicac¸a˜o entre
leitora biome´trica e aplicac¸a˜o depende exclusivamente dos SDKs (Soft-
ware Development Kits) disponibilizados por seus respectivos fabrican-
tes. Este processo pore´m, na˜o e´ porta´vel, fazendo com que haja um forte
acoplamento com as implementac¸o˜es de cada fabricante.
Um produto extra deste trabalho e´ a criac¸a˜o de uma nova biblioteca
para integrar o acesso a diferentes dispositivos de autenticac¸a˜o biome´trica.
4.4 A BIBLIOTECA DE INTEGRAC¸A˜O
A utilizac¸a˜o de biometria na autenticac¸a˜o de usua´rios em sistemas
de informac¸a˜o e´ algo complexo, envolvendo na˜o apenas fatores de or-
dem te´cnica, mas tambe´m fatores de ordem organizacional. Ale´m disso,
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tambe´m deve-se levar em considerac¸a˜o questo˜es relativas a` privacidade
dos dados pessoais envolvidos.
Neste sentido, (CAVOUKIAN, 2008) apresenta uma lista de questi-
onamentos que devem ser levados em considerac¸a˜o antes do desenvolvi-
mento desses sistemas. Busca-se antecipar problemas de projeto do sis-
tema, processo de cadastro, processo de autenticac¸a˜o, templates de im-
pressa˜o digital, armazenamento e seguranc¸a e polı´tica de retenc¸a˜o de da-
dos. Apesar de ter sido elaborado com foco em sistemas biome´tricos
baseados no reconhecimento de impresso˜es digitais, as orientac¸o˜es conti-
das nesse documento podem ser estendidas a outras formas de reconheci-
mento, como a ı´ris.
Um caso particular ocorre em organizac¸o˜es com grandes
instalac¸o˜es ou com necessidade de fornecer nı´veis diferenciados de
seguranc¸a a seus departamentos internos. Nestas circunstaˆncias, e´ pre-
ferı´vel que os dados de identificac¸a˜o sejam armazenados num servidor
central. Este servidor tambe´m se ocupa das tarefas de comparac¸a˜o de
templates e cadastro de novos usua´rios. Basicamente, o mesmo modelo
adotado neste trabalho.
Nestas condic¸o˜es, algumas das recomendac¸o˜es de (CAVOUKIAN,
2008) sa˜o imperativas, (em traduc¸a˜o livre):
• Descreva a arquitetura do sistema em detalhes. Em particular, o
cadastro e autenticac¸a˜o sa˜o feitos localmente ou num servidor?
• Quais produtos de hardware e software do fabricante sa˜o usados?
Voceˆ e´ capaz de fornecer especificac¸o˜es a estes produtos, ale´m da-
quelas disponı´veis publicamente na pa´gina web do fabricante?
• Os templates de impressa˜o digital sa˜o compatı´veis, ou podem ser
tornados compatı´veis com algum dos seguintes padro˜es: INCITS
378 (INCITS, 2009), ISO/IEC 19794-2 (ISO, 2011a), FIPS 201
(NIST, 2006) ou ILO SID-0002 (ILO, 2006)?
• Onde os templates sa˜o armazenados (por exemplo, localmente ou
num servidor)?
Com a perspectiva de que nossa proposta de protocolos possa vir
a ser utilizada nos moldes acima, buscou-se a criac¸a˜o de uma soluc¸a˜o
pro´pria para os problemas de integrac¸a˜o. Outras iniciativas do mercado ja´
existem nesse sentido, sob a forma de software proprieta´rio com respec-
tiva aquisic¸a˜o de licenc¸a para seu uso. Sa˜o exemplos desta seara: Griaule
(GRIAULE, 2012) e VeriFinger (VERIFINGER, 2012). Devido a restric¸o˜es
financeiras deste trabalho de Mestrado, o uso de ferramentas proprieta´rias
foi descartado desde o primeiro momento.
4.4.1 Requisitos
O desenvolvimento desta biblioteca foi norteado pelo seguintes re-
quisitos em sua primeira versa˜o:
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1. A biblioteca deve prover flexibilidade na inclusa˜o de novas leitoras
de diferentes fabricantes;
2. A biblioteca deve suportar um conjunto mı´nimo de leitoras;
3. A biblioteca deve suportar as seguintes operac¸o˜es: obtenc¸a˜o de tem-
plate para cadastro; verificac¸a˜o (um-para-um); e identificac¸a˜o (um-
para-muitos); e
4. A biblioteca deve prover compatibilidade a templates gerados em
diferentes leitoras.
A Tabela 4.1 apresenta as leitoras definidas como integrantes do
conjunto de suporte inicial mı´nimo (Requisito 2).
Tabela 4.1: Leitoras biome´tricas suportadas pela biblioteca de integrac¸a˜o
Fabricante e Modelo Refereˆncia Imagem
DigitalPersona U.are.U
4000B
(DIGITAL PERSONA,
2005)
NitGen FingKey Hams-
ter DX
(FINGERTECH,
2012)
Futronic FS 82 (FUTRONIC, 2012b)
Com relac¸a˜o aos crite´rios adotados para a escolha dos fabrican-
tes e modelos de leitoras, este na˜o foi, inicialmente, pautada por crite´rios
te´cnicos. Mas sim, pela facilidade de compra no mercado brasileiro. En-
tretanto, durante o desenvolvimento da biblioteca de integrac¸a˜o, verificou-
se que alguns crite´rios mı´nimos de escolha deveriam ter sido adotados.
Principalmente, a adereˆncia a padro˜es como o ISO/IEC 19794-2 (ISO,
2011a) e´ um requisito essencial em contexto de integrac¸a˜o.
Mesmo tendo sido utilizada com sucesso na implementac¸a˜o das
provas de conceito (Sec¸a˜o 4.3), a leitora Futronic FS82 na˜o pode ser in-
tegrada a`s demais leitoras. A mesma na˜o oferecia compatibilidade com
os padro˜es de intercaˆmbio de templates mencionados anteriormente. Em
virtude disso, esta leitora acabou sendo descartada do projeto.
Infelizmente, so´ foi possı´vel detectar essa restric¸a˜o apo´s o inı´cio
do desenvolvimento da biblioteca. Isto nos chama a atenc¸a˜o para as
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recomendac¸o˜es transcritas anteriormente para a boa implantac¸a˜o de sis-
temas biome´tricos.
4.4.2 Desenvolvimento
O desenvolvimento da biblioteca fez uso dos diferentes SDKs dis-
ponibilizados pelos fabricantes de cada leitora. Foi criado um nı´vel adici-
onal de abstrac¸a˜o a`s operac¸o˜es de cada SDK.
Em paralelo ao desenvolvimento de mecanismos para tornar
as leitoras biome´tricas interopera´veis, teve inı´cio uma iniciativa para
transformac¸a˜o de nossa proposta de protocolo em, tambe´m, uma bibli-
oteca. Pelo forte grau de relacionamento entre ambas as iniciativas, opta-
mos por sua fusa˜o.
A presenc¸a do intercaˆmbio entre leitoras esta´ presente atrave´s
da interface BiometricApp. Esta interface representa um conjunto de
me´todos ba´sicos que devem ser implementados por qualquer leitora que
busque ser integrada a` biblioteca. A Figura 4.16 apresenta as classes en-
volvidas na interoperac¸a˜o de leitoras.
Por outro lado, as classes Nonce, Token e AuthReply (e respectivas
subclasses), delineiam nosso protocolo de autenticac¸a˜o, como mostra a
Figura 4.17.
4.5 CONCLUSA˜O
Neste capı´tulo, discorremos sobre a parte central de nosso estudo.
Foi apresentado um protocolo para cadastro e autenticac¸a˜o de usua´rios.
Duas verso˜es do mesmo protocolo foram apresentadas: prova de posse e
dois fatores. A versa˜o com dois fatores complementa a versa˜o prova de
posse pela adic¸a˜o de dispositivos de reconhecimento biome´trico.
Ale´m da proposta teo´rica, buscamos demonstrar sua viabilidade
pra´tica, atrave´s da elaborac¸a˜o de provas de conceito: tanto dos protocolos
quanto das tecnologias envolvidas. Como subproduto adicional, desen-
volvemos uma biblioteca para integrac¸a˜o de diferentes leitoras e uso do
protocolo em qualquer sistema.
Dando continuidade a` metodologia de projeto de protocolos ado-
tado neste trabalho, nos encaminhamos em direc¸a˜o a` pro´xima etapa que
consiste na verificac¸a˜o formal dos protocolos aqui apresentados.
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Figura 4.16: Arquitetura da biblioteca de integrac¸a˜o: Parte 1
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Figura 4.17: Arquitetura da biblioteca de integrac¸a˜o: Parte 2
5 A VERIFICAC¸A˜O DO PROTOCOLO PROPOSTO
5.1 INTRODUC¸A˜O
Tendo finalizado a especificac¸a˜o em alto-nı´vel de nossos proto-
colos, avanc¸amos a` pro´xima etapa, que consiste na verificac¸a˜o de suas
propriedades. As notac¸o˜es formais apresentadas no decorrer do capı´tulo
anterior sa˜o o principal objeto de entrada a este processo de verificac¸a˜o.
Conforme pode ser observado no decorrer do capı´tulo anterior,
existem poucas diferenc¸as entre as verso˜es de nosso protocolo (prova
de posse e uso de dois fatores). A u´nica diferenc¸a significativa esta´ na
presenc¸a ou na˜o do template biome´trico nas mensagens trocadas. Por
ser a versa˜o mais completa, a versa˜o do protocolo com adic¸a˜o de fatores
biome´tricos e´ abordada neste processo de verificac¸a˜o.
Ainda, na opinia˜o do autor, as diferenc¸as na forma de uso do nonce
NS entre as diferentes verso˜es do protocolo de autenticac¸a˜o (Figuras 4.9
e 4.11), na˜o justificam por si so´, o aumento do escopo da verificac¸a˜o.
Ale´m disso, tal como feito com o proto´tipo desenvolvido, as premissas
ba´sicas (ancoramento e distribuic¸a˜o da confianc¸a), na˜o sa˜o verificadas
formalmente. A justificativa para esta decisa˜o e´ que estas premissas na˜o
fazem parte do protocolo propriamente dito, mas sim das cerimoˆnias de
seguranc¸a envolvidas.
Para que possamos verificar as propriedades de seguranc¸a de nosso
protocolo, e´ necessa´rio antes, formaliza´-lo. O processo de formalizac¸a˜o
adotado segue o modelo proposto por Weidenbach (WEIDENBACH, 1999).
Neste processo, um modelo descritivo do protocolo em Lo´gica de Pri-
meira Ordem e´ combinado com um modelo descritivo do atacante. As
ac¸o˜es permitidas ao atacante fazem parte do modelo de ameac¸a Dolev-
Yao (DOLEV; YAO, 1983). Como ferramenta de suporte a execuc¸a˜o de
testes sobre estes modelos, adotaremos o provador automa´tico de teore-
mas SPASS versa˜o 3.5 (WEIDENBACH et al., 2009).
Sob o ponto de vista da Lo´gica, o processo de formalizac¸a˜o con-
siste na descric¸a˜o do predicado M(x) de todas as mensagens enviadas
durante a execuc¸a˜o do protocolo. Cada mensagem e´ representada atrave´s
dos elementos que fazem parte de qualquer fo´rmula em Lo´gica de Pri-
meira Ordem, como: quantificadores, predicados, func¸o˜es, constantes e
conectivos. Para relembrar os conceitos relacionados, recomenda-se re-
ver a Sec¸a˜o 3.4.3.1 (pa´gina 24).
Antes de iniciar a formalizac¸a˜o de nosso protocolo, apresentamos
o provador automa´tico de teoremas SPASS.
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5.2 O PROVADOR DE TEOREMAS SPASS
Criado por Christoph Weidenbach, o SPASS e´ um provador au-
toma´tico de teoremas para Lo´gica de Primeira Ordem(MAX-PLANCK,
2012b). Sua primeira versa˜o data de 1999 (WEIDENBACH et al., 1999),
sendo que em 1994 comec¸aram a ser feitas as primeiras implementac¸o˜es
que viriam a dar origem ao provador de teoremas (MAX-PLANCK, 2012b).
E´ um dos projetos que fazem parte do grupo de pesquisa em Automac¸a˜o
da Lo´gica do Instituto Max-Planck, na Alemanha (MAX-PLANCK, 2012a).
Ao contra´rio do que pode parecer a` primeira vista, o SPASS e´ um
provador de teoremas de propo´sito geral. Isto e´, na˜o se limita a` avaliac¸a˜o
da problema´tica da seguranc¸a em protocolos. Qualquer problema lo´gico
pode ser tratado no SPASS. Tudo depende da maneira como o mesmo e´
transcrito em termos de fo´rmulas lo´gicas, bem como os fatos que que-
remos extrair do problema. Na pa´gina web do SPASS podemos encon-
trar diversos experimentos e tutoriais para aprendizado desta ferramenta
(MAX-PLANCK, 2012b).
Com relac¸a˜o a avaliac¸a˜o de protocolos de seguranc¸a em particular,
o SPASS foi empregado na verificac¸a˜o de alguns exemplares. Como por
exemplo: o protocolo Neuman-Stubblebine para troca de chaves (WEI-
DENBACH, 1999); e os protocolos de envio e confirmac¸a˜o de processa-
mento da Nota Fiscal Eletroˆnica brasileira (MARTINA; BOAL, 2008). De-
monstrando as possibilidades do SPASS, outro exemplo de trabalho e´ a
verificac¸a˜o de infraestruturas virtualizadas e nuvens (BLEIKERTZ et al.,
2011).
A forma de obtenc¸a˜o das provas pelo SPASS ocorre por meio de
refutac¸a˜o, com a negac¸a˜o da disjunc¸a˜o das conjecturas. Ou em notac¸a˜o
matema´tica:
ω1, ω2, . . . , ωn ` ¬(ψ1 ∨ . . . ∨ ψn)
A principal justificativa da escolha do SPASS deveu-se, principal-
mente, a uma questa˜o de aprendizado contı´nuo. A Lo´gica de Primeira
Ordem e´ um modelo formal relativamente simples, estando na base de
outros formalismos mais complexos. Dessa forma, a experieˆncia a ser ad-
quirida na modelagem formal do protocolo no SPASS tende a suavizar sua
adaptac¸a˜o para outras estrate´gias de prova de teoremas, como a Lo´gica de
Ordem Mais Alta.
A partir deste momento, passamos a apresentar os modelos lo´gicos
representativos do protocolo escolhido a ser formalizado e verificado. Por
enquanto, e´ dada maior eˆnfase a` representac¸a˜o em notac¸a˜o matema´tica
convencional. A representac¸a˜o dos modelos lo´gicos na linguagem pro´pria
do SPASS, bem como a saı´da da execuc¸a˜o dos problemas, podem ser
encontrados no Anexo A.
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5.3 MODELO LO´GICO PRINCIPAL
Os protocolos de cadastro e autenticac¸a˜o sa˜o modelados em con-
junta, devido ao forte relacionamento. A adoc¸a˜o dessa estrate´gia torna
o teste de conjecturas mais simples na etapa de verificac¸a˜o, ja´ que esta-
mos lidando com um protocolo sı´ncrono. Relembrando, num protocolo
sı´ncrono, para que um dado passo nk seja executado, e´ necessa´rio que
os passos anteriores (1, . . . , nk−2, nk−1) tenham sido tambe´m executa-
dos com sucesso. Em outras palavras, o fluxo de execuc¸a˜o do protocolo
deve ser seguido rigorosamente.
Devemos salientar que apesar de na˜o caracterizar uma sequeˆncia
direta na especificac¸a˜o de alto nı´vel, o protocolo de autenticac¸a˜o e´ mode-
lado imediatamente apo´s o protocolo de cadastro. Esta decisa˜o justifica-se
no sentido de que um usua´rio so´ pode autenticar-se uma vez que ele es-
teja previamente cadastrado. Antes disto, todas as premissas relativas ao
protocolo de autenticac¸a˜o sa˜o falsas.
5.3.1 Formalizac¸a˜o Inicial
O primeiro ı´tem a ser levado em considerac¸a˜o ao modelarmos for-
malmente qualquer protocolo, e´ a definic¸a˜o de seus agentes (entidades) e
as respectivas interac¸o˜es com suas bases de conhecimento.
Estas e outras ac¸o˜es sa˜o definidas atrave´s dos predicados abaixo.
• E(x): x e´ uma entidade (um agente) no protocolo;
• Stores(x, y): o dado x e´ armazenado pela entidade y;
• Knows(x, y): o dado x e´ conhecido pela entidade y; e
• M(x): a mensagem x e´ enviada no protocolo.
Nosso modelo lo´gico tambe´m faz uso das seguintes classes de
func¸o˜es:
• Func¸o˜es de composic¸a˜o de mensagens: agrupam diversas mensa-
gens individuais numa u´nica mensagem.
– pair(x, y): agrupa as mensagens x e y; e
– triple(x, y, z): agrupa as mensagens x, y e z.
• Func¸o˜es de troca de mensagens: caracterizam a troca de mensagens
entre duas entidades.
– sent(x, y, z): a entidade x envia a` entidade y, a mensagem z.
• Func¸o˜es de chaves: indicam as chaves criptogra´ficas e seus respec-
tivos relacionamentos com entidades.
– krkey(x, y): a chave privada x pertence a` entidade y;
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– kukey(x, y): a chave pu´blica x pertence a` entidade y; e
– kp(x, y): a chave privada x e a chave pu´blica y formam um
par de chaves.
• Func¸o˜es de nonce: indicam os nonces e seus respectivos relaciona-
mentos com entidades.
– nonce(x, y): o nonce x e´ gerado pela entidade y.
• Func¸o˜es de seguranc¸a: indicam o uso de primitivas criptogra´ficas.
– encr(x, y): a mensagem x e´ cifrada usando a chave y; e
– sign(x, y): a mensagem x e´ assinada digitalmente usando a
chave y.
Sa˜o tambe´m definidas algumas constantes (func¸o˜es zera´rias).
• Entidades (agentes) presentes no protocolo:
– a: Administrador;
– c: Cliente;
– s: Servidor; e
– d: Banco de Dados.
• Identificadores de roteamento (usados pelo servidor no redireciona-
mento de mensagens):
– ida: para o Administrador;
– idc: para o Cliente;
– ids: para o Servidor; e
– idd: para o Banco de Dados.
• Chaves privadas e certificados de chave pu´blica. Aqui, a
denominac¸a˜o “certificado de chave pu´blica” e´ usada para enfatizar
que, em nosso contexto, a chave pu´blica esta´ intimamente relacio-
nada ao certificado digital. O objeto certificado digital em si na˜o
e´ formalizado. Para tanto, seria necessa´rio levar em considerac¸a˜o
todos os atributos que fazem parte de um certificado digital (dados
do emissor, perı´odo de validade, etc).
em detrimento a, somente, “chave pu´blica” para enfatizar o fato da
chave.
– kra: chave privada do Administrador;
– cera: certificado de chave pu´blica do Administrador;
– krc: chave privada do Cliente; e
– cerc: certificado de chave pu´blica do Cliente.
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• Nonces:
– na: nonce gerado pelo Administrador no cadastro; e
– ns: nonce gerado pelo Servidor na autenticac¸a˜o.
• Dados de identificac¸a˜o do Cliente:
– codc: co´digo de identificac¸a˜o;
– cpfc: o CPF; e
– templatec: o template biome´trico.
Uma vez tendo definido os elementos (predicados, func¸o˜es e cons-
tantes) que fazem parte de nosso modelo lo´gico, passamos a definir suas
fo´rmulas. Num primeiro momento, definimos as fo´rmulas que constroem
a base de conhecimento inicial de cada agente.
O conhecimento do agente Administrador e´ representado pelas
Fo´rmulas 1 a 7. Na primeira fo´rmula, indicamos que a constante a re-
presenta um agente (entidade) no protocolo.
Tanto o conhecimento privativo do pro´prio Administrador quanto
o conhecimento pu´blico de outros agentes deve ser representado como
fo´rmula. Por exemplo: na Fo´rmula 3 indicamos que o Administrador
conhece sua chave privada, ao passo que, na Fo´rmula 5, indicamos que o
Administrador conhece a chave pu´blica do Cliente. Outros exemplos sa˜o
o conhecimento do CPF do Cliente (Fo´rmula 6) e nonce NA (Fo´rmula 6).
Por questo˜es de redundaˆncia, criamos uma fo´rmula enfatizando o
conhecimento do seu par de chaves (Fo´rmula 2), ale´m das fo´rmulas indi-
viduais para cada uma das chaves (Fo´rmulas 3 e 4).
1. E(a)
2. Knows(kp(krkey(kra, a), kukey(cera, a)), a)
3. Knows(krkey(kra, a), a)
4. Knows(kukey(cera, a), a)
5. Knows(kukey(cerc, c), a)
6. Knows(cpfc, a)
7. Knows(nonce(na, a), a)
Em seguida, nas Fo´rmulas 8 a 16, descrevemos a base de conheci-
mento do agente Cliente. Sua descric¸a˜o e´, em linhas gerais, ideˆntica ao
feito para o agente Administrador.
Novamente, conve´m definir o conhecimento de cada dado de
identificac¸a˜o do Cliente em conjunto (Fo´rmula 13) e tambe´m em sepa-
rado (Fo´rmulas 14 a 16).
8. E(c)
9. Knows(kp(krkey(krc, c), kukey(cerc, c)), c)))
10. Knows(krkey(krc, c), c)
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11. Knows(kukey(cerc, c), c)
12. Knows(kukey(cera, a), c)
13. Knows(triple(codc, cpfc, templatec), c)
14. Knows(codc, c)
15. Knows(cpfc, c)
16. Knows(templatec, c)
A descric¸a˜o da base de conhecimento do agente Servidor vem na
sequeˆncia atrave´s das Fo´rmulas 17 a 20. Seu conhecimento esta´ restrito a`s
chaves pu´blicas do Administrador (Fo´rmula 18) e Cliente (Fo´rmula 19),
e ao nonce NS gerado na autenticac¸a˜o (Fo´rmula 20).
17. E(s)
18. Knows(kukey(cera, a), s)
19. Knows(kukey(cerc, c), s)
20. Knows(nonce(ns, s), s)
O agente Banco de Dados na˜o possui base de conhecimento inicial
pre´via (ela e´ preenchida durante a execuc¸a˜o do protocolo). Desta forma,
sua descric¸a˜o lo´gica limita-se a afirmar que a constante d e´ um agente
(Fo´rmula 21).
21. E(d)
O processo de definic¸a˜o dos axiomas na˜o termina com as fo´rmulas
ba´sicas acima. Estende-se tambe´m a todos os passos de nosso protocolo,
tanto nas fases de cadastro quanto de autenticac¸a˜o.
5.3.2 Formalizac¸a˜o do Cadastro
Deste ponto em diante, comec¸amos a formalizar a troca de men-
sagens entre os participantes do protocolo. Da mesma forma como
ocorre com sua descric¸a˜o em alto-nı´vel, que possui um total de 6 pas-
sos, a formalizac¸a˜o do cadastro conta com 6 fo´rmulas. Cada uma destas
fo´rmulas representa um passo no protocolo.
No primeiro passo do cadastro (Fo´rmula 22), precisamos ter cer-
teza que o Administrador a esta´ realmente em posse de sua base de conhe-
cimento inicial (vide Fo´rmulas 2 a 7). Isto e´ feito atrave´s da conjunc¸a˜o
(∧) entre os predicados Knows() que teˆm o agente a como segundo
paraˆmetro.
Com o cumprimento desse pre´-requisito, a func¸a˜o sent() repre-
senta a mensagem trocada entre o agente a e o Servidor (agente s). O
resultado dessa func¸a˜o e´ enta˜o adicionado ao conjunto de todas as mensa-
gens enviadas durante a execuc¸a˜o do protocolo (predicadoM()). Atrave´s
do predicado Stores(), o agente a armazena um novo conhecimento em
sua base de armazenamento local: a correspondeˆncia entre o nonce na e
cpfc usados.
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22. Knows(kukey(cera, a), a) ∧
Knows(kp(krkey(kra, a), kukey(cera, a)), a) ∧
Knows(kukey(cerc, c), a) ∧
Knows(cpfc, a) ∧
Knows(nonce(na, a), a)
→
M(sent(a, s, pair(encr(triple(na, cpfc, ida), cerc), idc))) ∧
Stores(pair(na, cpfc), a)
Em seguida, na Fo´rmula 23, notamos que a u´nica diferenc¸a desta
para a fo´rmula anterior, e´ sua po´s-condic¸a˜o (lado direito da seta de
implicac¸a˜o). Isto acontece por estarmos lidando com um protocolo
sı´ncrono, o qual requer que o fluxo de execuc¸a˜o seja seguido de modo ri-
goroso. Em outras palavras, na˜o e´ possı´vel que uma dada Fo´rmula n seja
validada como verdadeiro sem que todas as fo´rmulas anteriores tambe´m
o tenham sido. A ocorreˆncia desta situac¸a˜o ja´ foi exposta anteriormente,
mas e´ a partir deste momento que esta situac¸a˜o fica mais nı´tida em ter-
mos de fo´rmulas lo´gicas. Em Lo´gica, esta propriedade de sincronicidade
e´ conhecida como transitividade.
O agente s pode receber mensagens de qualquer outro agente, in-
clusive de agentes desonestos (atacantes). Uma vez que seu u´nico papel
e´ o de atuar como redirecionador das mensagens recebidas, o agente s
na˜o proveˆ de meios para saber a real origem de suas mensagens. Relem-
brando, na Sec¸a˜o 2.3.2 foram apresentados diversos exemplos de ataques.
Pore´m, o agente s tem, sim, como determinar se a mensagem re-
cebida e´ uma mensagem va´lida e, neste caso, qual e´ seu destinata´rio. A
validade da mensagem e´ verificada a partir da posic¸a˜o das func¸o˜es e cons-
tantes que dela fazem parte. Por sua vez, o destinata´rio da mensagem e´
obtido atrave´s do identificador de roteamento (nesta fo´rmula, idc). Na
eventualidade de um agente receber uma mensagem para a qual ele na˜o
estava preparado, isto resulta em negac¸a˜o da pre´-condic¸a˜o (lado esquerdo
da implicac¸a˜o).
23. ∀xa[
M(sent(xa, s,
pair(encr(triple(na, cpfc, ida), cerc), idc)))
→
M(sent(s, c, encr(triple(na, cpfc, ida), cerc))))]
Revendo a Fo´rmula 23, verificamos que o emissor da mensagem
ao agente s na pre´-condic¸a˜o foi identificado pela varia´vel xa. Em con-
junto com o quantificador universal (∀), esta varia´vel indica o conjunto
formado por todos os possı´veis elementos que podem ter enviado a men-
sagem. Apo´s, o agente s identifica o destinata´rio da mensagem atrave´s
do identificador de roteamento idc. Enta˜o, na po´s-condic¸a˜o, o agente s
remove o identificador de roteamento e reenvia a mensagem ao agente
correspondente, neste caso, ao Cliente (agente c).
65
Todos os passos do protocolo de cadastro que envolvam encami-
nhamento de mensagens tera˜o traduc¸a˜o semelhante em fo´rmulas.
Continuando o fluxo de troca de mensagens, na Fo´rmula 24, o
agente c verifica sua base de conhecimento, de maneira ideˆntica ao feito
pelo agente a na Fo´rmula 22. Ainda, ha´ uma conjunc¸a˜o na pre´-condic¸a˜o
que enfatiza a mensagem que deve ser recebida. O significado da varia´vel
xs e´ ideˆntico a` varia´vel xa na fo´rmula anterior.
A resposta como po´s-condic¸a˜o, vem na forma de uma nova men-
sagem enviada ao agente s para posterior encaminhamento ao agente a.
Desta vez, o destinata´rio final, o Administrador, e´ indicado pelo identifi-
cador de roteamento ida.
24. ∀xs[
Knows(kp(krkey(krc, c), kukey(cerc, c)), c) ∧
Knows(kukey(cera, a), c) ∧
Knows(triple(codc, cpfc, templatec), c) ∧
M(sent(xs, c, encr(triple(na, cpfc, ida), cerc)))
→
M(sent(c, s, pair(encr(pair(na, sign(triple(codc, cpfc,
templatec), krc)), cera), ida)))]
A Fo´rmula 25 redireciona a mensagem recebida pelo agente s para
o agente a. O processo e´ ideˆntico ao apresentado pela Fo´rmula 23, apenas
trocando o nome das varia´veis e identificadores.
25. ∀xc[
M(sent(xc, s, pair(encr(pair(na, sign(triple(codc, cpfc,
templatec), krc)), cera), ida)))
→
M(sent(s, a, encr(pair(na, sign(triple(codc, cpfc,
templatec), krc)), cera)))]
Na Fo´rmula 26, o corpo de conhecimento do agente a e´ verificado
uma segunda vez, de modo a garantir que na˜o houve mudanc¸as desde
a Fo´rmula 22. Atrave´s do predicado Stores() e´ possı´vel verificar se o
nonce na foi utilizado em conjunto com o cpfc no inı´cio do cadastro
(Fo´rmula 22). Tambe´m esta´ presente na pre´-condic¸a˜o, uma conjunc¸a˜o
para testar a mensagem recebida a partir de algum agente xs.
A po´s-condic¸a˜o vem na forma de uma nova func¸a˜o sign(. . . , kra)
ao redor da func¸a˜o sign(triple(. . .), krc) recebida originalmente.
Enta˜o, a mensagem duplamente assinada, sign(sign(. . . , krc), kra) e´
concatenada com o identificador de roteamento idd, e enviada ao agente
s.
26. ∀xs[
Knows(nonce(na, a), a) ∧
Knows(cpfc, a) ∧
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Knows(kp(krkey(kra, a), kukey(cera, a)), a) ∧
Knows(kukey(cerc, c), a) ∧
Stores(pair(na, cpfc), a) ∧
M(sent(xs, a, encr(pair(na, sign(triple(codc, cpfc,
templatec), krc)), cera)))
→
M(sent(a, s, pair(sign(sign(triple(codc, cpfc, templatec),
krc), kra), idd)))]
No u´ltimo passo do protocolo de cadastro (Fo´rmula 27), o agente s
efetua o encaminhamento da mensagem de maneira ideˆntica a`s Fo´rmulas
23 e 25.
Pore´m, ocorre uma diferenc¸a substancial em comparac¸a˜o aos en-
caminhamentos anteriores. Quando o Banco de Dados (agente d) re-
cebe a mensagem, este tambe´m armazena o token duplamente assinado
(sign(sign(triple(codc, cpfc, templatec), krc), kra)) e o cpfc em
seu conjunto de armazenamento (predicado Stores()). Deste modo,
transpomos para o modelo lo´gico, a principal caracterı´stica do agente d,
que e´ o armazenamento de longo prazo.
27. ∀xa[
M(sent(xa, s, pair(sign(sign(triple(codc, cpfc, templatec),
krc), kra), idd)))
→
M(sent(s, d, sign(sign(triple(codc, cpfc, templatec),
krc), kra))) ∧
Stores(cpfc, d) ∧
Stores(sign(sign(triple(codc, cpfc, templatec),
krc), kra), d)]
5.3.3 Formalizac¸a˜o da Autenticac¸a˜o
Agora comec¸amos a modelar a fase de autenticac¸a˜o de nosso pro-
tocolo. Da modo semelhante a` formalizac¸a˜o da fase de cadastro, cada
passo na descric¸a˜o de alto-nı´vel e´ representado atrave´s de uma fo´rmula.
A modelagem do protocolo de autenticac¸a˜o inicia com a
comprovac¸a˜o da posse da base de conhecimento do agente s (Fo´rmula
28).
Com sua base de conhecimento verificada, o agente s e´ capaz de
enviar ao agente c, o nonce ns cifrado com o certificado de chave pu´blica
cerc. Ale´m disso, a correspondeˆncia do nonce ns e o certificado digital
cerc do cliente em conexa˜o, e´ armazenado no predicado Stores() do
agente s.
28. Knows(kukey(cerc, c), s) ∧
Knows(nonce(ns, s), s)
→
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M(sent(s, c, encr(ns, cerc))) ∧
Stores(pair(ns, cerc), s)
Continuando, na Fo´rmula 29, o agente c verifica se esta´ em posse
dos dados para sua identificac¸a˜o (cpfc e templatec), ale´m de confirmar
se esta´ em posse de seu par de chaves.
Em resposta (po´s-condic¸a˜o), o agente c armazena o nonce ns em
seu predicado Stores(). Ele tambe´m envia ao agente s, a concatenac¸a˜o
dos dados cpfc, ids e templatec. Esta concatenac¸a˜o e´ cifrada (func¸a˜o
encr()) com o nonce ns recebido na fo´rmula anterior.
29. ∀xs[
Knows(cpfc, c) ∧
Knows(templatec, c) ∧
Knows(kp(krkey(krc, c), kukey(cerc, c)), c) ∧
M(sent(xs, c, encr(ns, cerc)))
→
Stores(pair(ns, xs), c) ∧
M(sent(c, s, encr(triple(cpfc, ids, templatec), ns)))]
Em seguida, na Fo´rmula 30, o agente s e´ capaz de decifrar o
conteu´do da mensagem recebida com o nonce ns. Este nonce foi armaze-
nado no predicado Stores() no primeiro passo da autenticac¸a˜o (Fo´rmula
28).
Em posse do cpfc, o agente s, realiza uma consulta ao Banco de
Dados d, atrave´s do envio de uma mensagem simples.
30. ∀xc[
Stores(pair(ns, cerc), s) ∧
M(sent(xc, s, encr(triple(cpfc, ids, templatec), ns)))
→
M(sent(s, d, cpfc))]
O u´ltimo passo da autenticac¸a˜o (Fo´rmula 31) e´ direto. O agente
d recebe o cpfc e verifica se este e o token duplamente assinado,
sign(sign(triple(codc, cpfc, templatec), krc), kra), encontram-se
em seu conjunto de armazenamento (predicado Stores()). Em caso
positivo, isso indica que o protocolo de cadastro foi executado com
sucesso para o agente c (Fo´rmula 27).
Ao contra´rio do que pode parecer a` primeira vista, a decisa˜o de
autenticac¸a˜o compete ao agente s e na˜o ao agente d. Ao agente d com-
pete somente o envio do token duplamente assinado ao agente s (po´s-
condic¸a˜o).
31. ∀xs[
Stores(cpfc, d) ∧
Stores(sign(sign(triple(codc, cpfc,
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templatec), krc), kra), d) ∧
M(sent(xs, d, cpfc))
→
M(sent(d, s, sign(sign(triple(codc, cpfc, templatec),
krc), kra))))]
Mesmo na˜o expresso no modelo lo´gico, o agente s e´ o res-
ponsa´vel pelo efetivo aceite ou recusa da conexa˜o. Internamente, ele faz
a verificac¸a˜o das assinaturas digitais do u´ltimo token e a comparac¸a˜o um-
para-um dos templates biome´tricos. Quando todas estas verificac¸o˜es sa˜o
bem-sucedidas, o agente c e´ considerado genuı´no e sua conexa˜o e´ aceita.
Em notac¸a˜o matema´tica, representamos o conjunto de fo´rmulas
que compo˜em nosso modelo lo´gico principal por:
Γprincipal = { Fo´rmula 1, . . . ,Fo´rmula 31 }
5.4 MODELO LO´GICO DO ATACANTE
O modelo do atacante refere-se ao conjunto de ac¸o˜es e conheci-
mento a partir dos quais um atacante pode fazer uso na tentativa de com-
prometer o correto funcionamento do protocolo.
Para o entendimento do formalismo que segue, e´ necessa´rio defi-
nir dois novos elementos lo´gicos, que sera˜o adicionados a` formalizac¸a˜o
inicial. Sa˜o eles:
• A constante i, indicando o agente Atacante;
• As constantes icodc, icpfc e itemplatec, representando dados do
atacante enquanto atuando como um agente va´lido; e
• O predicado Im(x), representando o conhecimento adquirido pelo
atacante. Este predicado tem funcionamento ideˆntico ao predicado
M().
A seguir, comec¸amos a elaborar as fo´rmulas que fazem parte do
modelo lo´gico do atacante adotado neste trabalho, as quais tambe´m en-
tram na definic¸a˜o dos axiomas. Este modelo segue em linhas gerais, o
modelo proposto por Weidenbach (WEIDENBACH, 1999), fazendo uso das
capacidades de ataque definidas pelo modelo de ameac¸a Dolev-Yao (DO-
LEV; YAO, 1983). Algumas extenso˜es sa˜o adicionadas devido a`s carac-
terı´sticas particulares de nosso protocolo (como cifragem com nonces).
Primeiramente, definimos todas as informac¸o˜es publicamente dis-
ponı´veis ao atacante (Fo´rmulas 33 e 34). Os dados de identificac¸a˜o do ata-
cante encontram-se desde o inı´cio, presentes no predicado Im() (Fo´rmula
35).
Em seguida, transcrevemos para fo´rmulas lo´gicas todas as habilida-
des do atacante com relac¸a˜o ao monitoramento e manipulac¸a˜o do tra´fego
de rede. Por exemplo: gravar todas as mensagens (Fo´rmula 36); dividir
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uma mensagem em pedac¸os menores (Fo´rmulas 37 e 38); montar uma
nova mensagem a partir de pedac¸os menores (Fo´rmulas 39 e 40); e enviar
mensagens falsas a partir do conhecimento adquirido (Fo´rmula 41).
32. E(i)
33. Knows(kukey(cerc, c), i)
34. Knows(kukey(cera, a), i)
35. Im(triple(icodc, icpfc, itemplatec))
36. ∀x, y, w[M(sent(x, y, w))→ Im(w)]
37. ∀u, v[Im(pair(u, v))→ Im(u) ∧ Im(v)]
38. ∀u, v, w[Im(triple(u, v, w))→ Im(u) ∧ Im(v) ∧ Im(w)]
39. ∀u, v[Im(u) ∧ Im(v)→ Im(pair(u, v))]
40. ∀u, v, w[Im(u) ∧ Im(v) ∧ Im(w)→ Im(triple(U, V,W ))]
41. ∀u, x, y[Im(u) ∧ E(x) ∧ E(y)→M(sent(x, y, u))]
Em segundo lugar, nas fo´rmulas abaixo, sa˜o definidas as operac¸o˜es
criptogra´ficas possı´veis de utilizac¸a˜o por um atacante na tentativa de que-
bra do protocolo.
Por ser capaz de gravar todas as mensagens trocadas (Fo´rmula
36), o atacante pode, exaustivamente, testar todas as possibilidades de
combinac¸a˜o ate´ encontrar uma chave (Fo´rmulas 42 e 43).
Nosso protocolo conta com nonces sendo usados como chaves em
alguns momentos. Desta forma, tambe´m e´ interessante adicionar uma
operac¸a˜o de teste exaustivo em busca de nonces (Fo´rmula 44).
Ale´m disso, o atacante tambe´m e´ capaz de criar mensagens ci-
fradas ou assinadas com as chaves que ele possui em seu conhecimento
(Fo´rmulas 45 e 46).
42. ∀u, v[Im(u) ∧ E(v)→ Knows(krkey(u, v), i)]
43. ∀u, v[Im(u) ∧ E(v)→ Knows(kukey(u, v), i)]
44. ∀u, v[Im(u) ∧ E(v)→ Knows(nonce(u, v), i)]
45. ∀u, v, x[Im(u) ∧ Knows(kukey(v, x), i) ∧ E(x) →
Im(encr(u, v))]
46. ∀u, v, x[Im(u) ∧ Knows(krkey(v, x), i) ∧ E(x) →
Im(sign(u, v))]
Ademais, a Fo´rmula 47 permite ao atacante aprender o conteu´do
das mensagens cifradas a partir das chaves que possui acesso. A mesma
operac¸a˜o tambe´m vale para nonces (Fo´rmula 48). Ja´ a Fo´rmula 49 per-
mite ao atacante ter acesso ao conteu´do de mensagens assinadas. Isto
na˜o implica na verificac¸a˜o da assinatura em si, mas somente no acesso ao
conteu´do que foi assinado.
47. ∀u, v, w, x[Im(encr(u, v)) ∧Knows(kp(krkey(w, x),
kukey(v, x)), i) ∧ E(x)→ Im(u))]
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48. ∀u, v, w[Im(encr(u, v)) ∧Knows(nonce(v, w), i) ∧ E(w) →
Im(u))]
49. ∀u, v[Im(sign(u, v))→ Im(u)]
Em notac¸a˜o matema´tica, representamos o conjunto de fo´rmulas
que fazem parte do modelo do atacante, como:
Γatacante = { Fo´rmula 32, . . . ,Fo´rmula 49 }
E nosso modelo lo´gico estendido:
Γestendido = Γprincipal ∪ Γatacante
De modo complementar, estabelecemos duas hipo´teses a serem tes-
tadas sobre nosso modelo lo´gico estendido. O principal objetivo e´ desco-
brir se o atacante possui vantagens reais na eventualidade de conseguir
acesso ao material criptogra´fico sigiloso.
O uso destas hipo´teses e´ apenas pontual, na˜o sendo levadas em
considerac¸a˜o no modelo lo´gico estendido.
50. Knows(krkey(kra, a), i) ∧Knows(kp(krkey(kra, a),
kukey(cera, a)), i)
51. Knows(krkey(krc, c), i) ∧Knows(kp(krkey(krc, c),
kukey(cerc, c)), i)
Em sı´ntese, buscamos verificar se o atacante consegue comprome-
ter o protocolo estando em posse das chaves privadas do Administrador
(Fo´rmula 50) ou do Cliente (Fo´rmula 51). Queremos ter certeza que
nosso protocolo permanece seguro mesmo com algumas premissas viola-
das. Neste caso, a premissa violada e´ “somente os donos dos smartcards
possuem acesso a` sua respectiva chave privada”.
Terminamos aqui a definic¸a˜o do modelo lo´gico de nosso protocolo.
Sua representac¸a˜o no provador de teoremas SPASS encontra-se na Sec¸a˜o
A.2 (modelo lo´gico principal) e Sec¸a˜o A.3 (modelo lo´gico estendido).
Passamos agora a` pro´xima etapa da verificac¸a˜o formal, que con-
siste na elaborac¸a˜o e teste de conjecturas.
5.5 ELABORAC¸A˜O DE CONJECTURAS
Uma vez que as conjecturas sejam provadas, isto e´, consideradas
verdadeiras, podemos estabelecer fatos (afirmac¸o˜es certas) sobre nosso
protocolo. Nem todos os fatos extraı´dos sa˜o, necessariamente, resultado
da execuc¸a˜o de conjecturas. A saturac¸a˜o do modelo lo´gico e´ um exemplo
de fato importante obtido a partir da execuc¸a˜o do modelo sem conjecturas.
Conjecturas provadas sa˜o denotadas pelo sı´mbolo ` e, na˜o provadas, pelo
sı´mbolo 6`.
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Um total de 7 fatos sa˜o extraı´dos a partir dos modelos lo´gicos cria-
dos. Veremos cada um deles a seguir. A saı´da retornada pelo SPASS para
cada fato encontra-se na Sec¸a˜o A.4.
Fato 1: Saturac¸a˜o do modelo lo´gico principal (Fo´rmulas 1 a 31).
O primeiro fato extraı´do de nosso modelo na˜o e´ propriamente o
resultado do teste de uma conjectura. Mas sim, a saturac¸a˜o do modelo
lo´gico. Isto indica que as caracterı´sticas do modelo permanecem esta´veis
durante sua execuc¸a˜o sem conjecturas.
A ocorreˆncia deste fato e´ de especial importaˆncia para avaliar a
decidibilidade do modelo, ou seja, se o mesmo retorna alguma resposta
ou executa indefinidamente.
Fato 2: Γprincipal ` ∃u[M(sent(d, s, sign(sign(triple(codc, u,
templatec), krc), kra)))]
O segundo fato representa um teste para termos certeza que nosso
protocolo foi modelado corretamente. Deve ser possı´vel confirmar o fato
ba´sico presente no protocolo: o cadastro e a consequente autenticac¸a˜o de
um usua´rio qualquer.
Para isso, criamos , uma conjectura que representa a execuc¸a˜o da
po´s-condic¸a˜o presente na u´ltima implicac¸a˜o do modelo lo´gico principal
(Fo´rmula 31). Pela propriedade da transitividade, esta conjectura so´ pode
ser confirmada como fato quando todas as implicac¸o˜es entre fo´rmulas es-
tejam corretas. Ate´ chegarmos a esta conjectura final, criamos diversas
conjecturas intermedia´rias de forma a testar cada passo isoladamente.
Como o SPASS e´ realmente capaz de encontrar uma prova para
esta conjectura, comprovamos a correta modelagem de nosso protocolo.
Fato 3: Saturac¸a˜o do modelo lo´gico estendido (Fo´rmulas 1 a 49).
A execuc¸a˜o do modelo lo´gico estendido tambe´m resulta em sua
saturac¸a˜o. Este fato e´ bastante positivo pois, a priori, o protocolo na˜o
sofre de problemas estruturais graves. Um exemplo desta situac¸a˜o pode
ser encontrado na verificac¸a˜o do protocolo Neuman-Stubblebine, onde a
na˜o saturac¸a˜o do modelo lo´gico estendido levou a confirmac¸a˜o de ataques
(WEIDENBACH, 1999).
Fato 4: Γestendido 6`M(sent(i, d, sign(sign(triple(icodc, icpfc,
itemplatec), krc), kra)))
Neste fato, comprova-se que o atacante na˜o tem capacidade para
gerar mensagens falsas de conclusa˜o de cadastro. Ele na˜o consegue criar
um token duplamente assinado com dados forjados e encaminha´-lo ao
Banco de Dados (agente d).
Fato 5: Γestendido ∪ { Fo´rmula 50 } 6`M(sent(i, d, sign(
sign(triple(icodc, icpfc, itemplatec), krc), kra)))
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Adicionamos a hipo´tese do atacante ter acesso a` chave privada
do Administrador (Fo´rmula 50). Mesmo com esta vantagem, o atacante
ainda na˜o e´ capaz de gerar um registro com dados falsos.
O atacante busca, atrave´s das operac¸o˜es de ataque disponı´veis
(Γatacante), ter acesso a` chave privada krc para gerar a primeira assina-
tura. Isto na˜o ocorre, e a posse da chave privada do administrador (kra)
e´ insuficiente para que o protocolo seja comprometido.
Outra linha de ac¸a˜o e´ o atacante assinar, no lugar de krc com, diga-
mos kri. Para que isto funcione, o atacante e´ obrigado a utilizar um cer-
tificado e-CPF. Segundo as premissas de nosso protocolo (Sec¸a˜o 4.2.1),
somente certificados emitidos pela ICP-Brasil sa˜o aceitos. Ao fazer uso
de um certificado e-CPF, o atacante acaba por divulgar sua real identidade
(atrave´s do CPF dentro do carta˜o).
Fato 6: Γestendido ∪ { Fo´rmula 51 } 6`M(sent(i, d, sign(
sign(triple(icodc, icpfc, itemplatec), krc), kra)))
Testamos agora a hipo´tese inversa: o atacante tem acesso a` chave
privada do Cliente. Novamente, o atacante na˜o consegue gerar uma
solicitac¸a˜o de cadastro contendo seus dados forjados.
Fato 7: Γestendido ∪ { Fo´rmula 50, Fo´rmula 51 } `M(sent(i, d,
sign(sign(triple(icodc, icpfc, itemplatec), krc), kra)))
O u´ltimo fato faz uso das duas hipo´teses em conjunto: o ata-
cante tem acesso simultaˆneo a`s chaves privadas do Administrador e Cli-
ente. Neste cena´rio, ele consegue gerar uma mensagem com dados de
identificac¸a˜o falsos.
Tambe´m e´ possı´vel encaminhar a mensagem ao Banco de Dados,
pore´m na˜o ha´ certeza quanto ao aceite ou recusa do agente d em armaze-
nar o token duplamente assinado. Lembrando que, em nosso modelo, o
agente c e´ considerado registrado somente quando seu token duplamente
assinado e´ inserido no predicado Stores() do agente d (Fo´rmula 27).
Para que essa possibilidade de teste de conjectura seja possı´vel, e´
necessa´rio fazer mudanc¸as estruturais em nosso modelo lo´gico. Particu-
larmente, no que se refere a presenc¸a de varia´veis no lugar de constantes
na formalizac¸a˜o do cadastro e autenticac¸a˜o (Fo´rmulas 22 a 31).
Mudanc¸as como essa, envolvem um nı´vel significativo de esforc¸o
e ana´lise lo´gica. Por esta raza˜o, optou-se por deixar eventuais aprimora-
mentos da especificac¸a˜o formal como trabalho futuro (Sec¸a˜o 6.1). Mesmo
com esta aparente limitac¸a˜o, fomos capazes de obter um total de 7 fatos a
respeito das principais propriedades de nosso protocolo.
5.6 CONCLUSA˜O
O capı´tulo que se encerra apresentou o processo de verificac¸a˜o for-
mal do protocolo proposto sob a o´tica da Lo´gica de Primeira Ordem, com
assisteˆncia do provador automa´tico de teoremas SPASS.
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Este processo envolveu, na˜o apenas a formalizac¸a˜o do protocolo,
mas tambe´m a formalizac¸a˜o das capacidades de um atacante qualquer. Em
seguida, procedemos com o teste de conjecturas sobre os modelos lo´gicos
criados. O resultado dos testes de conjecturas permitiu extrair fatos sobre
a seguranc¸a do protocolo como um todo.
Pore´m, a verificac¸a˜o realizada na˜o foi exaustiva. Uma limitac¸a˜o
aos modelos lo´gicos atuais reside na impossibilidade de expressar
situac¸o˜es de paralelismo. Por exemplo: “dois Administradores iniciam
o cadastro de um mesmo Cliente” ou “dois Clientes informam o mesmo
CodC”. Para expressar situac¸o˜es desse tipo, e´ necessa´rio fazer mudanc¸as
estruturais significativas: criac¸a˜o de novos predicados e substituic¸a˜o das
constantes por varia´veis sempre que o predicado M(x) e´ utilizado. Estas
modificac¸o˜es foram consideradas propostas de extensa˜o e, por isso, na˜o
foram efetivamente incluı´das no trabalho.
Ainda, para que um protocolo de seguranc¸a seja de fato con-
siderado livre de falhas, e´ necessa´rio expandir a lista de me´todos de
verificac¸a˜o usados. Logo, deve-se ir ale´m da Lo´gica de Primeira Ordem.
Pode-se usar, por exemplo, outros me´todos de verificac¸a˜o de protocolos,
conforme apresentado na Sec¸a˜o 3.4.
O uso concomitante de diferentes te´cnicas de verificac¸a˜o, permite
que haja um melhor balanceamento entre seus pontos fortes e fracos. O
uso de diferentes ferramentas dentro de uma mesma te´cnica tambe´m e´
aconselha´vel, atuando como um segundo nı´vel de confirmac¸a˜o dos fatos
obtidos.
Mesmo que um ataque venha a ser descoberto, e´ possı´vel que este
na˜o represente ameac¸a real. E´ necessa´rio valida´-lo contra premissas ex-
ternas relativas ao ambiente no qual o protocolo e´ implantado. A impos-
sibilidade do atacante utilizar um certificado digital pro´prio constitui uma
premissa forte que impede avanc¸os do atacante (conforme explicac¸a˜o do
Fato 5). Ainda, e´ importante estar atento a`s limitac¸o˜es da ana´lise formal
Sec¸a˜o 3.5.
Com o te´rmino do desenvolvimento deste trabalho, nos encami-
nhamos ao seu encerramento.
6 CONSIDERAC¸O˜ES FINAIS
Neste trabalho, apresentamos um conjunto de protocolos para ca-
dastro e autenticac¸a˜o de usua´rios. A partir do uso de diferentes fatores de
autenticac¸a˜o, este protocolo proveˆ nı´veis adicionais de seguranc¸a. Como
suas principais caracterı´sticas, destacamos: a presenc¸a de diferentes par-
ticipantes, de forma a na˜o apenas prover compartilhamento de responsa-
bilidades, mas tambe´m prevenir ataques baseados num u´nico ponto fraco;
e a adoc¸a˜o de premissas vinculadas a diferentes nı´veis de execuc¸a˜o do
protocolo (distribuic¸a˜o da confianc¸a, ancoramento da confianc¸a e prova
de posse).
Ale´m disso, para nos ajudar a determinar se o protocolo conte´m
alguma vulnerabilidade em sua descric¸a˜o de alto-nı´vel (troca de men-
sagens), construı´mos seu modelo lo´gico. Desenvolvido em Lo´gica de
Primeira Ordem, este modelo permite a avaliac¸a˜o das propriedades de
seguranc¸a atrave´s do teste de conjecturas representando ac¸o˜es de um ata-
cante potencial. A confirmac¸a˜o ou refutac¸a˜o destas conjecturas (e em
consequeˆncia, dos ataques) e´ feita de forma automatizada, com o auxilio
de um provador de teoremas, em nosso caso, o SPASS (WEIDENBACH et
al., 2009).
Embora nenhuma vulnerabilidade tenha sido encontrada ate´ o mo-
mento, nossa proposta ainda requer uma ana´lise mais profunda para ter-
mos certeza que o conjunto de protocolos fornece um nı´vel de seguranc¸a
adequado. Mesmo na˜o sendo considerado definitivo, o modelo lo´gico cri-
ado servira´ como ponto de partida a` uma eventual expansa˜o do processo
de verificac¸a˜o formal.
Relembrando a revisa˜o da literatura, na˜o foram encontradas re-
fereˆncias a outras propostas de protocolos com caracterı´sticas semelhan-
tes ao nosso. Outro ponto positivo, e´ que, ate´ onde sabemos, este e´ o
primeiro trabalho a avaliar um protocolo biome´trico sob a o´tica da Lo´gica
Formal.
Desde o inı´cio deste projeto de pesquisa, diversas possibilidades de
trabalhos de extensa˜o veˆm sendo identificadas. Por questo˜es de espac¸o ou
por fugirem um pouco do escopo, na˜o foram incluı´das em nossa proposta
original. Sa˜o enta˜o apresentadas a seguir, na forma de trabalhos futuros.
6.1 TRABALHOS FUTUROS
O primeiro trabalho futuro vislumbrado e´ a adic¸a˜o de novas con-
jecturas de ataque ao modelo lo´gico criado. Podemos tambe´m refinar
o modelo, tornando-o ainda mais preciso do ponto de vista semaˆntico,
evitando redundaˆncia e contribuindo para a identificac¸a˜o de ataques, na˜o
apenas teo´ricos, mas tambe´m pra´ticos.
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Tal como mencionado na Sec¸a˜o 5.6, para que uma verificac¸a˜o for-
mal seja considerada exaustiva, levando a fortes garantias de seguranc¸a, e´
necessa´rio tambe´m que diferentes te´cnicas sejam utilizadas.
Neste sentido, a formalizac¸a˜o do protocolo em Lo´gica de Ordem-
Mais-Alta com assisteˆncia do provador de teoremas Isabelle (NIPKOW et
al., 2002) representa um passo importante na obtenc¸a˜o de um maior enten-
dimento das reais capacidades e limitac¸o˜es do protocolo. Na˜o podemos
nos esquecer, contudo, da existeˆncia de outras te´cnicas de verificac¸a˜o,
como Model Checking e Strand Spaces Model.
Ainda, vislumbramos a extensa˜o do escopo da verificac¸a˜o tratada
neste trabalho. Uma das frentes em que isso pode ser feito, e´ a ana´lise da
cerimoˆnias envolvidas no protocolo. Cerimoˆnia e´ uma extensa˜o ao con-
ceito de protocolo na qual a interac¸a˜o entre agentes humanos tambe´m e´
levada em considerac¸a˜o (ELLISON, 2007). As premissas iniciais de nosso
protocolo, Distribuic¸a˜o e Ancoramento da Confianc¸a, sa˜o os exemplo
mais nı´tidos de cerimoˆnias neste trabalho.
Outro aspecto importante a ser analisado e´ a questa˜o da privaci-
dade dos templates biome´tricos dos usua´rios cadastrados. Na proposta
atual, os mesmos sa˜o armazenados em bancos de dados remotos, pore´m
esta abordagem na˜o e´ a mais apropriada em termos de protec¸a˜o de dados
pessoais (TANG et al., 2008). Uma alternativa a esta abordagem, conhe-
cida como match on card, consiste no armazenamento e comparac¸a˜o do
dado biome´trico no pro´prio smartcard do usua´rio (SANCHEZ-REILLO et
al., 2002).
Neste contexto, o RIC (Registro de Identidade Civil) (BRASIL,
2012), novo me´todo de identificac¸a˜o pessoal criado pelo Governo Brasi-
leiro, permite a implementac¸a˜o de uma abordagem match on card. Pore´m,
o mesmo ainda na˜o esta´ suficientemente disseminado na populac¸a˜o, invi-
abilizando por ora, a criac¸a˜o de aplicac¸o˜es em larga escala que dele fac¸am
uso.
O funcionamento do protocolo tambe´m pode ser otimizado, prin-
cipalmente em termos de velocidade. A maior parte de nossa proposta
baseia-se na criptografia assime´trica, a qual e´ particularmente lenta nas
operac¸o˜es de cifragem e assinatura digital se comparada a` criptografia
sime´trica. Dessa forma, a elaborac¸a˜o de uma versa˜o alternativa que bus-
que reduzir o uso das chaves pu´blicas e privadas, representa um novo
trabalho de extensa˜o. Apesar de parecer remoto, esse problema tende
a adquirir relevaˆncia quando o protocolo passa a lidar com um grande
nu´mero de usua´rios (na ordem de centenas, ou mesmo, milhares).
Por fim, qualquer protocolo, quer seja ele, de seguranc¸a ou na˜o,
pu´blico ou privativo, deve contar com verificac¸o˜es formais em seu pro-
cesso de desenvolvimento. Esta iniciativa, apesar de possuir limites
(Sec¸a˜o 3.5) fornece uma linha de defesa adicional a ataques. Em parti-
cular, isto e´ de especial interesse em protocolos criados e mantidos por
governos que, por lidarem com dados de milho˜es de cidada˜os, demandam
altos nı´veis de adereˆncia a seus objetivos.
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No cena´rio brasileiro, apontamos os seguintes protocolos como po-
tenciais beneficia´rios dos resultados de verificac¸o˜es formais: o protocolo
de transmissa˜o da Declarac¸a˜o de Imposto sobre a Renda da Pessoa Fı´sica
(IRPF) (RECEITA FEDERAL, 2012b); a Urna Eletroˆnica (TSE, 2010); o
ASI-HSM (LABSEC, 2012); e protocolos internos de o´rga˜os pu´blicos.
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A PROBLEMAS E RESULTADOS
A.1 REPRESENTAC¸A˜O DE PROBLEMAS
A representac¸a˜o dos problemas lo´gicos e´ feita atrave´s da lingua-
gem DFG para representac¸a˜o de problemas em Lo´gica de Primeira Or-
dem (WEIDENBACH, 2006). Nesta linguagem, os elementos ba´sicos para
definic¸a˜o de qualquer problema ba´sico sa˜o:
•Descric¸a˜o: espac¸o destinado para informac¸o˜es gerais sobre o pro-
blema modelado. Por exemplo: autor; versa˜o, data, etc;
•Parte Lo´gica: como o pro´prio nome sugere, conte´m a descric¸a˜o
lo´gica do problema. Nesta sec¸a˜o sa˜o declarados as listas de
sı´mbolos (func¸o˜es e predicados com respectivas aridades), e as lis-
tas de fo´rmulas (axiomas e conjecturas);
•Includes: reaproveitamento das descric¸o˜es de outros problemas
lo´gicos contidos em arquivos separados (opcional); e
•Configurac¸o˜es: comandos para personalizac¸a˜o da execuc¸a˜o do pro-
blema pelo provador (opcional).
Quantificadores e conectivos lo´gicos sa˜o expressos de modo
pro´prio na linguagem DFG. Comenta´rios sa˜o indicados pelo caractere
”%”. A Tabela A.1 apresenta a traduc¸a˜o dos sı´mbolos matema´ticos para
seu equivalente na linguagem DFG.
Tabela A.1: Sı´mbolos lo´gicos na linguagem DFG
Sı´mbolo Traduc¸a˜o
∀ forall
∃ exists
∧ and
∨ or
¬ not
→ implies
↔ equiv
Como forma de demonstrac¸a˜o, o problema cla´ssico do So´crates-
Mortal:
So´crates e´ um homem. Humano(socrates)
Todo homem e´ mortal. ∀xHumano(x)→Mortal(x)
Logo, So´crates e´ mortal. ∴Mortal(socrates)
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E´ representado da seguinte forma na linguagem DFG (MAX-
PLANCK, 2012b):
1 begin_problem(Sokrates1).
2
3 list_of_descriptions.
4 name({*Sokrates*}).
5 author({*Christoph Weidenbach*}).
6 status(unsatisfiable).
7 description({* Sokrates is mortal and since all humans are
mortal, he is mortal too. *}).
8 end_of_list.
9
10 list_of_symbols.
11 functions[(sokrates,0)].
12 predicates[(Human,1),(Mortal,1)].
13 end_of_list.
14
15 list_of_formulae(axioms).
16
17 formula(Human(sokrates),1).
18 formula(forall([x],implies(Human(x),Mortal(x))),2).
19
20 end_of_list.
21
22 list_of_formulae(conjectures).
23
24 formula(Mortal(sokrates),3).
25
26 end_of_list.
27
28 end_problem.
A.2 MODELO LO´GICO PRINCIPAL
Γprincipal = { Fo´rmula 1, . . . ,Fo´rmula 31 }
1 begin_problem(MFAP).
2
3 list_of_descriptions.
4 name({* Protocolo de Autenticacao Multifator*}).
5 author({* Eduardo dos Santos*}).
6 status(satisfiable).
7 description({* Modelo Principal *}).
8 end_of_list.
9
10 % Lista de simbolos
11
12 list_of_symbols.
13 functions[
14 (pair, 2), (triple, 3), % Funcoes de composicao de
mensagens
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15
16 (krkey, 2), (kukey, 2), (kp, 2), % Funcoes de Chaves
17
18 (nonce, 2), % Funcoes de Nonce
19
20 (sent, 3), % Funcoes de Mensagens
21
22 (encr, 2), (sign, 2), % Funcoes de Seguranca
23
24 (a, 0), (c, 0), (s, 0), (d, 0), % Entidades
25
26 (kra, 0), (cera, 0), (krc, 0), (cerc, 0), % Chaves das
Entidades
27
28 (na, 0), (ns, 0), % Nonces
29
30 (codc, 0), (cpfc, 0), (templatec, 0), % Dados de
Identificacao do Cliente
31
32 (ida, 0), (idc, 0), (idd, 0), (ids, 0) % Identificadores de
Roteamento
33
34 ].
35
36 predicates[
37 (M, 1), % Mensagem
38
39 (E, 1), % Entidade
40
41 (Knows, 2), % Conhecimento
42 (Stores, 2) % Armazenamento
43 ].
44 end_of_list.
45
46
47 list_of_formulae(axioms).
48 % Entidade: Administrador
49 formula(E(a), A_is_entity ).
50 formula( Knows( kp( krkey( kra, a ), kukey( cera, a ) ), a
), A_knows_A_keypair ).
51 formula( Knows( krkey( kra, a ), a ), A_knows_A_kr ).
52 formula( Knows( kukey( cera, a ), a ), A_knows_A_ku ).
53 formula( Knows(kukey(cerc, c), a ), A_knows_C_ku ).
54 formula( Knows(cpfc, a), A_knows_cpfc).
55 formula( Knows( nonce( na, a ), a ), A_knows_Na ).
56
57 % Entidade: Cliente
58 formula(E(c), C_is_entity ).
59 formula( Knows( kp( krkey( krc, c ), kukey( cerc, c ) ), c
), C_knows_C_keypair ).
60 formula( Knows( krkey( krc, c ), c ), C_knows_C_kr ).
61 formula( Knows( kukey( cerc, c ), c ), C_knows_C_ku ).
62 formula( Knows( kukey( cera, a ), c ), C_knows_A_ku ).
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63 formula( Knows( triple ( codc, cpfc, templatec ), c ),
C_knows_id_data_triple ).
64 formula( Knows( codc, c ), C_knows_codc ).
65 formula( Knows( cpfc, c ), C_knows_cpfc ).
66 formula( Knows( templatec, c ), C_knows_templatec ).
67
68 % Entidade: Servidor
69 formula(E(s), S_is_entity ).
70 formula( Knows( kukey( cera, a ), s ), S_knows_A_ku ).
71 formula( Knows( kukey( cerc, c ), s ), S_knows_C_ku ).
72 formula( Knows( nonce( ns, s), s ), S_knows_Ns ).
73
74 % Entidade: Banco de Dados
75 formula( E( d ), D_is_entity ).
76
77 %
78 % CADASTRO
79 %
80
81 % CADASTRO - PASSO 1
82 formula( implies( and( Knows( kukey( cera, a ), a ), Knows(
kp( krkey( kra, a ), kukey( cera, a ) ), a ), Knows(
kukey( cerc, c ), a ), Knows( cpfc, a ), Knows( nonce(
na, a ), a ) ), and( M( sent( a, s, pair( encr( triple(
na, cpfc, ida ), cerc ), idc ) ) ), Stores( pair( na,
cpfc ), a ) ) ), reg_step_1 ).
83
84 % CADASTRO - PASSO 2
85 formula( forall([ xa ], implies( M( sent( xa, s, pair( encr
( triple( na, cpfc, ida ), cerc ), idc ) ) ), M( sent(
s, c, encr( triple( na, cpfc, ida ), cerc ) ) ) ) ) ,
reg_step_2).
86
87 % CADASTRO - PASSO 3
88 formula( forall([ xs ], implies( and( Knows( kp( krkey( krc
, c ), kukey( cerc, c ) ), c ), Knows( kukey( cera, a )
, c ), Knows( triple ( codc, cpfc, templatec ), c ), M(
sent( xs, c, encr( triple( na, cpfc, ida ), cerc ) ) )
), M( sent( c, s, pair( encr( pair( na, sign( triple(
codc, cpfc, templatec ), krc ) ), cera ), ida ) ) ) ) )
, reg_step_3 ).
89
90 % CADASTRO - PASSO 4
91 formula( forall([ xc ], implies( M( sent( xc, s, pair( encr
( pair( na, sign( triple( codc, cpfc, templatec ),krc )
), cera ), ida ) ) ), M( sent( s, a, encr( pair( na,
sign( triple( codc, cpfc, templatec ),krc ) ), cera ) )
) ) ), reg_step_4 ).
92
93 % CADASTRO - PASSO 5
94 formula( forall([ xs ], implies( and( Knows( nonce( na, a)
, a ), Knows( cpfc, a ), Knows(kp(krkey(kra, a), kukey(
cera, a) ), a ), Knows(kukey(cerc, c), a), Stores( pair
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( na, cpfc ), a ), M( sent( xs, a, encr( pair( na, sign
( triple( codc, cpfc, templatec ), krc ) ), cera ) ) )
), M( sent( a, s, pair( sign( sign( triple( codc, cpfc,
templatec ), krc ), kra ), idd ) ) ) ) ), reg_step_5 )
.
95
96 % CADASTRO - PASSO 6
97 formula( forall([ xa ], implies( M( sent( xa, s, pair( sign
( sign( triple( codc, cpfc, templatec ), krc ), kra ),
idd ) ) ), and( Stores( cpfc, d ), Stores( sign( sign(
triple( codc, cpfc, templatec ), krc ), kra ), d ), M(
sent( s, d, sign( sign( triple( codc, cpfc, templatec )
, krc ), kra ) ) ) ) ) ), reg_step_6 ).
98
99 %
100 % AUTENTICACAO
101 %
102
103 % AUTENTICACAO - PASSO 1
104 formula( implies( and( Knows( kukey( cerc, c ), s ), Knows(
nonce( ns, s ), s ) ), and( M( sent( s, c, encr( ns,
cerc ) ) ), Stores( pair( ns, cerc ), s ) ) ),
auth_step_1 ).
105
106 % AUTENTICACAO - PASSO 2
107 formula( forall([xs], implies( and( Knows( cpfc, c ), Knows
(templatec, c ), Knows( kp( krkey( krc, c ), kukey(
cerc, c ) ), c ), M( sent( xs, c, encr( ns, cerc ) ) )
), and( Stores( pair( ns, xs), c ),M( sent( c, s, encr(
triple( cpfc, ids, templatec ), ns ) ) ) ) ) ),
auth_step_2 ).
108
109 % AUTENTICACAO - PASSO 3
110 formula( forall([xc], implies( and( Stores( pair(ns, cerc),
s ), M( sent( xc, s, encr( triple( cpfc, ids,
templatec ), ns ) ) ) ), M( sent( s, d, cpfc ) ) ) ),
auth_step_3 ).
111
112 % AUTENTICACAO - PASSO 4
113 formula( forall([xs], implies( and( Stores( cpfc, d ),
Stores( sign( sign( triple( codc, cpfc, templatec ),
krc ), kra ), d ), M( sent( xs, d, cpfc ) ) ), M( sent(
d, s, sign( sign( triple( codc, cpfc, templatec ),krc
),kra ) ) ) ) ), auth_step_4 ).
114
115
116 end_of_list.
117
118 list_of_formulae(conjectures).
119
120 formula( exists( [x], M( sent( d, s, sign( sign( triple(
codc, x, templatec ),krc ),kra ) ) ) ), test_auth_step_4
).
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121
122 end_of_list.
123
124 list_of_settings(SPASS).
125 {*
126 % 0 = desligado; 1 = ligado
127 set_flag(Auto,1). % Configuracao automatica
128 set_flag(DocProof,1). % Imprimir prova encontrada
129 %set_flag( Loops, -1 ). % Numero maximo de loops
130 set_flag( PGiven, 0 ). % Imprimir clausulas para inferencias
131
132 *}
133 end_of_list.
134
135 end_problem.
A.3 MODELO LO´GICO ESTENDIDO
Γestendido = Γprincipal ∪ Γatacante
1 begin_problem(MFAP).
2
3 list_of_descriptions.
4 name({* Protocolo de Autenticacao Multifator*}).
5 author({* Eduardo dos Santos*}).
6 status(satisfiable).
7 description({* Modelo Extendido *}).
8 end_of_list.
9
10 % Lista de simbolos
11
12 list_of_symbols.
13 functions[
14 (pair, 2), (triple, 3), % Funcoes de composicao de
mensagens
15
16 (krkey, 2), (kukey, 2), (kp, 2), % Funcoes de Chaves
17
18 (nonce, 2), % Funcoes de Nonce
19
20 (sent, 3), % Funcoes de Mensagens
21
22 (encr, 2), (sign, 2), % Funcoes de Seguranca
23
24 (a, 0), (c, 0), (s, 0), (d, 0), (i, 0), % Entidades
25
26 (kra, 0), (cera, 0), (krc, 0), (cerc, 0), % Chaves das
Entidades
27
28 (na, 0), (ns, 0), % Nonces
29
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30 (codc, 0), (cpfc, 0), (templatec, 0), % Dados de
Identificacao do Cliente
31
32 (icodc, 0), (icpfc, 0), (itemplatec, 0), % Dados de
Identificacao Forjados
33
34 (ida, 0), (idc, 0), (idd, 0), (ids, 0) % Identificadores de
Roteamento
35
36 ].
37
38 predicates[
39 (M, 1), % Mensagem
40
41 (E, 1), % Entidade
42
43 (Knows, 2), % Conhecimento
44 (Stores, 2), % Armazenamento
45
46 (Im, 1) % Mensagem do Atacante
47 ].
48 end_of_list.
49
50
51 list_of_formulae(axioms).
52 % Entidade: Administrador
53 formula(E(a), A_is_entity ).
54 formula( Knows( kp( krkey( kra, a ), kukey( cera, a ) ), a
), A_knows_A_keypair ).
55 formula( Knows( krkey( kra, a ), a ), A_knows_A_kr ).
56 formula( Knows( kukey( cera, a ), a ), A_knows_A_ku ).
57 formula( Knows(kukey(cerc, c), a ), A_knows_C_ku ).
58 formula( Knows(cpfc, a), A_knows_cpfc).
59 formula( Knows( nonce( na, a ), a ), A_knows_Na ).
60
61 % Entidade: Cliente
62 formula(E(c), C_is_entity ).
63 formula( Knows( kp( krkey( krc, c ), kukey( cerc, c ) ), c
), C_knows_C_keypair ).
64 formula( Knows( krkey( krc, c ), c ), C_knows_C_kr ).
65 formula( Knows( kukey( cerc, c ), c ), C_knows_C_ku ).
66 formula( Knows( kukey( cera, a ), c ), C_knows_A_ku ).
67 formula( Knows( triple ( codc, cpfc, templatec ), c ),
C_knows_id_data_triple ).
68 formula( Knows( codc, c ), C_knows_codc ).
69 formula( Knows( cpfc, c ), C_knows_cpfc ).
70 formula( Knows( templatec, c ), C_knows_templatec ).
71
72 % Entidade: Servidor
73 formula(E(s), S_is_entity ).
74 formula( Knows( kukey( cera, a ), s ), S_knows_A_ku ).
75 formula( Knows( kukey( cerc, c ), s ), S_knows_C_ku ).
76 formula( Knows( nonce( ns, s), s ), S_knows_Ns ).
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77
78 % Entidade: Banco de Dados
79 formula( E( d ), D_is_entity ).
80
81 %
82 % CADASTRO
83 %
84
85 % CADASTRO - PASSO 1
86 formula( implies( and( Knows( kukey( cera, a ), a ), Knows(
kp( krkey( kra, a ), kukey( cera, a ) ), a ), Knows(
kukey( cerc, c ), a ), Knows( cpfc, a ), Knows( nonce(
na, a ), a ) ), and( M( sent( a, s, pair( encr( triple(
na, cpfc, ida ), cerc ), idc ) ) ), Stores( pair( na,
cpfc ), a ) ) ), reg_step_1 ).
87
88 % CADASTRO - PASSO 2
89 formula( forall([ xa ], implies( M( sent( xa, s, pair( encr
( triple( na, cpfc, ida ), cerc ), idc ) ) ), M( sent(
s, c, encr( triple( na, cpfc, ida ), cerc ) ) ) ) ) ,
reg_step_2).
90
91 % CADASTRO - PASSO 3
92 formula( forall([ xs ], implies( and( Knows( kp( krkey( krc
, c ), kukey( cerc, c ) ), c ), Knows( kukey( cera, a )
, c ), Knows( triple ( codc, cpfc, templatec ), c ), M(
sent( xs, c, encr( triple( na, cpfc, ida ), cerc ) ) )
), M( sent( c, s, pair( encr( pair( na, sign( triple(
codc, cpfc, templatec ), krc ) ), cera ), ida ) ) ) ) )
, reg_step_3 ).
93
94 % CADASTRO - PASSO 4
95 formula( forall([ xc ], implies( M( sent( xc, s, pair( encr
( pair( na, sign( triple( codc, cpfc, templatec ),krc )
), cera ), ida ) ) ), M( sent( s, a, encr( pair( na,
sign( triple( codc, cpfc, templatec ),krc ) ), cera ) )
) ) ), reg_step_4 ).
96
97 % CADASTRO - PASSO 5
98 formula( forall([ xs ], implies( and( Knows( nonce( na, a)
, a ), Knows( cpfc, a ), Knows(kp(krkey(kra, a), kukey(
cera, a) ), a ), Knows(kukey(cerc, c), a), Stores( pair
( na, cpfc ), a ), M( sent( xs, a, encr( pair( na, sign
( triple( codc, cpfc, templatec ), krc ) ), cera ) ) )
), M( sent( a, s, pair( sign( sign( triple( codc, cpfc,
templatec ), krc ), kra ), idd ) ) ) ) ), reg_step_5 )
.
99
100 % CADASTRO - PASSO 6
101 formula( forall([ xa ], implies( M( sent( xa, s, pair( sign
( sign( triple( codc, cpfc, templatec ), krc ), kra ),
idd ) ) ), and( Stores( cpfc, d ), Stores( sign( sign(
triple( codc, cpfc, templatec ), krc ), kra ), d ), M(
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sent( s, d, sign( sign( triple( codc, cpfc, templatec )
, krc ), kra ) ) ) ) ) ), reg_step_6 ).
102
103 %
104 % AUTENTICACAO
105 %
106
107 % AUTENTICACAO - PASSO 1
108 formula( implies( and( Knows( kukey( cerc, c ), s ), Knows(
nonce( ns, s ), s ) ), and( M( sent( s, c, encr( ns,
cerc ) ) ), Stores( pair( ns, cerc ), s ) ) ),
auth_step_1 ).
109
110 % AUTENTICACAO - PASSO 2
111 formula( forall([xs], implies( and( Knows( cpfc, c ), Knows
(templatec, c ), Knows( kp( krkey( krc, c ), kukey(
cerc, c ) ), c ), M( sent( xs, c, encr( ns, cerc ) ) )
), and( Stores( pair( ns, xs), c ),M( sent( c, s, encr(
triple( cpfc, ids, templatec ), ns ) ) ) ) ) ),
auth_step_2 ).
112
113 % AUTENTICACAO - PASSO 3
114 formula( forall([xc], implies( and( Stores( pair(ns, cerc),
s ), M( sent( xc, s, encr( triple( cpfc, ids,
templatec ), ns ) ) ) ), M( sent( s, d, cpfc ) ) ) ),
auth_step_3 ).
115
116 % AUTENTICACAO - PASSO 4
117 formula( forall([xs], implies( and( Stores( cpfc, d ),
Stores( sign( sign( triple( codc, cpfc, templatec ),
krc ), kra ), d ), M( sent( xs, d, cpfc ) ) ), M( sent(
d, s, sign( sign( triple( codc, cpfc, templatec ),krc
),kra ) ) ) ) ), auth_step_4 ).
118
119 %
120 % FORMALIZACAO DO ATACANTE
121 %
122
123 % (Primeiro bloco):
124
125 % Uma entidade:
126 formula( E( i ), I_is_entity ).
127
128 % Os dados forjados estao no conjunto de mensagens:
129 formula( Im( triple( icodc, icpfc, itemplatec ) ),
I_has_forged_client_data ).
130
131 % Conhecimento Inicial:
132 formula( Knows( kukey( cerc, c ), i ), I_knows_C_ku ).
133 formula( Knows( kukey( cera, a ), i ), I_knows_A_ku ).
134
135 % Habilidade de gravar mensagens:
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136 formula( forall([xa, xb, xm], implies( M( sent( xa, xb, xm )
), Im( xm ) ) ), I_records_all ).
137
138 % Decompor mensagens:
139 formula( forall([u, v], implies( Im( pair( u, v ) ), and( Im(
u ), Im( v ) ) ) ), I_decomposes_pair ).
140 formula( forall([u, v, w], implies( Im( triple( u, v, w ) ),
and( Im( u ), Im( v ), Im( w ) ) ) ), I_decomposes_triple
).
141
142 % Fabricar mensagens:
143 formula( forall([u, v], implies( and( Im( u ), Im( v ) ), Im(
pair( u, v ) ) ) ), I_assembles_pair ).
144 formula( forall([u, v, w], implies( and( Im( u ), Im( v ), Im
( w ) ), Im( triple( u, v, w ) ) ) ), I_assembles_triple
).
145
146 % Enviar mensagens falsas:
147 formula( forall([u, x, y], implies( and( Im( u ), E( x ), E(
y ) ), M( sent( x, y, u ) ) ) ), I_sends_faked ).
148
149 % (Segundo bloco):
150
151 % Qualquer coisa pode potencialmente ser uma chave:
152 formula( forall( [v, w], implies( and( Im( v ), E( w ) ),
Knows( krkey(v, w ), i ) ) ), I_tests_for_kr_keys ).
153 formula( forall( [v, w], implies( and( Im( v ), E( w ) ),
Knows( kukey(v, w ), i ) ) ), I_tests_for_ku_keys ).
154
155 % Qualquer coisa pode potencialmente ser um nonce:
156 formula( forall( [v, w], implies( and( Im( v ), E( w ) ),
Knows( nonce( v, w ), i ) ) ), I_tests_for_nonces ).
157
158 % Gerar mensagens cifradas:
159 formula( forall([ u, v, x ], implies( and( Im( u ), Knows(
kukey( v, x ), i ), E( x ) ), Im( encr( u, v ) ) ) ),
I_generates_encrypted ).
160
161 % Gerar mensagens assinadas:
162 formula( forall([ u, v, x ], implies( and( Im( u ), Knows(
krkey( v, x ), i ), E( x ) ), Im( sign( u, v ) ) ) ),
I_generates_signed ).
163
164 % (Terceiro bloco):
165
166 % Decifrar mensagens cifradas com chaves conhecidas:
167 formula( forall( [u, v, w, x], implies( and( Im( encr( u,v )
), Knows( kp( krkey( w, x ), kukey( v, x ) ), i ), E( x )
), Im( u ) ) ), I_decrypts_with_known_keys ).
168
169 % Decifrar mensagens cifradas com nonces conhecidos (para
autenticacao):
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170 formula( forall( [u, v, w], implies( and( Im( encr( u, v ) ),
Knows( nonce( v, w ), i ), E( w ) ), Im( u ) ) ),
I_decrypts_with_known_nonces ).
171
172 % Acessar conteudo de mensagens assinadas:
173 formula( forall( [u, v], implies( Im( sign(u, v) ), Im( u ) )
), I_extracts_signature_contents ).
174
175 % Algumas Hipoteses de Teste:
176
177 % Atacante possui par de chaves do Administrador:
178 %formula( and( Knows( krkey( kra, a ), i ), Knows( kp( krkey(
kra, a ), kukey( cera, a ) ), i ) ),
hypothesis_I_has_A_keypair ).
179
180 % Atacante possui par de chaves do Cliente:
181 %formula( and( Knows( krkey( krc, c ), i ), Knows( kp( krkey(
krc, c ), kukey( cerc, c ) ), i ) ),
hypothesis_I_has_C_keypair ).
182
183 end_of_list.
184
185 list_of_formulae(conjectures).
186
187 % Testa o modelo do atacante: o atacante deve ser capaz de
gerar o token duplamente assinado com dados forjados e
envia-lo ao Banco de Dados. Dependendo das hipoteses
consideradas, isto pode ou nao ser possivel.
188 %formula( M(sent(i, d, sign( sign( triple( icodc, icpfc,
itemplatec ), krc ), kra ) ) ), test_attacker_capacity ).
189
190
191
192 end_of_list.
193
194 list_of_settings(SPASS).
195 {*
196 % 0 = desligado; 1 = ligado
197 set_flag(Auto,1). % Configuracao automatica
198 set_flag(DocProof,1). % Imprimir prova encontrada
199 %set_flag( Loops, -1 ). % Numero maximo de loops
200 set_flag( PGiven, 0 ). % Imprimir clausulas para inferencias
201
202 *}
203 end_of_list.
204
205 end_problem.
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A.4 PROVAS
A.4.1 Fato 1
Saturac¸a˜o do modelo lo´gico principal (Fo´rmulas 1 a 31).
1
2 --------------------------SPASS-START
-----------------------------
3 Input Problem:
4 1[0:Inp] || -> E(a)*.
5 2[0:Inp] || -> E(c)*.
6 3[0:Inp] || -> E(s)*.
7 4[0:Inp] || -> E(d)*.
8 5[0:Inp] || -> Knows(cpfc,a)*.
9 6[0:Inp] || -> Knows(codc,c)*.
10 7[0:Inp] || -> Knows(cpfc,c)*.
11 8[0:Inp] || -> Knows(templatec,c)*.
12 9[0:Inp] || -> Knows(krkey(kra,a),a)*.
13 10[0:Inp] || -> Knows(kukey(cera,a),a)*.
14 11[0:Inp] || -> Knows(kukey(cerc,c),a)*.
15 12[0:Inp] || -> Knows(nonce(na,a),a)*.
16 13[0:Inp] || -> Knows(krkey(krc,c),c)*.
17 14[0:Inp] || -> Knows(kukey(cerc,c),c)*.
18 15[0:Inp] || -> Knows(kukey(cera,a),c)*.
19 16[0:Inp] || -> Knows(kukey(cera,a),s)*.
20 17[0:Inp] || -> Knows(kukey(cerc,c),s)*.
21 18[0:Inp] || -> Knows(nonce(ns,s),s)*.
22 19[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
23 20[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
24 21[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
25 22[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) ->
Stores(pair(ns,cerc),s)*.
26 23[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
27 24[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) -> M
(sent(s,c,encr(ns,cerc)))*.
28 25[0:Inp] || M(sent(U,s,encr(triple(cpfc,ids,templatec),ns)))
* Stores(pair(ns,cerc),s) -> M(sent(s,d,cpfc)).
29 26[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
30 27[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
31 28[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
32 29[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c)* Knows(templatec,c) Knows(cpfc,c) ->
Stores(pair(ns,U),c).
33 30[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
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34 31[0:Inp] || M(sent(U,d,cpfc))* Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d) Stores(cpfc,d) -> M(sent(d,s
,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
35 32[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c) Knows(templatec,c) Knows(cpfc,c) -> M
(sent(c,s,encr(triple(cpfc,ids,templatec),ns)))*.
36 33[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a)* Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> Stores(pair(na,cpfc),a).
37 34[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a) Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> M(sent(a,s,pair(encr(triple(na,
cpfc,ida),cerc),idc)))*.
38 35[0:Inp] || M(sent(U,c,encr(triple(na,cpfc,ida),cerc)))*
Knows(triple(codc,cpfc,templatec),c) Knows(kukey(cera,a),
c) Knows(kp(krkey(krc,c),kukey(cerc,c)),c) -> M(sent(c,s,
pair(encr(pair(na,sign(triple(codc,cpfc,templatec),krc)),
cera),ida)))*.
39 36[0:Inp] || M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,
templatec),krc)),cera)))* Stores(pair(na,cpfc),a) Knows(
kukey(cerc,c),a) Knows(kp(krkey(kra,a),kukey(cera,a)),a)
Knows(cpfc,a) Knows(nonce(na,a),a) -> M(sent(a,s,pair(
sign(sign(triple(codc,cpfc,templatec),krc),kra),idd)))*.
40 This is a first-order Horn problem without equality.
41 The following monadic predicates have finite extensions: E.
42 Axiom clauses: 36 Conjecture clauses: 0
43 Inferences: IORe=1
44 Reductions: RFMRR=1 RBMRR=1 RObv=1 RUnC=1 RTaut=1 RFSub=1
RBSub=1 RCon=1
45 Extras : Input Saturation, Dynamic Selection, No
Splitting, Full Reduction, Ratio: 5, FuncWeight: 1,
VarWeight: 1
46 Precedence: pair > krkey > kukey > kp > nonce > encr > sign
> triple > sent > Stores > M > E > Knows > a > c > s > d
> kra > cera > krc > cerc > na > ns > codc > cpfc >
templatec > ida > idc > idd > ids
47 Ordering : KBO
48 Processed Problem:
49
50 Worked Off Clauses:
51
52 Usable Clauses:
53 4[0:Inp] || -> E(d)*.
54 3[0:Inp] || -> E(s)*.
55 2[0:Inp] || -> E(c)*.
56 1[0:Inp] || -> E(a)*.
57 8[0:Inp] || -> Knows(templatec,c)*.
58 7[0:Inp] || -> Knows(cpfc,c)*.
59 6[0:Inp] || -> Knows(codc,c)*.
60 5[0:Inp] || -> Knows(cpfc,a)*.
61 37[0:MRR:22.0,22.1,17.0,18.0] || -> Stores(pair(ns,cerc),s)
*.
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62 42[0:MRR:33.0,33.1,33.2,33.3,33.4,10.0,20.0,11.0,5.0,12.0] ||
-> Stores(pair(na,cpfc),a)*.
63 17[0:Inp] || -> Knows(kukey(cerc,c),s)*.
64 16[0:Inp] || -> Knows(kukey(cera,a),s)*.
65 15[0:Inp] || -> Knows(kukey(cera,a),c)*.
66 11[0:Inp] || -> Knows(kukey(cerc,c),a)*.
67 18[0:Inp] || -> Knows(nonce(ns,s),s)*.
68 14[0:Inp] || -> Knows(kukey(cerc,c),c)*.
69 13[0:Inp] || -> Knows(krkey(krc,c),c)*.
70 12[0:Inp] || -> Knows(nonce(na,a),a)*.
71 10[0:Inp] || -> Knows(kukey(cera,a),a)*.
72 9[0:Inp] || -> Knows(krkey(kra,a),a)*.
73 19[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
74 38[0:MRR:24.0,24.1,17.0,18.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
75 21[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
76 20[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
77 43[0:MRR:34.0,34.1,34.2,34.3,34.4,10.0,20.0,11.0,5.0,12.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
78 40[0:MRR:29.1,29.2,29.3,21.0,8.0,7.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
79 39[0:MRR:25.1,37.0] || M(sent(U,s,encr(triple(cpfc,ids,
templatec),ns)))* -> M(sent(s,d,cpfc)).
80 23[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
81 41[0:MRR:32.1,32.2,32.3,21.0,8.0,7.0] || M(sent(U,c,encr(ns,
cerc)))* -> M(sent(c,s,encr(triple(cpfc,ids,templatec),ns
)))*.
82 26[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
83 27[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
84 28[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
85 44[0:MRR:35.1,35.2,35.3,19.0,15.0,21.0] || M(sent(U,c,encr(
triple(na,cpfc,ida),cerc)))* -> M(sent(c,s,pair(encr(pair
(na,sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
86 45[0:MRR:36.1,36.2,36.3,36.4,36.5,42.0,11.0,20.0,5.0,12.0] ||
M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,templatec)
,krc)),cera)))* -> M(sent(a,s,pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd)))*.
87 30[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
88 31[0:Inp] || M(sent(U,d,cpfc))* Stores(cpfc,d) Stores(sign(
sign(triple(codc,cpfc,templatec),krc),kra),d) -> M(sent(d
,s,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
89 SPASS V 3.5
90 SPASS beiseite: Completion found.
91 Problem: C:/Users/Eduardo/AppData/Local/Tempqt_temp.a01732
101
92 SPASS derived 12 clauses, backtracked 0 clauses, performed 0
splits and kept 48 clauses.
93 SPASS allocated 27052 KBytes.
94 SPASS spent 0:00:00.08 on the problem.
95 0:00:00.00 for the input.
96 0:00:00.02 for the FLOTTER CNF translation.
97 0:00:00.00 for inferences.
98 0:00:00.00 for the backtracking.
99 0:00:00.00 for the reduction.
100
101
102 The saturated set of worked-off clauses is :
103 58[0:Res:48.0,57.0] || -> M(sent(d,s,sign(sign(triple(codc,
cpfc,templatec),krc),kra)))*.
104 53[0:Res:52.0,28.0] || -> M(sent(s,d,sign(sign(triple(codc,
cpfc,templatec),krc),kra)))*.
105 54[0:Res:52.0,27.0] || -> Stores(sign(sign(triple(codc,cpfc,
templatec),krc),kra),d)*.
106 55[0:Res:52.0,23.0] || -> Stores(cpfc,d)*.
107 52[0:Res:51.0,45.0] || -> M(sent(a,s,pair(sign(sign(triple(
codc,cpfc,templatec),krc),kra),idd)))*.
108 51[0:Res:50.0,30.0] || -> M(sent(s,a,encr(pair(na,sign(
triple(codc,cpfc,templatec),krc)),cera)))*.
109 50[0:Res:49.0,44.0] || -> M(sent(c,s,pair(encr(pair(na,sign(
triple(codc,cpfc,templatec),krc)),cera),ida)))*.
110 49[0:Res:43.0,26.0] || -> M(sent(s,c,encr(triple(na,cpfc,ida
),cerc)))*.
111 48[0:Res:47.0,39.0] || -> M(sent(s,d,cpfc))*.
112 47[0:Res:38.0,41.0] || -> M(sent(c,s,encr(triple(cpfc,ids,
templatec),ns)))*.
113 46[0:Res:38.0,40.0] || -> Stores(pair(ns,s),c)*.
114 40[0:MRR:29.1,29.2,29.3,21.0,8.0,7.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
115 43[0:MRR:34.0,34.1,34.2,34.3,34.4,10.0,20.0,11.0,5.0,12.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
116 20[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
117 21[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
118 38[0:MRR:24.0,24.1,17.0,18.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
119 19[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
120 9[0:Inp] || -> Knows(krkey(kra,a),a)*.
121 10[0:Inp] || -> Knows(kukey(cera,a),a)*.
122 12[0:Inp] || -> Knows(nonce(na,a),a)*.
123 13[0:Inp] || -> Knows(krkey(krc,c),c)*.
124 14[0:Inp] || -> Knows(kukey(cerc,c),c)*.
125 18[0:Inp] || -> Knows(nonce(ns,s),s)*.
126 11[0:Inp] || -> Knows(kukey(cerc,c),a)*.
127 15[0:Inp] || -> Knows(kukey(cera,a),c)*.
128 16[0:Inp] || -> Knows(kukey(cera,a),s)*.
129 17[0:Inp] || -> Knows(kukey(cerc,c),s)*.
130 42[0:MRR:33.0,33.1,33.2,33.3,33.4,10.0,20.0,11.0,5.0,12.0] ||
-> Stores(pair(na,cpfc),a)*.
102
131 37[0:MRR:22.0,22.1,17.0,18.0] || -> Stores(pair(ns,cerc),s)
*.
132 5[0:Inp] || -> Knows(cpfc,a)*.
133 6[0:Inp] || -> Knows(codc,c)*.
134 7[0:Inp] || -> Knows(cpfc,c)*.
135 8[0:Inp] || -> Knows(templatec,c)*.
136 1[0:Inp] || -> E(a)*.
137 2[0:Inp] || -> E(c)*.
138 3[0:Inp] || -> E(s)*.
139 4[0:Inp] || -> E(d)*.
140 --------------------------SPASS-STOP
------------------------------
A.4.2 Fato 2
Γprincipal ` ∃u[M(sent(d, s, sign(sign(triple(codc, u,
templatec), krc), kra)))]
1
2 --------------------------SPASS-START
-----------------------------
3 Input Problem:
4 1[0:Inp] || -> E(a)*.
5 2[0:Inp] || -> E(c)*.
6 3[0:Inp] || -> E(s)*.
7 4[0:Inp] || -> E(d)*.
8 5[0:Inp] || -> Knows(cpfc,a)*.
9 6[0:Inp] || -> Knows(codc,c)*.
10 7[0:Inp] || -> Knows(cpfc,c)*.
11 8[0:Inp] || -> Knows(templatec,c)*.
12 9[0:Inp] || -> Knows(krkey(kra,a),a)*.
13 10[0:Inp] || -> Knows(kukey(cera,a),a)*.
14 11[0:Inp] || -> Knows(kukey(cerc,c),a)*.
15 12[0:Inp] || -> Knows(nonce(na,a),a)*.
16 13[0:Inp] || -> Knows(krkey(krc,c),c)*.
17 14[0:Inp] || -> Knows(kukey(cerc,c),c)*.
18 15[0:Inp] || -> Knows(kukey(cera,a),c)*.
19 16[0:Inp] || -> Knows(kukey(cera,a),s)*.
20 17[0:Inp] || -> Knows(kukey(cerc,c),s)*.
21 18[0:Inp] || -> Knows(nonce(ns,s),s)*.
22 19[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
23 20[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
24 21[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
25 22[0:Inp] || M(sent(d,s,sign(sign(triple(codc,U,templatec),
krc),kra)))* -> .
26 23[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) ->
Stores(pair(ns,cerc),s)*.
27 24[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
28 25[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) -> M
(sent(s,c,encr(ns,cerc)))*.
29 26[0:Inp] || M(sent(U,s,encr(triple(cpfc,ids,templatec),ns)))
* Stores(pair(ns,cerc),s) -> M(sent(s,d,cpfc)).
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30 27[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
31 28[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
32 29[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
33 30[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c)* Knows(templatec,c) Knows(cpfc,c) ->
Stores(pair(ns,U),c).
34 31[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
35 32[0:Inp] || M(sent(U,d,cpfc))* Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d) Stores(cpfc,d) -> M(sent(d,s
,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
36 33[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c) Knows(templatec,c) Knows(cpfc,c) -> M
(sent(c,s,encr(triple(cpfc,ids,templatec),ns)))*.
37 34[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a)* Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> Stores(pair(na,cpfc),a).
38 35[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a) Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> M(sent(a,s,pair(encr(triple(na,
cpfc,ida),cerc),idc)))*.
39 36[0:Inp] || M(sent(U,c,encr(triple(na,cpfc,ida),cerc)))*
Knows(triple(codc,cpfc,templatec),c) Knows(kukey(cera,a),
c) Knows(kp(krkey(krc,c),kukey(cerc,c)),c) -> M(sent(c,s,
pair(encr(pair(na,sign(triple(codc,cpfc,templatec),krc)),
cera),ida)))*.
40 37[0:Inp] || M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,
templatec),krc)),cera)))* Stores(pair(na,cpfc),a) Knows(
kukey(cerc,c),a) Knows(kp(krkey(kra,a),kukey(cera,a)),a)
Knows(cpfc,a) Knows(nonce(na,a),a) -> M(sent(a,s,pair(
sign(sign(triple(codc,cpfc,templatec),krc),kra),idd)))*.
41 This is a first-order Horn problem without equality.
42 The following monadic predicates have finite extensions: E.
43 Axiom clauses: 36 Conjecture clauses: 1
44 Inferences: IORe=1
45 Reductions: RFMRR=1 RBMRR=1 RObv=1 RUnC=1 RTaut=1 RFSub=1
RBSub=1 RCon=1
46 Extras : Input Saturation, Dynamic Selection, No
Splitting, Full Reduction, Ratio: 5, FuncWeight: 1,
VarWeight: 1
47 Precedence: pair > krkey > kukey > kp > nonce > encr > sign
> triple > sent > Stores > M > E > Knows > a > c > s > d
> kra > cera > krc > cerc > na > ns > codc > cpfc >
templatec > ida > idc > idd > ids
48 Ordering : KBO
49 Processed Problem:
50
104
51 Worked Off Clauses:
52
53 Usable Clauses:
54 4[0:Inp] || -> E(d)*.
55 3[0:Inp] || -> E(s)*.
56 2[0:Inp] || -> E(c)*.
57 1[0:Inp] || -> E(a)*.
58 8[0:Inp] || -> Knows(templatec,c)*.
59 7[0:Inp] || -> Knows(cpfc,c)*.
60 6[0:Inp] || -> Knows(codc,c)*.
61 5[0:Inp] || -> Knows(cpfc,a)*.
62 38[0:MRR:23.0,23.1,17.0,18.0] || -> Stores(pair(ns,cerc),s)
*.
63 44[0:MRR:34.0,34.1,34.2,34.3,34.4,10.0,20.0,11.0,5.0,12.0] ||
-> Stores(pair(na,cpfc),a)*.
64 17[0:Inp] || -> Knows(kukey(cerc,c),s)*.
65 16[0:Inp] || -> Knows(kukey(cera,a),s)*.
66 15[0:Inp] || -> Knows(kukey(cera,a),c)*.
67 11[0:Inp] || -> Knows(kukey(cerc,c),a)*.
68 18[0:Inp] || -> Knows(nonce(ns,s),s)*.
69 14[0:Inp] || -> Knows(kukey(cerc,c),c)*.
70 13[0:Inp] || -> Knows(krkey(krc,c),c)*.
71 12[0:Inp] || -> Knows(nonce(na,a),a)*.
72 10[0:Inp] || -> Knows(kukey(cera,a),a)*.
73 9[0:Inp] || -> Knows(krkey(kra,a),a)*.
74 19[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
75 39[0:MRR:25.0,25.1,17.0,18.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
76 21[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
77 20[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
78 45[0:MRR:35.0,35.1,35.2,35.3,35.4,10.0,20.0,11.0,5.0,12.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
79 22[0:Inp] || M(sent(d,s,sign(sign(triple(codc,U,templatec),
krc),kra)))* -> .
80 41[0:MRR:30.1,30.2,30.3,21.0,8.0,7.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
81 40[0:MRR:26.1,38.0] || M(sent(U,s,encr(triple(cpfc,ids,
templatec),ns)))* -> M(sent(s,d,cpfc)).
82 24[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
83 43[0:MRR:33.1,33.2,33.3,21.0,8.0,7.0] || M(sent(U,c,encr(ns,
cerc)))* -> M(sent(c,s,encr(triple(cpfc,ids,templatec),ns
)))*.
84 42[0:MRR:32.3,22.0] || M(sent(U,d,cpfc))* Stores(cpfc,d)
Stores(sign(sign(triple(codc,cpfc,templatec),krc),kra),d)
* -> .
85 27[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
86 28[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
105
87 29[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
88 46[0:MRR:36.1,36.2,36.3,19.0,15.0,21.0] || M(sent(U,c,encr(
triple(na,cpfc,ida),cerc)))* -> M(sent(c,s,pair(encr(pair
(na,sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
89 47[0:MRR:37.1,37.2,37.3,37.4,37.5,44.0,11.0,20.0,5.0,12.0] ||
M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,templatec)
,krc)),cera)))* -> M(sent(a,s,pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd)))*.
90 31[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
91 SPASS V 3.5
92 SPASS beiseite: Proof found.
93 Problem: C:/Users/Eduardo/AppData/Local/Tempqt_temp.a01732
94 SPASS derived 11 clauses, backtracked 0 clauses, performed 0
splits and kept 48 clauses.
95 SPASS allocated 27054 KBytes.
96 SPASS spent 0:00:00.08 on the problem.
97 0:00:00.02 for the input.
98 0:00:00.00 for the FLOTTER CNF translation.
99 0:00:00.00 for inferences.
100 0:00:00.00 for the backtracking.
101 0:00:00.00 for the reduction.
102
103
104 Here is a proof with depth 5, length 46 :
105 5[0:Inp] || -> Knows(cpfc,a)*.
106 7[0:Inp] || -> Knows(cpfc,c)*.
107 8[0:Inp] || -> Knows(templatec,c)*.
108 10[0:Inp] || -> Knows(kukey(cera,a),a)*.
109 11[0:Inp] || -> Knows(kukey(cerc,c),a)*.
110 12[0:Inp] || -> Knows(nonce(na,a),a)*.
111 15[0:Inp] || -> Knows(kukey(cera,a),c)*.
112 17[0:Inp] || -> Knows(kukey(cerc,c),s)*.
113 18[0:Inp] || -> Knows(nonce(ns,s),s)*.
114 19[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
115 20[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
116 21[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
117 22[0:Inp] || M(sent(d,s,sign(sign(triple(codc,U,templatec),
krc),kra)))* -> .
118 23[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) ->
Stores(pair(ns,cerc),s)*.
119 24[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
120 25[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) -> M
(sent(s,c,encr(ns,cerc)))*.
121 26[0:Inp] || M(sent(U,s,encr(triple(cpfc,ids,templatec),ns)))
* Stores(pair(ns,cerc),s) -> M(sent(s,d,cpfc)).
122 27[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
106
123 28[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
124 31[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
125 32[0:Inp] || M(sent(U,d,cpfc))* Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d) Stores(cpfc,d) -> M(sent(d,s
,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
126 33[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c) Knows(templatec,c) Knows(cpfc,c) -> M
(sent(c,s,encr(triple(cpfc,ids,templatec),ns)))*.
127 34[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a)* Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> Stores(pair(na,cpfc),a).
128 35[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a) Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> M(sent(a,s,pair(encr(triple(na,
cpfc,ida),cerc),idc)))*.
129 36[0:Inp] || M(sent(U,c,encr(triple(na,cpfc,ida),cerc)))*
Knows(triple(codc,cpfc,templatec),c) Knows(kukey(cera,a),
c) Knows(kp(krkey(krc,c),kukey(cerc,c)),c) -> M(sent(c,s,
pair(encr(pair(na,sign(triple(codc,cpfc,templatec),krc)),
cera),ida)))*.
130 37[0:Inp] || M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,
templatec),krc)),cera)))* Stores(pair(na,cpfc),a) Knows(
kukey(cerc,c),a) Knows(kp(krkey(kra,a),kukey(cera,a)),a)
Knows(cpfc,a) Knows(nonce(na,a),a) -> M(sent(a,s,pair(
sign(sign(triple(codc,cpfc,templatec),krc),kra),idd)))*.
131 38[0:MRR:23.0,23.1,17.0,18.0] || -> Stores(pair(ns,cerc),s)
*.
132 39[0:MRR:25.0,25.1,17.0,18.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
133 40[0:MRR:26.1,38.0] || M(sent(U,s,encr(triple(cpfc,ids,
templatec),ns)))* -> M(sent(s,d,cpfc)).
134 42[0:MRR:32.3,22.0] || M(sent(U,d,cpfc))* Stores(cpfc,d)
Stores(sign(sign(triple(codc,cpfc,templatec),krc),kra),d)
*+ -> .
135 43[0:MRR:33.1,33.2,33.3,21.0,8.0,7.0] || M(sent(U,c,encr(ns,
cerc)))*+ -> M(sent(c,s,encr(triple(cpfc,ids,templatec),
ns)))*.
136 44[0:MRR:34.0,34.1,34.2,34.3,34.4,10.0,20.0,11.0,5.0,12.0] ||
-> Stores(pair(na,cpfc),a)*.
137 45[0:MRR:35.0,35.1,35.2,35.3,35.4,10.0,20.0,11.0,5.0,12.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
138 46[0:MRR:36.1,36.2,36.3,19.0,15.0,21.0] || M(sent(U,c,encr(
triple(na,cpfc,ida),cerc)))*+ -> M(sent(c,s,pair(encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera),ida)
))*.
139 47[0:MRR:37.1,37.2,37.3,37.4,37.5,44.0,11.0,20.0,5.0,12.0] ||
M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,templatec)
,krc)),cera)))*+ -> M(sent(a,s,pair(sign(sign(triple(codc
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,cpfc,templatec),krc),kra),idd)))*.
140 49[0:Res:39.0,43.0] || -> M(sent(c,s,encr(triple(cpfc,ids,
templatec),ns)))*.
141 50[0:Res:49.0,40.0] || -> M(sent(s,d,cpfc))*.
142 51[0:Res:45.0,27.0] || -> M(sent(s,c,encr(triple(na,cpfc,ida
),cerc)))*.
143 52[0:Res:51.0,46.0] || -> M(sent(c,s,pair(encr(pair(na,sign(
triple(codc,cpfc,templatec),krc)),cera),ida)))*.
144 53[0:Res:52.0,31.0] || -> M(sent(s,a,encr(pair(na,sign(
triple(codc,cpfc,templatec),krc)),cera)))*.
145 54[0:Res:53.0,47.0] || -> M(sent(a,s,pair(sign(sign(triple(
codc,cpfc,templatec),krc),kra),idd)))*.
146 56[0:Res:54.0,28.0] || -> Stores(sign(sign(triple(codc,cpfc,
templatec),krc),kra),d)*.
147 57[0:Res:54.0,24.0] || -> Stores(cpfc,d)*.
148 58[0:MRR:42.1,57.0] || M(sent(U,d,cpfc))* Stores(sign(sign(
triple(codc,cpfc,templatec),krc),kra),d)* -> .
149 59[0:MRR:58.1,56.0] || M(sent(U,d,cpfc))* -> .
150 60[0:UnC:59.0,50.0] || -> .
151 Formulae used in the proof : A_knows_cpfc C_knows_cpfc
C_knows_templatec A_knows_A_ku A_knows_C_ku A_knows_Na
C_knows_A_ku S_knows_C_ku S_knows_Ns
C_knows_id_data_triple A_knows_A_keypair
C_knows_C_keypair test_auth_step_4 auth_step_1 reg_step_6
auth_step_3 reg_step_2 reg_step_4 auth_step_4
auth_step_2 reg_step_1 reg_step_3 reg_step_5
152
153 --------------------------SPASS-STOP
------------------------------
A.4.3 Fato 3
Saturac¸a˜o do modelo lo´gico estendido (Fo´rmulas 1 a 49).
1
2 --------------------------SPASS-START
-----------------------------
3 Input Problem:
4 1[0:Inp] || -> E(a)*.
5 2[0:Inp] || -> E(c)*.
6 3[0:Inp] || -> E(s)*.
7 4[0:Inp] || -> E(d)*.
8 5[0:Inp] || -> E(i)*.
9 6[0:Inp] || -> Knows(cpfc,a)*.
10 7[0:Inp] || -> Knows(codc,c)*.
11 8[0:Inp] || -> Knows(cpfc,c)*.
12 9[0:Inp] || -> Knows(templatec,c)*.
13 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
14 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
15 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
16 13[0:Inp] || -> Knows(nonce(na,a),a)*.
17 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
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18 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
19 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
20 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
21 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
22 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
23 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
24 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
25 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
26 23[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
27 24[0:Inp] || Im(pair(U,V))* -> Im(U).
28 25[0:Inp] || Im(pair(U,V))* -> Im(V).
29 26[0:Inp] || Im(sign(U,V))* -> Im(U).
30 27[0:Inp] || M(sent(U,V,W))* -> Im(W).
31 28[0:Inp] || Im(triple(U,V,W))* -> Im(U).
32 29[0:Inp] || Im(triple(U,V,W))* -> Im(V).
33 30[0:Inp] || Im(triple(U,V,W))* -> Im(W).
34 31[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
35 32[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
36 33[0:Inp] || Im(U) Im(V) -> Im(pair(U,V))*.
37 34[0:Inp] || Im(U) E(V) -> Knows(krkey(U,V),i)*.
38 35[0:Inp] || Im(U) E(V) -> Knows(kukey(U,V),i)*.
39 36[0:Inp] || Im(U) E(V) -> Knows(nonce(U,V),i)*.
40 37[0:Inp] || Im(U) Im(V) Im(W) -> Im(triple(U,V,W))*.
41 38[0:Inp] || Im(U) E(V) E(W) -> M(sent(V,W,U))*.
42 39[0:Inp] || Im(U) Knows(kukey(V,W),i)* E(W) -> Im(encr(U,V))
*.
43 40[0:Inp] || Im(U) Knows(krkey(V,W),i)* E(W) -> Im(sign(U,V))
*.
44 41[0:Inp] || Im(encr(U,V))* Knows(nonce(V,W),i)* E(W) -> Im(U
).
45 42[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) ->
Stores(pair(ns,cerc),s)*.
46 43[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
47 44[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) -> M
(sent(s,c,encr(ns,cerc)))*.
48 45[0:Inp] || Knows(kp(krkey(U,V),kukey(W,V)),i)* Im(encr(X,W)
)* E(V) -> Im(X).
49 46[0:Inp] || M(sent(U,s,encr(triple(cpfc,ids,templatec),ns)))
* Stores(pair(ns,cerc),s) -> M(sent(s,d,cpfc)).
50 47[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
51 48[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
52 49[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
53 50[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c)* Knows(templatec,c) Knows(cpfc,c) ->
Stores(pair(ns,U),c).
54 51[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
109
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
55 52[0:Inp] || M(sent(U,d,cpfc))* Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d) Stores(cpfc,d) -> M(sent(d,s
,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
56 53[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c) Knows(templatec,c) Knows(cpfc,c) -> M
(sent(c,s,encr(triple(cpfc,ids,templatec),ns)))*.
57 54[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a)* Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> Stores(pair(na,cpfc),a).
58 55[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a) Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> M(sent(a,s,pair(encr(triple(na,
cpfc,ida),cerc),idc)))*.
59 56[0:Inp] || M(sent(U,c,encr(triple(na,cpfc,ida),cerc)))*
Knows(triple(codc,cpfc,templatec),c) Knows(kukey(cera,a),
c) Knows(kp(krkey(krc,c),kukey(cerc,c)),c) -> M(sent(c,s,
pair(encr(pair(na,sign(triple(codc,cpfc,templatec),krc)),
cera),ida)))*.
60 57[0:Inp] || M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,
templatec),krc)),cera)))* Stores(pair(na,cpfc),a) Knows(
kukey(cerc,c),a) Knows(kp(krkey(kra,a),kukey(cera,a)),a)
Knows(cpfc,a) Knows(nonce(na,a),a) -> M(sent(a,s,pair(
sign(sign(triple(codc,cpfc,templatec),krc),kra),idd)))*.
61 This is a first-order Horn problem without equality.
62 This is a problem that contains sort information.
63 The following monadic predicates have finite extensions: E.
64 Axiom clauses: 57 Conjecture clauses: 0
65 Inferences: IEmS=1 ISoR=1 IORe=1
66 Reductions: RFMRR=1 RBMRR=1 RObv=1 RUnC=1 RTaut=1 RSST=1
RSSi=1 RFSub=1 RBSub=1 RCon=1
67 Extras : Input Saturation, Dynamic Selection, No
Splitting, Full Reduction, Ratio: 5, FuncWeight: 1,
VarWeight: 1
68 Precedence: pair > krkey > kukey > kp > nonce > encr > sign
> triple > sent > Im > Stores > Knows > M > E > a > c >
s > d > i > kra > cera > krc > cerc > na > ns > codc >
cpfc > templatec > icodc > icpfc > itemplatec > ida >
idc > idd > ids
69 Ordering : KBO
70 Processed Problem:
71
72 Worked Off Clauses:
73
74 Usable Clauses:
75 5[0:Inp] || -> E(i)*.
76 4[0:Inp] || -> E(d)*.
77 3[0:Inp] || -> E(s)*.
78 2[0:Inp] || -> E(c)*.
79 1[0:Inp] || -> E(a)*.
80 9[0:Inp] || -> Knows(templatec,c)*.
81 8[0:Inp] || -> Knows(cpfc,c)*.
82 7[0:Inp] || -> Knows(codc,c)*.
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83 6[0:Inp] || -> Knows(cpfc,a)*.
84 58[0:MRR:42.0,42.1,18.0,19.0] || -> Stores(pair(ns,cerc),s)
*.
85 63[0:MRR:54.0,54.1,54.2,54.3,54.4,11.0,31.0,12.0,6.0,13.0] ||
-> Stores(pair(na,cpfc),a)*.
86 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
87 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
88 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
89 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
90 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
91 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
92 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
93 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
94 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
95 13[0:Inp] || -> Knows(nonce(na,a),a)*.
96 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
97 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
98 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
99 23[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
100 59[0:MRR:44.0,44.1,18.0,19.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
101 26[0:Inp] || Im(sign(U,V))* -> Im(U).
102 25[0:Inp] || Im(pair(U,V))* -> Im(V).
103 24[0:Inp] || Im(pair(U,V))* -> Im(U).
104 27[0:Inp] || M(sent(U,V,W))* -> Im(W).
105 30[0:Inp] || Im(triple(U,V,W))* -> Im(W).
106 29[0:Inp] || Im(triple(U,V,W))* -> Im(V).
107 28[0:Inp] || Im(triple(U,V,W))* -> Im(U).
108 32[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
109 31[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
110 33[0:Inp] Im(U) Im(V) || -> Im(pair(V,U))*.
111 36[0:Inp] E(U) Im(V) || -> Knows(nonce(V,U),i)*.
112 35[0:Inp] E(U) Im(V) || -> Knows(kukey(V,U),i)*.
113 34[0:Inp] E(U) Im(V) || -> Knows(krkey(V,U),i)*.
114 64[0:MRR:55.0,55.1,55.2,55.3,55.4,11.0,31.0,12.0,6.0,13.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
115 61[0:MRR:50.1,50.2,50.3,32.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
116 38[0:Inp] E(U) E(V) Im(W) || -> M(sent(V,U,W))*.
117 37[0:Inp] Im(U) Im(V) Im(W) || -> Im(triple(W,V,U))*.
118 60[0:MRR:46.1,58.0] || M(sent(U,s,encr(triple(cpfc,ids,
templatec),ns)))* -> M(sent(s,d,cpfc)).
119 40[0:Inp] E(U) Im(V) || Knows(krkey(W,U),i)* -> Im(sign(V,W))
*.
120 39[0:Inp] E(U) Im(V) || Knows(kukey(W,U),i)* -> Im(encr(V,W))
*.
121 41[0:Inp] E(U) || Im(encr(V,W))* Knows(nonce(W,U),i)* -> Im(V
).
122 43[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
123 62[0:MRR:53.1,53.2,53.3,32.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> M(sent(c,s,encr(triple(cpfc,ids,templatec),ns
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)))*.
124 45[0:Inp] E(U) || Im(encr(V,W))* Knows(kp(krkey(X,U),kukey(W,
U)),i)* -> Im(V).
125 47[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
126 48[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
127 49[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
128 65[0:MRR:56.1,56.2,56.3,23.0,16.0,32.0] || M(sent(U,c,encr(
triple(na,cpfc,ida),cerc)))* -> M(sent(c,s,pair(encr(pair
(na,sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
129 66[0:MRR:57.1,57.2,57.3,57.4,57.5,63.0,12.0,31.0,6.0,13.0] ||
M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,templatec)
,krc)),cera)))* -> M(sent(a,s,pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd)))*.
130 51[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
131 52[0:Inp] || M(sent(U,d,cpfc))* Stores(cpfc,d) Stores(sign(
sign(triple(codc,cpfc,templatec),krc),kra),d) -> M(sent(d
,s,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
132 SPASS V 3.5
133 SPASS beiseite: Completion found.
134 Problem: C:/Users/Eduardo/AppData/Local/Tempqt_temp.b02596
135 SPASS derived 93 clauses, backtracked 0 clauses, performed 0
splits and kept 117 clauses.
136 SPASS allocated 30203 KBytes.
137 SPASS spent 0:00:00.22 on the problem.
138 0:00:00.02 for the input.
139 0:00:00.00 for the FLOTTER CNF translation.
140 0:00:00.00 for inferences.
141 0:00:00.00 for the backtracking.
142 0:00:00.00 for the reduction.
143
144
145 The saturated set of worked-off clauses is :
146 203[0:Res:179.0,51.0] || -> M(sent(s,a,encr(pair(na,sign(
triple(codc,cpfc,templatec),krc)),cera)))*.
147 196[0:Res:157.0,195.0] || -> M(sent(d,s,sign(sign(triple(
codc,cpfc,templatec),krc),kra)))*.
148 190[0:Res:188.0,49.0] || -> M(sent(s,d,sign(sign(triple(codc
,cpfc,templatec),krc),kra)))*.
149 208[0:Res:202.0,30.0] || -> Im(templatec)*.
150 206[0:Res:202.0,28.0] || -> Im(codc)*.
151 202[0:Res:201.0,26.0] || -> Im(triple(codc,cpfc,templatec))
*.
152 201[0:Res:199.0,26.0] || -> Im(sign(triple(codc,cpfc,
templatec),krc))*.
153 199[0:Res:189.0,24.0] || -> Im(sign(sign(triple(codc,cpfc,
templatec),krc),kra))*.
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154 200[0:Res:189.0,25.0] || -> Im(idd)*.
155 189[0:Res:188.0,27.0] || -> Im(pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd))*.
156 191[0:Res:188.0,48.0] || -> Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d)*.
157 192[0:Res:188.0,43.0] || -> Stores(cpfc,d)*.
158 188[0:SSi:187.1,187.0,183.0,1.0] || -> M(sent(a,s,pair(sign(
sign(triple(codc,cpfc,templatec),krc),kra),idd)))*.
159 185[0:Res:183.0,139.1] Im(cera) || -> Im(pair(na,sign(triple
(codc,cpfc,templatec),krc)))*.
160 183[0:Res:182.0,24.0] || -> Im(encr(pair(na,sign(triple(codc
,cpfc,templatec),krc)),cera))*.
161 184[0:Res:182.0,25.0] || -> Im(ida)*.
162 182[0:Res:179.0,27.0] || -> Im(pair(encr(pair(na,sign(triple
(codc,cpfc,templatec),krc)),cera),ida))*.
163 179[0:Res:163.0,65.0] || -> M(sent(c,s,pair(encr(pair(na,
sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
164 163[0:Res:64.0,47.0] || -> M(sent(s,c,encr(triple(na,cpfc,
ida),cerc)))*.
165 159[0:Res:156.0,139.1] Im(ns) || -> Im(triple(cpfc,ids,
templatec))*.
166 45[0:Inp] E(U) || Im(encr(V,W))* Knows(kp(krkey(X,U),kukey(W,
U)),i)*+ -> Im(V).
167 156[0:Res:153.0,27.0] || -> Im(encr(triple(cpfc,ids,
templatec),ns))*.
168 158[0:Res:157.0,27.0] || -> Im(cpfc)*.
169 157[0:Res:153.0,60.0] || -> M(sent(s,d,cpfc))*.
170 153[0:Res:59.0,62.0] || -> M(sent(c,s,encr(triple(cpfc,ids,
templatec),ns)))*.
171 148[0:Res:105.0,139.1] Im(cerc) || -> Im(triple(na,cpfc,ida)
)*.
172 147[0:Res:97.0,139.1] Im(cerc) || -> Im(ns)*.
173 139[0:EmS:132.1,1.0] Im(U) || Im(encr(V,U))* -> Im(V).
174 133[0:EmS:130.1,1.0] Im(U) Im(V) || -> Im(encr(V,U))*.
175 129[0:SSi:126.0,2.0] Im(U) || -> Im(encr(U,cerc))*.
176 41[0:Inp] E(U) || Im(encr(V,W))* Knows(nonce(W,U),i)*+ -> Im(
V).
177 128[0:SSi:125.0,1.0] Im(U) || -> Im(encr(U,cera))*.
178 39[0:Inp] E(U) Im(V) || Knows(kukey(W,U),i)*+ -> Im(encr(V,W)
)*.
179 118[0:EmS:117.1,1.0] Im(U) Im(V) || -> Im(sign(V,U))*.
180 40[0:Inp] E(U) Im(V) || Knows(krkey(W,U),i)*+ -> Im(sign(V,W)
)*.
181 37[0:Inp] Im(U) Im(V) Im(W) || -> Im(triple(W,V,U))*.
182 109[0:SSi:108.2,108.0,97.0,2.0] E(U) || -> Stores(pair(ns,U)
,c)*.
183 38[0:Inp] E(U) E(V) Im(W) || -> M(sent(V,U,W))*.
184 105[0:Res:103.0,24.0] || -> Im(encr(triple(na,cpfc,ida),cerc
))*.
185 106[0:Res:103.0,25.0] || -> Im(idc)*.
186 103[0:Res:64.0,27.0] || -> Im(pair(encr(triple(na,cpfc,ida),
cerc),idc))*.
187 104[0:Res:59.0,61.0] || -> Stores(pair(ns,s),c)*.
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188 61[0:MRR:50.1,50.2,50.3,32.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
189 64[0:MRR:55.0,55.1,55.2,55.3,55.4,11.0,31.0,12.0,6.0,13.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
190 34[0:Inp] E(U) Im(V) || -> Knows(krkey(V,U),i)*.
191 35[0:Inp] E(U) Im(V) || -> Knows(kukey(V,U),i)*.
192 36[0:Inp] E(U) Im(V) || -> Knows(nonce(V,U),i)*.
193 33[0:Inp] Im(U) Im(V) || -> Im(pair(V,U))*.
194 31[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
195 32[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
196 100[0:Res:20.0,28.0] || -> Im(icodc)*.
197 99[0:Res:20.0,29.0] || -> Im(icpfc)*.
198 28[0:Inp] || Im(triple(U,V,W))* -> Im(U).
199 29[0:Inp] || Im(triple(U,V,W))* -> Im(V).
200 98[0:Res:20.0,30.0] || -> Im(itemplatec)*.
201 30[0:Inp] || Im(triple(U,V,W))* -> Im(W).
202 97[0:Res:59.0,27.0] || -> Im(encr(ns,cerc))*.
203 27[0:Inp] || M(sent(U,V,W))* -> Im(W).
204 24[0:Inp] || Im(pair(U,V))* -> Im(U).
205 25[0:Inp] || Im(pair(U,V))* -> Im(V).
206 26[0:Inp] || Im(sign(U,V))* -> Im(U).
207 59[0:MRR:44.0,44.1,18.0,19.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
208 23[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
209 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
210 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
211 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
212 13[0:Inp] || -> Knows(nonce(na,a),a)*.
213 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
214 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
215 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
216 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
217 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
218 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
219 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
220 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
221 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
222 63[0:MRR:54.0,54.1,54.2,54.3,54.4,11.0,31.0,12.0,6.0,13.0] ||
-> Stores(pair(na,cpfc),a)*.
223 58[0:MRR:42.0,42.1,18.0,19.0] || -> Stores(pair(ns,cerc),s)
*.
224 6[0:Inp] || -> Knows(cpfc,a)*.
225 7[0:Inp] || -> Knows(codc,c)*.
226 8[0:Inp] || -> Knows(cpfc,c)*.
227 9[0:Inp] || -> Knows(templatec,c)*.
228 1[0:Inp] || -> E(a)*.
229 2[0:Inp] || -> E(c)*.
230 3[0:Inp] || -> E(s)*.
231 4[0:Inp] || -> E(d)*.
232 5[0:Inp] || -> E(i)*.
233 --------------------------SPASS-STOP
------------------------------
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A.4.4 Fato 4
Γestendido 6`M(sent(i, d, sign(sign(triple(icodc, icpfc,
itemplatec), krc), kra)))
1
2 --------------------------SPASS-START
-----------------------------
3 Input Problem:
4 1[0:Inp] || -> E(a)*.
5 2[0:Inp] || -> E(c)*.
6 3[0:Inp] || -> E(s)*.
7 4[0:Inp] || -> E(d)*.
8 5[0:Inp] || -> E(i)*.
9 6[0:Inp] || -> Knows(cpfc,a)*.
10 7[0:Inp] || -> Knows(codc,c)*.
11 8[0:Inp] || -> Knows(cpfc,c)*.
12 9[0:Inp] || -> Knows(templatec,c)*.
13 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
14 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
15 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
16 13[0:Inp] || -> Knows(nonce(na,a),a)*.
17 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
18 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
19 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
20 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
21 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
22 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
23 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
24 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
25 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
26 23[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
27 24[0:Inp] || Im(pair(U,V))* -> Im(U).
28 25[0:Inp] || Im(pair(U,V))* -> Im(V).
29 26[0:Inp] || Im(sign(U,V))* -> Im(U).
30 27[0:Inp] || M(sent(U,V,W))* -> Im(W).
31 28[0:Inp] || Im(triple(U,V,W))* -> Im(U).
32 29[0:Inp] || Im(triple(U,V,W))* -> Im(V).
33 30[0:Inp] || Im(triple(U,V,W))* -> Im(W).
34 31[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
35 32[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
36 33[0:Inp] || Im(U) Im(V) -> Im(pair(U,V))*.
37 34[0:Inp] || Im(U) E(V) -> Knows(krkey(U,V),i)*.
38 35[0:Inp] || Im(U) E(V) -> Knows(kukey(U,V),i)*.
39 36[0:Inp] || Im(U) E(V) -> Knows(nonce(U,V),i)*.
40 37[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
41 38[0:Inp] || Im(U) Im(V) Im(W) -> Im(triple(U,V,W))*.
42 39[0:Inp] || Im(U) E(V) E(W) -> M(sent(V,W,U))*.
43 40[0:Inp] || Im(U) Knows(kukey(V,W),i)* E(W) -> Im(encr(U,V))
*.
44 41[0:Inp] || Im(U) Knows(krkey(V,W),i)* E(W) -> Im(sign(U,V))
*.
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45 42[0:Inp] || Im(encr(U,V))* Knows(nonce(V,W),i)* E(W) -> Im(U
).
46 43[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) ->
Stores(pair(ns,cerc),s)*.
47 44[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
48 45[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) -> M
(sent(s,c,encr(ns,cerc)))*.
49 46[0:Inp] || Knows(kp(krkey(U,V),kukey(W,V)),i)* Im(encr(X,W)
)* E(V) -> Im(X).
50 47[0:Inp] || M(sent(U,s,encr(triple(cpfc,ids,templatec),ns)))
* Stores(pair(ns,cerc),s) -> M(sent(s,d,cpfc)).
51 48[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
52 49[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
53 50[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
54 51[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c)* Knows(templatec,c) Knows(cpfc,c) ->
Stores(pair(ns,U),c).
55 52[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
56 53[0:Inp] || M(sent(U,d,cpfc))* Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d) Stores(cpfc,d) -> M(sent(d,s
,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
57 54[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c) Knows(templatec,c) Knows(cpfc,c) -> M
(sent(c,s,encr(triple(cpfc,ids,templatec),ns)))*.
58 55[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a)* Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> Stores(pair(na,cpfc),a).
59 56[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a) Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> M(sent(a,s,pair(encr(triple(na,
cpfc,ida),cerc),idc)))*.
60 57[0:Inp] || M(sent(U,c,encr(triple(na,cpfc,ida),cerc)))*
Knows(triple(codc,cpfc,templatec),c) Knows(kukey(cera,a),
c) Knows(kp(krkey(krc,c),kukey(cerc,c)),c) -> M(sent(c,s,
pair(encr(pair(na,sign(triple(codc,cpfc,templatec),krc)),
cera),ida)))*.
61 58[0:Inp] || M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,
templatec),krc)),cera)))* Stores(pair(na,cpfc),a) Knows(
kukey(cerc,c),a) Knows(kp(krkey(kra,a),kukey(cera,a)),a)
Knows(cpfc,a) Knows(nonce(na,a),a) -> M(sent(a,s,pair(
sign(sign(triple(codc,cpfc,templatec),krc),kra),idd)))*.
62 This is a first-order Horn problem without equality.
63 This is a problem that contains sort information.
64 The conjecture is ground.
65 The following monadic predicates have finite extensions: E.
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66 Axiom clauses: 57 Conjecture clauses: 1
67 Inferences: IEmS=1 ISoR=1 IORe=1
68 Reductions: RFMRR=1 RBMRR=1 RObv=1 RUnC=1 RTaut=1 RSST=1
RSSi=1 RFSub=1 RBSub=1 RCon=1
69 Extras : Input Saturation, Dynamic Selection, No
Splitting, Full Reduction, Ratio: 5, FuncWeight: 1,
VarWeight: 1
70 Precedence: pair > krkey > kukey > kp > nonce > encr > sign
> triple > sent > Im > Stores > Knows > M > E > a > c >
s > d > i > kra > cera > krc > cerc > na > ns > codc >
cpfc > templatec > icodc > icpfc > itemplatec > ida >
idc > idd > ids
71 Ordering : KBO
72 Processed Problem:
73
74 Worked Off Clauses:
75
76 Usable Clauses:
77 5[0:Inp] || -> E(i)*.
78 4[0:Inp] || -> E(d)*.
79 3[0:Inp] || -> E(s)*.
80 2[0:Inp] || -> E(c)*.
81 1[0:Inp] || -> E(a)*.
82 9[0:Inp] || -> Knows(templatec,c)*.
83 8[0:Inp] || -> Knows(cpfc,c)*.
84 7[0:Inp] || -> Knows(codc,c)*.
85 6[0:Inp] || -> Knows(cpfc,a)*.
86 59[0:MRR:43.0,43.1,18.0,19.0] || -> Stores(pair(ns,cerc),s)
*.
87 64[0:MRR:55.0,55.1,55.2,55.3,55.4,11.0,31.0,12.0,6.0,13.0] ||
-> Stores(pair(na,cpfc),a)*.
88 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
89 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
90 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
91 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
92 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
93 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
94 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
95 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
96 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
97 13[0:Inp] || -> Knows(nonce(na,a),a)*.
98 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
99 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
100 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
101 23[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
102 60[0:MRR:45.0,45.1,18.0,19.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
103 26[0:Inp] || Im(sign(U,V))* -> Im(U).
104 25[0:Inp] || Im(pair(U,V))* -> Im(V).
105 24[0:Inp] || Im(pair(U,V))* -> Im(U).
106 27[0:Inp] || M(sent(U,V,W))* -> Im(W).
107 30[0:Inp] || Im(triple(U,V,W))* -> Im(W).
108 29[0:Inp] || Im(triple(U,V,W))* -> Im(V).
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109 28[0:Inp] || Im(triple(U,V,W))* -> Im(U).
110 32[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
111 31[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
112 33[0:Inp] Im(U) Im(V) || -> Im(pair(V,U))*.
113 69[0:MRR:68.1,68.2,5.0,4.0] Im(sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)) || -> .
114 36[0:Inp] E(U) Im(V) || -> Knows(nonce(V,U),i)*.
115 35[0:Inp] E(U) Im(V) || -> Knows(kukey(V,U),i)*.
116 34[0:Inp] E(U) Im(V) || -> Knows(krkey(V,U),i)*.
117 65[0:MRR:56.0,56.1,56.2,56.3,56.4,11.0,31.0,12.0,6.0,13.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
118 37[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
119 62[0:MRR:51.1,51.2,51.3,32.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
120 39[0:Inp] E(U) E(V) Im(W) || -> M(sent(V,U,W))*.
121 38[0:Inp] Im(U) Im(V) Im(W) || -> Im(triple(W,V,U))*.
122 61[0:MRR:47.1,59.0] || M(sent(U,s,encr(triple(cpfc,ids,
templatec),ns)))* -> M(sent(s,d,cpfc)).
123 41[0:Inp] E(U) Im(V) || Knows(krkey(W,U),i)* -> Im(sign(V,W))
*.
124 40[0:Inp] E(U) Im(V) || Knows(kukey(W,U),i)* -> Im(encr(V,W))
*.
125 42[0:Inp] E(U) || Im(encr(V,W))* Knows(nonce(W,U),i)* -> Im(V
).
126 44[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
127 63[0:MRR:54.1,54.2,54.3,32.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> M(sent(c,s,encr(triple(cpfc,ids,templatec),ns
)))*.
128 46[0:Inp] E(U) || Im(encr(V,W))* Knows(kp(krkey(X,U),kukey(W,
U)),i)* -> Im(V).
129 48[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
130 49[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
131 50[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
132 66[0:MRR:57.1,57.2,57.3,23.0,16.0,32.0] || M(sent(U,c,encr(
triple(na,cpfc,ida),cerc)))* -> M(sent(c,s,pair(encr(pair
(na,sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
133 67[0:MRR:58.1,58.2,58.3,58.4,58.5,64.0,12.0,31.0,6.0,13.0] ||
M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,templatec)
,krc)),cera)))* -> M(sent(a,s,pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd)))*.
134 52[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
135 53[0:Inp] || M(sent(U,d,cpfc))* Stores(cpfc,d) Stores(sign(
sign(triple(codc,cpfc,templatec),krc),kra),d) -> M(sent(d
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,s,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
136 SPASS V 3.5
137 SPASS beiseite: Completion found.
138 Problem: C:/Users/Eduardo/AppData/Local/Tempqt_temp.b02596
139 SPASS derived 103 clauses, backtracked 0 clauses, performed 0
splits and kept 126 clauses.
140 SPASS allocated 30205 KBytes.
141 SPASS spent 0:00:00.22 on the problem.
142 0:00:00.00 for the input.
143 0:00:00.02 for the FLOTTER CNF translation.
144 0:00:00.00 for inferences.
145 0:00:00.00 for the backtracking.
146 0:00:00.00 for the reduction.
147
148
149 The saturated set of worked-off clauses is :
150 207[0:Res:196.0,52.0] || -> M(sent(s,a,encr(pair(na,sign(
triple(codc,cpfc,templatec),krc)),cera)))*.
151 217[0:Res:167.0,216.0] || -> M(sent(d,s,sign(sign(triple(
codc,cpfc,templatec),krc),kra)))*.
152 227[0:Res:223.0,30.0] || -> Im(templatec)*.
153 225[0:Res:223.0,28.0] || -> Im(codc)*.
154 223[0:Res:222.0,26.0] || -> Im(triple(codc,cpfc,templatec))
*.
155 211[0:Res:205.0,50.0] || -> M(sent(s,d,sign(sign(triple(codc
,cpfc,templatec),krc),kra)))*.
156 222[0:Res:220.0,26.0] || -> Im(sign(triple(codc,cpfc,
templatec),krc))*.
157 220[0:Res:210.0,24.0] || -> Im(sign(sign(triple(codc,cpfc,
templatec),krc),kra))*.
158 221[0:Res:210.0,25.0] || -> Im(idd)*.
159 210[0:Res:205.0,27.0] || -> Im(pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd))*.
160 212[0:Res:205.0,49.0] || -> Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d)*.
161 213[0:Res:205.0,44.0] || -> Stores(cpfc,d)*.
162 205[0:MRR:201.0,203.0] || -> M(sent(a,s,pair(sign(sign(
triple(codc,cpfc,templatec),krc),kra),idd)))*.
163 206[0:Res:203.0,149.1] Im(cera) || -> Im(pair(na,sign(triple
(codc,cpfc,templatec),krc)))*.
164 203[0:Res:202.0,24.0] || -> Im(encr(pair(na,sign(triple(codc
,cpfc,templatec),krc)),cera))*.
165 204[0:Res:202.0,25.0] || -> Im(ida)*.
166 202[0:Res:196.0,27.0] || -> Im(pair(encr(pair(na,sign(triple
(codc,cpfc,templatec),krc)),cera),ida))*.
167 196[0:Res:173.0,66.0] || -> M(sent(c,s,pair(encr(pair(na,
sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
168 180[0:SSi:178.1,20.0] E(U) E(V) || Knows(krkey(kra,U),i)*+
Knows(krkey(krc,V),i)* -> .
169 179[0:SSi:177.1,20.0] E(U) Im(krc) || Knows(krkey(kra,U),i)*
-> .
170 120[0:SoR:69.0,41.3] Im(sign(triple(icodc,icpfc,itemplatec),
krc)) E(U) || Knows(krkey(kra,U),i)* -> .
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171 173[0:Res:65.0,48.0] || -> M(sent(s,c,encr(triple(na,cpfc,
ida),cerc)))*.
172 169[0:Res:166.0,149.1] Im(ns) || -> Im(triple(cpfc,ids,
templatec))*.
173 46[0:Inp] E(U) || Im(encr(V,W))* Knows(kp(krkey(X,U),kukey(W,
U)),i)*+ -> Im(V).
174 166[0:Res:163.0,27.0] || -> Im(encr(triple(cpfc,ids,
templatec),ns))*.
175 168[0:Res:167.0,27.0] || -> Im(cpfc)*.
176 167[0:Res:163.0,61.0] || -> M(sent(s,d,cpfc))*.
177 163[0:Res:60.0,63.0] || -> M(sent(c,s,encr(triple(cpfc,ids,
templatec),ns)))*.
178 158[0:Res:107.0,149.1] Im(cerc) || -> Im(triple(na,cpfc,ida)
)*.
179 157[0:Res:100.0,149.1] Im(cerc) || -> Im(ns)*.
180 149[0:EmS:142.1,1.0] Im(U) || Im(encr(V,U))* -> Im(V).
181 143[0:EmS:136.1,1.0] Im(U) Im(V) || -> Im(encr(V,U))*.
182 140[0:SSi:138.1,20.0] Im(kra) E(U) || Knows(krkey(krc,U),i)*
-> .
183 42[0:Inp] E(U) || Im(encr(V,W))* Knows(nonce(W,U),i)*+ -> Im(
V).
184 139[0:SSi:137.1,20.0] Im(kra) Im(krc) || -> .
185 128[0:SoR:69.0,123.2] Im(sign(triple(icodc,icpfc,itemplatec),
krc)) Im(kra) || -> .
186 135[0:SSi:132.0,2.0] Im(U) || -> Im(encr(U,cerc))*.
187 134[0:SSi:131.0,1.0] Im(U) || -> Im(encr(U,cera))*.
188 40[0:Inp] E(U) Im(V) || Knows(kukey(W,U),i)*+ -> Im(encr(V,W)
)*.
189 123[0:EmS:122.1,1.0] Im(U) Im(V) || -> Im(sign(V,U))*.
190 41[0:Inp] E(U) Im(V) || Knows(krkey(W,U),i)*+ -> Im(sign(V,W)
)*.
191 38[0:Inp] Im(U) Im(V) Im(W) || -> Im(triple(W,V,U))*.
192 113[0:SSi:111.2,111.0,100.0,2.0] E(U) || -> Stores(pair(ns,U
),c)*.
193 39[0:Inp] E(U) E(V) Im(W) || -> M(sent(V,U,W))*.
194 109[0:Res:60.0,62.0] || -> Stores(pair(ns,s),c)*.
195 62[0:MRR:51.1,51.2,51.3,32.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
196 37[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
197 107[0:Res:106.0,24.0] || -> Im(encr(triple(na,cpfc,ida),cerc
))*.
198 108[0:Res:106.0,25.0] || -> Im(idc)*.
199 106[0:Res:65.0,27.0] || -> Im(pair(encr(triple(na,cpfc,ida),
cerc),idc))*.
200 65[0:MRR:56.0,56.1,56.2,56.3,56.4,11.0,31.0,12.0,6.0,13.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
201 34[0:Inp] E(U) Im(V) || -> Knows(krkey(V,U),i)*.
202 35[0:Inp] E(U) Im(V) || -> Knows(kukey(V,U),i)*.
203 36[0:Inp] E(U) Im(V) || -> Knows(nonce(V,U),i)*.
204 69[0:MRR:68.1,68.2,5.0,4.0] Im(sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)) || -> .
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205 33[0:Inp] Im(U) Im(V) || -> Im(pair(V,U))*.
206 31[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
207 32[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
208 103[0:Res:20.0,28.0] || -> Im(icodc)*.
209 102[0:Res:20.0,29.0] || -> Im(icpfc)*.
210 28[0:Inp] || Im(triple(U,V,W))* -> Im(U).
211 29[0:Inp] || Im(triple(U,V,W))* -> Im(V).
212 101[0:Res:20.0,30.0] || -> Im(itemplatec)*.
213 30[0:Inp] || Im(triple(U,V,W))* -> Im(W).
214 100[0:Res:60.0,27.0] || -> Im(encr(ns,cerc))*.
215 27[0:Inp] || M(sent(U,V,W))* -> Im(W).
216 24[0:Inp] || Im(pair(U,V))* -> Im(U).
217 25[0:Inp] || Im(pair(U,V))* -> Im(V).
218 26[0:Inp] || Im(sign(U,V))* -> Im(U).
219 60[0:MRR:45.0,45.1,18.0,19.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
220 23[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
221 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
222 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
223 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
224 13[0:Inp] || -> Knows(nonce(na,a),a)*.
225 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
226 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
227 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
228 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
229 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
230 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
231 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
232 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
233 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
234 64[0:MRR:55.0,55.1,55.2,55.3,55.4,11.0,31.0,12.0,6.0,13.0] ||
-> Stores(pair(na,cpfc),a)*.
235 59[0:MRR:43.0,43.1,18.0,19.0] || -> Stores(pair(ns,cerc),s)
*.
236 6[0:Inp] || -> Knows(cpfc,a)*.
237 7[0:Inp] || -> Knows(codc,c)*.
238 8[0:Inp] || -> Knows(cpfc,c)*.
239 9[0:Inp] || -> Knows(templatec,c)*.
240 1[0:Inp] || -> E(a)*.
241 2[0:Inp] || -> E(c)*.
242 3[0:Inp] || -> E(s)*.
243 4[0:Inp] || -> E(d)*.
244 5[0:Inp] || -> E(i)*.
245 --------------------------SPASS-STOP
------------------------------
A.4.5 Fato 5
Γestendido ∪ { Fo´rmula 50 } 6`M(sent(i, d, sign(
sign(triple(icodc, icpfc, itemplatec), krc), kra)))
1
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2 --------------------------SPASS-START
-----------------------------
3 Input Problem:
4 1[0:Inp] || -> E(a)*.
5 2[0:Inp] || -> E(c)*.
6 3[0:Inp] || -> E(s)*.
7 4[0:Inp] || -> E(d)*.
8 5[0:Inp] || -> E(i)*.
9 6[0:Inp] || -> Knows(cpfc,a)*.
10 7[0:Inp] || -> Knows(codc,c)*.
11 8[0:Inp] || -> Knows(cpfc,c)*.
12 9[0:Inp] || -> Knows(templatec,c)*.
13 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
14 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
15 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
16 13[0:Inp] || -> Knows(nonce(na,a),a)*.
17 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
18 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
19 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
20 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
21 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
22 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
23 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
24 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
25 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
26 23[0:Inp] || -> Knows(krkey(kra,a),i)*.
27 24[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
28 25[0:Inp] || Im(pair(U,V))* -> Im(U).
29 26[0:Inp] || Im(pair(U,V))* -> Im(V).
30 27[0:Inp] || Im(sign(U,V))* -> Im(U).
31 28[0:Inp] || M(sent(U,V,W))* -> Im(W).
32 29[0:Inp] || Im(triple(U,V,W))* -> Im(U).
33 30[0:Inp] || Im(triple(U,V,W))* -> Im(V).
34 31[0:Inp] || Im(triple(U,V,W))* -> Im(W).
35 32[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
36 33[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
37 34[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),i)*.
38 35[0:Inp] || Im(U) Im(V) -> Im(pair(U,V))*.
39 36[0:Inp] || Im(U) E(V) -> Knows(krkey(U,V),i)*.
40 37[0:Inp] || Im(U) E(V) -> Knows(kukey(U,V),i)*.
41 38[0:Inp] || Im(U) E(V) -> Knows(nonce(U,V),i)*.
42 39[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
43 40[0:Inp] || Im(U) Im(V) Im(W) -> Im(triple(U,V,W))*.
44 41[0:Inp] || Im(U) E(V) E(W) -> M(sent(V,W,U))*.
45 42[0:Inp] || Im(U) Knows(kukey(V,W),i)* E(W) -> Im(encr(U,V))
*.
46 43[0:Inp] || Im(U) Knows(krkey(V,W),i)* E(W) -> Im(sign(U,V))
*.
47 44[0:Inp] || Im(encr(U,V))* Knows(nonce(V,W),i)* E(W) -> Im(U
).
48 45[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) ->
Stores(pair(ns,cerc),s)*.
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49 46[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
50 47[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) -> M
(sent(s,c,encr(ns,cerc)))*.
51 48[0:Inp] || Knows(kp(krkey(U,V),kukey(W,V)),i)* Im(encr(X,W)
)* E(V) -> Im(X).
52 49[0:Inp] || M(sent(U,s,encr(triple(cpfc,ids,templatec),ns)))
* Stores(pair(ns,cerc),s) -> M(sent(s,d,cpfc)).
53 50[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
54 51[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
55 52[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
56 53[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c)* Knows(templatec,c) Knows(cpfc,c) ->
Stores(pair(ns,U),c).
57 54[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
58 55[0:Inp] || M(sent(U,d,cpfc))* Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d) Stores(cpfc,d) -> M(sent(d,s
,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
59 56[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c) Knows(templatec,c) Knows(cpfc,c) -> M
(sent(c,s,encr(triple(cpfc,ids,templatec),ns)))*.
60 57[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a)* Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> Stores(pair(na,cpfc),a).
61 58[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a) Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> M(sent(a,s,pair(encr(triple(na,
cpfc,ida),cerc),idc)))*.
62 59[0:Inp] || M(sent(U,c,encr(triple(na,cpfc,ida),cerc)))*
Knows(triple(codc,cpfc,templatec),c) Knows(kukey(cera,a),
c) Knows(kp(krkey(krc,c),kukey(cerc,c)),c) -> M(sent(c,s,
pair(encr(pair(na,sign(triple(codc,cpfc,templatec),krc)),
cera),ida)))*.
63 60[0:Inp] || M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,
templatec),krc)),cera)))* Stores(pair(na,cpfc),a) Knows(
kukey(cerc,c),a) Knows(kp(krkey(kra,a),kukey(cera,a)),a)
Knows(cpfc,a) Knows(nonce(na,a),a) -> M(sent(a,s,pair(
sign(sign(triple(codc,cpfc,templatec),krc),kra),idd)))*.
64 This is a first-order Horn problem without equality.
65 This is a problem that contains sort information.
66 The conjecture is ground.
67 The following monadic predicates have finite extensions: E.
68 Axiom clauses: 59 Conjecture clauses: 1
69 Inferences: IEmS=1 ISoR=1 IORe=1
70 Reductions: RFMRR=1 RBMRR=1 RObv=1 RUnC=1 RTaut=1 RSST=1
RSSi=1 RFSub=1 RBSub=1 RCon=1
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71 Extras : Input Saturation, Dynamic Selection, No
Splitting, Full Reduction, Ratio: 5, FuncWeight: 1,
VarWeight: 1
72 Precedence: pair > krkey > kukey > kp > nonce > encr > sign
> triple > sent > Im > Stores > Knows > M > E > a > c >
s > d > i > kra > cera > krc > cerc > na > ns > codc >
cpfc > templatec > icodc > icpfc > itemplatec > ida >
idc > idd > ids
73 Ordering : KBO
74 Processed Problem:
75
76 Worked Off Clauses:
77
78 Usable Clauses:
79 5[0:Inp] || -> E(i)*.
80 4[0:Inp] || -> E(d)*.
81 3[0:Inp] || -> E(s)*.
82 2[0:Inp] || -> E(c)*.
83 1[0:Inp] || -> E(a)*.
84 9[0:Inp] || -> Knows(templatec,c)*.
85 8[0:Inp] || -> Knows(cpfc,c)*.
86 7[0:Inp] || -> Knows(codc,c)*.
87 6[0:Inp] || -> Knows(cpfc,a)*.
88 61[0:MRR:45.0,45.1,18.0,19.0] || -> Stores(pair(ns,cerc),s)
*.
89 66[0:MRR:57.0,57.1,57.2,57.3,57.4,11.0,32.0,12.0,6.0,13.0] ||
-> Stores(pair(na,cpfc),a)*.
90 23[0:Inp] || -> Knows(krkey(kra,a),i)*.
91 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
92 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
93 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
94 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
95 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
96 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
97 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
98 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
99 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
100 13[0:Inp] || -> Knows(nonce(na,a),a)*.
101 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
102 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
103 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
104 24[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
105 62[0:MRR:47.0,47.1,18.0,19.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
106 27[0:Inp] || Im(sign(U,V))* -> Im(U).
107 26[0:Inp] || Im(pair(U,V))* -> Im(V).
108 25[0:Inp] || Im(pair(U,V))* -> Im(U).
109 28[0:Inp] || M(sent(U,V,W))* -> Im(W).
110 31[0:Inp] || Im(triple(U,V,W))* -> Im(W).
111 30[0:Inp] || Im(triple(U,V,W))* -> Im(V).
112 29[0:Inp] || Im(triple(U,V,W))* -> Im(U).
113 34[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),i)*.
114 33[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
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115 32[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
116 35[0:Inp] Im(U) Im(V) || -> Im(pair(V,U))*.
117 71[0:MRR:70.1,70.2,5.0,4.0] Im(sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)) || -> .
118 38[0:Inp] E(U) Im(V) || -> Knows(nonce(V,U),i)*.
119 37[0:Inp] E(U) Im(V) || -> Knows(kukey(V,U),i)*.
120 36[0:Inp] E(U) Im(V) || -> Knows(krkey(V,U),i)*.
121 67[0:MRR:58.0,58.1,58.2,58.3,58.4,11.0,32.0,12.0,6.0,13.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
122 39[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
123 64[0:MRR:53.1,53.2,53.3,33.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
124 41[0:Inp] E(U) E(V) Im(W) || -> M(sent(V,U,W))*.
125 40[0:Inp] Im(U) Im(V) Im(W) || -> Im(triple(W,V,U))*.
126 63[0:MRR:49.1,61.0] || M(sent(U,s,encr(triple(cpfc,ids,
templatec),ns)))* -> M(sent(s,d,cpfc)).
127 43[0:Inp] E(U) Im(V) || Knows(krkey(W,U),i)* -> Im(sign(V,W))
*.
128 42[0:Inp] E(U) Im(V) || Knows(kukey(W,U),i)* -> Im(encr(V,W))
*.
129 44[0:Inp] E(U) || Im(encr(V,W))* Knows(nonce(W,U),i)* -> Im(V
).
130 46[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
131 65[0:MRR:56.1,56.2,56.3,33.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> M(sent(c,s,encr(triple(cpfc,ids,templatec),ns
)))*.
132 48[0:Inp] E(U) || Im(encr(V,W))* Knows(kp(krkey(X,U),kukey(W,
U)),i)* -> Im(V).
133 50[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
134 51[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
135 52[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
136 68[0:MRR:59.1,59.2,59.3,24.0,16.0,33.0] || M(sent(U,c,encr(
triple(na,cpfc,ida),cerc)))* -> M(sent(c,s,pair(encr(pair
(na,sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
137 69[0:MRR:60.1,60.2,60.3,60.4,60.5,66.0,12.0,32.0,6.0,13.0] ||
M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,templatec)
,krc)),cera)))* -> M(sent(a,s,pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd)))*.
138 54[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
139 55[0:Inp] || M(sent(U,d,cpfc))* Stores(cpfc,d) Stores(sign(
sign(triple(codc,cpfc,templatec),krc),kra),d) -> M(sent(d
,s,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
140 SPASS V 3.5
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141 SPASS beiseite: Completion found.
142 Problem: C:/Users/Eduardo/AppData/Local/Tempqt_temp.b02596
143 SPASS derived 115 clauses, backtracked 0 clauses, performed 0
splits and kept 129 clauses.
144 SPASS allocated 30209 KBytes.
145 SPASS spent 0:00:00.23 on the problem.
146 0:00:00.02 for the input.
147 0:00:00.02 for the FLOTTER CNF translation.
148 0:00:00.00 for inferences.
149 0:00:00.00 for the backtracking.
150 0:00:00.00 for the reduction.
151
152
153 The saturated set of worked-off clauses is :
154 215[0:Res:203.0,54.0] || -> M(sent(s,a,encr(pair(na,sign(
triple(codc,cpfc,templatec),krc)),cera)))*.
155 236[0:Res:169.0,233.0] || -> M(sent(d,s,sign(sign(triple(
codc,cpfc,templatec),krc),kra)))*.
156 228[0:Res:212.0,52.0] || -> M(sent(s,d,sign(sign(triple(codc
,cpfc,templatec),krc),kra)))*.
157 234[0:Res:227.0,25.0] || -> Im(sign(sign(triple(codc,cpfc,
templatec),krc),kra))*.
158 235[0:Res:227.0,26.0] || -> Im(idd)*.
159 227[0:Res:212.0,28.0] || -> Im(pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd))*.
160 229[0:Res:212.0,51.0] || -> Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d)*.
161 230[0:Res:212.0,46.0] || -> Stores(cpfc,d)*.
162 212[0:MRR:208.0,210.0] || -> M(sent(a,s,pair(sign(sign(
triple(codc,cpfc,templatec),krc),kra),idd)))*.
163 226[0:Res:223.0,31.0] || -> Im(templatec)*.
164 224[0:Res:223.0,29.0] || -> Im(codc)*.
165 223[0:Res:219.0,27.0] || -> Im(triple(codc,cpfc,templatec))
*.
166 219[0:Res:214.0,26.0] || -> Im(sign(triple(codc,cpfc,
templatec),krc))*.
167 218[0:Res:214.0,25.0] || -> Im(na)*.
168 214[0:Res:210.0,172.0] || -> Im(pair(na,sign(triple(codc,
cpfc,templatec),krc)))*.
169 210[0:Res:209.0,25.0] || -> Im(encr(pair(na,sign(triple(codc
,cpfc,templatec),krc)),cera))*.
170 211[0:Res:209.0,26.0] || -> Im(ida)*.
171 209[0:Res:203.0,28.0] || -> Im(pair(encr(pair(na,sign(triple
(codc,cpfc,templatec),krc)),cera),ida))*.
172 203[0:Res:181.0,68.0] || -> M(sent(c,s,pair(encr(pair(na,
sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
173 181[0:Res:67.0,50.0] || -> M(sent(s,c,encr(triple(na,cpfc,
ida),cerc)))*.
174 180[0:Res:168.0,160.1] Im(ns) || -> Im(triple(cpfc,ids,
templatec))*.
175 176[0:Res:109.0,160.1] Im(cerc) || -> Im(triple(na,cpfc,ida)
)*.
176 175[0:Res:102.0,160.1] Im(cerc) || -> Im(ns)*.
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177 160[0:EmS:139.1,1.0] Im(U) || Im(encr(V,U))* -> Im(V).
178 172[0:SSi:171.0,1.0] || Im(encr(U,cera))* -> Im(U).
179 48[0:Inp] E(U) || Im(encr(V,W))* Knows(kp(krkey(X,U),kukey(W,
U)),i)*+ -> Im(V).
180 168[0:Res:165.0,28.0] || -> Im(encr(triple(cpfc,ids,
templatec),ns))*.
181 170[0:Res:169.0,28.0] || -> Im(cpfc)*.
182 169[0:Res:165.0,63.0] || -> M(sent(s,d,cpfc))*.
183 165[0:Res:62.0,65.0] || -> M(sent(c,s,encr(triple(cpfc,ids,
templatec),ns)))*.
184 154[0:EmS:133.1,1.0] Im(U) Im(V) || -> Im(encr(V,U))*.
185 150[0:SSi:148.0,20.0] Im(krc) || -> .
186 142[0:EmS:126.1,1.0] Im(U) Im(V) || -> Im(sign(V,U))*.
187 137[0:SSi:136.0,20.0] E(U) || Knows(krkey(krc,U),i)* -> .
188 44[0:Inp] E(U) || Im(encr(V,W))* Knows(nonce(W,U),i)*+ -> Im(
V).
189 134[0:SoR:71.0,125.1] Im(sign(triple(icodc,icpfc,itemplatec),
krc)) || -> .
190 132[0:SSi:129.0,2.0] Im(U) || -> Im(encr(U,cerc))*.
191 131[0:SSi:128.0,1.0] Im(U) || -> Im(encr(U,cera))*.
192 125[0:SSi:123.0,1.0] Im(U) || -> Im(sign(U,kra))*.
193 42[0:Inp] E(U) Im(V) || Knows(kukey(W,U),i)*+ -> Im(encr(V,W)
)*.
194 43[0:Inp] E(U) Im(V) || Knows(krkey(W,U),i)*+ -> Im(sign(V,W)
)*.
195 115[0:SSi:113.2,113.0,102.0,2.0] E(U) || -> Stores(pair(ns,U
),c)*.
196 40[0:Inp] Im(U) Im(V) Im(W) || -> Im(triple(W,V,U))*.
197 41[0:Inp] E(U) E(V) Im(W) || -> M(sent(V,U,W))*.
198 111[0:Res:62.0,64.0] || -> Stores(pair(ns,s),c)*.
199 64[0:MRR:53.1,53.2,53.3,33.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
200 109[0:Res:108.0,25.0] || -> Im(encr(triple(na,cpfc,ida),cerc
))*.
201 39[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
202 110[0:Res:108.0,26.0] || -> Im(idc)*.
203 108[0:Res:67.0,28.0] || -> Im(pair(encr(triple(na,cpfc,ida),
cerc),idc))*.
204 67[0:MRR:58.0,58.1,58.2,58.3,58.4,11.0,32.0,12.0,6.0,13.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
205 36[0:Inp] E(U) Im(V) || -> Knows(krkey(V,U),i)*.
206 37[0:Inp] E(U) Im(V) || -> Knows(kukey(V,U),i)*.
207 38[0:Inp] E(U) Im(V) || -> Knows(nonce(V,U),i)*.
208 35[0:Inp] Im(U) Im(V) || -> Im(pair(V,U))*.
209 71[0:MRR:70.1,70.2,5.0,4.0] Im(sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)) || -> .
210 32[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
211 33[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
212 34[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),i)*.
213 105[0:Res:20.0,29.0] || -> Im(icodc)*.
214 29[0:Inp] || Im(triple(U,V,W))* -> Im(U).
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215 104[0:Res:20.0,30.0] || -> Im(icpfc)*.
216 30[0:Inp] || Im(triple(U,V,W))* -> Im(V).
217 103[0:Res:20.0,31.0] || -> Im(itemplatec)*.
218 31[0:Inp] || Im(triple(U,V,W))* -> Im(W).
219 102[0:Res:62.0,28.0] || -> Im(encr(ns,cerc))*.
220 28[0:Inp] || M(sent(U,V,W))* -> Im(W).
221 25[0:Inp] || Im(pair(U,V))* -> Im(U).
222 26[0:Inp] || Im(pair(U,V))* -> Im(V).
223 27[0:Inp] || Im(sign(U,V))* -> Im(U).
224 62[0:MRR:47.0,47.1,18.0,19.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
225 24[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
226 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
227 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
228 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
229 13[0:Inp] || -> Knows(nonce(na,a),a)*.
230 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
231 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
232 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
233 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
234 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
235 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
236 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
237 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
238 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
239 23[0:Inp] || -> Knows(krkey(kra,a),i)*.
240 66[0:MRR:57.0,57.1,57.2,57.3,57.4,11.0,32.0,12.0,6.0,13.0] ||
-> Stores(pair(na,cpfc),a)*.
241 61[0:MRR:45.0,45.1,18.0,19.0] || -> Stores(pair(ns,cerc),s)
*.
242 6[0:Inp] || -> Knows(cpfc,a)*.
243 7[0:Inp] || -> Knows(codc,c)*.
244 8[0:Inp] || -> Knows(cpfc,c)*.
245 9[0:Inp] || -> Knows(templatec,c)*.
246 1[0:Inp] || -> E(a)*.
247 2[0:Inp] || -> E(c)*.
248 3[0:Inp] || -> E(s)*.
249 4[0:Inp] || -> E(d)*.
250 5[0:Inp] || -> E(i)*.
251 --------------------------SPASS-STOP
------------------------------
A.4.6 Fato 6
Γestendido ∪ { Fo´rmula 51 } 6`M(sent(i, d, sign(
sign(triple(icodc, icpfc, itemplatec), krc), kra)))
1
2 --------------------------SPASS-START
-----------------------------
3 Input Problem:
4 1[0:Inp] || -> E(a)*.
5 2[0:Inp] || -> E(c)*.
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6 3[0:Inp] || -> E(s)*.
7 4[0:Inp] || -> E(d)*.
8 5[0:Inp] || -> E(i)*.
9 6[0:Inp] || -> Knows(cpfc,a)*.
10 7[0:Inp] || -> Knows(codc,c)*.
11 8[0:Inp] || -> Knows(cpfc,c)*.
12 9[0:Inp] || -> Knows(templatec,c)*.
13 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
14 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
15 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
16 13[0:Inp] || -> Knows(nonce(na,a),a)*.
17 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
18 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
19 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
20 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
21 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
22 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
23 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
24 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
25 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
26 23[0:Inp] || -> Knows(krkey(krc,c),i)*.
27 24[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
28 25[0:Inp] || Im(pair(U,V))* -> Im(U).
29 26[0:Inp] || Im(pair(U,V))* -> Im(V).
30 27[0:Inp] || Im(sign(U,V))* -> Im(U).
31 28[0:Inp] || M(sent(U,V,W))* -> Im(W).
32 29[0:Inp] || Im(triple(U,V,W))* -> Im(U).
33 30[0:Inp] || Im(triple(U,V,W))* -> Im(V).
34 31[0:Inp] || Im(triple(U,V,W))* -> Im(W).
35 32[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
36 33[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
37 34[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),i)*.
38 35[0:Inp] || Im(U) Im(V) -> Im(pair(U,V))*.
39 36[0:Inp] || Im(U) E(V) -> Knows(krkey(U,V),i)*.
40 37[0:Inp] || Im(U) E(V) -> Knows(kukey(U,V),i)*.
41 38[0:Inp] || Im(U) E(V) -> Knows(nonce(U,V),i)*.
42 39[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
43 40[0:Inp] || Im(U) Im(V) Im(W) -> Im(triple(U,V,W))*.
44 41[0:Inp] || Im(U) E(V) E(W) -> M(sent(V,W,U))*.
45 42[0:Inp] || Im(U) Knows(kukey(V,W),i)* E(W) -> Im(encr(U,V))
*.
46 43[0:Inp] || Im(U) Knows(krkey(V,W),i)* E(W) -> Im(sign(U,V))
*.
47 44[0:Inp] || Im(encr(U,V))* Knows(nonce(V,W),i)* E(W) -> Im(U
).
48 45[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) ->
Stores(pair(ns,cerc),s)*.
49 46[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
50 47[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) -> M
(sent(s,c,encr(ns,cerc)))*.
129
51 48[0:Inp] || Knows(kp(krkey(U,V),kukey(W,V)),i)* Im(encr(X,W)
)* E(V) -> Im(X).
52 49[0:Inp] || M(sent(U,s,encr(triple(cpfc,ids,templatec),ns)))
* Stores(pair(ns,cerc),s) -> M(sent(s,d,cpfc)).
53 50[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
54 51[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
55 52[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
56 53[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c)* Knows(templatec,c) Knows(cpfc,c) ->
Stores(pair(ns,U),c).
57 54[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
58 55[0:Inp] || M(sent(U,d,cpfc))* Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d) Stores(cpfc,d) -> M(sent(d,s
,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
59 56[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c) Knows(templatec,c) Knows(cpfc,c) -> M
(sent(c,s,encr(triple(cpfc,ids,templatec),ns)))*.
60 57[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a)* Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> Stores(pair(na,cpfc),a).
61 58[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a) Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> M(sent(a,s,pair(encr(triple(na,
cpfc,ida),cerc),idc)))*.
62 59[0:Inp] || M(sent(U,c,encr(triple(na,cpfc,ida),cerc)))*
Knows(triple(codc,cpfc,templatec),c) Knows(kukey(cera,a),
c) Knows(kp(krkey(krc,c),kukey(cerc,c)),c) -> M(sent(c,s,
pair(encr(pair(na,sign(triple(codc,cpfc,templatec),krc)),
cera),ida)))*.
63 60[0:Inp] || M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,
templatec),krc)),cera)))* Stores(pair(na,cpfc),a) Knows(
kukey(cerc,c),a) Knows(kp(krkey(kra,a),kukey(cera,a)),a)
Knows(cpfc,a) Knows(nonce(na,a),a) -> M(sent(a,s,pair(
sign(sign(triple(codc,cpfc,templatec),krc),kra),idd)))*.
64 This is a first-order Horn problem without equality.
65 This is a problem that contains sort information.
66 The conjecture is ground.
67 The following monadic predicates have finite extensions: E.
68 Axiom clauses: 59 Conjecture clauses: 1
69 Inferences: IEmS=1 ISoR=1 IORe=1
70 Reductions: RFMRR=1 RBMRR=1 RObv=1 RUnC=1 RTaut=1 RSST=1
RSSi=1 RFSub=1 RBSub=1 RCon=1
71 Extras : Input Saturation, Dynamic Selection, No
Splitting, Full Reduction, Ratio: 5, FuncWeight: 1,
VarWeight: 1
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72 Precedence: pair > krkey > kukey > kp > nonce > encr > sign
> triple > sent > Im > Stores > Knows > M > E > a > c >
s > d > i > kra > cera > krc > cerc > na > ns > codc >
cpfc > templatec > icodc > icpfc > itemplatec > ida >
idc > idd > ids
73 Ordering : KBO
74 Processed Problem:
75
76 Worked Off Clauses:
77
78 Usable Clauses:
79 5[0:Inp] || -> E(i)*.
80 4[0:Inp] || -> E(d)*.
81 3[0:Inp] || -> E(s)*.
82 2[0:Inp] || -> E(c)*.
83 1[0:Inp] || -> E(a)*.
84 9[0:Inp] || -> Knows(templatec,c)*.
85 8[0:Inp] || -> Knows(cpfc,c)*.
86 7[0:Inp] || -> Knows(codc,c)*.
87 6[0:Inp] || -> Knows(cpfc,a)*.
88 61[0:MRR:45.0,45.1,18.0,19.0] || -> Stores(pair(ns,cerc),s)
*.
89 66[0:MRR:57.0,57.1,57.2,57.3,57.4,11.0,32.0,12.0,6.0,13.0] ||
-> Stores(pair(na,cpfc),a)*.
90 23[0:Inp] || -> Knows(krkey(krc,c),i)*.
91 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
92 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
93 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
94 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
95 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
96 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
97 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
98 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
99 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
100 13[0:Inp] || -> Knows(nonce(na,a),a)*.
101 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
102 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
103 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
104 24[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
105 62[0:MRR:47.0,47.1,18.0,19.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
106 27[0:Inp] || Im(sign(U,V))* -> Im(U).
107 26[0:Inp] || Im(pair(U,V))* -> Im(V).
108 25[0:Inp] || Im(pair(U,V))* -> Im(U).
109 28[0:Inp] || M(sent(U,V,W))* -> Im(W).
110 31[0:Inp] || Im(triple(U,V,W))* -> Im(W).
111 30[0:Inp] || Im(triple(U,V,W))* -> Im(V).
112 29[0:Inp] || Im(triple(U,V,W))* -> Im(U).
113 34[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),i)*.
114 33[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
115 32[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
116 35[0:Inp] Im(U) Im(V) || -> Im(pair(V,U))*.
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117 71[0:MRR:70.1,70.2,5.0,4.0] Im(sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)) || -> .
118 38[0:Inp] E(U) Im(V) || -> Knows(nonce(V,U),i)*.
119 37[0:Inp] E(U) Im(V) || -> Knows(kukey(V,U),i)*.
120 36[0:Inp] E(U) Im(V) || -> Knows(krkey(V,U),i)*.
121 67[0:MRR:58.0,58.1,58.2,58.3,58.4,11.0,32.0,12.0,6.0,13.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
122 39[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
123 64[0:MRR:53.1,53.2,53.3,33.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
124 41[0:Inp] E(U) E(V) Im(W) || -> M(sent(V,U,W))*.
125 40[0:Inp] Im(U) Im(V) Im(W) || -> Im(triple(W,V,U))*.
126 63[0:MRR:49.1,61.0] || M(sent(U,s,encr(triple(cpfc,ids,
templatec),ns)))* -> M(sent(s,d,cpfc)).
127 43[0:Inp] E(U) Im(V) || Knows(krkey(W,U),i)* -> Im(sign(V,W))
*.
128 42[0:Inp] E(U) Im(V) || Knows(kukey(W,U),i)* -> Im(encr(V,W))
*.
129 44[0:Inp] E(U) || Im(encr(V,W))* Knows(nonce(W,U),i)* -> Im(V
).
130 46[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
131 65[0:MRR:56.1,56.2,56.3,33.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> M(sent(c,s,encr(triple(cpfc,ids,templatec),ns
)))*.
132 48[0:Inp] E(U) || Im(encr(V,W))* Knows(kp(krkey(X,U),kukey(W,
U)),i)* -> Im(V).
133 50[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
134 51[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
135 52[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
136 68[0:MRR:59.1,59.2,59.3,24.0,16.0,33.0] || M(sent(U,c,encr(
triple(na,cpfc,ida),cerc)))* -> M(sent(c,s,pair(encr(pair
(na,sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
137 69[0:MRR:60.1,60.2,60.3,60.4,60.5,66.0,12.0,32.0,6.0,13.0] ||
M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,templatec)
,krc)),cera)))* -> M(sent(a,s,pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd)))*.
138 54[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
139 55[0:Inp] || M(sent(U,d,cpfc))* Stores(cpfc,d) Stores(sign(
sign(triple(codc,cpfc,templatec),krc),kra),d) -> M(sent(d
,s,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
140 SPASS V 3.5
141 SPASS beiseite: Completion found.
142 Problem: C:/Users/Eduardo/AppData/Local/Tempqt_temp.b02596
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143 SPASS derived 112 clauses, backtracked 0 clauses, performed 0
splits and kept 125 clauses.
144 SPASS allocated 30209 KBytes.
145 SPASS spent 0:00:00.22 on the problem.
146 0:00:00.00 for the input.
147 0:00:00.02 for the FLOTTER CNF translation.
148 0:00:00.00 for inferences.
149 0:00:00.00 for the backtracking.
150 0:00:00.00 for the reduction.
151
152
153 The saturated set of worked-off clauses is :
154 234[0:Res:207.0,54.0] || -> M(sent(s,a,encr(pair(na,sign(
triple(codc,cpfc,templatec),krc)),cera)))*.
155 226[0:Res:168.0,223.0] || -> M(sent(d,s,sign(sign(triple(
codc,cpfc,templatec),krc),kra)))*.
156 218[0:Res:216.0,52.0] || -> M(sent(s,d,sign(sign(triple(codc
,cpfc,templatec),krc),kra)))*.
157 231[0:Res:230.0,29.0] || -> Im(codc)*.
158 230[0:Res:229.0,27.0] || -> Im(triple(codc,cpfc,templatec))
*.
159 229[0:Res:224.0,27.0] || -> Im(sign(triple(codc,cpfc,
templatec),krc))*.
160 224[0:Res:217.0,25.0] || -> Im(sign(sign(triple(codc,cpfc,
templatec),krc),kra))*.
161 225[0:Res:217.0,26.0] || -> Im(idd)*.
162 217[0:Res:216.0,28.0] || -> Im(pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd))*.
163 219[0:Res:216.0,51.0] || -> Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d)*.
164 220[0:Res:216.0,46.0] || -> Stores(cpfc,d)*.
165 216[0:SSi:215.1,215.0,211.0,1.0] || -> M(sent(a,s,pair(sign(
sign(triple(codc,cpfc,templatec),krc),kra),idd)))*.
166 213[0:Res:211.0,154.1] Im(cera) || -> Im(pair(na,sign(triple
(codc,cpfc,templatec),krc)))*.
167 211[0:Res:210.0,25.0] || -> Im(encr(pair(na,sign(triple(codc
,cpfc,templatec),krc)),cera))*.
168 210[0:Res:207.0,28.0] || -> Im(pair(encr(pair(na,sign(triple
(codc,cpfc,templatec),krc)),cera),ida))*.
169 207[0:Res:181.0,68.0] || -> M(sent(c,s,pair(encr(pair(na,
sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
170 197[0:SSi:196.1,20.0] E(U) || Knows(krkey(kra,U),i)* -> .
171 181[0:Res:67.0,50.0] || -> M(sent(s,c,encr(triple(na,cpfc,
ida),cerc)))*.
172 186[0:Res:177.0,31.0] || -> Im(templatec)*.
173 185[0:Res:177.0,30.0] || -> Im(ids)*.
174 177[0:MRR:170.0,173.0] || -> Im(triple(cpfc,ids,templatec))
*.
175 180[0:Res:174.0,31.0] || -> Im(ida)*.
176 178[0:Res:174.0,29.0] || -> Im(na)*.
177 174[0:Res:109.0,172.0] || -> Im(triple(na,cpfc,ida))*.
178 173[0:Res:102.0,172.0] || -> Im(ns)*.
179 172[0:SSi:171.0,2.0] || Im(encr(U,cerc))* -> Im(U).
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180 48[0:Inp] E(U) || Im(encr(V,W))* Knows(kp(krkey(X,U),kukey(W,
U)),i)*+ -> Im(V).
181 167[0:Res:164.0,28.0] || -> Im(encr(triple(cpfc,ids,
templatec),ns))*.
182 169[0:Res:168.0,28.0] || -> Im(cpfc)*.
183 168[0:Res:164.0,63.0] || -> M(sent(s,d,cpfc))*.
184 164[0:Res:62.0,65.0] || -> M(sent(c,s,encr(triple(cpfc,ids,
templatec),ns)))*.
185 154[0:EmS:141.1,1.0] Im(U) || Im(encr(V,U))* -> Im(V).
186 145[0:EmS:133.1,1.0] Im(U) Im(V) || -> Im(encr(V,U))*.
187 144[0:SSi:142.0,125.0,20.1] Im(kra) || -> .
188 135[0:EmS:126.1,1.0] Im(U) Im(V) || -> Im(sign(V,U))*.
189 44[0:Inp] E(U) || Im(encr(V,W))* Knows(nonce(W,U),i)*+ -> Im(
V).
190 132[0:SSi:129.0,2.0] Im(U) || -> Im(encr(U,cerc))*.
191 131[0:SSi:128.0,1.0] Im(U) || -> Im(encr(U,cera))*.
192 125[0:SSi:123.0,2.0] Im(U) || -> Im(sign(U,krc))*.
193 42[0:Inp] E(U) Im(V) || Knows(kukey(W,U),i)*+ -> Im(encr(V,W)
)*.
194 43[0:Inp] E(U) Im(V) || Knows(krkey(W,U),i)*+ -> Im(sign(V,W)
)*.
195 115[0:SSi:113.2,113.0,102.0,2.0] E(U) || -> Stores(pair(ns,U
),c)*.
196 40[0:Inp] Im(U) Im(V) Im(W) || -> Im(triple(W,V,U))*.
197 41[0:Inp] E(U) E(V) Im(W) || -> M(sent(V,U,W))*.
198 111[0:Res:62.0,64.0] || -> Stores(pair(ns,s),c)*.
199 64[0:MRR:53.1,53.2,53.3,33.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
200 109[0:Res:108.0,25.0] || -> Im(encr(triple(na,cpfc,ida),cerc
))*.
201 39[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
202 110[0:Res:108.0,26.0] || -> Im(idc)*.
203 108[0:Res:67.0,28.0] || -> Im(pair(encr(triple(na,cpfc,ida),
cerc),idc))*.
204 67[0:MRR:58.0,58.1,58.2,58.3,58.4,11.0,32.0,12.0,6.0,13.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
205 36[0:Inp] E(U) Im(V) || -> Knows(krkey(V,U),i)*.
206 37[0:Inp] E(U) Im(V) || -> Knows(kukey(V,U),i)*.
207 38[0:Inp] E(U) Im(V) || -> Knows(nonce(V,U),i)*.
208 35[0:Inp] Im(U) Im(V) || -> Im(pair(V,U))*.
209 71[0:MRR:70.1,70.2,5.0,4.0] Im(sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)) || -> .
210 32[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
211 33[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
212 34[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),i)*.
213 105[0:Res:20.0,29.0] || -> Im(icodc)*.
214 29[0:Inp] || Im(triple(U,V,W))* -> Im(U).
215 104[0:Res:20.0,30.0] || -> Im(icpfc)*.
216 30[0:Inp] || Im(triple(U,V,W))* -> Im(V).
217 103[0:Res:20.0,31.0] || -> Im(itemplatec)*.
218 31[0:Inp] || Im(triple(U,V,W))* -> Im(W).
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219 102[0:Res:62.0,28.0] || -> Im(encr(ns,cerc))*.
220 28[0:Inp] || M(sent(U,V,W))* -> Im(W).
221 25[0:Inp] || Im(pair(U,V))* -> Im(U).
222 26[0:Inp] || Im(pair(U,V))* -> Im(V).
223 27[0:Inp] || Im(sign(U,V))* -> Im(U).
224 62[0:MRR:47.0,47.1,18.0,19.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
225 24[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
226 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
227 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
228 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
229 13[0:Inp] || -> Knows(nonce(na,a),a)*.
230 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
231 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
232 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
233 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
234 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
235 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
236 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
237 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
238 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
239 23[0:Inp] || -> Knows(krkey(krc,c),i)*.
240 66[0:MRR:57.0,57.1,57.2,57.3,57.4,11.0,32.0,12.0,6.0,13.0] ||
-> Stores(pair(na,cpfc),a)*.
241 61[0:MRR:45.0,45.1,18.0,19.0] || -> Stores(pair(ns,cerc),s)
*.
242 6[0:Inp] || -> Knows(cpfc,a)*.
243 7[0:Inp] || -> Knows(codc,c)*.
244 8[0:Inp] || -> Knows(cpfc,c)*.
245 9[0:Inp] || -> Knows(templatec,c)*.
246 1[0:Inp] || -> E(a)*.
247 2[0:Inp] || -> E(c)*.
248 3[0:Inp] || -> E(s)*.
249 4[0:Inp] || -> E(d)*.
250 5[0:Inp] || -> E(i)*.
251 --------------------------SPASS-STOP
------------------------------
A.4.7 Fato 7
Γestendido ∪ { Fo´rmula 50, Fo´rmula 51 } `M(sent(i, d,
sign(sign(triple(icodc, icpfc, itemplatec), krc), kra)))
1
2 --------------------------SPASS-START
-----------------------------
3 Input Problem:
4 1[0:Inp] || -> E(a)*.
5 2[0:Inp] || -> E(c)*.
6 3[0:Inp] || -> E(s)*.
7 4[0:Inp] || -> E(d)*.
8 5[0:Inp] || -> E(i)*.
9 6[0:Inp] || -> Knows(cpfc,a)*.
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10 7[0:Inp] || -> Knows(codc,c)*.
11 8[0:Inp] || -> Knows(cpfc,c)*.
12 9[0:Inp] || -> Knows(templatec,c)*.
13 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
14 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
15 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
16 13[0:Inp] || -> Knows(nonce(na,a),a)*.
17 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
18 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
19 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
20 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
21 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
22 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
23 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
24 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
25 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
26 23[0:Inp] || -> Knows(krkey(kra,a),i)*.
27 24[0:Inp] || -> Knows(krkey(krc,c),i)*.
28 25[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
29 26[0:Inp] || Im(pair(U,V))* -> Im(U).
30 27[0:Inp] || Im(pair(U,V))* -> Im(V).
31 28[0:Inp] || Im(sign(U,V))* -> Im(U).
32 29[0:Inp] || M(sent(U,V,W))* -> Im(W).
33 30[0:Inp] || Im(triple(U,V,W))* -> Im(U).
34 31[0:Inp] || Im(triple(U,V,W))* -> Im(V).
35 32[0:Inp] || Im(triple(U,V,W))* -> Im(W).
36 33[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
37 34[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
38 35[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),i)*.
39 36[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),i)*.
40 37[0:Inp] || Im(U) Im(V) -> Im(pair(U,V))*.
41 38[0:Inp] || Im(U) E(V) -> Knows(krkey(U,V),i)*.
42 39[0:Inp] || Im(U) E(V) -> Knows(kukey(U,V),i)*.
43 40[0:Inp] || Im(U) E(V) -> Knows(nonce(U,V),i)*.
44 41[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
45 42[0:Inp] || Im(U) Im(V) Im(W) -> Im(triple(U,V,W))*.
46 43[0:Inp] || Im(U) E(V) E(W) -> M(sent(V,W,U))*.
47 44[0:Inp] || Im(U) Knows(kukey(V,W),i)* E(W) -> Im(encr(U,V))
*.
48 45[0:Inp] || Im(U) Knows(krkey(V,W),i)* E(W) -> Im(sign(U,V))
*.
49 46[0:Inp] || Im(encr(U,V))* Knows(nonce(V,W),i)* E(W) -> Im(U
).
50 47[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) ->
Stores(pair(ns,cerc),s)*.
51 48[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
52 49[0:Inp] || Knows(kukey(cerc,c),s) Knows(nonce(ns,s),s) -> M
(sent(s,c,encr(ns,cerc)))*.
53 50[0:Inp] || Knows(kp(krkey(U,V),kukey(W,V)),i)* Im(encr(X,W)
)* E(V) -> Im(X).
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54 51[0:Inp] || M(sent(U,s,encr(triple(cpfc,ids,templatec),ns)))
* Stores(pair(ns,cerc),s) -> M(sent(s,d,cpfc)).
55 52[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
56 53[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
57 54[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
58 55[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c)* Knows(templatec,c) Knows(cpfc,c) ->
Stores(pair(ns,U),c).
59 56[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
60 57[0:Inp] || M(sent(U,d,cpfc))* Stores(sign(sign(triple(codc,
cpfc,templatec),krc),kra),d) Stores(cpfc,d) -> M(sent(d,s
,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
61 58[0:Inp] || M(sent(U,c,encr(ns,cerc)))* Knows(kp(krkey(krc,c
),kukey(cerc,c)),c) Knows(templatec,c) Knows(cpfc,c) -> M
(sent(c,s,encr(triple(cpfc,ids,templatec),ns)))*.
62 59[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a)* Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> Stores(pair(na,cpfc),a).
63 60[0:Inp] || Knows(kukey(cera,a),a) Knows(kp(krkey(kra,a),
kukey(cera,a)),a) Knows(kukey(cerc,c),a) Knows(cpfc,a)
Knows(nonce(na,a),a) -> M(sent(a,s,pair(encr(triple(na,
cpfc,ida),cerc),idc)))*.
64 61[0:Inp] || M(sent(U,c,encr(triple(na,cpfc,ida),cerc)))*
Knows(triple(codc,cpfc,templatec),c) Knows(kukey(cera,a),
c) Knows(kp(krkey(krc,c),kukey(cerc,c)),c) -> M(sent(c,s,
pair(encr(pair(na,sign(triple(codc,cpfc,templatec),krc)),
cera),ida)))*.
65 62[0:Inp] || M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,
templatec),krc)),cera)))* Stores(pair(na,cpfc),a) Knows(
kukey(cerc,c),a) Knows(kp(krkey(kra,a),kukey(cera,a)),a)
Knows(cpfc,a) Knows(nonce(na,a),a) -> M(sent(a,s,pair(
sign(sign(triple(codc,cpfc,templatec),krc),kra),idd)))*.
66 This is a first-order Horn problem without equality.
67 This is a problem that contains sort information.
68 The conjecture is ground.
69 The following monadic predicates have finite extensions: E.
70 Axiom clauses: 61 Conjecture clauses: 1
71 Inferences: IEmS=1 ISoR=1 IORe=1
72 Reductions: RFMRR=1 RBMRR=1 RObv=1 RUnC=1 RTaut=1 RSST=1
RSSi=1 RFSub=1 RBSub=1 RCon=1
73 Extras : Input Saturation, Dynamic Selection, No
Splitting, Full Reduction, Ratio: 5, FuncWeight: 1,
VarWeight: 1
74 Precedence: pair > krkey > kukey > kp > nonce > encr > sign
> triple > sent > Im > Stores > Knows > M > E > a > c >
s > d > i > kra > cera > krc > cerc > na > ns > codc >
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cpfc > templatec > icodc > icpfc > itemplatec > ida >
idc > idd > ids
75 Ordering : KBO
76 Processed Problem:
77
78 Worked Off Clauses:
79
80 Usable Clauses:
81 5[0:Inp] || -> E(i)*.
82 4[0:Inp] || -> E(d)*.
83 3[0:Inp] || -> E(s)*.
84 2[0:Inp] || -> E(c)*.
85 1[0:Inp] || -> E(a)*.
86 9[0:Inp] || -> Knows(templatec,c)*.
87 8[0:Inp] || -> Knows(cpfc,c)*.
88 7[0:Inp] || -> Knows(codc,c)*.
89 6[0:Inp] || -> Knows(cpfc,a)*.
90 63[0:MRR:47.0,47.1,18.0,19.0] || -> Stores(pair(ns,cerc),s)
*.
91 68[0:MRR:59.0,59.1,59.2,59.3,59.4,11.0,33.0,12.0,6.0,13.0] ||
-> Stores(pair(na,cpfc),a)*.
92 24[0:Inp] || -> Knows(krkey(krc,c),i)*.
93 23[0:Inp] || -> Knows(krkey(kra,a),i)*.
94 22[0:Inp] || -> Knows(kukey(cera,a),i)*.
95 21[0:Inp] || -> Knows(kukey(cerc,c),i)*.
96 18[0:Inp] || -> Knows(kukey(cerc,c),s)*.
97 17[0:Inp] || -> Knows(kukey(cera,a),s)*.
98 16[0:Inp] || -> Knows(kukey(cera,a),c)*.
99 12[0:Inp] || -> Knows(kukey(cerc,c),a)*.
100 19[0:Inp] || -> Knows(nonce(ns,s),s)*.
101 15[0:Inp] || -> Knows(kukey(cerc,c),c)*.
102 14[0:Inp] || -> Knows(krkey(krc,c),c)*.
103 13[0:Inp] || -> Knows(nonce(na,a),a)*.
104 11[0:Inp] || -> Knows(kukey(cera,a),a)*.
105 10[0:Inp] || -> Knows(krkey(kra,a),a)*.
106 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
107 25[0:Inp] || -> Knows(triple(codc,cpfc,templatec),c)*.
108 64[0:MRR:49.0,49.1,18.0,19.0] || -> M(sent(s,c,encr(ns,cerc)
))*.
109 28[0:Inp] || Im(sign(U,V))* -> Im(U).
110 27[0:Inp] || Im(pair(U,V))* -> Im(V).
111 26[0:Inp] || Im(pair(U,V))* -> Im(U).
112 29[0:Inp] || M(sent(U,V,W))* -> Im(W).
113 32[0:Inp] || Im(triple(U,V,W))* -> Im(W).
114 31[0:Inp] || Im(triple(U,V,W))* -> Im(V).
115 30[0:Inp] || Im(triple(U,V,W))* -> Im(U).
116 36[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),i)*.
117 35[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),i)*.
118 34[0:Inp] || -> Knows(kp(krkey(krc,c),kukey(cerc,c)),c)*.
119 33[0:Inp] || -> Knows(kp(krkey(kra,a),kukey(cera,a)),a)*.
120 37[0:Inp] Im(U) Im(V) || -> Im(pair(V,U))*.
121 73[0:MRR:72.1,72.2,5.0,4.0] Im(sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)) || -> .
138
122 40[0:Inp] E(U) Im(V) || -> Knows(nonce(V,U),i)*.
123 39[0:Inp] E(U) Im(V) || -> Knows(kukey(V,U),i)*.
124 38[0:Inp] E(U) Im(V) || -> Knows(krkey(V,U),i)*.
125 69[0:MRR:60.0,60.1,60.2,60.3,60.4,11.0,33.0,12.0,6.0,13.0] ||
-> M(sent(a,s,pair(encr(triple(na,cpfc,ida),cerc),idc))
)*.
126 41[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
127 66[0:MRR:55.1,55.2,55.3,34.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> Stores(pair(ns,U),c).
128 43[0:Inp] E(U) E(V) Im(W) || -> M(sent(V,U,W))*.
129 42[0:Inp] Im(U) Im(V) Im(W) || -> Im(triple(W,V,U))*.
130 65[0:MRR:51.1,63.0] || M(sent(U,s,encr(triple(cpfc,ids,
templatec),ns)))* -> M(sent(s,d,cpfc)).
131 45[0:Inp] E(U) Im(V) || Knows(krkey(W,U),i)* -> Im(sign(V,W))
*.
132 44[0:Inp] E(U) Im(V) || Knows(kukey(W,U),i)* -> Im(encr(V,W))
*.
133 46[0:Inp] E(U) || Im(encr(V,W))* Knows(nonce(W,U),i)* -> Im(V
).
134 48[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(cpfc,d).
135 67[0:MRR:58.1,58.2,58.3,34.0,9.0,8.0] || M(sent(U,c,encr(ns,
cerc)))* -> M(sent(c,s,encr(triple(cpfc,ids,templatec),ns
)))*.
136 50[0:Inp] E(U) || Im(encr(V,W))* Knows(kp(krkey(X,U),kukey(W,
U)),i)* -> Im(V).
137 52[0:Inp] || M(sent(U,s,pair(encr(triple(na,cpfc,ida),cerc),
idc)))* -> M(sent(s,c,encr(triple(na,cpfc,ida),cerc))).
138 53[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> Stores(sign(sign(triple(
codc,cpfc,templatec),krc),kra),d).
139 54[0:Inp] || M(sent(U,s,pair(sign(sign(triple(codc,cpfc,
templatec),krc),kra),idd)))* -> M(sent(s,d,sign(sign(
triple(codc,cpfc,templatec),krc),kra))).
140 70[0:MRR:61.1,61.2,61.3,25.0,16.0,34.0] || M(sent(U,c,encr(
triple(na,cpfc,ida),cerc)))* -> M(sent(c,s,pair(encr(pair
(na,sign(triple(codc,cpfc,templatec),krc)),cera),ida)))*.
141 71[0:MRR:62.1,62.2,62.3,62.4,62.5,68.0,12.0,33.0,6.0,13.0] ||
M(sent(U,a,encr(pair(na,sign(triple(codc,cpfc,templatec)
,krc)),cera)))* -> M(sent(a,s,pair(sign(sign(triple(codc,
cpfc,templatec),krc),kra),idd)))*.
142 56[0:Inp] || M(sent(U,s,pair(encr(pair(na,sign(triple(codc,
cpfc,templatec),krc)),cera),ida)))* -> M(sent(s,a,encr(
pair(na,sign(triple(codc,cpfc,templatec),krc)),cera))).
143 57[0:Inp] || M(sent(U,d,cpfc))* Stores(cpfc,d) Stores(sign(
sign(triple(codc,cpfc,templatec),krc),kra),d) -> M(sent(d
,s,sign(sign(triple(codc,cpfc,templatec),krc),kra)))*.
144 SPASS V 3.5
145 SPASS beiseite: Proof found.
146 Problem: C:/Users/Eduardo/AppData/Local/Tempqt_temp.b02596
147 SPASS derived 25 clauses, backtracked 0 clauses, performed 0
splits and kept 78 clauses.
139
148 SPASS allocated 30201 KBytes.
149 SPASS spent 0:00:00.20 on the problem.
150 0:00:00.02 for the input.
151 0:00:00.02 for the FLOTTER CNF translation.
152 0:00:00.00 for inferences.
153 0:00:00.00 for the backtracking.
154 0:00:00.00 for the reduction.
155
156
157 Here is a proof with depth 2, length 18 :
158 1[0:Inp] || -> E(a)*.
159 2[0:Inp] || -> E(c)*.
160 4[0:Inp] || -> E(d)*.
161 5[0:Inp] || -> E(i)*.
162 20[0:Inp] || -> Im(triple(icodc,icpfc,itemplatec))*.
163 23[0:Inp] || -> Knows(krkey(kra,a),i)*.
164 24[0:Inp] || -> Knows(krkey(krc,c),i)*.
165 41[0:Inp] || M(sent(i,d,sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)))* -> .
166 43[0:Inp] E(U) E(V) Im(W) || -> M(sent(V,U,W))*.
167 45[0:Inp] E(U) Im(V) || Knows(krkey(W,U),i)*+ -> Im(sign(V,W)
)*.
168 72[0:Res:43.3,41.0] Im(sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)) E(i) E(d) || -> .
169 73[0:MRR:72.1,72.2,5.0,4.0] Im(sign(sign(triple(icodc,icpfc,
itemplatec),krc),kra)) || -> .
170 125[0:Res:24.0,45.2] E(c) Im(U) || -> Im(sign(U,krc))*.
171 126[0:Res:23.0,45.2] E(a) Im(U) || -> Im(sign(U,kra))*.
172 128[0:SSi:125.0,2.0] Im(U) || -> Im(sign(U,krc))*.
173 129[0:SSi:126.0,1.0] Im(U) || -> Im(sign(U,kra))*.
174 132[0:SoR:73.0,129.1] Im(sign(triple(icodc,icpfc,itemplatec),
krc)) || -> .
175 134[0:SSi:132.0,128.0,20.1] || -> .
176 Formulae used in the proof : A_is_entity C_is_entity
D_is_entity I_is_entity I_has_forged_client_data
hypothesis_I_has_A_keypair hypothesis_I_has_C_keypair
test_attacker_capacity I_sends_faked I_generates_signed
177
178 --------------------------SPASS-STOP
------------------------------
