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a b s t r a c t
In themanuscript, we discuss the symplectic integrator for the numerical solution of a kind
of high order Schrödinger equation with trapped terms.
The Hamiltonian formulism is discovered for it. We first discretize the Hamiltonian
system in space to reduce it to a finite-dimensional one. Then the symplectic midpoint
scheme is applied to the temporal discretization. The symplectic scheme we devise is
of second order accuracy in time and 2lth order accuracy in space. It is proved that it
preserves the charge of the original equation veraciously. The energy is not preserved
explicitly for the exception of the linear case. However, after some computation, the energy
transit formula in the temporal direction is obtained. In the numerical part, we compare
our scheme with some existing schemes, including the leap frog scheme and the energy-
preserving scheme. From the numerical evidence, we find that our numerical schemes are
efficient and available.The numerical results are consistent with the theoretical analysis.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Many physical phenomena can be described by various well-known nonlinear Schrödinger equations (NLS). They are
widely applied to many important physical contexts, such as, fluid dynamics, nonlinear optics, quantum physics, plasma
physics and Bose–Einstein condensates. Moreover, the NLS equation has many formulations. It has been studied by many
authors analytically and numerically [1–15]. For example, Chang et al. presented eight numerical methods, including
difference methods, a split-step Fourier method and a pseudo-spectral scheme, for the NLS in [1]. Hong et al. discussed
the multi-symplecticity for the NLS with variable coefficients [2,3]. Chen et al. studied the symplectic and multi-symplectic
integrators for the second order NLS [4]. Xu et al. established a semi-implicit operator splitting Padé method for the NLS
with high order dispersive terms [12].
In the paper, we start by considering a class of high order nonlinear Schrödinger equations with a trapped term (HNLSET)
i
∂u
∂t
+ (−1)mα ∂
2mu
∂x2m
+ ∂ h¯(|u|
2)
∂|u|2 u+ βg(x)u = 0, (x, t) ∈ (0, L)× (0, T ], (1)
with the initial and periodic boundary conditions
u(x, 0) = u0(x), x ∈ [0, L], (2)
∂ su(x, t)
∂xs
= ∂
su(x+ L, t)
∂xs
, t ∈ [0, T ], s = 0, 1, 2, . . . ,m− 1, (3)
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where i = √−1,m ∈ N, α, β are given constants. h¯(|u|2) is a bounded real differentiable functional of |u(x, t)|2 ∈ R, and
g(x) is a real-valued bounded function with period L, u0(x) is a given complex-valued function. The effect of the trapped
term g(x) is to position the solutions near x = 0. This model includes important effects, such as nonlinearity, dispersion and
parabolic potential of trapping type.
For the initial-boundary value problem (1)–(3), there are at least two conserved quantities:
• Charge conservation law
Q(t) =
∫ L
0
|u(x, t)|2dx =
∫ L
0
|u0(x)|2dx = Q(0); (4)
• Energy conservation law
E(t) =
∫ L
0
[
α
∣∣∣∣∂mu(x, t)∂xm
∣∣∣∣2 + h¯(|u(x, t)|2)+ βg(x)|u(x, t)|2
]
dx = E(0). (5)
As a matter of fact, for the first invariant (4), we have
d
dt
Q(t) =
∫ L
0
(utu+ uut)dx
= i
∫ L
0
[(
(−1)mα ∂
2m
∂x2m
u+ h¯′(|u|2)u+ βg(x)u
)
u−
(
(−1)mα ∂
2mu
∂x2m
+ h¯′(|u|2)u+ βg(x)u
)
u
]
dx
= (−1)mai
∫ L
0
(
∂2mu
∂x2m
u− ∂
2mu
∂x2m
u
)
dx
= ai
∫ L
0
(∣∣∣∣ ∂m∂xm u |2−| ∂m∂xm u
∣∣∣∣2
)
dx
= 0. (6)
The next to the last equality has used integration by parts m times and periodicity of the boundary conditions. The second
invariant (5) can be similarly verified.
In [6], Chao proposed an energy-conserving difference scheme
i
un+1j − unj
τ
+ (−1)mα 1
h2m
δ2mx u
n+ 12
j +
h¯(|un+1j |2)− h¯(|unj |2)
|un+1j |2 − |unj |2
u
n+ 12
j + βg(xj)un+
1
2
j = 0, (7)
for theHNLSET (1),where δ2mx is the central difference operator corresponding to
∂2m
∂x2m
.We say this scheme isE-P. The scheme
conserves the invariants (4) and (5) exactly. However, this scheme is difficult to code when the nonlinear term h¯′(|u|2)
is complicated, for example, h¯′(|u|2) = ln(1 + |u|2). Furthermore, it is also difficult to program when the denominator
|un+1j |2−|unj |2 is small. A very small roundoff error will be multiplied upmany times, especially for the continuous function
u(x, t)with respect to t and small time step size τ . In [7], Zeng proposed a leap-frog difference scheme
i
un+1j − un−1j
2τ
+ (−1)mα 1
h2m
δ2mx u
n
j + h¯′(|uj|n)unj + βg(xj)unj = 0, (8)
for the HNLSET (1), which is explicit and conditionally stable with a severe CFL condition τ
h4
≤ 116 or so. The scheme is said
to be L-F. In [8], Zeng also proposed a family of symplectic schemes for high order linear Schrödinger equations. In [11],
Pérez-García et al. presented several numerical schemes for Eq. (1) in the form
iut + 12uxx − βx
2u+ θ |u|2u = 0. (9)
Moreover, M. Kunze discussed the Eq. (9) numerically and analytically [14].
A burst of interest has been attracted to the symplectic geometric integrator for Hamiltonian systems since it was put
forward by Feng in 1984 [16]. The reasonmainly lies in the alluring advantages of symplectic integrators over non-symplectic
ones, for instance, symplectic-preserving, long-term behavior and small energy residual [13,17–19]. The HNLSET Eq. (1)
has symplectic structure. In other words, it can be cast into an infinite dimensional Hamiltonian formulation. To do so, let
u(x, t) = p(x, t) + iq(x, t), where p(x, t), q(x, t) are real-valued functions, the HNLSET (1) can be decomposed into two
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real-valued equations
pt = −
[
(−1)mα ∂
2mq
∂x2m
+ h¯′(p2 + q2)q+ βg(x)q
]
,
qt = (−1)mα ∂
2mp
∂x2m
+ h¯′(p2 + q2)p+ βg(x)p.
(10)
Suppose z(x, t) = [p(x, t), q(x, t)]T, the infinite dimensional Hamiltonian system (10) can be put into the compact form
d
dt
z = J−1Az, (11)
where J−1 =
[
0 −1
1 0
]
, A = (−1)mα
[42m 0
0 42m
]
+
[
∂
∂|u|2 h¯(|u|2)+ βg(x)
]
I2, with the 2× 2 identity matrix I2 and the 2mth
order differential operator42m. The Hamiltonian function is
H(p, q) = 1
2
∫ L
0
{
α
[(
∂mp
∂xm
)2
+
(
∂mq
∂xm
)2]
+ h¯(p2 + q2)+ βg(x)(p2 + q2)
}
dx.
Therefore, it is natural and reasonable, to desire a numerical scheme to preserve the symplectic structure character, because
it is intrinsic. The basic idea to fulfill the requirement is to convert the infinite dimensional Hamiltonian system into a finite
one. To realize the aim, the spatial discretization should preserve the symmetry of ∂
2m
∂x2m
.
A plan of the article is as follows: In Section 2, a family of symplectic schemes are devised with an investigation of
conserved quantities. Section 3 is devoted to the error estimation of the symplectic schemes. Numerical experiments are
presented in Section 4, including four different situations. Finally, conclusions are summarized in Section 5.
2. Symplectic discretization of the HNLSET
In this section, we explore symplectic methods for the HNLSET Eq. (1). Let the spatial-temporal domain [0, L] × [0, T ] be
divided by two families of parallel lines xj = jh(j = 0, 1, 2, . . . ,N) and tn = nτ(n = 0, 1, 2, . . . ,M), where N,M ∈ N and
h, τ are spatial and temporal mesh-step sizes, respectively. The approximation of u(x, t) at node (xj, tn) is signed as unj . For
convenience, the following notations are needed:
u
n+ 12
j =
1
2
(un+1j + unj ), 〈Un, V n〉 = h
N∑
j=0
unj v
n
j ,
‖Un‖ = √〈Un,Un〉, ‖Un‖∞ = max
0≤j≤N
|unj |,
where vnj is the complex conjugate of v
n
j .
2.1. Spatial discretization
Asmentioned in the previous section, the key to converting an infinite dimensional Hamiltonian system into a finite one,
is the discretization of the differential operator ∂
2m
∂x2m
. It can be realized by the following difference quotient operators [8]:
• Second order accuracy difference quotient operator
∆
(2m)
2 vj =
δ2mx vj
h2m
=
m−1∑
k=0
(−1)kCk2m(vj−(m−k) + vj+(m−k))+ (−1)mCm2mvj
h2m
. (12)
• Fourth order accuracy difference quotient operator
∆
(2m)
4 vj =
δ2mx vj
h2m
+ βm δ
2(m+1)
x vj
h2m
, (13)
where βm = 2m
2m+2−C12m(m−1)2m+2+C22m(m−2)2m+2+···+(−1)m−1Cm−12m
(2m+2)! .
Part of the coefficients of∆(2m)2 vj and∆
(2m)
4 vj are tabled in Tables 1 and 2.
The matrices corresponding to∆(2m)2l vj, l = 1, 2, are denoted byB2l(2m). According to Tables 1 and 2, we conclude that
B2l(2m) are symmetric. Moreover, by Fourier analysis, their eigenvalues are
λ2m2l,k =

(−1)m
h2m
(4s2k)
m, l = 1,
(−1)m
h2m
(1+ 4βms2k)(4s2k)m, l = 2,
k = 1, 2, . . . ,N, (14)
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Table 1
The coefficients of∆(2m)2 vj .
m j
j− 4 j− 3 j− 2 j− 1 j j+ 1 j+ 2 j+ 3 j+ 4
1 1 −2 1
2 1 −4 6 −4 1
3 1 −6 15 −20 15 −6 1
4 1 −8 28 −56 70 −56 28 −8 1
Table 2
The coefficients of∆(2m)4 vj .
m j
j− 5 j− 4 j− 3 j− 2 j− 1 j j+ 1 j+ 2 j+ 3 j+ 4 j+ 5
1 − 112 1612 − 3012 1612 − 112
2 − 16 126 − 396 566 − 396 126 − 16
3 − 14 124 − 524 1164 − 1504 1164 − 524 124 − 14
4 − 13 133 − 693 2043 − 3783 4663 − 3783 2043 − 693 133 − 13
where sk = sin kpi2N . Therefore, (−1)mB2l(2m) are positive definite matrices. Furthermore, there exists a matrixA2l(m), such
that
(−1)mB2l(2m) = A2l(m)TA2l(m). (15)
In fact, the relationship (15) is the matrix form of the Green formula
〈u(xx)m , u〉 = (−1)m〈uxxxx···xxx, uxxxx···xxx〉, (16)
if the mesh function uj satisfies homogeneous or periodic boundary condition, for example,
A2(1) =

−1 1
. . .
. . .
−1 1
1 −1
 , A2(2) = B2(2) =

−2 1 1
1
. . .
. . .
. . . −2 1
1 1 −2
 ,
B2(4) =

6 −4 1 1 −4
−4 6 −4 1 1
1 −4 6 −4 1
. . .
. . .
. . .
. . .
. . .
1 −4 6 −4 1
1 1 −4 6 −4
−4 1 1 −4 6

.
Assume P = [p1, p2, . . . , pN ]T,Q = [q1, q2, . . . , qN ]T. We discretize the Hamiltonian system (10) in space. The partial
derivative ∂
2m
∂x2m
is approximated by the 2lth order accuracy difference quotient operators ∆(2m)2l . As a result, it leads to a
semi-discretization system with accuracy O(h2l),
d
dt
[
P
Q
]
=
[
0 −IN
IN 0
] [
M2l(2m) 0
0 M2l(2m)
] [
P
Q
]
, (17)
where IN is the identity matrix, and
M2l(2m) = (−1)mαB2l(2m)+ D.
Here D = diag(h¯′(P2+Q 2)+βg(X)) is a diagonal matrix with diagonal elements Djj = h¯′(p2j +q2j )+βg(xj), j = 1, 2, · · ·N .
It is easy to prove that Eq. (17) is a 2N-dimensional Hamiltonian system because of the symmetry ofB2l(2m) and D [20],
with the Hamiltonian function
H(P,Q ) = (−1)m α
2
(
PTB2l(2m)P + Q TB2l(2m)Q
)+ 1
2
∑
j
(
h¯(p2j + q2j )+ βg(xj)(p2j + q2j )
)
.
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2.2. Time discretization
Upon applying the symplectic mid-point scheme [17]
zn+1 − zn
τ
= J∇zH(zn+ 12 ), (18)
to the semi-discretization system (17), we obtain the symplectic scheme
Pn+1 − Pn
τ
+ (−1)mαB2l(2m)Q n+ 12 +
[
h¯′((Pn+
1
2 )2 + (Q n+ 12 )2)+ βg(X)
]
Q n+
1
2 = 0, (19)
Q n+1 − Q n
τ
− (−1)mαB2l(2m)Pn+ 12 −
[
h¯′((Pn+
1
2 )2 + (Q n+ 12 )2)+ βg(X)
]
Pn+
1
2 = 0. (20)
Multiply Eq. (19) with i, and subtract Eq. (20), it yields
i
Un+1 − Un
τ
+ (−1)mαB2l(2m)Un+ 12 + h¯′(|Un+ 12 |2)Un+ 12 + βg(X)Un+ 12 = 0. (21)
For convenience, to use the symplectic scheme (21) in the subsequent sections, we enumerate some special cases:
• m = 1, l = 1 (M1L1). Scheme (21) is written as
i
un+1j − unj
τ
− α u
n+ 12
j−1 − 2un+
1
2
j + un+
1
2
j+1
h2
+ h¯′(|un+ 12j |2)un+
1
2
j + βg(xj)un+
1
2
j = 0. (22)
• m = 1, l = 2 (M1L2). Scheme (21) reads
i
un+1j − unj
τ
+ α
12
u
n+ 12
j−2 − 16un+
1
2
j−1 + 30un+
1
2
j − 16un+
1
2
j+1 + un+
1
2
j+2
h2
+ h¯′(|un+ 12j |2)un+
1
2
j + βg(xj)un+
1
2
j = 0. (23)
• m = 2, l = 1 (M2L1). Scheme (21) is in the form
i
un+1j − unj
τ
+ α u
n+ 12
j−2 − 4un+
1
2
j−1 + 6un+
1
2
j − 4un+
1
2
j+1 + un+
1
2
j+2
h4
+ h¯′(|un+ 12j |2)un+
1
2
j + βg(xj)un+
1
2
j = 0. (24)
• m = 2, l = 2 (M2L2). Scheme (21) is
i
un+1j − unj
τ
− α
6
u
n+ 12
j−3 − 12un+
1
2
j−2 + 39un+
1
2
j−1 − 56un+
1
2
j + 39un+
1
2
j+1 − 12un+
1
2
j+2 + un+
1
2
j+3
h4
+ h¯′(|un+ 12j |2)un+
1
2
j + βg(xj)un+
1
2
j = 0. (25)
2.3. Analysis of conservative properties
The subject of this subsection is to discuss the discrete analogue to the conservation laws (4) and (5) of the symplectic
method (21).
Theorem 1. The symplectic scheme (21) conserves the charge exactly, namely,
Qn+1 = h
∑
j
|un+1j |2 = h
∑
j
|u0(xj)|2 = Q(0). (26)
In other words, it is unitary. Therefore, it is unconditionally stable with respect to the initial values.
Proof. Computing the inner product of (21) with Un+
1
2 , one arrives at
i
2τ
〈Un+1 − Un,Un+1 + Un〉 + (−1)mα〈B2l(2m)Un+ 12 ,Un+ 12 〉 + 〈(h¯′(|Un+ 12 |2)+ βg(X))Un+ 12 ,Un+ 12 〉 = 0. (27)
it follows from the relationship (15) that the second term in Eq. (27) is real. The last term reads
〈(h¯′(|Un+ 12 |2)+ βg(X))Un+ 12 ,Un+ 12 〉 = 〈(h¯′(|Un+ 12 |2)+ βg(X)), |Un+ 12 |2〉,
which is real, too. The first term becomes
i
2τ
(‖Un+1‖2 − ‖Un‖2)+ i
2τ
(〈Un+1,Un〉 − 〈Un,Un+1〉). (28)
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The second term in Eq. (28) is also real. Thus, the imaginary part of the Eq. (27) is
1
2τ
(‖Un+1‖2 − ‖Un‖2) = 0. (29)
Namely, the discrete chargeQn is invariable. The proof is finished. 
As for the analogue to energy conservation law (5), it follows the rule:
Theorem 2. The symplectic scheme (21) satisfies the implicit discrete energy conservation law
[α‖A2l(m)Un+1‖2 + βh
∑
j
g(xj)|un+1j |2] − [α‖A2l(m)Un‖2
+βh
∑
j
g(xj)|unj |2] + h
∑
j
h¯′(|un+ 12j |2)(|un+1j |2 − |unj |2) = 0. (30)
Proof. Computing the inner product of scheme (21) with Un+1 − Un, we have
i
τ
〈Un+1 − Un,Un+1 − Un〉 + (−1)m α
2
〈B2l(2m)(Un+1 + Un),Un+1 − Un〉 + 12hβ
∑
j
g(xj)(un+1j + unj )un+1j − unj
+ 1
2
h
∑
j
h¯′(|un+ 12j |2)(un+1j + unj )un+1j − unj = 0. (31)
The first term in Eq. (31) is equal to
i
τ
‖Un+1 − Un‖2, (32)
which is a purely imaginary number. The second term in Eq. (31) reads
〈(−1)mB2l(2m)(Un+1 + Un),Un+1 − Un〉 = 〈A2l(m)TA2l(m)(Un+1 + Un),Un+1 − Un〉,
whose real part reads
‖A2l(m)Un+1‖2 − ‖A2l(m)Un‖2. (33)
The third term yields
1
2
h
∑
j
g(xj)(un+1j + unj )un+1j − unj =
1
2
h
∑
j
g(xj)(|un+1j |2 − |unj |2)+
1
2
h
∑
j
g(xj)(unj u
n+1
j − un+1j unj )
= 1
2
h
∑
j
g(xj)(|un+1j |2 − |unj |2)+ h
∑
j
g(xj)I(unj u
n+1
j ), (34)
where ‘I’ stands for imaginary part, as usual. Similarly, the real part of the last term in Eq. (31) is
1
2
h
∑
j
h¯′(|un+ 12j |2)(|un+1j |2 − |unj |2). (35)
According to Eqs. (32), (33), (34), (35), we can see that the real part of the Eq. (31) is just the implicit discrete energy
conservation law (30). This completes the proof. 
Remark 1. Theorem 2 tells us that the symplectic scheme (21) does not explicitly conserve the energy over time in the
general case, and attaches a residual.
Corollary 1. If h¯(|u|2) = |u|2, then we have the discrete energy conservation law
En+1 = En = · · · = E0, (36)
where En+1 = α‖A2l(m)Un+1‖2 + βh∑j g(xj)|un+1j |2 + h∑j |un+1j |2, which is an explicit conservation law.
If h¯(|u|2) = 12ρ|u|4, where ρ is a given constant, then the discrete conservation law obeys the rule
Resn = En+1 − En = ρ
4
h
∑
j
|un+1j − unj |2(|un+1j |2 − |unj |2) (37)
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where En+1 = α‖A2l(m)Un+1‖2 + βh∑j g(xj)|un+1j |2 + ρ2 h∑j |un+1j |4. Furthermore,
EM = E0 + ρ
4
M−1∑
n=0
h
∑
j
|un+1j − unj |2(|un+1j |2 − |unj |2). (38)
Proof. For the first case, we have h¯′(|u|2) = 1, and the conclusion (36) is straightforward. As far as the second case goes, it
follows from Eq. (30) that
[α‖A2l(m)Un+1‖2 + βh
∑
j
g(xj)|un+1j |2] − [α‖A2l(m)Un‖2 + βh
∑
j
g(xj)|unj |2]
= −ρh
∑
j
|un+ 12j |2(|un+1j |2 − |unj |2)
= −ρ
4
h
∑
j
(un+1j + unj )(un+1j + unj )(|un+1j |2 − |unj |2)
= −ρ
4
h
∑
j
(|un+1j |2 + |unj |2 + un+1j unj + un+1j unj )(|un+1j |2 − |unj |2)
= −ρ
2
h
∑
j
(|un+1j |4 − |unj |4)+
ρ
4
h
∑
j
|un+1j − unj |2(|un+1j |2 − |unj |2).
Rearrange the above equality, and we get the implicit energy conservation law (37). Summarize it over n from 0 toM − 1,
and we arrive at the conclusion (38). This completes the proof. 
Remark 2. Because symplectic Runge–Kutta methods preserve quadratic first integrals, the conclusions (26) and (36) are
true. They are proved in an elegant way.
3. Error estimation
In this section, we estimate the error for the symplectic scheme (21) with the conservation laws analyzed in the previous
available sections.
Let ψnj denote the exact solution of the HNLSET (1) at (xj, t
n), and Ψ n = [ψn1 , ψn2 , . . . , ψnN ]T. The pointwise error of the
symplectic scheme (21) is denoted by
enj = ψnj − unj .
From the conservation law (4) and its discrete version of Theorem 1, it is reasonable to assume that
‖ψn‖2 ≤ Q(u0(x)), (39)
‖en‖2 ≤ 4Q(u0(x)). (40)
In fact, (39) is a direct conclusion of (4) and (40) and can be verified from (4) and Theorem 1 as follows:
‖en‖2 = 〈ψn − un, ψn − un〉
= ‖ψn‖2 + ‖un‖2 − 〈ψn, un〉 − 〈un, ψn〉
≤ (‖ψn‖ + ‖un‖)2 = 4Q(u0(x)).
The truncation error of symplectic scheme (21) is marked by
T n+
1
2 = i
τ
(Ψ n+1 − Ψ n)+ (−1)mαB2l(2m)Ψ n+ 12 + βg(X)Ψ n+ 12 + h¯′(|Ψ n+ 12 |2)Ψ n+ 12 . (41)
Lemma 1 (Gronwall’s Inequality [21]). Suppose the mesh functionswn(n = 0, 1, 2, . . . ,M) satisfy the relationship
wn − wn−1 ≤ Aτwn + Bτwn−1 + τCn,
where M = T
τ
, T is the length of time, A, B, Cn are non-negative constants, the sequencewn satisfies
‖w‖∞ ≤
(
w0 + τ
M∑
k=1
Ck
)
e2(A+B)T ,
where τ is sufficiently small, such that (A+ B)τ ≤ M−12M , (M > 1).
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Lemma 2 (Discrete Sobolev Inequality [21]). For any  > 0 and discrete function uh = {uj|j = 0,±1, . . .}, there exists a constant
K > 0 which is independent of , such that
‖δkuh‖p ≤ ‖δ2muh‖2 + K‖uh‖2,
where 2 ≤ p ≤ ∞, 0 ≤ k < 2m, δ is a difference quotient operator.
Proposition 1. The truncation error (41) of the symplectic method (21) is
T n+
1
2 = O(τ 2 + h2l). (42)
This proposition can be proved by Taylor expansion.
For convenience, C is a general constant in what follows. In other words, it can be different in different occurrences.
Theorem 3. There exists a positive constant C only depending on the initial value u0(x), such that the errors enj of the symplectic
scheme (21) satisfy
‖en+1‖2 ≤ (‖e0‖2 + τO(τ 2 + h2l)2) exp(4CT ). (43)
where τ is sufficiently small such that 2CT ≤ M−12M . Furthermore, we have
‖en+1‖ = O(τ 2 + h2l). (44)
Proof. Subtracting (21) from (41), we obtain
T n+
1
2 = i
2τ
(en+1 − en)+ (−1)mαB2l(2m)en+ 12 + βg(X)en+ 12
+ h¯′(|Un+ 12 |2)en+ 12 +
(
h¯′(|Ψ n+ 12 |2)− h¯′(|Un+ 12 |2)
)
Ψ n+
1
2 . (45)
Under the assumptions on h¯(|u|2) and (39), (40), it concludes that there exists a constant
C = max |ψ(x, t)|max | h¯′′(|ψ |2)|(‖ψ‖2 +max |ψ |) > 0,
such that∣∣∣∣(h¯′(|ψn+ 12j |2)− h¯′(|un+ 12j |2))ψn+ 12j ∣∣∣∣ ≤ C |en+ 12j |.
As a matter of fact,∣∣∣∣(h¯′(|ψn+ 12j |2)− h¯′(|un+ 12j |2))ψn+ 12j ∣∣∣∣
≤ | h¯′′(|u˜ |2)|||ψn+ 12j |2−|un+
1
2
j |2 ||ψn+
1
2
j |
≤ | h¯′′(|u˜ |2)|||ψn+ 12j + un+
1
2
j ||ψn+
1
2
j − un+
1
2
j |||ψn+
1
2
j |
≤ max | h¯′′(|ψ |2)|max |ψ |(max |ψ | + ‖u‖2)|en+ 12j |,
where |u˜| is a number between |un+ 12j | and |ψn+
1
2
j |.
Computing the inner product of (45) with en+
1
2 and taking the imaginary part, we have
1
4τ
(‖en+1‖2 − ‖en‖2)
= I〈T n+ 12 , en+ 12 〉 − I
〈(
h¯′(|Ψ n+ 12 |2)− h¯′(|Un+ 12 |2)
)
Ψ n+
1
2 , en+
1
2
〉
≤ 1
2
‖T n+ 12 ‖2 + 1
2
‖en+ 12 ‖2 + 1
2
C‖en+ 12 ‖2
≤ 1
2
O(τ 2 + h2l)2 + 1
2
C(‖en+1‖2 + ‖en‖2). (46)
That is,
‖en+1‖2 − ‖en‖2 ≤ τC(‖en+1‖2 + ‖en‖2)+ τO(τ 2 + h2l)2. (47)
By Lemmas 1 and 2, we arrive at the conclusion (43). Recalling that e0 = O(τ 2 + h2l), we get the estimation (44). This
completes the proof. 
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Remark 3. The estimation (43) implies the global numerical error of the symplectic scheme (21) is bounded by the initial
error and truncation error, hence, the scheme (21) is convergent with second order in time and 2lth in space. Finally, we can
similarly prove the scheme is unconditionally stable with respect to its initial data.
4. Numerical experiments
In this section, we present some numerical results of the symplectic approximation (21) for the HNLSET (1) equation
in different cases, including test and model problems without trapped term, and second and fourth order Schrödinger
equations with trapped terms.
For convenience, the following notations are prescribed for presenting numerical results.
e2 = h
√∑
j
|unj − ψnj |2, e∞ = maxj |u
n
j − ψnj |.
In each time step, the completely implicit schemes (7) and (21) can be written as
A(τ , h)Un+1 = B(τ , h)Un + τF(Un+1,Un), n = 1, 2, . . . ,
where A(τ , h) and B(τ , h) are invertible 2(m+ l)− 1 bandwidth circulant matrices, and F(Un+1,Un) is the nonlinear term
in the nonlinear system. We apply the fixed point iterative method to solve the algebraic system, namely,
A(τ , h)Un+1,k+1 = B(τ , h)Un + τF(Un+1,k,Un), n = 1, 2, . . . , (48)
where k = 0, 1, 2, . . . , is the iterative times, and Un+1,0 = Un. The iterations are terminated as
max
j
|un+1,k+1j − un+1,kj | < 10−13,
or
max
j
|[A(τ , h)Un+1,k+1 − B(τ , h)Un − τF(Un+1,k,Un)]j| < 10−13.
4.1. Test problem
First, we test the correctness of the theoretical analysis in the previous sections. We consider the linear test problem
iut + (−1)m ∂
2m
∂x2m
u = 0,
u(x, 0) = exp
(
−pi
4
i
)
sin x,
∂ su(x, t)
∂xs
= ∂
su(x+ 2pi, t)
∂xs
, t ∈ [0, T ], s = 0, 1, 2, . . . ,m− 1.
(49)
In this case, the energy is exactly conserved, that is, Eq. (36) holds. The theoretical solution of the problem is
u(x, t) = exp
(
i
(
t − pi
4
))
sin x.
We choose τ = 0.0001 and check the symplectic scheme (21) by this problemwithm = 1, 2, 3 and l = 1, 2. The convergent
accuracy in space, the residuals of charge and energy at t = 2 are included in Table 3. Here we have employed the following
notations:
ec = max
n
Qn −min
n
Qn; eh = max
n
En −min
n
En.
From the table, we can find that the symplectic scheme (21) is of 2lth order accuracy in space. It can be similarly verified
that it is of second order in time. The charge and energy are accurately unchanged. With the gain of the order 2m of the
governed equations, the round-off error increases because of the increment of computational cost.
4.2. Model problem
Secondly, in order to get insight into the performance of the symplectic scheme (21) for nonlinear problems, we consider
the model problem without trapped termiut − uxx − 2|u|
2u = 0,
u0(x) = sech(x+ 30)e−2i(x+30) + sech(x− 30)e2i(x−30),
u(−L, t) = u(L, t) = 0,
(50)
From the initial condition, we can conjecture that the solution includes two solitary waves which are symmetrically
distributed around the origin. We consider the problem on the spatial interval [−40, 40] and various temporal domains.
In order to simulate the nonlinear problem, we take τ = 0.0016, h = 0.1. The temporal domains under consideration are
[0, 5], [0, 7.5], [0, 10] and [0, 16].Wemainly investigate the conservation laws and evolution of solitarywaves against time.
Figs. 1 and 2 plot the residuals of conserved quantities and solitary waves of |u(x, t)|, respectively. Scheme (22) is adopted
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Table 3
Spatial accuracy form = 1, 2, 3 with τ = 0.00001.
m l h e2 order2 e∞ order∞ ec eh
1
1
pi
20 2.886× 10−3 – 4.109× 10−3 – 1.806× 10−12 1.148× 10−11
pi
40 5.106× 10−4 2.499 1.028× 10−3 1.999 2.149× 10−13 2.707× 10−12
2
pi
20 9.484× 10−6 – 1.350× 10−5 – 2.358× 10−11 2.929× 10−13
pi
40 4.206× 10−7 4.494 8.467× 10−7 3.994 1.701× 10−11 1.992× 10−13
2
1
pi
20 5.767× 10−3 – 8.029× 10−3 – 3.093× 10−12 2.144× 10−11
pi
40 1.020× 10−3 2.497 2.055× 10−3 1.998 3.438× 10−12 2.145× 10−10
2
pi
20 2.486× 10−5 – 3.539× 10−3 – 1.349× 10−11 8.896× 10−11
pi
40 1.102× 10−6 4.495 2.219× 10−6 3.996 1.148× 10−12 4.708× 10−10
3
1
pi
20 8.641× 10−3 – 1.230× 10−2 – 8.807× 10−11 2.035× 10−9
pi
40 1.530× 10−3 2.497 3.082× 10−3 1.997 1.893× 10−9 1.739× 10−7
2
pi
20 4.610× 10−5 – 6.562× 10−5 – 2.595× 10−11 3.875× 10−9
pi
40 2.057× 10−6 4.486 4.412× 10−6 3.986 5.847× 10−10 4.041× 10−7
Fig. 1. Residuals of charge and energy against time: Left for charge; Right for energy.
for the problem. Fig. 1 shows that the charge indeed fluctuates within the machine precision, and the residual of energy is
controlled very well. As for the development of the two solitary waves against time, a very interesting phenomenon occurs.
Before their collision, they move forward without interference from each other. At t = 7.5, they merge into a larger wave
whose amplitude is the summation of those of the original waves. After the interaction, both of them bound back along
their original paths and with their original shapes and velocities. Based on Fig. 2, we also observe that the solitary waves
propagate with their speeds v = 4.
4.3. Second order Schrödinger equation with a trapped term
In this subsection, we consider the numerical behavior of the symplectic scheme (22) and (23) for the second order
nonlinear Schrödinger equation with a quadratic trapped term
iut + 12uxx − αx
2u+ |u|2u = 0,
u(x, 0) = u0(x),
lim
x→±∞ u(x, t) = 0.
(51)
We consider the steady-state soliton solution of Eq. (51) in the form
u(x, t) = ϕ(x)eikt , (52)
where k is the eigenvalue of the nonlinear eigenvalue problemkϕ =
1
2
ϕxx + |ϕ|2ϕ − αϕ,
lim|x|→∞ϕ(x) = 0.
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Fig. 2. The 3-D profiles of the wave on different temporal intervals obtained by (22).
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Fig. 3. 3-D profile of |u(x, t)| and residual of charge against time: Left for profile; Right for charge.
Firstly, the initial value is chosen to be u0(x) = e−
√
a/2x2 , which is close to a Gaussian pulse. We discuss the problem on the
domain [−20, 20]× [0, 100]. For the case a = 2, we take τ = 0.1, h = 0.1 to solve the problem by symplectic scheme (22).
The numerical results are plotted in Fig. 3. From the left figure, we can see that the solitary wave is a stationary wave, that
is, the wave does not move all along. And from the right picture for the residual of charge against time, we can find that the
residual is within machine precision. In other words, the charge remains constant from beginning to end.
Next, we consider the sech-type profile ϕ(x) =
√
2k
cosh(
√
2kx)
and take k = 10, 5 as well as 0.5. We consider the problem on
the spatial-temporal domain [−20, 20] × [0, 10]. The domain is partitioned with τ = 0.00005, h = 0.04. We employ the
symplectic scheme (22) to study the physical phenomena described by the problem. The profiles of the solitons for different
eigenvalues at different stages are plotted on the left side of Fig. 4, and the residual of charge is presented on the right side.
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Fig. 4. sech-type soliton and residual of charge against time: Left for profile with different k; Right for charge. The first line for k = 10; The second line for
k = 5; The third line for k = 0.5.
From the figure, we can find that the solitons are certainly stationary waves. The peaks of the waves are always staying
at x = 0 in spite of the variety of wave shape. With the eigenvalue curtailment, the amplitudes cut down. The charge is
preserved within the roundoff error all along.
4.4. Fourth order Schrödinger equation with a trapped term
Finally, we study the following fourth order Schrödinger equation with a sine trapped term
iut + uxxxx − 150(sin2 x)u+ 6|u|2u = 0,
u(x, 0) = 5√
2
(1+ i) sin x,
u(0, t) = u(2pi, t) = 0,
uxx(0, t) = uxx(2pi, t) = 0.
(53)
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Table 4
Comparison of the required CPU time to attain the same scale accuracy.
τ \ h Scheme e2 e∞ CPU(s)
4× 10−6 \ pi20 L-F 1.447× 10−2 2.052× 10−2 71
1× 10−3 \ pi20 E-P 1.441× 10−2 2.052× 10−2 11
1× 10−3 \ pi20 M2L1 1.450× 10−2 2.064× 10−2 10
1× 10−3 \ pi20 M2L2 1.501× 10−4 2.141× 10−4 10
2.5× 10−6 \ pi40 L-F Blow up Blow up –
2× 10−6 \ pi40 L-F 2.552× 10−3 5.138× 10−3 333
5× 10−4 \ pi40 E-P 2.552× 10−3 5.138× 10−3 39
5× 10−4 \ pi40 M2L1 2.567× 10−3 5.169× 10−3 28
5× 10−4 \ pi40 M2L2 1.832× 10−5 3.697× 10−5 47
Fig. 5. The real and imaginary parts of the numerical solution u(x, t) obtained by (24): Left for real part; Right for imaginary part.
The problem (53) admits a theoretical solution
u(x, t) = 5 exp
(
i
(
t + pi
4
))
sin x. (54)
We investigate the numerical behavior of the symplectic schemes (24) and (25) and compare them with schemes (7) and
(8). We use the four schemes to resolve the problem until t = 1. Table 4 presents the simulation results with different mesh
grid division at t = 1. The first and last columns are the step sizes and consumed CPU time, respectively. The third and
fourth columns are the error of the schemes in the sense of average andmaximum, respectively. We also consider the stable
condition of the leap-frog scheme (8). It can be seen from Table 4 that the solution blows up when r = τ
h4
= 2.5×10−6
(pi/40)4
=
6.57 × 10−2 > 6.25 × 10−2. However, the solution is stable as r = 2×10−6
pi/40 = 5.25 × 10−2 < 6.25 × 10−2. This is a very
rigorous restrictive condition to the temporal step size for τ = o(h4).
According to Table 4, we reveal that the symplectic schemes (24) and (25) are more efficient than others, especially
compared to the leap frog scheme (8).Moreover, it is very interesting that the fourth order symplectic scheme (25) consumes
almost the same CPU timewith (24) and (7)while themesh grids are coarse. The reason is that the former needs less iterative
times than the latter, at every time step. However, it is more accurate than others.
Next, we study the numerical solution and conservation laws of the symplectic schemes and compare them with the
non-symplectic schemes (7) and (8). We consider the problem on the temporal intervals [0, 2] and [0, 3]. For the symplectic
schemes (24) and (25), we choose τ = 5×10−4, h = pi40 the same for nonsymplectic scheme (7), and τ = 1×10−6, h = pi40
for leap frog scheme (8). Fig. 5 shows the evolution of the real and imaginary parts of the wave u(x, t) from t = 0 to t = 2.
Figs. 6 and 7 picture the residuals of the charge and energy by the four schemes on temporal intervals [0, 2] and [0, 3],
respectively. From the figures, it is clearly seen that the symplectic scheme M2L2 simulates the problem very well on the
interval [0, 2]. All schemes except for leap frog scheme (8) preserve the charge exactly within the roundoff error. Despite the
energy conservation law not being exactly preserved, the residual is small, especially for symplectic scheme (25). However,
all of the schemes cannot simulate the physical phenomenon ideally for a longer time interval [0, 3]. Although the residual
of charge conservation law is still tolerable, the energy conservation law completely departs from its original case by the
four schemes. A completely wrong result occurs on the longer interval [0, 4]. This suggests that the physical phenomenon
cannot be maintained over a long time, which is engendered by the sine trapped term.
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Fig. 6. Residual of the conservation laws: Left for charge; Right for energy. First line for L-P; Second line for E-P; Third line for M2L1; Last line for M2L2.
5. Summary
In this work, we have proposed a family of symplectic-preserving schemes to simulate high order Schrödinger equations
with trapped terms. The schemes are second order in time and 2lth order accurate in space. After some derivation, we
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Fig. 7. Residual of the conservation laws: Left for charge; Right for energy. First line for L-P; Second line for E-P; Third line for M2L1; Last line for M2L2.
find that the schemes are charge-preserving, convergent and unconditionally stable as well. The energy is not preserved
in general, except for the linear problems. Numerical experiments show that the schemes are more efficient and accurate
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than non-symplectic ones. The round-off error increases with the improvement in accuracy.We also found some interesting
physical phenomena. We will investigate the application of other kinds of symplectic and multi-symplectic schemes
(e.g., symplectic Euler method, Lobatto IIIA and IIIB methods etc.) to the Schrödinger equations with trapped terms, in other
papers.
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