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The connection between a certain class of necklaces and self-reciprocal polynomials over finite 
fields is shown. For n ~2, self-reciprocal polynomials of degree 2n arising from monic irreducible 
polynomials of degree n are shown to be either irreducible or the product of two irreducible 
factors which are necessarily reciprocal polynomials. Using DeBruijn's method we count the 
number of necklaces in this class and hence obtain a formula for the number of irreducible 
self-reciprocal polynomials showing that they exist for every even degree. Thus every extension 
of a finite field of even degree can be obtained by adjoining a root of an irreducible self-reciprocal 
polynomial. 
1. Introduction 
Although the connection between the subjects in the title of this paper has been 
extensively studied (d. [1,3, 5]), there are some points which seem to have escaped 
attention. 
In this paper we discuss the relation between self-reciprocal polynomials and 
necklaces with certain symmetries. In particular, we exhibit a one-one correspon-
dence between the two sets. For n ~ 2, self-reciprocal polynomials of degree 2n 
arising from monic irreducible polynomials of degree n are shown to be either 
irreducible or the product of two irreducible factors which are necessarily recip-
rocal polynomials. Using DeBruijn's method we count the number of necklaces 
with these symmetries and hence obtain a formula for the number of irreducible 
self-reciprocal polynomials showing that they exist for every even degree. Thus 
every extension of a finite field of even degree can be obtained by adjoining a root 
of an irreducible self-reciprocal polynomial. (It should be noted that although 
necklaces correspond to polynomials only when the number of colors is a prime 
power, DeBruijn's method applies to any number of colors.) 
2. eft x H -orbits of necklaces 
Consider the set 71 (n, q) of all necklaces consisting of n beads, each of which is 
colored with one of q colors. By a necklace we mean a seating arrangement. Clearly 
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111 (n, q) 1 = q". Partition the colors into U q I pairs with one extra color if q is odd. 
Two colors in the same pair are called complementary, and if q is odd the extra 
color is called self-complementary. The following two groups act on TJ(n,q) in an 
obvious manner: 
(1) C, the cyclic group of order n, 
(2) H = fe, h}, where h replaces each color by its complement: 
We denote by T(n, q) the number of equivalence classes into which TJ (n, q) is 
partitioned by the action of C" x H. This can also be thought of as the number of 
equivalence classes of the Co-orbits under the action of H. A C.-orbit is called 
self-complementary if it is invariant under H. The remaining Co-orbits fall into 
pairs {O', h (G)}, called complementary pairs. Let .91" be the set of all self-
complementary Co-orbits 0', and @" the set of pairs {O',h(O')} where O';i h(O'). If 
a. = 1.91" 1 and b" = 1 @. I, then it is clear that T(n, q) = a" + b" .. 
A necklace is called primitive if its orbit under C" has cardinality n (Le., if it has 
no subperiod). We denote by T(n, q) the number of equivalence classes of primitive 
necklaces under the action of C" x H. Similarly T(n, q) = a. + 6. where a" and b. 
are the number of primitive members of st. and @. respectively. Our object is to 
determine the numbers a., b., a", and b •. 
Definition 2.1. Let Fq be the finite field of q elements, and f(X)EFq[x], a 
polynomial of degree n. The polynomial f*(x) = x ·[(l/x) E Fq [x] is called the 
reciprocal polynomial of f(x). Jf f*(x) = f(x), then f(x) is called self-reciprocal. 
Clearly a self-reciprocal polynomial is one whose coefficients form a palindrome. 
Now let ceo be the set of self-reciprocal monic polynomials of degree n over Fq, 
and ~" the set of (unordered) pairs {f(x), f*(x)} where f(x) is a non-self-reciprocal 
polynomial of degree n with f(O);i 0, and where pairs of the form {f(x), f*(x)} and 
{af(x), a/*(x)}, a E Fq, are identified. Let c. = 1 ceo 1 and d" = I~. I. Let ce. and ~" 
be the subsets of ceo and ~. whose elements are irreducible, and denote their 
cardinalities bye" and d" respectively. For n ;;.. 2 we will obtain one-one correspon-
dences between it. and ce., and between ~. and ~., thereby showing tha( e. == a. 
and d. = 6 •. Also we will show that e2. = e. + d" and hence prove the existence of 
irreducible self-reciprocal polynomials of every even degree. 
3. Self-complementary C" -orbits and self-reciprocal polynomials 
The purpose of this section is to establish the one-one correspondence mentioned 
earlier between .91" and ce., and between 9lJ" and ~., where n ~ 2. The idea is due to 
Golomb [3]. Also we will show the existence of irreducible self-reciprocal polyno-
mials of every even degree. 
Let a be a generator of the group F:. and f(x) an irreducible monic polynomial 
of degree n over Fq. The roots of f(x) are of. the form a'".aqm ..... aqft-\'". Let 
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m = L~':-~ eiq i, where 0.,. ei .,. q - 1, by the expansion of m in the base q. Denote 
the q colors by 0, 1, ... , q - 1, and suppose that the complement of color c is color 
q - 1 - c. To f(x) we associate the Cn -orbit of the necklace m = (eo, el> ... , en-I). 
This Cn-orbit is independent of the chosen root a m of f(x), since a qm = a m' where 
m ,= e._1 + L~':: ei-I q '. Thus the digits of m I are obtained from those of m by the 
generator r of C •. We assert that N is primitive. For if rk (N) = N where kIn, 
k < n, then a mqk = am. Thus am E Fqk, contradicting the irreducibility of f(x). 
Conversely, if m = (eo, e., . .. , e.-I) is a primitive necklace, a reversal of the 
reasoning shows that there is a unique irreducible monic polynomial f(x) mapped 
onto O(N) under the above correspondence, viz. f(x) = n~.:~ (x - a mq,), where 
m = L~':~ eiq i. Thus we have established a bijection between the set of irreducible 
monic polynomials f(x) and the set of primitive C. -orbits of necklaces. 
If n ;a. 2 we have f(O);i 0, and a root of the reciprocal polynomial f*(x) is 
a -m = a q"-I-m = a :!:(q-l-e)q' (0.,. i .,. n - 1). Hence to f*(x) there corresponds the 
orbit of the necklace (q - 1- eo, . .. , q - 1 - e.-I), which is the complement of N. In 
particular, f(x) = f*(x) if and only if N is self-complementary. We thus obtain a 
one-one correspondence between d. and ~n. In the same way, to each equivalence 
class of pairs {f(x), f*(x)} corresponds a pair of complementary necklaces, giving a 
bijection between ~" and ~". The following lemma follows immediately by 
induction on n. 
Lemma 3.1. Let f(x) he a self-reciprocal polynomial of degree 2n over Fq , 
(i) Then f(x)/x" is a polynomial g(y) of degree n in y = x + l/x. 
(ii) If f(x) is irreducible over F q, then so is g (y). 
(iii) If f(x) is the product of two non-constant self-reciprocal polynomials, then 
g (y) is reducible. 
Proof. As in Lemma 3.1 we have a map f(x) fo+ f(x )/x" = g (y) from ~ 2" into the 
set of irreducible monic polynomials of degree n in y. Since g (y) belongs either to 
~" or to a pair of ~"' this gives an injection of ~2. into ~" U ~". This completes the 
proof. 
To obtain the reverse inequality, we first make the obvious remark that if g (y) is 
any monic polynomial of degree n, then f(x) = x" g (x + lIx) belongs to Cfi 2". 
Lemma 3.3. Let g (y) be monic and irreducible of degree n. Then either 
(i) x·g(x + l/x)E ~2"' or 
(ii) x·g (x + l/x) = Af(x )f*(x), where {f(x), f*(x)} E g)", and A E Fq. 
Proof. Suppose x"g (x + 1/x) = fl(X)g2(X)'" f, (x), where the f. (x) are irreduci-
ble. Since the left side is self-reciprocal, we have fl (x )f2 (x) ... f, (x) = 
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ft(x )H(x) •.. f~(x). By unique factorization the n are a permutation of the f; up 
to constant factors. We may therefore write x ng (x + l/x) = Ah 1 (x )h2 (x) ... h, (x), 
where hi (x) = h ~(x), and each hi is a product of one or two Ii's. If s ;;.. 2, we can 
apply part (iii) of Lemma 3.1 to conclude that g is reducible, contradicting the 
hypothesis. Therefore s = 1 and either hI = f1 (in which case A = 1) or hI = fin. 
Theorem 3.4. e2n = en + dn, n ;;.. 2. 
Proof. Since C2.:eo en + dn by Lemma 3.2, it remains only to prove that e2n;;" 
en + dn. We first note that if {f(x), [*(x)} E @!,i2, then we cannot have f(x) = A!*(x) 
for any A E Fq. Indeed, since f(l) = [*(1), such an equation would yield 
(A - l)f(l) = 0.1f A = 1, then f(x) is self-reciprocal, contrary to assumption, while if 
f(l) = 0, then f(x) is reducible, again a contradiction. (It is here that the assumption 
of n;;.. 2 is required.) From this observation it follows that the polynomials 
f(x) E <€n, together with the polynomials f(x )1[*(0), [*(x )If(O), where 
{f(x), f*(x)} E ~n' constitute all irreducible monic polynomials of degree 2n. 
Therefore, the total number of irreducible monic polynomials g of degree n is 
en + 2dn• The map g .... X ng (x + l/x) is an injection of these polynomials into ~ 2n. By 
Lemma 3.3, the image of g is either in <€2n or of the form Af(x )f*(x) where 
{f(x), f*(x)} E ~n. Hence, at most dn polynomials g fail to have irreducible images. 
Thus at least en + 2dn - dn = en + dn polynomials g have irreducible images. By 
injectivity it follows that en + dn :eo e2n, completing the proof. 
Clearly en + 2dn is equal to the number of monic polynomials of degree n which 
are irreducible over Fq. It is well-known [ILen ~2d. = .. (l/n)'Ld'nf.L(d)qnld >6. 
Hence by Theorem 3.4, 
e2n = en + d. ;;.. max (en, dn) > 0 for n ;;.. 2. 
Moreover, e2 = B q), which is also positive. Thus we see that every extension of 
Fq of even degree can be obtained by adjoining a root of a self-reciprocal 
polynomial. On the other hand, it is easily seen that no generator of the group F:. 
satisfies a self-reciprocal polynomial of degree n unless q = 2, n:eo 2, or q = 3, 
n=1. 
4. Computation of the numbers an, bn, an, and 6n 
In this section, the numbers an, bn, an, and hn' are determined using DeBruijn's 
method of enumeration. It is also of some interest to prove that an + b. = a~n and 
an + hn = a2n by using only obvious properties of these necklaces and Mobius 
inversion. In this context the equations hold for any number of colors, i.e., not only 
prime powers. 
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Theorem 4.1. Let k be the largest integer such that 2k I n (write 2k " n) and let 
Then 
1 k S(n,q)=- 2: rp(d)2: 2'q nld2'. 2n din 1=0 
dodd 
{
s(n,q) 
T(n,q)= 
S(n, q) + 2:+1 
if q is even, 
if q is odd. 
Proof. Suppose first that q = 2m. Using DeBruijn's method we obtain 
T(n,q)=! 2: rp(d)qn/d +_1 2: rp(d)qn/d 
n din 2n din 
d even dodd 
1 k 
= - 2: II' (d) 2: 2'q nld2' = S(n, q). 
2n din 1=0 
dodd 
If q is odd, say q = 2m + 1, we obtain 
1 
=S(n,q)+2k + I ' 
Theorem 4.2. Let 
Then 
t(n,q) =. 
if n = 1, 
if n = 2\ k >0, 
otherwise. 
_1 2: J.L (d)qn/d 
2n din 
dodd 
if q is even, 
-21 2: f.l (d)qn/d + En if q is odd. 
n din 
dodd 
Proof. Clearly T(n, q) = '2:.dln t(d, q). Hence by Mobius inversion, 
t(n,q)= ~ J.L(d)T(J,q). 
(1) 
(2) 
(3) 
Suppose first that q is even. Substituting the expression found for T(n, q) in (1) 
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into (3), we obtain 
where 
T(n,q)= L lL(d)2d L h(d')q;(d')q"'dd', 
din n d':(n'd) 
h (d') = {I ~f d' !s odd, 
2 If d' IS even. 
We note that h is a multiplicative function. 
Putting e = dd', we can write (4) in the form 
1 1 "" P(n,q)=-2 L q"'e L lL(d)dh(e/d)q;(e/d) =-2 L.. q"'<II(e), 
n <In dl< n <In 
(4) 
(5) 
where lI(e) is the convolution of the two multiplicative functions IL (e)e and 
h (e)q; (e) (and is multiplicative). Thus to evaluate v(e) we need merely consider the 
case e = pa, where p is prime. 
If a ~ 2, then 
If a = 1, then 
Thus 
lI(p) = h (p)q; (P) - p = {O_ 1 if P = 2, 
if p~ 2. 
{o if e is even, v(e) = lL(e) if e is odd. 
Substituting this into (4), we obtain 
P(n,q)=_l L lL(d)q"'d. 2n d,n 
dodd 
Next suppose that q is odd. Substituting (2) into (3) and proceeding as above, we 
find that 
T(n, q) = -21 L IL (d)qn'd + L 2d IL (d) L q; (d'). 
n dl" din n d'i(n'd) 
dodd d'odd 
Now if 2'" "n/d, we have 
L q;(d') = L q;(d') =~. 
d'l(n'd) d'/(nI2md) 2 d 
dodd 
Hence if t(n) denotes the "2-part" of n, i.e., the integer defined by 2'(") II n, we 
have 
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T( ) - _1 ~ (d) nld 1 ~ ~.l 
n, q - 2n iT:. f.L q + 2 t:. t(nld) 
dodd 
1 1 
=- L f.L(d)qnld +-)..(n), 
2n din 2 
(6) 
dodd 
where .\(n) is the convolution of the multiplicative functions f.L(n) and I/(t(n». It 
suffices to evaluate).. (p") where p is prime. 
If a ~ 1 and p is odd, we have A(p") = 1-1 = 0, On the other hand ,\(2") = 
(1/2")-(1/2"-1)= -1/2". Finally, ,\(1)=1. 
Hence !.\(n) = Eno where En is the quantity defined in the statement of the 
theorem. Substitution of this into (6) yields the desired conclusion. 
Theorem 4.3. an + bn = a2n. 
Proof. Let N be a necklace in a self-complementary C 2n -orbit O. Then if r denotes 
a rotation through the angle 1T'ln, we have h (N) = rk (N) for some k with 
0.;;; k < 2n. Since h 2 = e, it is readily seen that we can take k = n (although if N is 
periodic there may also be other values of k). Hence if N is bisected by a diameter 
not through any bead, and the two halves are themselves made into necklaces of 
length n, their Cn-orbits are either identical (and hence self-complementary), or 
else form a complementary pair. Since the diameter can be drawn in n ways, we 
thus have a multiple-valued function f from .si2n into .sin U OOn, where each orbit 0 
of .si2n has n (not necessarily distinct) images. 
Conversely given any necklace N E K(n, q) with beads Ch ,.,' Cn, we can cut N 
between two consecutive beads Ci-\ and Ci (where Co = Cn by convention) to obtain 
the n-string Si = (c/o Ci+h",' Ci-I), We can then adjoin the complementary n-string 
S. = (C;, Ci .... , .. "Cj_l) to Sj and close the resulting 2n-string to form the necklace N j 
with beads Cj"." Cj-h C;,.," Cj-I, Clearly O(Nj ), the C 2n -orbit of N" is self-
complementary and thus belongs to .si2n, Since N can be cut in n ways, we obtain a 
multiple-valued function N .... {0'(N1), " " O'(Nn)} from K(n, q) into .si2n. It is clear 
that if N is equivalent to N' under en, then Nand N' have the same image under 
the above map, It therefore induces a multiple-valued function g from .sin U OOn 
into d zn. 
Consider now a bipartite graph r whose vertices are the elements of .sin U OOn U 
.si2n. Join each vertex V E .si2n to the vertices f(V) E.sin U OOn' (Note that although 
V has valence n, the edges emanating from it do not necessarily terminate on n 
distinct vertices of .sin U OOn.) Given a vertex W of .sin U OOn, there are exactly n 
edges terminating at W, their other endpoints being the elements g (W) E .si2n. 
Since the total valence of .sin U OOn is equal to that of .si2n, this implies that 
n(an + bn ) = na2n' This completes the proof of Theorem 4.3, 
Theorem 4.4. an + 6n = a2n if n ~ 2 .. 
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Proof. Every necklace N E X(n, q) has a smallest period d where din. Therefore 
a. = ~dl.ad and b. = ~dl.6d. By Mobius inversion, a. + 6. = 
~dl.JL(d)(a.ld + b.ld ). By Theorem 4.3, this is equal to 
= ti2. - 2: JL (d)a2.ld. 
d !2" 
d.¥. 
If d 12n but d ,( n, then 2n/d is odd. Now it is easily seen that if m is odd, then 
am = 0 or 1 according as q is even or odd. (Indeed if h (N) = rk (N) with k odd, then 
N = h 2(N) = rlk (N), so rk (N) = N since m is odd. Thus h (N) = N forcing q to be 
odd and N to be monochromatic.) 
Hence 
But 
. _ {ti2" if q is even, 
a. + 6. -
£1 2 • - 2: JL (d). 
dj2n 
d.l'. 
df;. JL ( d) = df;. JL ( d) - ~ JL ( d) = {~1 !! ~ ~ ~: 
d.¥. 
This completes the proof. 
From Theorems 4.3 and 4.4 and the remarks made in Section 2 we immediately 
obtain the following: 
Theorem 4.5. 
{
'T<!n,q) ifniseven, 
a. = 0 if n is odd and q is even, 
1 if nand q are odd. 
{
T(n,q)-TOn,q) ifniseven, 
b. ==. T(n, q) if n is odd and q is even, 
T(n,q)-1 ifn andq are odd. 
if n is even, 
ifnisoddand >1, 
if n = 1. 
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• {:(n,q)-ton,q) ifniseven, 
bn =, T(n,q) ifnisoddand >1, 
't(n,q)-1 ifn=1. 
By virtue of Theorems 4.1 and 4.2, this gives explicit formulas for the quantities 
an, bn, an, 6n. The sequence {a .. } for q = 2 is listed in [6, p. 5, sequence 262]. 
5. Asymptotic behavior of $1n 
Fix q and let n - 00 through the even integers. By Theorems 4.2 and 4.5 we have 
an = to n, q) = 1. L p. (d)q n/2d + 8 (n, q ), 
n din 
dodd 
where 18(n, q)I"'!. Hence 1 an - ~q~"1 < h(n)qln +!, where T(n) is the number of 
divisors of n. Since T(n) = O(n') for e > 0 (c.f. [4, p. 260]), we have 
n~n 
• ::1l... 
an - . 
n 
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