Abstract
Introduction
Since first proposed by Dempster and then developed by Shafer, Dempster-Shafer theory of evidence, also called DS evidence theory or evidence theory has been widely used in numerous aspects as a kind of uncertain reasoning method. Such as group decision making, data fusion, and multiple attribute evaluation [1] [2] [3] [4] [5] [6] [7] . Many researchers have refined and expanded the evidence theory [3, 4, [8] [9] [10] [11] [12] . In the evidence theory, evidence includes not only attributes and objective environment when people analyze the problems, but also decision maker's experience, knowledge, and the observation and study on decision problems. To scientifically and reasonably process various types of evidences and get the accurate basic belief assignment (BPA) is a prerequisite for the practical application of the evidence theory for decision-making. Shafer and Smets discussed how to get BPAs based on expert's experience and judgment [13, 14] ; Yang Shan-lin, Sikder, Wang Jia-yang obtained BPAs from different perspective on information systems based on rough set theory [15] [16] [17] [18] ; Deng used a similarity degree of interval numbers to
Basic Information
In this section, we briefly introduce DS evidence theory and Support Vector Machine.
DS evidence Theory
Evidence theory was originally investigated in the 1960's by Shafer, in this part, the basic concepts of DS theory are briefly discussed. It enables us to combine evidence from different sources and arrive at a degree of belief. It has been an important method for the study of information fusion.
Definition 1 (Frame of discernment, FOD). Assume:
is a finite set of identifiable elements, called the frame of discernment, Θ will acquire its meaning form what we know or we think we know. The set containing all subsets of Θ is named the power set and denoted by 2 Θ . Definition 2 (Basic probability assignment, BPA). Θ is a frame of discernment, the function f: 2 Θ → [0, 1] is called basic probability assignment whenever
The quantity m (A) is called A's basic probability number, and it is understood to be the measure of the belief that is committed exactly to A. Any subset A of 2 Θ such that m (A)>0 is called a focal element.
Definition 3 (Belief function, BF). 
For all non-empty
is a basic probability assignment .The core of the belief function given by m is equal to the intersection of the cores of Bel 1 and Bel 2 . Dempster's Rule of combination is the core of Theory of Evidence, it reflects the combined effects between multiple evidences.
SVM-Related Information
SVM classification mechanism can be summarized: Support vector machine (SVM) to find an optimal hyperplane that maximize margin between two classes, the schematic diagram of linearly separable optimal hyperplane as shown in the Figure 1 . 
（7）
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In order to solve the problem of linear inseparable introduction of non-negative slack
, To maximize the hyper-plane of boundary can be converted into a convex quadratic optimization problem:
Where C is punishment coefficient, used to balance the size of the slack variables and classification boundary, by solving the above optimization problem, get:
is satisfy the Mercer kernel function.
DS-SVM-based Information Fusion Model
Firstly, DS-SVM prediction model has to choose and determine the kernel function of support vector machines, and then study samples respectively by using support vector machine model and get the BPAs from the results of the SVM model. Lastly, it gives the output from the fusion of BPAs based on the DS evidence theory.
Selection of Kernel Function
Kernel function (KF) can convert the inner product operation of high-dimensional space to low-dimensional input space operations, so solved the calculation in high dimensional feature space of the problem such as "dimension disaster" cleverly, at the same time can greatly reduce the amount of calculation. There are four main traditional kernel functions:
(1) Liner Kernel Function:
(3) Radial Basis Function (RBF):
Kernel function is a key factor of SVM, the performance of different kernel functions and parameters of SVMs has a large difference. Selection of kernel function can be determined by the expert's experience of SVM in practical, can also be determined by trial of different kernel functions.
Method for Determination of SVM-Based BPA
From the evidence theory knowledge can be known, Evidence identification framework is built for the specific decision problem, Θ it is made for the information of decision makers " want to know " and " already know ". Assuming that the classification of the SVM model to predict problems have n kinds of classification results, so the identification frame  can be determined:
When using SVM classification, propensity score can be calculated based on the classification results [28] , it signed the degree of accurate predicted, the degree of accurate predicted is higher, and the model forecast accuracy is higher. Assuming that the SVM prediction results is  i , the corresponding propensity score is ; According to the meaning of BPA, 1- can be assigned to any element in the recognition framework except  i , but not sure the assigned to which elements specifically , thus the article is based on the prediction results to build the BPA as follows:
（14）
Where i C   means the complement of  i in frame of discernment.
DS-SVM Model Calculation Flow
Step 1. Using different kernel function of SVM to classify data set;
Step 2. Identify framework of discernment, and convert all the study results of the SVM model into BPAs; Step 3. Using the Dempster's Rule integrate BPAs into the final BPA*;
Step 4. Analyze the BPA*, determine the final classification results. 
Case Study
The paper uses Anderson's iris data set to inspect DS_-SVM model. Anderson's Iris data set is a multivariate data set which introduced by Ronald Fisher in 1936. The data set consists of 50 samples from each of three species of Iris flowers: Iris setosa, Iris virginica and Iris versicolor (respectively as Se, Ve and Vi). Four attributes are used in quantitative analysis for each sample. These attributes are the length of sepal, the length of petal, the width of sepal and the width of petal.
Through the experiment, we choose sigmoid kernel function and polynomial kernel function to build a SVM forecasting model respectively. The SVM 1 classification algorithms uses sigmoid kernel function (denoted by SVM (SKF)), and the SVM 2 classification algorithms uses polynomial kernel function (denoted by SVM (PKF)), because the Anderson's Iris data set have three subgenus: Se, Ve and Vi, so the frame of discernment  has three elements:
We use SVM (SKF) and SVM (PKF) to classify 150 samples of Anderson's Iris data set, and the accuracy of the model has been shown in the figure 3. We can find that the accuracy of SVM (PKF) model is 90% and the accuracy of SVM (SKF) model is 95.3%. Using the formula 7 to deal with the results of the two models, we transform the match scores of prediction results into BPAs, and then we get the accuracy of 98% from the Due to the propensity score of prediction can represent the accuracy of the prediction, the higher propensity score, and the higher accuracy. The propensity score can reflect the creditability of the model. Through the analysis of the sample, we get the propensity score of SVM (SKF), SVM (PKF) and DS-SVM in the Figure 4 .
Figure 4. Distribution of Propensity Score
In the above diagram, when the propensity score is greater than 0.55, the sample proportion line of DS-SVM model is always higher than SVM (SKF) and SVM (PKF). It shows that DS-SVM model can improve the propensity score of the original model by using the DS evidence theory. For another, the line of SVM (SKF) and SVM (PKF) goes down quickly when the propensity score is greater than 0.75 and only about 40% of the samples have the propensity score greater than 0.9. However, the synthetic result based DS evidence theory show that over 90% of the samples have the propensity score greater than 0.9, over 79% of the samples have the propensity score greater than 0.95. This indicates that when DS evidence theory is introduced in SVM, the propensity score of the data set will be strengthened. In other words, evidence theory can improve the accuracy of prediction.
Conclusion
To sum up, DS-SVM classification algorithm has the following two advantages.
(1) DS-SVM model can enhance reliability of the classification results of the SVM model. DS evidence theory has a characteristic: If two evidences support a proposition at the same time, the support degree of the proposition get bigger after using the Dempster's Rule to fusion evidences. Due to the BPAs in the DS evidence theory is determined by the propensity score of each SVM model, so for the right data from SVM classification model, Dempster's Rule will make the propensity score of the model get bigger, and the reliability of the model is bigger.
(2) DS-SVM model can improve the original SVM model's accurate rate of the judgment. Through the analysis of section 4 can be found, for the error output of the model, synthesized by Dempster's Rule could change the judgment results of the model, thus can improve the accurate rate of the original SVM judgment.
