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Given n demand points in the plane, the p-centre problem is to locate p supply points so as 
to minimize the maximum distance from a demand point to its nearest supply point. Megiddo 
and Supowit have recently shown that not only is this problem NP-hard, but even finding a close 
approximate solution to the problem is NP-hard. In this paper we present a polynomial time 
algorithm for the Euclidean p-centre problem when the demand points are restricted to lie on a 
fixed number of parallel lines. 
1. Introduction 
Given n demand points in the plane, the p-centre problem is to locate p supply 
points (anywhere in the plane) so as to minimize the maximum Euclidean distance 
from a demand point to its nearest supply point. Megiddo and Supowit [3] have 
shown that not only is this problem NP-hard, but it is NP-hard to even approximate 
a solution to within about 15%. The best approximation algorithm available is 
guaranteed only to find a solution within two times the optimal solution [2]. 
In practice, the positions of the demand points will not be arbitrary and it may 
be possible to obtain an exact solution to the problem, in polynomial time, if 
appropriate restrictions on the positions of the demand points are realized. For 
example, if the demand points are restricted to lie on a single line then the p-centre 
problem is solvable in O(n log n) time [1,4]. 
In this paper we consider the p-center problem where the demand points are 
restricted to lie on a fixed number of parallel lines. 
2. Preliminaries 
When dealing with any Euclidean p-centre problem, it is natural to reduce the 
problem to that of covering the demand points with p circles of equal radius. To 
solve the p-centre problem one must find the minimum radius R so that p circles 
of radius R can be located so as to cover the demand points. In any such solution 
at least one of the circles will be the minimum spanning circle of the set S of points 
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it covers or the radius R could be reduced and a better solution found. The 
minimum spanning circle of a set of points, S, is unique and is determined by either 
the circumcircle of three points in S or by two points in S that determine the 
diameter of S. Thus a search for the minimum radius R can be limited to the 0(n3) 
radii of the circumcircles of three of the demand points and the O(n*) radii of 
circles whose diameters are determined by two of the demand points. 
An algorithm for the Euclidean p-centre problem can then proceed as follows. 
Begin by sorting the list of the 0(n3) relevant radii in O(n3 log n) time. Then using 
binary search on this sorted list find the minimum radius R, so that p circles of 
radius R can be located to cover the demand points. To do this one must use a 
procedure for locating the minimum number of circles of a given radius that cover 
the demand points. If the number of circles, of a radius R,, required to cover the 
demand points is less than or equal to p then RI R, , otherwise R > RI. 
In the rest of this paper we will use this strategy to develop a polynomial time 
algorithm for the p-centre problem, where the demand points are restricted to lie 
on k parallel ines. Without loss of generality, we assume the lines are parallel to 
the x-axis. We then speak of a point being to the right of another if it has greater 
x coordinate. If there are p demand points on a line h, then they can be numbered 
from left to right from 1 to p. We shall use a dynamic programming approach; 
building up a matrix C of solutions to subproblems where C(i,, i2,. . . , ik) stores the 
solution to the subproblem consisting of paints 1 to it on line 1, points 1 to i2 on 
line 2 and so on. If 4 equals zero the subproblem does not involve points on line 
j. When computing the solution C(i t, i *, . . . . ijJ all smaller solutions C(q,,q2, . . . . qk) 
such that qjtjlc for 1 sj<k, must have been previously computed. One way to 
ensure this is to compute the entries in the matrix in increasing order of $ i 4. 
Let us now consider the computation of the solution of a particular subproblem. 
The goal is to be able to express the solution to this subproblem in terms of 
previously computed solutions to smaller subproblems. Let 4 be the rightmost of 
the demand points in the subproblem. Clearly, any solution must contain a circle 
that covers this point. This suggests the strategy of considering solutions that consist 
of a circle covering point 4 together with a previously computed solution for the 
remaining uncovered points. The problem with this strategy is that the circle 
covering 4 may cover points on another line without covering the rightmoLt point 
on that line as in Fig. 1. This means that the remaining uncovered points would 
ti 
Fig. 1. 
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not form a previously computed subproblem and the usual approach to dynamic 
programming will not work. 
It turns out that rather than considering the rightmost demand point in a sub- 
problem it will be better to consider the rightmost circle in a solution to the sub- 
problem. In order to do this we need the following lemma. 
Lemma 1. Let L be a horizontal ine. Let C and c’ be circles with radius R. Then, 
if C’ covers points on L to the right of those covered by C, and C covers points on 
L not covered by cl, then the centre of c’ lies strictly to the right of the centre of C. 
Proof. Let p’ be a point on L covered by C’ and to the right of all points covered 
by C. Let p be a point on L covered by C but not by C’. Note that p must lie to 
the left of p’. Let BP and BP, be the sets of all points at distance at most R from 
p and p’ respectively (see Fig. 2). Then the centre of C must lie in BP- BP, and the 
centre of C’ must lie in B,.,#- BP. We have that BP. -BP lies strictly to the right of 
BP - BP’, completing the proof. Cl 
Fig. 2. 
The rightmost circle in a solution has special properties as we see in the following 
lemma. 
Lemma 2. Let C be a rightmost circle in some solution to a subproblem. If C covers 
points on a line L not covered by any other circle in the solution, then C covers the 
rightmost demand point on line L. 
Proof. Assume to the contrary that there exists a line L such that circle C covers 
demand points on line L, not covered by any other circle in the solution, but C does 
not co=:er the rightmost demand point on line L. Then there must exist a circle C’ 
in the solution which covers this rightmost point. By Lemma 1 we have that the 
centre of C’ lies strictly to the right of that of C. This contradicts the fact that C 
is the rightmost circle in the solution. Cl 
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We say that a circle C of radius R is a base circle with respect o a subproblem 
if there exists an optimal solution to the subproblem consisting of C together with 
a solution to the smaller subproblem formed by removing all demand points covered 
by C on lines where C covers the rightmost demand point. Lemma 2 implies that 
the rightmost circle in any solution to a subproblem is a base circle with respect o 
that subproblem. To use our dynamic programming approach to solve a sub- 
problem, we need to be able to efficiently locate a base circle with respect o that 
subproblem. The following lemma is useful. 
Lemma 3. For any given nonempty subproblem, there exists a base circle whose 
boundary passes through the rightmost demand point on some horizontal ine. 
Proof. Let C be a rightmost circle within an optimal solution to the given sub- 
problem. As C is a rightmost circle in the solution, by Lemma 2, C is a base circle 
with respect o the subproblem. 
Let P be the set of demand points covered by C and no other circle in the solution. 
By Lemma 2, C covers the rightmost demand point on any line containing points 
in P. Thus, if we translate C to the left, the first point in P encountered by the 
boundary of C will be the rightmost demand point on some line. Call this trans- 
formed circle C’. As C’ covers all points in P, C’ is a base circle satisfying the 
lemma. 0 
Note that, if 1 P 12 2, C’ may be rotated about the point on its boundary until some 
other demand point lies on its boundary as well. Thus, given a subproblem, if we 
examine all circles of radius R passing through a rightmost demand point on a line 
and some other demand point in the subproblem, we will examine at least one base 
circle, unless all base circles cover only a single (rightmost) demand point. 
The correctness of the following algorithm follows from the above discussion. 
3. I’he algorithm 
Input. 
(1) n demand points located on k lines parallel to the x-axis. There are lLj[ points 
011 line Lj. 
(2) Radius R. 
Output. Matrix C, where C(i,,&, . . . . ik) stores a solution for the subproblem 
consisting of points 1 to i, on line L,, points 1 to i2 on line L2 and so on. The 
solution consists of (a) the size of a radius R minimum circle covering for the sub- 
problem, (b) the base circle in that covering, and (c) a pointer to another matrix 
element where the rest of the solution is represented as a solution to a smaller 
subproblem. 
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Preprocessing. 
(I) Sort the demand points on each line by x coordinate. 
(2) For each demand point p find and record all radius R circles that pass through 
p and some other demand point. Note that there will be at most two radius R circles 
that pass through p and a given second demand point. For each such circle record 
the rightmost demand point on each line left of the circle. 
Main algorithm. The main algorithm computes the solutions to subproblems in 
nondecreasing order of $r b where 4 is the index of the rightmost demand point 
on line j. 
For each subproblem, the desired solution will be a minimum cardinality member 
of a set of candidate solutions. 
Each candidate solution consists of (1) a circle, C, of radius R which either (a) 
only covers the rightmost demand point on some line, or (b) passes through two 
demand points one of which is the rightmost on some line, together with (2) the 
previously computed solution to the subproblem formed by removing all demand 
points covered by C, on lines for which C covers the rightmost demand point. 
Each candidate solution will be a valid circle covering of the subproblem. Lemma 
3 ensures that one of these will be the minimum circle covering. 
4. Analysis 
It can be shown using elementary calculus that the number of subproblems is 
maximized when there are an equal number of demand points on each line. Thus 
there may be between 0 and n/k points on a line in a subproblem and the total 
number of subproblems is less than or equal to (n/k+ l)k. 
Given a subproblem, O(kn) candidate solutions are examined. Each candidate 
solution consists of a base circle and a previously computed subsolution. Given the 
information computed in the preprocessing, each candidate solution can be com- 
puted in O(k) time. 
The preprocessing considers 0(n2) circles and for each circle O(k log n) time may 
be required to determine the associated information. Thus the preprocessing may 
require O(kn’log n) time. 
Altogether tbe algorithm requires O(nk’(n/k+ l)k) time to compute a minimum 
radius R circle covering. 
To solve the p-centre problem using the strategy outlined earlier, the algorithm 
for minimum circle covering must be called a subroutine O(log n) times with 
different radii. Thus to compute a p-centre for a set of n points lying on k 
parallel lines requires a period of time equal to 0(nk2(n/k+ l)klog n) time. Fixing 
k and removing constant k factors yields a running time for the algorithm of 
O(n k+‘log n). 
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5. Extending the algorithm 
5. I. The discrete p-centre problem 
The discrete p-centre problem is identical to the general p-centre problem except 
that the desired set of supply points must be a subset of the given set of demand 
points. To solve the discrete p-centre problem one must determine the minimum 
radius R such that p circles of radius R can be centred over demand points so as 
to cover the entire demand set. The search for the minimum radius can be limited 
to the O(n2) radii determined by the distance between two demand points. 
We again employ a dynamic programming procedure that, given a radius R, 
computes a minimum cover of the demand points by circles of that radius, under 
the added restriction that the circles be centered over demand points. We define a 
base circle with respect o a given subproblem as in the general p-centre problem. 
Then, by Lemma 2, the rightmost circle in a solution to a subproblem is a base circle 
with respect o that subproblem. Furthermore, the rightmost circle must cover the 
rightmost demand point on the line over which it is centred. 
Thus, for a given subproblem, if all circles of radius R centred on a demand point 
and covering the rightmost demand point on the line over which they are centred 
are examined, then at least one base circle will be examined. At most O(n) circles 
need be examined, each requiring O(k) processing to determine the smaller sub- 
problem it imposes. An O(nk(n/k+ l)klog n) discrete p-centre algorithm follows 
immediately. Fixing k, we again have O(nk+‘log n) running time. 
5.2. d dimensions 
In this section we briefly discuss the generalization of our algorithm to the p- 
centre problem over n demand points on k parallel ines in d-dimensional space. To 
solve the d-dimensional p-centre problem one must determine the minimum radius 
R such that p d-spheres of radius R can be positioned so as to include all the demand 
points. As many as (d + 1) points determine the minimum spanning d-sphere of a 
set of points in d space, thus, the set of possible radii to be searched is of size 
O(nd+ I). Sorting the radii to allow binary search therefore requires O(dnd+ ‘log n) 
time. 
Lemmas l-3 immediately generalize to d-spheres in d dimensions. Thus, the 
dynamic programming procedure will correctly compute minimum coverings by d- 
spheres. The procedure’s preprocessing stage will consider O(nd) d-spheres, each 
of which will require O(kd log n) processing time. Given a subproblem, the main 
algorithm may examine O(k&’ ) candidate base d-spheres and require O(k) time 
to process each. Altogether, the algorithm requires 
O(kd&log n + k2nd- ‘(n/k + l)k) 
time to compute a minimum radius R d-sphere covering. Fixing k and assuming d 
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is O(n/Iog n), we have an O(dn ‘+‘- ‘log n) running time for the entire p-centre 
algorithm in d dimensions. 
In the discrete problem, only O(n*) radii need be examined, no matter what the 
dimension. These radii may be sorted in O(n*log n) time to allow binary search. 
For a given radius, the preprocessing stage examines O(n) d-spheres requiring 
O(kdlog n) time on each. For a given subproblem at most n candidate base d- 
spheres rieed be examined, each requiring O(k) processing to determine the smaller 
subproblem it imposes. Fixing k and assuming d is O(nk), the total time for the 
discrete p-centre algorithm in d dimensions is O(nk+ ‘log n). 
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