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The Stability of Second-Order Quadratic 
Differential Equations 
DANIEL E. KODITSCHEK AND KUMPATI S. NARENDRA, FELLOW, IEEE 
Abstruct -This paper  investigates the s t a b i l i t y  properties of second-order 
systems, i = /(x), where / ( x )  contains either quadratic terms-system 
(1)-or linear  and  quadratic  terms-system (2)-in x. The principal 
contributions are summarized in two theorems which give necessary and 
sufficient conditions for stability and asymptotic stability in the large of 
systems (1) and (2), respectively. 
T 
I. INTRODUCTION 
HE DIVERSE behavior of nonlinear systems reflects 
the obvious fact that no one theory can address all 
phenomena of interest in complex situations. Powerful 
techniques have evolved over the years in the context of 
specific questions regarding particular classes of such 
systems. This paper suggests a useful approach to the 
investigation of the stability characteristics of a class of 
second-order differential equations 
and 
i = A x  + B ( x )  q x ) .  (2) 
More than a convenient arbitrary choice, quadratic dif- 
ferential equations have a traditional place in the general 
literature, and an increasing importance in the field of 
systems theory. Historically, there has been a long standing 
interest on the part of pure and applied mathematicians in 
the behavior of planar quadratic systems. There have  been 
numerous attempts to characterize the number and loca- 
tion of limit cycles of such systems, e.g., [ l l], [ 1314 151. In 
the last two decades, several exhaustive accounts of the 
integral curves of a pure quadratic system (1) have been 
presented [2], [6], [9], [lo], [12]  using a variety  of  algebraic 
or analytical tools.  Coppel [ l ]  has given a short, but useful 
survey of the historical literature. Differential equations of 
this type are known to arise in adaptive control where 
control parameters become state variables  .of a quadratic 
system.  Recently, the special  class of bilinear  systems 
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has received a great ded of attention in the control litera- 
ture  and the principal results of this  theory are influencing 
the direction of research on general nonlinear systems. 
When  the control u( t )  in (3) is a linear function of the state 
variables, (3) becomes a special  case of (2), and the stabil- 
ity properties of such systems are bound to be of interest to 
control theorists. 
This paper presents necessary and sufficient conditions 
for stability in  the large of system (1) and asymptotic 
stability in the large of system (2). A brief treatment of 
some interesting properties of general homogeneous dif- 
ferential equations in Section I1 provides the setting for the 
results on pure quadratic systems  developed in Section 111. 
A simple statement of conditions for the stability of system 
(1) is given by Theorem 1. While the qualitative behavior 
of (1) can be completely  characterized  using a few simple 
prototypes (either with the aid of a heavy mathematical 
arsenal [2], [lo], [12] or without [6], IS]), the addition of the 
linear part  in (2) results in much more varied  behavior. A 
simple  classification of this system will not be complete; a 
complete classification will not be simple. Consequently, 
we limit our interest to one important aspect of the stabil- 
ity behavior of (2)-asymptotic stability in the large (a.s.1.). 
Within this restricted scope, a succinct statement of neces- 
sary and  sufficient conditions is  possible, as given in Theo- 
rem 2 at the beginning of Section IV, comprising the 
central result of this paper. However, it will be seen in the 
remainder of that section that a complete proof of this 
result involves the consideration of a number of special 
cases.  These are explicitly  listed in Theorem 3 (shown to be 
equivalent to Theorem 2) and their logical interrelation is 
depicted in Fig. 10, at the end of Section  IV. 
After this paper had been submitted for publication, a 
reviewer pointed out the existence of a paper by  Dickson 
and Perko [3] on bounded planar quadratic systems. This 
interesting work  derives  necessary and sufficient conditions 
for system  (2) to admit only bounded solutions, proceeding 
from the classification of system (1) given  by Markus [lo]. 
While that effort falls  within the tradition of the historical 
literature cited above (listing sets of algebraic conditions 
on the coefficients of each particular case of a canonical 
parameterization in a specified coordinate system),  our 
problem definition and methodology are quite different 
and slanted toward the interests of control theory. This 
paper presents a unified statement of conditions for  global 
convergence involving familiar characteristics of 2 X 2 
matrices, derived, free of coordinates, from simple topo- 
logical properties of B ( x )  and f(x). The methodology 
00lS-9286/S2/0S00-0783$00.75 01982 IEEE 
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encourages  extensions of these results to systems of higher 
order and degree, and to other problems in nonlinear 
systems  theory,  such as controllability or stabilizability. 
11. HOMOGENEOUS SY TEMS OF EVEN DEGREE 
Consider the dynamical  system  in R" 
1 = h(x) (4) 
where h is an analytic function so that for each initial 
condition, x,€ R", there exists a unique solution, p ( t ;  x,), 
t 2 0, satisfying (4). We assume h(0) = 0, and adopt the 
following  terminology. The set U,,,,,p(t; x,) is a trajec- 
tory of system  (4)-a smooth curve  in R ". The system  is  said 
to be stable if for  every e > 0 there exists a 6 > 0 such that 
Ilx,11<6 implies l lp(t;x,) l l~e,  VtER+.  The origin is 
attractive if it  is contained in  some  open neighborhood, TL, 
such that for all x,€ %, for every e BO, there exists a 
T E  R A such that ( 1  p ( t ;  x,)ll< P for t > T. The set 9. is 
called the domain of attraction. System (4) is said to be 
asymptotically stable if it is stable and the origin  is attrac- 
tive. The system is said to be stable in the large if it  is stable 
and all solutions are bounded. Finally, the system  is  said to 
be asymptotically stable in the large (a.s.1.)' if it  is asymptot- 
ically stable and the domain of attraction is the entire 
space, R". 
If h is a homogeneous function, that is, h ( f i x )  = fikh(x), 
/3 E R, k €  N, then a well-known and useful  fact  concerning 
the solutions of (4) is  given  by the following  lemma. 
Lemma 2.1: Let p ( t ;  x,) be the solution of (4)  wlth  the 
initial condition p(Ol x,) = x,. Then for all fiE R, 
p(t;fix,) =/3p(Bk- ' t ;  x,).  
Proof: Let t = pk- 's  and define u(s )  k f i p [ t ( s ) ;  x,]. 
Then 
= h ( u ) .  
Hence, u( s) satisfies (4) with initial condition u(0) = DX,. 
as does p (  t ;  fix,), which implies u( s) = p (  t;  fix,). 0 
If k is even, then the direction of the field in system (4) is 
constant along any straight line through the origin. In th s  
case,  as a direct result of Lemma  2.1  we  have p (  t ;  - x,) = 
- p (  - t ;  x,). In other words,  any trajectory through x ,  for 
t 2 0 has an associated trajectory through - x, for t d 0. 
which  is its reflection. This simple fact, depicted in Fig. 1. 
leads to the  following  corollary. 
Corollay 2.1: If k is even and the origin  is stable, then 
for  any x. # 0 the complete trajectory y(xo) 4 { p ( t ;  x , ) l t  
E R }  is a positive distance from the origin. 
Pruofi Let I1 x ,  )I > c > 0, but let the positive  trajectory 
not be bounded away  from  the  origin.  Then  there  exists a 
sequence { z ~ } ~ > - ~ ,  tn > 0, such that p(t,; x,)< I / n .  Defi- 
ning x, A p ( t n ,  xo) we have p(t,; - X") = - x, from 
'Often called "global asymptotic stability." 
w .1( I 
- X 0  
Fig. I .  Reflection property of even homogeneous systems. 
Lemma  2.1. Hence, for no n > 0 does II x, I1 < l/n imply 
( 1  p (  t ;  - x,)ll G P and the origin  is unstable. A similar argu- 
ment applies to the negative trajectory. 0 
In general, Corollary 2.1 indicates that an even degree 
homogeneous  dynamical  system  in R"  can never  be 
asymptotically stable. On the plane, R2, we may say even 
more. Equation (1)  is a specific example of {4) in R for 
which k = 2.  The remainder of this paper will be devoted 
to the study of (1) and (2) in R '. 
Lemma 2.2: No solution of system (1) other than an 
equilibrium point can be a closed path. 
Proofi This follows directly from the fact that any 
nontrivial closed  curve  will intersect some line through the 
origin at least  twice. A trajectory on this  curve  would  imply 
that the  field  changes direction along that line which 
violates the even  homogeneous property of (1). 0 
Coroihy 2.2: If the origin of system (1) is stable, then 
the field  must  vanish  along at least an entire line through 
the origin. 
Proofi It suffices to show that an equilibrium state 
x, # 0 exists. By homogeneity the conclusion  follows. 
Assume that the system is stable, and let y % 0 be a 
trajectory of (1) contained in some  compact neighborhood 
of 0. From Corollary 2.1, 0 v (where is the closure of 
y ) .  If 7-  y is not an equilibrium point, then by the 
Poincark-Bendixson theorem [5, p. 541 either y is a limit 
cycle or its positive limit set is a limit cycle. But this 
contradicts Lemma  2.2.  Hence, x, 47 - y is an equilibrium 
point and B(x,) = 0. Since x. # 0, we have B(x) = 0 for 
all x = axoI aER, by homogeneity. 0 
The next section will investigate the existence of lines 
along which the field in (1) vanishes as required by the 
previous corollary, leading to a new parameterization of 
stable quadratic systems. This new parameterization allows 
the characterization of stability beha\lor in terms of a 
matrix in R 2 x 2 ,  a result whose consequences pervade the 
remainder of this paper. 
111. STABILITY OF SECOND-ORDER QUADRATIC 
SYSTEMS 
In this  section we shall  exclusively  consider the particu- 
lar class of second-degree second-order systems described 
by  (1): 
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R = [ x TGx ] % ( x ) .  
X'HX 
B. Quadratic Differential Equations with Nonisolated 
( 1 )  Equilibria 
We assume that at least one of either G or H E  R2x2 is 
nonzero and, without  loss of generality, that both are 
symmetric. From Corollary 2.2 it follows that the locus of 
the set of critical points of B ( x )  is crucial to the stability 
properties of (1). This is  completely determined by G and 
H ,  and using famil iar  properties of symmetric matrices, we 
may  classify the types of equilibrium states of (1) according 
to whether the field  vanishes, as follows: 
1) only at the origin, 
2) along a straight line through the origin, 
3) along  two straight lines through the origin. 
It may be noted that as an immediate consequence of 
Corollary 2.2, systems of type 1) cannot be stable. In cases 
2) and 3) the quadratic forms, xTGx and xTHx, in (1)  share 
We have  shown that (1) is unstable if it is of type 1) in 
the introduction of this  section  (in fact, such  systems must 
have  ray solutions as shown in [2], [6] ,  [lo]). Accordingly, 
we need  only  consider  systems of type  2) and 3)-systems 
with at least one line of equilibrium states passing through 
the origin. The following lemma provides a useful char- 
acterization of such  systems. 
Lemma 3.1: System (1) is type 2) or 3 )  if and only if 
there is  some c E R and D E  Iw 2 x 2  such that B ( x )  = C'XDX. 
Proof: B ( x )  is type 2) or 3) if and only if for some 
Y f O  
a common  real linear factor. These properties lead to the 
following theorem which represents the central result of 
this section. 
Theorem I :  System (1) is stable in the large if and only 
NowyTGy=OifandonlyifGES[d,c']forsomecE(y,] 
and d ,  E R2. Similarly, H E   S [ d 2 c T ]  for some d,E R *. Then, 
defining 
if there is  some constant vector cE R and a real constant 
matrix D E  R 2 x 2  with  complex conjugate eigenvalues  such 
that 
B ( x )  = cTxDx. we have 
The remainder of this section is devoted to the proof of 
Theorem 1.  
A .  Notation and Definitions 
Since indefinite and semidefinite matrices will  arise in all 
subsequent discussions, it is worth establishing the follow- 
ing notational conventions concerning their algebraic and 
geometric properties. Let A ,  denote the symmetric part of 
A .  The set S [ A ]  4 {MI A ,  = M,} denotes the symmetric 
equivalence class of A .  Clearly, xTMx = x q x   V x  E Iw if 
and only if M E  S[ A ] .  If A is singular, then for some 
a ,  b E R2 we have A = abT. Hence, for any PE S[ A ] ,  xTPx 
= 0 iff x is orthogonal to either a or b. 
The class S[O] contains a matrix J with the property 
J 2  = -I. J is the skew-symmetric matrix [ -;] and 
maps every vector in R 2  into x ,   = J x ,  a vector in the 
orthogonal complement of x .  From these definitions it 
follows that 1) x'x, = 0, V X E  R2; 2) x'y, = 0 iff x = a y ,  
a€ R; 3) xTy, = xT@ = 1 y ,  x 1, where the last symbol  de- 
notes the determinant of the array [ y ,   x ] .  
We denote the subspace defined  by x E R as ( x )  { y I y 
= ax, a E  R }, and its orthogonal complement as (xL ) { y I 
Finally, if ( x o )  is a nonzerofixed  direction of B(x)-i.e., 
0 # B ( x o ) E ( x o ) ,  xo#O-then ( x o ) +  and ( x o ) -  [the 
positive and negative rays contained in the line ( x o ) ]  are 
said to be ray solutions of system  (1). It is worth noting in 
passing that a positive ray solution of (1)  must  have a finite 
escape time-i.e., for some T<m,  lim,,.p(t; x o ) =  ca [6].  
A 
y Tx = O} . 
The importance of this lemma  is that it relates individual 
solutions of a nonlinear time invariant system to solutions 
of a linear time-varying system. Since d x / d t  = C'XDX, if 
&/dt  %'x, then 
- = D x ( s ) .  dx ds 
Thus, if p ( t ;  xo) is a solution to system  (1) of type 2) or 3), 
then 
p ( t ; ~ ~ ) = e ~ ( ' ) ~ x ~   s ( t ) = / ' c T p ( 7 ; x O ) d 7  0 
and  that trajectory remains  on the integral curve of system 
(5) specified by x. with position parameterized by s ( t ) .  In 
consequence of the homogeneity property of (1) discussed 
in Section 11, a trajectory in the half-plane cTx> 0 (or 
cTx < 0)  never  leaves that half-plane, hence if cTxo > 0 then 
s( t )>O V ~ E R +  (or if cTxo<O, thens(t)<O VtER+).  
C. Necessary  and Sufficient Conditions for Stability 
in the  Large 
By reparameterizing (1) as ( 5 )  [for types 2) and 3)]  we 
are able to introduce well-known properties of planar 
linear systems in the proof of Theorem 1.  Fig. 2 depicts the 
established catalog of integral curves of (5 )  for D not 
identically zero [5].  
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t 
c 
(g) 
Fig. 2 .  Integral curves of planar linear systems. (a) Node. (b) Saddle. (c) Improper node. (d) Partial node. (e) Singular system 
matrix. (f) Focus. (g) Center. 
If system (1) is type 3)-i.e., has two distinct lines of 
equilibria-then D must  be singular, and the system  trajec- 
tories lie on curves  depicted in Fig.  2(e). In this case 
D = abT where b e( c); hence B( x) E (a), and B( x) = 0 on 
( b , )  and (cL).  If (a)+(c , )  and ( a )  Z ( b ,  1, then ( a )  
contains a positive  ray solution of (1) [as depicted  in  Fig. 
3(a)] according to Lemma 2.1. If ( a )  = (cL ), then any 
trajectory directed toward (b ,  ) has a reflected trajectory 
directed away from (b,) [as depicted in Fig. 3(b)], again 
by Lemma 2.1. In either case there are unbounded solu- 
tions of ( 1 )  for initial conditions arbitrarily close to the 
origin, and the system is not stable. 
If system (1) is type 2)-i.e., has a single line of equi- 
libria given  by (c,)-and D has real  eigenvalues,  then the 
system trajectories lie on curves depicted in Fig. 2(a)-(e). 
In the cases 2(a)-(d) there is at least one trajectory, y ,  
whose  closure intersects ( c,  ) only at the origin,  regardless 
of the choice of c. Thus by Lemma 2.1 either y or - y 
tends to infinity with  increasing t. In the case  depicted  by 
Fig. 2(e) the same statement holds except when (c, ) is 
parallel to the trajectory lines, in which  case  every nonequi- 
librium solution tends to infinity. Typical solutions of 
system (1) are depicted in Fig. 3(c)-(e), corresponding to 
the case that system ( 5 )  is a node, partial node, or D is 
singular, respectively. In all  these  cases,  system  (1)  is 
unstable. 
Since  these  cases  exhaust  all instances of system (l), type 
2) and type 3) when D has real  eigenvalues, and since type 
1) was shown to be unstable earlier, we have proven the 
following proposition. 
Proposition 3.1: System  (1)  is unstable if it is of type 1) 
or if for  some cER2, and DERZX2,  B ( x ) = c T x D x  and D 
has real  eigenvalues. 
Thls is evidently a restatement of the necessary wndi- 
tions of Theorem 1. We now proceed to show that the 
conditions of Theorem 1 are sufficient as well. 
If system (1) is type 2) and D has complex conjugate 
eigenvalues,  then  system trajectories lie  on  curves depicted 
( 4  (e) 
Fig. 3. Typical  unstable  solutions of system (1) where B( x )  = cTxDx. (a)  Type 3) n4th a  ray  solution. (b) Type 3) with no ray 
solution. (c) Type 2) with a ray  solution. (d) Type 2) with no ray solution. (e) Type 2) with singular matrix D .  
in Fig. 2(f), (g). Since the half-planes c'x > 0 and cTx < 0 
are positive-invariant by homogeneity, and every segment 
of the curves in 2(f), (8) intersect ( c I )  at a finite point, all 
trajectories are bounded, and s( t )  E [TI ,  T2], 0 < T, < T, < 
00, for t ER' when cTxo > 0 (with a corresponding state- 
ment for cTxo < 0). Hence, ( I  p ( r ;  xo)ll = I 1  es(')Dxo I 1  < 
~up,,~~,,~~~lle'~II~llx~II ~ p l x , I l  for some PER' and the 
system is stable. Since this argument is independent of 
1 )  x .  11, the system  is stable in the large.  Analog computer 
simulations of stable quadratic systems are plotted in Fig. 
4. We have thus proven the following. 
Proposition 3.2: System  (1)  is stable in the large if there 
exist a c E R 2  and D E R 2 x 2  such that 
B( x )  = cTxDx 
and D has  complex conjugate eigenvalues. 
This is a restatement of the sufficient conditions of 
Theorem 1. Therefore, taken together, Propositions 3.1 and 
3.2 constitute the proof of that theorem. 
D. Summary 
The results of this section indicate that most second-order 
quadratic differential equations are unstable: only those 
systems whose solutions lie on the integral curves of a 
linear system  whose  equilibrium state is a center or a focus 
may be stable. An exhaustive account of the qualitative 
behavior of the far more pervasive unstable examples of 
system  (1) is given in [2],  [6], [9], [lo], [ 121. Since  this paper 
is concerned  solely  with questions of stability, we are 
content here to ignore those results and immediately apply 
the results of Theorem 1 to the problem of  a.s.1. for system 
(2). 
IV. ASYMPTOTIC STABILITY IN THE LARGE OF 
SYSTEM (2): R = A x  + B( x )  
As mentioned in the Introduction, the addition of the 
linear part in (2), 
R = A x  + E (  x )  gf( x ) ,  (2) 
results in such diversity of behavior that we confine our 
attention exclusively to the question of asymptotic stability 
in the large  (a.s.1.). This is completely  resolved by Theorem 
2,  which represents the central contribution of the paper. 
Theorem 2: The following conditions are necessary and 
sufficient for the asymptotic stability in the large of system 
(2): 
1) the eigenvalues of A have nonpositive real parts; 
2) there exist a c E  R2 and a D E  R2x2  such that 
B( x )  = cTxDx; 
3) the pencil A + p ( x ) D ,  where p ( x )  - I A x ,  X I  / 
1 D X ,  x 1, has nonpositive eigenvalues for all x E R where it 
is defined; is undefined, if ever,  only on an eigenvector of 
A in the null space of D and IAlf  0; is singular on, at 
most, a unique line, ( x o ) ,  and cL E ( x o )  iff I AI # 0. 
Roughly speaking, conditions 1) and 2) of this theorem 
correspond to the requirement that  both the linear and the 
quadratic part of (2) not be unstable when considered 
788 
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Fig. 4. Analog computer simulations of stable pure quadratic systems. 
(a)  Focus  behavior: i = x ,[ -,.,:]x. (b) Center  beha\$or: 
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For example, [ ] is  focal, [ A ] is x-critical 
where x 2 [A], and [A y ]  is nodal. Note that a singular 
1 1  
-1  1 
alone. Condition 3), which depends upon the ratio of two 
determinants involving A and D (refer to notation intro- 
duced in Section 111-A), will be seen to ensure that the 
origin is the unique equilibrium state of system (2), and 
that the perturbation on the quadratic part of the field 
introduced by  Ax is always directed toward that equi- 
librium state. 
While  the  restricted  question of  a.s.1. behavior does 
permit a relatively  succinct characterization as given above, 
the complexity of this system is such that several distinct 
cases arise in the course of proving  these  results. For ease 
of exposition, we prefer to prove Theorem 2 by treating an 
equivalent statement, given  as  Theorem 3. below. This 
reformulation is essentially a translation of condition 3) in 
terms of well-known properties of 2x2 matrices.  While it 
results in a less concise statement, Theorem 3 affords a 
more natural framework for treating the various special 
cases as they arise. Moreover, it is obviously of greater 
practical use,  since  it  specifies an easy  numerical  check for 
the stability properties of (2). 
In order to facilitate future discussion, we introduce the 
following conventions. We  will call a real 2 X 2 matrix  focal 
if it  has a pair of complex conjugate eigenvalues; x-critical 
if it has a unique one-dimensional eigenspace  given  by (x); 
and nodal if it has at least two distinct real eigenvectors. 
matrix may  be either nodal (e.g., L:, or x-criticd 
(e.g., [: :I). Recall  from  Section 111-A that J 
* [ -A] is the skew-symmetric  matrix in R2. With 
these definitions in force, Theorem 2 may be restated as 
follows. 
7leorem 3: System (2) is a.s.1. if and only if conditions 
1 )  and 2)  of Theorem 2 hold and 
a) [ J D ] ,  and [DTJA], are definite or semidefinite and 
have the same sign; 
b) one of the following mutually exclusive conditions 
holds: 
bl) D and D-IA are both focal. 
b2) D is  focal and D- 'A is x-critical where x E (c, ) 
iff IAl # 0. 
b3) D is x-critical, singular, I A I # 0, and A - 'D  = yD 
for some scalar y # 0. 
To clarify the sipficance of these conditions we will 
give a few representative examples of (2)  along  with analog 
computer simulations. Example 4.1 consists of two a.s.1. 
systems  with a stable, but not asymptotically stable linear 
part, motivating the wording of condition 1). 
Example 4.la [Fig. S(a)]: 
x l = x 2 + . 1 x I ( x I + x 2 )  
x, = - X' + .IXI(X2 - X]) 
Example 4.1 b [Fig. 5(b)]: 
x,= -x,-x,(x,+x,)  
1, = X,(X]  + x 2 ) .  
Since 1 DX,  x I = x'JDx (see  Section 111-A), condition a) 
evidently  requires that D not be  nodal.  However,  unlike the 
situation in Section 111, it  is not necessary that D be focal: 
condition b3) indicates that a special class of unstable 
quadratic systems may give rise to a.s.1. behavior in (2). 
Example  4.2 presents such a system. 
Example 4.2 [Fig. 5(c)]: 
Since 1 D l .  I D-'Ax, x (  = ]Ax, Dxl = xTDTJAx (again, see 
Section 111-A), condition a) also excludes the case where 
D-lA is nodal. It will be seen that eigenvectors of D-IA 
generally specify subspaces in R 2  containing additional 
equilibrium states, which  must  be  excluded for the origin to 
be a.s.1. However, condition b2) indicates that in special 
cases, an eigenvector of D-'A may not result in additional 
equilibria, and a.s.1. may occur.  Example 4.3 presents two 
such  systems:  D-'A is critical in both cases and singular in 
4.3b. 
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Example  4.3  [Fig. 5(d), (b),  respectiaely]: Proof: The proof  f llows directly from the fact that x, 
is an equilibrium state if and only if the field in system (2)  
If on the boundary of an open set in R2, the field is 
b) i= [  -1 0 o ] x + ( x , + x 2 ) [ ~   - : ] x .  directed everywhere  toward its interior, then that set is positive-invariant. Proposition 4.2, an extension of the 
a) i= [  -1 o ] x + * l [ ;  1 - ; ] x  vanishes at x, .  0 
The sign  agreement stipulated in condition a) of Theo- 
rem 3 will be seen to imply that the linear part of the field 
perturbs the quadratic part in such a fashion that solutions 
of (2) cross the integral curves of (1) in the direction of the 
origin  at  every point on the plane. This is  equivalent to the 
sign condition on the eigenvalues of the pencil, A + p ( x ) D ,  
given in Theorem 2, and is crucial for a.s.1. Example 4.4 
presents a system where A is asymptotically stable, D is 
focal so that the pure quadratic field is stable, D- 'A is 
focal so that there are no equilibrium states other than the 
origin, but this sign condition fails to hold; unbounded 
solutions result. 
Example 4.4 [Fig. 5(e)]: 
Condition bl) should be seen as the typical  case of a d .  
behavior of system (2) ,  two examples of which are given 
below. 
Example 4.5 [Fig. 5(f), (g), respectively]: 
After establishing some  useful preliminary results in 
Section  IV-A, we  will prove the necessity of the conditions 
listed under Theorem 3 in Section IV-B, prove their suf- 
ficiency in Section  IV-C, and finally,  prove the equivalence 
of Theorems 2 and 3 by  way of summary in Section IV-D. 
The logical interrelation between the various cases consid- 
ered in the sequel  is  depicted in Fig.  10 at the end of this 
section. 
A.  Discussion and Mathematical Preliminaries 
In this section we derive several results which will be 
widely  used in subsequent proofs. 
The existence of a positive-invariant set disconnected 
from the origin  is a sufficient condition for the equilibrium 
state of system ( 2 )  not to be  globally  asymptotically stable. 
A systematic study of conditions for the existence of such 
sets, using Propositions 4.1 and 4.2, leads to the necessary 
conditions of Section IV-B. Proposition 4.1 concerns the 
existence of an equilibrium state removed from the origin 
(hereafter referred to as an off-origin equilibrium), while 
Proposition 4.2 introduces a device used to demonstrate 
the existence of general  positive-invariant  sets. 
Proposition 4.1: System ( 2 )  has an equilibrium state x ,  
# 0 if and only if for some x €  ( x , )  and x # 0 either 
A x = B ( x ) = O o r A x # O , B ( x ) # O a n d B ( x ) E ( A x ) .  
well-known Chetaev instability theorem, establishes this 
fact formally and is stated without proof. 
Proposition 4.2: Let V be a continuously differentiable 
functional on R2, and let c R be a nonempty open set 
such that V> 0 on 'Q, V= 0 on a!& the boundary of a, and 
V> o on a. Then Q is a positive-invariant set. 
Throughout Section  IV-B  it  will  be  convenient to use the 
following notation. If P is symmetric, we will call e,, { x  
E R2 lx'Px > y} the cone defined by P .  Note  that if P = 
[ab'],, then e,( P )  is a set of lines bounded by ( a l  ) and 
( b ,  ), hence we will sometimes  refer to this cone as 
e o ( a l ,  b L ) .  Some useful results on cones are contained in 
Appendix A to which we  will frequently refer in the sequel. 
Finally, by the half-plane of c we shall intend X + ( c )   { x  
In Section IV-C the sufficiency proof will involve the 
construction of positive-invariant  regions around the origin. 
Proposition 4.3 and its corollary lay the foundation for 
these proofs as well as some of the argument of necessity 
by establishing a connection between eigenvalues of the 
pencil A + p ( x ) D ,  and the resultant sum of Ax and DX in 
(2). This result  is also the central link between Theorems 2 
and 3. 
Proposition  4.3: For any pair of matrices, A ,   D E  R2x2, 
and any x E R 2 ,  if p ( x ) e  - I A x , x I / I D x , n l  is defined, 
then x is an eigenvector of the pencil A + p ( x ) D  with 
corresponding eigenvalue X (  x )  - 1 Ax,   DX I / 1 DX,  x 1. 
Proof: Define a( x )  I Ax, x I and 6( x )  4 I DX,  x 1. Since 
~ [ ~ A - ~ D ] x , x J = S ~ A X , X ~ - L Y ( D X , X ~ = O ~ ~ ~ ~ ~ ~ ~ E R ~ ~ ~  
follows that [ 6 A -  a D ] x  = q ( x ) x  for some real valued 
function q. But 
ER21c'xX)O). 
=I[X,J'X]~[AX,DX]I=-X'X/AX,DXI, 
henceq(x)= - IAx, Dxl a n d 6 [ A + p ( x ) D ] x = q x .  
CorolZary 4.1: If D is focal and D -  'A is not nodal, then 
the pencil A + p ( x ) D  has eigenvalues in for all x E R * 
iff condition a) of Theorem 3 holds. 
Proof: Since I D X ,  x I # 0 and hence  sign definite, p ( x )  
and h ( x )  exist for all x E R2. Since 1 Ax, D X \  = 1 Dl 
1 D -  'Ax, x 1 ,  A(x)  is either strictly negative or strictly posi- 
tive  when D -  'A is  focal, and semidefinite,  with a zero on 
( x , )  if D-'A is x,-critical. But I DX,  x1 = x'JDx and I 
Ax,  DX] =xTDTJAx; hence A G O  for all x E R 2  iff [JD], 
and [ D'JA], agree in sign. 
B. Necessary  Conditions for Asymptotic  Stability in the  Large 
This section  is  devoted to the proof that the conditions 
of Theorem 3 are necessary for ( 2 )  to be a.s.1. From the 
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Fig. 5. Analog computer simulations of representative linear-quadratic 
systems. (a)  as.1. system with linear  part  at  center  (Ewample 4. la). 
results of Lyapunov it is known that a necessary condition 
for system (2) to be stable is that the spectrum of A be 
contained in the closed left half  of the complex plane, ?, 
and this gives rise to condition 1) in Theorem 3. If the 
stability properties of the linear part of (2) generally de- 
termine local behavior, intuition suggests that its global 
behavior  is determined by the quadratic part, & x ) .  This is 
partially verified by the  following four lemmas. 
(2) has an  off-origin  equilibrium. 
Proof: Since x # 0 implies A x  # 0 and B ( x )  # 0 un- 
der the hypothesis  above, it suffices to show that for some 
x ,  # 0, B( x , )  E ( A x , )  (by Proposition 4.1). Since B( x) E 
Lemma 4.1: If I AI # 0 and B ( x )  is type l), then  system I 
! 
( A x )  iff 1 A x ,  B(x) l  = 0, let I 
(4 
toget ] A x ,   B ( x ) l  Fig. 5. (Continued.) (b) a.s.1. system with singular linear part (Euamples 4. I b and 4.3b). (c) a.s.1.  system with x-cntxal D matnx  (Example 4.2). 
q( u )  and  hence x ,  = * [Lo] is an equilibrium point for 
some /3E [w. If a = 0, then for x ,  
where q is a cubic polynomial  whose leading coefficient  is 
a I 2 h 2 ,  - a2,g2, =a. If a# 0, there exists a real  root u, of 
a12 g22 
A 0 
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Fig. 5. (Continued.) (d) as.1. system  with  x-critical D-'A matrix (Example 4.3a).  (e)  System  with unstable A f p ( x ) D  pencil, 
hence, with unbounded solutions  (Example 4.4). ( f )  a.s.1.  system  with focal D and D-IA matrices (Example 4.5a). 
Lemma 4.2: If I AI = 0 and B ( x )  is type l), then system Proof: Since A is singular, let A = ab'. Defining V ( x )  
( 2 )  has either an unstable origin or off-origin equilibrium k a r x ,  we have p ( x )  = a; A x  + a: B ( x )  = a; B(x) = 
states. xTRx where R = [a,  ,G + a ,  2 H ] s .  If R is  positive or nega- 
792 IEEE TRANSACTIONS O N  AUTOMATIC CONTROL, VOL. AC-27, NO. 4, AUGUST 1982 
(8) 
Fig. 5. (Continued.) (g) a.s.1. system with focal A ,  D. and D-'A matrices 
(Example 4.5b). 
tive definite, then the system is unstable by Lyapunov's 
first instability theorem [4] since V takes both positive and 
negative  values in any  neighborhood of the origin. If R is 
positive or negative  semidefinite, then the  system  is unsta- 
ble by Krasovskii's extension of the first instability theo- 
rem [4] unless the line on which ri vanishes contains a 
complete half-trajectory of (2). But P = 0 on ( x )  implies 
B( x )  E ( a ) ;  hence if ( x )  contains a complete half-trajectory 
of (2),  then f ( x ) E  ( x )  implies ( x )  = ( a )  and that line  must 
contain an off-origin equilibrium or an unbounded ray 
solution. 
Finally, if R is indefinite, then B(x) E ( a )  for two dis- 
tinct lines in R2, one of which is not (6, ). Then by 
Proposition 4.1 the system has an off-origin equilibrium 
state. 0 
It should  be noted that Lemmas 4.1 and 4.2 demonstrate 
the necessity of condition 2) in Theorem 3. Since B ( x )  
cannot be  type l), we must  have B ( x )  = cTxDx according 
to the results of Section 111. 
When D = dbT is singular, B ( x )  = cTx d b T i  = bTx dc'x. 
In such a case there is an ambiguity in the parameteri- 
zation of B ( x ) .  If either b or c E  ( d ,  ), then the corre- 
sponding D matrix  is critical and might  allow a.s.1. behav- 
ior as in Example  4.2. To resolve this ambiguity, we shall 
classify a singular matrix D as nodal only if both pura- 
meterizations are nodal and consider only the critical 
parameterization otherwise. 
Lemma 4.3: Let B( x )  = cTxDx and let D be nodal. Then 
system  (2) is not a.s.1. 
Remark: This lemma is proved by considering the be- 
havior of solutions near the dominant eigenvector of D .  
The case  where A has the same  eigenvector  almost  always 
results in a ray solution on the corresponding line. In the 
more general case, the linear part of the field perturbs 
trajectories off this line. However, since solutions of the 
pure quadratic part tend  toward the dominant eigenvector 
of D (within a suitable neighborhood). a positive-invariant 
set may be constructed based on the cone  formed  by that 
line and a line perturbed slightly away from it in the 
direction of the linear part. The reader is  referred  to 
Appendix A for some of the facts about cones  used in the 
proof of this  case. 
Proof: Since &DX = (- cTx)( - D X ) ,  let a( 0 )  
= { X ,  p}, X 2 I pl, with no loss of generality, and suppose 
De = he. 
I )  Case AeE(e) :  If e @ ( c , ) ,  then A e Z O  implies 
the existence of an off-origin equilibrium by Proposition 
4.1. If, however, Ae = 0, then since e is  an  eigenvector of D ,  
(2) has a ray solution along ( e )  and, hence, an unbounded 
solution. 
If e E (ci ), then Proposition 4.1 does not apply. Using 
the change of basis y 4 [c, . c ] - 'x  we obtain 
9, = y2( u2, + d22y2) where d, ,  'r 0 (since D is nodal) 
c 
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and the system is unstable. 
2) Case  Ae C€ (e): Defining V: l / 2 x T P x  - y (where 
y > 0)  yields v= xTPAx + cTxxTPDx. If P +e,( P> n 
X+(c ) ,  then Y>O on 8, and V= 0 on 88. Hence, if P and 
y are chosen  such that Ti> 0 on 9, the proof is complete 
according to Proposition 4.2. 
To choose P, define e ,  such that e ;   A e  > 0. Evidently, a 
small enough E > 0 may  be  chosen such that if b s e  + eel,  
then cI (!?,(e, b).  Moreover, if P is chosen as P - [ e l  
b:] , ,  then e,(e,  b )  C_ e , ( [ P D ] , ) ,  according to Fact A.2 (see 
Appendix A)? Hence, the second  term (cubic in x )  of v i s  
always nonnegative on 9. The following argument now 
demonstrates the existence of a large enough y > O  such 
that this term dominates the first term-i.e., for all x €  52, 
cTxxTPDx > - xTPAx,  or, equivalently, cTx > e ( x )  
= - xTPAx/xTPDx.  This argument is illustrated in Fig. 6.  
Since the denominator of 0 is  zero on ( e ) ,  and that line 
approaches 8P arbitrarily closely, we wil partition 9 using 
a line defined  by  some g in its interior to be  chosen  below, 
as 
A 
and discuss P,, where 8 is bounded separately. Note  that 
eTPAe > 0, by construction of P ,  hence we  may choose g in 
9, arbitrarily close to ( e ) ,  such that xTPAx > 0 for all 
x E P,: It follows that Ti> 0 on 9, for any y > 0. Letting 
p = supxEQ$'(x)<co, we must now choose y such that 
cTx>p  on 8, which implies V> 0 on Q2 as well. Since 
c I this is possible for any p < 00. 0 
Lemma 4.4: If D is x-critical and nonsingular, then (2) 
is not a.s.1. 
a 
Proof: With no loss of generality,  assume D = 
so that D is [:]-critical, and 6 > 0. Let A = [ :;: :I, 
and assume either c ,  > 0, or c, = 0 and c2 > 0.3 If d k  
and P [dcT],, then the intersection of e o ( P )  and the first 
quadrant is some nonempty cone. We will construct a 
positive-invariant set in this  cone. 
Let ( x o )  be in the interior of this cone, and define an 
affine ray, A, parallel to ( x , ) ,  and a parabola, I', as 
[:I 
A ( [ :] + ax,la > 0 ,  a, a positive constant I 
These  sets intersect at a unique point, y ,  determined by the 
magnitudes of a,, a, and P,  defining a region, 3, discon- 
nected from the origin, and bounded by I', A + ,  and { y }  
'The assumption that D is nodal is crucial here. If D is critical and 
nonsingular, then eo( P )  C eo([ PD], only for one orientation of eL [e.g., 
e ,  = Je,  rather than e ,  = - J e )  for which it may occur that e ;  Ae< 0 
(see Appendix A)]. Hence, the critical case is considered separately. 
tion to the one given here may be completed in the third quadrant  rather 
30thenvise, if c ,  < 0, or c, = 0 and c2 < 0, then an identical wnstruc- 
than  the first. 
A a 
Fig. 6. 
Fig. I .  
as shown in Fig. 7. We will show that 1, > 0 on A, and 
i2 > 0 on r+ ,completing the proof. 
Considering the first inequality, if x €  A + ,  we have 
o(xo, a,, a); hence, i, > O  when a and a. are suitably 
large.  Evaluating the second component of the field on I?+, 
we have R, = f i ( x )  = bc,/3xi +(a2]j3 + c,)xt  + o ( x ) .  
When c,  > 0, it is  clear that t2 > 0 on I'+ if y is suitably far 
from the origin-i.e., if a, is large enough. If c ,  = 0, then 
P < c 2 / a 2 ,  implies i 2 > 0  on I'+ as well, since c2>0 by 
assumption. Moreover, for small  enough P,  y is far enough 
from the origin so that R, > 0 on A, as described  above. 0 
The preceding lemmas have excluded almost all exam- 
ples of system ( 2 )  for which the quadratic part is unstable. 
It would be intuitively satisfying to add to the list of 
necessary conditions the requirement that  the  pure 
quadratic part of the field be stable. Unfortunately, as 
demonstrated by Example 4.2, a small class of unstable 
pure quadratic systems may, nevertheless, allow (2)  to be 
a.s.1. At this point, the most we can require is that ( 2 )  
admit the form 
i, = f , ( x )  = 6cILy: + a".o'P., + a,cw(c,dTjco + C T X , S )  + 
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i = Ax + crxDx (6) 
where A is stable and D is either focal or x-critical and 
singular. It is worth noting at this juncture that these 
results greatly  restrict the class of bilinear  systems  (3) 
which are stabilizable under linear state feedback: namely, 
a bilinear  system in R2 with a nodal matrix D cannot be 
made a.s.1. by  any  choice u = crx, regardless of the proper- 
ties of the pair ( A ,  b).  In a subsequent paper, t h s  question 
will  be  considered  in greater detail [8]. 
We  now proceed to prove the full statement of nkcessary 
conditions by considering the equilibrium states of (6) .  
Since Proposition 4.1 establishes conditions for the ex- 
istence of off-origin equilibria depending upon the zeros of 
I Ax, B(x)l we might expect B(x) = crxDx to necessitate, 
in turn, O #  IAx, Dxl= ID1 ID-'Ax,xl (when ID1 Z0)- 
i.e., that D- 'A be  focal. Yet, as demonstrated by Example 
4.3, in some  cases D- 'A may not be nodal. whle (2) is  still 
a.s.1. The following  three  lemmas will distinguish  these 
special  cases. 
Lemma 4.5: If D is  focal, and D-'A  is nodal, system (6) 
is not a.s.1. 
Proof: Since e E R 2  is an eigenvector of D-'A iff 
B(e)E(Ae), we have B(e , )E(Ae , ) ,  i=1,2, (e l )#(e2)  by 
assumption. According to Proposition 4.1, the system has 
an off-origin equilibrium unless simultaneously A e ,  = 0 
ande,E(c,).Inthiscase,D-'A=cLbTforsomebE(e,,) 
and A =  Dc, br. 
Defining  V(x) A - xr[Dc, I L  implies v(x)  = 
-cTx[DcL]~Dx=(cTx)cr[JTDTJD]x=JDJ(cTx)2 from 
Fact B.2 (see AppenQx B). Thus ViB 0 (since ID I > 0 for 
focal D) with equality only for x E (cL).  If e, is not an 
eigenvector of A ,  then a complete half-trajectory cannot 
remain on (c, ), hence by  Krasovskii's  extension of 
Lyapunov's  first instability theorem  [4]  the  origin  is unsta- 
ble. If Ae,E (e,), then D = a1 and the field is purely 
quadratic on (e,) which must, therefore, contain a ray 
solution-the origin is unstable. 0 
Lemma 4.6: If D is  focal and D-'A  is x-critical, then (6) 
has no off-origin  equilibrium states if and only if x E (c, ) 
when I A l f  0 and x 4 ( c , )  when IAl= 0. 
Proof: If D-IA is x-critical, then B ( y ) E  ( A y )  if and 
only if y E (x). Under this condition, I A I = 0 if and  only if 
Ax = 0.  Since B( x)  = 0 if and  only if x E ( c I  ), we require 
x e( c, ) when  Ax = 0 and  x E (c, ) when  Ax + 0 to ensure 
against an off-origin equilibrium state according to Pro- 
position 4.1. 0 
Lemma 4.7: If D is singular and x-critical, then (6) is 
not a.s.1. unless I A I + 0 and A - 'D = yD  for  some  scalar y. 
Proof: If D is x-critical and singular, then for some 
d €  (x) we have D = dd;. If Ad $(d ) ,  then a proof identi- 
cal to that of Lemma  4.3  may  be gven to show the 
existence of unbounded solu~ions.~ If IA I = 0 and Ad E ( d ) ,  
then either Ad = B ( d )  = 0,  or Ax E ( d )  = ( B ( x ) )  for  all 
x E R 2  -either  case  resulting in off-origin equilibria 
according to proposition 4.1.  If I A I # 0 and A d €  (d ) .  then 
unless it is singular, as stated in the footnote to Lemma 4 . 3 ,  and shoun in 
4Note that  this proof cannot necessarily be used for an x-critical matrix 
Appendix A. 
A - ' d E ( d ) ;  hence A - ' D = y d d r  =yD for some scalar y. 
The reader should note that Lemmas 4.3-4.7 prove the 
necessity of the conditions b). It remains to show that 
condition a) stated in Theorem 3 is  necessary  as  well. This 
will conclude the proof  of  necessity  of Theorem 3. 
Lemma 4.8: If D is focal and D-'A is either nodal or 
x-critical, then  system (6 )  cannot be a.s.1. unless [ JD], > 0 
implies [ D'JA], iB 0 and [ JD], < 0 implies [ DrJA], < 0. 
Proof: As shown  in the proof of Corollary 4.1, if the 
stated condition does not hold, then A + p(x)D has eigen- 
values in [Wf for all x E R '. Hence, if p o  kp(cL ), and 
M ,  LA +poD, we have a(Mo) = {Ao, a,} Crw?. Note that 
p, Z 0 since A has  negative  eigenvalues.  Since Mocl = A,c, 
from Proposition 4.3,  it  follows that crM, = 6,c' according 
to Fact €3.1 (see  Appendix B). On the affine line { X I  crx = 
p o }  we have f (x )=Mox=M,(poc+qc~) ,  qER, and 
hence, poc7f(x) = p$, 0. If 6, > 0, then the half-plane 
separated from the origin is positive-invariant. If 6, = 0, 
then the affine line is itself invariant. In either case, the 
system  is not a.s.1. 0 
C. Sufficient Conditions for  Asymptotic  Stabiliq  in the Large 
This section  is  devoted to proving the sufficiency of the 
conditions in  Theorem  3. We  will first prove that l), 2),  a), 
and bl) or b2) are sufficient in Proposition 4.4. We will 
show that the special case l), 2), a), b3) is also a.s.1. in 
Proposition 4.5. 
Proposition 4.4: The following conditions: 
1) A has eigenvalues in c; 
2) B(x) = crxDx; 
3) D is focal and 0 - ' A  is either focal or x-critical 
where xE(c,)  iff IAl $0; 
4) A + p(x)D has eigenvalues  in [w-; 
are sufficient  for (2) to be a.s.1. 
Remark: This result  is obtained by constructing an arbi- 
trarily large family of nested positive-invariant sets, each 
sharing one boundary point in common  with the next. In 
the absence of off-origin equilibria, and since the shared 
boundary point precludes the possibility of a limit-cycle 
occurring between two consecutive sets, it follows that all 
trajectories enter each  nested  set  in turn. Local attraction is 
demonstrated by showing that when ths  family cannot be 
made arbitrarily small, the boundary of the  "smallest"  set 
intersects an attractive domain generated by considering 
the stable linear part of the field. In the special  case  where 
the linear part is stable but not asymptotically stable, a 
separate lemma  is  required  to demonstrate the absence of 
limit  cycles  locally.  As  discussed in the introduction of this 
section, condition 4) provides the crucial information that 
the linear  field  is  always directed toward  the interior of the 
logarithmic spiral generated by the focal  system ( 5 ) ,  2 = DX. 
Note that conditions 3) and 4) above are equivalent to a) 
and either bl)  or b2) of Theorem 3, according to Proposi- 
tion 4.3 and Corollary 4.1. 
Proof: Let o(D)= {01+ ij3.a- i s }  where cuG0 by 
proper choice of c (as in Lemma 4.3) with no loss of 
~ ~ ~~ 
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generality.  Choose an arbitrary vector, x,€ R2, such that 
cTx,>O and define the curve A,A { i ? ' D x o I t € [ n p / 2 ~ , ( n  
+ 1)/?/277]} with endpoints ynxO and y"+lxo where 1 < y 
[since a < 0 and p / 2 ~  is the natural frequency of (5) ]  as 
shown in Fig. 8.5 Further define the line segment A, 
"+' y"} to close the curve and define the 
compact set 3, as shown in the figure.  Since { y n + l x 0 }  = 
uX,+ l W X ,  and since Proposition 4.1 and Lemma 4.6 as- 
sure the absence of off-origin equilibria under the hypothe- 
sis  above, if we demonstrate that each  set  is  positive- 
invariant it follows that %, is attractive. 
The normal vector to the curve A, at any point, x ,  lies in 
( [ D X ]  and, assuming [ J D ] ,  > 0, it follows that nA(x)  
=JTDx is the normal to A, at x and directed toward the 
interior of 3, since xTnA(x)  = - X ~ J D X C  0.6 Similarly, 
the interior directed normal on A, is  given  by n A ( x )  4 JTx,. 
To show that %, is positive-invariant it will suffice to show 
that n i ( x ) f ( x )  and n ~ ( x ) f ( x )  are nonnegative for x€ 
A,, A,, respectively. 
The first inequality holds for all x€ R2 since n f f  = 
x ~ D ~ J ~ ( x ) = x ~ D ~ J A x ,  and xTDTJAx/xTJDx=  IAx,   DX/ 
/ I D X ,  x I = - h(x) > 0 (according to Corollary 4.1, under 
these  hypotheses)  implies xTDTJAx 2 0, given that [ J D ] ,  > 
0. 
The second inequality holds on A, when x, is suffi- 
ciently large since cTx, > 0 and [ J D ] ,  > 0 implies 
n ~ ( x , ) f ( x , )  = x i J A x ,  + c ~ x , x ~ J D x ,  > 0 when cTxo 2 
- x ~ J A x , / x ~ J D x ,  = p(xo). If p(xo) < 0, then the in- 
equality holds for arbitrarily small x,, and the proof is 
complete. 
If, however, for all x,€ R2, p ( x o )  > 0, then A must be 
focal  and may be written as A = uI+ wJ in some coordi- 
nate system.  Since 0 > [ J A ] ,  = - Iw from the assumption 
[ J f ] , > O  and p > O ,  it follows that w >O. If u<O, then 
V= 1/2xTx gives k= uxTx + cTxxTDx, defining an open 
connected domain of attraction around the origin by !J 
= {x I k< O}. We shall  show that for all x o ,  any portion of 
A on which the second inequality fails  must be contained 
in a. Suppose n~(x,) ' f (x , )  < 0, i.e., 
= { S X O  I Y A 
A 
A 
0 > x l J A x ,  + c ~ x , x ~ J D x ,  
= - W X ; X ,  + C ~ X , X , T J D X , .  
Since 
0 < x,TDTJAx0 = U X ~ D ~ J X ~  - U CDX, 
implies 
x,TDTJxO < - x,TDx,-, , w 
U 
we have 
'Note: if n = 0 then y = 1, and D is skew-symmetric in some basis for 
which V = x'x is a global Lyapunov function-i.e., V = x 'Ax < 0 under 
these hypotheses. 
61f, instead, we assumed [JD], < 0, then JDx would specify the interior 
directed normal and  the proof would proceed identically after interchang- 
ing J for J ?  
A 
Fig. 8. 
hence 
o > - w x ; ~ o  + cTx0( X ; J D X ~ )  
> - - w ( uxrx, + c T x 0 x ~ D ~ , )  = - - w k( ~ 0 ) .  
U U 
In the case u = 0, Lemma 4.9 demonstrates the absence 
of limit cycles, after which the result  follows. 
In order to complete the proof of Proposition 4.4, we 
rule out the possibility of periodic solutions, when the 
linear part of the  field  is  critically stable, by the following 
lemma. This brief encounter is the closest brush with the 
phenomenon of quadratic limit cycles to be found in the 
paper. In a subsequent paper, we will use the same meth- 
ods developed here to investigate this fascinating behavior 
more  thoroughly and develop conditions for the existence 
of isolated periodic solutions of (2)  when the origin is the 
unique equilibrium [7]. 
Lemma 4.9: Under the conditions of Proposition 4.4, if 
A has pure imaginary eigenvalues, system ( 2 )  admits no 
periodic solutions. 
Proof: Under some linear coordinate transformation, 
( 2 )  may  be rewritten as 
x = Jx + cTxDx 
where condition 4) above implies [ JD], and [ DTJ2],  = - D, 
are sign definite with the same  sign (by Corollary  4.1). As 
before, we assume that D is stable with no loss of general- 
ity and, hence, D, < 0, [ J D ] ,  > 0. Defining V A  I /2xTx  
yields k= cTxxTDx which  implies that II x II grows in X- 
= A {x l cTx<O}  and decreases in X+& {xIcTx>O}.  As 
shown in the proof of Proposition 4.4, %, is constructed 
such that x,€ %, implies 0 > n, (~ , ) ' f (~ , )  = I f(xo), x ,  I. 
Thus every trajectory in 3, crosses each line ( x o )  in the 
same direction (in  this  case,  clockwise). 
Choose a fixed point in %, on (cL ), x. $7, Jc  (yo > 0). 
Since 3, is positive-invariant, p ( t ;  x,)€ ( X o  for all t > 0; 
hence p ( t ;  x,) must enter X-, and leave it at some  time, 
t I  > 0, on a point on the other side of (c  ) x1 - y ,  Jc  
( y ,  > 0). Define the resulting  curve r- I A  =' { p ( t ;  xo, It€ 
(0, t , ) }  c X-. We shall now join x1 to x, by a curve, r+ in 
X+ , on which the field is directed strictly toward the 
interior of the resulting  neighborhood of the origin formed 
by the Jordan curve $kl?+Ur-. This will ensure that 
p ( t ;  x]) nr- = 0, hence that p ( t ;  x,) is not periodic. 
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Define a reflection of r- into X+ by the parameteriza- 
t ionr(r)s  -~(t)p(t;x,).Requiring$(0)=yl/y,=l/~(tl) 
implies that r(0)  = x l ,   r ( t l )  =x,.  Requiring that the ratio 
A IIp-rll '= IIpII-Ilrll 
be constant specifies a family of smooth curves in X, of 
whch a unique member satisfies the endpoint conditions 
above. Thus if r+ f { r ( t ) l r  = -5p ;  5(0) = I /5( t l )  = 
y , / y o ;  $ ZE 0}, then $ is a Jordan curve  defining a neigh- 
borhood containing the origin. This construction is  il- 
lustrated in Fig. 9. 
The tangent to I?+ at any point, r ,  is  given  by i = - i p  
- l p .  Thus for any r E  r+ we have 
r v i  = 12pvp = - 12( p'p - c'pp9Dp) < 0 
since [ J D ] ,  > 0 and p E X-, and Ji. is the interior directed 
normal vector for the set  bounded  by $ at r .  It suffices to 
show that f( r)'Ji. > 0 for all r €  r+ .
Since 
we have 
Since 
II r II 
=-[-6/5+--] 1 I + {  f T r  
r l rTr 
we may substitute for f/{ in the first  equality to get 
since D, < 0, [ J D ] ,  > 0, and r E  X,. 0 
We now conclude the proof of the sufficiency of the 
conditions of Theorem 3. 
Proposition 4.6: If D is  critical and singular,  then  system 
(6) is a.s.1. if I AI # 0 and A-ID = yD for some y €  R. in 
which case the pencil A + p ( x ) D  has eigenvalues in R - 
when  it  is defined. 
Proof: If D = d d I  andA-'D=yddY. then Ad€ (d). 
Under the change of basis y [d, dl  ] - ' x ,  we have 
Fig. 9. 
hence y2 = a22y2 and y2( t )  = eUz2'y2, + 0. In  this  case, 
31 = ( a l l  + c,e'~zzy20)yl + a12euzzzy20 +~ ~ e ~ ~ ~ ~ y ~ ~  2 
and r l (  t )  + 0. The  system  is a.s.1. 
value 
In the y coordinate system, k + p( y)d has the eigen- 
according to Proposition 4.3. 0 
D. Summary of Results 
Sections IV-A-C have investigated the properties and 
conditions for a.s.1. of system (2) according to  the scheme 
depicted in Fig. 10 as stated in Theorem 3. To conclude 
our investigation we shall demonstrate that these condi- 
tions may be characterized more succinctly as stated in 
Theorem 2. 
Theorem 2: The following conditions are necessary and 
sufficient for the asymptotic stability in the large of system 
(2):  
1) the  eigenvalues of A have  nonpositive  real parts; 
2) there  exists a c E R 2  and D E R 2 x 2  such that B ( x )  
= cTxDx; 
3) the pencil A + p ( x ) D ,  where ,u e - I Ax,  x I /  
I D X ,  x 1 ,  has nonpositive  eigenvalues for all x E R 2  where it 
is defined; it  is  undefined, if ever,  only on an eigenvector 
of A in  the  null  space of D and I AI + 0; it is singular on, at 
most, a unique  line, ( x , ) ,  and cL E (x,) iff I AI # 0. 
Proof - Necessify: We first show that conditions a) 
and b) of Theorem 3 are necessary  for 3) above.  Clearly, a) 
is  necessary  since.  otherwise, A + p(x)D will  have  positive 
eigenvalues,  according  to  Proposition 4.3 and its corollary. 
Now  assume that b)  does not hold. 
If D is nodal with  eigenvectors d. e ,  then p ( x )  and hence 
the pencil  is  undefined on ( d )  and ( e )  violating 3) unless 
one or both linear factors of I DX,  X I  are cancelled by 
factors of I A x ,  x 1, i.e.,  unless A shares one or  both eigen- 
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[JDIs sod [DTJAls 
Fig. 10. 
vectors  with D. In  the  latter case A = yD; hence A(x) = 0 
for all x €  R ’, and the pencil  is  singular for all x. In the 
former case, if Ae = ae but Ad @ ( d ) ,  then p(x) is unde- 
fined on ( d ) .  Both situations violate  3). 
If D is x,-critical and nonsingular, then I DX,  X I  = 
(xTxol )’ and p( x) must be undefined on (x,) unless 
A = yD. Either possibility  violates 3). 
If D is focal, then according to Proposition 4.3, the 
pencil is singular iff x is an eigenvector of D- ‘A. Hence, 
D- ‘A cannot be nodal, and if it is x,-critical we require 
xoE(c,) iff IAl # O .  
Sufficiency: We  now  show that a) and b) are sufficient 
for 3). If bl)  holds, then p is always defined, A + p(x)D is 
never singular, and a) implies its eigenvalues are strictly 
negative. If b2) holds, then p is  always defined, A + p(x)D 
is singular  only on the unique eigenvector of D-’A, and a) 
implies its eigenvalues are always  nonpositive. If b3) holds, 
then D = dd,  and I DX,  X I  = ( ~ T x ) ~ ,  and the pencil is 
undefined only on ( d ) ,  but A d €  ( d ) ;  hence, this is in 
agreement with 3). Finally in Proposition 4.6, it is shown 
that a) and b3) imply that A + p ( x ) D  has a constant, 
negative  eigenvalue. 0 
APPENDIX  A 
SOME RESULTS CONCERNING Corns IN IW 
In Section N - B  the notion of a cone was introduced and 
used extensively. Unfortunately, the algebra and notation 
required to use this simple geometric construction in the 
body of the proofs in that section is unwieldy. This ap- 
pendix presents the most important of the requisite results. 
Definitions: Let e,  b be linearly independent in R ’. Then 
ey(e ,b)&  {ae+/3bIa /3>y>O}.  
e,( e ,   b )  defines a conical region in R ’. If y, > y2, (?,$e, b )  
is a proper subset of CJe,  b) .  The distance of the set 
e,,( e ,   b )  from the origin  increases monotonically with y and 
tends to infinity as y tends to infinity. 
An alternate description of eo(e ,   b ) ,  and &?,(e, b )  uses 
e ,  and b,. 
xEC?,(e, b )  iff -xe,bIx>O 
xEe.,(e, b )  iff >Y.  
-xe,bTx 
[ e ;  b,I2 
If P A  -[e,b~],/[e;b,]’ ,  then (?,(e, b ) = e , ( P )  defined 
in Section IV-A. 
Fact A . l :  Let e,  b, and x€ R2. If b and x lie in the same 
half-plane defined  by (e )  and x @ e,( e,   b) ,  then 
(?,(e, b )  c x). 
Fact A.2: Let D be critical or nodal with u( D) = {A, p }  
and A 2 I p I. Then given any c E R 2, there exists an indefi- 
nite matrix P such that c ,  @ eo( P )  and e,( P) c e,([ PD],). 
Comment: Fact A.2 is  used in the proof of Lemma 4.3 to 
show that the given  system  is not a.s.1. The principal idea is 
to establish a region in R by the proper choice of P ,  which 
is  positive-invariant. Embedding C?,(P) in (?,([PD],)  
establishes the positive invariance of one-half of the cone 
e,( P) under the influence of the pure quadratic field. Fact 
A.2 states that if D is nodal or critical, such an embedding 
is always  possible. This result could be used as an alterna- 
tive  proof of instability for the pure quadratic system  when 
D is not focal. 
Proof: Let De = Ae and define b &e + eel for some 
r>O.Noteb,=e,-ce.DefinePA-[e,bT],toget 
1 
PD= --[e ,bI   +b,eT]D= -- 2  2 [ e ,  b; D + pb,er ]  
since e; D = pe; from Fact B.l. Thus, 
where g = f [ D T + p l ] b l .  If g E ( e , ) ,  then it directly fol- 
lows that 0 = eTg = - e/2(A + p)eTe; hence A = - p and 
e , ( [ P D ] , ) = I W ’ - ( e ) > ~ , ( P ) .  
If g @( c ,  ), we consider the three cases where D is 1) 
critical, but not x-critical, 2) x-critical, and 3) nodal. 
Incase l )D=aI(a>O)andPD=aPsotha t (? , (P)=  
eo([PD],).  For cases 2) and 3) we demonstrate that C?,(P) 
c e,([ PD],) by the equivalent demonstration that 
~ o ( e ,  b )  5 - g, 1 
using A. 1. 
Since e: g, = e‘g = - c /2 (A  + p )  < 0 and e;  b = ee; 
e ,  > 0, it follows that b and - g, lie in the same half-plane 
defined by ( e ) .  To show - g, @ eo(e ,   b ) ,  it suffices to 
show O>g;Pg ,  = -(g,e,)(bTg,). T Since gTe,<O 
from above, this follows if and  only if b? g, = - c/2eTe(A 
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-p  + f e y   D e / e T e ) < O .  The last inequality is evidently 
true for  small  enough E if D is nodal since A > I p I. If D is 
x-critical, then A - p = O  and the sign of b r g ,  depends 
upon J-i.e., the orientation of e ,  E Je.7 In either case, 
bT g ,  < 0 and g ,  E e o ( e ,  b) .  Thus, by Fact A.l 
~ o ~ ~ ) = ~ o ( ~ , ~ ) ~ ~ o ( ~ , - g , ) = ~ o ( [ ~ ~ l ~ ) .  
To show that c, e o ( P )  we note that CT PC, = -(cf 
e ,  l2 + e(cre ,erc l>  G O for small  enough E .  0 
APPENDIX B 
SOME PROPERTIES OF (2 x 2) MATRICES 
Fact B.1: If x is an eigenvector of the matrix A ,   x ,  is an 
eigenvector of the matrix AT. If o ( A )  = {A,  p} c R and 
A x = A x ,  then A T x ,   = p x I .  
Proof: ( A x ,  x,) = ( A x ,   x , )  =(x, A T x , ) =  0 where 
( x ,   y )  is the inner product of the vectors x and y.  Hence, 
x I  is an eigenvector of AT. 
Let the eigenvalue of AT corresponding to x I  be a and 
let the eigenvector of A corresponding to the eigenvalue p 
bey. ATx,  = a x , ;  A y = p y .  
( A Y , x , ) = ( I J . y , x I ) = ( y , A r X , ) = ( y , ( Y X I ) .  
Hence, 
( p -  a ) y T x ,  = 0. 
Since the eigenvectors y and x are independent, p = a. 0 
Fact B.2: If A is a nonsingular matrix and J = 
then A - ’  = I / ]  A I  J ~ A ~ J .  
Proof: If 
J = [  -;I, 
ACKNOWLEDGMENT 
The authors would  like  to  express their gratitude to two 
of the reviewers for their careful attention and helpful 
suggestions. 
REFERENCES 
W. A. Coppel. “A sunrey of quadratic systems.” J .  Differential 
T. Date. “Classification and analysis of two dimensional real homo- 
Equations, vol. 2, pp. 293-304, 1966. 
geneous quadratic differential equation systems,” J .  Differential 
Equations. vol. 32, pp. 311-334, 1979. 
plane.” J .  Differential Equations, vol. 7, pp. 251-273.  1970. 
R. J. Dickson and L. M. Perko, “Bounded  quadratic systems in the 
W. Hahn, Stability of Motion. New York: Springer-Verlag, 1967. 
J. K. Hale. Ordinary  Differenrid Equations. New York: Wiley, 
1969. 
D. E. Koditschek and K. S .  Narendra. “The stability of second 
order quadratic differential equations,” Dep. Eng. Appl. Sci., Yale 
Univ.. New Haven. CT. S & IS Rep. 7709. Nov. 1977;, 
New Haven, CT, S & IS Rep. 81 IO, in preparation. 
New Haven. CT, S & IS Rep. 8109. in preparation. 
L. S. Lyaghma, “The integral curves of the equation y’= (ax’ + 
bxx + cy2)/(d.x2 + exy + b’)” (in Russian), Uspekhi Mat.  Nauk., 
vol. 6, no. 2, pp. 171-183. 1951. 
L. Markus. Quadrafic Differenfin1 Equations and  Non-Associative 
Algebra. A M .  Math. Studies, No. 45. Princeton, NJ: Princeton 
Univ. Press, 1960, pp. 185-213. 
of the equation &/dx = p ( x , ~ ) / Q ( x .  y) where P and Q are 
I. G. Petrovskii and E M. Landis, “On the number of limit cycles 
polvnomials of the second degree” (in Russian), “a .  Sb., vol. 37, 
no.*79, pp. 209-250.  1955: see also AMS Transl.  Ser. 2, vol. IO, pp. 
177-221. 1958. 
N. I. Vulpe and K. S. Sibirskii. “Geometrical classification of 
quadratic differential systems” (in Russian), Diff. liruc.. vol. 13, no. 
T. Chin-Chu. “The structure of the seuaratrix cycles of the system 
- . “Limit cycles of quadratic differential equations, Yale Univ., 
- . “Stabilizability of second order bilinear systems,” Yale Univ., 
5 .  pp. 803-814, 1977. 
d ~ / d t = ~ O < ’ r + k 4 ~ a , k x ’ . 1 : k ,  ~ / d r = ~ 0 < i - k 4 ; b , k l ’ y i ~  Chinese 
Y. Yen-Chien, “A aualitative study of the integral curves of the 
Math., vol. 3. pp. 277-284, 1963. 
differen@ equation d~/dr = (&+ q l 0 x  + qol j> + qz0z2 + q 1  I x y  
+ ~ 0 2 ~ ~ ) / ( ~ W ~ I O ~ ~ O I . v  + pzox2  + pllx.v + p O 2 y 2 ) ,  Chinese 
Mafh,, vol. 3. pp. 1-18, 1963. 
1963. 
- . “Uniqueness of h i t  cycles,” Chinese Math.. vol.  3,  pp.62-70, 
Daniel E. Koditschek  received the B.S. degree in 
engineering and applied science from Yale Uni- 
versity. New Haven. CT. in 1977. 
He is currently pursuing doctoral research in 
mathematical systems theory at Yale, under the 
guidance of Prof. K. S. Narendra 
Kumpati S. Narendra (S’55-M60-SM63-F‘79) 
received the Ph.D. degree in applied physics from 
Harvard UniversiQ. Cambridge, MA, in 1959. 
At present he is Professor of Electrical En- 
gineering and Director of the Center for Systems 
Science at Yale University. New Haven, C T .  
’Unless \Dl  = O  in which  case D = e e $  and e$  DTe=lle1I4 regardless 
of the choice of J .  
