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A Gaussian random measure is a mean zero Gaussian process q(A), indexed by sets A in a 
u-field, such that ~(1 Ai) = Z: ?)(A,), where C A, indicates disjoint union and the series on the 
right is required to converge everywhere, so n is a random signed measure. (This is in contrast 
to so-called second order random measures, which only require quadratic mean convergence.) 
The covariance kernel of n is the signed bimeasure v,,(A, B) = Eq(A)v(B). We give a characteriz- 
ation of those bimeasures which are covariance kernels of Gaussian random measures, and we 
show that every Gaussian random measure has an exponentially integrable total variation and is 
a.s. absolutely continuous with respect to a fixed finite measure on the state space. 
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1. Introduction 
In this note we exhibit the complete structure of Gaussian random measures. 
Given a probability space (a, 5, P) and a measurable space (S, Y), a Gaussian 
random measure (Grm) is a Gaussian process n(w, A), AE Y, which is, for each 
w E 0, a signed measure on Y. As is customary, we often omit w from the notation, 
and, for simplicity, we assume ET(A) = 0, A E 9 
If Ai is a pairwise disjoint sequence in 9, we denote its union by C Ai. Since 77 
is a signed measure, we have 
V(W, C Ai) =C n(W, Ai) (1.1) 
for all w E 0. Often in the literature (e.g., [9]) one finds ‘random measures’ in which 
the series in (1.1) is only required to converge in quadratic mean (q.m.), but we are 
mostly concerned here with true signed measures. A mean zero Gaussian process 
v(A), AE Y’, for which (1.1) converges in q.m. will be called a Gaussian quadratic 
random measure (Gqrm). The familiar example of the Brownian stochastic integral 
IA d W( t) shows that a Gqrm need not be a Grm. Since [3] an a.s. convergent 
sequence of Gaussian rvs converges in q.m., it follows that a Grm is always a Gqrm. 
The couariance kernel v0 of a Grm (or Gqrm) 7 is defined on Y x Y by v,(A, B) = 
Ebb. (The Cartesian product YX Y is to be distinguished from the product 
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u-field 989.) Because of q.m. convergence in (l.l), v0 is countably additive in 
each variable when the other is held fixed, i.e., v0 is a signed bimeasure on Yx Y; 
clearly v, is also finite and symmetric. 
For the remainder of the paper we assume that (S, P’p) is a Lusin space, i.e., S is 
measure-theoretically isomorphic to a Bore1 subset of a compact metric space, and 
Y is the induced o-field. This includes all the usual spaces, and allows us to use 
the results of [2]. In particular, the assumption implies that Y is separable. 
Here are the main results. 
(1.2) Theorem. A symmetric, finite, signed bimeasure v0 on YX Y is the covariance 
kernel of a Grm 17 iff the following two conditions hold: 
(1.2.1) v, ispositivedefinite: foranyrealnumbersa,, . . . , a,, andsetsA,, . . . , A,, E 9, 
C,j aiaju,(Ai, Aj) 2 0, 
(1.2.2) there is a finite constant k such that xi VA/*( B,, Bi) s k for any countable 
partition of S by sets Bi E 9. 
(1.3) Theorem. Let 17 be a Grm; then, a.s., rt(w, * ) has afinite total variation measure 
(denoted Ivl(w, -)) andEe”“‘2(s’ <co for all a < (2 sup, vo(A, A))-‘. Moreover, there 
exists a Gaussian process p(y), y E S, having mean 0 and constant variance, such that, 
a.s., v(A) = (A p(y)p(dy), A E 9, where t.~ is the finite, nonrandom measure p(A) = 
EITI(A). 
Theorems (1.2) and (1.3) give the structure of Grms. The analogue of (1.2) for 
Gqrms will be indicated in Section 3. 
Consider now a finite measure /3 on Y and let vo(A, B) = B(A A B). This is a 
finite symmetric bimeasure that satisfies (1.2.1); but, if p has no atoms, (1.2.2) 
cannot hold. In fact, if 0 < a <p(A), there exists a set B c A such that p(B) = a 
(Neveu [S]). Using this it is easy to construct a disjoint sequence of sets Bi such 
that 2 VA/*( Bi, Bi) = ~0. This suffices to show that a Gqrm with independent incre- 
ments, whose spectral measure has no atoms, cannot be a Grm. Such Gqrms arise 
typically in the theory of stationary processes and in empirical limit theory. 
Section 2 contains a bit of background, and the proofs of (1.2) and (1.3) are given 
in Section 3. The motivation for this problem was a central limit theorem for certain 
measure-valued processes (Karr [5, Theorem (2.4)]), the conclusion of which is that 
the analogues of the usual normalized sample means converge in law to a ‘Gaussian 
random measure’ with mean measure 0 and a specified covariance kernel (see Karr 
[6, Theorem (2.9)] for comparison). 
Finally we note that it is possible to require that v(A) be Gaussian only for 
bounded sets A E Y, assuming S to be a metric space; this requires using Radon 
measures instead of finite measures in a few places, plus some other changes. We 
omit the details. 
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2. Signed near kernels 
A function K on 0 x Y is a signed near kernel if K( . , A) is s-measurable for 
each A E 9, and K( *, C Ai) = C K( *, Ai) as., the exceptional null set possibly 
depending on the disjoint sequence Ai E 9. 
Let 011 be the family of countable measurable partitions of S; the elements of % 
will be written H={A1, AZ,. . .}. We write K’(H) =Ci IK(Ai)Iy and ess. sup. for 
essential supremum (Neveu [S]). 
(2.1) Lemma. (a) E(ess. sup.% K’(H))<sup, EK’(H). 
(b) If ess. sup.% K’(H) < 00 a.s., then there exists a jinite signed random measure 
K0 on 0 x Y such that, for each A E 9, K,(A) = K(A) a.s. Moreover, IK,,l(S) = 
ess. sup.% K’(H) a.s. 
For proof, see Horowitz [2, Lemma (2.14) and proof of (2.9)]. The meaning of 
(2.lb) is that a signed near kernel can be replaced by a ‘regular version’, i.e., 
KO(C Ai) = C K,(Ai) with no exceptional set. 
3. Proofs 
Proof of (1.2). Let n be a Grm. Being Gaussian, n(S) is finite a.s., thus n(w, . ) is 
a finite signed measure a.s., and the positive, negative, and total variations nf, q-, 
1771 are all finite a.s. 
Let .Y,, be a countable field which generates Y. Then (Horowitz [2, proof of (l.l)]) 
71+(w, A) = .sy$ rl(w, An B). (3.1) 
0 
Since rl+(S)s sup~~l77(B)Is In](S) <cc a.s., the Landau-Shepp-Fernique theorem 
(see Marcus [7, 115.51) shows that E ea(o+(s))z < 00 for all ry < (2 sup, v,,(A, A))-‘. 
The same argument holds for n-(S), and consequently the same conclusion is valid 
for Id(S). 
Since n(B) is a normal r-v, vA”(B, B) = V”%E lv( B)I. Thus, if & is a countable 
partition of S, 
C “A”(Biv Br) =GC Elv(Bi)l 
which is majorized by &El~l(S) = k < co. This proves (1.2.2). Since (1.2.1) is 
trivial, half of (1.2) is proven. 
Let vO satisfy (1.2.1)-( 1.2.2). A standard argument gives the existence of a mean 
zero Gaussian process {(A), AEY, such that u,(A, B) = Et(A){(B). A trivial 
calculation shows E(rj(A+B)-{(A)--{(B))‘=O, whence ;i(A+B)={(A)+ 
ij(B) a.s., i.e., + is ‘nearly finitely additive’. 
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Applying Schwarz’s inequality to 71 we have 1 vo(A, B)I < vA”(A, A) v;‘~( B, B), 
hence, by (1.2.2), 
: Ivo(Ai, Bj)I s k2 
whenever {Ai} and {Bj} are finite partitions of S. 
The result of [l] yields a finite signed measure v on 9’09 such that v(A x E) = 
v,(A, B) for all A, B E 9’. 
Now let Bi E Y be a pairwise disjoint sequence. From (3.2) applied to <, and 
(1.2.2), we see that xi ij(B,) converges as. The near finite additivity of ;i shows 
that <(C Bi) =C: +(&)+$(C,,) a.s., where C, =I:+, Bi, therefore ;i(C,) converges 
a.s. But C,l0, thus Eli(C, z+(C,,, C,)= v(CnxC,,)+O, hence ;i(C,)+O a.s. 
and ;i is a signed near kernel. The random measure n given by Lemma (2.1) is the 
desired Grm. 
A similar argument gives the following result for Gqrms: a symmetric, jinite, signed 
bimeasure v0 on Y x Y is the covariance kernel of a Gqrm ifl (1.2.1) holds and 
vO( C,, C,,) + 0 whenever C, 10. 
Proof of (1.3). Only the last sentence remains to be proved. We adapt a result of 
Kallenberg [4] to the case of random signed measures. 
Let K be a random signed measure on 9’. We say that K has an L2-intensity if 
the family M of finite measures p such that ]I K(A)]12 < p(A), A E 9, is nonempty, 
]I . II2 being the L2-norm. (Kallenberg considered LP-intensities, p 2 2, and allowed 
Radon measures; similar results are possible in the present situation.) 
We now show that, if p, v E M, then p A v E M. Let f, = dp/d(p + v) and define 
fV similarly; then d(p A v) = f, A fv d(p + v). If we now let C = {f, c fy}, we have 
p(AnC)=puv(AnC) and v(A~C”)=~AV(A~C”) for all A. Thus 
ll~b4)l12~ IlKtAn C)l12+ IlKtAn Cc)l12 
so /I A v E M. (Kallenberg gave essentially this argument for the case of positive 
random measures in the preprint version of [4], but not in the published version.) 
The family M is thus filtering to the left, and therefore has a minimal element p. 
[8]; p. is called the L2-intensity of K. 
We then have EK’( H) < po( S) < CO, H E %, so that Section 2 applies. In particular, 
~(4) = ElKI is a finite measure on 9. 
Modifying the arguments in Kallenberg [4], one can derive the following results, 
the proofs of which we omit: 
(3.3) Theorem. If K has an L2-intensity po, then, a.s., K << p, and there exists a jointly 
measurable version p(o, y) of the density, 
K(w, 4 = do, y)p.(dy), AE L+‘- (3.3.1) 
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Moreover, 
(3.3.2) 
/-ddu) = II P(. , yV)IIddY), 
and IKI also has L2-intensity pO. 
(3.3.3) 
(3.4) Theorem. Suppose K is a signed random measure on Y such that p (A) = E 1 K )(A) 
is$nite and, a.s., K << p. If the density p satisjes (3.3.2), then K has an L2-intensity 
/*,, given by (3.3.3). 
The relations Ilr](A)II,=~Elrl(A)I~JZ;;Elrll(A), where n is a Grm, show 
immediately that q has an L2-intensity, so (3.3) applies to n. 
By Fubini’s theorem there is a set L E 9, /_L (L”) = 0, such that, for y E L, Elp( . , y)l = 
1 andp(.,y)=lim T(., R(Y))/P(R(Y)) a.s., where B,(y) E 9’ is a sequence of sets, 
independent of CO, which ‘converges down to y’ in a suitable sense (see Kallenberg 
541 for the construction). Thus p( . , y), y E L, is a mean zero Gaussian process. 
Enlarging the space 0, if necessary, let 5 be a mean zero normal rv with E) 5) = 1, 
independent of p( a, y), y E L. The process pl( *, y) = p( . , y) for y E L, = i$ for y E L”, 
is jointly measurable and satisfies the conclusion of (1.3). 
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