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Abstract. Graph theory is used to model program control structures rigorously as flowgraphs. 
Formal methods are defined which allow the classification and reconstruction f flowgraphs in 
terms of an arbitrary set of primitives. The criterion of classification sheds new light on a classical 
graph-theoretic charaeterisation of D-structuredness, and provides an extension of this characteri- 
sation in the case when the notion of strueturedness i  generalised. 
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1. Introduction 
Numerous papers have been written about he analysis and restructing of programs 
which imply or explicitly claim a graph-theoretic approach (e.g., [11, 12, 13, 18]). 
These efforts are hampered by the lack of a suitable definition or model of a program 
control structure. Since the whole restructuring process is dependent on certain 
properties of these flowcharts, it is hardly surprising that previous attempts to solve 
problems in this area have resulted in inadequately precise theories which at best 
suggest methods for solution only in the special case of the so-called D-charts. 
Analogous difficulties are of course encountered in attempts to build up control 
structures from given basic structures, for example the D-structures. No serious 
effort appears to have been made to solve problems in the general case, i.e., for an 
arbitrary set of basic structures, and only ad hoc or incomplete theories exist for 
the example of the D-structures. 
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In this paper we provide a mathematically rigorous method for modelling program 
control structures as flowgraphs. This model allows us to assemble all the important 
concepts and definitions in the theory of program control structures in a totally 
unambiguous and self-contained way. Except where mathematical limitations arise, 
all structural design and analysis is performed in terms of a completely arbitrary 
family of basic structures which may be user-defined to suit particular programming 
requirements. We show that the process of building new flowgraphs using this family 
can be described in terms of one simple operation of composition. We thus eliminate 
the usual concatenation operation which is natural in the context of computer 
science but is theoretically superfluous. Finally, by concentrating on irreducible 
flowgraphs we are able to characterise the flowgraphs which are derivable from the 
most important families of basic structures. 
It is a feature of our approach to this subject that a basic knowledge of graph 
theory is more important han a knowledge of classical structured programming. In 
a companion paper we will argue the need for such an approach in the context of 
computer science. It is hoped that the present paper can be read on its own, both 
as a more detailed solution to current problems and as an abstract framework within 
which to formulate block-structured programming languages. 
2. A rigorous modelling process for software structure 
2.I. Programming language considerations 
We must first of all assume, for the purpose of structural modelling, that we can 
isolate a static representation of the flow of control of a given computer program. 
It is beyond the scope of this paper to be able to characterise precisely those 
programming languages which satisfy our assumption. The most obvious such static 
representation is the program flowchart and it is to languages for which flowcharting 
is meaningful that our results have immediate application. To illustrate this we will 
make reference to PASCAL in some of our examples. Note, however, that for 
conciseness we consistently restrict our theory to binary predicates, i.e., those 
statements that are either true or false. A straightforward generalisation (which 
would then allow for n-ary predicates--CAsE statements) may be carried out by 
the interested reader. 
2.2. Models 
Flowgraphs 
We begin with our own definition of an abstract flowgraph. 
Definition 2.1. A flowgraph F is a triple (G, a, z) consisting of a finite digraph G 
together with distinguished nodes a, z of G satisfying the following: 
(i) All nodes in G except z (which has outdegree 0) either have outdegree 1 (we 
shall call such nodes procedure nodes) or outdegree 2 (predicate nodes). 
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(ii) The distinguished node a (the start node) can reach all other nodes of G 
(specifically: a is the source of a directed spanning tree of G). The distinguished 
node z (the stop node) is reachable from all other nodes (z is the sink of a directed 
spanning tree of G). 
Example 2.2. (i) The two flowgraphs hown in Fig. 1 will be referred to as the trivial 
flowgraphs. The second of these is the only flowgraph consisting of exactly one 
procedure node. 
Fig. 1. The trivial ttowgraphs. 
(ii) Fig. 2 shows a nontrivial flowgraph consisting of three procedure nodes and 
two predicate nodes. 
Fig. 2. 
Note that as in the convention for finite automata, we encircle the start and stop 
nodes in our figures. 
Definition 2.3. The flowgraphs F = ((5, a, z) and F '= (G', a', z') are isomorphic if 
there is a digraph isomorphism ~b: G--> G' in which ~b(a) = a'. (Note that we must 
necessarily have ~b(z) = z'.) 
Example 2.4. (i) The two flowgraphs in Fig. 3(i) are isomorphic. 
(ii) The two flowgraphs in Fig. 3(ii) are not isomorphic (their start nodes have 
indegree 2and 1 respectively) even though their underlying digraphs are isomorphic. 
(i) 
( i i) 
Fig. 3. 
Our definition of flowgraph is used to model the purely structural properties of a 
program (or algorithm) flowchart and for much of our theory this will be sufficient. 
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However, we shall at times wish to use the same basic idea for a closer modelling 
of the program flowchart which it represents, and to this end we shall have cause 
to consider 'labelled' flowgraphs which correspond to the 'biscalar biaccessible 
flowchart schemes' of [2, 6, 7, 16]. Formally, we may state the following definition. 
Definition 2.5. Let O, H be disjoint alphabets. A labeIledflowgraph (F, ,Oo, Ho, f )  
consists of 
(i) a flowgraph F~(G, a, z) and finite sets Oo c O, HoclI, 
(ii) a surjective labelling function f which assigns a 'letter' in Do (respectively 
Ho) to each procedure (respectively predicate) node of F. In addition, for each 
predicate node x of (5, the two arcs leaving x are mapped bijectively into {0, 1}. 
We think of 1"2 as a set of names (or actual encodings) for procedures and H as 
a set of names (or actual encodings) for predicates--usually taken from a specific 
language like PASCAL--and the arcs labelled 0 and 1 leaving a predicate node 
correspond to the TRUE or FALSE options respectively. 
Example 2.6. Fig. 4 shows an example of a labelled flowgraph (F, /20, /-/o,f) where 
£2o = {oJ~, ~o2, oJ3} and H0 = {~rl, ~r2, 7r3}. The function f is represented symbolically 
by the respective labels next to the nodes, so that, for example, f(a) = ~r~, where a 
is the start node of F. There are two conventions in this example to which we shall 
g o ~  ~5 
Fig. 4. 
adhere consistently for labelled flowgraphs: 
(i) Labels for procedure nodes (i.e., the elements of .(2) will always be oJi's and 
for predicate nodes will be rri's. When there is no chance of confusion, the actual 
node itself will occasionally be referred to by its label, otherwise we use ordinary 
lower case letters like x, y etc. to represent the nodes. 
(ii) For completion, the stop node z will be "labelled" z. 
We note that, in the above example, the function f is not an injection since two 
distinct procedure nodes are labelled by to1. In the case when f is an injection, i.e., 
when all labels of nodes are distinct, we shall speak of a distinctly Iabelledflowgraph. 
At this point we observe that conventional definitions or descriptions of flowcharts 
usually include special start boxes and junction nodes in addition to the procedure 
and predicate nodes which would be assumed to be labelled as we have done from 
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sets O, H. We can transform any such 'flowchart' uniquely into a labelled flowgraph 
in an obvious way, namely by removing junction nodes (see, for example, [4]) and 
the start box--and taking as the start node the unique node to which the arrow 
from the start box was directed. 
In completing the preliminaries, we note that since all nodes in a flowgraph 
F = ((3, a, z) have paths to z, the following definition is valid and will be extremely 
useful subsequently. 
Definition 2.7. Let F = ((3, a, z) be any flowgraph and x any node in G. We write 
G(x) for the subgraph of G induced by all nodes reachable from x and F(x)= 
(G(x), x, z) for the corresponding flowgraph. 
CGK-graphs 
One special class of flowgraphs which will subsequently be of great importance 
consists of the flowgraphs having no procedure nodes. It was first developed in [5]. 
Although the procedure nodes are crucial in the formal description of hierarchical 
nesting and decomposition, we shall see that their removal does not seriously affect 
the structural property yet greatly simplifies the theory. 
Definition 2.8. (i) A flowgraph having no procedure nodes is called a CGK-graph. 
(ii) With any flowgraph F we associate a unique CGK-graph, denoted C(F), by 
successively contracting the arcs leaving nodes of outdegree 1until only the predi- 
cates and the stop remain. (This is called the [1, 1]-reduction of F in [4] where it 
is also proved [4, Theorem 4.14] that the resulting flowgraph is uniquely defined up 
to isomorphism.) 
Example 2.9. Fig. 5 shows a flowgraph F and its corresponding CGK-graph C(F). 
¥ 
Fig. 5. 
Subflowgraphs and irreducibility 
We now formalise the notion of a 
definition. 
subflowgraph. We require the following 
Definition 2.10. Let F = ((3, a, z) and F'= (G', a', z') be flowgraphs where G' is a 
subgraph of G (in the usual sense for digraphs). A node x (#z')  of G' is an entry 
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node of G' if in-degree(x) is smaller in G' than in G. Similarly x is an exit node of 
G' if out-degree(x) is smaller in G' than in G. In addition, if a or z are in G', then 
these are always defined to be an entry and an exit node respectively of G'. 
Now it is easy to define subflowgraphs rigorously. 
Definition 2.11. A subflowgraph F'  of F = ((5, a, z) is a flowgraph F '= (G', a', z') 
which satisfies the following: 
(i) G' is a subgraph of G and a', z' are respectively entry and exit nodes of G'. 
(ii) The only exit node of G' is z' (so that, for each node x # z' in G', x has the 
same outdegree in G' as in G. This ensures that predicates in F do not become 
procedures in F'.) 
If, in addition to (i), (ii), F '  also satisfies: 
(iii) The only entry node of G' is a'. 
then we shall say that F'  is a 1-entry subflowgraph of F. If G ~ G' and F '  is neither 
of the trivial flowgraphs, then we shall say that F'  is a proper ( 1 -entry) subflowgraph 
ofF. 
If the subflowgraph F '= (G', a', z') has entry nodes a '= x~, x2 , . . . ,  Xk, then by 
Definition 2.7 we have further subflowgraphs F'(Xl) = (G'(x~), xi, z') for each i ~> 2. 
(Of course, F'(xl) = F'.) 
Definition 2.12. A flowgraph F is called an irreducibleflowgraph or more simply an 
irreducible if F contains no non-trivial proper subflowgraphs. 
Examples 2.13. (i) The flowgraphs in Fig. 3 are all irreducible. The flowgraph in 
Fig. 2 is not irreducible since it has two (disjoint) proper subflowgraphs---both of 
which are in fact 1-entry. 
(ii) The flowgraph in Fig. 6 is irreducible. It is exceptional in that it is the only 
irreducible with no predicate nodes (since of course any other nontrivial flowgraph 
without predicate nodes must contain an isomorphic opy of this as proper subflow- 
graph). We shall denote this flowgraph by F0. 
@ v o 
Fig. 6. The  f lowgraph F 0. 
(iii) The flowgraph in Fig. 7 has no nontrivial proper 1-entry subflowgraphs but 
it is not irreducible since it contains Fo as a subflowgraph, with start node y and 
stop node x; the entry nodes are a and y. 
Fig. 7. 
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When F is a CGK-graph, the definition of irreducibility corresponds precisely to 
that given in [5] and we call F a CGK-irreducible. A considerable amount is known 
about CGK-irreducibles and we shall use this knowledge to examine arbitrary 
irreducibles. We are interested in the relationship between the set of subflowgraphs 
of F = (G, a, z) and those of C(F) .  It is easily seen (see Theorem 2.14(i) below) 
that F irreducible implies C(F)  irreducible. The converse is certainly not true in 
general, since, for example, C(F)  will not 'recognise' subflowgraphs in F of type 
Fo (these collapse into a single node in C(F) ) ;  also consider the case when F has 
subflowgraph F '= (G', a', z') where G' consists of the whole of G except for one 
arc which is either (a, a') (called a single entry arc of F) or (z', z) (called a single 
exit arc o fF ) .  It is clear that C(F)= C(F ' ) ;  the latter will be irreducible if F' is, 
whereas F is trivially not irreducible. Interestingly, if we exclude these special cases 
alone, then it does follow that C(F)  irreducible implies F irreducible. 
Theorem 2.14. Let F= (G, a, z) be a flowgraph. Then: 
(i) I f  F is irreducible, then C( F) is irreducible. 
(ii) Suppose F has no subflowgraph of type Fo and has not got a single entry or 
single exit arc (in the sense defined above). I f  C( F) is irreducible, then F is irreducible. 
Proof. (i) Suppose that C(F)  has a proper subflowgraph whose set of nodes (#z)  
is X say. Then X is a proper subset of the set of predicate nodes of F;  but the 
subflowgraph of F induced by X will contain no other predicate nodes of F, in 
which case F contains a proper (nontrivial) subflowgraph--a contradiction. 
(ii) Suppose that F contains a proper subflowgraph F' having the set X say as 
its set of predicate nodes. Since F contains no subflowgraphs of type F0 (and hence 
no subflowgraph without predicate nodes), we certainly have [X]/> 1. Moreover, if 
the total number of predicate nodes of F is n say, then we must also have IX[ < n, 
for otherwise F'  would be a subflowgraph of F for which F has a single entry or 
exit arc. Thus C(F')  must be a proper subflowgraph of C(F)  since the latter has 
n + 1 nodes while the former has IX]+ 1 nodes. [] 
The following two results examine the relationship between distinct subflowgraphs 
of F. 
Proposition 2.15. I f  F is a CGK-graph with subflowgraphs F '= (G', a', z') and F" = 
( G", a", z") where F' is irreducible and G' # G", then: 
(i) I f  G' and G" have a common node x which is neither z' nor z", then F' is a 
subflowgraph ofF".  
(ii) I f  F" is also irreducible and if G' and G" have a common node, then it must 
be either z' or z". 
Proof. (i) It is enough to show that F' and F" have a common subflowgraph, for 
then the result will follow from the irreducibility of F'. We claim that either 
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(G'(x),  x, z') or (G"(x), x, z") is a common subflowgraph. For consider the subgraph 
Go say of G consisting of the node x together with the two arcs (and their endpoints 
Y~, Y2 say) from x. Certainly, Go is a subgraph of both G'(x) and G"(x). If Go = G'(x) 
or G"(x), we are done. If not, consider the subgraph GI say of G formed from Go 
by adding the arcs (and their endpoints) leaving y~, Y2. Again, G~ is a subgraph of 
both G'(x) and G"(x); continuing this process we must eventually trace a common 
subgraph equal to either G'(x) or G"(x). 
(ii) Immediate from (i) since G '# G". [] 
Corollary 2.16. I f  F is an arbitrary flowgraph with irreducible subflowgraphs F'= 
( G', a', z') and F" = ( G", a", z") and G' # G", then: 
(i) C(F ' )  and C(F") have no common ode except possibly z' or z". 
(ii) / fG '  and G" have a common ode, then it is either one of z' or z" or a procedure 
node whose unique successor is one of z' or z". 
(iii) I f  F' and F" are proper 1 -entry subflowgraphs having a common node, then it 
is either z' or z". 
Proof. (i) clearly follows from Theorem 2.14 and Proposition 2.15(ii). 
(ii) By Theorem 2.14 and Proposition 2.15(ii), if G' and G" have a common 
node x (#z ' ,  z"), then x must be a procedure node. As in the proof of Proposition 
2.15(ii), we can find a common subflowgraph. I f the unique successor node of x is 
not z', z", it follows from that proof that this common subflowgraph is nontrivial, 
which contradicts the irreducibility of F',  F". 
(iii) Assume there is some node x ~ z', z" which is common to both G', G". Then, 
by (ii), the unique successor of x is z' or z". Since F', F" are nontrivial, x cannot 
be equal to a' or a" and this means that F'  and F" have more than one entry node 
each--a contradiction. [] 
A final useful result concerning the CGK-irreducibles is the following. 
Proposition 2.17. I f  F=(G,  a, z) is a CKG-irreducible, then the digraph G\z  is 
strongly connected. 
Proof. Let x be any node in G\z. Now F(x)  is a nontrivial suflowgraph of F. So 
G(x) = G, since F is irreducible. Thus, G(x) \z  = G\z. By definition of G(x) this 
means that x can reach all nodes of G\z  and hence that the latter is strongly 
connected. [] 
The irreducibles are going to be the building blocks of our structured programs 
so the above results are crucial. In particular, Proposition 2.15 and Corollary 2.16 
say that whenever distinct irreducibles appear in a flowgraph, they are essentially 
disjoint. The ramifications of this fact will be seen to be considerable. In the next 
section we formalise the notion of the irreducibles as a class. 
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Some important sets of flowgraphs 
We have seen that there is (up to isomorphism) just one irreducible with no 
predicates, i.e., the flowgraph Fo. For reasons which will become clear we first define 
a set So which consists solely of this flowgraph. Next we wish to consider those 
irreducible flowgraphs having exactly one predicate node; of these there are just 
two (the flowgraphs D~ and D2 of Fig. 8), which are CGK-graphs. But we know 
that the set of irreducibles having exactly one predicate is just the set of flowgraphs 
F satisfying the conditions of Theorem 2.14(ii) for which C(F) = D~ or/92. There 
are exactly six as shown in Fig. 9. We take the union of this set with So to form a 
new set of irreducibles S~--the set of irreducible flowgraphs with at most one 
predicate node. Consider now all the labelled flowgraphs whose underlying flow- 
graphs are in the set SI; these all have realisations in PASCAL as control structures: 
sequence(;), WmLE-DO, REPEAT-UNTIL, IF-THEN-ELSE. For example, Fig. I0 
shows three such labelled flowgraphs together with their PASCAL realisations. We 
make the following crucial observation: 
S~ is precisely the set of D-structures normally found in the literature. 
Fig. 8. The 1-predicate CGK- i r reduc ib les .  
Fig. 9. The 1-predicate irreducibles. 
I 
¢o I 
( i )  ( i i )  
~-".) 2. 
BEGIN to1 ; to2 END 
i 0 
,r..J( r .~  
BEGIN 
IF ¢r THEN o21 ELSE to2 
END 
Fig. 10. 
( i i i )  ~ r,O 
BEGIN 
WHILE It DO to 
END 
We next generalise $1 in the natural way: the set S, consists of those irreducibles 
having at most n predicate nodes (for n = 0, 1, 2 , . . .  ). As above it is sufficient o 
look at the CGK-irreducibles since then Theorem 2.14 allows us to derive systemati- 
cally the corresponding flowgraphs. As observed in [5], for two predicate nodes 
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there is just one CGK-irreducible (Fig. 1 l) which is the case for k = 2 of C<k): the 
CGK-irreducible consisting of a directed cycle on k predicate nodes having k arcs 
to  g. 
Fig. 11. C(2~- 
3. Structured design and analysis 
The usually accepted notion of structuredness is confined to the use of S~- 
structures. From a theoretical viewpoint this limitation is quite unnecessary. In fact, 
we achieve greater clarity, precision, and flexibility by considering structuredness 
in terms of an arbitrary set of basic control structures chosen to suit particular 
programming requirements. It should be noted that in [2, 6, 7, 16] generalised notions 
of structuredness are achieved in a commendably rigorous manner by starting with 
a predefined family of 'generator' flowchart schemes and defining generalised 
algebraic operations on flowchart schemes. We will show in fact that all generalised 
notions of structuredness may be achieved by considering just a single operation 
(which we call composition) and allowing our set of "generator' flowgraphs to vary. 
Thus the generators rather than the operations are the 'variables' in our approach 
as opposed to that of [2, 6, 7, 16]. 
3.1. Composition of flowgraphs 
We now consider formally the fundamental concept of structured programming, 
that of building a program out of basic control structures by hierarchically nesting 
them. As proposed we concern ourselves for as long as possible with quite arbitrary 
sets of basic control structures. 
Structured esign can be achieved by means of a single composition operation, 
provided the flowgraph F0 is included in the set of basic flowgraphs. The composition 
operation which we now define embraces nesting and concatenation, both of which 
have been previously thought necessary in structured programming. 
Definition 3.1. Suppose that F = (G, a, z) and F '= (G', a', z') are flowgraphs (of at 
least two nodes). Let x be any procedure node in F and let y be the unique node 
to which x has an arc in G. We define the flowgraph F(F' on x) as the flowgraph 
1 . 
(G", a", z") where G" is derived by 'replacing' x by G' using the operation of 
composition i  the following way: 
the arc (x, y) is replaced by identifying a' with x and z' with y. 
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Remark 3.2. (i) F'  is a 1-entry subflowgraph of F(F' on x). 
(ii) We allowed Definition 3.1 to apply when F or F'  is the 2-node trivial 
flowgraph. In this case, F(F' on x) is just respectively F' or F. 
(iii) Suppose we have two flowgraphs F'  and F" and we want to build a new 
flowgraph F which corresponds to the 'concatenation' of F'  and F" as given in the 
literature. We simply take x (~a,  z) in F0 = (G, a, z); then 
F = (Fo(F" on x))(F' on a). 
Example 3.3. Fig. 12 shows two examples of composition. 
F F' F" 
~ - ~Z"  
Z 
a F(F' on x~~z a 
Fig. 12. Compos i t ion  of  f lowgraphs. 
3.2. Structuredness 
We can now formally discuss the notion of constructing flowgraphs by using the 
composition operation repeatedly on a given class of flowgraphs. The flowgraphs 
we thus construct will be in the form of a hierarchy of 1-entry subflowgraphs. We 
can view any level of this hierarchy as composed solely of single entry, single exit 
black boxes, thereby satisfying a fundamental criterion of good engineering design. 
This is what we mean by structuredness. 
Definition 3.4. Let S be an arbitrary (possibly infinite) set of flowgraphs. We call 
its members the basic S-graphs. We define the class of S-graphs to be the smallest 
class of flowgraphs I satisfying the following: 
(i) Every basic S-graph and also the trivial flowgraphs are in I .  
(ii) If F and F' are in ~ (with F'  nontrivial) and if x is any procedure of F, 
then F(F' on x) is in I .  
Thus the class of S-graphs is the smallest class of flowgraphs containing each 
basic S-graph and being closed under composition. 
Let us consider the close connection between this notion of structuredness and 
that of [2, 6, 7, 11, 16]. The latter, in which the generators are used as operations 
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amounts to restricting Definition 3.4 by insisting that the 'outside' flowgraph F to 
be a basic S-graph and (we need to do this) allowing simultaneous replacements. 
Thus clause (ii) would be replaced by 
(ii)' If F is a basic S-graph and F~, F~, . . . ,  F~ are in ~ and xt , . . . ,  Xk are any 
procedure nodes of F, then F(F~ on xl, F~ on x2, . . . ,  F~ on Xk) is in ~. 
It is easily seen that the resulting class of S-graphs is the same. The same is true if 
the reduction is done bottom-up instead of top-down; in this case, simultaneous 
replacement is not needed; clause (ii) is replaced by (ii)": 
(ii)" If F is in ~ and F '  is a basic S-graph and x is any procedure node of F, 
then F(F' on x) is in ,~. 
The same results apply more generally when multi-exit flowgraphs are used and 
a node of out-degree p may be replaced by a p-exit flowgraph. 
Classical structured programming is now seen to be a special case of our gen- 
eralised theory; the 'structured programs' (D-charts, GoTo-less charts) are precisely 
the S-graphs for S = $1. Our definition also appears to be considerably simpler and 
lacking the ambiguity of previous attempts. In analogy, we shall sometimes refer 
to the S-graphs as being S-structured. 
Example 3.5. (i) The only basic S0-graph is F0. Thus, the class of So-graphs is 
precisely the set of flowgraphs with no predicate nodes. 
(ii) If we add to Si the irreducibles F for which C(F) = C(k) for some 2 ~< k <~ n 
and call the resulting family S, then the S-graphs are precisely the BJn-charts of[11]. 
We now have a formal interPretation of what makes good design of software 
structure and can proceed to tackle the problem of determining whether a given 
program is well designed according to this interpretation, i.e., of determining whether 
its flowgraph is structured. Further, our approach indicates how an S-structured 
program arbitrarily coded can be rewritten in terms of a set of user-defined language 
statements each of which corresponds to a realisation of one of the basic S-graphs. 
3.3. Decomposition 
The most straightforward way of determining structuredness is to attempt o 
reverse the composition process by which the flowgraph should have been built up. 
This motivates the following definition. 
Definition 3.6. Suppose that F'= (G', a', z') is a proper l-entry subflowgraph of 
F = (G, a, z). We define the flowgraph F(x for F') as the flowgraph obtained from 
F by the following decomposition peration: 
G'\z' is contracted to a single node x in G and all but one of the arcs (x, z') 
which result are deleted. 
Remark 3.7. (i) The operations of composition and decomposition are clearly 
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self-inverse, i.e., for suitably defined F', x: 
(F(F' on x))(x for F') = (F(x for F'))(F' on x) = F. 
(ii) When we are considering labelled flowgraphs, the new node x can be labelled 
by the relevant procedure (in O) which it represents. This is of course dependent 
on the fact that F'  is 1-entry. 
3.4. Determining structuredness 
Ideally we would like to use decomposition to determine whether agiven flowgraph 
is S-structured for any class S. However, this proves to be feasible only when all 
the basic S-graphs are irreducible: 
The decomposition operation suggests a natural algorithm for determining S- 
structuredness: 
Algorithm 1 
WrtILE F contains at least one proper 1-entry basic S-subflowgraph 
Do BEGIN Select one such subflowgraph F';  
F := F(x for F')  
END. 
(We use the notation " :="  to stand for 'becomes' as in PASCAL, i.e., F is used as 
a variable.) 
Since F is finite and F(x for F')  has strictly fewer nodes than F, it follows that 
Algorithm 1 always terminates. If, upon termination, F is reduced to a basic S-graph, 
then it follows from Definition 3.4 and Remark 3.7(i) that the flowgraph F was 
originally an S-graph. Unfortunately, the converse is not true in general since the 
operation within the loop is nondeterministic, .e., is dependent on the choice of 
subflowgraph for decomposition. (Consider, for example, what could happen if F '  
and F" were basic S-graphs and F" was a proper 1-entry subflowgraph of F '  but 
F'(x for F") was not a basic S-graph.) In order to make the algorithm always 
correctly determine S-graphs it would seem necessary to exhaust all possible choices 
of decomposition sequences. However, if all the basic S-graphs are irreducible, this 
is not the case. 
Theorem 3.8. Let S be a set of irreducibles and let F be a flowgraph. Then for any 
choice of 1 -entry subflowgraphs atany stage of execution, Algorithm 1 terminates with 
the same uniquely defined flowgraph F*. ( Le., Algorithm 1 is a well-defined function 
on the family of flowgraphs.) Hence F is an S-graph if and only if F* is a basic S-graph. 
Proof. Let ;~ be the family of all flowgraphs. Define a relation ~ on ~: by: If 
F, F 'e  ~:, say that F~F '  iff F '  is obtained from F by decomposing some 1-entry 
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basic S-subflowgraph of F. We claim that the pair (~: ,~)  satisfies the Finite 
Church-Rosser Property (see [8, Section 2] for a detailed discussion), which is 
equivalent to the statement of the theorem. A well-known test for the FCR Property 
is: 
If ~ is a relation on a set T, then (T, 3 )  is FCR iff it is finite and, 
for all pc  T, if p=:>q and p~r ,  then there is some t~ T such that 
q3* t  andr3* t  
(where 3"  denotes the reflexive transitive closure of 3 ) .  We have already observed 
that (~: ,~)  is finite. Suppose now that F~ ~ and that F~F~ and F~F2. This 
means that F has proper 1-entry subflowgraphs F '  and F" whose respective 
decompositions yield F~, F2. By the above test for the FCR property we have to 
find a flowgraph K such that F 1 ~*K  and F2 ~*K.  If the underlying digraphs 
G', G" of F', F" respectively are equal, then we have F~ = F2 -- K. If G' ~ G", then 
we know from Corollary 2.16(iii) that G', G" are disjoint except possibly for a 
common stop node. It thus follows that F I (respectively F2) will be a proper l-entry 
subflowgraph of F" (respectively F'). Thus the flowgraph K obtained from F" by 
decomposing F~ is equal to the flowgraph obtained from F' by decomposing F2. 
The result now follows. [] 
Determining Sl-structuredness 
A particular instance of a set S of irreducibles over which Algorithm 1 may be 
applied is S = S, for any n I> 0. In this section we concentrate on the case n = 1. 
Thus we can use Algorithm 1 to determine 'structuredness' as it is meant in the 
literature. Also, suppose we have a program coded with Goxo statements whose 
associated labelled flowgraph is an S~-graph; then the algorithm will provide a 
recoding of the program in terms of the standard control structures. For the next 
and subsequent examples we use the following convention: if the procedure node 
x in a labelled flowgraph F has label to, then we shall talk about the flowgraphs 
F(F' on 00) etc. instead of F(F' on x); similarly, if a 1-entry subflowgraph F' of 
F has PASCAL label (i.e., encoding) to, then the node x which 'replaces' F '  in its 
decomposition will be labelled by to and we will write F(to for F') instead of F(x 
for F'). 
Example 3.9. Let (F, £2, Ho, f )  be the labelled flowgraph of Fig. 13(i) where Oo = 
{001, to2, 003} and Ho = {Tr}. First observe that (F', {to2, to3}, { }) (shown in Fig. 13(ii) 
is a 1-entry basic S~-subflowgraph of F (in fact, F '=  Fo). It has PASCAL realisation 
BEGIN to2 ; 003 END. Cal l  this procedure 0)4" 
By Algorithm 1 we now take F := F(to4 for F') and the result (Fig. 13(iii)) contains 
the 1-entry basic $1-subflowgraph (F", { to4}, { 7r}) (Fig. 1 3 (iv)) with PASCAL realisation 
BEGIN WHILE 77 DO to4 END. Call this tos. 
Generalised mathematical theory of structured programming 159 
F )~1 ~ a~ 5
0 
(i) 
F' 
I..,% 
% 
( i i )  ( i i i )  ( iv) (v) 
Fig. 13. 
Algorithm 1 terminates with (F(O9 4 for F'))(o95 for F") (Fig. 13(v)) since this is a 
basic S~-graph; its PASCAL realisation is 
BEGIN ogl ; (05 END. 
Hence we have finally a PASCAL coded version of the original labelled flowgraph, 
namely 
= BEGIN o91 ; (05 END. 
= BEGIN 091 ;WHILE 7r Do o94 END. 
= BEGIN o91 ;WHILE 7r Do BEGIN (°2 ;o93 END END. 
(with suitable convention for eliminating redundant BEGIN-ENDS). 
It is worth mentioning that, for S~, a fast implementation of the algorithm is 
possible since basic Sl-sUbflowgraphs are 'easy' to detect in F by Theorem 2.14 
we need only detect subflowgraphs of type D1 or DE (of Fig. 8) in C(F) which 
would show up in the adjacency matrix of C(G) respectively as entries equal to 2 
or as l's on the diagonal. 
4. Extended notions of strueturedness 
4.1. Language quivalence 
Consider the labelled flowgraphs (F, {o91, o92}, {~r},fl) and (F',  {tOl, (o2}, {zr},f2) 
of Fig. 14. We saw in Fig. 9 that F is not in $I and F has no 1-entry subflowgraphs 
as noted in Example 2.13(ii). It follows that F is not an S~-graph. However, we 
saw in Example 3.9 that F '  is an S~-graph. Now F and F '  have the same set of 
p, p" 
pT. 
Fig. 14. 
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labelled nodes, with F '  having one node duplicated. But they are related in a much 
closer way. 
Definition 4.1. Let (F, 12o, Ho, f )  be a labelled flowgraph (subsequently referred to 
simply as F)  where F= ( G, a, z ). The language ofF, denoted L( F ), is defined to 
be the set of all finite strings of node labels got by concatenating the labels on all 
paths from a to z. If (F', 12~, H~,f ')  is another flowgraph, then F' is L-equivalent 
to F if L(F) = L(F'). (Note that in particular the definition of flowgraph infers in 
this case that 12o = 12~ and Ho = Hi.) 
We now see that the two flowgraphs of Fig. 14 are L-equivalent, since (using the 
notation of [1, Section 3]) we have 
L(F)  = to,zr(co2~o,cr)*z = L(F') .  
Thus, although F is not itself an S~-graph, it is L-equivalent to an S,-graph. This 
means that given a program with flowgraph F, we can produce an equivalent 
structured program without appealing to Brhm and Jacopini's classical reconstruc- 
tion method [3] which depends upon the introduction of new predicates and Boolean 
variables. Kosaraju [11] uses the term strong equivalence in this connection. 
Remark 4.2. The above notation derives from the theory of finite automata. In fact, 
in this context labelled flowgraphs may be viewed as finite automata; we associate 
a finite automaton A(F)  with F whose input alphabet is Z-- -O0u HoU {z} and 
whose underlying digraph is also G (so that the 'states' of A(F) are precisely the 
nodes of G with a and z respectively being unique starting and halting states). We 
require a labelling from ,~ of the arcs of G- - the arc (x, y) of G is labelled simply 
f(y).  An example of F and its associated finite automata A(F)  is given in Fig. 15. 
ACF) 
71:2_ 
Fig. 15. 
It is routine to check that if L is the set of language strings accepted by A(F ) ,  
then we always have L(F )=f (a ) .L  (i.e., the symbol f (a)  concatenated with L in 
the usual manner). It is also of interest o note that if F is a distinctly labelled 
flowgraph which does not contain a subflowgraph of type D1, then A(F) is a 
deterministic finite automaton. 
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4.2. Flowgraph unfoMing 
We next define a method for constructing flowgraphs L-equivalent to a given 
labelled flowgraph. The method is similar to the concept of node-splitting found in 
the literature. The idea is that if the flowgraph F contains F '  as a subflowgraph 
with distinct entry nodes X l , . . . ,  Xk we construct a new flowgraph by 'replacing' F '  
by each of the 1-entry subflowgraphs F(x,), i = l , . . . ,  k: Formally, we can state the 
following definition. 
Definition 4.3. Let F= (G, a, z) be a flowgraph with proper subflowgraph F '= 
(G', a', z') with entry nodes a'=x~,...,Xk. We denote by F[F'] the flowgraph 
derived from F by the operation of unfolding as follows: 
(i) First delete all arcs of G' and all nodes of G' except z' and xi for i = 1 , . . . ,  k. 
(ii) Add a new arc from x, to z' for i = 1 , . . . ,  k. Let F + be the resulting flowgraph. 
(iii) Set F[F'] = F+(F'(Xl) on x~)(F'(x2) on x2) . . .  (F'(xk) on Xk). 
Remark 4.4. (i) For ~ach i, F'(xi) is now a 1-entry subflowgraph of F[F']. In 
particular, since x~ = a', we have F'(xi)= F' and, hence, F '  itself appears as a 
proper 1-entry subflowgraph of F[F'].  
(ii) In part (iii) of the unfolding operation we have assumed that the composition 
operation is applied to all the F'(x~) simultaneously (this is legitimate since they 
are disjoint by construction except for common stop node) so as to avoid confusing 
bracketing. 
(iii) Suppose that F is a labelled flowgraph. Then F[F']  remains a labelled 
flowgraph provided that whenever a node x is duplicated in F[F'] ,  then so is its 
original abel. 
(iv) Suppose that F '  is a 1-entry subflowgraph of F and that F '  has more than 
one arc of F leading to a'. We could extend the operation of unfolding described 
above to allow for the traditional operation of node-splitting in this case. However, 
little is gained by this as far as our theory is concerned since 1-entry subflowgraphs 
are already 'substitutable' no matter how many arcs lead into the unique entry node. 
Thus, unfolding does not simplify the flowgraph in this case. 
We now return to the labelled flowgraphs of Fig. 14. We note that F has 
subflowgraph FI as shown in Fig. 16(i), with entry nodes oJ2 and to1 (since o~ is the 
label of a). We are interested in F[F1]. By Definition 4.3 we first delete arcs (to2, to1) 
and (to~, 7r) and introduce arcs (ah, 7r) and (to2, ~) to get the flowgraph F + of Fig. 
16(ii). Finally, since Fl(O~l) is the trivial 2-node flowgraph and since Fi(to2)= Fi, 
it follows that F[FI] is just the labelled flowgraph F '  of Fig. 14. 
This illustrates the important connection between unfolding and L-equivalence 
embodied in the following result. 
Proposition 4.5. I f  F is a labelled flowgraph with subflowgraph F', then F is L-equivalent 
to F[ F']. 
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Proof. By Remark 4.4(i), F[F ' ]  contains at least one copy of F ' ;  hence, every 
labelled path of F appears in F[F']. The converse follows from the definition of 
the subflowgraphs F'(xi). [] 
Definition 4.6. Let S be an arbitrary class of flowgraphs and F a flowgraph. We say 
that F is a folded S-graph if we can repeatedly unfold subflowgraphs of F to get 
an S-graph. formally, this means that there is a sequence of flowgraphs F= 
F <°), F(1) , . . . ,  F (k) where F (k) is an S-graph and, for i= 1 , . . . ,  k, F (i)= F(i-I)[F '] 
for some subflowgraph F '  of F. 
Example 4.7. The flowg'raph F in Fig. 14 is a folded Sl-graph. 
Proposition 4.8. I f  the labelled flowgraph F is a folded S-graph, then F is L-equivalent 
to an S-graph. 
Proof. The proof immediately follows from Proposition 4.5 and Definition 4.6. [] 
The converse to Proposition 4.8 is not true in general. For consider the labelled 
flowgraph (F, {co}, {~}, f )  of Fig. 17(i). F is an irreducible flowgraph with two 
predicate nodes (C(F)  = C(2)) whence F cannot be a folded S~-graph. However, F 
is L-equivalent to the St-graph of Fig. 17(ii). The problem here is that F is not a 
distinctly labelled flowgraph. In a subsequent paper we shall in fact prove that, for 
distinctly labelled flowgraphs and for the sets S = Sn (for any n >i 0) that the converse 
(i) 
0 / 
* ( 
,×  (ii) i 
0 
r.O 
Fig. 17. 
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of Proposition 4.8 is true. Thus the notions of folded S :graphs  and L-equivalence 
to S :graphs  in this case are equivalent. (For the important case n = 1 this is easily 
proved.) 
5. Determining and restructuring folded S-graphs 
We have now arrived at the problem of determining whether flowgraphs are folded 
S-graphs and of deriving L-equivalent S-structured replacements for those labelled 
flowgraphs which are. Again we shall be able to do this efficiently provided we 
impose certain restrictions on S. If  we can determine whether a flowgraph F is a 
folded S-graph, then unfolding, in conjunction with Algorithm 1, will provide a 
recoding in S-structured form for any program modelled by a distinctly labelled 
version of F. As before we shall treat S~ as a special example since it is this set 
upon which past attention has been focused, and the techniques used in this case 
are exactly those used in the generalisation. 
5. I. The folded Sl-graphs 
Definition 5.1. Two digraphs are said to be homeomorphic if both can be obtained 
from the same digraph by a sequence of subdivisions of arcs. 
For example, the general form for a digraph homeomorphic to C~2) would be a 
multi-node loop with two paths out converging at a single node. In [11, Theorem 
2], Kosaraju has provided a graph-theoretical characterisation of all flowgraphs 
which are 'weakly reducible' to D-charts (i.e., our S~-graphs). Using our notation 
together with the above definition and example, his theorem may be more elegantly 
stated as follows. 
Theorem 5.2 (Kosaraju). A distinctly labelled flowgraph F is weakly reducible to an 
Sl-graph if and only if F has no subgraph homeomorphic to C~2). 
In general, the class of folded S-graphs is smaller than the class of flowgraphs 
which are weakly reducible to S-graphs. However, in this section we shall prove 
the following theorem which is closely related to Theorem 5.2 and which allows us 
to deduce that for the case S = S~ the two notions are equivalent. 
Theorem 5.3. A flowgraph F is a folded Si-graph if and only if it has no subgraph 
homeomorphic to C~2). 
In fact, what we will actually prove is a graph-theoretical characterisation f the 
folded Sn-graphs for any n I> 0 and Theorem 5.3 will be the special case for n = 1. 
We note that both Theorems 5.2 and 5.3 are similar (in fact dual to) the characterisa- 
tion of flowgraph 'reducibility' of Hecht and Ullman [9] (where 'reducibility' is used 
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in the sense of [9]). Thus we could adapt Tarjan's almost linear algorithm for 
detecting reducibility [ 15] as a means of determining whether flowgraphs are folded 
S~ -graphs. 
Restructuring 
In this section we suggest an algorithm for determining whether a flowgraph is 
a folded S~-graph. If it is, then in the labelled case the algorithm will not only 
'unfold' the flowgraph to an L-equivalent Sl-graph, but it will also encode it as a 
hierarchy of IF-THEN-ELSE, WHILE-DO and REPEAT-UNTIL statements (i.e., using 
the standard PASCAL realisations of the labelled basic S~-graphs of Fig. 9). Even 
when the flowgraph is not a folded Si-graph, the algorithm unfolds it as far as 
possible and identifies those subflowgraphs which prevent further reduction i.e., 
non-S~ -graphs. 
Algorithm 2. Let F be a flowgraph. 
WHILE F has a basic S~-subflowgraph Do 
IF F has any l-entry basic Si-subflowgraph 
THEN BEGIN choose one such subflowgraph F ' ;  
F := F(x for F') 
(where x has some suitable label, i.e., an 
encoding of F '  in the case of labelled flowgraphs) 
END 
ELSE BEGIN choose a basic Sl-subflowgraph F ' ;  
F := F[F'] 
END. 
The generalisation of this algorithm to arbitrary sets S and also the proof that it 
works will be postponed to the next section. We first wish to present an example 
of its application to facilitate an easier understanding in the general case. 
Example 5.4. We take the labelled flowgraph of Fig. 18(i). F has two 1-entry basic 
Sl-graphs (given in Fig. 18(ii)) whose respective PASCAL realisations are 
BEGIN IF "tr I THEN 0)2 END. (Call this tos). 
BEGIN IF Ir4 THEN to 3 ELSE 0)4 END. (Call this 0)6)- 
Decomposing these subflowgraphs gives the flowgraph of Fig. 19(i) which has no 
proper 1-entry basic S~-subflowgraphs, but does have a basic Sl-sUbflowgraph 
(shown in Fig. 19(ii)) with entry points labelled 0)5 and ~r2. Unfolding this flowgraph 
gives the flowgraph of Fig. 20(i) which has two 1-entry basic Si-subflowgraphs as 
shown in Fig. 20(ii). These have respective PASCAL realisations 
BEGIN REPEAT 0) 2 UNTIL 71" 2END. (Call this 0)7). 
BEGIN WHILE NOT 71" 2DO 0) 5 END. (Call this 0)8). 
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Decomposing these gives the flowgraph of Fig. 21 which by similar straightforward 
reductions is seen to be an S~-graph with PASCAL realisation 
BEGIN 6oi : (07 ;WHILE  qr 3 Do BEGIN to 6 ;6o 8 END END.  
Thus our original flowgraph F is a folded S~-graph, and the above is an encoding 
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of a structured equivalent of F. Here tos, to6, 0.)7, (.0 8 are procedures (in the PASCAL 
sense) for which we know the relevant encoding in terms of our original labelled 
set {~o,, oJ2, 0)3, 0")4}, {'/'/'1, "7"/'2, 77"3, "n'4}" 
5.2. Determining folded S-graphs in the general case 
Our first aim is to generalise Algorithm 2 for sets S as arbitrary as mathematically 
possible and to prove that it works as stated. Once again we will use the Finite 
Church:-Rosser Property. 
Lemma 5.5. Let S be a set of irreducibles and F an S-graph. Then all S-subflowgraphs 
o fF  are 1-entry. 
Proof. Suppose that F '  is an S-subflowgraph of F with 2 entry nodes, x and y say. 
Certainly, F' cannot be a basic S-graph, otherwise Algorithm 1 can never reduce 
F to a basic S-graph. So, F'  has at least one proper 1-entry basic S-subflowgraph 
F". Now x and y cannot be both in F" (since F" is 1-entry) so apply Algorithm 1 
to F" in F'. We obtain a new S-subflowgraph F of F which has two distinct entry 
nodes and again F cannot be a basic S-graph. But we can repeat his argument 
until we do have a basic S-graph, in which case we eventually get a contradiction. [] 
We now concentrate on the unfolding part of our desired algorithm since then 
we shall be able to combine it with Algorithm 1 to give a full generalisation of
Algorithm 2. 
Algorithm 2'. Let F be a flowgraph and S a set of irreducibles. 
WHILE F has a basic S-subflowgraph with more than one entry node 
Do BEGIN choose one such subflowgraph F'; 
F := F[F'] 
END. 
It follows from Lemma 5.5 that if F is an S-graph, then the loop in Algorithm 
2' will never be entered. In all cases the loop must terminate; if it terminates with 
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an S-graph, then F must have been a folded S-graph. However, as in Algorithm 1, 
the loop operation is nondeterministic in nature, being dependent on the choice of 
subflowgraph, so the converse is not apparent. Moreover, S-suflowgraphs that are 
not 1-entry may have arcs in common (1-entry S-subflowgraphs do not, by Corollary 
2.16(iii)). So we will not be able to deduce, as we did for Algorithm l, that any 
chosen sequence leads to the same unique flowgraph. However, for certain important 
families S we shall see that this is 'almost' true: let us say that a family of irreducibles 
S is complete if (i) Foe S, and (ii) for any irreducible F, F~ S if C(F)e S. (Note 
that, by Theorem 2.14, this cannot contradict he fact that S consists entirely of 
irreducibles.) 
As an example we note that for each n the set S, is complete. The following 
result suggests that it is 'sensible' to consider (for structuredness) only those families 
S which are complete. 
Lemma 5.6. Suppose the family S is complete. Then, for any flowgraph F, F is an 
S-graph if and only if C(F) is an S-graph. 
Proof. Consider Algorithm 1 and Theorem 3.8; each time we decompose a proper 
1-entry basic S-subflowgraph F '  of F we may decompose C(F') in C(F), since 
C(F') is (by Theorem 2.14 and completeness of S) a proper 1-entry basic S- 
subflowgraph of C(F). Let F* be the flowgraph resulting from Algorithm 1 applied 
to F. Then, clearly C(F*) is the flowgraph obtained from C(F) by performing the 
analogous decompositions. By Theorem 3.8, F is an S-graph if[ F*  is a basic 
S-graph. I f  F*  is a basic S-graph, then so is C(F*) in which case Algorithm 1 
applied to C(F) terminates with C(F*) and so C(F) is an S-graph. Conversely, 
suppose C(F) is an S-graph. Then we know that if we continue to apply Algorithm 
1 to C(F*), we must get a basic S-graph. But since F* cannot be further reduced 
by Algorithm 1, neither can C(F*), in which case the latter must be a basic S-graph. 
If F*  is irreducible, we are done, for then, by completeness of S, F must be a basic 
S-graph. I f  F*  is not irreducible, then, by Theorem 2.14, F* either contains a 
subflowgraph Fo or contains a subflowgraph F '  with single entry or single exit arc 
for which C(F') = C(F*). In either case, the completeness of S ensures that we 
have contradicted the fact that F*  could not be further educed by Algorithm 1. [] 
Let us now return to the notation and ideas used in the proof of Theorem 3.8. 
Once again, ~: will denote the family of all flowgraphs but now we consider a new 
relation --~ on ,~ defined by FI ~/ :2  iff F2 = F,[F ' ]  for some basic S-subflowgraph 
F '  of F~. Algorithm 2' does not produce a uniquely defined flowgraph for each F 
(i.e., is not a function on ~)  because (~,--*) does not satisfy the FCR property. 
However, if we define the equivalence relation - on ,~ by F~ -= F2 if[ C (F~) = C (F2), 
then we may (as in [14]) consider the replacement system (~:, -.% =--) for the FCR 
property. 
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Theorem 5.7. Let (~-,-%--) be defined as above, with respect to a set S which is 
complete. Then ( ~, -% - ) satisfies the FCR property. 
Proof. We appeal to [14, Theorem 2.1] as a test for the FCR property. Suppose 
F1, F2 are flowgraphs for which C(F1) = C(F2) and that Fi"* Fi for i=  1,2, where 
Pi = F~[F[] for some basic S-subflowgraph F[ of F~. We have to find flowgraphs 
KI, K2 with C(K~) = C(K2) such that ~-~Ki  for i = 1, 2. Now, by completeness of
S, F~ contains a basic S-subflowgraph F~' for which C(F~) = C(F~) and similarly 
F2 contains a basic S-subflowgraph F~" for which C(F~') = C(F~). We may assume 
that the underlying digraphs of F~, F~' in /=1 are distinct (the result required is 
trivially achieved otherwise). Then by Corollary 2.16 we know that C(F~) and 
C(F~') have no arcs in common. Thus we may form K~ = P~[F~'] and similarly 
K2 = P2[F~']. Clearly, K1, K2 are the required flowgraphs. [] 
Corollary 5.8. Suppose S is complete. I f  F',  F" are flowgraphs resulting from two 
applications of Algorithm 2' on F, then C(F ' )  = C(F")  and hence F'  is an S-graph if 
and only if F" is an S-graph. 
Proof. That C(F ' )  = C(F")  is simply a restatement that (~, --->, -=) satisfies the FCR 
property. But, by Lemma 5.6, F '  is an S-graph iff C(F') is an S-graph and similarly 
F" is an S.graph iff C(F")  is an S-graph, so the result follows. [] 
Remark 5.9. (i) By Corollary 5.8 it follows that Algorithm 2' will always correctly 
determine whether F is a folded S-graph. 
(ii) The full generalisation of Algorithm 2 is now just a repeat of that algorithm 
with $1 replaced by any complete family S. 
The generalisation and proof of  Theorem 5.3 
Suppose that F = ((3, a, z) is an n- (predicate) node CGK-irreducible (n I> i). If 
we add a new node x in any of the arcs of (3, we can form an (n + 1 )-node CGK-graph 
F '  by adding an arc from x to any node. If the arc is chosen so that F '  does not 
contain either of the flowgraphs D~,/)2 of Fig. 8, then it is easily shown that F '  
itself must be irreducible. What is remarkable is that every (n + 1)-node CGK- 
irreducible may be derived from an n-node CGK-irreducible in precisely this way 
(this was stated in [5] and a proof  is given in [17]). Thus, for any m, n (m > n) we 
can generate in this way all m-node CGK-irreducibles from the set of n-node 
CGK-irreducibles. From these remarks we may deduce the following. 
Proposition 5.10. For any n, m ( m > n >I 1), any m-predicate CGK-irreducible contains 
(in the usual graph-theoretic sense) a subgraph which is homeomorphic to some 
n-predicate CGK-irreducible. 
Generalised mathematical theory of structured programming 169 
Proof. Since we are only interested in the underlying digraphs, we shall refer to 
the flowgraphs by their digraphs. So suppose G is an m-predicate CGK-irreducible. 
We know that there is a sequence 
G ("), G ("+l),  • • . ,  G (ra) = G 
of CGK-irreducibles uch that G (i) is an/-predicate irreducible (i = n , . . . ,  m) and 
such that G (~÷~) is formed from G (i) by subdividing some arc by inserting a node 
and then adding a new arc, e~ say. The arcs e~ may subsequently be subdivided 
themselves in this process. Delete from G (m) (i.e., G) all arcs e , , . . . ,  e,,_~ including 
all subsequent subdivisions of these arcs; the subgraph of G which is left differs 
from G (') only inasmuch as some arcs may be subdivided. The result now follows 
from Definition 5.1. [] 
Corollary 5.11. For any m > 2, any m-node CGK-irreducible contains a subgraph 
which is homeomorphic to C(2). 
Proof. We have already noted that C(2 ) is the unique 2-node CGK-irreducible, so 
the result is immediate from Proposition 5.10. [] 
Before we generalise this result we need some more notation. If F = ((3, a, z) is 
a flowgraph and H is any subgraph of G, then we may define C(H)  by the obvious 
extension of Definition 2.8(ii). The connection between this construction and homeo- 
morphism is that if H is homeomorphic to some CGK-graph G', then C(H)  = G'. 
In what follows it will be convenient to 'identify' a flowgraph with its digraph when 
there is no chance of confusion. With these considerations we now have the following 
theorem. 
Theorem 5.12. Suppose Im is the set of all m-predicate CGK-irreducibles ( m >t 1). Let 
F= ( G, a, z) be any flowgraph. Then the following are equivalent: 
(i) F is a folded S~-graph. 
(ii) G contains no subgraph H for which C(H)  ~ I~+l. 
Proof. ( i )~( i i ) :  Let H be a subgraph of G. If H is itself a subflowgraph, then 
certainly (by definition of F and Algorithm 2'), H is a folded Sn-graph. It easily 
follows from Lemma 5.6 that C(H)  must then be a folded Sn-graph and thus 
certainly C(H)  ~ I,+~. So assume that H is not a subflowgraph; let G' be the minimal 
subflowgraph of G which contains H. I f  G' is irreducible, then, by definition of F, 
G' is a basic S,-graph and hence C(G' )~ I,, for some m~ < n. But then, C(H)  
(c_ C(G')) cannot be in In+v Finally, if G'  is not irreducible, then it must have proper 
subflowgraphs all of which have no predicate nodes in common with H (by Corollary 
2.16(ii)). Since all such subflowgraphs are folded S,-graphs, we may decompose 
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these leaving an irreducible flowgraph G" for which C(G") contains C(H). Hence 
we may use the above argument to show that C(H) ¢: In+~. 
( i i )~( i ) :  First we note that F contains a basic Sn-subflowgraph; for suppose 
not. Then the smallest subflowgraph (in terms of the number of predicates) of F is 
an m-predicate irreducible say F '=  (G',  a', z'), for some m > n. But then G' (and 
hence also G) contains a subgraph H for which C(H) ~ I~+~ (by Proposition 5.10 
and above comments) which is a contradiction. Now if F itself is a basic S,-graph, 
we are done. If not, then decompose a proper basic S,-subflowgraph (unfolding 
first if necessary); the resulting flowgraph F = (G, ti, ~) must by a repitition of the 
previous argument contain a basic Sn-subflowgraph (we need only note in addition 
that if t~ contains a subgraph H'  for which C(H') ~ U,+I, then so does G). Repeating 
this process we must eventually end up with a basic S,-graph, in which case F must 
have been a folded S,-graph by Definition 4.6. [] 
Remark 5.13. It is now clear that Theorem 5.3 is a special case of Theorem 5.12, 
namely the case when n = 1, since I2 = { C~2)}. 
6. Conclusions 
For any family S of irreducible flowgraphs we have shown how to define in the 
most natural way all those flowgraphs which are 'structured' from S. If P is a 
block-structured programming language and if each member of S has a realisation 
in P, then our results are particularly far-reaching. For not only have we characterised 
the S-structured flowgraphs (and all flowgraphs which can be unfolded to them) 
but we have provided efficient echniques which automatically yield the realisation 
in P of such graphs in terms of the realisation of the members of S. In the case of 
S = St this amounts to a characterisation of the 'GoTo-less' programs and an 
algorithm for writing programs in a GOTo-less form as far as theoretically possible 
(without the introduction of new predicates and variables). We have not tackled 
the problem of restructuring by the introduction of new predicates and variables 
but we have laid down the necessary foundations for tackling this problem in an 
elegant, precise, and rigorous manner. Moreover, our theory establishes a basis for 
the development of quantifiable software quality indicators or complexity measures. 
An example of one such complexity measure for arbitrary programs would be the 
smallest integer n for which the associated flowgraph is Sn-structured. 
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