Abstract-Recent face completion works have achieved significant improvement using generative adversarial networks (GANs). There are still two important issues in this challenging task: first, semantic understanding; and second, high-frequency details prediction. In this letter, we propose a unified model by introducing multicontext structures within GANs. Our model, named multi-context generative adversarial networks (MCGAN), automatically learns the hierarchical appearances of a corrupted image and predicted the missing regions from different perspectives. In this model, semantic understanding and high-frequency details are both taken into account and modeled with two parallel networks, respectively. While one learns the semantic understanding of the input face image at a high level, the other extracts low-level features for highfrequency details prediction. Our MCGAN takes full advantage of multi-scale features learned from two complementary networks and generates semantically new pixels for the missing region with fine details. Extensive quantitative and qualitative experiments on benchmark datasets show that the proposed model outperforms several state-of-the-art models.
image (e.g., face image) is partly missing. Recently, GANs [7] , [11] , [17] , [22] , [25] show powerful capability in producing high-quality images, as GANs can well capture the semantical understanding [4] , [32] of an input image. Since Goodfellow et al. [7] first proposed generative adversarial networks to generate an image from a random noise, various GAN architectures have been studied for generating images. Pathak et al. [21] trained a GAN (Context Encoder) to directly generate missing regions. This work is able to predict plausible image, but cannot generate sufficient high-frequency details. The results of this model inevitably lead to unpleased visible artifacts in the generated regions. In order to generate more texture details, Li et al. [15] introduced an external loss [24] to generate more semantically valid details for face completion. In a recent work, Iizuka et al. [9] trained two context discriminators to ensure the consistency of the generated image.
The goal of face completion is to generate realistic and natural-looking face, which need not only high-level semantic understanding, but also sufficient low-level features to recover high-frequency details. As we all know, deeper layers can capture more high-level semantic understanding at the cost of losing local details. Shallower layers capture more low-level features which can provide fine local details but cannot learn semantic feature well. Based on this observation, we propose an effective face completion model named Multi-context Generative Adversarial Network, which considers both the fine details recovery and semantical understanding of input image. Intuitively, multiple contextual information captured from different perspectives includes various spatial configurations of target locations. The information, including semantical representation and local details, provides rich multi-scale information for face completion. Our model consists of two networks: a generative network and a discriminator. The generative network is designed with a multi-context structure, which takes advantage of low-level appearance and high-level semantic features extracted from the input image to recover the final prediction. The discriminator is an auxiliary network used exclusively for training. The structure of the proposed model is shown in Fig. 1 .
The main contributions of this letter are summarized as follows:
r We propose an end-to-end GAN model that can complete face images with arbitrary missing regions.
r We design a multi-context structure to learn the contextual representation from multiple perspectives, providing sufficient features for face completion. r We construct a generic Dilated Learning Unit (DLU) and build the completion networks with stacking sufficient DLUs. These DLUs learn features from larger receptive filed and enable the network to generate more fine details.
II. PROPOSED METHOD
In this section, we first describe the motivation and architecture of our model, and then present the details of the training procedure.
A. Generative Network
An accurate missing region estimation method should have two aspects: 1) understanding the image content from multiple perspectives and 2) combining the low-level and high-level features to generate final results. Our proposed generative network achieves these two aspects by designing three successive steps, feature representation, feature learning and image reconstruction, as shown in Fig. 1 . The first step, feature representation, takes a masked image and an image completion mask (1 for a pixel to be completed) as input, and represents the input image in various scales. The next step, feature learning, acquires the appearance information from the different scales to learn features of an input image from multiple perspectives. The last step, image restoration, integrates the features from multi-scales together to reconstruct the final prediction.
1) Feature Representation: Feature representation is constructed on the basis of Convolutional Neural Networks (CNNs) [5] , [6] , [8] , [10] , [12] , [13] , [19] , [20] , [23] , which can be considered as a feature extractor. It contains two convolutional blocks. Each block has a convolutional layer (along with batch normalization and LReLU activation) and another strided layer (along with batch normalization and LReLU activation), as shown in Fig. 1 . The convolutional layers act as a learned feature extractor or semantic attributes extractor, and the strided layers decrease the resolution to 1 2 of an input. In this letter, we design two blocks to decrease the resolution twice, which is enough to generate non-blurred texture in missing regions. The first block, which captures more local appearance information, but cannot provide much semantic information for the next step. The second block, with deeper layers, can capture more semantic context well but fails to obtains contexture details due to the coarse features. In the following step, we take advantage of these features from different blocks to learn multi-scale features for face completion.
2) Feature Learning: In this step, we design a multi-context architecture to learn the feature from the two blocks of feature representation. An overview of the feature learning architectures can be seen in Fig. 1 . In the feature representation step, each convolution block contains a strided layer, thus each block has a progressively larger receptive field. To better predict the missing region with semantic information and fine details, we design two independent and parallel networks: (1) low-level net (L-Net) and (2) high-level net (H-Net) to learn the feature from different blocks. The L-Net obtains the low-level information from the first block of feature representation and learns the appearance of an input image with fine details. The H-Net acquires the high-level information from the second block of feature representation and learns semantic features for the final prediction. Multi-scale features of the two branches are then combined together by a concatenation layer for image reconstruction.
Dilated convolutional layers [30] are also used in feature learning. In this letter, we design a generic Dilated Learning Unit (DLU) to learn features of an input image to predict the missing regions in a much larger receptive filed with the same amount of parameters. As shown in Fig. 1 , the proposed DLU consists of 3 layers that apply 3 × 3 convolutions with different dilation factors η. The dilation factors are 1, 2, 4. By the proposed DLU, we construct the L-Net/H-Net. An overview of the LNet is presented in Table I . With this architecture, we learn enriched features from each sub-nets, which makes our model more robust for face completion.
3) Image Reconstruction: In this step, we combine the learned features from the L-Net and the H-Net into a representation with a concatenation layer, and predict the final completed results. Note that combining the multi-scale feature representations from different scales can help the network to learn complex mappings at predicting final results.
B. Discriminator
A discriminator network has the objective of discerning whether an input image is real or not. The network is based Fig. 1 . All the convolutional layers employed a stride of 2 × 2 pixels to decrease the image resolution while increasing the number of output filters. Finally, the output of the discriminators was processed by a fully-connected layer to output a continuous value. Then, we used a sigmoid function to transfer the value in the range of [0, 1]. The value represented the probability that the input image is real or not.
C. Training
Let x be an input image and M x be a region mask which has the same size as the input image. In the binary mask M x , we take the missing region have the value 1 and elsewhere have the value 0. The aim of our completive network is to learn a mapping function F (x, M x ) for generating a high-quality completed image. D(x, M x ) denotes the discriminator in a functional form. In order to train the network to complete an input image realistically, three loss functions are jointly used: the pixel loss for training stability, the feature loss for a guarantee of similar feature space and the adversarial loss to improve the realism of the results. Using the mixture of these three loss functions achieves high performance for face completion. The entire training process is done by backpropagation.
In the training phase, a pixel loss [14] considering the region mask is used. The pixel loss is defined by: (1) where ρ(x) = √ x 2 + ε 2 is the pixel penalty function, is the pixelwise multiplication and N is the number of batch size. ε is set as 1e −3 in this letter. Due to the fact that reasonable objective function for generative networks can prevent it from overtraining, a loss function in the feature space is defined with feature matching strategy. We use the pre-trained VGG16 model [23] to extract feature map in our model, and keep the completed image and real image similarity in the feature space. The objective function is defined as follows:
where f feat (x) denotes the feature extracted from a specifying intermediate layer of a pre-trained model, and d is the dimension of features. In the training stage, we estimate the mean loss of the data in a minibatch in feature space, and define the feature loss function as follows:
where feat encourages the generated data to match the real data statistically, and N is the batch size. During the training stage, the feature loss feat performs better than the pixel loss in measuring structure similarity. The discriminator is the crucial part of training in our approach. It turns the standard optimization of a neural network into a min-max optimization problem. In the training phase, the discriminator network is jointly updated with the generative network at each iteration. For our generative and discriminator networks, the optimization is:
By combining these three loss functions, the objective loss becomes:
where λ f and λ a are pre-defined weights for feature loss and adversarial loss, respectively.
III. EXPERIMENTS
In this section, we present our empirical comparisons with several state-of-the-art image inpainting models. The experiments were conducted on the public dataset: CelebFaces Attribute Dataset (CelebA) [16] . We slightly adapted the training approach: we used 256 × 256-pixel image patches and randomly generate holes in the [50, 128]-pixel range. In the training phase, we set λ f and λ a = 0.01 in this letter. We set the momentum parameter to 0.9 and the weight decay to 0.001. Notice that a smaller learning rate is critical for the convergence of the neural network, the learning rate in our experiment is initialized as 0.001 for all layers. In order to avoid overfitting, we augmented the training data in two ways: (1) rotation: randomly rotate images in +/−5 degrees; (2) flipping: flip images horizontally or vertically with a probability of 0.5. The comparisons among qualitative and quantitative are presented in this section.
A. CelebFaces Attributes (CelebA) Dataset
The CelebA dataset consists of 202, 599 face images with various viewpoints and expressions. For a fair comparison, we followed the standard split with 162, 770 images for training and 19, 962 for testing. We compared our proposed model with the state-of-the-art models, including: ContextEncoder (CE) [21] , [15] , (e) Global and Local Consistent Image Completion (GLCIC) [9] , Generative Image Inpainting With Contextual Attention (GIICA) and (f) our results. We retrain these models on the CelebA dataset for a fair comparison. Generative Face Completion (GFC) [15] ), Globally and Locally Consistent Image Completion (GLCIC) [9] and Generative Image Inpainting With Contextual Attention (GIICA) [31] . From the results in Fig. 2 and Fig. 3 , we can notice that:
r The CE, GFC and GLCIC models have obvious artifacts and blurry in the generated regions since these models predict the missing regions from only high-level features. Although the GIICA with attention mechanism performs better than others in term of avoiding artifacts and blurry, this model has obvious unnatural content (e.g., eyes or brows) in the predicted content. Our model achieves the best performance by using the multi-context structure. Table II show that our approach has a significant improvement on both SSIM and PSNR than the state-of-the-art models. Our model achieves better perceptive on both image content and details.
C. Component Analysis 1) Effect of the DLUs:
To demonstrate the effect of the proposed DLUs, we retrain our model with stacking of the same number of DLUs or general convolutional units on the CelebA dataset. As shown in Table II , the same model with dilated convolutional layers performs better than the model without dilated convolutional layers. Specifically, we observe that around 0.3 dB (in terms of PSNR) performance rise across on the CelebA dataset. We conclude that the model with dilated convolutional layers can generate content with a much larger receptive field, which is important for face completion.
2) Effect of Sub-Nets:
To further analyze the effectiveness of different sub-nets in feature learning step, we trained two variant models of MCGAN and conducted a series of experiments on the CelebA datasets. As shown in Fig. 3(c) , L-Net predicts missing region with the low-level appearance information without semantic understanding. The results look unnatural and have visible color differences. On the other hand, H-Net predicts missing region with more information of high-level semantic understanding ( Fig. 3(d) ). The final results show that the hierarchical features learned from different scales are complementary with each other to predict realistic content in face completion (Fig. 3(e) ).
IV. CONCLUSION
We achieve the state-of-the-art performance in semantic inpainting using the proposed model. The comparison results show that the generative network with multiple contexture information is powerful in the task of face completion. The proposed MCGAN, which integrates both high-level semantic context, low-level appearance information, provides new insight for the research on computer vision tasks. This may be potentially useful to other applications such as denoising, super-resolution or other image restoring problems. In addition, there are still some cases in which our approach produces visible discontinuity. In future works, we plan to investigate the usage of DenseNet [8] to address this issue.
