Abstract. We examine the behaviour of Newton's method in oating point arithmetic, allowing for extended precision in computation of the residual, inaccurate evaluation of the Jacobian and unstable solution of the linear systems. We bound the limiting accuracy and the smallest norm of the residual. The application that motivates this work is iterative re nement for the generalized eigenvalue problem. We show that iterative re nement by Newton's method can be used to improve the forward and backward errors of computed eigenpairs.
1. Introduction. This work is motivated by the symmetric de nite generalized eigenvalue problem Ax = Bx (A and B symmetric and one of them positive denite), for which no method is known that takes advantage of the symmetry, is e cient and is backward stable. For the special case where both matrices are positive de nite, such a method is available 22] . The aim is to show that iterative re nement by Newton's method can be used to improve the forward and backward errors of computed eigenpairs. An important question is how accurately the residuals must be evaluated in order to improve the relative forward error and/or the backward error.
For added generality we give a detailed analysis of the general Newton method in oating point arithmetic, allowing for extended precision in computation of the residual, possibly inaccurate evaluation of the Jacobian and unstable linear system solvers. We bound the limiting accuracy that can be obtained and the smallest norm of the residual.
Lancaster 19], Wo zniakowski 28], Ypma 29] , 30] and Dennis and Walker 6] have also considered the e ects of inaccuracy, computational or otherwise, on Newton's method for solving nonlinear algebraic equations. None of these authors analyzes the behaviour of the residual. Lancaster and Ypma were interested in how the approximate iterate is related to the exact one rather than the error in the approximate iterate. Wo zniakowski carried out his analysis with the big-Oh notation and therefore his results contain unknown constants. We follow the same approach as Dennis and Walker 6] in that our results are based directly on the error in the computed iterates. The analysis in 6] is very general and uses several assumptions and constants that are di cult to interpret and understand even for the special case discussed therein (iterative re nement for linear systems of equations).
The residual contains information that is crucial for improving an approximate solution by Newton's method. Thus it should be computed as accurately as possible. Recently, mixed precision BLAS (XBLAS) routines have been proposed as a standard 2], where extended precision arithmetic is used internally to the BLAS and then the output is rounded to working precision. These new BLAS make the computation of Department of Mathematics, University of Manchester, Manchester, M13 9PL, England (ftisseur@ma.man.ac.uk, http://www.ma.man.ac.uk/~ftisseur/). This work was supported by Engineering and Physical Sciences Research Council grant GR/L76532. 1 the residual in mixed precision feasible for many problems, including the generalized eigenvalue problem considered here. We rst rework the forward error analysis of 6] for Newton's method in oating point arithmetic. We use di erent assumptions that are more appropriate when we have access to extended precision in computation of the residual and when we are using a possibly unstable linear system solver. The results we obtain are of more practical use than those in 6], 19], 28], 29] but consistent with them. We also estimate the limiting accuracy that can be obtained near a solution.
Next, we study the convergence of the norm of the residual, bounding the smallest norm. For many problems the backward error is a scaled residual norm, in which case we can use our results to bound the backward error. The idea of using iterative re nement to obtain a small backward error with a potentially unstable solution method has been investigated for linear systems by several authors, including Jankowski and Wo zniakowski 18], Skeel 23] and Higham 17] , and more recently for the algebraic Riccati equation by Ghavimi and Laub 11] . The idea does not previously seem to have been applied to the generalized eigenvalue problem.
In Section 3 we apply our results to linear systems and to the standard and generalized eigenvalue problems. In Section 4 we present numerical examples for the symmetric de nite eigenvalue problem that motivated the whole analysis.
2. Newton's method in oating point arithmetic. 2.1. Basics and notation. We begin by describing our notation. Let F : R m 7 ! R m be continuously di erentiable on R m . We denote by J the Jacobian matrix (@F i =@v j ) of F and assume that J is Lipschitz continuous with constant in Newton's method is attractive because under appropriate conditions it converges rapidly from any su ciently good initial guess. In particular, if the Jacobian is nonsingular at the solution, local quadratic convergence can be proved 5, Thm. 5.2.1]. The Kantorovich Theorem yields a weaker bound on the convergence rate but makes no assumption on the nonsingularity of Jacobian at the solution 5, Thm. 5. Note that standard error analysis shows that ke i k ukF(b v i )k is the best we can obtain in practice for both mixed and xed precision. Later, we will give an explicit formula for in the case of linear systems and the generalized eigenvalue problem.
We assume that the error E i satis es kE i k u (F; b v i ; n; u) (2.4) for some function that re ects both the instability of the linear solver and the error made when approximating or forming J(b v i ). In practice, we certainly have
We will make use of the constants Note that the rate of convergence depends on the accuracy of the Jacobian and on the stability of the linear system solver, since G depends strongly on E, but the limiting accuracy is essentially independent of the solver (for < 1 8 say). Note also that G is independent of u; which means that the rate of convergence is bounded independent of the precision used to compute the residual. It is perhaps worth remarking that if we start with an approximation to a zero which is appreciably more accurate than the limiting accuracy : : : a single iteration will usually spoil this very good approximation and produce one with an error which is typical of the limiting accuracy.
2.3. Residual. We now turn to bounding the residual for a single step of the form (2.6). As before, we write r = F(v) and J = J(v). The theorem shows that provided the problem is not too ill conditioned, the solver is not too unstable, the approximation of the Jacobian is accurate enough and v is su ciently close to the solution, then the norm of the residual reduces after one step of Newton's method in oating point arithmetic. Note that H does not depend on u so that, as for the forward error analysis, the use of extended precision for computing the residual has no e ect on the rate of convergence of Newton's method. With a careful analysis of the constants in Theorem 2.4 we can derive the following corollary. Let iterative re nement be applied to the nonsingular linear system Ax = b of order n with u (A) < 1=8 and using a solver satisfying ukA ?1 k (A; b; n; u) 1=8. Then the norm of the residual decreases until kb r i k max( n ; u)(kAkkb xk + kbk); so that iterative re nement yields a small normwise backward error (b x) max( n ; u). = 1) , that the residual be computed in extended precision and that the linear solver be stable. A lengthy analysis leads to the conclusion that if the problem is not too ill conditioned and the initial guess is good enough, then their re nement procedure yields a relative error of the order of the working precision.
Here, we consider the generalized eigenvalue problem (GEP) Ax = Bx with e T s x = 1 for some xed s;
where A 2 R n n ; B 2 R n n . Newton-based re nement algorithms for this problem have been proposed 9], 24] but no error analysis has been done. Proof. We apply Corollary 2.3 using (3.5) for (F; v; u; u). proves the last part of the corollary. Our result is consistent with the one of Dongarra, Moler and Wilkinson 8] concerning the standard eigenvalue problem. They showed that their iterative re nement procedure, which is a recasting of Newton's method, yields a forward error of the order of the working precision assuming that kAk 1 The corollary shows that if j j max(kAk 1 ; kBk 1 ) is large then we cannot guarantee a small backward error. In numerical experiments, we have found that the backward error is small independent of the size of j j max(kAk 1 ; kBk 1 ) but we have not been able to prove that this must always been the case.
Note that for the standard eigenvalue problem, j j 1 if kAk 1 = 1, as was assumed in 8]. Then the eigenpairs re ned by Newton's method have a small backward error.
For the GEP, if the problem is scaled and replaced by e Ax = e Bx with e A and e such that k e Ak 1 = kAk 1 = kBk 1 and e = then, for this problem, the backward error depends only on the size of j e j. A small j e j ensures a small backward error. If j e j is large, then we can consider the problem Bx = e e Ax, for which je j is small and Corollary 3.5 guarantees that iterative re nement will yield a small backward error. 4 . Numerical experiments. We show how iterative re nement can be used to improve the stability of an unstable solver for the symmetric de nite generalized eigenvalue problem Ax = Bx, with A symmetric and B symmetric positive de nite.
All our tests have been performed with Matlab for which the working precision is u = 2 ?53 1:1 10 ?16 . We approximate the eigenpairs using the Cholesky{QR method, which consists of and B = GG T . This example is used in 12] to illustrate the instability of the Cholesky{QR method when B is ill-conditioned. Results are displayed in Table 4 .1.
The two smallest eigenvalues have a small condition number but their backward error is large because of the ill conditioning of B ( 1 (B) = 7 10 18 ).
We re ned the two smallest eigenvalues using Algorithm 4.1 and Algorithm 4.2 with the approximate eigenpairs as initial guess and the residual computed at working precision ( u = u 1:1 10 ?16 ). We terminated the iteration when the norm of the correction stopped decreasing. The results are given in Table 4 .2. it is the number of iterations required for convergence. Algorithm 4.2 uses an unstable solver and therefore requires one more iteration. However the accuracy and stability are una ected by this unstable solver. Both algorithms produce re ned eigenpairs with a small backward error and a relative error as predicted by the theory. Example 2. We would like to test the sharpness of the residual bound in Corollary 2.5 and the backward error bound in Corollary 3.5. We consider an example with 5. Conclusions. We have analyzed Newton's method in oating point arithmetic, allowing for extended precision in computation of the residual, inaccurate evaluation of the Jacobian, and a possibly unstable solver. We estimated the limiting Table 4.4 Relative error for the computed and re ned eigenpairs of Example 3 using working and double precision in the computation of the residual. accuracy and the smallest residual norm. We showed that the accuracy with which the residual is computed a ects the limiting accuracy. The limiting residual norm depends on two terms, one of them independent of the accuracy used in evaluating the residual. We applied our results to iterative re nement for the generalized eigenvalue problem. We showed that high accuracy for the re ned eigenpairs is guaranteed, under suitable assumptions, if twice the working precision is used for the computation of the residual. We also showed that if the pair (A; B) is well balanced (kAk kBk), working precision in evaluating the residual is enough for iterative re nement to yield a small backward error.
Finally, we examined in detail how iterative re nement can be used to improve the forward and backward error of computed eigenpairs for the symmetric de nite GEP. We used two re nement algorithms, one of them with an unstable solver. We con rmed that the unstable solver a ects the convergence but not the limiting accuracy and backward error. In practice, the assumption that the pair (A; B) is well balanced does not seem to be necessary. We have not been able to generate an example for which iterative re nement fails to yield a small backward error for pairs (A; B) for which max(kAk=kBk; kBk=kAk) is large. This suggests that the bound of In future work, we plan to investigate iterative re nement for the quadratic eigenvalue problem, for which there are no proven backward stable algorithms 26].
