The main aim of this paper is to further develop the multiple-correction method that formulated in our previous works [7, 8] . As its applications, we establish a kind of hybridtype finite continued fraction approximations related to BBP-type series of the constant π and other classical constants, such as Catalan constant, π 2 , etc.
Introduction
In the theory of mathematical constants(for example, π, Euler-Mascheroni constant γ, Catalan constant G, ln 2, etc.), it is very important to construct new sequences which converge to these fundamental constants with increasingly high speed. See e.g. the survey paper of Bailey, Borwein, Mattingly, and Wightwick [3] and references therein, and the books of Brent and Zimmermann [6] , Graham, Knuth and Patashnik [10] , Ifrah [11] , and Wilf [17] . In a celebrated paper of Bailey-Borwein-Plouffe [4] , they proposed the following fast series This formula has the remarkable property that permits one to directly calculate binary digits of π, beginning at an arbitrary position d, without needing to calculate any of the first d − 1 digits. Since this discovery in 1997, many BBP-type formulas for various mathematical constants have been discovered with the general form
where α is the constant, p and q are polynomials in integer coefficients, and b ≥ 2 is an integer numerical base.
Motivated by the important work of Mortici [13] , in this paper we will continue our previous works [7, 8] , and apply the multiple-correction method to construct some new sequences from a BBP-type series, which have faster rate of convergence. We give some examples to illustrate this method, such as π, Catalan constant G, π 2 , etc. Moreover, we establish sharp bounds for the related error terms. It should be stressed that the investigation of the error terms in the approximations generated by BBP-type series is very important topic, because these error estimates can be used to study the irrationality, transcendentally involved the constants. For example, e(for more details, see Aigner and Ziegler [1] ), Apréy constant ζ(3)(see [2] ), etc.
The paper is organized as follows. In Section 2, we explain how to find a finite continued fraction approximation by using the multiple-correction method. In Section 3, Section 4 and Section 5, we discuss π, Catalan constant and π 2 , respectively. In the last section, we give three further results, and analyze the related perspective of research in this direction. Notation. Throughout the paper, the notation P k (x)(or Q k (x)) denotes a polynomial of degree k in x. The notation Ψ(k; x) means a polynomial of degree k in x with all of its non-zero coefficients positive, which may be different at each occurrence. While, Φ(k; x) denotes a polynomial of degree k in x with the leading coefficient equals one, which may be different at different section. To save space, we also use the shorthand notation to write a continued fraction
2 The multiple-correction method Let a series ∞ m=0 t m converge to constant α. If we use the finite sum n−1 m=0 t m to approximate or compute constant α for some "comparative large" positive integer n, the error term E(n) equals to ∞ m=n t m . To evaluate it more accurately, in general, we need to "separate" extra main-term M C(n) from E(n) such that the new error term E(n) − M C(n) has a faster rate of convergence than E(n) when n tends to infinity. The idea of the multiple-correction method is that we can achieve it in some cases by looking for the proper structure of M C(n) , where M C(n) is a finite continued fraction(see [8] ) or a Hyper-power expansion(see [7] ) in n. Hence, in some senses, we can view it as a rational function approximation problem of the error term E(n). In fact, the multiple-correction method is a recursive algorithm, and one of its advantages is that by repeating correction process we always can accelerate the convergence. To describe this method clearly, we will give some definitions as follows. Definition 1. We call the integer l − m to be the degree of a rational function R(k) =
Qm(k) in k, and write deg R(k) = l − m. Definition 2. Let a series ∞ m=0 t m be convergent. A function t m is said to be a proper BBP-type term if it can be written in the form
in which q ∈ (0, +∞) is a specific constant, and 1. R(m) is a rational function in m, 2. the a i , c i , b j and d j are specific integers with a i > 0, b j > 0, and 3. the quantities uu and vv are finite, nonnegative, specific integers.
Throughout the paper, we always assume that the t m is a proper BBP-type term and q = 1. Now we can describe the multiple-correction method as the following steps:
(Step 1) Simplify the ratio
tm to bring the form
Qs(m) , where P, Q are polynomials. ( Step 2) We begin from k = 0, and in turn find the finite continued approximation solution M C k (m) of the difference equation
until some suitable k = k * you want.
(Step 3) Substitute the above k-th correction function M C k (m) into the left-hand side of (2.2) to find the constant C k and positive integer K 0 such that
Step 4) Consider the new proper BBP-type term appearing in (Step 3)
then repeat (Step 1) to (Step 3), here it should be noted that it is often suffice for us to obtain some weak results in these cases.
(
Step 5) Define the k-th correction error term E k (n) as
Prove the rate of convergence of the k-th correction error term E k (n) when n tends to infinity. (Step 6) Based on (Step 5), we further prove sharp double-sides inequalities of E k (n) for as possible as smaller n.
Here it should be worth remarking that (Step 2) plays an important role in the multiplecorrection method. The idea of the above algorithm is originated from Mortici [13] and Gosper's Algorithm(see Chapter 5 of Petkovsek, Wilf and Zeilberger [14] ). Now we explain how to look for all the related coefficients in M C k (m). The initial-correction function M C 0 (m) is vital. Let deg M C 0 (m) = −κ 0 ∈ Z, and denote its first coefficient by λ 0 = 0. It is not difficult to obtain κ 0 and λ 0 , which satisfy the following condition:
Otherwise, it is a polynomial of degree −κ 0 with the leading coefficient λ 0 . Next, just did as our previous paper [7, 8] (also see (2.7) below), we can find other coefficients in M C 0 (m) by solving a linear equation in turn.
Once one determines the initial-correction function M C 0 (m), other correction functions M C k (m) for k ≥ 1 will become easy. Actually, one may apply two approaches to treat them. One method is power series expansion, another is that putting the whole thing over a common denominator such that
is a strictly decreasing function of k.
Next, we explain how to do (Step 5). First, by multiplying the formula (2.3) by
q m , then by adding these formulas from m = n to m = ∞, finally by checking
in this way it is not difficult to get the desired results for the rate of convergence of the k-th correction error term E k (n).
Finally, there doesn't exist the general method to treat (Step 6), which needs many delicate estimations for the involved series.
Since M C k (m) and other constants need a huge of computations, we often use an appropriate symbolic computation software. In addition, the exact expression at each occurrence also takes a lot of space. Hence, in this paper we omit some related details for space limitation. For interested readers can see our previous papers [7, 8, 18] . An example. We would like to give an example to show how to manipulate (Step 1) to (Step 3). It is well-known that
which is proposed by Srinivasa Ramanujan [15] , also see (1.4) of Mortici [13] . We take R(m) = 42m + 5, q = 4096, uu = 3 and vv = 6 in Definition 2, hence it is a proper BBP-type term.
(Step 1) It is easy to check
Step 2) We choose k * = 6. Consider the difference equation
By using Mathematica software, it is not difficult to find (Step 3) By using Mathematica software again, we easily find K 0 = 2k + 1 and C 0 = 
Now we let
3 The results for π In order to illustrate the so-called the multiple-correcton method formulated in previous section, first we will prove the following theorem. Let the k-th correction error term E k (n) be defined as
Then for all integers 0 ≤ k ≤ 9, we have 
Proof. By using Mathematica software, we expand MC k (m) − Then for n ≥ 4, we have
By multiplying (3.7) and (3.8) by 16 −m , we obtain the telescoping inequalities
Now by adding the above inequalities from m = n to m = ∞, we can obtain (3.6) at once. The proof of Theorem 1. First, by multiplying (3.4) by 16 −m , we have
Then, by adding these formulas from m = n to m = ∞, we get
It is easy to prove
Combining (3.10), (3.11) and (3.6) completes the the proof of Theorem 1 in case of k = 9. For 0 ≤ k ≤ 8, we may prove the theorem in the same approach.
The following theorem tells us how to improve (3.3).
Theorem 2.
Under the same notation of Theorem 3, we have for n ≥ 88 16C 9 15 · 16 n (n + 1) 23 < E 9 (n) < Proof. Similar to the proof of (3.11), we can prove the inequalities of right-hand sides in both (3.18) and (3.19) trivially. By using Mathematica software, it is not difficult to prove 
Catalan constant
Catalan constant can be defined as
which is arguably the most basic constant whose irrationality and transcendence remain unproven. The most economical BBP-type series for computing Catalan constant may be We define the k-th correction error term E k (n) as 
Proof. First, by using Mathematica software we expand MC k (m) − 
(4.7)
Then for all positive integers n, we have Proof. By using Mathematica software, we can prove for m > 0
This completes the proof of right-hand side inequality of (4.17). Similarly, one has
Hence the left-hand side inequality of (4.17) holds for m ≥ 2. This completes the proof of Lemma 7. Here we use (n+5) 13 n 13 + 1 315
Similarly, we can check that for n > 2 We define the k-th correction error term E k (n) as 
Proof. First, by using Mathematica software we expand MC k (m) − Proof. By manipulating Mathematica software, it is not difficult to check
Ψ 2 (10; n) n 11 (1 + n) 9 ((529984n + 537992)(n − 1) + 489933)(489933 + 1067976n + 529984n 2 ) >0. Proof. We can check by using Mathematica software
By multiplying the above inequalities by
and this completes the proof of the lemma. (5.12)
Proof. The upper bound in the first inequalities is trivial. By applying Mathematica software, it isn't difficult to check 
It follows from Lemma 10 and Lemma 12 This finishes the proof of Theorem 6.
Conclusions
Our method may be used to establish similar results for many series with a proper BBP-type term. For example, such kind of series can be founded in [5, 9, 16, 19, 20] . In this paper, we don't do any computation for these mathematical constants. However, for this question, we would like to pointed out that the computations of two main terms in our method (e.g. the second and third member of right hand side of (3.2) in Theorem 1 ) should play the same role, i.e. their computations should be "matched".
In what follows, we give three examples to illustrate that the k-th correction function M C k (n) may be established occasionally by a precise expression. , MC k (n) = Finally, we conjecture the above results should be true for all k.
