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We prove a strong characteristic-free analogue of the classical adjoint formula
sλ; sµf  = sλ/µ; f  in the ring of symmetric functions. This is done by showing
that the representative of a suitably chosen functor involving a tensor product is
the skew Weyl module. By “strong” we mean that this representative preserves not
only Hom groups, but higher Ext groups also—a fact which can be used to compute
some homological invariants of Weyl modules for GLn via recursion on degree.
We use the following main tools: existence of Weyl filtrations in tensor products of
Weyl modules, the Akin–Buchsbaum–Weyman constructions of Weyl modules and
certain vanishing properties of Ext groups. © 2000 Academic Press
INTRODUCTION
In studying the algebraic representation theory of the general linear
group, several authors have employed “characteristic-free” themes, e.g.,
[Clausen, ABW] etc. Such an approach involves constructions which are
“universal” in the sense that they do not depend upon the base ring. One
hope behind this approach is to gain clearer knowledge of characteristic-
independent features of the representation category. Another possibility is
that one may gain some insight into modular representations by a base
change from Z to a field of positive characteristic.
Over a field of characteristic zero, every algebraic representation of GLn
is completely reducible. Moreover the irreducible representations as well
as their formal characters; i.e., the dimensions of all common eigenspaces
of diagonal matrices, are well known—these formal characters are certain
symmetric functions called the Schur functions. Thus a representation is
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completely determined by its formal character, and proving results about
representations is equivalent to proving statements in the ring of symmet-
ric functions. How does one look for analogues of various “characteris-
tic 0” results in a characteristic-free setting? Since complete reducibility
fails over arbitrary base rings, there are in general many representations
with the same formal character. From these one should choose the “cor-
rect” characteristic-free representations; i.e., representations for which a
statement about their formal characters can be lifted to a statement about
the representations themselves in a manner independent of the base ring.
This has been done for several classical formulas such as the Littlewood–
Richardson rule for decomposing the tensor product of two irreducible
representations. (Instead of direct sum decompositions, one has to settle
for the existence of suitable filtrations.)
In this paper, we prove a strong characteristic-free analogue of the clas-
sical adjoint formula for the scalar product on symmetric functions [Mac-
donald, I(5.1)]. We do this by showing that the representative of a suitably
chosen functor involving a tensor product is a universally constructed repre-
sentation having the desired formal character (Theorem 1). By “strong” we
mean that this representative preserves not only Hom groups, but higher
Ext groups also (Theorem 2)—a fact we will exploit in a future paper
[Kulkarni2] to compute some homological invariants of certain important
GLnZ-representations.
We now proceed to explain the contents of this paper more fully. Let us
set up the background first. Algebraic representation theory of GLn is con-
cerned with rational representations V ; i.e., those for which the entries of
the matrix by which g ∈ GLn acts on V are rational functions of the entries
of the matrix g. This is equivalent to saying that the group homomorphism
GLn→ GLV  should be a map of affine schemes.
Now one does have a set of nice rational representations which are in-
dependent of the base ring. These are as follows. In general for a reductive
algebraic group, one can construct an induced module and a Weyl mod-
ule for any dominant weight of a maximal torus. (These two modules are
irreducible and isomorphic over a field of characteristic zero, but not in
general. Over an algebraically closed field of positive characteristic, the
dominant weights still serve as an indexing set for irreducible representa-
tions, but these are hard to describe.) For GLn, the dominant weights are
just nondecreasing sequences of n integers.
We want to restrict to the subcategory of rational representations consist-
ing of polynomial representations: V is called a polynomial representation
if the entries of the matrix by which g ∈ GLn acts on V are polynomial
functions of the entries of the matrix g [Green, 2.2]. Studying polynomial
representations does not result in a loss of generality. (Reason: the coor-
dinate ring of the general linear group scheme is isomorphic to the poly-
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nomial ring in n2 variables localized at the determinant. So one can make
any finitely generated rational representation into a polynomial one by an
extremely simple operation, namely, tensoring it with a suitable power of
the one-dimensional determinant representation.) For the “nice representa-
tions” above corresponding to dominant weights, polynomiality just means
that all the n integers in the dominant weight must be non-negative. We
can and will require this to be the case without loss of generality. (Tensor-
ing by the determinant translates into adding 1 to each of n integers in the
weight.) Thus dominant weights for us will just be partitions.
In [ABW] Akin, Buchsbaum, and Weyman defined universally, corre-
sponding to any partition λ, the induced module Lλ, and the Weyl module
Kλ. (They called these the Schur module and coSchur module, respec-
tively.) The formal character of Kλ is the Schur function sλ and that of
Lλ is the Schur function sλ˜. (Here λ˜ is the partition conjugate to λ; i.e.,
the Young diagram of λ˜ is obtained by exchanging the rows and columns
of the Young diagram of λ. So in their notation Lλ is the induced mod-
ule with highest weight λ˜. Also note that the more usual notation for Kλ is
V(λ) and that for Lλ˜ is H0λ. See, e.g., [Jantzen].) An advantage of their
approach is that it gives a uniform construction for a significantly larger
class of representations. Indeed they define Schur and Weyl modules Lλ/µ
and Kλ/µ associated to an arbitrary skew partition λ/µ. A skew partition
λ/µ is the diagram obtained by taking the Young diagram of a partition λ
and removing from it the Young diagram of a partition µ contained in it.
Thus a partition is just a skew partition with µ empty. Kλ/µ and Lλ/µ are
polynomial representations and their formal characters are the skew Schur
functions sλ/µ and sλ˜/µ˜, respectively, [Macdonald, I(5.1)].
Now we formulate our main results precisely. The adjoint formula that we
are seeking to lift involves both the ordinary and the skew Schur functions.
One can define a scalar product  ;  in the ring of symmetric functions
by decreeing that the Schur functions form an orthonormal basis. Thus,
in the context of characteristic zero representations, sλ;− computes the
multiplicity of the irreducible representation of highest weight λ in a given
representation. The following adjoint formula relates this scalar product
with multiplication. For any symmetric function f , one has
sλ; sµf  = sλ/µ; f :
How can we lift this formula to representations of GLn over arbitrary com-
mutative base ring? The discussion above suggests that we should replace
the scalar product by Hom, multiplication of symmetric functions by tensor
product of representations, and all three Schur functions by universally de-
fined representations having these as their formal characters. In this direc-
tion we prove the following results (Theorem 1) for any finitely generated
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polynomial representation X:
HomKλ;Lµ˜ ⊗X ' HomKλ/µ;X;
HomX ⊗Kµ;Lλ˜ ' HomX;Lλ˜/µ˜:
These two statements are “contravariant duals” of each other. Note that
these results show the intrinsic meaning of skew Schur and Weyl modules
as representatives of certain very natural functors. More is true. Our The-
orem 2 states, again for any finitely generated polynomial representation
X,
ExtiKλ;Lµ˜ ⊗X ' ExtiKλ/µ;X;
ExtiX ⊗Kµ;Lλ˜ ' ExtiX;Lλ˜/µ˜:
The Ext groups here are taken in the category of (rational) representa-
tions of GLn over any commutative base ring. We now make some remarks
concerning these results to put them in perspective.
Remarks. (1) Note that in the considerations about how to lift the
adjoint formula sλ; sµf  = sλ/µ; f  one can choose either the induced
module or the Weyl module with dominant weight λµ to replace the
Schur function sλsµ. Concentrating on the covariant case for the moment,
we see that there are four functors—all having equal a priori plausibility—
that we can seek the representative of. All four functors are representable
for general reasons. However, it turns out that only one (occurring in our
Theorem 1) has a characteristic-free representative. We give an explanation
of this in terms of some homological obstructions using Theorem 2 after
its proof.
(2) The category of polynomial representations splits into a direct
sum by degree. (In some sense these can be thought of as “blocks.” See
Remark 3 after Theorem 2.) The theorems above can be seen as a way
of passing from one degree to another. (The degree of Kλ/µ;Lλ/µ is just
the number of boxes in the diagram of λ/µ.) Thus, speaking only by loose
analogy, we get a sort of “translation functor.” Theorem 2 is useful in com-
puting some homological information via recursion on degree. (We will
show how to compute a “Euler characteristic” between Weyl modules for
GLnZ in a future paper [Kulkarni2], which in turn gives some informa-
tion in characteristic p. Some results in this direction can also be found in
[Kulkarni1, Chap. 3].) This degree reduction was the reason behind work-
ing with polynomial representations. Working with rational representations
would prohibit recursion on degree; instead of Theorems 1 and 2, one
would just have the triviality ExtiKλ;Lµ˜ ⊗X ' ExtiKλ ⊗ Lµ˜∗ ;X.
(3) Both these results, as well as the homological application should
carry over to the quantum case using the work of Hashimoto–Hayashi and
Boffi–Varagnolo. We will pursue this elsewhere.
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1. BACKGROUND AND NOTATION
We will always work over the ground ring Z unless otherwise indicated.
All the results are valid over an arbitrary commutative ground ring R ei-
ther by the same proofs or by an easy base change argument involving a
universal coefficient theorem. All the constructions we deal with will be
characteristic-free. This means that all the objects and maps commute with
base change (i.e., they are “universally defined”) and have the same finite
rank independent of the ground field. In other words, it means that the ob-
ject being described, over any ground ring R, is R-free of finite rank and is
obtained by tensoring the corresponding object over Z with R.
We study the representation theory of the reductive algebraic group
scheme GLF = GLn, where F is a free abelian group of rank n. See, e.g.,
[Jantzen]. Weights for GLn are n-tuples of integers λ = λ1; : : : ; λn. If λi are
all positive, then λ is a polynomial weight of degree λ = Pλi. Dominant
weights are the ones with λ1 ≥ · · · ≥ λn. Dominant polynomial weights are
thus just partitions (with at most n parts), which we frequently identify with
their Young diagrams. The usual dominance partial order on weights is the
one generated by stipulating that · · ·λi; λi+1 · · · < · · ·λi+ 1; λi+1− 1 · · ·.
For Young diagrams this means that moving squares upward gives a bigger
partition in this partial order.
Induced and Weyl modules corresponding to partitions are defined in
[ABW, Sect. II] in a characteristic-free way. Following that reference we
will call induced modules Schur modules.
In fact [ABW] defines Schur and Weyl modules corresponding to an ar-
bitrary skew partition (with any number of parts). A skew partition is a
diagram obtained by taking any partition λ and removing from it a par-
tition µ contained in it. Thus a partition is just a skew partition with µ
empty. [ABW] describes these skew Schur and Weyl modules by giving a
standard basis for them as well as by generators and relations. We will
follow their notation. We mention the following in particular. All these ob-
jects are GLF-representations and should have F attached to them in the
notation, but we usually suppress this F .
Kλ/µ = Weyl module corresponding to λ/µ,
Lλ/µ = Schur module corresponding to λ/µ,
Di;3i; Si = ith divided, exterior, and symmetric powers, respec-
tively, (of F),
Dλ = Dλ1 ⊗ · · · ⊗ Dλn and similarly for exterior and symmetric
powers.
Kλ/µ;Lλ/µ are polynomial representations (see [Green, 2.2]) of degree
λ − µ. The character of Kλ/µ as well as that of Lλ˜/µ˜ is the skew Schur
skew weyl modules 253
function sλ/µ [Macdonald, I(5.1)]. Here λ˜ denotes the transpose of λ; i.e.,
the partition obtained by exchanging the rows and columns of λ. Kλ/µ and
Lλ˜/µ˜ are contravariant duals (see [Green, 2.7]). If the diagram of µ is not
contained in that of λ, then sλ/µ = 0 and Kλ/µ and Lλ/µ can be taken to be
0. We will tacitly exclude this uninteresting case from our considerations.
For a partition λ having number of rows ≤ the rank of F , KλLλ˜) is
the Weyl module (induced module) of highest weight λ. Usual notation for
these is V λ and H0λ, respectively, see [Jantzen]. If the number of rows
(columns) in λ is more than the rank of F then the [ABW] definition still
makes sense, but then KλLλ) vanishes. While speaking of these modules,
we tacitly assume that the rank is big enough so that the modules are
nonzero.
Now we record an important fact about the existence and the nature
of some filtrations proved independently by Kouwenhoven and Boffi (see
[Boffi, Theorem 1.3; Donkin2, 2.3(2)]) that we use very often:
Filtration Theorem. Any Weyl module corresponding to a skew par-
tition λ/µ has a characteristic-free filtration of the following form: (1) The
filtration factors are isomorphic to Weyl modules corresponding to partitions.
Such a filtration is called a Weyl filtration. (2) If Kα and Kβ are two filtration
factors with α < β then there is a filtration term which has Kβ as a submod-
ule and Kα as a factor module. In short, the factors are arranged in order,
with the smallest ones as factors and the largest ones as subs. This second
fact follows from the proof in [Boffi] even though it is not explicitly mentioned
there.
Comments. (1) Tensor products of Weyl modules can also be regarded
as skew partitions, so the theorem applies to them also. (2) The theorem is
true for Schur modules as well, in fact more generally for Schur complexes
(as proved by Boffi).
Every polynomial representation of GLn splits into a direct sum of
homogeneous ones. The category of homogeneous polynomial GLn-
representations of degree r is equivalent to the category of left mod-
ules over the Schur algebra Sn; r, even over Z. For an exposition of
this as well as the definition and basic properties of the Schur algebra
Sn; r = DrEndF, see [Green, Chap. 2]. Dλ with λ = r is a direct
summand of Sn; r considered as a left module over itself and hence it
is a projective Sn; r-module. See [AB2, Sect. 1 and 2] for a detailed
exposition.
2. THE RESULTS
In this section we prove our main results, namely, Theorems 1 and 2.
Both these results underscore the importance of skew modules. These mod-
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ules are not secondary objects that just happen to be describable in a way
parallel to ordinary Schur and Weyl modules. Rather they have an intrinsic
meaning as they represent in a strong sense certain very natural functors.
We will exploit Theorem 2 in a later paper [Kulkarni2] to investigate Ext
groups between Weyl modules in a new way.
We will always work over the base ring Z unless otherwise indicated.
Both the results in this section are valid over any commutative ground ring
as well, but this is not important for us here.
Recall that for a partition λ, the formal character of both Kλ and Lλ˜ (re-
spectively, the Weyl and Schur modules of highest weight λ: Our notation,
following [ABW], being different from that of [Jantzen]) is the Schur func-
tion sλ. We have the following formula in the ring of symmetric functions
[Macdonald, I(5.1)]: sλ; sµf  = sλ/µ; f , where  ;  is the usual inner
product on symmetric functions. A natural way to realize this equality on
the level of Z-representations is to seek the representative of one of the
following four functors in the category of polynomial representations
HomKλ or Lλ˜;Kµ or Lµ˜ ⊗−;
and hope that the answer is Kλ/µ or Lλ˜/µ˜. Note that these functors take
their argument in the category of polynomial representations and the de-
sired representative must also be in the same category, not just a rational
representation. By Freyd’s representability theorem [MacLane, V.6, Theo-
rem 3], these functors are all easily seen to be representable, but only one
of them turns out to be correct for reasons that will become clear later.
(See Remark 2 after the proof of Theorem 1.) More precisely, we have
Theorem 1. For any finitely generated polynomial representation X, there
is a functorial isomorphism
HomKλ;Lµ˜ ⊗X ' HomKλ/µ;X:
The contravariant dual theorem HomX ⊗ Kµ;Lλ˜ ' HomX;Lλ˜/µ˜ is
discussed in Remark 3. Also note that X can be taken to be homogeneous
of degree λ − µ as every map between representations of different de-
grees is 0. In other words we are working with modules over the Schur
algebra of degree λ on the left-hand side and of degree λ − µ on the
right-hand side.
Proof of Theorem 1. The proof will be carried out in two steps.
Step 1. First we show that
(a) the functor on the left-hand side is representable,
(b) the representative has a Weyl filtration and is therefore
characteristic-free,
(c) its rank equals that of Kλ/µ.
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To start, note that the problem is trivial in the larger category of rational
representations of GLn. There we have
HomKλ;Lµ˜ ⊗X ' HomKλ ⊗ L∗µ˜;X
' HomKλ ⊗KµF∗;X
' HomKλ ⊗Kµc ⊗ det−w;X;
where ∗ denotes the linear dual, w is the number of columns in µ, and µc
is the partition complementary to µ; i.e., one whose column lengths are
n minus the column lengths of µ. Here we have just used the following
isomorphisms from [ABW, II.4.1 and II.4.2]:
Lµ˜F∗ ' KµF∗ ' Kµc ⊗ det−w:
Note that these three isomorphic representations are not polynomial, as
the action of g in GLn on the linear dual of a representation involves
inverting the matrix g, which in turn involves division by the determinant.
The desired representative is obtained by “abstracting the polynomial part”
of these representations as follows. By the filtration theorem, Kλ ⊗ Kµc
has a characteristic-free Weyl filtration. This filtration can be broken at a
suitable point so as to obtain an exact sequence
0 −→ B −→ Kλ ⊗Kµc −→ A −→ 0;
where all the Weyl modules occurring as filtration factors of A have n
squares in each of the first w columns of their diagrams and none of the
Weyl modules occurring as filtration factors of B satisfy this property. It
follows that (i) A ⊗ det−w is a polynomial representation (in fact homo-
geneous of degree λ − µ) and (ii) there cannot be a nonzero GLn-
equivariant map from B⊗ det−w into any polynomial representation. There-
fore
HomKλ;Lµ˜ ⊗X ' HomA⊗ det−w;X;
and thus A ⊗ det−w is the desired representative. Its construction shows
that it clearly satisfies properties (a) and (b) stated at the beginning of Step
1. Since the representative is characteristic-free, its rank can be computed
over C, where it is known to be isomorphic to Kλ/µ. Thus we have property
(c) as well. If the diagram of µ is not contained in that of λ, then the
representative is 0 because over C it is 0 and there is nothing more to
prove. Therefore from now on we assume that the diagram of µ is indeed
contained in that of λ.
Step 2. Now we show that the representative is Kλ/µ. It would suffice to
prove that A⊗ det−w ' Kλ/µ, but this is awkward to show directly. Instead
we will achieve our goal in a slightly roundabout way as follows. We will
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produce a surjection
θ:Kλ ⊗KµF∗ −→→ Kλ/µ:
This will finish the proof by the following reasoning. θ must factor
through A⊗ det−w by the argument in Step 1 to give us a surjection
θ′:A⊗ det−w −→→ Kλ/µ:
Over C the representative of the original functor is known to be Kλ/µ,
therefore θ′ must be an isomorphism over C. But then it must be injective
over Z (as A⊗ det−w has no torsion), and so an isomorphism over Z.
It remains to produce θ and show its surjectivity. For this purpose, we will
consider Weyl modules as submodules of tensor products of exterior powers
realized as images of the map d′ in [ABW, Definitions II.1.3 and II.1.4]. We
will construct the map θ between these larger modules 3λ˜F⊗3µ˜F∗ and
3λ˜/µ˜F. We will then show that when restricted to Kλ ⊗KµF∗ the image
turns out to be exactly Kλ/µ. Define θ by tensoring together the following
maps
3λ˜i ⊗ 3µ˜iF∗ → 3µ˜i ⊗ 3λ˜/µ˜i ⊗ 3µ˜iF∗
→ 3λ˜/µ˜i ⊗ Sµ˜iF ⊗ F∗ → 3λ˜/µ˜i ;
where 3t = 3tF, the first map is the appropriate diagonalization in the
exterior algebra 3F, the second is the determinantal pairing between the
first and the third factor, and the third is the evaluation of F∗ on F coupled
with the isomorphism Sµ˜iZ ' Z.
Now choose a basis for F and the dual basis for F∗ and let Tλ (respec-
tively Tµ) be the element of Kλ (respectively KµF∗) corresponding to the
canonical tableau of shape λ (respectively µ). It is easy to see by direct
computation that θTλ ⊗ Tµ = Tλ/µ, the element of Kλ/µ corresponding to
the canonical tableau of shape λ/µ. Now Kλ/µ is a cyclic module generated
by Tλ/µ. Therefore θKλ ⊗KµF∗ must contain Kλ/µ. But since θ factors
through a module having the same rank as Kλ/µ (namely, A⊗ det−w) and
since Kλ/µ is a maximal submodule of its rank in 3λ˜/µ˜F (because the in-
clusion Kλ/µ ↪→ 3λ˜/µ˜F is Z-split), the image cannot be any bigger. Thus
we have produced the desired surjection
θ:Kλ ⊗KµF∗ −→→ Kλ/µ;
and the proof is complete.
Remarks. (1) Another plausible strategy to produce θ is to look for a
map
DλF ⊗DµF∗ −→ Kλ/µ;
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such that the relations on the left defining Kλ ⊗KµF∗ are satisfied. (If θ
exists then such a map inducing θ must also exist, as can be shown using the
projectivity of DλF as a Schur algebra module.) Such a description of θ
would be more concrete and perhaps more desirable. However, at present
we are unable to write it down explicitly.
(2) One may ask what the representatives of the remaining three
functors discussed at the beginning of this section are, since these functors
are abstractly known to be representable. If we try to imitate the above
proof, part 1 fails because one needs suitable filtrations of modules of the
form K ⊗ L and L⊗ L. No general information seems to be known about
filtrations of modules of the first kind. As for the type L ⊗ L, filtrations
with factors of type L exist, but the desired pieces occur at the wrong end
of this filtration.
At the same time the significance of the answers in these cases is unclear.
These answers, whatever they are, are not characteristic-free. To see this,
suppose that a characteristic-free (hence Z-free) representative M exists for
HomP;Q⊗−, where P = Kλ or Lλ˜ and Q = Kµ or Lµ˜. We refer in the
following discussion to some basic homological facts about the Schur alge-
bra to be found in [AB2]. We now apply the version of universal coefficient
theorem in [AB2, Theorem 5.2] to the pairs P;Q⊗X and M;X, where
X is taken to be Z-free. One sees by the 5-lemma that for M to be universal
(compatible with base change) we must have Ext1P;Q⊗X ' Ext1M;X.
Setting X = Sλ−µ, a symmetric power, which is HomM;−-acyclic [AB2,
Lemma 7.1], one gets the necessary condition Ext1P;Q⊗Sλ−µ = 0. In
all three cases other than the one covered by the theorem (i.e., P = Kλ,
Q = Lµ˜), one can easily construct many counterexamples to this condition
using Theorem 2 together with general properties of Ext groups. We give
one simple counterexample in each of the three cases to illustrate this. We
will use the easy fact that Ext132;D2 ' Z/2Z (see, e.g., [AB2, Sect. 9]).
For type K;K ⊗X, let P = Kt; 12;Q = D2. Then we have the following,
where we have used Theorem 2 in the second step
Ext1P;Q⊗ St = Ext1Kt; 12; St ⊗D2 ' Ext1Kt; 12/t;D2 ' Z/2Z:
For types L;K or L ⊗ X, let P = L22; 1t;Q = 32. Then we have the
following, where the “Howe duality” functor  [AB2, Theorem 7.7] is used
in the first step and Theorem 2 in the second step
Ext1P;Q⊗ St+2 ' Ext1K22; 1t;D2 ⊗ 3t+2
' Ext1K22; 1t/1t+2;D2 ' Z/2Z:
(3) One also has the following functorial isomorphism for any finitely
generated polynomial representation X, which can be thought of as the
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contravariant dual of the above theorem:
HomX ⊗Kµ;Lλ˜ ' HomX;Lλ˜/µ˜:
This can be proved by an analogous argument and we only indicate some
of the changes that need to be made. In Step 1, one needs to analyze
the filtration of Lλ˜ ⊗ Lµ˜F∗ and the representative occurs as the largest
polynomial submodule of it. In Step 2, one needs to produce a Z-split
injection
Lλ˜/µ˜ ↪→ Lλ˜ ⊗ Lµ˜F∗;
which can be realized by dualizing the surjection θ constructed in Step 2
above. (Alternatively Theorem 1 directly implies the above isomorphism by
contravariant duality if X is a Z-free representation. But one easily reduces
to this case as a torsion module makes each side vanish.)
Theorem 2 strengthens the above theorem into a much better result.
Theorem 2. For any finitely generated polynomial representation X, one
has the following functorial isomorphisms for all i:
ExtiKλ;Lµ˜ ⊗X ' ExtiKλ/µ;X;
ExtiX ⊗Kµ;Lλ˜ ' ExtiX;Lλ˜/µ˜:
The Ext groups here are taken in the category of modules over the Schur
algebra of appropriate degree. These Ext groups are interesting because
they are isomorphic to the corresponding rational Ext groups [Jantzen, I4.2]
in the category of (rational) GLn-representations. The equivalence of Exts
in these two categories is already proved in [Donkin1] over algebraically
closed fields, which can be easily lifted to the case of base ring Z (and
hence arbitrary commutative base ring) via universal coefficients. For this
see Remark 1 after the proof of Theorem 2.
Proof of Theorem 2. Let us prove the second statement first. Both sides
are δ-functors of X and the functor on the right-hand side is universal. For
i = 0, the statement is just Theorem 1. Thus it suffices to prove that the
left-hand side is also a universal δ-functor. In turn it suffices to prove that
it vanishes on enough projectives. Now the various Dν (tensor products of
divided powers) furnish enough projectives because, as a module over itself,
the Schur algebra decomposes into a direct sum of these (the contents of
[Green, Sect. 2.3] as presented in [AB2, Sect. 2], see also the note [Kempf]).
Thus we need to show that, for any i > 0,
ExtiDν ⊗Kµ;Lλ˜ = 0:
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Now Dν ⊗ Kµ has a Weyl filtration by the filtration theorem. For i > 0
each extension group ExtiKα;Lβ between any Weyl module and any
Schur module vanishes by [CPSvdK, Corollary 3.3]. (This is a general fact
about highest weight–BGG categories. For a proof along these lines, see
[CPS, Irving]. These axiomatic categorical notions are formulated over
fields, but the vanishing property we have used carries over to our situa-
tion by the same arguments. Such a translation of the general proof to our
situation is written down in the author’s thesis [Kulkarni1, Chap. 1].) The
desired result now follows.
This strategy does not quite work for the first statement (see the second
remark below). So we will instead deduce it from the second statement.
Again both sides are δ-functors of X, isomorphic for i = 0 by Theorem 1,
with the right-hand side being universal. As such there is automatically
a map of δ-functors, which we need to show to be an isomorphism. If
X is Z-free, the required isomorphism follows as a consequence of the
isomorphism which we already proved above, using contravariant duality.
If X has torsion, contravariant duality does not apply. But we can take
a short exact sequence 0 → V → W → X → 0, with V and W Z-free,
and deduce the needed isomorphism as follows: Apply HomKλ/µ; —) and
HomKλ;Lµ˜⊗ —) to this short exact sequence and take the associated
long exact sequences. A chain map is naturally induced between these long
exact sequences, which we know to be an isomorphism on terms involving
V and W . Now apply the 5-lemma.
Remarks. (1) Recall that a module over the Schur algebra S = Sn; r
can be regarded functorially as a rational GLn-representation. Call this
functor f and also recall that it is an equivalence between the category of
S-modules and the subcategory of rational GLn-representations consisting
of polynomial representations of degree r. Let us show as promised that
this functor induces an isomorphism between Ext groups in the category
of Schur algebra modules and the rational GLn-Ext groups, even over the
base ring Z. This result has been proved by Donkin over any algebraically
closed field. We will use his result to transfer it to Z via universal coeffi-
cients. Note that this proof, being purely formal, applies to any generalized
Schur algebra [Donkin1] over the integers corresponding to any reductive
algebraic group.
Proposition. The functor f preserves Ext groups. That is, for any finitely
generated modules M and N over the Schur algebra, one has isomorphisms:
ExtiSM;N ' ExtiGLnfM; fN:
Proof. For i = 0 this is just the equivalence of categories. Hence to get
the result for all i it is enough to show that ExtiGLnf−; fN is a coef-
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faceable, hence universal δ-functor for every N . So it suffices to show the
vanishing of this functor on enough projectives for i > 0. In turn it suffices
to show the vanishing of G = ExtiGLnfS; fN, S being the Schur algebra
considered as a module over itself. Now this can be checked by tensor-
ing G with F¯p for all primes p. To be able to use this technique, let us
make another reduction. By the long exact sequence in the second argu-
ment, it is enough to consider the case where N is free as an abelian group.
Now, as S and N are free, one can apply the universal coefficient theorem
from [Jantzen, I4.18]. We get the following short exact sequence for any
commutative ring R and all i:
R⊗ ExtifS; fN ↪→ Extif S ⊗ R; f N ⊗ R
→→ Tor1ZR;Exti+1fS; fN:
Here the middle Ext is over GLnR and the other two over GLnZ.
Thus it is enough to prove the vanishing of ExtiGLnRf S⊗R; f N ⊗R,
where R = F¯p for every prime p. But by [Donkin1, 2.2d], f preserves Ext
groups over algebraically closed fields. Hence this group is isomorphic to
ExtiS⊗RS ⊗ R; N ⊗ R which clearly vanishes.
(2) We now mention the obstacle in proving the first statement
by the same strategy as the second. To prove that ExtiKλ;Lµ˜ ⊗ X '
ExtiKλ/µ;X by a parallel approach, we would need a supply of enough
injective (or at least acyclic) objects whose tensor products with Lµ˜ should
have good filtrations. Obviously we should try the contravariant duals of
tensor products of divided powers. These are the various Sν, i.e., tensor
products of symmetric powers. Sν ⊗ Lµ˜ does have a good filtration and
(therefore) Sν is acyclic for the functor on the left-hand side. The trou-
ble is that the various Sν are not “enough” as only Z-free objects can be
embedded into them.
As an aside related to this, we briefly discuss how in principle multilin-
ear algebra is “enough to describe” any finitely generated Z-free GLnZ-
representation. (A representation with torsion is the quotient of two Z-free
ones each described in this manner.) Every polynomial representation M
can be realized as a quotient of a direct sum of Dν’s, i.e., tensor products
of divided powers (this was pointed out in the note [Kempf]), essentially
because the Dν are direct summands of the Schur algebra. (This projec-
tivity is what makes the divided powers useful, rather than the more usual
symmetric powers.) If M is Z-free of finite rank, then contravariant duality
applies and therefore (applying it to the dual of M realized as a quotient in
the manner described above) we see that M can also be realized as a sub-
module of a direct sum of tensor products of symmetric powers. Combining
these two facts, we see that every Z-free polynomial GLnZ-representation
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of finite rank is the image of a map from a direct sum of tensor products
of divided powers (say Dα’s) to a direct sum of tensor products of symmet-
ric powers (say Sβ’s). Now for any representation X, HomDα;X ' the
α-weight space of X [AB2, Sect. 2]. Using this it is easy to see that every
map from Dα to Sβ can be described using comultiplication in the divided
power algebra followed by multiplication in the symmetric algebra.
(3) The category of polynomial representations of GLnZ splits into
a direct sum by degree. Speaking loosely, one can think of Theorem 2 as
a statement about a sort of translation functor [Jantzen, II7.6] between
degrees. Apart from the formal similarity in using tensor product with a
suitable object to “make up the difference,” one also has the following
consideration about blocks. Using the simplest Ext computation in [AB2]
(“moving one box up in a two-rowed partition”) one easily deduces that
any two Weyl modules of the same degree can be connected by a chain of
Weyl modules so that for every consecutive pair of Weyl modules in the
chain there is a non-trivial extension of one Weyl module in the pair by
the other. Thus (since Weyl modules generate the Grothendieck group of
the category) in some sense representations of each degree form a single
block. Theorem 2 can be seen as a way of passing from representations of
one degree–block to those of another degree–block.
(4) Applications of Theorem 2: Making appropriate choices for λ;µ,
and X, Theorem 2 can be used to compute some homological invariants of
induced and Weyl modules. These invariants in turn give some information
in the characteristic p case. A similar strategy can be applied to quantum
GLn as well. We will pursue these matters in a later paper [Kulkarni2].
Some results in this direction can be found in [Kulkarni1, Chap. 3].
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