Abstract. Explicit constructions are given for idempotents that generate all projective indecomposable modules for certain finite-dimensional quotients of the universal enveloping algebra of the Lie algebra s (2) in odd prime characteristic. The program is put in a general context, although constructions are only carried through in the case of s (2).
§1. Introduction
We consider the Lie algebra s (2) with basis e, f, h, relations [ef ] = h, [eh] = 2e, [f h] = −2f . A reduced enveloping algebra for the Lie algebra g = s (2) over a field F , assumed algebraically closed and of odd prime characteristic p, is determined by three parameters λ, µ, ν ∈ F . It is the algebra A defined as the quotient of the universal enveloping algebra U = U(s (2)) by the ideal generated by the (central) elements h p − h − λ, e p − µ, f p − ν of U. The dimension of A is p 3 . We identify e, f, h with their images in A whenever there is no great danger of confusion.
The subalgebra F [h] of A is semisimple; since the minimum polynomial X p −X − λ of h factors as Π α∈Fp (X −τ −α) , where τ ∈ F is fixed with τ p −τ = λ (we fix τ = 0 if λ = 0), we let g α (X) = generalization in the case of the restricted enveloping algebra, yielding a complete set of idempotents in the enveloping algebra of a Cartan subalgebra, was given by Nielsen [N] in 1963. In that thesis, Nielsen also gives generators for minimal one-sided ideals in the restricted enveloping algebra of sl(2).
We propose to refine this set of idempotents to a complete set of primitive idempotents in A. We work in the commutative subalgebra of A generated by h and ef , and in the commutative subalgebra W of U generated by h, ef, e p and f p . (The subalgebra W will only be involved in §5, where we shall recall that certain elements of W satisfy relations, such as belonging to the ideal I in W generated by
−1 g α (h), now regarded as elements of W, still satisfy
The key to the construction is the following observation, easily proved by induction: 
We indicate a proof, with h(α) replaced by h * (α), and working in U, that both sides of the relation are in W and are congruent modulo the ideal in W as above. The relation in A then follows. For j = 1, there is nothing to prove. If one writes
and uses
giving the necessary inductive step. When j = p (still working in W), we have h
In the homomorphic image in A of W, the image h(α) of h * (α) is the unit element for the ideal it generates, and the element h(α)ef of this ideal satisfies the polynomial equation f (X) = 0 relative to the unit element h(α), where
Changing the variable here to
Now it is a straightforward exercise to verify that, for indeterminates Y and
. One easily checks that
That is, g(Y ) has repeated roots if and only if λ 2 = 4µν. We refer to λ 2 − 4µν as the discriminant of A.
§2. The Semisimple Case
When the discriminant is nonzero, f (X) has p distinct roots θ 1 , . . . , θ p . Lagrange interpolation may be applied once more to obtain h(α) (or h * (α), modulo J) as a sum of p elements in F [h(α), h(α)ef ] that are nonzero orthogonal idempotents (with the same holding with h(α) replaced by h * (α), if we work in W, modulo J). As α runs over F p , one obtains p 2 orthogonal idempotents in A, with sum 1. Typical for these is an element
Under these circumstances, it is easy to see that every irreducible A-module M has dimension at least (indeed, equal to) p: If one of µ, ν is nonzero and if v is an eigenvector for h in M, then so are all ve k , vf k , and one of these families yields eigenvectors for p distinct eigenvalues. If µ = 0 = ν, vh = κv, we may assume ve = 0. Then the usual treatment of s (2)-modules shows that if the first integer k > 0 with vf k = 0 is less than p, then κ ∈ F p and λ = 0, a contradiction. Thus all vf k , 0 ≤ k ≤ p, are linearly independent. (More detail on irreducible modules will be needed below; for a more thorough and extensive study of irreducible modules in all reductive cases, see [JCJ] .)
It follows that the right ideals E(α, θ i )A have dimension at least p. But there are p 2 such ideals, and the algebra A, of dimension p 3 , is their direct sum. Thus each E(α, θ i )A is a minimal right ideal in A, and A is a semisimple algebra. From general principles, the modules E(α, θ i )A group into p blocks, each consisting of p isomorphic A-modules. We determine conditions for isomorphism in terms of the parameters α and θ i .
First, the promised details on irreducible A-modules: If M is such a module, then h and ef commute in their actions, so have a common eigenvector v. As above, if µ = 0 or ν = 0, then all ve j or all vf j , 0 ≤ j < p are linearly independent. One readily verifies that their span is stable under the action of e, f, h, so is equal to M. w, wf, . . . , wf p−1 form a basis for M. Having fixed τ (necessarily an eigenvalue of h), the eigenvalue of ef to which a τ -eigenvector for h belongs determines M up to isomorphism.
In the present case, 
It may help to clarify this statement by noting that if θ is a root of f (X) = i∈Fp (X + i(τ + α + i + 1)) − µν as before, and if we make the change of variable
there is one such θ . Thus, for given α, all E(α, θ)A are non-isomorphic A-modules, while for each pair α, β (α = β), the isomorphism classes of modules E(α, θ)A and E(β, θ )A are the same when the relation (3) holds. §3. The Degenerate, Non-restricted Case 
The following lemma, whose proof is left as an exercise, gives a resolution of each h(α) into orthogonal idempotents:
It follows that the elements E(α,
2 ), form a set of p+1
(nonzero) orthogonal idempotents in F [h(α), h(α)ef ] ⊂ A, whose sum is the unit element h(α). (When h(α) is replaced by h
* (α), the corresponding relations hold (mod J) in the subalgebra f [h * (α), h * (α)ef ] of the commutative subalgebra W of U(g).) As α runs over F p , we obtain a family of
To see that these idempotents are primitive, one may reason as follows: Each E(α, 0), α ∈ F p , generates a nonzero right A-module. If we assume not all of λ, µ, ν are 0, then as before, this module has dimension at least p, and dimension exactly p if and only if it is irreducible. We defer the "restricted" case λ = µ = ν = 0 to the next section. When β ∈ F * 2
is a nonzero nilpotent A-endomorphism of E(α, β)A whose image lies in its kernel, and where each of the kernel and cokernel has dimension at least p. Thus E(α, β)A has dimension at least 2p, and the dimension is exactly 2p only if both the image and kernel are irreducible. In that case the endomorphism above induces an isomorphism of the cokernel onto the kernel. The sum of the dimensions of all E(α, β)A is thus at least
with equality if and only if each E(α, 0)A is irreducible and each E(α, β)A, β ∈ F * 2
p has dimension 2p. From the above, the latter modules are indecomposable. We have the
elements of F [h, ef ] ⊂ A form a complete set of primitive idempotents in A. The right ideals E(α, 0)A are isomorphic irreducible A-modules. The right ideals E(α, β)A, β ∈ F * 2 p , are (projective) indecomposable A-modules of length 2, each with isomorphic composition factors. Two modules E(α, η)A and E(α , η )A are isomorphic if and only if
Proof. Only the assertions about isomorphisms remain to be proved. Here we may assume µ = 0; the argument for ν = 0 is analogous, and both cannot be zero because λ 2 = 4µν. (Some isomorphisms, e.g., those of all E(α, 0)A, follow from general theory, but our identification gives a little more detail.)
An element of the irreducible module E(α, 0)A of h-eigenvalue τ is E(α, 0)e j , where 2j represents −α(mod p), and
Similarly, the quotient of E(α, β)A, for β ∈ F * 2 p , by its unique maximal submodule has as h-eigenvector of eigenvalue τ the coset of E(α, β)e j , 2j = −α as above, and
as before, here modulo the maximal submodule. By [C-R] , Theorem 54.11, if N is the radical of A, E(α, β)N is the unique maximal submodule of E(α, β)A, and E(α, β)A and E(α , β )A are isomorphic if and only if
We have just seen that this last isomorphism holds if and only if β = β . This completes the proof. §4. The Restricted Case
Now let λ = µ = ν = 0. In this case, the projective indecomposable A-modules are more complicated, but their structure is well known (see [P] ). There is the irreducible Steinberg module, generated by an element v with ve = 0, vh = −v, and basis v, vf, . . . , vf p−1 ; and there are p − 1 modules, each of dimension 2p and length 4. We assign to the Steinberg module, "M p−1 ", the parameter p − 1, and parameters 0, . . . , p − 2 to the remaining modules, as follows:
The module M k has generator u k , with u k h = ku k . To give further relations, and for future reference, we define, for α ∈ F p , res(α) to be the ordinary integer
A basis for M k consists of the elements
Here τ = 0, and again, we have
orthogonal idempotents E(α, β) in A, given as in §3. The algebra A is a Frobenius algebra [Ber] , indeed a symmetric algebra [S] . So the multiplicity of M k as an indecomposable summand of A is equal to the dimension of the quotient of M k by its maximal submodule, or k + 1 ( [C-R] , Theorem 61.13). It follows that the number of indecomposable summands of A is
and therefore that all our (nonzero)
orthogonal idempotents are primitive, and all E(α, β)A are indecomposable. 
are a complete set of primitive idempotents in A.
Proof. The last assertion has been established. If r is minimal with E(α, 0)e r+1 = 0, then
So α ≡ −2r − 1(mod p), and w = E(α, 0)e r has wh = −w, we = 0. It follows that w, wf, . . . , wf p−1 form a basis for an irreducible submodule isomorphic to M p−1 , with
and that in any such isomorphism the element E(α, j
2 ) cannot correspond to a member of the proper submodule v k + u k f k+1 of M k . Thus E(α, j 2 ) must correspond to an element ξv k f s + ηu k f t where η = 0, t ≤ k and both k − 2s and k − 2t represent α(mod p). From the last remark, we have that k − 2s equal to one of
Applying f p−1−t to our expression corresponding to E(α, j 2 ) gives
That is, u k f p−1 belongs to the eigenvalue α − 2(p − 1 − t) of h, and is annihilated by f . Its eigenvalue is evidently equal to k − 2(p − 1) ≡ −k ; so α + 2 + 2t = −k in F p .
In other words, for the nonnegative integer m such that E(α,
2 )f m+1 = 0 determines k by k = res(2m − α), and thereby the isomorphism class of E(α, j 2 )A: E(α, j 2 )A ∼ = M k , where k = res(α − 2m − 2). To determine this "m", we invoke the following:
Proof of Lemma 3. With n(α, j) as defined,
where
2 ) is a product of factors involving only X + k 2 − ( 2 ) 2 ; and X − j 2 − ( α+1 2 ) 2 . In A, we have therefore
by Lemma 1. Now h(α)ef commutes with all h(α)e k f k , and the proof of Lemma 1 involves showing that
and h(α)e n(α,j) f n(α,j) h(α)ef = h(α)e n(α,j)+1 f n(α,j)+1 − n(α, j)(α + n(α + n(α, j) + 1)h(α)e n(α,j) f n (α,j) .
By definition, X+n(α, j)(α+n(α, j)+1) is not among the factors of g j 2 (X−( α+1 2 ) 2 ). Thus the coefficient of h(α)e n(α,j) f n(α,j) will not be zero when E(α, j 2 ) is expanded in terms of the form h(α)e i f i , while the other values of "i" that occur will all be greater than n(α, j). Accordingly, E(α, j 2 )f p−n(α,j)−1 = 0 while E(α, j 2 )f p−n(α,j) = 0. The lemma is proved.
To complete the proof of the theorem: Note that n(α, j) is the first integer n with n(α + n + 1) = j 2 − ( 
