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Abstract – The objective of this study is to cluster and classify data using a combination of the k-means and C4.5 methods.
The process involves clustering and subsequent classification. The classification process uses k-folds = 10 and samples =
stratified sampling. In this study, analphabets in Indonesia of a minimum age of 15 years (15+) were evaluated. The data
are the percentage of analogs between 2017 and 2019. The dataset was obtained from https://www.bps.go.id and is
accessible at https://osf.io/crwug. In this study, the Davies Bouldin index (DBI) was used to determine the number of
clusters with an optimal DBI value of k = 2, namely, 0,121. The results of the cluster maps in Indonesian territories
demonstrate low clustering (C 0 = 22 provinces) and high clustering (C 1 = 11 provinces) for children with k = 2
analphabets. Then, the clustering results were classified, and an accuracy of 97.50 was realized, along with a recall of
90.91%, a precision of 100.00%, and an AUC (optimistic) of 0.95 (excellent classification).
Keywords –Data Mining, Classification, C4.5 Algorithm, K-Means, Child Illiteracy

1. Introduction
Illiteracy is one of the factors that limits human resource quality. Illiteracy in the community must be
eradicated to improve the quality of human resources[1]. According to UNESCO, through the Dakkar
Declaration 2013, illiteracy is a global problem. Most illiterate people live in developing countries, and
Indonesia is in this development category [2]. The government is always committed to developing the education
sector, which has a strategic role [3]. Educational development is undertaken to increase human resources to
promote successful development. However, in the past few years, the government has not been successful in
reducing analphabet rates in all regions [4]. Thus, the percentage of illiterate children in Indonesia requires
cluster mapping. Illiteracy renders a nation's younger generation poorer. Various studies have been conducted
on illiteracy [5]. This paper proposes a k-medoid clustering method and utilizes it to map the proportion of
illiterate individuals between 2009 and 2017 using a dataset. The dataset that is used was collected in 20172019 on analphabets aged 15 years and older (15+). The Davies Bouldin index (DBI) algorithm determines the
optimal number of clusters before the result is obtained. After the mapping results are obtained, classification
is performed to evaluate the accuracy, precision, recall, and AUC of the clustering results. This study differs
substantially from previous studies. Several studies have been conducted on the combination of clustering and
classification [6]–[9]. In [10], opportunities for placement in education are examined. This paper proposes a
combination of clustering and classification methods for future management students (K-means, SVC and naive
Bayes) when selecting the specialization of a master’s degree in business administration (MBA), such as
finance, marketing, human resources, or operations. This combination proved to be the best forecast algorithm
for the cluster model, with a precision of 83.05%.

2. Methodology
2.1. Dataset
A simulation was conducted to calculate the cluster mapping of illiterate children in Indonesia using Kmeans and C4.5 algorithm combinations. It utilized 33 regional data items for the 15+ age group in 2017-2019.
The dataset can be accessed from bps.go.id/ at https://osf.io/crwug. The analysis process uses the Rapid Miner
software. The phases of this study include the following:
a) Dataset preparation and determination of the optimal number of clusters using the Davies Bouldin index
(DBI) algorithm;
b) Clustering using cross-validation after determining the number of clusters;
c) Simulation to obtain the clustering results and use of these results as input for the classification process
to evaluate the accuracy, accuracy, recall and AUC of the clusters and to draw conclusions.
2.2. Cross-Validation
Cross-validation is a method for evaluating algorithm performance. K folds of the data are utilized iteratively
to obtain a data precision value for the algorithm [11].
2.3. Davies Bouldin Index (DBI)
DBI [12]–[14] is a measure that is used to assess the clustering performance. DBI is utilized as a clustering
metric due to the general clustering approach [15], [16]. Validation consists of two key categories, namely,
external validation and internal validation, for evaluating the performance [17].
2.4. Model Evaluation
As an accuracy indicator, the area under the curve (AUC) should increase with the convergence between
experiments. The guidelines for AUC accuracy classification are presented in Table 1 [18].
Table 1. AUC values
AUC
0.90 - 1.00
0.80 - 0.90
0.70 - 0.80
0.60 - 0.70
< 0.60

Meaning
Excellent Classification
Good Classification
Fair Classification
Poor Classification
Failure

3. Results and Discussion
This stage of the test procedure uses the Rapid Miner software to apply the k-means and C4.5 clustering
methods in combination on an illiterate child dataset from Indonesia. The model for combining the two methods
with the Rapid Miner software is illustrated in Figure 1.

(a)

(b)
Figure 1. Combination model of k-means and C4.5 (a)(b)
In Figure 1(a), Excel format is used (.xls). In the design, the optimal DBI value is obtained using performance
operators (k = 2, 3, 4). The optimal DBI results are used as a reference in clustering. The clustering process uses
the sampling type cross-validation test (k = 10) with stratified sampling. Then, the classification process in
Figure (b) uses C4.5 with standard parameters. The output of the classification is used to determine the precision,
accuracy, precision and AUC to evaluate the operator's clustering (classification) performance. The results of
the calculation of the DBI value in the clustering process are as follows:
DBI
0.145

0.143

0.14
0.135
0.13

0.128

0.125

DBI

0.121

0.12
0.115
0.11

k=2

k=3

k=4

Figure 2. DBI value
In the test results, the optimal number of clusters is 2 (k = 2), which yields a DBI value of 0.121.
3.1. Results of the Clustering and Classification Analysis
Clustering was conducted with k = 2 and the following parameters:
a) Measure type: MixedMeasure;
b) Mixed measure: MixedEuclideanDistance.
The obtained results are presented in the following figure:

Figure 3. Clustering results

As shown in Figure 3, the results of mapping the numbers of clusters for analphabets in Indonesia (k = 2)
demonstrate that the high cluster consists of 11 provinces (cluster 1) and that the low cluster includes 22
provinces (cluster 0). The high and low clusters are determined by examining the final results (Figure 3). Figure
4 shows the mapping diagram of the clustering results.

Figure 4. Graph of the cluster mapping results
The results from Figure 4 are evaluated using the C4.5 method to determine the precision, accuracy, recall
and AUC. The test results with the classification are presented in the following figure.

(a)

(b)

Figure 5. Accuracy, recall and precision values (a)(b)(c)
As presented in Figure 5, the obtained accuracy value is 97.0%, the recall is 90.91% and the precision is 100%.
The AUC value is used to measure the discrimination performance based on the probability of the sample results
being selected randomly from a positive or negative population.

Figure 6. AUC (Area under the ROC curve)
The best AUC value in Figure 6 was 0.95; hence, the results were categorized as "excellent classification" results
(Table 1).
3.2. Discussion
The analysis that was conducted using a combination of clustering and classification methods for analphabets
in Indonesia yielded excellent clustering results through the combination of a series of clustering results (Figure
6).
4. Conclusions
According to results of this study and the related discussions, for mapping illiterate children in Indonesia, a
combination of clustering and classifying methods (k-means and C4.5) has satisfied objectives such as the
satisfactory formation of clusters based on the optimum number of clusters that was determined using the Davies
Bouldin Index (DBI). The clustering results were evaluated via classification using cross-validation (k-folds =
10). According to the AUC (area under the ROC curve) test, the clustering results belong to the "Excellent
Classification" category.
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