Introduction and basic definitions
Recently V. I. Arnold have formulated a geometrical concept of monads and apply it to the study of difference operators on the sets of {0, 1}-valued sequences of length n. In [1] - [4] he made first steps in the study of this subject and formulated many nice questions. In [5] A. Garber showed an algorithm that gives a description of the combinatorial structure of monads for difference operators and answered many questions of V. I. Arnold. In the present note we show particular examples of these monads and indicate one question arising here.
The author is grateful to V. I. Arnold for useful remarks and discussions and Mathematisch Instituut of Universiteit Leiden for the hospitality and excellent working conditions.
A monad by V. I. Arnold is a map of a finite set into itself. Suppose M : S → S is an arbitrary monad. It is naturally to associate an oriented graph to the monad M . Its vertices coincide with elements of S, and the set of its edges is the set of ordered pairs (x, M (x)). We denote such graph by G(M ) The idea of V. I. Arnold is to study the combinatorial geometry of graphs for monads. He proposed to start with one important example.
Consider any positive integer n, and take the set A n = {1, . . . , n}. Denote by F 2 (A n ) the vector space of Z 2 -valued functions on A n . Consider a "differential" difference operation ∆, defined as follows:
On Figure 1 we show an example of a monad for the difference operator for the set A 6 . 
A few words about Arnold's complexity
Let us briefly describe the concept of Arnold's functional complexity. Further we will need the additivity property of ∆: ∆(f + g) = ∆(f ) + ∆(g). The simplest functions on the set A n are polynomials. The set of all solutions of the functional equation ∆ k (f ) = 0 is called the set of polynomials of degree less than k, we denote it by Pol k−1 . Suppose f ∈ Pol k and f / ∈ Pol l for l = 0, . . . , k−1, then f is called a polynomial of degree k. Denote by Pol(A n ) the set of all polynomials on A n .
Actually, the set Pol(A n ) is a vector space. If n = 2 l m where m is odd, then the space Pol(A n ) is 2 l -dimensional and contains 2 2 l elements. In particular, if n = 2 l , then
Now we define another set of nice functions. Consider the functional equation ∆ k (f ) = f . The set of all solutions of such equation is called the set of special rational exponential polynomials of orders that divide k, we denote it by Exp k . Let Exp 0 = {0}. Suppose f ∈ Exp k and f / ∈ Exp l for l = 0, . . . , k−1, then f is called a special rational exponential polynomial of order k, or exppolynomial for short. Denote by Exp(A n ) the set of all exp-polynomials on A n . Note that the set Exp(A n ) is a vector space.
Proposition 2.1. Any function f of F 2 (A n ) can be uniquely written in the form f = p + r, where p is a polynomial and r is an exp-polynomial, or in other worlds
Consider an arbitrary function of F 2 (A n ). Let f = p+r, where p is a polynomial and r is an exp-polynomial. We say that degree of f is degree of p and denote it by deg(f ). We say that order of f is order of r and denote it by ord(f ).
V. I. Arnold proposed the following definition the notion of functional complexity. 
Denote by s(n) the order of the maximal possible length of cycles for the n-elements sequences. Actually the listed examples gives the negative answer to the following question of V. I. Arnold: is it true that (s(n)/n)+1 is some power of 2? It is not true, for example, for n = 23 where s(23) = 2047. Here s(23) is 2 11 −1 itself.
Denote by ]n[ the set of connected components of graphs G(∆), corresponding to the set F 2 (A n ). The work [5] of A. Garber immediately implies the following identities:
Particular case of δ-functions. Let us now study the structure of the piece-wise connected components of the graph G containing so-called δ-function. Denote by δ k the following function of F 2 (A n ):
In [5] A. Garber showed that the order of δ k coincide with s(n). So the piece-wise connected component of the graph G containing δ k is O s(k) * T 2 2 l , and it does not depend on the choice of k. We now write down the values of s(n) for n ≤ 50 in the following list. Note that for all observed primes (except 37) we have s(n) = q(n).
Problem 1.
Study the behaviour of the maximal length of the cycle. How often does it coincide with q(n)? Is it true that q(n) is always divisible by s(n)?
