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Abst ract - - In  this report, a new procedure is presented for solving the Lyapunov rnatrix equation. 
First, the system is reduced to tridiagonal form with Gaussian similarity transformations. Then the 
resulting system is solved with Alternating-Direction-Impllcit (ADI) iteration. A matrix commutation 
property essential for "model problem" convergence of ADI iteration applied to elliptic difference 
equations is not needed for this application. All stable Lyapunov matrix equations are model ADI 
problems. 
1. INTRODUCTION 
Lyapunov matrix equations are often solved by algorithms which require reduction of matrices 
with similarity transformations to real Schur form followed by direct solution of the reduced 
equations. A new iterative procedure is presented here for solving the Lyapunov equations. The 
new procedure includes two parallel developments: 
1. The iteration is with the Alternating-Direction-Implicit (ADI) method devised for nu- 
merical solution of elliptic partial differential equations with associated real spectra. The 
application to numerical solution of Lyapunov equations required generalization of the 
ADI theory to complex spectra. This task was accomplished by Saltzman and Wachspress 
[2], Saltzman [3] and Wachspress [4]. 
2. For the ADI iteration to be practical, the matrices in the Lyapunov equation have to be 
reduced by similarity transformation to tridiagonal form. Efficient and robust schemes for 
doing this have been developed [5]. Programs are now available for reducing most matrices 
to tridiagonal form. 
No investigation of the ADI method with reduced matrices has previously been published, al- 
though each of these two tasks has been reported. Section 2 gives a brief description of three 
methods which have been proposed for solving the Lyapunov equations and of the new method. 
A more detailed description of the new ADI method is presented in Section 3. In Section 3A 
reduction of the Lyapunov equation to tridiagonal form is briefly described. In Section 3B the 
ADI iterative solution is described, and in 3C, the method for computing the ADI parameters 
is described. Error analysis and iterative refinement to the solution of the Lyapunov equations 
are described in Section 3D. Numerical studies are presented in Section 4. A comparison with 
the popular Bartels-Stewart (B-S) algorithm [6] illustrates the competitiveness of ADI iterative 
solution. An independent program was used to test the ADI iterative method. The numerical 
results are consistent with the theory, and suggestions for improving choice of ADI parameters 
are made. Concluding remarks are given in Section 5. 
This research was partially supported by the Applied Mathematical Sciences Research Program at ORNL of the 
Office of Energy Research, U.S. Department of Energy, under Contract DE-AC-05-84OR214000. This paper is 
taken from the Master's thesis of An Lu [1]. 
Typeset by ~4~-TEX 
43 
44 A. Lu, E.L. WACHSPRESS 
2. A BRIEF REVIEW OF SOME ALTERNATIVE SOLUTION TECHNIQUES 
A. Alternative Methods 
Let A and C be given real matrices of order n. The Lyapunov matrix equation is 
AX + XA 7 = C. (2.1) 
In many applications matrix C is symmetric and positive definite (SPD), and the spectrum of 
matrix A is in the positive-real half-plane. Under these conditions A and -A  T have no common 
characteristic roots [7], and there is a unique symmetric solution X. The need for solving this 
equation arises not only in the stability analysis of linear differential equations ystems, but also 
in the theory of observers for linear multivariable systems and the design of optimal systems with 
fixed control structures [8]• Numerous methods for solving equation (2.1) have been described 
by Barnett and Storey [9], Rothschild and Jameson [8], and Barrels and Stewart [6]• 
A brief description is given here of some alternative methods for solving equation (2.1)• The 
methods described below mainly concern the case where matrix A is N-stable (i.e., the real parts 
of its eigenvalues are positive). Flop-counting is consistent with that in Golub and VanLoan [10], 
where a flop includes an add, a multiply, and some subscripting. Values in this report are given 
only to provide reasonable stimates of computation arithmetic, and only the dominating O(n 3) 
flops are estimated in most cases. 
B. The Barrels-Stewart Method 
Bartels and Stewart first reduce matrix A to Hessenberg form by Householder t ansformations 
and then to real Schur form by QR transformations. The product of the transformations u ed 
in the reductions is accumulated to form the orthogonal matrix V. Thus, A is reduced by an 
orthogonal transformation to the real block upper triangular matrix 
i A~2 ... A~q A I = VTAV = .. • , 
\ ... 0 A~q 
where each matrix A~j is of order at most two. Applying the same transformations to C and X, 
one reduces Eq. (2.1) to 
A'X '  + XtA 'T = C', (2.2) 
where 
and 
C t = vTcv  = 
X'  = vTxv  = X'21 X'22 . . .  ='~q . 
• ',1 . . .  
Suppose the partitions of A', ArT,C ~, and X ~ are conformal. Then 
K-1  1-1 
' ' V '  A 'T  C~ _ ~ , , _ , IT AkkX~l + ~'kt'~U = ~ AkjXJt E X~iAit ' 
j= l  i=1 
k,l = 1,2,...,q. (2.3) 
Thus, components of X'  may be found sequentially by back substitution. The solution of Eq. 
(2.1) is then given by X = VX~V T. 
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When the same general estimates for the various matrix operations are used on the B-S algo- 
rithm as for the proposed iterative method, a count of around 15n 3 is obtained. B-S arithmetic 
is estimated as taking ~n s flops to reduce A to Hessenberg form and accumulate the orthogonal 
transformation matrix, ~n a flops to reduce from Hessenberg to real Schur form and another 
5n s flops to accumulate the product of the Hessenberg and Schur transformations, an s flops to 
compute C', n s flops to compute X', and another In  s flops to recover X from X'. This is a 
total of -~n s flops. The flop count for the reduction from Householder to Schur form is based on 
use of implicit-double-shifted QR with modified Householder matrices as described in Golub and 
VanLoan [10] and two QR steps for each deflation. In practice, QR sometimes performs better. 
Relative efficiency of methods is strongly dependent on computer environment. 
C. Smith's Method 
For a unit n by n matrix I and any positive scalar q, Eq. (2.1) is equivalent to 
(qI + A)X(q I  + A T) - (qI - A )X(q I  - A T) - 2qC. (2.4) 
Let D "- (qI + A) -1 and multiply this equation on the left by D and on the right by D T to get 
x -  :xu T = w, (2.5) 
where 
and 
A formal solution to equation (2.5) is 
U = D(qI - A), (2.6) 
W -- 2qDCD T. (2.7) 
x = u 'w:  "'. (2.8) 
k=0 
Because the spectral radius of U is less than unity, the series in Eq. (2.8) is convergent. Let the 
matrix sequence Yr be defined by 
Yo=W,  
By induction, 
Y,+~ = U2"y,.u T2," + Yr. 
(2.9) 
(2.1o) 
2r~l 
Y, = F_, UkwuTk" (2.11) 
k--O 
U ~" is obtained by squaring U ~-I .  
Smith uses this iterative method to solve Eq. (2.1). Each of Smith's iterations effectively 
doubles the number of terms in Eq. (2.8) and requires ~n 3 flops. The total flop count estimate 
is therefore ~Jn s for J iterations. Suppose 0 < a _< A(A) < b and A has a known real spectrum. 
Let q = V/~. Then a relative error norm of ~ _< e is attained when J satisfies 
(2.12) 
From the above one may note that the number of iterations J depends on the spectrum of A and 
the desired error reduction e. If } is close to 1 and e is not too small, J will be small. In this 
case, Smith's method can compete with the B-S method. For example, if J = 5, 12.5n 3 flops are 
needed for solving Eq. (2.1). 
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D. ADI  Iteration without Reducing A to Tridiagonal Form 
ADI iteration may be applied to solve the linear system 
My = b. (2.13) 
when matrix M is SPD (symmetric positive definite) and can be split into the sum of SPD 
matrices H and V for which numerical implementation f the following iteration is efficient: 
y0 = o, (2.14) 
[H + pjI]Yj_½ = b - [V - pjI]yj-1, (2.15) 
[V+qj I ]y j=b- [g -q j I ]Y j _½,  for j -- 1,2,..., J. (2.16) 
A typical example for M is the matrix form of a 5-point differencing of a Laplacian type operator, 
in which case H and V are block-tridiagonal (for equations ordered by rows and by columns, 
respectively) representations of the x- and y-second derivative operators. The first "sweep" of 
iteration j involves solution of tridiagonal systems along decoupled horizontal grid lines, and 
the second sweep involves solution of tridiagonal systems along vertical grid lines. When the 
eigenvalues of M are in the positive-real half-plane (which is certainly the case for an SPD 
matrix M) and, in addition, H and V commute, this is classified as a "model problem," and, in 
this case, the ADI theory is definitive. Parameters pj and qj are readily determined from spectral 
bounds on H and V to assure rapid convergence [11]. The original Peaceman-Rachford equations 
were with qj = pj, and this choice is now known to be appropriate when matrices H and V have 
the same eigenvalue bounds. Suppose the common eigenvalue interval is [a, b] with ~ << 1. Then 
a relative error norm of I k~ < e is attained when 
1 e a 
J > ~-~ log ~ log ~,  (2.17) 
with iteration parameters 
pj = b dn K, , (2.18) 
where tin(z, k) [12] is the Jacobian elliptic function of argument z and modulus k, and K is the 
complete lliptic integral, K(k).  The number of ADI iterations varies as the logarithm of the 
condition of A. Unfortunately, this rate of convergence is not realized when H and V do not 
commute. The relevance of ADI iteration to solution of the Lyapunov matrix equation is revealed 
when one observes that Eq. (2.1) is a model ADI problem in that it is a linear system with the 
sum of two commuting operators acting on the unknown X, which is a matrix rather than a 
vector in this case. The commuting operators are premultiplication by A and postmultiplication 
by A T. A crucial observation is that this does not depend on commutation of A and A T. Also, 
both of these matrices have the same spectrum. The ADI equations applied directly to Eq. (2.1) 
are  
Xo = O, (2.19) 
(A + p j I )X j_  ½ = C - X j _ I (A  T - pjI),  (2.20) 
(A+pj I )X j  = C-XT_½(A T -p j I ) ;  with j = 1,2,..., J .  (2.21) 
The matrix X is not in general symmetric after the first sweep of each iteration, but the result 
of the double sweep is symmetric. Each row of grid points in the ADI solution of a Laplace-type 
system corresponds to a row of matrix X. Eq. (2.20) is actually the transpose of the conventional 
ADI second step (see Eq. (2.16)). The iterative method introduced by Smith is closely related to 
ADI with all the pj the same. 
The B-S method is more efficient. Neither Smith's method nor ADI iteration is competitive 
with the B-S technique. Even if A has a known real spectrum so that the ADI theory is precise 
and convergence is rapid, each iteration requires ~n s flops. The total flops is ½Jn 3 for J iterations. 
However, ADI iteration can be applied effectively if the Lyapunov equation is reduced to a simpler 
form. 
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E. The ADI  Method after Reduction of Matriz A to Tridiagonai Form 
This method will be discussed in depth in the next two sections. A brief description is given 
here. 
Let a similarity transformation with matrix R reduce A to the tridiagonal matrix S. Then the 
Lyapunov equation can be transformed to: 
sz  + zs  T = Co, (2.22) 
where 
s = nAa  -x, (2.23) 
z = nxR T, (2.24) 
and 
Co = nCR T. (2.25) 
Reducing an N x N matrix A to tridiagonal form with Gaussian transformations requires about 
~n s flops. Matrices R and R -1 are needed for solution of the Lyapunov equations. Both of 
these matrices are accumulated during the Gaussian reduction in 2n s flops so that reduction to 
tridiagonal form with accumulation of the transformation matrices requires a total of ~qn a flops. 
The right-hand side of the reduced Lyapunov equation, Co - RCR T, is computed in 3n3 flops. 
Thus, the reduction requires a total of ~n s flops. The solution Z of the tridiagonal Lyapunov 
equation is obtained by an ADI iteration method which will be described in next section. The J 
ADI iterations require around 12Jn 2 flops. 
The solution 
X = R-1ZR -T,  (2.26) 
is recovered from Z in 3n3 flops. Thus, the estimated total flopcount for iterative solution is 
around ~n s + 12Jn 2 plus lower order terms. An additional ns flops are needed for computing 
the residual C - AX  - XA  T to verify accuracy of the solution. 
3. ADI ITERATIVE SOLUTION OF THE REDUCED EQUATION 
A. Reduction to Tridiagonal Form 
Reducing the matrix A to a similar tridiagonal matrix in a stable way is not a simple task. 
The common approach until recent innovations [5,13] was to reduce A to upper Hessenberg 
form H by a sequence of Householder t ansformations, and to then apply elementary similarity 
Ganssian transformations to H to reduce it to tridiagonal form S [14]. However, large multipliers 
were often encountered. These could not be circumvented by pivoting without destroying the 
Hessenberg structure. It was the inability of early researchers to devise a scheme which could 
limit the multipliers which led to lack of interest in this technique. In a more recent paper, Dax 
and Kaniel [15] concluded that a tridiagonal matrix obtained with a multiplier bound even as 
large as 2 le would often have eigenvalues quite close to those of A. Breakdown was rare when 
the method was applied to random matrices of order 50. 
Watkins [16] made Dax and Kaniel's reduction from Hessenberg totridiagonal form more robust 
by incorporating a recovery method. He performed an implicit shifted LR iteration on the matrix 
when breakdown occurred. Since this iteration preserved the structure of the partially reduced 
matrix and produced a matrix similar to the pre-recovery matrix, it often allowed Gaussian 
reduction past breakdown. However the cost of the LR iterations can be significant. Watkins 
used Ganssian rather than Householder reduction to Hessenberg form. 
Here, Geist's algorithms [5] are used to reduce matrix A to tridiagonal form. The matrix is 
reduced irectly to tridiagonal form without he intermediate Hessenberg reduction. The algo- 
rithm reduces column 1, then row 1, and so on down the matrix using a method called "threshold 
pivoting" to control the size of the multipliers. Gaussian elementary similarity transformations 
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are used throughout the reduction. If breakdown occurs during the reduction to S, then a recov- 
ery method developed by Wachspress and described in [13] is applied. This recovery algorithm 
involves creating a bulge at element (1,3) or (3, 1) of the matrix with a 2 x 2 similarity transfor- 
mation and then chasing this bulge down to the location of the small pivot. This algorithm is 
quite efficient, and the increase in computation is equivalent to one extra Gaussian reduction of 
the offending row or column. Breakdown seldom occurs, and failure of bulge chasing is even less 
frequent. Breakdown is more apt to occur for matrices which are sparse. Computation accuracy 
can be adversely affected by large multipliers, but a crucial observation is that this may be mon- 
itored. Error can be controlled by bounding the multipliers, and these can be maintained well 
within acceptable tolerances for many matrices when one supplements hreshold pivoting with 
bulge-chasing recovery. 
Most of the test matrices in [17] and a random selection of matrices of an order of a few hun- 
dred were reduced readily with threshold pivoting and the antibreakdown algorithm. Although 
multipliers as large as 100 were permitted, values larger than 10 were seldom observed [5]. Ma- 
trices were constructed for which this procedure failed. The partial tridiagonalization was then 
discarded, and reduction was restarted after a product of two random Gaussian transformations, 
Gran = ( I -  ueT)(I - e lvT) ,  was applied to the matrix. Here, u and v are n-vectors with zero as 
the first elements and remaining elements random values between zero and unity while ea is the 
unit vector with unity as its first element. The resulting matrix was reduced to tridiagonal form 
by threshold pivoting. This succeeded for all matrices where initial failure was encountered. 
B. ADI Iterative Solution 
If the spectrum of matrix A is in the positive real half-plane and C is symmetric, these proper- 
ties are retained for matrices S and Cs. Eq. (2.22) is a model ADI equation which may be solved 
by the iteration: 
Z0 = 0, (3.1) 
( s  + v I)Zj_  = c ,  - [ (s  - r ,  (3.2) 
(S+pj I )Z j  = C, - [(S-pi I)Zj_½] T, for j = 1,2,..., J .  (3.3) 
Although Zj_½ is in general not symmetric, Zj is symmetric in the absence of roundoff error. 
Eqs. (3.1), (3.2), and (3.3) are amenable to vector and parallel computation. Iterative solution of 
the reduced Lyapunov equation is accomplished in O(n ~) flops. 
Theory for parameter optimization for real spectra has been known for many years [11], but 
complex spectra parameter optimization was developed only recently. The pj are chosen as a 
function of the desired accuracy of the solution and the spectrum of matrix S. When S is 
symmetric one may find lower and upper bounds on the real eigenvalues in O(n) flops. In this 
application, S is usually not symmetric. An implicit double-shifted LR algorithm has been 
programmed by Geist [5] to compute the eigenvalues of a nonsymmetric tridiagonal matrix in 
O(n 2) flops. Although there may be more efficient means for estimating just the bounds needed 
for ADI iteration, the Geist algorithm requires a relatively short time and provides additional 
spectral information which can be used to greater advantage. The sharpness of these spectral 
bounds can lead to reduction in the number of ADI iterations required for convergence. 
Although more subtle ADI parameter optimization has been developed for arbitrary spectra [4], 
a simplified determination has been used for solving Lyapunov equations. An "elliptic function 
domain" is identified by the spectral bounds a, b, and a for matrix S, 
a = n~n(Re~i), (3.4) 
b = m.ax(Re)~i ) ,  (3.5) 
$ 
a = tan-1  max ImAi , 
• Re)q 
(3.6) 
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where Ai, i = I, ..., n are the eigenvalues of matrix S. These three spectrum parameters determine 
a unique "elliptic function domain" as defined by Wachspress in [4]. It is assumed that the actual 
spectrum falls within this domain. If one encounters a class of problems for which this assumption 
is not adequate, one may apply the more general parameter optimization theory. From the three 
spectrum parameters and the allowed error in Z, one computes in succession the complementary 
modulus of the elliptic function domain,the number of iterations needed to meet the required 
tolerance for Z, and the set of Pi for the iterations. The formulas are given next. 
The ADI  iteration parameters are computed as follows: 
and 
cos2/  _ 2 1 a b ' (3.7) 
1 + + 
2 COS 2 
m = cos2------- if" 1. (3.8) 
When m < 1, the optimum parameters are complex, and the optimum iteration parameters are 
on the arc of radius VC~. Conjugate pairs of complex parameters may be treated simultaneously 
in real arithmetic involving solution of pentadiagonal rather than tridiagonal systems. In the 
absence of this option in the initial program, a constant parameter of p - ~ was used. This 
gives reasonable convergence when a is not close to 90 degrees. Define 
2 cos 2 c~ 
Then the error reduction after J ADI iterations is estimated as 
I--t0 J 
If the desired error reduction is ~1, one may choose a conservative value for J as the smallest 
integer greater than 
J0 -  ln(O.l~l) 
In 1-w • (3.11) 
When m >_ 1 then the optimum parameters are real and 
1 
k' = (3.12) 
I 
is in (0, i]. The number of ADI  iterations required to attain a spectral radius less than ffl for the 
ADI  iteration is approximated by (Wachspress [1988]) 
J = ~ log , (3.13) 
where [Ix]] denotes the smallest integer larger than x and where K and v are elliptic integrals: 
~0 ~ dx (3.14) F[~o, k] = ~/I - k2sin2x ' 
r "1 
K= 
L- j 
and 
(3.16) 
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where 
k = X/1 - k '2. (3.15a) 
K and v may be computed with the arithmetic-geometric-mean algorithm [12]. However a con- 
venient approximation for J is 
11 J = LL~2(1 _ ~) j j .  (3.17) 
Since S is not symmetric in general, I IZ j -  ZII can be greater than O IIZII- It is therefore advisable 
to choose a conservative error tolerance. In the program for which numerical results were reported, 
a value of 0.1el was used in place of O for computing J, 
rr ,n £.11 
J = LL~2(1 _ .~)j j .  (3.18) 
The ADI iteration is very efficient, and the bulk of the computation is in the matrix transforma- 
tions before and after the iteration. 
The optimal parameters for the ADI iteration are: 
a/-~ [ (2 j -1)K,k] ,  j = l,2,...,J (3.19) pj = dn 2J 
Two approximations of dn(z, k) were given in [4]. When k' < 0.5, define 
q' = 1 + , (3.20) 
and 
Then fo r r=r j  > 1 
2j - 1 
r j=  2J (3.21) 
dn[rK, k] = 
The remaining values are computed from 
2q'½(1 + qn-r  + qn+r) 
(1 + 2q')(1 + q,r) (3.22) 
The approximation to the dn function in Eq. (3.22) deteriorates as k' increases toward unity. 
When k r > 0.5, define 
q = exp K ,] (3.24) 
and 
~*j  - -  m 
where K' = K(k'). Then for r = rj > 1 
2j - 1 
2J ' (3.25) 
dn[rg, k ]=~+~Ll+q2 + 1+q4 1" 
The remaining values for dn[(1 - r)K, k] are computed by Eq. (3.23). 
(3.26) 
k ! 
dn[(1 - r)K, k] - dn(rK, k) (3.23) 
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C. Error Analysis and lterative Refinement for the Lyapunov Equation 
In the absence of roundoff error, the solution requires computing S = RAR - t ,  C, = RCR T, 
approximating the solution to the reduced equation SZ + ZS  T = Ca by Z0 = Z + E0, and then 
recovering Xo = R-1ZoR -T  = X + Fo, where Fo = R- tEoR -T.  From these equations, it is 
seen that HFoH < HR-1H2]]EoH and [IZI[ < []R[[2HXH. Let the ADI error reduction be et, then 
]]Eol] _< elllZll and 
IIFol.__. l IlFoll IlEoJ[ [IZll < ellIR-III211RII2 _ (3.27) 
IlXll = IIEoll IlZll IlXll - 
where p(R) is the condition umber of R. A desired error reduction of JlFo]I/I[X]] < e may thus 
be achieved by choosing el < e/p(R) 2. One may t~se the maximum absolute row sums of R 
and R -1 as norms for these matrices to compute p(R). This error bound is often somewhat 
pessimistic. A more reasonable choice is el < e/p(R). One may compute Do = C - AXo - XoA T 
and 770 = IIDolI/HCII in n 3 flops. If ~ > e one may introduce iterative refinement. One solves 
the Lyapunov equation with right-hand side of Do replacing C, using the already computed 
reduction matrices, and solves SY + YS  T = RDoR T. The correction W = R-1YR -T  to X is 
thereby obtained in only 3n 3 + 12Jn 2 flops. The elements in X1 = X0 + W should have roughly 
twice as many significant digits as X0. 
A backward roundoff analysis is of interest. Suppose R-aSR = A + P with [[P[[ << HAll and 
that R-1C,  R -T  = C + Q with HQH <<: [[C][. Solution of the reduced equation for Z now yields 
X1 = X - El. It is easily shown that if one neglects the second order term PE1 and its transpose 
that the error satisfies the equation AE1 + E1A T = PX  + XP  T - Q. Thus, HE1H/[[X[I is of the 
same order of magnitude as [IPII/HA]] and IIQH/HClI. Roundoff errors in S and C, are magnified 
by factors which can be of order p2(R) and HR-I[I 2, respectively. Both error in ADI solution 
of the reduced equation and roundoff associated with the system transformation can be reduced 
with the same iterative refinement. 
4. NUMERICAL STUDIES 
A. Numerical Results For Solving Lyapunov Equations 
Some significant results of numerical experiments are exposed by considering systems of orders 
50 and 75. Although the program was verified for general C matrices, the studies reported here 
were all with C chosen as the identity matrix. Theoretical times were computed with an assumed 
computation speed of 400 kflops per sec which is consistent with the time required for the matrix 
multiplication i  the algorithm. Observed times were consistent with theoretical predictions. 
Computation time and convergence properties depend on matrix A and are quite insensitive to 
choice of C. 
In one study, matrices A were chosen so that breakdown was not encountered in the reductions 
to tridiagonal form. An ADI error reduction by a factor of 10 -6 led to maximum absolute values 
for the elements in D = C - AX  - XA  T which were less than 10 -6. Theoretical and observed 
CPU time for components of two of these computations are given in Table 1. Computation of 
the residual matrix D added an extra n 3 flops. 
These problems of orders 50 and 75 were solved with a reasonably efficient version of the 
Bartels-Stewart algorithm in 3 and 9 seconds, respectively. This is consistent with about 10n ~ 
flops which is at the lower end of the 10 - 15n 3 flop estimate. It was concluded from this study 
that the flopcount estimates for the iterative methods are realistic and that the iterative method 
is quite competitive with B-S. Improvement by a factor of two was not realized for two reasons: 
B-S performed better than anticipated and for problems of this size the ADI iteration time is 
significant. One problem with a system of order 200 was solved. The observed and theoretical 
times for iterative solution were both around 3 minutes. Further experiments will be conducted 
with larger systems. 
In other studies (Table 2, #2), matrices A were chosen so that breakdown was encountered. 
For one system of order 50, breakdown occurred seven times and the recovery algorithm was 
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Table 1. Estimated and Ob6erved VAX Time in Units of 0.01 seconds. (VAX speed 
estimated as 400 k f lops /sec . )  
VAX CPU Time 
f lops in  n = 50 n = 75 
Component n 3 un i ts  Es t .  Ac tua l  Es t .  Ac tua l  
S = RAR -1 4/3 43 141 
101 348 
R and R -1  2 63 211 
Cs  = RCR T 3/2  47 42 158 154 
Eigenvalues lO /n  6 6 14 15 
Z 12 J /n  30 32 84 85 
ADI  i te ra t ions  ( J )  (4) (4) (5) (5) 
X = R- IZR -T  3/2 47 48 158 156 
D = C - AX  - XA  T 1 31 30 105 101 
Tota l  22 /3  -{- (10 -l- 12 J ) /n  266 259 871 859 
2.6 secs 8 .6  secs 
Tab le  2. Numer ica l  Resu l ts  fo r  Se lec ted  Test  P rob lems.  
# n P (R)  ~ ~ADI JADI  IJCs - sz  - zsTII IIC -- AX - XATII 
IlCsll IlCtl 
1 50 126 10 -3  7.90 x 10 -6  4 7 .37  x 10 -8  2.12 x 10 -7  
2 50 1 .19 x 108 10 -3  8.41 x 10 -12  6 6.91 x 10 -4  
0 .17  
6 1.73 X 10 .=4 
6 8.24 x 10 -4  
3 .49 x 10 -4  
6 8.48 X 10 -4 
3 75 1.91 x 105 10 -3  5.22 x 10 -9  5 5.18 x 10 -12  6 .83  x 10 -8  
4 75 2 .00 x 105 10 -3  4.95 x 10 -9  8 5.64 x 10 -9  1.28 x 10 -7  
applied twenty times with multipliers restricted to be less than 100. CPU time for reduction to 
the tridiagonal Lyapunov system increased from 1.01 sec to 1.39 sec. The condition of matrix R 
was p(R)  = 1.19 x 10 s, and 6 ADI iterations were performed to attain the desired error reduction. 
The ADI  error reduction did not agree with theory and little was accomplished by repeating the 
ADI  cycle. This was attributed to rounding errors associated with a poorly conditioned matrix 
S. This resulted from spurious large multipliers in the recovery algorithm. The problem was 
eliminated by changing the random number in this algorithm. However, this result is tabulated 
to show how iterative refinement may succeed even under such adverse circumstances. The values 
for the fractional residual errors ~ were 0.17 initially, and 3.49 x 10 -4 after the first refinement. 
The maximum absolute residual after the refinement was 2.55 x 10 -5. This solution was obtained 
in 4.78 seconds, which is more than the B-S  time of 3 seconds. 
A problem of order 75 was found for which tridiagonalization required greater effort. Break- 
down occurred several times, and the multiplier bound increased from 10 to 100 after three 
recovery sequences in each case in order to continue the reduction. The reduction was unsuc- 
cessful even with multipliers bounded by 100 at row/col 56. A random Gaussian transformation 
was applied to matrix A, and the second attempt succeeded with the recovery algorithm applied 
only on row/col 17 and 50 and multipliers less than 100. The reduction took 7.6 seconds as 
compared with the 3.5 seconds in the absence of breakdown for the same size matrix. The entire 
computation ow took 12 seconds as compared with B-S  time of 10 seconds. 
Two other problems of order 75 in which the breakdown recovery algorithm was needed were 
solved without the random transformation (Table 2, #3 and #4).  Condition numbers of around 
2 x 105 were encountered when the tolerance for the Gaussian multipliers was increased to 100 
for a few rows and columns. An ADI error reduction by a factor of 10 -9 was attained by fewer 
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than ten iterations in each case. Even with this poor conditioning, iterative refinement was not 
needed. 
It appears that the iterative method can yield modest ime saving in absence of breakdown 
and remain competitive with B-S even with limited breakdown. However, the additional time 
associated with more serious breakdown favors B-S. Both the added reduction time and the 
increase in the problem condition umber contribute to the poorer performance of the iterative 
method when there is repeated breakdown with a need for large multipliers. The ADI iteration 
should be applicable for problems for which this scheme was devised [18]. In these problems, the 
A matrices are perturbations of SPD matrices and breakdown is rare. 
B. Numerical Studies of the ADI Iteration Method 
This was the first application of the new ADI theory for complex spectra. Therefore, numerical 
experiments were performed to verify implementation f this theory. Actual errors were compared 
with theoretical error bounds. First, for a given matrix S and a symmetric matrix Z, C, was 
computed. Then the system was solved with an initial guess of Z0 = 0. The number of iterations 
J was chosen to given a theoretical error reduction of ~ < el for a prescribed ex. For  
some cases, the eigenvalues were shifted toward the origin to illustrate reduced convergence as-~ 
decreases. Finally, the relative rror ~ was computed to compare with the desired error El. 
Tables 3-6 give the numerical results for some different est problems. Figure 1 and Table 3 
show that for matrices with real spectra, the ADI iterative method works efficiently, and the 
actual error reductions are less than the desired error reduction bound el. They were in fact 
close to the predicted value of ~50" Figure 2 and Table 4 show that for spectra with small angle 
a and with most eigenvalues distributed far from 0, the ADI iterative method still converges 
as predicted. Figure 3 and Table 5 show that the ADI iterative method also works well for a 
relatively general case. Tables 3, 5, and 6 also show how the convergence rates decrease when 
the ratio } is reduced and how J depends on the desired error reduction. 
1.0  - 
0.5 
0.0_ 
 -0.5 
-1.0 
frd~l 
i l~ -~t ' , J  ] Real 
[[]Z[ Logarithm of Elliptic Function 
Logarithm o f  Eigenvalue 
Figure 1. Natural logarithm of eigenvalues of a 50 x 50 matrix are enclosed in an 
elUptic-function region. In this case, the actual error of the ADI  method is less than 
the desired error reduction (Table 3, ~4--~6). 
Good agreement was generally observed between the theoretical error bounds for complex 
spectra and the actual convergence, indicating the validity of the theory for spectral regions 
bounded by elliptic-function regions. 
In other studies, matrix S was chosen so that the assumption that the actual spectrum falls 
within its elliptic-function domain was not correct (Figure 4). This occurs because of the simpli- 
fied method used for approximating the spectral region boundary by an elliptic-function region 
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Table 3. ADI Convergence with Spectrum of Figure 1. 
I IZ~ - Z l l / l lZ l l  
a b a J predicted actual 
bound value 
1 1 .344  6 .656  0 6 I0  - r  2 .008  x I0  - s  
2 1 .344  6 .656  0 8 10 -1°  2.17"0 x 10 -11  
3 1.344 6.656 0 10 10 -13 4.600 x 10 -14 
4 0.044 5.356 0 11 10 -7  3.355 X 10 -7  
5 0.044 5.356 0 16 10 -1°  1.357' X 10 - l °  
6 0.044 5.356 0 20 10 -13 1.193 X 10 -13 
0.5 
0.0_ 
 -0.5 
-1 .0  
Logarithm of Elliptic Function 
CCCCC) Logarithm of Eigenvalue 
Figure 2. Natural ogarithm of eigenvalues of a 50 X 50 matrix are not all enclosed 
in an elliptic-function region. Even in this case, the actual error of the ADI  method 
is still less than the desired error reduction (Table 4, #1-#3).  
Table 4. ADI Convergence with Spectrum of Figure 2. 
I IZ~ - ZlllllZll 
a b a J predicted actual 
bound value 
1 0.058 4.742 0.589 16 10 -7 1.189 x I0 -3 
2 0.058 4.742 0.589 22 10 -1° 2.611 x 10 -11 
3 0.058 4.742 0.589 28 10 -13 5.102 x 10 -14 
(Eqs. (3.4), (3.5), and (3.6)). Here, the max imum angle a is assumed to occur at [AI = v /~.  In 
this case, the convergence of the ADI  method is slower than predicted (Table 6, #1-#6) .  
A l though the current  p rogram uses ADI  parameters  which are usual ly quite good, a current 
research pro ject  is to develop a more precise method for enclosing a given spect rum in an opt imal  
el l iptic- funct ion region. 
One may enclose a given spect rum in an el l ipt ic-funct ion region by increasing the parameter  
a wi thout  changing any other parameters .  When this was done (Table 6, #7-#9) ,  the actual  
error was improved but  the i terat ion t ime increased significantly. This  indicates that  changing 
the parameter  tx to improve the actual  error may not be appropr iate .  Next,  the parameter  b was 
increased wi thout  changing any other parameters  (F igure 4). The numerical  results show that  
now only a few mote  i terat ions were needed to achieve the desired error (Table 6, #10-#13) .  
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Figure 3. Natural  logarithm of eigenvalues of a 50 × 50 matr ix fall entirely within 
the elliptic-function region. Convergence is consistent with the theory. By treat- 
ing isolated points separately, one can improve the convergence rates. See text for 
discussion. 
Table 5. ADI  Convergence with Spectrum of Figure 3. 
ilZ~ - Zll/llZll 
:#: a b a J predicted actual 
bound value 
1 0.117 304.1 1.242 60 10 -7 6.544 × 10 -9 
2 0.117 304.1 1.242 83 10 -1° 6.700 X 10 -12 
3 0.117 304.1 1.242 106 10 -13 7.564 x 10 -15 
4 0.017 304.05 1.250 78 10 -7  6.521 × 10 -9  
5 0.017 304.05 1.250 138 10 -13 1.676 X 10 -14 
6 0.007 304.04 1.250 86 10 -7 6.766 x 10 -9 
7 0.007 304.04 1.250 119 10 - i °  6.752 x 10 -12 
8 0.007 304.04 1.250 153 10 -12 3.716 X 10 -14 
This study indicates that to increase b is more emcient han to increase a and also indicates that 
in order to enclose the spectrum in an elliptic-function region one could use 
= rain (pj ,- o~), 
3 
b = m.ax (pje°~), 
3 
CM4N& 2Z : 9°1~ 
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a b 
0.005,  41 .26 ,  0 .837  
0 .005 ,  80 .00 ,  0 .837  
0 .005 .  71 .00 ,  0 .929  
Logar i thm of  
E igenva lues  
(XIIX) 
Figure 4. Qualitative illustration of the effect of using different parameters a,b,c~. 
Results with three elliptic-function regions are given in Table 6, #6, ~13, #14. 
instead of 
a = min (ReAj), 
3 
b --- m.ax (ReAj). 
3 
where A = pje±i°J, 0 < Oj are the eigenvalues of matrix S. 
It seems plausible to increase a slightly also. One empirical possibility is 
4' = 411 + 0"15(2 - 4)]. 
Referring to Figure 4, one notes that this would yield 
a = m.in (pie -e~) ---- 0.005, 
J 
b = m.ax (pie °~) = 71, 
3 
4' = 411 + 0.15(~ - 4)] = 0.929. 
Run ~14 in Table 6 displays how these values for b and a are more appropriate than the values 
in #6 of Table 6. 
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Tab le  6. ADI  Convergcmce with Spectrum of F igure  4. 
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I IZ~ - Zll/llZll 
# a b a J predicted actual 
bound value 
1 0 .375 41 .63  0 .828  28 10 -1°  4.01 x 10 -9  
2 0 .375 41 .63  0 .828  36  10 -13  2.74 x 10 -11  
3 0 .007  41 .33  0 .835 37  10 -1°  3.71 x 10 -9  
4 0 .007  41 .33  0 .835 47  10 -13  3.15 X 10 -11  
5 0 .005 41 .26  0 .837  51 10 -13  4 .70 x 10 -9  
6 0 .005 41 .26  0 .837  66  10 -13  2.79 X 10 -11  
7 0 .005 41 .26  0 .96 76 I0  -13  5.84 X 10 -12  
8 0 .005 41 .26  1.15 103 10 -13  3 .48 X 10 -13  
9 0 .005 41 .26  1.5 357  10 -13  9.92 x 10 -14  
10 0.005 55 0.837 68 10 -13 9.84 x 10 -13  
11 0.005 60 0.837 68 10 -13 4.30 x 10 -13 
12 0 .005 70 0 .837  69  10 -13  1.25 x 10 -13  
13 0 .005 80  0 .837  70 10 -13  5.13 x 10 -14  
14 0 .005 71 0 .929  78 10 -13  4 .23 x 10 -14  
15 11.72 41 .26  0 .837  24 10 -13  4 .16 X 10 -14  
A more sophisticated algorithm will eventually be written to account for more general spectral 
regions. Other possibilities may also be illustrated with this spectrum. The four eigenvalues 
with smallest real parts are isolated from the remaining eigenvalues. The error component asso- 
ciated with these eigenvalues was removed by four iterations with parameters pj equal to these 
eigenvalue:3. The remaining error was decreased by the standard procedure for the reduced spec- 
trum. Even though the optimal parameters for this spectrum were complex, the use of a constant 
pj = v~b (where a' = 11.72 was the smallest real part of the reduced spectrum) led to con- 
vergence after only 20 iterations. The problem was thus solved in only 24 iterations (Table 6, 
#15). 
The above studies show that in the case where some eigenvalues fall outside the elliptic-function 
region, or even in the case where all the eigenvalues are inside the elliptic-function region but some 
eigenvalues are isolated (Figure 3), better parameters can be devised than are now computed 
in the program. A study of Figure 3 reveals that the low end of this error spectrum can be 
eliminated in seven iterations, and then the reduced elliptic function region may be treated. 
Complex parameters are needed here to reduce two isolated complex eigenvalues. This requires 
programming for solution of derived pentadiagonal systems This would yield the prescribed error 
reduction of 10 -12 in around 22 iterations in contrast to the 106 iterations in #3 of Table 5. More 
extensive effort should be devoted to choice of parameters and iteration with complex parameters. 
5. CONCLUSIONS 
The essence of this work is solution of Lyapunov equations with a combination of reduction to 
tridiagonal form and ADI iteration. This was accomplished with the aid of Geist's algorithms for 
reducing nonsymmetric matrices to similar tridiagonal matrices and computing their eigenvalues. 
Programming was inserted in Geist's algorithms to track the transformation matrices needed for 
solution of the Lyapunov equations. Theory developed by Saltzman and Wachspress for ADI 
iteration with complex spectra was then applied to solve the reduced Lyapunov equations. This 
was the first implementation f the analysis given by Wachspress in Kincaid and Hayes [4]. The 
reduction to tridiagonal form followed by ADI iteration is applicable only to N-stable Lyapunov 
equations. The numerical tests verified the new generalization of the ADI theory to problems 
with complex spectra. 
This work can yield modest ime saving in absence of breakdown and remain competitive 
with B-S even with limited breakdown. The ADI theory presented here only applies to spectra 
which can be embedded in elliptic-function regions without excessive addition to the spectral 
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region. Studies indicate that by letting spectrum partitioning handle "isolated" eigenvalues 
separately and treating the remaining eigenvalues with a "reduced" elliptic-function region, one 
may decrease computation significantly. Further studies are essential to yield a more unified and 
complete theory for ADI iteration with complex spectra. 
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