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Abstract
The advent of single molecule microscopy has revolutionized biological investigations by providing a powerful tool for
the study of intercellular and intracellular trafficking processes of protein molecules which were not available before through
conventional microscopy. In practice, pixelated detectors are used to acquire the images of fluorescently labeled objects moving
in cellular environments. Then, the acquired fluorescence microscopy images contain the numbers of the photons detected in
each pixel. Therefore, the precise temporal information of detection of the photons is not available. Moreover, instead of having
the exact locations of detection of the photons, we only know the pixel areas in which the photons impact the detector. These
challenges make the analysis of single molecule trajectories from pixelated images a complex problem. Here, we investigate the
effect of pixelation on the parameter estimation of single molecule trajectories. In particular, we develop a stochastic framework to
calculate the maximum likelihood estimates of the parameters of a stochastic differential equation that describes the motion of the
molecule in living cells. We also calculate the Crame´r-Rao lower bound (CRLB), given by the inverse of the Fisher information
matrix, on the variance of the parameter estimates. Even in cases that we have a small number of photons, the obtained results
show that we are able to estimate the parameters of the molecule trajectory from simulated fluorescence microscopy images using
our proposed method.
Index Terms
Single molecule tracking, Pixelated detectors, Stochastic differential equation, Maximum likelihood estimation, Fisher infor-
mation matrix, Crame´r-Rao lower bound.
I. INTRODUCTION
The study of intercellular and intracellular trafficking processes of objects of interest has been the subject of many research
projects during the past few decades. The advent of single molecule microscopy made it possible to observe and track single
molecules in living cells, which were not achievable before using conventional microscopes [1], [2], [3], [4], [5], [6], [7].
In fluorescence microscopy, the photons emitted by a fluorescently labeled object located in the object space are detected
by a planar detector in the image space. In the fundamental data model, we assume that the time points and locations of the
photons emitted by the object are detected by an ideal unpixelated detector. However, in practice, pixelated detectors, such
as charge-coupled device (CCD) and electron multiplying CCD (EMCCD) cameras, are commonly used for acquiring the
image of the object. In this case, referred to as the practical data model, the measurements, i.e., the fluorescence microscopy
images, include the numbers of the photons detected in each pixel. Therefore, the precise temporal information of detection
of the photons is not available. Moreover, instead of having the exact locations of detection of the photons, we only know the
pixel areas in which the photons impact the detector. These challenges make the analysis of single molecule trajectories from
pixelated images a complex problem.
In the literature, there are several methods available concerning the problem of the parameter estimation of single molecule
trajectories in cellular contexts. The majority of these methods model the effect of pixelation by using an additive noise in the
fundamental data model. However, in general, this approximation does not describe the underlying stochastic model precisely.
For example, in [8], [9], [10], by encapsulating the effect of pixelation in a Gaussian additive random variable, referred to
as the localization uncertainty, Berglund and Michalet have proposed methods for the estimation of diffusion coefficients
based on mean square displacement of the observed locations of the molecule. For a similar observation model, Relich et
al. [11] have proposed a method for the maximum likelihood estimation of the diffusion coefficient, with an information-
based confidence interval, from Gaussian measurements. Although using these approximate observation models makes all
corresponding computations simpler, it does not model the effect of the pixelated camera accurately. Calderon has extended
Berglund’s motion blur model to handle confined dynamics [12], [13], [14]. His proposed approach enables the estimation
of the parameters of the motion model of the molecule by considering confinement and motion blur within a time domain
maximum likelihood estimation framework. In [15], for the single molecule trajectory parameter estimation problem, a more
accurate model has been used to describe the image of pixelated detectors. In this model, the expected intensity measured in
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2each pixel is obtained by integrating the image profile, which is expressed in terms of a scaled and shifted version of the point
spread function, over the pixel area. Here, we use a similar approach to model pixelated data more accurately.
In [16], we developed a stochastic framework in which we calculate the maximum likelihood estimates of the parameters
of the model that describes the motion of the molecule in cellular environments. More importantly, we proposed a general
framework to calculate the Crame´r-Rao lower bound (CRLB), given by the inverse of the Fisher information matrix, for the
estimation of unknown parameters and use it as a benchmark in the evaluation of the standard deviation of the estimates. In
[16], we focused on the fundamental microscopy data model, in which the image of a molecule is acquired by an unpixelated
detector. In this paper, we propose a general framework to investigate the effect of pixelation of the detector on the parameter
estimation of single molecule trajectories accurately. We extend our previous results obtained for deterministic trajectories [17],
and show that even in cases that we have a small number of photons, we are able to estimate the parameters of the molecule
trajectory from simulated fluorescence microscopy images precisely using our proposed method.
This paper is organized as follows. In Section II, we define fundamental and practical data models and present the statistical
descriptions of them. In Section , we introduce continuous-time stochastic differential equations, which are used to model
the motion of single molecules in cellular environments, and calculate their solutions at discrete time points. Section IV is
devoted to calculate the maximum likelihood estimates of the parameters of the system based on the introduced motion and
data models in the previous sections. In Section V, we calculate the general expressions for the Fisher information matrix for
both of the fundamental and practical data model.
II. DATA MODEL
In a standard optical microscope, the image of an object, which is in general moving in the object space, is captured by
a detector in the image space. We first, in the fundamental data model, consider ideal conditions for the data acquisition
procedure, in which it is assumed that we have an unpixelated image detector.
A. Fundamental data model
We briefly summarize here the fundamental data model that was introduced in [18], [19], [16]. In the fundamental data
model, the acquired data are the time points and locations of detection of the photons emitted from the object, where we
have an unpixelated image detector. These time points and locations are intrinsically random. In general, the time points of
detection of the emitted photons can be modeled as a counting process. The locations of detection of the photons emitted by
the object are described by a random function that maps the object space into the image space. In this section, we introduce
the following notation. In this paper, for the fundamental data model, we assume that only the locations of the photons, with
the correct ordering, emitted by the object can be detected by the detector, and no temporal information is available.
For t0 ∈ R, let the random process X(τ), τ ≥ t0, describe the location of an object of interest, which emits photons, in the
object space at time τ . Let C := R2 denote a non-pixelated detector. Let {N(τ), τ ≥ t0} be a Poisson process with non-negative
and piece-wise continuous intensity function Λ(τ), τ ≥ t0, that describes the time points of detection of the photons emitted
by the object that impact the detector C. These ordered time points, which are the events of {N(τ), τ ≥ t0}, are denoted by
one-dimensional (1D) random variables t0 ≤ T1 < T2 < · · · . The location of detection of the photon emitted by the object, at
time τ ≥ t0, that impacts the detector C is described by U(X(τ)), where U is a random function that maps the object space
into the image space. For x ∈ R3, let fx denote the probability density function of U(x), referred to as the image profile of
an object located at x ∈ R3 in the object space. In many practical scenarios, the image profile can be described as a scaled
and shifted version of a function, referred to as the image function, that describes the image of an object on the detector plane
at unit lateral magnification. Assume that there exists a function qz0 : R
2 7→ R, z0 ∈ R, such that for an invertible matrix
M ∈ R2×2 and x := (x0, y0, z0) ∈ R3,
fx (r) :=
1
|det (M)|qz0
(
M−1r − (x0, y0)T
)
, r ∈ C. (1)
In particular, when the object is a point source and it is in-focus with respect to the detector, according to optical diffraction
theory, its image can be described by an Airy profile given by
q(x0, y0) =
J21
(
2pina
λ
√
x20 + y
2
0
)
pi (x20 + y
2
0)
, (x0, y0) ∈ R2, (2)
where na denotes the numerical aperture of the objective lens, λ denotes the emission wavelength of the molecule, and
J1 denotes the first order Bessel function of the first kind. In some applications, it is computationally more convenient to
approximate the Airy profile by a Gaussian distribution given by
q(x0, y0) =
1
2piσ2
e
− 12
(
x20+y
2
0
σ2
)
, (x0, y0) ∈ R2, (3)
where σ > 0.
3For an out-of-focus point source, the image function can be obtained by the classical Born and Wolf model given by [20]
qz0(x0, y0) =
4pin2a
λ2
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2
, (x0, y0) ∈ R2, (4)
where J0 is the zeroth-order Bessel function of the first kind, no is the refractive index of the objective lens immersion medium,
and z0 ∈ R is the z-location of the point source on the optical axis in the object space.
In [16], we developed a stochastic framework and the corresponding maximum likelihood estimator for the biophysical param-
eters of the molecular interactions, e.g., diffusion and drift coefficients, from images acquired by an unpixelated detector. Here,
we develop a new formulation which helps us to compute the likelihood function more efficiently when we have a large number
of detected photons. In Theorem 2.1, we calculate the conditional probability density function pU(X(T1)),··· ,U(X(TL))|N(t) of
U(X(T1)), · · · , U(X(TL)), given N(t) for the fundamental data model. In the next section, we will use these results to
characterize the acquired data from pixelated detectors.
Theorem 2.1: 1. The conditional probability density function pU(X(T1)),··· ,U(X(TL))|N(t) of U(X(T1)), · · · , U(X(TL)), given
N(t) = L, can be calculated as
pU(X(T1)),··· ,U(X(TL))|N(t) (r1, · · · , rL|L)
=
L!(∫ t
t0
Λ(ψ)dψ
)L
∫
R3
· · ·
∫
R3
fx1 (r1) · · · fxL (rL)
(∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pX(τ1),··· ,X(τL) (x1, · · · , xL)
×
L∏
i=1
Λ(τi)dτ1dτ2 · · · dτL−1dτL
)
dx1 · · · dxL, (5)
where r1, · · · , rL ∈ R2, pX(τ1),··· ,X(τL), t0 ≤ τ1 < · · · < τL ≤ t, is the joint probability density function of X(τ1), · · · , X(τL).
If {X(τ1), · · · , X(τL)} is a Markov sequence, then,
pX(τ1),··· ,X(τL) (x1, · · · , xL) = pX(τL)|X(τL−1) (xL|xL−1) · · · pX(τ2)|X(τ1) (x2|x1) pX(τ1) (x1) , x1, · · · , xL ∈ R
3
,
where pX(τl)|X(τl−1), l = 2, · · · , L, is the conditional probability density function of X(τl), given X(τl−1), and pX(τ1) is the
probability density function of X(τ1).
2. Moreover, pU(X(T1)),··· ,U(X(TL))|N(t) can also be calculated as
pU(X(T1)),··· ,U(X(TL))|N(t) (r1, · · · , rL|L)
=
L!(∫ t
t0
Λ(ψ)dψ
)L
∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pU(X(τ1))(r1)
(
L∏
l=2
pU(X(τl))|U(X(τl−1)),··· ,U(X(τ1)) (rl|rl−1, · · · , r1)
)
×
L∏
i=1
Λ(τi)dτ1dτ2 · · · dτL−1dτL, (6)
where for l = 2, · · · , L,
pU(X(τl))|U(X(τl−1)),··· ,U(X(τ1)) (rl|rl−1, · · · , r1)
=
∫
R3
fx (rl) pX(τl)|U(X(τl−1)),··· ,U(X(τ1)) (x|rl−1, · · · , r1) dx, r1, · · · , rL ∈ R
2
,
and
pU(X(τ1))(r) =
∫
R3
fx(r)pX(τ1)(x)dx, r ∈ R
2
,
where pX(τl)|U(X(τl−1)),··· ,U(X(τ1)) (x|rl−1, · · · , r1) , l = 2, · · · , L, is the conditional probability density function of X(τl),
given U(X(τl−1)), · · · , U(X(τ1)), and pX(τ1) is the probability density function of X(τ1).
4Proof: 1. We have
pU(X(T1)),··· ,U(X(TL))|N(t) (r1, · · · , rL|L)
=
∫
R3
· · ·
∫
R3
pU(X(T1)),··· ,U(X(TL)),X(T1),··· ,X(TL)|N(t) (r1:L, x1:L|L) dxL · · · dx1
=
∫
R3
· · ·
∫
R3
pU(X(T1)),··· ,U(X(TL))|X(T1),··· ,X(TL),N(t) (r1:L|x1:L, L) pX(T1),··· ,X(TL)|N(t) (x1:L|L) dxL · · · dx1
=
∫
R3
· · ·
∫
R3
pU(X(T1))|X(T1) (r1|x1) · · · pU(X(TL))|X(TL) (rL|xL)
×
(∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pX(T1),··· ,X(TL),T1,··· ,TL|N(t) (x1:L, τ1:L|L) dτ1dτ2 · · · dτL−1dτL
)
dxL · · · dx1
=
∫
R3
· · ·
∫
R3
pU(x1) (r1) · · · pU(xL) (rL)
(∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pX(T1),··· ,X(TL)|T1,··· ,TL,N(t) (x1:L|τ1:L, L)
× pT1,··· ,TL|N(t) (τ1:L|L)dτ1dτ2 · · · dτL−1dτL
)
dxL · · · dx1
=
∫
R3
· · ·
∫
R3
fx1 (r1) · · · fxL (rL)
(∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pX(τ1),··· ,X(τL) (x1:L)
L!
∏L
l=1 Λ(τl)(∫ t
t0
Λ(ψ)dψ
)L dτ1dτ2 · · · dτL−1dτL
)
× dxL · · · dx1
=
L!(∫ t
t0
Λ(ψ)dψ
)L
∫
R3
· · ·
∫
R3
fx1 (r1) · · · fxL (rL)
(∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pX(τ1),··· ,X(τL) (x1:L)
×
L∏
l=1
Λ(τl)dτ1dτ2 · · · dτL−1dτL
)
dxL · · · dx1,
where x1:L := (x1, · · · , xL), r1:L := (r1, · · · , rL), τ1:L := (τ1, · · · , τL), and pX(τ1),··· ,X(τL), t0 ≤ τ1 < · · · < τL ≤ t, is the
joint probability density function of X(τ1), · · · , X(τL).
2. Alternatively, pU(X(T1)),··· ,U(X(TL))|N(t) can be calculated as
pU(X(T1)),··· ,U(X(TL))|N(t) (r1, · · · , rL|L)
=
∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pU(X(T1)),··· ,U(X(TL)),T1,··· ,TL|N(t) (r1:L, τ1:L|L) dτ1dτ2 · · · dτL−1dτL
=
∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pU(X(T1)),··· ,U(X(TL))|T1,··· ,TL,N(t) (r1:L|τ1:L, L)
× pT1,··· ,TL|N(t) (τ1:L|L) dτ1dτ2 · · · dτL−1dτL
=
∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pU(X(τ1)),··· ,U(X(τL)) (r1:L)
L!
∏L
i=1 Λ(τi)(∫ t
t0
Λ(ψ)dψ
)L dτ1dτ2 · · · dτL−1dτL
=
L!(∫ t
t0
Λ(ψ)dψ
)L
∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pU(X(τL))|U(X(τL−1)),··· ,U(X(τ1)) (rL|r1:L−1) · · ·
× pU(X(τ2))|U(X(τ1)) (r2|r1) pU(X(τ1)) (r1)
L∏
i=1
Λ(τi)dτ1dτ2 · · · dτL−1dτL
=
L!(∫ t
t0
Λ(ψ)dψ
)L
∫ t
t0
∫ τL
t0
· · ·
∫ τ3
t0
∫ τ2
t0
pU(X(τ1))(r1)
(
L∏
l=2
pU(X(τl))|U(X(τl−1)),··· ,U(X(τ1)) (rl|r1:L−1)
)
×
L∏
i=1
Λ(τi)dτ1dτ2 · · · dτL−1dτL,
5where for l = 2, · · · , L,
pU(X(τl))|U(X(τl−1)),··· ,U(X(τ1)) (rl|r1:l−1)
=
∫
R3
pU(X(τl)),X(τl)|U(X(τl−1)),··· ,U(X(τ1)) (rl, x|r1:l−1) dx
=
∫
R3
pU(X(τl))|X(τl),U(X(τl−1)),··· ,U(X(τ1)) (rl|x, r1:l−1) pX(τl)|U(X(τl−1)),··· ,U(X(τ1)) (x|r1:l−1) dx
=
∫
R3
pU(X(τl))|X(τl) (rl|x) pX(τl)|U(X(τl−1)),··· ,U(X(τ1)) (x|r1:l−1) dx
=
∫
R3
pU(x) (rl) pX(τl)|U(X(τl−1)),··· ,U(X(τ1)) (x|r1:l−1) dx
=
∫
R3
fx (rl) pX(τl)|U(X(τl−1)),··· ,U(X(τ1)) (x|r1:l−1) dx, r1, · · · , rL ∈ R
2
,
and
pU(X(τ1))(r) =
∫
R3
fx(r)pX(τ1)(x)dx, r ∈ R
2
,
where pX(τl)|U(X(τl−1)),··· ,U(X(τ1)), l = 2, · · · , L, is the conditional probability density function of X(τl), given U(X(τl−1)),
· · · , U(X(τ1)), and pX(τ1) is the probability density function of X(τ1). ✷
In practice, pixelated detectors, e.g. CCD and EMCCD cameras, are commonly used for acquiring images of fluorescently
labeled objects. In the following section, we describe the practical data model.
Lens system
(objective lens
and tube lens)
Object space Image space
xi
X(t)
y
i
Object Image of the
 object
Optical 
axis
xo
Pixelated 
Detector
Fig. 1. Schematic of an optical microscope. An object located in the object (focal) plane is imaged by an optical lens system and the image of the object is
acquired by a pixelated detector in the image space. A random variable X(t), t ≥ t0, describes the location of the object in the object plane at time t.
B. Practical data model
In the practical data model, the data acquired by a pixelated detector are the number of detected photons at each pixel (Fig.
1). Let the pixelated detector Cp be defined as a collection {C1, · · · , CK} of open and disjoint subsets of a region within R2
corresponding to the photon detection area of the detector, such that
⋃K
k=1 Ck = Cp. If Cp = R2, the model is referred to as
the full practical data model. When the size of the detector is large enough to detect all of the photons emitted from the object
during the exposure time, we use the full practical data model which simplifies the likelihood expression. We use the random
variable Sk, k = 1, · · · ,K , to describe the number of photons in the pixel Ck that result from the detection of photons from
the object of interest.
Here, we introduce the following notation. For L,K = 1, 2, · · · , let ALK be a set of L-dimensional vectors (a1, · · · , aL),
a1, · · · , aL ∈ {1, · · · ,K}. For a vector v ∈ ALK , let ‖v‖=k , k = 1, · · · ,K , denote the number of the elements of v which are
equal to k. For example, for v = (1, 1, 2) ∈ A33, we have ‖v‖=1 = 2, ‖v‖=2 = 1, and ‖v‖=3 = 0. For z1, · · · , zK ∈ {0, 1, · · · },
and
∑K
k=1 zk = L, let
ALK (z1, · · · , zK) :=
{
v ∈ ALK | ‖v‖=k = zk, k = 1, · · · ,K
}
. (7)
6For example,
A
3
2 := {(1, 1, 1), (1, 1, 2), (1, 2, 1), (2, 1, 1), (1, 2, 2), (2, 1, 2), (2, 2, 1), (2, 2, 2)} ,
A
3
2 (1, 2) := {(1, 2, 2), (2, 1, 2), (2, 2, 1)} ,
A
3
2 (2, 1) := {(1, 1, 2), (1, 2, 1), (2, 1, 1)} ,
A
3
2 (0, 3) := {(2, 2, 2)} ,
A
3
2 (3, 0) := {(1, 1, 1)} .
Note that the size
∣∣ALK (z1, · · · , zK)∣∣ of the set ALK (z1, · · · , zK) is equal to L!z1!···zK ! . In Theorem 2.2, we calculate the joint
probability of S1, · · · , SK , which is the likelihood function for the practical data model. We use the random variable SK+1 to
describe the number of photons in the complement pixel CK+1 := R
2−⋃Kk=1 Ck that result from the detection of the photons
emitted from the object of interest.
Theorem 2.2: 1. In the practical data model, for z1, · · · , zK = 0, 1, · · · , and
∑K
k=1 zk = L, the probability
Pr [S1 = z1, · · · , SK = zK ] is given by
Pr [S1 = z1, · · · , SK = zK ] =
∞∑
z=0
( ∑
v:=(v1,··· ,vL+z)∈A
L+z
K+1(z1,··· ,zK ,z)∫
Cv1
· · ·
∫
CvL+z
pU(X(T1)),··· ,U(X(TL+z))|N(t) (r1, · · · , rL+z|L+ z) drL+z · · · dr1
)
, (8)
where pU(X(T1)),··· ,U(X(TL+z))|N(t), z = 0, 1, · · · , is the conditional probability density function of U(X(T1)), · · · ,
U(X(TL+z)), given N(t).
2. In the full practical data model, we have
Pr [S1 = z1, · · · , SK = zK ] =
∑
v:=(v1,··· ,vL)∈A
L
K
(z1,··· ,zK)∫
Cv1
· · ·
∫
CvL
pU(X(T1)),··· ,U(X(TL))|N(t) (r1, · · · , rL|L) drL · · · dr1. (9)
Proof: 1. According to the definitions of S1, · · · , SK+1, we have, for z1, · · · , zK = 0, 1, · · · , and L =
∑K
k=1 zk,
Pr [S1 = z1, · · · , SK = zK ]
=
∞∑
z=0
Pr [S1 = z1, · · · , SK = zK , SK+1 = z]
=
∞∑
z=0
Pr

 ⋃
v:=(v1,··· ,vL+z)∈A
L+z
K+1(z1,··· ,zK ,z)
{
L+z⋂
l=1
(U(X(Tl)) ∈ Cvl )
}
|N(t) = L+ z

 . (10)
Since the events
{⋂L+z
l=1 (U(X(Tl)) ∈ Cvl)
}
are mutually exclusive, we have
Pr

 ⋃
v:=(v1,··· ,vL+z)∈A
L+z
K+1
(z1,··· ,zK ,z)
{
L+z⋂
l=1
(U(X(Tl)) ∈ Cvl )
}
|N(t) = L+ z


=
∑
v:=(v1,··· ,vL+z)∈A
L+z
K+1
(z1,··· ,zK ,z)
Pr
[
L+z⋂
l=1
(U(X(Tl)) ∈ Cvl) |N(t) = L+ z
]
,
and therefore,
Pr [S1 = z1, · · · , SK = zK ]
=
∞∑
z=0

 ∑
v:=(v1,··· ,vL+z)∈A
L+z
K+1
(z1,··· ,zK ,z)
Pr
[
L+z⋂
l=1
(U(X(Tl)) ∈ Cvl ) |N(t) = L+ z
]
=
∞∑
z=0
( ∑
v:=(v1,··· ,vL+z)∈A
L+z
K+1
(z1,··· ,zK ,z)
∫
Cv1
· · ·
∫
CvL+z
pU(X(T1)),··· ,U(X(TL+z))|N(t) (r1, · · · , rL+z |L+ z)
× drL+z · · · dr1
)
. (11)
2. It results from the similar approach used in part 1, but now with z = 0 given. ✷
7In the above theorem, we assume that all the photons emitted by the object are detected, and therefore, the time points
of detection are Poisson distributed. Another approach would be to use the fact that the time points of detection still form a
Poisson process, but with a location-sensitive intensity function. This approach leads to a very complicated analysis, which is
why we take the alternative approach as in Theorem 2.2.
III. LINEAR STOCHASTIC SYSTEMS
In general, the motion of an object in cellular environments is subject to different types of forces, e.g., deterministic forces
due to the environment and random forces due to random collisions with other objects [21], [22]. The 3D random variable
X(τ) denotes the location of the object at time τ ≥ t0. Then, the motion of the object is assumed to be modeled through a
general state space system with state X˜(τ) ∈ Rk, τ ≥ t0, as
X˜(τl+1) = φ˜(τl, τl+1)X˜(τl) + W˜ (τl, τl+1), τ0 := t0 ≤ τ1 < · · · < τl+1 < · · · , (12)
where we assume that there exists a matrix H ∈ R3×k such that X(τ) = HX˜(τ), τ ≥ t0, φ˜(τl, τl+1) ∈ Rk×k is a state
transition matrix, and
{
W˜ (τl, τl+1) , l = 1, 2, · · · } is a sequence of k-dimensional random variables with probability density
functions pW˜ (τl,τl+1). We also assume that the initial state X˜(t0) is independent of W˜ and its probability density function is
given by pX˜(t0).
The general system of discrete evolution equations described by Eq. (12) can arise, for example, from stochastic differential
equations [23]. In particular, in many biological applications, solutions of linear stochastic differential equations are good fits
to experimental single-molecule trajectories [23]. As an example, we assume that the motion of the object of interest, e.g., a
single molecule, is described by the following linear vector stochastic differential equation [14]
dX(τ) = (V + F (τ)X(τ)) dτ +G(τ)dB(τ), τ ≥ t0, (13)
where the 3D random process X(τ) describes the location of the object at time τ ≥ t0, F ∈ R3×3 and G ∈ R3×r are
continuous matrix time-functions related to the first order drift and diffusion coefficients, respectively, V ∈ R3 is the zero
order drift coefficient, and {B(τ) ∈ Rr, τ ≥ t0} is an r-vector Brownian motion (Wiener) process with E
{
dB(τ)dB(τ)T
}
=
Ir×r, τ ≥ t0, where Ir×r is the r × r identity matrix [12], [13], [14]. Then, the solution of Eq. (13) at discrete time points
τ0 := t0 ≤ τ1 < · · · < τl+1 < · · · is given by [24]
X(τl+1) = φ(τl, τl+1)X(τl) + a(τl, τl+1) +W (τl, τl+1), (14)
where the continuous matrix time-function φ ∈ R3×3 is given by
dφ(t, τ)
dt
= F (t)φ(t, τ), φ(τ, τ) = I3×3, for all t, τ ≥ t0,
φ(t, τ)φ(τ, ψ) = φ(t, ψ), for all t, τ, ψ ≥ t0,
and the vector a(τl, τl+1) ∈ R3×1 is given by
a(τl, τl+1) :=
∫ τl+1
τl
φ(τ, τl+1)V dτ.
Also, in this case,
{
W (τl, τl+1) :=
∫ τl+1
τl
φ(τ, τl+1)G(τ)dB(τ), l = 1, 2, · · ·
}
is a zero mean white Gaussian sequence with
covariance Q(τl, τl+1) ∈ R3×3 given by
Q(τl, τl+1) =
∫ τl+1
τl
φ(τ, τl+1)G(τ)G
T (τ)φT (τ, τl+1)dτ.
By letting X(τ) = HX˜(τ) = I3×3X˜(τ) = X˜(τ), τ ≥ t0, and φ(τl, τl+1) = φ˜(τl, τl+1), we obtain expressions of the form of
Eq. (12), where we assume that {
W˜ (τl, τl+1) = a(τl, τl+1) +W (τl, τl+1), l = 1, 2, · · ·
}
is a white Gaussian sequence with mean a(τl, τl+1) and covariance Q(τl, τl+1).
In the following lemma, we calculate the joint probability density function pX(τ1),··· ,X(τL) of X(τ1), · · · , X(τL) in the
formulas derived in Theorems 2.1 and 2.2 for the linear stochastic systems (Eq. 12).
Lemma 3.1: Let a linear stochastic system be given by Eq. (12). Assume that there exist non-singular matrices H1 ∈ R3×3
and matrix H2 ∈ R3×(k−3) such that H =
[
H1 H2
]
. Let
S :=
[
H1 H2
0(k−3)×3 I(k−3)×(k−3)
]
∈ Rk×k.
81. Then, for xl :=
(
xl1, x
l
2, x
l
3
)T ∈ R3 and x¯l := (xl1, xl2, xl3, x¯l4, · · · , x¯lk)T ∈ Rk, l = 1, · · · , L · · · , the joint probability
density function pX(τ1),··· ,X(τL) of X(τ1), · · · , X(τL) is given by
pX(τ1),··· ,X(τL) (x1, · · · , xL) = pX(τ1) (x1)
L∏
l=2
pX(τl)|X(τl−1) (xl|xl−1) , xl ∈ R3, l = 1, · · · , L, (15)
where
pX(τ1) (x1) =
∫
Rk−3
pX˜(τ1)
(
S−1x¯1
)
|H1|−1 dx¯14 · · · dx¯1k,
and
pX(τl)|X(τl−1) (xl|xl−1) =
∫
Rk−3
pX˜(τl)|X˜(τl−1)
(
S−1x¯l|x¯l−1
)
|H1|−1 dx¯l4 · · · dx¯lk,
and S−1 is given by
S−1 =
[
H−11 −H−11 H2
0(k−3)×3 I(k−3)×(k−3)
]
.
2. Moreover, we have
pX˜(τ1) (x¯1) =
1
(2pi)k/2 det1/2
[
Q˜ (τ0, τ1)
] exp
(
−
1
2
(e˜τ1,τ0(x¯0, x¯1))
T
(
Q˜ (τ0, τ1)
)−1
e˜τ0,τ1(x¯0, x¯1)
)
,
and
pX˜(τl)|X˜(τl−1)
(x¯l|x¯l−1)
=
1
(2pi)k/2 det1/2
[
Q˜ (τl−1, τl)
] exp(−1
2
(
e˜τl−1,τl(x¯l−1, x¯l)
)T (
Q˜ (τl−1, τl)
)−1
e˜τl−1,τl(x¯l−1, x¯l)
)
, l = 2, · · · , L,
where e˜τl−1,τl(x¯l−1, x¯l) := x¯l − φ˜(τl−1, τl)x¯l−1, l = 1, · · · , L.
Proof: See [16]. ✷
IV. MAXIMUM LIKELIHOOD ESTIMATION
In this section, we provide a general framework to calculate the maximum likelihood estimates of the parameters of interest
for both fundamental and practical data models. In general, these parameters can include the ones that describe the motion of
the object, such as drift and diffusion coefficients, or the ones related to the image formation of the object on the detector,
such as the intensity function. In the following, we briefly explain the basis of the maximum likelihood estimation.
A. Maximum likelihood estimation for fundamental data model
Let Θ denote the parameter space that is an open subset of R1×n. The maximum likelihood estimate θˆmle of θ ∈ Θ for the
fundamental data model is given by
θˆmle = argmin
θ∈Θ
(
− logLf (θ|r1, · · · , rL)
)
,
where r1, · · · , rL ∈ R2 denote the acquired data and Lf (θ|r1, · · · , rL) = pθU(X(T1)),··· ,U(X(TL))|N(t) (r1, · · · , rL|L) denotes
the likelihood function for the fundamental data model given by Eqs. (5) and (6).
B. Maximum likelihood estimation for practical data model
The maximum likelihood estimate θˆmle of θ ∈ Θ for the practical data model is given by
θˆmle = argmin
θ∈Θ
(
− logLp(θ|z1, · · · , zK)
)
,
9where {z1, · · · , zK} , z1, · · · , zK = 0, 1, · · · , L =
∑K
k=1 zk, denotes an image with K pixels and Lp denotes the likelihood
function for the practical data model given by, according to Eq. (8) of Theorem 2.2,
Lp(θ|z1, · · · , zK) = Prθ [S1 = z1, · · · , SK = zK ]
=
∞∑
z=0
( ∑
v:=(v1,··· ,vL+z)∈A
L+z
K+1
(z1,··· ,zK ,z)∫
Cv1
· · ·
∫
CvL+z
pθU(X(T1)),··· ,U(X(TL+z))|N(t)
(r1, · · · , rL+z|L+ z) drL+z · · · dr1
)
, (16)
For the full practical data model, we have
Lp(θ|z1, · · · , zK) =
∑
v:=(v1,··· ,vL)∈A
L
K
(z1,··· ,zK)∫
Cv1
· · ·
∫
CvL
pθU(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L) drL · · · dr1. (17)
In general, computing the integrals of the likelihood function is not a trivial task. Here, based on the Monte Carlo approach
provided in [25], we develop an algorithm to approximate these integrals. The basis of our algorithm is the law of large
numbers, which can be stated as follows. Here, we focus on 2D trajectories, but it can be easily extended to 3D problems.
Let X(τ1), · · · , X(τL) be 2D random variables that describe the locations of the object at time points τ0 := t0 ≤ τ1 <
· · · < τL ≤ t. Let pX(τ1),··· ,X(τL) be the joint distribution of X(τ1), · · · , X(τL). For h: R2×L 7→ R, v := (v1, · · · , vL) ∈
ALK (z1, · · · , zK) , z1, · · · , zK = 0, 1, · · · , and
∑K
k=1 zk = L, let
h (x1, · · · , xL) =
L∏
l=1
ICvl (xl), x1, · · · , xL ∈ R2, (18)
where, for an invertible magnification matrix M ∈ R2×2,
ICvl (xl) =
∫
Cvl
fxl(r)dr =
1
|det(M)|
∫
Cvl
q
(
M
−1
r − xl
)
dr. (19)
Also, let
E {h (X(τ1), · · · , X(τL))} =
∫
R2
· · ·
∫
R2
h (x1, · · · , xL) pX(τ1),··· ,X(τL) (x1, · · · , xL) dxL · · · dx1,
be the expected value of h (X(τ1), · · · , X(τL)) with respect to pX(τ1),··· ,X(τL). Then, according to the law of large numbers,
lim
M→∞
1
M
M∑
m=1
(
L∏
l=1
ICvl (x
m
l )
)
=
∫
R2
· · ·
∫
R2
(
L∏
l=1
ICvl (xl)
)
pX(τ1),··· ,X(τL) (x1, · · · , xL) dxL · · · dx1,
where {Xm := (xm1 , · · · , xmL )}Mm=1 , xml ∈ R2, l = 1, · · · , L,m = 1, · · · ,M , is a sequence of independent and identically
distributed trajectories drawn from the distribution pX(τ1),··· ,X(τL). In case that {X(τl)}Ll=1 is a Markov sequence, i.e.,
pX(τ1),··· ,X(τL) (x1, · · · , xL) = pX(τ1) (x1)
L∏
l=2
pX(τl)|X(τl−1) (xl|xl−1) , x1, · · · , xL ∈ R2,
we draw M trajectories Xm,m = 1, · · · ,M , through the following Monte Carlo algorithm [25]:
Algorithm 4.1 (Monte Carlo method): For fixed time points τ0 := t0 ≤ τ1 < · · · < τL ≤ t,
Step 1. Draw the first position of each trajectory: Draw independent and identically distributed (i.i.d.) samples
{
xi1
}M
i=1
according to pX(τ1)(x), x ∈ R2, i.e., xi1 ∼ pX(τ1)(x), i = 1, · · · ,M .
Step 2. Draw the second position of each trajectory: Draw i.i.d. samples
{
xi2
}M
i=1
according to pX(τ2)|X(τ1)
(
x|xi1
)
, x ∈
R
2, i.e., xi2 ∼ pX(τ2)|X(τ1)
(
x|xi1
)
, i = 1, · · · ,M .
...
Step L. Draw the Lth position of each trajectory:Draw i.i.d. samples
{
xiL
}M
i=1
according to pX(τL)|X(τL−1)
(
x|xiL−1
)
, x ∈
R
2, i.e., xiL ∼ pX(τL)|X(τL−1)(
x|xiL−1
)
, i = 1, · · · ,M .
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Step L + 1. For v := (v1, · · · , vL) ∈ ALK (z1, · · · , zK) , z1, · · · , zK = 0, 1, · · · , and
∑K
k=1 zk = L, approximate the
probability Pr
[⋂L
l=1 (U(X(τl)) ∈ Cvl)
]
as
Pr
[
L⋂
l=1
(U(X(τl)) ∈ Cvl)
]
=
∫
R2
· · ·
∫
R2
(
L∏
l=1
ICvl (xl)
)
pX(τ1),··· ,X(τL) (x1, · · · , xL) dxL · · · dx1
≈ 1
M
M∑
m=1
(
L∏
l=1
ICvl (x
m
l )
)
.
In the following example, we assess the performance of the above algorithm in the computation of the likelihood function
for a simple scenario.
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Fig. 2. Convergence of the Monte Carlo method. The probabilities Pr [U((X(τ)) ∈ C1] for different number M of Monte Carlo samples, where X(τ) is a
two-dimensional single molecule trajectory (Eq. (13)), are shown in which he time point τ = 0.01 ms is fixed, with the first order drift coefficient F = −10/s
and the diffusion coefficient D = 1 µ2/s (G :=
√
2D). Also, assume that the initial location of the molecule is x0 = (2.4, 2.4)T µm. Detected locations
of the photons emitted from the molecule in the image space are simulated using a zero-mean Gaussian model with covariance matrix Σ = 0.01I2×2 µ2m.
A 60× 60 pixelated detector with square pixels of width of W = 16 µm is used to acquire the pixelated image of the molecule trajectory.
Example 4.1: Assume that we have a typical two-dimensional single molecule trajectory X(τ) in the object space (Eq.
(13)), where the time point τ = 0.01 ms is fixed, with the first order drift coefficient F = 10/s (we assume that there is
no zero order drift, i.e., V = 0) and the diffusion coefficient D = 1 µ2/s (G :=
√
2D). Also, we assume that the initial
location of the molecule is x0 = (2.4, 2.4)
T µm. In the fundamental data model, detected locations of the photons emitted
from the molecule in the image space are simulated using a zero-mean Gaussian profile with covariance matrix Σ = 0.01I2×2
µ2m. In the practical data model, a 60× 60 pixelated detector with square pixels of width of W = 16 µm is used to acquire
the pixelated image of the molecule trajectory. Assume that the photon emitted from the object hits the pixel C1 centered at(
c1x, c
1
y
)
= (230.75, 237.25)T µm at the image space. Then, using Algorithm 4.1, we calculate the probability that this event
takes place as
Pr [U((X(τ)) ∈ C1] =
∫
R2
IC1(x)pX(τ)(x)dx ≈
1
M
M∑
m=1
IC1 (x
m) ,
where, for an invertible magnification matrix M ∈ R2×2,
IC1(x) =
1
|det(M)|
∫
C1
q
(
M−1r − x) dr
=
1
|det(M)|
∫ c1x+W2
c1x−
W
2
∫ c1y+W2
c1y−
W
2
q
(
M−1 (rx, ry)− x
)
drydrx, x ∈ R2, (20)
and {xm}Mm=1 , xm ∈ R2,m = 1, · · · ,M , is a sequence of independent and identically distributed samples drawn from the
distribution pX(τ) using Algorithm 4.1. In Fig. 2, we have shown the probabilities Pr [U((X(τ)) ∈ C1] computed for different
11
numberM of Monte Carlo samples. As can be seen in Fig. 3, the standard deviation of the probabilities decreases by increasing
the number of samples, which suggests the convergence of these probabilities.
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Fig. 3. Histograms, means and standard deviations of the probabilities computed using the Monte Carlo method. Gaussian models fitted to the histograms of
the probabilities computed using the Monte Carlo method are shown for (a) first, (b) second, (c) third and (d) fourth quarters of the data sets of Fig. 2.
We next examine the performance of our proposed parameter estimation method. For this purpose, we simulated pixelated
images of single molecule trajectories. These trajectories were simulated using Eq. (13) with four time points, where the time
points were drawn from a Poisson process, and the first order drift coefficient F = −10/s and the diffusion coefficient D = 1.5
µm2/s (G :=
√
2D). Also, we assumed that the initial location of the molecule was (2.4, 2.4)T µm. The locations of the
photons emitted from the molecule trajectories, in the image space, were simulated with the Gaussian measurement noise (Eq.
(3)) and σ = 0.1 µm. We assumed that these photons were detected using a pixelated detector of pixel size and image size
of 6.5× 6.5 µm and 60× 60 pixels, respectively. We then estimated all parameters of the trajectories, e.g., initial location of
the molecule, drift and diffusion coefficients, together using Algorithm 4.1, where the number of Monte Carlo samples at each
step is equal to 2500. The errors (estimate - true value) of the estimation are shown in Figs. 4 and 5. As can be seen in these
figures, the spreads of the errors are around zero and there is no systematic bias associated with the estimates.
Remark 4.1: In this example it is assumed that the initial location is known. Examples in which the initial conditions are not
known often occur in practice. While our formalism can easily address such situations, there is, however, an interesting aspect
if only one image is available for the analysis. In this case the data acquired from the curve that the molecule has traversed
is the same as the data acquired from a trajectory that is traversed in the opposite direction.
Similarly the model found by the maximum likelihood procedure will have the same likelihood value as the model that is
found from this model by reversing time. This basic lack of identifiability will not remain in case two or more images are
taken consecutively of the same module (as the end point of the first curve will now be the starting point of the second curve).
We also applied the algorithm to the pixelated images of single molecule trajectories simulated using an Airy point spread
functions with α = 2pina
λ
= 13.23, which corresponds to a Gaussian profile with σ = 0.1 µm. The parameters of the molecule
trajectories were the same as the parameters of the data set of Fig. 4. As can be seen in Figs. 6 and 7, we have obtained
similar results as in the Gaussian case.
We further evaluate the performance of the proposed method in terms of the standard deviation of the estimates. In order
to do this, we simulated the pixelated images of a stationary object using a pixelated detector of pixel size and image size
of 6.5 × 6.5 µm and 60 × 60 pixels, respectively, assuming that three photons were detected by the detector. The locations
of the photons in the image space were simulated with the Gaussian measurement noise (Eq. (3)) and σ = 0.1 µm. We then
estimated the location of the molecule using Algorithm 4.1, where the number of Monte Carlo samples is equal to 10000.
The errors of the location estimates are shown in Fig. 8. As before, the errors are spreading around zero and no systematic
bias can be seen. We also calculated the standard deviations of the estimates. These standard deviations, which are computed
as 57.4 nm and 59.6 nm for the x0- and y0-locations of the molecule, respectively, are close to the localization accuracy, i.e.,
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Fig. 4. Analysis of the error of initial location estimates from pixelated image data sets of single molecule trajectories for the Gaussian measurement noise
case. Differences between the estimates of the initial x0- and y0-location of the molecule and their true values from the images of the molecule trajectories
simulated using Eqs. (13) with four time points, where the time points are drawn from a Poisson process, and the first order drift coefficient F = −10/s
and the diffusion coefficient D = 1.5 µm2/s (G :=
√
2D). The initial location of the molecule is X0 := (x0, y0) = (2.4, 2.4)T µm. The locations of the
photons emitted from the molecule trajectories, in the image space, are simulated with the Gaussian measurement noise (Eq. (3)) and σ = 0.1 µm. These
photons are detected using a pixelated detector of pixel size and image size of 6.5× 6.5 µm and 60× 60 pixels, respectively.
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Fig. 5. Analysis of the error of diffusion coefficient and drift coefficient estimates from pixelated image data sets of single molecule trajectories for the
Gaussian measurement noise case. Differences between the diffusion (first order drift) coefficient estimates and the true diffusion (first order drift) coefficient
value for data sets of Fig. 4.
the positive definite square root of the CRLB, which is given as 58.37 nm for both x- and y-directions, reported in [18], [26],
[27], [28].
Here, we only consider a small number of photons, since, in general, the computation of the likelihood function (Eq. (9))
is expensive. It is mostly because of the large number of members of the set ALK (z1, · · · , zK), which is equal to L!z1!···zK ! ,
when L increases. For example, in case of having a 32 × 32-pixels detector with L = 1000 and K = 1024, z1 = 500, z2 =
· · · = z501 = 1, z502 = · · · = z1024 = 0, we have
∣∣ALK (z1, · · · , zK)∣∣ = 1000!500! = 1000 × · · · × 501, which is an extremely
large number. To arrive at an estimator that can be practically computed, further research is needed for the cases in which the
cardinality of the set ALK (z1, · · · , zK) is too large.
V. FISHER INFORMATION MATRIX AND CRLB
In this section, we evaluate the performance of the proposed parameter estimation method in terms of the standard deviation
of the estimates. According to a well-known result in information theory, known as the Crame´r-Rao inequality, the covariance
matrix of any unbiased estimator θˆ of an unknown parameter vector θ is bounded from below by the inverse of the Fisher
information matrix I(θ), i.e., Cov(θˆ) ≥ I−1(θ) [29]. Then, the smallest standard deviation of the estimates that can be obtained,
which is independent of the used estimation method, only depends on the statistical model of the data, and is given by the
positive definite square root of the inverse of the Fisher information matrix, referred to as the Crame´r-Rao lower bound (CRLB).
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Fig. 6. Analysis of the error of initial location estimates from pixelated image data sets of single molecule trajectories for the Airy measurement noise
case. Differences between the estimates of the initial x0- and y0-location of the molecule and their true values from the images of the molecule trajectories
simulated using the parameters of the data set of Fig. 4. The locations of the photons emitted from the molecule trajectories, in the image space, are simulated
using an Airy model with α = 2pina
λ
= 13.23. These photons are detected using a pixelated detector of pixel size and image size of 6.5 × 6.5 µm and
60× 60 pixels, respectively.
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Fig. 7. Analysis of the error of diffusion coefficient and drift coefficient estimates from pixelated image data sets of single molecule trajectories for the Airy
measurement noise case. Differences between the diffusion (first order drift) coefficient estimates and the true diffusion (first order drift) coefficient value for
data sets of Fig. 6.
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Fig. 8. Analysis of the error of location estimates from pixelated image data sets of a stationary molecule for the Gaussian measurement noise case. Differences
between the estimates of the initial x0- and y0-location of the molecule and their true values from the simulated images of a stationary molecule using a
pixelated detector of pixel size and image size of 6.5 × 6.5 µm and 60 × 60 pixels, respectively, assuming that three photons are detected by the detector.
The locations of the photons in the image space are simulated with the Gaussian measurement noise (Eq. (3)) and σ = 0.1 µm.
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In the following, for the fundamental and practical data models introduced in Sections II-A and II-B, we calculate the Fisher
information matrix.
A. Fisher information matrix for fundamental data model
In this section, for the fundamental data model, we first, in Definition 5.1, introduce the notation for the Fisher information
matrix of the fundamental data model given the number of detected photons.
Definition 5.1: Let the parameter space Θ describe an open subset of R1×n containing the true parameters. For L = 1, 2, · · · ,
and a row parameter vector θ ∈ Θ, we introduce the n × n Fisher information matrix of the fundamental data model given
N(t) = L, as
I
f
N(t)=L
(θ) : = Epθ
U(X(T1)),··· ,U(X(TL))|N(t)=L


(
∂ log pθ
U(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L)
∂θ
)T
×
(
∂ log pθ
U(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L)
∂θ
)}
=
∫
R2
· · ·
∫
R2
pθU(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L)
(
∂ log pθ
U(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L)
∂θ
)T
×
(
∂ log pθ
U(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L)
∂θ
)
dr1 · · · drL, (21)
where Epθ
U(X(T1)),··· ,U(X(TL))|N(t)=L
is the expected value with respect to the probability pθ
U(X(T1)),··· ,U(X(TL))|N(t)=L
, and
pθ
U(X(T1)),··· ,U(X(TL))|N(t)
is the conditional probability density function of U(X(T1)), · · · , U(X(TL)), given N(t).
In the following theorem, we calculate the Fisher information matrix of the fundamental data model defined in the above
definition. In the rest of this paper, we only focus on the estimation of the parameters of the motion model, such as drift and
diffusion coefficients, i.e., we assume that Λ and fx are independent of θ.
Theorem 5.1: For a row parameter vector θ ∈ Θ, the Fisher information matrix If
N(t)=L(θ), L = 1, 2, · · · , of the fundamental
data model given N(t) = L, can be calculated as (we assume that pθ
U(X(T1)),··· ,U(X(TL))|N(t)
is strictly positive)
I
f
N(t)=L
(θ) =

 L!(∫ t
t0
Λ(ψ)dψ
)L


2 ∫
R2
· · ·
∫
R2
I
f
θ (r1:L, r1:L)
pθ
U(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L)
dr1 · · · drL, (22)
where, for r1:L := (r1, · · · , rL) , r′1:L := (r′1, · · · , r′L), and r1, · · · , rL, r′1, · · · , r′L ∈ R2,
I
f
θ
(
r1:L, r
′
1:L
)
:=
∫
R3
· · ·
∫
R3
∫
R3
· · ·
∫
R3
{∫ t
t0
∫ τ ′L
t0
· · ·
∫ τ ′2
t0
∫ t
t0
∫ τL
t0
· · ·
∫ τ2
t0
DFTθ (r1:L, x1:L, τ1:L)
×DFθ
(
r′1:L, x
′
1:L, τ
′
1:L
)
dτ1 · · · dτL−1dτLdτ ′1 · · · dτ ′L−1dτ ′L
}
dx1 · · · dxLdx′1 · · · dx′L,
pθU(X(T1)),··· ,U(X(TL))|N(t)
(r1:L|L) =
L!(∫ t
t0
Λ(ψ)dψ
)L
∫
R3
· · ·
∫
R3
(∫ t
t0
∫ τL
t0
· · ·
∫ τ2
t0
Fθ (r1:L, x1:L, τ1:L) dτ1 · · · dτL−1dτL
)
× dx1 · · · dxL,
Fθ (r1:L, x1:L, τ1:L) :=
(
L∏
i=1
fxi(ri)Λ(τi)
)
pθX(τ1),··· ,X(τL)
(x1, · · · , xL),
DFθ (r1:L, x1:L, τ1:L) :=
∂
∂θ
Fθ (r1:L, x1:L, τ1:L) =
(
L∏
i=1
fxi (ri)Λ(τi)
)
DpθX(τ1),··· ,X(τL)
(x1, · · · , xL), (23)
in which x1:L := (x1, · · · , xL) , x′1:L := (x′1, · · · , x′L) , x1, · · · , xL, x′1, · · · , x′L ∈ R3, τ1:L := (τ1, · · · , τL),
τ ′1:L := (τ
′
1, · · · , τ ′L), t0 ≤ τ1 < · · · < τL ≤ t, t0 ≤ τ ′1 < · · · < τ ′L ≤ t, and DpθX(τ1),··· ,X(τL)(x1, · · · , xL) :=
∂pθX(τ1),··· ,X(τL)
(x1,··· ,xL)
∂θ
.
Proof: For a row parameter vector θ ∈ Θ, the Fisher information matrix IN(t)=1(θ), given N(t) = 1, can be calculated as
I
f
N(t)=1
(θ) =
1∫ t
t0
Λ(ψ)dψ
∫
R2


∫
R3
∫
R3
fx(r)fx′ (r)
{∫ t
t0
∫ t
t0
(
Dpθ
X(τ1)
(x)
)T
Dpθ
X(τ2)
(x′)Λ(τ1)Λ(τ2)dτ1dτ2
}
dxdx′
∫
R3
fx(r)
(∫ t
t0
pθ
X(τ)
(x)Λ(τ)dτ
)
dx

 dr,
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where DpθX(τ)(x) :=
∂pθX(τ)(x)
∂θ
, x ∈ R3, τ ≥ t0. In general, the Fisher information matrix IfN(t)=L(θ), L = 1, 2, · · · , given
N(t) = L, can be calculated as, according to Eq. (21) of Definition 5.1,
I
f
N(t)=L
(θ) : =
∫
R2
· · ·
∫
R2
1
pθ
U(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L)
(
∂pθ
U(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L)
∂θ
)T
×
(
∂pθ
U(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L)
∂θ
)
dr1 · · · drL, (24)
where, for r1, · · · , rL ∈ R2,
pθU(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L) =
L!(∫ t
t0
Λ(ψ)dψ
)L
∫
R3
· · ·
∫
R3
L∏
i=1
fxi (ri)
×

∫ t
t0
∫ τL
t0
· · ·
∫ τ2
t0
pθX(τ1),··· ,X(τL)
(x1, · · · , xL)
L∏
j=1
Λ(τj)dτ1 · · · dτL−1dτL

 dx1 · · · dxL, (25)
and pθX(τ1),··· ,X(τL), t0 ≤ τ1 < · · · < τL ≤ t0, is the joint probability density function of X(τ1), · · · , X(τL). By substituting
Eq. (25) into Eq. (24), we have
I
f
N(t)=L
(θ) =
L!(∫
t
t0
Λ(ψ)dψ
)L
∫
R3
· · ·
∫
R3
∫
R3
· · ·
∫
R3
{∫
t
t0
∫
τ′L
t0
· · ·
∫
τ′2
t0
∫
t
t0
∫
τL
t0
· · ·
∫
τ2
t0
×
(∫
R2
· · ·
∫
R2
∏L
i=1 fxi (ri)
∏L
j=1 fx′
j
(rj)∫
R3
· · ·
∫
R3
∏
L
k=1 fxk (rk)
(∫
t
t0
∫ τL
t0
· · ·
∫ τ2
t0
pθ
X(τ1),··· ,X(τL)
(x1, · · · , xL)
∏
L
k=1 Λ(τk)dτ1 · · · dτL−1dτL
)
dx1 · · · dxL
dr1 · · · drL
)
×
(
Dp
θ
X(τ1),··· ,X(τL)
(x1, · · · , xL)
)T
Dp
θ
X(τ′
1
),··· ,X(τ′
L
)(x
′
1, · · · , x
′
L)
L∏
i=1
Λ(τi)
L∏
j=1
Λ(τ ′j)dτ1 · · · dτL−1dτLdτ
′
1 · · · dτ
′
L−1dτ
′
L
}
× dx1 · · · dxLdx
′
1 · · · dx
′
L
=
L!(∫
t
t0
Λ(ψ)dψ
)L
∫
R2
· · ·
∫
R2
(∫
R3
· · ·
∫
R3
∫
R3
· · ·
∫
R3
L∏
i=1
fxi (ri)
L∏
j=1
fx′
j
(rj)
{∫
t
t0
∫
τ′
L
t0
· · ·
∫
τ′2
t0
∫
t
t0
∫
τL
t0
· · ·
∫
τ2
t0
×
(
DpθX(τ1),··· ,X(τL)
(x1, · · · , xL)
)T
Dpθ
X(τ′1),··· ,X(τ
′
L
)
(x′1, · · · , x
′
L)
∏L
i=1 Λ(τi)
∏L
j=1 Λ(τ
′
j)dτ1 · · · dτL−1dτLdτ
′
1 · · · dτ
′
L−1dτ
′
L
}
∫
R3
· · ·
∫
R3
∏
L
k=1 fxk (rk)
(∫
t
t0
∫ τL
t0
· · ·
∫ τ2
t0
pθ
X(τ1),··· ,X(τL)
(x1, · · · , xL)
∏
L
k=1 Λ(τk)dτ1 · · · dτL−1dτL
)
dx1 · · · dxL
× dx1 · · · dxLdx
′
1 · · · dx
′
L
)
dr1 · · · drL, (26)
where DpθX(τ1),··· ,X(τL)(x1, · · · , xL) :=
∂pθX(τ1),··· ,X(τL)
(x1,··· ,xL)
∂θ
, x1, · · · , xL ∈ R3, t0 ≤ τ1 < · · · < τL ≤ t. ✷
In the following lemma, for an object’s motion modeled by a linear stochastic system, we calculate the derivatives
Dpθ
X(τ1),··· ,X(τL)
in the Fisher information matrix (Eq. (26)) derived in the above theorem.
Lemma 5.1: Let a linear stochastic system be given by Eq. (12). Assume that there exist non-singular matrices H1 ∈ R3×3
and matrix H2 ∈ R3×(k−3) such that H =
[
H1 H2
]
. Let
S :=
[
H1 H2
0(k−3)×3 I(k−3)×(k−3)
]
∈ Rk×k.
1. Then, for xl :=
(
xl1, x
l
2, x
l
3
)T ∈ R3, x¯l := (xl1, xl2, xl3, x¯l4, · · · , x¯lk)T ∈ Rk, l = 1, · · · , L · · · , θ = (θ1, · · · θn) ∈ Θ, and
i = 1, · · · , n,
∂pθ
X(τ1),··· ,X(τL)
(x1, · · · , xL)
∂θi
= pθX(τ1),··· ,X(τL) (x1, · · · , xL)
∂ log pθ
X(τ1),··· ,X(τL)
(x1, · · · , xL)
∂θi
= pθX(τ1) (x1)
L∏
l=2
pθX(τl)|X(τl−1)
(xl|xl−1)

 1
pθ
X(τ1)
(x1)
∂pθ
X(τ1)
(x1)
∂θi
+
L∑
l=2
1
pθ
X(τl)|X(τl−1)
(xl|xl−1)
pθ
X(τl)|X(τl−1)
(xl|xl−1)
∂θi

 , (27)
where
∂pθX(τ1) (x1)
∂θi
=
∫
Rk−3
∂pθ
X˜(τ1)
(
S−1x¯1
)
∂θi
|H1|−1 dx¯14 · · · dx¯1k,
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and
∂pX(τl)|X(τl−1) (xl|xl−1)
∂θi
=
∫
Rk−3
∂pX˜(τl)|X˜(τl−1)
(
S−1x¯l|x¯l−1
)
∂θi
|H1|−1 dx¯l4 · · · dx¯lk.
2. Assume that the initial location of the object is X˜(τ0) = x¯0 ∈ Rk. Then, for x¯1, · · · , x¯L ∈ Rk,
∂pθ
X˜(τ1)
(x¯1)
∂θi
=
{
− 1
2
trace
[((
Q˜θ(τ0, τ1)
)−1 ∂Q˜θ(τ0, τ1)
∂θi
)(
I −
(
Q˜θ(τ0, τ1)
)−1
e˜θτ0,τ1 (x¯0, x¯1)
(
e˜θτ0,τ1(x¯0, x¯1)
)T)]
− ∂
(
e˜θτ0,τ1 (x¯0, x¯1)
)T
∂θi
(
Q˜θ(τ0, τ1)
)−1
e˜θτ0,τ1(x¯0, x¯1)
}
pθ
X˜(τ1)
(x¯1) , (28)
and
∂pθ
X˜(τl)|X˜(τl−1)
(x¯l|x¯l−1)
∂θi
=
{
− 1
2
trace
[((
Q˜θ(τl−1, τl)
)−1 ∂Q˜θ(τl−1, τl)
∂θi
)(
I −
(
Q˜θ(τl−1, τl)
)−1
e˜θτl−1,τl (x¯l−1, x¯l)
(
e˜θτl−1,τl(x¯l−1, x¯l)
)T)]
−
∂
(
e˜θτl−1,τl(x¯l−1, x¯l)
)T
∂θi
(
Q˜θ(τl−1, τl)
)−1
e˜θτl−1,τl(x¯l−1, x¯l)
}
pθ
X˜(τl)|X˜(τl−1)
(x¯l|x¯l−1) , l = 2, · · · , L, (29)
where e˜θτl−1,τl(x¯l−1, x¯l) := x¯l− φ˜θ(τl−1, τl)x¯l−1, l = 1, · · · , L, and I denotes the identity matrix with the corresponding size.
Proof: See [16]. ✷
B. Fisher information matrix for practical data model
In this section, we use the results obtained in the previous section to calculate the Fisher information matrix for the practical
data model. We first, in the following definition, introduce a notation for the Fisher information matrix of the practical data
model.
Definition 5.2: Let the parameter space Θ describe an open subset of R1×n containing the true parameters. We introduce
the following notation for the Fisher information matrix of the practical data model, for a row parameter vector θ ∈ Θ,
Ip(θ) : = EPrθ[S1=z1,··· ,SK=zK ]
{(
∂ logPrθ [S1 = z1, · · · , SK = zK ]
∂θ
)T (
∂ logPrθ [S1 = z1, · · · , SK = zK ]
∂θ
)}
=
∞∑
z1=0
· · ·
∞∑
zK=0
Prθ [S1 = z1, · · · , SK = zK ]
(
∂ logPrθ [S1 = z1, · · · , SK = zK ]
∂θ
)T
×
(
∂ logPrθ [S1 = z1, · · · , SK = zK ]
∂θ
)
.
In the following theorem, we calculate the Fisher information matrix of the practical data model introduced in the above
definition.
Theorem 5.2: 1. For a row parameter vector θ ∈ Θ, the Fisher information matrix Ifp(θ) of the full practical data model
can be calculated as
I
fp
(θ) =
∞∑
z1=0
· · ·
∞∑
zK=0
L!(∫
t
t0
Λ(ψ)dψ
)L
×


∑
v:=(v1,··· ,vL)∈A
L
K(z1,··· ,zK)
∑
v′:=(v′1,··· ,v
′
L
)∈AL
K(z1,··· ,zK)
∫
Cv1
· · ·
∫
CvL
∫
C
v′
1
· · ·
∫
C
v′
L
I
f
θ
(
r1:L, r
′
1:L
)
dr′L · · · dr
′
1drL · · · dr1∑
v:=(v1,··· ,vL)∈A
L
K(z1,··· ,zK)
∫
Cv1
· · ·
∫
CvL
pθ
U(X(T1)),··· ,U(X(TL))|N(t)
(r1, · · · , rL|L) drL · · · dr1

 , (30)
where L = z1 + · · ·+ zK , z1, · · · , zK = 0, 1, · · · , and Ifθ , pθU(X(T1)),··· ,U(X(TL))|N(t) are given by Eq. (23) of Theorem 5.1.
2. The Fisher information matrix Ip(θ) of the practical data model can be calculated as
I
p(θ) =
∞∑
z1=0
· · ·
∞∑
zK=0
∞∑
z=0
∞∑
z′=0
(L + z)!(∫
t
t0
Λ(ψ)dψ
)L+z (L+ z
′)!(∫
t
t0
Λ(ψ)dψ
)L+z′ ×


∑
v:=(v1,··· ,vL+z)∈A
L+z
K+1(z1,··· ,zK,z)
∑
v′:=(v′
1
,··· ,v′
L+z′
)∈A
L+z′
K+1 (z1,··· ,zK,z
′)
∫
Cv1
· · ·
∫
CvL+z
∫
C
v′1
· · ·
∫
C
v′
L+z′
I
f
θ
(
r1:L+z, r
′
1:L+z′
)
∑∞
z=0
∑
v:=(v1,··· ,vL+z)∈A
L+z
K+1(z1,··· ,zK,z)
∫
Cv1
· · ·
∫
CvL+z
pθ
U(X(T1)),··· ,U(X(TL+z))|N(t)
(r1, · · · , rL+z|L + z) drL+z · · · dr1


× dr
′
L+z′ · · · dr
′
1drL+z · · · dr1. (31)
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Proof: It follows using the results obtained in Theorems 2.2 and 5.1. ✷
As can be seen from the results of the above theorem, the key to computing the Fisher information expression is through
the computation of the derivatives of the probability density function of the states. In Lemma 5.1 and [16], we have provided a
general framework to compute these probabilities. In [30], for time-invariant systems, an easy-to-compute recursive formulation
has been developed to deal with the derivatives of the probability density function of the states, and therefore, to compute the
Fisher information matrix.
VI. EFFECT OF NOISE
So far, we have assumed that all the photons detected by a pixelated detector come from the object of interest. However, in
practice, fluorescence microscopy images always are corrupted by a background noise corresponding to the photons emitted
from background components. The number of these photons in the kth, k = 1, · · · ,K , pixel is described by an independently
Poisson distributed random variable Bk with mean βk ≥ 0. Also, in a pixelated detector, the acquired image contains a readout
noise, which can be modeled as an independently Gaussian distributed random variable Ek with mean ηk ≥ 0 and variance
σ2k > 0. The acquired image by a pixelated detector is then can be described by a collection
{Iθ1 , · · · , IθK} of random variables
given by
Iθk = Sθk +Bk + Ek, k = 1, · · · ,K, θ ∈ Θ.
In this case, the likelihood function Lp is given by
Lp(θ|i1, · · · , iK) = pθI1,··· ,IK (i1, · · · , iK) , i1, · · · , iK ∈ R, (32)
where pθI1,··· ,IK denotes the joint probability density function of Iθ1 , · · · , IθK , and can be calculated as [19]
pθI1,··· ,IK (i1, · · · , iK) =
∞∑
z1=0
· · ·
∞∑
zK=0
pI1,··· ,IK|S1,··· ,SK (i1, · · · , iK |z1, · · · , zK)Prθ [S1 = z1, · · · , SK = zK ] ,
in which the conditional probability density function of I1, · · · , IK , given S1, · · · , SK , can be calculated as
pI1,··· ,IK|S1,··· ,SK (i1, · · · , iK |z1, · · · , zK) =
K∏
k=1
pIk|Sk (ik|zk)
=
K∏
k=1
[
1√
2piσk
∞∑
l=0
(
(zk + βk)
le−(zk+βk)
l!
e
− 12
(
ik−l−ηk
σk
)2)]
,
and Prθ (S1 = z1, · · · , SK = zK) is given by Eqs. (16) or (17). By substituting Eq. (32) into the general equation of the
Fisher information matrix, we then can obtain the Fisher information expression in terms of Prθ (S1 = z1, · · · , SK = zK) as
follows
Ip(θ) : = EPrθ[I1=i1,··· ,IK=iK ]
{(
∂ logPrθ [I1 = i1, · · · ,IK = iK ]
∂θ
)T (
∂ logPrθ [I1 = i1, · · · ,IK = iK ]
∂θ
)}
=
∫
R
· · ·
∫
R
Prθ [I1 = i1, · · · , IK = iK ]
(
∂ logPrθ [I1 = i1, · · · , IK = iK ]
∂θ
)T (
∂ logPrθ [I1 = i1, · · · ,IK = iK ]
∂θ
)
di1 · · · diK
=
∫
R
· · ·
∫
R
1
Prθ [I1 = i1, · · · , IK = iK ]
(
∂Prθ [I1 = i1, · · · ,IK = iK ]
∂θ
)T (
∂Prθ [I1 = i1, · · · , IK = iK ]
∂θ
)
di1 · · · diK
=
∫
R
· · ·
∫
R
1
Prθ [I1 = i1, · · · , IK = iK ]

 ∞∑
z1,··· ,zK=0
pI1,··· ,IK |S1,··· ,SK (i1, · · · , iK |z1, · · · , zK)
∂Prθ [S1 = z1, · · · , SK = zK ]
∂θ


T
×

 ∞∑
z′1,··· ,z
′
K
=0
pI1,··· ,IK |S1,··· ,SK
(
i1, · · · , iK |z′1, · · · , z′K
) ∂Prθ [S1 = z′1, · · · , SK = z′K]
∂θ

 di1 · · · diK
=
∫
R
· · ·
∫
R
∑∞
z1,··· ,zK=0
∑∞
z′1,··· ,z
′
K
=0 pI1,··· ,IK |S1,··· ,SK (i1, · · · , iK |z1, · · · , zK) pI1,··· ,IK |S1,··· ,SK
(
i1, · · · , iK |z′1, · · · , z′K
)
∑∞
z1,··· ,zK=0
pI1,··· ,IK |S1,··· ,SK (i1, · · · , iK |z1, · · · , zK)Prθ [S1 = z1, · · · , SK = zK ]
×
(
∂Prθ [S1 = z1, · · · , SK = zK ]
∂θ
)T (
∂Prθ
[
S1 = z′1, · · · , SK = z′K
]
∂θ
)
di1 · · · diK .
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For example, for the full practical data model, as calculated in Theorem 5.2, the above expression can be rewritten as
Ip(θ) :=
∫
R
· · ·
∫
R
∑∞
z1,··· ,zK=0
∑∞
z′1,··· ,z
′
K
=0 pI1,··· ,IK |S1,··· ,SK (i1, · · · , iK |z1, · · · , zK) pI1,··· ,IK |S1,··· ,SK
(
i1, · · · , iK |z′1, · · · , z′K
)
∑∞
z1,··· ,zK=0
pI1,··· ,IK |S1,··· ,SK (i1, · · · , iK |z1, · · · , zK)Prθ [S1 = z1, · · · , SK = zK ]
× L!L′!


∑
v:=(v1,··· ,vL)∈A
L
K
(z1,··· ,zK)
∑
v′:=(v′1,··· ,v
′
L
)∈AL
′
K (z
′
1,··· ,z
′
K)
∫
Cv1
· · · ∫
CvL
∫
C
v′
1
· · · ∫
C
v′
L
I
f
θ
(
r1:L, r
′
1:L
)
dr′L · · · dr′1drL · · · dr1(∫ t
t0
Λ(τ)dτ
)L (∫ t
t0
Λ(τ)dτ
)L′


× di1 · · · diK ,
where L = z1 + · · ·+ zK and L′ = z′1 + · · ·+ z′K .
APPENDICES
Appendix A: Transforming probability density functions
Lemma 6.1: For t0 ∈ R, let {N(τ), τ ≥ t0} be a Poisson process with intensity function Λ(τ), τ ≥ t0. Let t0 ≤ T1 <
T 2 < · · · , be 1D random variables which describe ordered events of the process N . Then, the conditional probability density
function pT1,··· ,TL|N(t) of T1, · · · , TL, given N(t), t > t0, can be calculated as
pT1,··· ,TL|N(t) (τ1, · · · , τL|L) = L!
∏L
l=1 Λ(τl)(∫ t
t0
Λ(ψ)dψ
)L .
Proof: For small ∆τl ≥ 0, l = 1, 2, · · · , L, consider the partitioning of time into the disjoint intervals [τl, τl+∆τl). By using
the independence of the increments of the Poisson process N , we then have [31]
Pr {Tl ∈ [τl, τl +∆τl), l = 1, · · · , L}
= Pr {N(t0, τ1) = 0, N(τ1, τ1 +∆τ1) = 1, · · · , N(τL, τL +∆τL) = 1, N(τL +∆τL, t) = 0}
=
(
L∏
l=1
∫ τl+∆τl
τl
Λ(ψ)dψ
)
e
−
∫
t
t0
Λ(ψ)dψ
. (33)
Therefore, the joint occurrence density pT1,··· ,TL,N(t) of T1, · · · , TL and N(t) is given by [31]
pT1,··· ,TL,N(t)(τ1, · · · , τL, L) = lim
max∆τl→0
Pr {Tl ∈ [τl, τl +∆τl), l = 1, · · · , L}∏L
l=1∆τl
=
(
L∏
l=1
Λ(τl)
)
e
−
∫
t
t0
Λ(ψ)dψ
, t0 ≤ τ1 < · · · < τL ≤ t. (34)
Moreover, the conditional probability density function pT1,··· ,TL|N(t) of T1, · · · , TL, given N(t) = L, can be calculated as
pT1,··· ,TL|N(t)(τ1, · · · , τL|L) =
pT1,··· ,TL,N(t)(τ1, · · · , τL, L)
Pr [N(t) = L]
=
(∏L
l=1
∫ τl+∆τl
τl
Λ(ψ)dψ
)
e
−
∫
t
t0
Λ(ψ)dψ
(∫ t
t0
Λ(ψ)dψ
)L
e
−
∫
t
t0
Λ(ψ)dψ
/L!
= L!
∏L
l=1 Λ(τl)(∫ t
t0
Λ(ψ)dψ
)L . (35)
✷
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