We introduce a novel and efficient sampling algorithm for the Multiplicative Attribute Graph Model (MAGM -Kim & Leskovec (2010)). Our algorithm is strictly more efficient than the algorithm proposed by Yun & Vishwanathan (2012), in the sense that our method extends the best time complexity guarantee of their algorithm to a larger fraction of parameter space. Both in theory and in empirical evaluation on sparse graphs, our new algorithm outperforms the previous one.
Introduction
In this paper we are concerned with statistical models on graphs. The scalability of the model's inference and sampling algorithm is becoming a critical issue especially for sparse graphs, as more and more graph data is becoming available. For instance, one can easily crawl a graph with millions of nodes in few days from Twitter.
In this regard, the Kronecker Product Graph Model (KPGM) of Leskovec et al. (2010) is particularly atPreliminary work.
tractive.
In contrast to traditional models such as Exponential Random Graph Model (ERGM) of Robins et al. (2007) or Latent Factor Model of Hoff (2009) which cannot scale beyond graphs with thousands of nodes, both inference in and sampling from a KPGM scale to graphs with millions of nodes. However, the model has recently been criticized to be not very realistic, both in theory (Seshadhri et al., 2011) and in practice (Moreno & Neville, 2009 ). This is actually not very surprising, as the KPGM is clearly under-parametrized; usually only four parameters are used to fit a graph with millions of nodes.
In order to enrich the expressive power of the model Kim & Leskovec (2010) recently proposed a generalization of KPGM, which is named Multiplicative Attribute Graph Model (MAGM). The advantage of MAGM over KPGM has been argued from both theoretical (Kim & Leskovec, 2010) and empirical (Kim & Leskovec, 2011) perspectives.
No matter how attractive such a generalization is in terms of modeling, we still need to ask does the new model have efficient algorithms for inference and sampling? The inference part of this question was studied by Kim & Leskovec (2011) , while sampling part was partially addressed by Yun & Vishwanathan (2012) . In this paper, we further investigate the sampling issue.
It is straightforward to sample a graph from a MAGM in Θ n 2 time, where n is the number of nodes. Of course, such a naïve algorithm does not scale to large graphs. Therefore, Yun & Vishwanathan (2012) suggested an algorithm which first samples O (log 2 n) 2 graphs from a KPGM and quilts relevant parts of the sampled graphs together to generate a single sample from the MAGM. Since approximate sampling from KPGM takes expected O (e K log 2 n) time, where e K is the expected number of edges in the KPGM, the quilting algorithm runs in O (log 2 n) 3 e K time with high probability. The unsatisfactory aspect of the approach of Yun & Vishwanathan (2012) , however, is that the complexity bound holds only when certain technical 110  111  112  113  114  115  116  117  118  119  120  121  122  123  124  125  126  127  128  129  130  131  132  133  134  135  136  137  138  139  140  141  142  143  144  145  146  147  148  149  150  151  152  153  154  155  156  157  158  159  160  161  162  163  164   165  166  167  168  169  170  171  172  173  174  175  176  177  178  179  180  181  182  183  184  185  186  187  188  189  190  191  192  193  194  195  196  197  198  199  200  201  202  203  204  205  206  207  208  209  210  211  212  213  214  215  216  217  218  219 Efficiently Sampling Multiplicative Attribute Graphs conditions are met.
On the other hand, for the most commonly used parameter settings (see Section 4.5) our algorithm runs in O (log 2 n) 3 (e K + e M ) time with high probability, where e M is the expected number of edges in the MAGM. When the technical conditions of Yun & Vishwanathan (2012) are met, then e M = e K . Therefore, our method extends the best time complexity of Yun & Vishwanathan (2012) to a larger fraction of parameter space. Not only is our algorithm theoretically more interesting, we also show that it empirically outperforms the previous algorithm in sampling sparse graphs.
To design our algorithm, we first define a stochastic ball-dropping process (BDP) (Chakrabarti et al. (2004) , Groër et al. (2010) and Gleich & Owen (To appear.) ). Although a special case of BDP was already introduced as an approximate sampling algorithm for KPGM , to the best of our knowledge neither why such an approximation works nor what is the actual distribution this process is sampling from has been addressed so far.
Our rigorous treatment of these problems enables us to clarify the rational behind a BDP approximation of KPGM (Section 3), and design an efficient sampling algorithm for MAGM (Section 4). We let BDP to propose candidate edges, and then reject some of them with certain probability to match the actual MAGM. This is the classic accept-reject sampling scheme for sampling distributions. The main technical challenge which we address in this paper is to show that the proposal distribution compactly bounds the target distribution, so that we can guarantee the efficiency of the algorithm.
Notation and Preliminaries
We use upper-case letters for matrices (e.g., A). Sets are denoted by upper-case calligraphic letters (e.g., E). We use Greek symbols for parameters (e.g., µ), and integers are denoted in lower-case (e.g., a, b, i, j).
A directed graph is an ordered set (V, E), where V is the set of nodes V = {1, 2, . . . , n}, and E is the set of edges E ⊂ V×V. We say that there is an edge from node i to j when (i, j) ∈ E. Furthermore, for each edge (i, j) ∈ E, i and j are called source and target node of the edge, respectively. Note that although we mainly discuss directed graphs in this paper, most of our ideas can be straightforwardly applied to the case of undirected graphs.
It is convenient to describe a graph in terms of its n×n adjacency matrix A where the (i, j)-th entry A ij of A denotes the number of edges from node i to j. When there exists at most one edge between every (i, j) pair, i.e., A ij ≤ 1 for all i, j, then we call it a simple graph. On the other hand if multiple edges are allowed then it is called a multi-graph. In either case, |E|, the number of edges in the graph, is equal to n i,j=1 A ij . The Kronecker multiplication of matrices is defined as follows (Bernstein, 2005) .
The k-th Kronecker power
Kronecker Product Graph Model (KPGM)
The Kronecker Product Graph Model (KPGM) of Leskovec et al. (2010) is usually parametrized by a 2 × 2 initiator matrix
with each θ ij ∈ [0, 1], and additional size parameter d ∈ Z + . Using Kronecker multiplication, we construct a 2 d × 2 d matrix Γ from Θ:
Γ is called an edge probability matrix, because under the KPGM the probability of observing an edge from node i to node j is simply Γ ij (see Figure 1) . From an adjacency matrix point of view each A ij is an independent Bernoulli random variable with
Note that one can make the model more general by using multiple initiator matrices
rather than a single matrix. In this case, the definition of edge probability matrix Γ is modified to
In this paper we will adopt the more general setting (3). For notational convenience, we stack these initiator matrices to form the parameter arraỹ (k) . Given these parameters, the expected number of edges e K of KPGM can be calculated using
Multiplicative Attribute Graph Model (MAGM)
An alternative way to view KPGM is as follows: associate the i-th node with a bit-vector b(i) of length d such that b k (i) is the k-th digit of integer (i − 1) in its binary representation. Then one can verify that the (i, j)-th entry of the edge probability matrix Γ in (3) can be written as
Under this interpretation, one may consider b k (i) = 1 (resp. b k (i) = 0) as denoting the presence (resp. absence) of the k-th attribute in node i. The factor θ
denotes the probability of an edge between nodes i and j based on the value of their k-th attribute. The attributes are assumed independent, and therefore the overall probability of an edge between i and j is just the product of θ Kim & Leskovec (2010) is also obtained by associating a bit-vector f (i) with a node i. However, f (i) need not be the binary representation of (i − 1) as was the case in the KPGM. In fact, the number of nodes n need not even be equal to 2 d . We simply assume that f k (i) is a Bernoulli random variable with P [f k (i) = 1] = µ (k) . In addition toΘ defined in (4), the model now has additional parametersμ := µ (1) , µ (2) , . . . , µ (d) , and the (i, j)-th entry of the edge probability matrix Ψ is written as
The expected number of edges under this model will be denoted e M , and can be calculated using
Note that when Figure 4 ).
Ball-Dropping Process (BDP)
A naïve but exact method of sampling from KPGM is to generate every entry of adjacency matrix A individually. Of course, such an approach requires Θ n 2 computation and does not scale to large graphs. Alternatively, Leskovec et al. (2010) suggest the following stochastic process as an approximate but efficient sampling algorithm (see Figure 1 ):
• First, sample the number of edges |E| from a Poisson distribution with parameter e K 1 .
• The problem of sampling each individual edge is then converted to the problem of locating the position of a "ball" which will be dropped on a 2 d × 2 d grid. The probability of the ball being located at coordinate (i, j) is proportional to Γ ij . This problem can be solved in O (d) time by employing a divide-and-conquer strategy . See Figure 1 for a graphical illustration, and Algorithm 1 in Appendix B for the pseudo-code.
If a graph is sampled from the above process, however, there is a nonzero probability that the same pair of nodes is sampled multiple times. Therefore, the process generates multi-graphs while the sample space of KPGM is simple graphs. The above generative process is called a ball-dropping process (BDP), in order to distinguish it from the KPGM distribution. Of course, the two are closely related. We show the following theorem which characterizes the distribution of BDP and clarifies the connection between the two.
Theorem 2 (Distribution of BDP) If a multigraph G is sampled from a BDP with parameters Θ and d, then A ij follows an independent Poisson distribution with rate parameter Γ ij defined by (3).
Proof See Appendix A.1.
Recall that in the KPGM, each A ij is drawn from an independent Bernoulli distribution, instead of a Poisson distribution. When the expectation of Bernoulli distribution is close to zero, it is well-known that the Poisson distribution is a very good approximation to the Bernoulli distribution (see e.g., Chapter 1.8, DasGupta (2011)). To elaborate this point, suppose that a random variable X follows a Poisson distribution with rate parameter p, while Y follows a Bernoulli 330  331  332  333  334  335  336  337  338  339  340  341  342  343  344  345  346  347  348  349  350  351  352  353  354  355  356  357  358  359  360  361  362  363  364  365  366  367  368  369  370  371  372  373  374  375  376  377  378  379  380  381  382  383  384   385  386  387  388  389  390  391  392  393  394  395  396  397  398  399  400  401  402  403  404  405  406  407  408  409  410  411  412  413  414  415  416  417  418  419  420  421  422  423  424  425  426  427  428  429  430  431  432  433  434  435  436  437  438  439 Efficiently Sampling Multiplicative Attribute Graphs To locate the position of an edge, the matrix is divided into four quadrants, and one of them is chosen randomly with probability proportional to the weight given by the Θ matrix. Here, the fourth quadrant is chosen. (c) and (d) The above process continues recursively and finally a location in the 8 × 8 grid is determined for placing an edge. Here nodes 8 and 6 are connected.
distribution with the same parameter p. Then, using the Taylor expansion
In practice we are interested in large sparse graphs, therefore most Γ ij values are close to zero, and the Poisson distribution provides a good approximation. In fact, this property of the Poisson distribution is often used in statistical modeling of sparse graphs to make both analysis tractable and computation more efficient (see e.g., Karrer & Newman (2011) ).
Two Observations
Note that exp(−p) ≥ 1 − p and consequently the probability of an edge not being sampled is higher in the BDP than in the KPGM. Consequently, the BDP generates sparser graphs than exact sampling from KPGM. Leskovec et al. (2010) observed this and recommend sampling extra edges to compensate for this effect. Our analysis shows why this phenomenon occurs.
As the BDP is characterized by a Poisson distribution instead of the Bernoulli, it only requires non-negativity of its parameters. Therefore, for a BDP we do not need to enforce the constraint that every θ
ab parameter is bounded by 1. This extra bit of generality will be found useful in the next section.
Sampling Algorithm
In the MAGM, each entry A ij of the adjacency matrix A follows a Bernoulli distribution with parameter Ψ ij . To efficiently sample graphs from the model, again we approximate A ij by a Poisson distribution with the same parameter Ψ ij , as discussed in Section 3.
A close examination of (6) and (7) reveals that KPGM and MAGM are very related. The only difference is that in the case of KPGM the i-th node is mapped to the bit vector corresponding to (i−1) while in the case of MAGM it is mapped to an integer c i (not necessarily (i−1)) whose bit vector representation is f (i). We will call c i the color of node i in the sequel 2 . The concept of color clarifies the connection between KPGM and MAGM through the following equality
Problem Transformation
Let V c be the set of nodes with color 0 ≤ c ≤ n − 1
Instead of sampling the adjacency matrix A directly, we will first generate another matrix B, with B cc ′ defined as
In other words, B cc ′ is the number of edges from nodes with color c to nodes with color c ′ . It is easy to verify that each B cc ′ is a sum of Poisson random variables and hence also follows Poisson distribution (Chapter 13, DasGupta (2011)). Let Λ cc ′ be the rate parameter of the Poisson distribution in B cc ′ , which can be calculated from (9) and (11)
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For each nonzero value of B To summarize, we will first generate B ′ , use B ′ to sample B, and then convert B to A. The time complexity of the algorithm is dominated by the generation of B ′ . See Algorithm 2 of Appendix B for the pseudo-code.
Note that the relation between B and B
′ is similar to that between target and proposal distribution in accept-reject sampling. While B is the target distribution we want to sample, we first generate a proposal B ′ and correct each entry B ′ cc ′ using acceptance ratio
. Just like it is important to find a good proposal distribution which compactly bounds the target distribution in accept-reject sampling, we need B ′ which compactly bounds B. The remainder of this section is devoted to show how this can be done.
Simple Illustrative Proposal
To illustrate the idea behind our construction of B ′ , let us first construct a simple but non-optimal proposal.
Let m be the maximum number of nodes with the same color
Using the notation in (4), if one generates a random matrix B ′ from BDP with the parameterΘ ′ with each
then, by calculation we have Λ (12) and (14), it is obvious that (13) holds
and hence B ′ is a valid proposal for B.
We now investigate the time complexity of sampling B ′ . Since BDP with parameterΘ generates e K number of edges in expectation, B ′ will generate m 2 · e K edges in expectation because its BDP parameter is Yun & Vishwanathan (2012) showed that m ≤ log 2 n with high probability. Therefore, the overall time complexity of sampling is O d · (log 2 n)
2 · e K .
Roughly speaking, the quilting algorithm of Yun & Vishwanathan (2012) always uses the same B ′ irrespective of µ (k) 's. When µ (k) 's are not exactly equal to 0.5, m is no longer bounded by log 2 n. To resolve this problem Yun & Vishwanathan (2012) suggest some heuristics. Instead, we construct a more careful proposal which adapts to values of µ (k) .
Partitioning Colors
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Theorem 3 (Bound of Color Frequencies) With high probability, m F , m I ≤ log 2 n.
Proof See Appendix A.
Construction of Proposal Distribution
Finally, we construct the proposal distribution. The matrix B ′ is the sum of four different BDP matrices
Intuitively, B (F F) concentrates on covering entries of B between frequent colors, while B (I I) spreads out its parameters to ensure that every entry of B is properly covered. On the other hand, B (F I) and B (I F) covers entries between a frequent color and other colors. . Following notation in (4) again, the k-th component of these matrices are defined as The following theorem proves that B ′ is a valid proposal. That is, B ′ bounds B in the sense discussed in Section 4.1, and therefore given B ′ we can sample B.
Theorem 4 (Validity of Proposal) For any c and c
Proof See Appendix A.3.
Also see Algorithm 2 of Appendix B for the pseudocode of the overall algorithm.
Time Complexity
As it takes Θ (d) time to generate each edge in BDP, let us calculate the expected number of edges B ′ will generate. The following quantities similar to (5) and (8) will be found useful
In general, e MK and e KM are not necessarily lower or upper bounded by e M or e K . However, for many of known parameter values for KPGM and MAGM, especially those considered in Kim & Leskovec (2010) and Yun & Vishwanathan (2012) , we empirically observe that they are indeed between e M and e K min {e M , e K } ≤ e MK , e KM ≤ max {e M , e K } . (25) see Figure 4 for a graphical illustration. Note that the time complexity of algorithm in Yun & Vishwanathan (2012) is at least Ω(d · e K ) and attains the best guarantee of O(d (log 2 n) 2 e K ) when e M = e K . When (25) holds, therefore, our algorithm is at least as efficient as their algorithm.
Combining two Algorithms
Note that one can combine our algorithm and the algorithm of Yun & Vishwanathan (2012) to get improved performance. For both algorithms, it only takes O (nd) time to estimate the expected running time. Thus one can always select the best algorithm for a given set of parameter values.
Experiments
We empirically evaluated the efficiency and scalability of our sampling algorithm. Our experiments are designed to answer the following questions: 1) How does our algorithm scale as a function of e M , the expected number of edges in the graph? 2) What is the advantage of using our algorithm compared to that of Yun & Vishwanathan (2012)? Our algorithm is implemented in C++ and will be made available for download from http://anonymous. For quilting algorithm, we used the original implementation of Yun & Vishwanathan (2012) which is also written in C++ and compiled with the same options. All experiments are run on a machine with a 2.1 GHz processor running Linux.
Following Yun & Vishwanathan (2012), we uniformly set n = 2 d , and used the same Θ matrices and µ values at all levels: i.e., Θ = Θ
(
. Furthermore, we experimented with the following Θ matrices used by Kim & Leskovec (2010) 770  771  772  773  774  775  776  777  778  779  780  781  782  783  784  785  786  787  788  789  790  791  792  793  794  795  796  797  798  799  800  801  802  803  804  805  806  807  808  809  810  811  812  813  814  815  816  817  818  819  820  821  822  823  824   825  826  827  828  829  830  831  832  833  834  835  836  837  838  839  840  841  842  843  844  845  846  847  848  849  850  851  852  853  854  855  856  857  858  859  860  861  862  863  864  865  866  867  868  869  870  871  872  873  874  875  876  877  878  879 Efficiently Sampling Multiplicative Attribute Graphs Yun & Vishwanathan (2012) as a function of expected number of edges e M . Each experiment was repeated ten times to obtain error bars. As our algorithm has theoretical time complexity guarantee, irrespective of µ the running time is almost linear in e M . On the other hand, Yun & Vishwanathan (2012) shows superb performance when dealing with relatively dense graphs (µ > 0.5), but when dealing with sparser graphs (µ < 0.5) our algorithm outperforms. Figure 6 shows the dependence of running time on µ more clearly. In our parameter setting, the number of expected edges is an increasing function of µ (see Figure 4 for d = 1). As the time complexity of our algorithm depends on e M , the running time of our algorithm increases accordingly as µ increases. In the case of quilting algorithm, however, the running time is almost symmetric with respect to µ = 0.5. Thus, when µ < 0.5 it is relatively inefficient, compared to when µ ≥ 0.5.
Conclusion
We introduced a novel and efficient sampling algorithm for the MAGM. The run-time of our algorithm depends on e K and e M . For sparse graphs, which are primarily of interest in applications, the value of e M is well bounded, and our method is able to outperform the quilting algorithm. However, when µ is greater than 0.5, MAGM produces dense graphs. In this case the heuristics of Yun & Vishwanathan (2012) work well in practice. One can combine the two algorithms to produce a fast hybrid algorithm. Theoretical investigation of the quilting algorithm and its heuristics may provide more insights into improving both algorithms.
For the parameter settings we studied the corresponding KPGM graphs are sparse and can be sampled efficiently. However, for some values of Θ the corresponding KPGM graphs can become dense and difficult to sample. Removing dependency of time complexity on e K remains an open question, and a focus of our future research.
