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CONVOLUTION OPERATORS WITH SINGULAR MEASURES
OF FRACTIONAL TYPE ON THE HEISENBERG GROUP
TOMA´S GODOY AND PABLO ROCHA
Abstract. We consider the Heisenberg group Hn = Cn × R. Let µγ be the
fractional Borel measure on Hn defined by
µγ(E) =
∫
Cn
χE (w,ϕ(w))
n∏
j=1
ηj
(
|wj |
2
)
|wj|
−
γ
n dw,
where 0 < γ < 2n, ϕ(w) =
n∑
j=1
aj |wj |
2, w = (w1, ...,wn) ∈ Cn, aj ∈ R, and
ηj ∈ C∞c (R). In this paper we study the set of pairs (p, q) such that the right
convolution operator with µγ is bounded from Lp(Hn) into Lq(Hn).
1. Introduction
Let Hn = Cn × R be the Heisenberg group with group law (z, t) · (w, s) =
(z + w, t+ s+ 〈z, w〉) where 〈z, w〉 = 12Im(
n∑
j=1
zj ·wj). For x = (x1, ..., x2n) ∈ R
2n,
we write x = (x′, x′′) with x′ ∈ Rn, x′′ ∈ Rn. So, R2n can be identified with Cn
via the map Ψ(x′, x′′) = x′ + ix′′. In this setting the form 〈z, w〉 agrees with the
standard symplectic form on R2n. Thus Hn can be viewed as R2n × R endowed
with the group law
(x, t) · (y, s) =
(
x+ y, t+ s+
1
2
B(x, y)
)
where the symplectic form B is given by B(x, y) =
n∑
j=1
(yn+jxj − yjxn+j), with
x = (x1, ..., x2n) and y = (y1, ..., y2n), with neutral element (0, 0), and with inverse
(x, t)−1 = (−x,−t).
Let ϕ : R2n → R be a measurable function, and let µγ be the fractional Borel
measure on Hn = R2n × R supported on the graph of ϕ, given by
(1) 〈µγ , f〉 =
∫
R2n
f (w,ϕ (w))
n∏
j=1
ηj
(
|wj |
2
)
|wj |
− γ
n dw
with 0 < γ < 2n, and where the ηj ’s are functions in C
∞
c (R) such that 0 ≤ ηj ≤ 1,
ηj(t) ≡ 1 if t ∈ [−1, 1] and supp(ηj) ⊂ (−2, 2).
Let Tµγ be the right convolution operator by µγ , defined by
(2)
Tµγf (x, t) = (f ∗ µγ) (x, t) =
∫
R2n
f
(
(x, t) · (w,ϕ (w))
−1
) n∏
j=1
ηj
(
|wj |
2
)
|wj |
− γ
n dw.
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We are interested in studying the type set
Eµγ =
{(
1
p
,
1
q
)
∈ [0, 1]× [0, 1] :
∥∥Tµγ∥∥Lp−Lq <∞}
where the Lp - spaces are taken with respect to the Lebesgue measure on R2n+1.
We say that that the measure µγ defined in (1) is L
p-improving if Eµγ does not
reduce to the diagonal 1/p = 1/q.
This problem is well known if in (2) we consider γ = 0 and replace the Heisenberg
group convolution with the ordinary convolution in R2n+1. If the graph of ϕ has
non-zero Gaussian curvature at each point, a theorem of Littman (see [4]) implies
that Eν is the closed triangle with vertices (0, 0), (1, 1), and
(
2n+1
2n+2 ,
1
2n+2
)
(see
[5]). A very interesting survey of results concerning the type set for convolution
operators with singular measures can be found in [6].
Returning to our setting Hn, in [8] and [9] S. Secco obtains Lp-improving properties
of measures supported on curves in H1, under certain assumptions. In [7] F. Ricci
and E. Stein showed that the type set of the measure given by (1), for the case
ϕ(w) = 0, γ = 0 and n = 1, is the triangle with vertices (0, 0), (1, 1), and
(
3
4 ,
1
4
)
.
In [2], the authors adapt the work of Ricci and Stein for the case of manifolds
quadratic hypersurfaces in R2n+1, there we also give some examples of surfaces
with degenerate curvature at the origin.
We observe that if
(
1
p ,
1
q
)
∈ Eµγ then
(3) p ≤ q,
1
q
≥
2n+ 1
p
− 2n,
1
q
≥
1
(2n+ 1)p
.
Indeed, the first inequality follows from Lemma 3 in [2], replacing the sets Aδ
and Fδ,x in the proof of Lemma 4 in [2] by the sets
A′δ =
{
(x, t) ∈ R2n × R : x ∈ D˜ ∧ |t− ϕ(x)| ≤
δ
4
}
and
F ′δ,x =
{
y ∈ D˜ : ‖x− y‖
R2n
≤
δ
4n(1 +
∥∥∇ϕ |supp(η)∥∥∞)
}
where D˜ is a closed disk in R2n contained in the unit disk centered in the origin
such that the origin not belongs to D˜, we observe that the argument utilized in the
proof of Lemma 4 in [2] works in this setting so we get the others two inequalities.
Since 0 < γ < 2n it is clear that ‖Tµγf‖p ≤ c‖f‖p for all Borel function f ∈
Lp(Hn) and all 1 ≤ p ≤ ∞, so ( 1p ,
1
p ) ∈ Eµγ .
In Lemma 4, section 2 below, we obtain the following necessary condition for the
pair ( 1p ,
1
q ) to be in Eµγ :
1
q
≥
1
p
−
2n− γ
2n+ 2
.
Let D be the point of intersection, in the ( 1p ,
1
q ) plane, between the lines
1
q =
2n+1
p − 2n,
1
q =
1
p −
2n−γ
2n+2 and let D
′ be its symmetric with respect to the non
principal diagonal. So
D =
(
4n2 + 2n+ γ
2n(2n+ 2)
,
2n+ (2n+ 1)γ
2n(2n+ 2)
)
=
(
1
pD
,
1
qD
)
y D′ =
(
1−
1
qD
, 1−
1
pD
)
.
Thus Eµγ is contained in the closed trapezoid with vertices (0, 0), (1, 1), D and D
′.
Finally, let Cγ be the point of intersection of the lines
1
q = 1−
1
p and
1
q =
1
p−
2n−γ
2n+2 ,
thus Cγ =
(
4n+2−γ
2(2n+2) ,
2+γ
2(2n+2)
)
.
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In section 3 we prove the following results:
Theorem 1. If µγ is the fractional Borel measure defined in (1), supported on the
graph of the function ϕ(w) =
∑n
j=1 aj |wj |
2, with n ∈ N, aj ∈ R and wj ∈ R
2, then
the interior of the type set Eµγ coincide with the interior of the trapezoid with ver-
tices (0, 0), (1, 1), D and D′. Moreover the semi-open segments
[
(1, 1); (p−1D , q
−1
D )
)
and
[
(0, 0); (1− q−1D , 1− p
−1
D )
)
are contained in Eµγ .
Theorem 2. Let µγ be a fractional Borel measure as in Theorem 1. Then Cγ ∈
Eµγ .
Let µ˜γ be the Borel measure given by
(4) 〈µ˜γ , f〉 =
∫
R2n
f
(
w, |w|2m
)
η
(
|w|2
)
|w|γdw,
where m ∈ N≥2, γ =
2(m−1)
(n+1)m , and η is a function in C
∞
c (R) such that 0 ≤ η ≤ 1,
η(t) ≡ 1 if t ∈ [−1, 1] and supp(η) ⊂ (−2, 2).
In a similar way we characterize the type set of the Borel measure µ˜γ supported on
the graph of the function ϕ(w) = |w|2m. In fact we prove
Theorem 3. Let µ˜γ be the Borel measure defined in (4) with γ =
2(m−1)
(n+1)m , where
n ∈ N and m ∈ N≥2. Then the type set Eµ˜γ is the closed triangle with vertices
A = (0, 0) , B = (1, 1) , C =
(
2n+ 1
2n+ 2
,
1
2n+ 2
)
.
This result improves to the one obtained in Theorem 2 in [2].
Throughout this work, c will denote a positive constant not necessarily the same
at each occurrence.
2. Auxiliary results
Lemma 4. Let µγ be the fractional Borel measure defined by (1), where ϕ(w) =∑n
j=1 aj |wj |
2 and 0 < γ < 2n. If
(
1
p ,
1
q
)
∈ Eµγ , then
1
q ≥
1
p −
2n−γ
2n+2 .
Proof. For 0 < δ ≤ 1, we define Qδ = Dδ ×
[
−(4M + n)δ2, (4M + n)δ2
]
, where
Dδ =
{
x ∈ R2n : ‖x‖ ≤ δ
}
and M = max {|ϕ(y)| : y ∈ D1} . We put
Aδ =
{
(x, t) ∈ D δ
2
× R : |t− ϕ(x)| ≤ 2Mδ2
}
.
Let fδ = χQδ . We will prove first that |(fδ ∗ µγ)(x, t)| ≥ cδ
2n−γ for all (x, t) ∈ Aδ,
where c is a constant independent of δ.
If (x, t) ∈ Aδ, we have that
(5) (x, t) · (y, ϕ(y))−1 ∈ Qδ for all y ∈ D δ
2
;
indeed, (x, t) · (y, ϕ(y))−1 =
(
x− y, t− ϕ(y)− 12B(x, y)
)
, from the homogeneity of
ϕ and since 12 |B(x, y)| ≤ n ‖x‖R2n ‖x− y‖R2n , (5) follows . So
|(fδ ∗ µ)(x, t)| =
∫
R2n
fδ
(
(x, t) · (y, ϕ(y))−1
) n∏
j=1
ηj(|yj |
2) |yj|
− γ
n dy
≥
∫
D δ
2
|y|−γ
n∏
j=1
ηj(|yj |
2)dy =
∫
D δ
2
|y|−γ dy = cδ2n−γ
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for all (x, t) ∈ Aδ and all 0 < δ < 1/2. Thus
‖fδ ∗ µγ‖q ≥
(∫
Aδ
|f ∗ µγ |
q
) 1
q
≥ cδ2n−γ |Aδ|
1
q = cδ2n−γ+
1
q
(2n+2).
On the other hand
(
1
p ,
1
q
)
∈ Eµ implies
‖fδ ∗ µγ‖q ≤ c ‖fδ‖p = cδ
1
p
(2n+2),
therefore δ2n−γ+
1
q
(2n+2) ≤ cδ
1
p
(2n+2) for all 0 < δ < 1 small enough, then
1
q
≥
1
p
−
2n− γ
2n+ 2
.

The following two lemmas deal on certain identities that involve to the Laguerre
polynomials. We recall the definition of these polynomials: the Laguerre polyno-
mials Lαn(x) are defined by the formula
Lαn(x) = e
xx
−α
n!
dn
dxn
(e−xxn+α), n = 0, 1, 2, ...
for arbitrary real number α > −1.
Lemma 5. If Re(β) > −1, then
∞∫
0
σβLn−1k (σ) e
−σ( 12+iξ)dσ =
1
k!
 dk
drk
 Γ(β + 1)
(1 − r)n
(
1
2 +
r
1−r + iξ
)β+1


r=0
,
for n ∈ N and k ∈ N ∪ {0}.
Proof. Let 0 < ǫ < 1 be fixed. From the generating function identity (4.17.3) in [3]
p. 77, we have
(6)
∑
j≥0
σβLn−1j (σ) e
−σ( 12+iξ)rj =
1
(1 − r)n
σβe−σ(
1
2+
r
1−r+iξ), |r| < 1.
Since
∣∣∣Ln−1j (σ) e−σ 12 ∣∣∣ ≤ (j+n−1)!j!(n−1)! for all σ > 0 (see proposition 4.2 in [13]), the
series in (6) is uniformly convergent on the interval
[
ǫ, 1ǫ
]
. Integrating on this
interval we obtain
∑
j≥0

1
ǫ∫
ǫ
σβLn−1j (σ) e
−σ( 12+iξ)dσ
 rj = 1
(1− r)n
1
ǫ∫
ǫ
σβe−σ(
1
2+
r
1−r+iξ)dσ,
so
(7)
1
ǫ∫
ǫ
σβLn−1k (σ) e
−σ( 12+iξ)dσ =
1
k!
 dk
drk
 1
(1− r)n
1
ǫ∫
ǫ
σβe−σ(
1
2+
r
1−r+iξ)dσ


r=0
.
Now let us computation
[
dk
drk
(
1
ǫ∫
ǫ
σβe−σ(
1
2+
r
1−r+iξ)dσ
)]
r=0
. We start to compute
first the derivatives of the function u→
1
ǫ∫
ǫ
σβe−σudσ, where Re(u) > 0. We define
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αǫ(σ) = σu, σ ∈
[
ǫ, 1ǫ
]
, so
1
ǫ∫
ǫ
σβe−σudσ = u−(β+1)
∫
αǫ
zβe−zdz
to apply the Cauchy’s Theorem we have
(8)
1
ǫ∫
ǫ
σβe−σudσ = u−(β+1)

1
ǫ∫
ǫ
xβe−xdx+ I1(u, ǫ)− I2(u, ǫ)

where
I1(u, ǫ) =
∫
[ 1ǫ ,
1
ǫ
u]
zβe−zdz
and
I2(u, ǫ) =
∫
[ǫ,ǫu]
zβe−zdz
are line integrals on C. Now we will prove that for each u0 ∈ C with Re(u0) > 0
the following identity holds
(9) lim
ǫ→0
[
dk
duk
Ij(u, ǫ)
]
u=u0
= 0
for j = 1, 2 and all k ≥ 0. It is easy to check that
I2(u, ǫ) = ǫ
β+1
∫
[1,u]
zβe−ǫzdz.
Since Re(β) > −1 we have that limǫ→0 I2(u0, ǫ) = 0. From the analyticity of the
function z → zβe−ǫz on the region {z : Re(z) > 0} it follows for k ≥ 1[
dk
duk
I2(u, ǫ)
]
u=u0
= ǫβ+1
[
dk−1
duk−1
uβe−ǫu
]
u=u0
,
then limǫ→0
[
dk
duk I2(u, ǫ)
]
u=u0
= 0 for all k ≥ 0.
Analogously and taking account the rapid decay of the function z → e−z on the
region {z : Re(z) > 0} we obtain that limǫ→0
[
dk
duk
I1(u, ǫ)
]
u=u0
= 0 for all k ≥ 0,
so (9) follows. To derive in (8), from the Leibniz’s formula and (9) it follows that
(10) lim
ǫ→0
 dk
duk
1
ǫ∫
ǫ
σβe−σudσ

u=u0
= Γ(β + 1)
[
dk
duk
u−(β+1)
]
u=u0
.
Finally, from (10), to apply the chain rule to the function r →
1
ǫ∫
ǫ
σβe−σu(r)dσ where
u(r) = 12 +
r
1−r + iξ and the Leibniz’s formula give, to do ǫ→ 0 in (7), that
∞∫
0
σβLn−1k (σ) e
−σ( 12+iξ)dσ = lim
ǫ→0
1
ǫ∫
ǫ
σβLn−1k (σ) e
−σ( 12+iξ)dσ
=
1
k!
 dk
drk
 Γ(β + 1)
(1− r)n
(
1
2 +
r
1−r + iξ
)β+1


r=0
.
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
Lemma 6. If Re(β) > −1 and w(ξ) = −
1
2−iξ
1
2+iξ
(ξ ∈ R), then
∞∫
0
σβLn−1k (σ) e
−σ( 12+iξ)dσ =
Γ(β + 1)(
1
2 + iξ
)β+1 ∑
j+l=k
Γ(n− 1− β + j)Γ(β + 1 + l)
Γ(n− 1− β)Γ(β + 1)
w(ξ)l
j!l!
,
for n ∈ N and k ∈ N ∪ {0}.
Proof. We will start find the power series centered at r = 0 of the following function
Q(r) =
1
(1− r)n
(
1
2 +
r
1−r + iξ
)β+1 , |r| < 1.
We observe that
Q(r) =
1
(1− r)n−β−1
(
1
2 + iξ + r
(
1
2 − iξ
))β+1 ,
doing w = −
1
2−iξ
1
2+iξ
, we obtain
Q(r) =
1(
1
2 + iξ
)β+1
(1− r)n−1−β(1− rw)β+1
.
A simple computation gives
(1− r)−n+β+1 = 1 +
∑
j≥1
(n− 1− β)(n− 1− β + 1)...(n− 1− β + j − 1)
rj
j!
(11) =
∑
j≥0
Γ(n− 1− β + j)
Γ(n− 1− β)
rj
j!
.
Analogously we have
(1− rw)−β−1 =
∑
j≥0
Γ(β + 1 + j)
Γ(β + 1)
(rw)j
j!
.
Thus
Q(r) =
1(
1
2 + iξ
)β+1
 ∑
j+l≥0
Γ(n− 1− β + j)Γ(β + 1 + l)
Γ(n− 1− β)Γ(β + 1)
rj+lwl
j!l!
 .
Finally, from Lemma 5 it follows
∞∫
0
σβLn−1k (σ) e
−σ( 12+iξ)dσ =
Γ(β + 1)(
1
2 + iξ
)β+1 ∑
j+l=k
Γ(n− 1− β + j)Γ(β + 1 + l)
Γ(n− 1− β)Γ(β + 1)
wl
j!l!
.

Lemma 7. If Re(β) > −1, then∑
j+l=k
Γ(n− 1−Re(β) + j))Γ(Re(β) + 1 + l)
Γ(n− 1−Re(β))Γ(Re(β) + 1)
1
j!l!
=
(n+ k − 1)!
(n− 1)!k!
,
for n ∈ N and k ∈ N ∪ {0}.
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Proof. From (11) it obtains∑
j+l=k
Γ(n− 1−Re(β) + j))Γ(Re(β) + 1 + l)
Γ(n− 1−Re(β))Γ(Re(β) + 1)
1
j!l!
=
1
k!
[
dk
drk
(1 − r)−n+Re(β)+1(1− r)−Re(β)−1
]
r=0
=
1
k!
[
dk
drk
(1 − r)−n
]
r=0
.
Since
(1− r)−n =
∑
j≥0
Γ(n+ j)
Γ(n)
rj
j!
=
∑
j≥0
(n+ j − 1)!
(n− 1)!j!
rj ,
we have ∑
j+l=k
Γ(n− 1−Re(β) + j))Γ(Re(β) + 1 + l)
Γ(n− 1−Re(β))Γ(Re(β) + 1)
1
j!l!
=
(n+ k − 1)!
(n− 1)!k!
.

3. The main results
To prove Theorem 1 we will decompose the operator Tµγ of the following way:
we consider a family {Tµk}k∈N of operators such that Tµγ =
∑
k∈N
Tµk , ‖Tµk‖1,1 ∼
2−k(2n−γ) and ‖Tµk‖p,q ∼ 2
kγ ‖Tµ0‖p,q where Tµ0 is the operator defined by (2),
taking there γ = 0 and ϕ(w) =
∑n
j=1 aj |wj |
2. Then Theorem 1 will follow from
Theorem 1 in [2], the Riesz-Thorin convexity Theorem and Lemma 4.
Proof of Theorem 1. For each k ∈ N we define
Ak =
{
y = (y1, ..., yn) ∈ (R
2)n : 2−k < |yj | ≤ 2
−k+1, j = 1, 2, ..., n
}
Let µk be the fracional Borel measure given by
µk(E) =
∫
Ak
χE (y, ϕ(y))
n∏
j=1
ηj
(
|yj|
2
)
|yj|
− γ
n dy
and let Tµk be its corresponding convolution operator, i.e: Tµkf = f ∗ µk. Now, it
is clear that µγ =
∑
k µk and
∥∥Tµγ∥∥p,q ≤∑k ‖Tµk‖p,q. For f ≥ 0 we have that∫
f(y, s)dµk(y, s) ≤ 2
kγ
∫
R2n
f (y, ϕ(y))
n∏
j=1
ηj
(
|yj |
2
)
dy.
Thus ‖Tµk‖p,q ≤ c2
kγ ‖Tµ0‖p,q, from Theorem 1 in [2] it follows that
‖Tµk‖ 2n+2
2n+1 ,2n+2
≤ c2kγ .
It is easy to check that ‖Tµk‖1,1 ≤
∣∣µk(R2n+1)∣∣ ∼ ∫Ak |y|−γ dy = c2−k(2n−γ).
For 0 < θ < 1, we define(
1
pθ
,
1
qθ
)
=
(
2n+ 1
2n+ 2
,
1
2n+ 2
)
(1 − θ) + (1, 1)θ,
by the Riesz convexity Theorem we have
‖Tµk‖pθ,qθ ≤ c2
kγ(1−θ)−k(2n−γ)θ
choosing θ such that kγ(1− θ)− k(2n− γ)θ = 0 result sup
k∈N
‖Tµk‖pθ,qθ ≤ c <∞. A
simple computation gives θ = 2n−γ2n , then
(
1
pθ
, 1qθ
)
=
(
1
pD
, 1qD
)
, so ‖Tµk‖pD ,qD ≤ c,
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where c no depend on k. Interpolating once again, but now between the points(
1
pD
, 1qD
)
and (1, 1) we obtain, for each 0 < τ < 1 fixed
‖Tµk‖pτ ,qτ ≤ c2
−k(2n−γ)τ ,
since
∥∥Tµγ∥∥p,q ≤∑k ‖Tµk‖p,q and 0 < γ < 2n, it follows that∥∥Tµγ∥∥pτ ,qτ ≤ c∑
k∈N
2−k(2n−γ)τ <∞,
by duality we also have ∥∥Tµγ∥∥ qτ
qτ−1
, pτ
pτ−1
≤ cτ <∞.
Finally, the theorem follows from the Riesz convexity Theorem, the restrictions
that appear in (3) and Lemma 4. 
To prove Theorem 2, we will consider an auxiliary operator TN , with N ∈ N
fixed, which will be embedded in an analytic family TN,z of operators on the strip
− 2n−γ2+γ ≤ Re(z) ≤ 1 such that
(12)
{
‖TN,z (f)‖L∞(Hn) ≤ Az ‖f‖L1(Hn) Re(z) = 1
‖TN,z (f)‖L2(Hn) ≤ Az ‖f‖L2(Hn) Re(z) = −
2n−γ
2+γ
where Az will depend admissibly on the variable z and it will not depend on N . We
denote TN = TN,0. By Stein’s theorem on complex interpolation, it will follow that
the operator TN will be bounded from L
pγ (Hn) into Lp
′
γ (Hn), where
(
1
pγ
, 1p′γ
)
= Cγ ,
uniformly in N . If we see that TNf(x, t) → cTµγf(x, t) a.e.(x, t) as N → ∞, then
Theorem 2 will follow from Fatou’s Lemma.
To prove the second inequality in (12) we will see that such a family will admit
the expression
TN,z(f)(x, t) = (f ∗KN,z) (x, t),
where KN,z ∈ L
1(Hn), moreover it is a polyradial function (i.e. the values of
KN,z depend on |w1| ,..., |wn| and t). Now our operator TN,z can be realized as a
multiplication of operators via the group Fourier transform, i.e.
T̂N,z(f)(λ) = f̂(λ)K̂N,z(λ)
where, for each λ 6= 0, K̂N,z(λ) is an operator on the Hilbert space L
2(Rn) given
by
K̂N,z(λ)g(ξ) =
∫
Hn
KN,z(ς, t)πλ(ς, t)g(ξ)dςdt.
It then follows from Plancherel’s theorem for the group Fourier transform that
‖TN,zf‖L2(Hn) ≤ Az ‖f‖L2(Hn)
if and only if
(13)
∥∥∥K̂N,z(λ)∥∥∥
op
≤ Az
uniformly over N and λ 6= 0. Since KN,z is a poliradial integrable function, then
by a well known result of Geller (see Lemma 1.3, p. 213 in [1]), the operators
K̂N,z(λ) : L
2(Hn) → L2(Hn) are, for each λ 6= 0, diagonal with respect to a
Hermite basis for L2(Rn). This is
K̂N,z(λ) = Cn (δγ,ανN,z(α, λ))γ,α∈Nn0
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where Cn = (2π)
n, α = (α1, ..., αn), δγ,α = 1 if γ = α and δγ,α = 0 if γ 6= α, and
the diagonal entries νN,z(α1, ..., αn, λ) can be expressed explicitly in terms of the
Laguerre transform. We have in fact
νN,z(α1, ..., αn, λ) =
∞∫
0
...
∞∫
0
KλN,z(r1, ..., rn)
n∏
j=1
(
rjL
0
αj (
1
2
|λ| r2j )e
− 14 |λ|r
2
j
)
dr1...drn
where L0k(s) are the Laguerre polynomials, i.e. L
0
k(s) =
∑k
i=0
(
k!
(k−i)!i!
)
(−s)i
i! and
KλN,z(ς) =
∫
R
KN,z(ς, t)e
iλtdt. Now (13) is equivalent to
‖TN,zf‖L2(Hn) ≤ Az ‖f‖L2(Hn)
if and only if
(14) |νN,z(α1, ..., αn, λ)| ≤ Az
uniformly over N , αj and λ 6= 0. If Re(z) = −
2n−γ
2+γ , in the proof of Theorem 2 we
find that (14) holds with Az independent of N , λ 6= 0 and αj , and then we obtain
the boundedness on L2(Hn) that is stated in (12).
We consider the family {Iz}z∈C of distributions on R that arises by analytic
continuation of the family {Iz} of functions, initially given when Re(z) > 0 and
s ∈ R \ {0} by
(15) Iz(s) =
2−
z
2
Γ
(
z
2
) |s|z−1 .
In particular, we have Îz = I1−z , also I0 = cδ where ·̂ denotes the Fourier transform
on R and δ is the Dirac distribution at the origin on R.
Let H ∈ S(R) such that supp(Ĥ) ⊆ (−1, 1) and
∫
Ĥ(t)dt = 1. Now we put
φN (t) = H(
t
N ) thus φ̂N (ξ) = NĤ(Nξ) and φ̂N → δ in the sense of the distribution,
as N →∞.
For z∈ C and N ∈ N, we also define JN,z as the distribution on H
n given by the
tensor products
(16) JN,z = δ ⊗ ...⊗ δ ⊗
(
Iz ∗R φ̂N
)
where ∗R denotes the usual convolution on R and Iz is the fractional integration
kernel given by (15). We observe that
(17) JN,0 = δ ⊗ ...⊗ δ ⊗ cφ̂N → δ ⊗ ...⊗ δ ⊗ cδ
in the sense of the distribution as N →∞.
Proof of Theorem 2. Let {TN,z} be the family operators on the strip −
2n−γ
2+γ ≤
Re(z) ≤ 1, given by
TN,zf = f ∗ µγ,z ∗ JN,z,
where JN,z is given by (16) and µγ,z by
(18) µγ,z(E) =
∫
R2n
χE (w,ϕ(w))
n∏
j=1
ηj
(
|wj |
2
)
|wj |
(z−1) γ
n dw.
Now (17) implies that TN,0f(x, t)→ cTµγf(x, t) a.e.(x, t) as N →∞.
For Re(z) = 1 we have
µγ,z ∗ JN,z(x, t) =
(
Iz ∗R φ̂N
)
(t− ϕ(x))
n∏
j=1
ηj
(
|xj |
2
)
|xj |
iIm(z) γ
n ,
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so ‖µγ,z ∗ JN,z‖∞ ≤ c
∣∣Γ ( z2)∣∣−1. Then, for Re(z) = 1, we obtain
‖TN,zf‖∞ ≤ ‖f ∗ µγ,z ∗ JN,z‖∞ ≤ ‖f‖1 ‖µγ,z ∗ JN,z‖∞ ≤ c
∣∣∣Γ(z
2
)∣∣∣−1 ‖f‖1
where c is a positive constant independent of N and z.
We put KN,z = µγ,z ∗ JN,z, for Re(z) = −
2n−γ
2+γ we have that KN,z ∈ L
1(Hn).
Indeed
KN,z(x, t) =
(
Iz ∗R φ̂N
)
(t− ϕ(x))
n∏
j=1
ηj
(
|xj |
2
)
|xj |
(z−1) γ
n ,
since 0 < γ < 2n it follows that 2 + Re((z − 1) γn ) = 2 −
2n+2
2+γ
γ
n > 0 and so∏n
j=1 ηj
(
|xj |
2
)
|xj |
(z−1) γ
n ∈ L1(R2n), in the proof of Lemma 5 in [2] it shows that(
Iz ∗R φ̂N
)
∈ L1(R). These two facts imply that KN,z ∈ L
1(Hn). In addition Kz,N
is a polyradial function. Thus the operator K̂z,N (λ) is diagonal with respect to a
Hermite base for L2(Rn), and its diagonal entries νz,N (α, λ), with α = (α1, ..., αn) ∈
Nn0 , are given by
νN,z(α, λ) =
∞∫
0
...
∞∫
0
KλN,z(r1, ..., rn)
n∏
j=1
(
rjL
0
αj (|λ|r
2
j /2)e
− 14 |λ|r
2
j
)
dr1...drn
(19) = I1−z(−λ)φN (λ)
n∏
j=1
∞∫
0
ηj(r
2
j )L
0
αj
(
|λ|r2j /2
)
e−
1
4 |λ|r
2
j eiλajr
2
j r
1+(z−1) γ
n
j drj .
Thus, it is enough to study the integral
∞∫
0
η1(r
2)L0α1
(
|λ|r2/2
)
e−
1
4 |λ|r
2
eiλa1r
2
r1+(z−1)
γ
n dr,
where a1 ∈ R and η1 ∈ C
∞
c (R). We make the change of variable σ = |λ|r
2/2 in
such an integral to obtain
∞∫
0
η1(r
2)L0α1
(
|λ|r2/2
)
e−
1
4 |λ|r
2
eiλa1r
2
r1+(z−1)
γ
n dr
= 2−
(n+1)γ
(2+γ)n |λ|−(1+
(z−1)γ
2n )
∞∫
0
η1
(
2σ
|λ|
)
L0α1 (σ) e
−σ2 ei2sgn(λ)a1σσ
(z−1)γ
2n dσ
= 2−
(n+1)γ
(2+γ)n |λ|−(1+
(z−1)γ
2n ) (Fα1,βGλ) (̂−2sgn(λ)a1)
= 2−
(n+1)γ
(2+γ)n |λ|
−(1+ (z−1)γ2n ) (F̂α1,β ∗ Ĝλ)(−2sgn(λ)a1)
where
Fα1,β(σ) := χ(0,∞)(σ)L
0
α1 (σ) e
−σ2 σβ ,
with β = (z−1)γ2n , and
Gλ(σ) := η1
(
2σ
|λ|
)
.
Now
(20)∣∣∣(F̂α1,β ∗ Ĝλ)(−2sgn(λ)a1)∣∣∣ ≤ ∥∥∥F̂α1,β ∗ Ĝλ∥∥∥
∞
≤
∥∥∥F̂α1,β∥∥∥
∞
∥∥∥Ĝλ∥∥∥
1
=
∥∥∥F̂α1,β∥∥∥
∞
‖η̂1‖1 .
CONVOLUTION OPERATORS WITH SINGULAR MEASURES OF FRACTIONAL TYPE 11
So it is enough to estimate
∥∥∥F̂α1,β∥∥∥
∞
. Since
F̂α1,β(ξ) =
∞∫
0
σβL0α1 (σ) e
−σ( 12+iξ)dσ,
from Lemma 6, with n = 1, k = α1 and β =
(z−1)γ
2n we obtain
F̂α1,β(ξ) =
Γ(β + 1)(
1
2 + iξ
)β+1 ∑
j+l=α1
Γ(−β + j)Γ(β + 1 + l)
Γ(−β)Γ(β + 1)
wl
j!l!
,
to take modulo in this expression and since |w| = 1 it follows that∣∣∣F̂α1,β(ξ)∣∣∣ ≤ Γ(−Re(β))Γ(Re(β) + 1)∣∣∣( 12 + iξ)β+1∣∣∣ |Γ(−β)|
∑
j+l=α1
Γ(−Re(β) + j))Γ(Re(β) + 1 + l)
Γ(−Re(β))Γ(Re(β) + 1)
1
j!l!
.
From Lemma 7, with n = 1 and k = α1 we have∑
j+l=α1
Γ(−Re(β) + j))Γ(Re(β) + 1 + l)
Γ(−Re(β))Γ(Re(β) + 1)
1
j!l!
= 1.
So ∣∣∣F̂α1,β(ξ)∣∣∣ ≤ Γ(−Re(β))Γ(Re(β) + 1)∣∣∣( 12 + iξ)β+1∣∣∣ |Γ(−β)| ≤
Γ
(
(n+1)γ
(2+γ)n
)
Γ
(
2n−γ
(2+γ)n
)
(1/2)
2n−γ
(2+γ)n e−
Im(z)πγ
4n
∣∣∣Γ( (1−z)γ2n )∣∣∣ .
Finally, for Re(z) = − 2n−γ2+γ , we obtain
|νz,N(k, λ)| ≤ cn,γ |I1−z(−λ)φN (λ)||λ|
−(1+ (z−1)γ2n )n
n∏
j=1
‖F̂αj ,β‖∞‖η̂j‖1
≤
cn,γ e
Im(z)πγ
4 ‖H‖∞
[
Γ
(
(n+1)γ
(2+γ)n
)]n [
Γ
(
2n−γ
(2+γ)n
)]n∏n
j=1 ‖η̂j‖1∣∣Γ ( 1−z2 )∣∣ ∣∣∣Γ( (1−z)γ2n )∣∣∣n .
By (14) it follows, for Re(z) = − 2n−γ2+γ , that
‖TN,zf‖L2(Hn) ≤ cn,γ
e
Im(z)πγ
4∣∣Γ ( 1−z2 )∣∣ ∣∣∣Γ( (1−z)γ2n )∣∣∣n ‖f‖L2(Hn)
It is easy to see, with the aid of the Stirling formula (see [12], p. 326), that the family
{TN,z} satisfies, on the strip −
2n−γ
2+γ ≤ Re(z) ≤ 1, the hypothesis of the complex
interpolation theorem (see [10] p. 205) and so TN,0 is bounded from L
pγ (Hn) into
Lp
′
γ (Hn) uniformly on N , where
(
1
pγ
, 1p′γ
)
= Cγ , then letting N tend to infinity, we
obtain that the operator Tµγ is bounded from L
pγ (Hn) into Lp
′
γ (Hn). 
We re-establish Theorem 1 and Theorem 2 in the following
Theorem 8. Let µγ be a fractional Borel measure as in Theorem 1. Then the
interior of Eµγ is the open trapezoidal region with vertices (0, 0), (1, 1), D and D
′.
Moreover Cγ and the closed segments joining D
′ with (0, 0) and D with (1, 1) except
maybe D and D′ are contained in Eµγ .
Proof of Theorem 3. We consider, for each N ∈ N fixed, the analytic family
{UN,z} of operators on the strip −n ≤ Re(z) ≤ 1, defined by UN,zf = f ∗ µ˜(1−z)γ ∗
JN,z where µ˜(1−z)γ i given by (4), JN,z by (16) and UN,0f(x, t) → Uµ˜γf(x, t) :=
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(f ∗ µ˜γ)(x, t) a.e.(x, t) as N → ∞. Proceeding as in the proof of Theorem 2 it
follows, for Re(z) = 1, that ‖UN,z‖1,∞ ≤ c |Γ(z/2)|
−1
. Also it is clear that, for
Re(z) = −n, the kernel µ˜(1−z)γ ∗ JN,z ∈ L
1(Hn) and it is a radial function. Now,
our operator ̂(µ˜(1−z)γ ∗ JN,z)(λ) is diagonal, with diagonal entries νN,z(k, λ) given
by
νz,N (k, λ) =
k!
(k + n− 1)!
∞∫
0
(µ˜(1−z)γ ∗ JN,z)(s, −̂λ)L
n−1
k (|λ|s
2/2)e−|λ|s
2/4s2n−1ds
=
k!
(k + n− 1)!
I1−z(−λ)φN (λ)
∞∫
0
η(s2)Ln−1k (|λ|s
2/2)e−|λ|s
2/4eiλs
2m
s2n−1+(1−z)γds.
Now we study this integral, the change of variable σ = |λ|s2/2 gives
∞∫
0
η(s2)Ln−1k (|λ|s
2/2)e−|λ|s
2/4eiλs
2m
s2n−1+(1−z)γds
= 2n−1+
(1−z)γ
2 |λ|−(n+
(1−z)γ
2 )
∞∫
0
η
(
2σ
|λ|
)
Ln−1k (σ)e
− σ2 ei(2σ)
m|λ|1−msgn(λ)σn−1+
(1−z)γ
2 dσ.
= 2n−1+
(1−z)γ
2 |λ|−(n+
(1−z)γ
2 )
(
F̂k,β ∗
(
Ĝλ ∗ R̂λ
))
(0),
where
Fk,β(σ) := χ(0,∞)(σ)L
n−1
k (σ) e
−σ2 σβ ,
with β = n− 1 + (1−z)γ2 ,
Gλ(σ) := η (2σ/|λ|)
and
Rλ(σ) = χ(0,|λ|)(σ)e
i2msgn(λ)|λ|1−mσm .
Now
(21)
∥∥∥F̂k,β ∗ (Ĝλ ∗ R̂λ)∥∥∥
∞
≤
∥∥∥F̂k,β∥∥∥
1
∥∥∥Ĝλ∥∥∥
1
∥∥∥R̂λ∥∥∥
∞
So it is enough to estimate the right side of this inequality. From Lemma 6 and
Lemma 7 we obtain∣∣∣F̂k,β(ξ)∣∣∣ ≤ Γ(n− 1−Re(β))Γ(Re(β) + 1)∣∣∣( 12 + iξ)β+1∣∣∣ |Γ(n− 1− β)|
(n+ k − 1)!
(n− 1)!k!
.
Since Re(z) = −n, γ = 2(m−1)(n+1)m and β = n − 1 +
(1−z)γ
2 we have Re(β) = n −
1
m ,
thus it follows that
(22)
∥∥∥F̂k,βz∥∥∥
1
≤
c e
|Im(z)|γπ
4∣∣Γ ( z−12 γ)∣∣ (n+ k − 1)!(n− 1)!k!
∞∫
0
1(
1
4 + ξ
2
) 1
2 (n+1−
1
m )
dξ,
the last integral is finite for all n ≥ 1 and all m ≥ 2. It is clear that
∥∥∥Ĝλ∥∥∥
1
= ‖η̂‖1.
Now, we estimate
∥∥∥R̂λ∥∥∥
∞
. Taking account of Proposition 2, p. 332, in [11] we note
that
(23)
∣∣∣R̂λ(ξ)∣∣∣ =
∣∣∣∣∣∣∣
|λ|∫
0
ei(2
msgn(λ)|λ|1−mσm−ξσ)dσ
∣∣∣∣∣∣∣ ≤
Cm
|λ|
1−m
m
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where the constant Cm does not depend on λ. Then, for Re(z) = −n, from (21),
(22) and (23) we obtain
|νN,z(k, λ)| ≤ c
k!
(k + n− 1)!
|I1−z(−λ)φN (λ)||λ|
−(n+ (1+n)γ2 )
∥∥∥F̂k,β ∗ (Ĝλ ∗ R̂λ)∥∥∥
∞
≤ cn,m‖H‖∞ ‖η̂‖1
e
|Im(z)|γπ
4∣∣Γ (1−z2 )∣∣ ∣∣Γ (z−12 γ)∣∣
∞∫
0
1(
1
4 + ξ
2
) 1
2 (n+1−
1
m )
dξ.
By (14) it follows, for Re(z) = −n, that
‖UN,zf‖L2(H)n ≤ cn,m
e
|Im(z)|γπ
4∣∣Γ (1−z2 )∣∣ ∣∣Γ (z−12 γ)∣∣‖f‖L2(H)n .
It is clear that the family {UN,z} satisfies, on the strip −n ≤ Re(z) ≤ 1, the hypoth-
esis of the complex interpolation theorem. Thus UN,0 is bounded from L
2n+2
2n+1 (Hn)
into L2n+2(Hn) uniformly in N , and letting N tend to infinity we conclude that
the operator Uµ˜γ is bounded from L
2n+2
2n+1 (Hn) into L2n+2(Hn) for n ∈ N. Finally,
the theorem follows from the restrictions that appear in (3). 
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