ABSTRACT Background subtraction is a key prerequisite for a wide range of image processing applications due to its pervasiveness in various contexts. In particular, video surveillance highly requires the reliable background subtraction for further operations, such as object tracking and recognition, and thus, enormous efforts for this task have been devoted in recent decades. However, the path of technological evolution for background subtraction has now faced with an important issue that has started to be resolved: sensitivity to dynamic changes of scene contexts (e.g., illumination variations and moving backgrounds). Such dynamic changes are hardly tolerated by most of traditional background models, since they yield the drastically different statistics of pixel values even onto the relevant position between consecutive frames. To resolve this problem, many researchers in this field have developed robust and efficient methods. The goal of this paper is to provide a comprehensive review with a special attention to schemes related to handling varying illuminations frequently occurring in the outdoor surveillance scenario. This paper covers a systematic taxonomy, methodologies, and performance evaluations on benchmark databases, and also provides constructive discussions for the smart video surveillance under unconstrained outdoor environments.
I. INTRODUCTION
With rapidly increasing the number of various cameras available on diverse environments, video surveillance has been actively studied in last decades. Furthermore, for the public safety against criminal attacks and terrorisms, more advanced operations such as object tracking, recognition, and behavior understanding have started to be applied to the surveillance system. For example, patterns of motions occurring in the particular region are accordingly analyzed to detect doubtful bags, abnormal events, etc. Background subtraction is an essential task for the success of video surveillance under a wide range of real-world scenarios. The purpose of background subtraction is to discriminate moving objects, which are referred to as foreground, from static parts of a given scene [1] . As a pioneer work, the difference between the current frame and the simple background model (e.g., single Gaussian model [2] ) is computed at each pixel position to detect notable motions and the background model is subsequently updated to allow small variations of pixel values on the relevant position into the background model. While this static background model performs appropriately under constrained indoor environments, it yields significant problems in real-world situations including background clutters, outdoor dynamics, etc. Even though a substantial amount of algorithms has been proposed for background subtraction, most of them still need to be improved to cope with these limitations.
Recently, background subtraction for outdoor surveillance has gained great attentions due to demands on crowd analysis [3] , abnormal event monitoring [4] , intelligent traffic control systems [5] , people safety [6] , animal surveillance in the wild [7] , etc. It is naturally considered a fact that the deployment of outdoor surveillance systems keeps growing year after year in such diverse environments as downtown, campus or border areas. Therefore, considerable efforts have been thrown into challenging tasks of background subtraction under outdoor environments, not only by academic fields, but also by private companies. The main problems to achieve the reliable outdoor surveillance are dynamic changes of background in a given scene, which can be briefly summarized as follows:
• Change of lighting conditions : while the illumination gradually changes according to the time in a day (i.e., the sun moves across the sky), it also can dynamically FIGURE 1. Varying illuminations in outdoor environments. Some examples from (a) PETS2001 [82] and (b) OTCBVS [83] databases. Notice that the lighting condition changes globally in PETS2001 samples while it locally varies due to moving clouds in a short time. It should be emphasized that the dramatic changes occur even in the same background region by varying illuminations (see x, y, z, and {).
varies by the movement of clouds in local as well as global areas.
• Moving backgrounds : structured and repeated motion patterns, e.g., waving trees and rippling water, often occur in outdoor environments, which are distinctive from variations of pixel values belonging to the static background [8] . Compared to moving backgrounds occurring in the relatively limited region with a predictable patterns, maintaining the background model with consideration of varying illuminations is a work of the greatest difficulty for outdoor surveillance (see Fig. 1 ) [9] . More specifically, a sudden illumination change by passing clouds in a short time totally destroys the history of pixel values occluded by casting shadows, which probably leads to the high-level false positive rate as shown in Fig. 1(b) . This change also makes the problem of camouflage, that is, moving objects having similar chromatic features to the shadow are hardly detected as foreground. For example, black-suited people are not likely to be detected as foreground in the shadow region even though they move fast in that area. To tackle this problem, intensive researches have been conducted based on various techniques from the field of mathematical engineering as well as computer vision. This paper is a new attempt to provide a comprehensive review of background subtraction for outdoor surveillance with a special attention on strategies to handle varying illuminations, so-called illumination-invariant background subtraction (IIBS). Even though several surveys have been published in literature [10] - [14] , to the best of our knowledge, this is the first work to give a in-depth overview focusing on illumination variations for background subtraction. Specifically, this paper explains diverse methodologies devised for IIBS task with a systematic categorization. The performance evaluation using representative methods is detailedly demonstrated based on the benchmark databases and the discussion of the corresponding results is also provided. It is worth noting that this paper can be regarded as a practical guide for beginners or experts by providing qualitative and quantitative results of representative IIBS methods with their processing times. Moreover, since this review efficiently concentrates on a specific and important issue for background subtraction (i.e., varying illuminations) with the corresponding approaches recently proposed, therefore, it is expected to give a great help to develop more advanced algorithms for the high-performance outdoor surveillance system. Finally, this review also provides advantages, weaknesses, and future direction of those background subtraction models for outdoor surveillance. The main contributions of this paper are fourfold:
• In this review, core aspects in illumination-invariant background subtraction systems, e.g., how to formulate the IIBS problem, how to categorize IIBS models, and which factors need to be considered for constructing IIBS systems, are discussed in depth. It is believed that those questions effectively give a general understanding of the IIBS system and inspires newcomers to dramatically contribute to this topic.
• The review presented here pays more attention to turning on the systematic survey based on the vulnerability of background subtraction due to the outdoor dynamics while previous overviews focus on specific methods just in a timeline without any organic connection between them. This is fairly desirable since such problem-driven summarization is helpful to comprehend the key components to build the reliable IIBS system. Moreover, this review appropriately includes recently published works whereas most of methods introduced in previous surveys have become outdated although they are landmark models in this field.
• In contrast to previous comparative studies just listing up individual works, existing methods for IIBS are efficiently grouped according to the proposed taxonomy and various aspects are subsequently analyzed in this paper. The strengths and drawbacks are also discussed in detail.
• Rather than explaining the algorithm of previous approaches without experimental results, the performance comparison is conducted based on benchmark databases, which are collected under varying illuminations, in this review. By comparing the accuracy as well as the processing time, meaningful discoveries have been presented and some insights into the future are shown with constructive discussions.
The rest of this paper is organized as follows. The general procedure of the illumination-invariant background subtraction and a systematic taxonomy are presented in Section II. The comprehensive survey for representative IIBS methods are introduced in Section III. The performance comparison based on benchmark databases is demonstrated and the related discussion is presented in Section IV. Conclusions follow in Section V.
II. ILLUMINATION-INVARIANT BACKGROUND SUBTRACTION: A CONCEPT AND TAXONOMY

A. GENERAL FORMULATION OF IIBS PROBLEM
Many background subtraction models have been proposed to cope with varying illuminations. Although they are designed with different philosophies, most of IIBS methods share a common assumption that the underlying structure of background in a given scene is static (i.e., unchanged) regardless of outdoor dynamics and thus moving objects can be discriminated from background by the simple comparison, which is very similar with the traditional background subtraction [12] , [15] , formulated as
where I k (x, y) denotes the feature vector (e.g., colors, edges, etc.) onto (x, y) pixel position at the k th frame and B k M (x, y) is the background model for the corresponding pixel. D(·, ·) and τ denote the distance metric and the thresholding value, respectively. M k (x, y) thus indicates the motion label (i.e., 1 → foreground and 0 → background). The overall procedure of IIBS methods is shown in Fig. 2 . As can be seen, the background model B k M (x, y) needs to be carefully defined for revealing the underlying structure of background to be illumination-invariant. Notice that the background model B can be defined in a pixel-level (like this example), block-level, or frame-level. Moreover, it is highly required that the corresponding background model is subsequently maintained with various updating schemes (e.g., online interpolation [16] , [17] , parametric learning [18] , [19] , supervised learning [20] , [21] , etc.) to tolerate the statistical variations by the change of lighting conditions in a short time. In fact, the difference between IIBS methods stems from the way to define and maintain this background model B, and thus our review is conducted by analyzing such strategies of previous approaches. It is thought that this aspect helps readers to understand essential components for constructing robust IIBS frameworks. The detailed categorization of IIBS methods will be demonstrated in the following subsection.
B. A SYSTEMATIC TAXONOMY
In general, it is difficult to reach the universal agreement on the taxonomy of IIBS methods. Nevertheless, IIBS methods can be categorized with different factors for better understanding of a problem. Based on the nature and features employed, IIBS methods can be broadly divided into FIGURE 2. Overall procedure of IIBS methods. The background model needs to be consistently updated using previous frames to be illumination-invariant. Notice that the background model can be defined in a pixel-level (this example), block-level, or frame-level.
FIGURE 3.
A systematic taxonomy of IIBS methods. Notice that two main groups (i.e., computational and biologically-inspired approaches) can be sub-categorized with three different attributes, i.e., correlation, scale, and domain. two main groups: 1) computational and 2) biologicallyinspired approaches. Each category can be further classified into various sub-models, which will be introduced in the following Section, with three different attributes, i.e., correlation, scale, and domain. Specifically, the correlation has a connection with whether or not to use the spatial relationship, that is, pixel-based approaches only utilize the current pixel value to define a feature vector while block-based ones combine its neighboring pixels according to the spatial proximity. The scale is related to the metric for the background determination, which can be defined based on the whole image (i.e., global scale) or the sub-image (i.e., local scale). Finally, the domain indicates the characteristics of the feature space (i.e., spatial and frequency space). Figure 3 shows this taxonomy in a hierarchical manner and the corresponding categorization using some representative methods is shown in Table 1 , respectively.
First of all, numerous computational approaches have been proposed for IIBS. These approaches aim at suppressing outliers (i.e., background pixels falsely detected as foreground by varying illuminations) based on diverse techniques VOLUME 5, 2017 from mathematical engineering and optimization theories. Specifically, most of them attempt to implicitly allow varying illuminations into the background model by exploiting a variety of computer vision techniques, e.g., mixture of Gaussians [22] - [24] , pixel replacement [1] , [25] - [28] , visual codebooks [29] - [34] , low-rank representation [35] - [46] , illumination-invariant feature representation [47] - [50] , neural networks [51] , [52] , etc. Such dedicated background models efficiently reduce the effect of varying illuminations in background, and it thus leads to the reliable results of background subtraction under outdoor environments. Furthermore, most of them provide a unified framework for handling both varying illuminations and moving backgrounds (e.g., waving trees and rippling water), which is useful for a wide range of outdoor surveillance scenarios.
As alternatives to computational approaches, biologicallyinspired solutions have been studied. These approaches attempt to mimic the human visual system (HVS), which has an ability to quickly grasp the relevant regions even in a complex scene without any training. In this category, they formulate the problem of IIBS as detecting salient regions under varying illuminations. Since the contrast is generally thought as the most important factor to contribute such visual saliency based on the neurobiological experiments [53] , [54] , most of them have been devised by exploiting the centersurround hypothesis, i.e., the relevant context in a given scene is not determined by the absolute value of the visual information, but rather the difference between a current point and its surroundings (i.e., contrast) [56] . In this point of view, moving objects showing distinctive motions can be regarded as most salient regions in a given scene and thus expected to be successfully detected regardless of dynamic changes of background (e.g., varying illuminations and moving backgrounds). That is, any additional task for considering various factors to maintain the background model under outdoor environments is not required in this framework. This saliency-based schemes have been successfully applied to IIBS methods with the contrast of spatial features [55] - [59] and filtering of the frequency coefficients [60] - [63] . On the other hand, some methods have adopted the topological relationship-based visual attention mechanism, which preserves the distribution of the background model using neighbor connections on the grid network, for maintaining the background model [64] - [66] . It is noteworthy that most of saliency-based background subtraction approaches (especially using the spectral coefficients) perform very fast due to their nature taking HVS off and can be directly embedded in the camera.
In the following Section, we provide methodologies of diverse approaches for illumination-invariant background subtraction in detail, based on the taxonomy presented above.
III. ILLUMINATION-INVARIANT BACKGROUND SUBTRACTION: METHODOLOGIES A. COMPUTATIONAL APPROACHES FOR IIBS 1) MIXTURE OF GAUSSIANS BASED MODELS
Over the last years, pixel-based methods have been increasingly proposed due to the ability for accurately preserving the shape of moving objects. Among them, the mixture of Gaussians (MoG) has been widely employed up to now. Most notably, Stauffer and Grimson [22] proposed to formulate the distribution of pixel values over the time as MoG. In addition, they attempted to update MoG models defined at each pixel position based on a simple clustering technique with the online interpolation. The multimodal nature of MoG-based approaches leads to the reliable results in many practical situations [67] , [68] and still has gained a lot of interests enough to encourage researchers for continuing to enhance the MoG-based schemes. Specifically, Zivkovic [23] proposed to adaptively determine the number of Gaussians across frames for alleviating variations by globally casting shadows and further utilized the recursive updating scheme to allow illumination changes into the Gaussian model efficiently [69] .
Similarly, White and Shah [70] proposed to exploit the particle swarm optimization technique to find the parameters of Gaussian models appropriately, which is effective to cope with varying illuminations. The downside of MoG-based approaches lies in the variance of Gaussians, that is, variations of pixel values due to illumination changes are hardly estimated in advance and thus cannot be set as the optimal value for all the outdoor environments.
2) PIXEL REPLACEMENT BASED MODELS
In contrast to delicately design the probability density function for the background model (e.g., MoG-based approaches), the most confident value among last observed pixel values can be selected as the background model at each pixel position. This nonparametric scheme may avoid problems driven by suboptimally assumed density models. First of all, Wang et al. [25] applied the sample consensus (SACON) method to background subtraction, which simply counts the number of times previous samples agreeing (i.e., small distance) with the current sample. Notice that if the counting number is larger than a pre-defined threshold, the current pixel is determined as background. Barnich and Droogenbroeck [1] refined this simple scheme by randomly selecting which values to substitute from the background model. Their visual background extractor (socalled ViBe) is, thus, able to be adapted to varying illuminations within a relatively short period of time. Moreover, they propagated the value of the background model into its surroundings especially for preserving background regions temporally hidden by foreground. Once the color feature of the current pixel leads to update the set of samples for maintaining and representing the background model, this pixel is also employed to update its neighbor regions. Since such consensus based approaches are conceptually simple and easy to implement, many variants have been proposed in literature. Droogenbroeck and Paquot [26] proposed some post-processing techniques to polish the result of ViBe, for example, inhibition of propagation around internal boundaries to prevent the split effect in a single object. Hofmann et al. [27] proposed to adaptively set the decision threshold and learning parameters across frames by estimating background dynamics (i.e., analyzing pixellevel motion patterns of background), which are the core of background determination and update while keeping the algorithm structure of ViBe. With simple modifications, they efficiently improve the performance of ViBe. St-Charles et al. [28] tried to incorporate the local binary similarity patterns (LBSP) [71] , which can be regarded as a counterpart to local binary patterns (LBP) [72] , into the sample consensus-based updating framework for IIBS. Furthermore, they modified the feedback scheme [27] to adaptively determine both the distance threshold and the learning rate by measuring the motion entropy at each pixel position. Even though methods mentioned above perform very fast and efficiently remove dynamic backgrounds, most of them require the additional cache for storing VOLUME 5, 2017 ''recently observed frames'', which is hardly allowable in the embedded surveillance system.
3) CODEBOOK BASED MODELS
The concept of the visual codebook has been widely employed in computer vision fields, for example, scene recognition [73] , [74] , object detection [75] , [76] , action recognition [77] , [78] , etc. Since the codebook is capable of encoding the diversity of a given class (i.e., background) without any supervisory procedure (i.e., unsupervised clustering), it can be effectively applied to achieve IIBS. Specifically, Kim et al. [29] proposed to generate a codebook using sample background RGB values with 6-tuple features including minimum and maximum color values, statistical information of each codeword, etc., for a given video sequence. For each pixel in the current frame, the distance from cluster means (i.e., codewords) is computed to determine whether the feature vector defined for the corresponding pixel is successfully matched with the codebooks or not (if matched, then that pixel belongs to background). Other codebook-based approaches basically follow this scheme since it allows us to successfully capture the structural background variations, however, strategies to build up the codebook features used are different. Doshi and Trivedi [30] proposed to combine the color codebook [29] with the shadow suppression model, so-called the hybrid cone-cylinder model, for reducing the effect of illumination changes. Pal et al. [31] proposed a technique of the codeword spreading across layer boundaries to handle background variations. To do this, codewords need to be distributed along the boundary of two neighbor regions and the codebook is made up with codewords from the other side of the boundary. Guo et al. [32] proposed a hierarchical scheme with the combination of block-based and pixel-based codebooks. They utilized 12 color means computed from each block to conduct codebook matching in a similar way of [29] , which roughly enables to extract foreground regions with a simple distance metric, and subsequently applied the pixel-based codebook to refine the result of background subtraction. Zeng et al. [34] exploited a modified arbitrarycylindrical color model, which is controlled by the center, direction, and two bounds, to construct a more reliable codebook. They further developed a equal-qualification updating scheme based on the random selection of codewords to be robust to varying illuminations. Even though codebook-based approaches have been popularly employed for IIBS, it is still difficult to determine the optimal size of the codebook.
4) LOW-RANK BASED MODELS
In a given video frames, background can be formulated as a low-rank matrix while moving objects are detected as outliers. The robust solution of this representation is driven by Torre and Black [79] with a pioneer work called robust principal component analysis (RPCA), and applied for background subtraction by Candes et al. [37] . Specifically, they utilized principal component pursuit (PCP) as a solver for RPCA [37] . In this framework, gradual changes (e.g., varying illuminations) over time can be successfully approximated by the corresponding low-rank subspace while moving objects consists of correlated sparse components. Due to its promising results regarding to background dynamics, various mathematical techniques to solve the factorization problem have been actively studied. In particular, to improve the performance of background subtraction, the spatially-contiguous property of pixels has been recently integrated into RPCA based on Markov random fields (MRFs) and other smoothing schemes. Zhou et al. [38] adopted the convex optimization technique for approximation of the low-rank matrix while applying the combinatorial optimization to estimate the outlier support. Compared to other formulations of RPCA, they estimate the outlier support (i.e., foreground) explicitly and thus the contiguous prior between pixels can be naturally incorporated into RPCA using MRF in this method (named as DECOLOR), which significantly improves the performance of background subtraction under varying illuminations. Wang and Yeung [39] proposed a full Bayesian approach for the robust matrix factorization. To this end, they adopted a Laplacian mixture model as the likelihood and designed an efficient sampling scheme by using the hierarchical Laplacian distribution. Javed et al. [40] tried to improve the performance of IIBS with the spatially continuous constraint in a similar way of DECOLOR [38] . Differently from previous approaches, they decompose a given frame by using two different Gaussian kernels, which yield Gaussian and Laplacian images, and subsequently apply the online PCA for background modeling. Yao et al. [41] proposed a two-stage framework for background subtraction. More concretely, they first conduct the low rank and structured sparsity decomposition to get candidates of foreground regions, which are subsequently filtered out by the motion saliency map. The block-based sparse RPCA is finally employed to decide the size and location of moving objects.
Since video surveillance is generally conducted over multiple frames (i.e., image volume), some researchers have exploited IIBS methods based on the analysis of the tensor space to improve the accuracy of background subtraction even requiring more complex computational procedures. Similarly, most of tensor-based methods have focused on how to generalize a given volume by utilizing the RPCA optimization scheme. Li et al. [43] extended the PCP algorithm in a multilinear way for the optimal tensor decomposition, which is formulated as a convex optimization with relaxation techniques efficiently improving the performance of background subtraction. Recently, Sobral et al. [45] have proposed an online stochastic framework for tensor decomposition of a given video sequences, which efficiently reduces the computational burden for matrix factorization. Basically, they also include the background dynamics into the lowrank component by the stochastic optimization applying on each mode of the tensor. Cao et al. [46] utilized the 3D total variation to enhance the spatio-temporal continuity of foreground regions in a tensor framework, which efficiently suppresses the effect of casting shadows. They decompose 8374 VOLUME 5, 2017 video frames into backgrounds and moving objects with such tensor-based RPCA scheme.
In contrast to other previous models, the low-rank representation has the remarkable improvement for IIBS by implicitly integrating the effect of illumination changes into the low-rank space, however, many parts of low-rank based approaches are time-consuming and require the additional memory spaces for the batch-based processing. Notice that other optimization techniques also can be applied to IIBS for improving the processing speed [80] .
5) ILLUMINATION-INVARIANT FEATURE BASED MODELS
Methods in this category aim at designing a specific descriptor to represent the underlying structure of background regardless of outdoor dynamics. Rather than implicitly tolerating illumination changes into the background model, these approaches explicitly make a feature to be illuminationinvariant, which is adopted to define the background model. It is worth noting that such a good feature to reliably describe the background statistics even under complex real-world situations makes the procedure of the background update simple. To this end, the local binary pattern (LBP), which is one of the most representative descriptors, has been widely used [72] . Since this LBP descriptor checks the relative difference between spatially neighboring pixels not the absolute values of each pixel, illumination changes can be efficiently overcome. Thanks to its simple computation, the LBP descriptor can be easily extended to the spatio-temporal domain for IIBS. For example, Chua et al. [47] combined local color patterns with texture ones (i.e., original LBP) to enhance the performance of IIBS in the homogeneous background. In the following, the background model is simply updated with these two histogram features using the online interpolation. Zhang et al. [48] proposed the ratio edge as a feature to be employed for detecting moving cast shadows, which is defined based on the relationship of coefficients obtained from orthogonal transforms, e.g., discrete cosine transform (DCT), discrete Fourier transform (DFT), Haar transform, etc. Kim and Kim [50] analyzed the effect of varying illuminations using the statistical information of the intensity lattice, that is, the variation of pixel values on the small local region mainly occurs by illumination changes and thus can be represented by the dominant energy in the corresponding region. Based on this observation, they defined the unit brightness level by simply normalizing the coefficients of the singular value decomposition (SVD) to the largest one, performed at each pixel position. Notice that the processing speed of those methods strongly depends on the complexity of feature descriptors (unfortunately, most of high-performance models works slowly).
6) NEURAL NETWORK BASED MODELS
Finally, some researchers have attempted to apply the learning method for the maintenance of the background model by using the deep neural network (DNN). Compared to other approaches explained above, the deep learning-based background modeling has an ability to contain a wide range of variations in its layer structure and thus greatly estimates background regions even under various dynamics of outdoor environments. Since DNN-based IIBS is in its early stage, corresponding studies have not progressed actively. Rafique et al. [51] attempted to reconstruct the underlying structure of background using the restricted Boltzmann machines (RBM). They put the background samples into the receptive field of the RBM framework and reconstructed the background region of incoming frames by using the generative path of RBM. Braham and Droogenbroeck [52] proposed to adopt the convolutional neural network (CNN), which has shown surprising results in a wide range of computer vision fields (e.g., image recognition, object detection, etc.), for background subtraction. In this scheme, authors used a single background image, which does not include any moving object, and a scene-specific training samples to learn how to subtract the background region from the input frame even captured under varying illuminations. While neural networkbased approaches do not require the complex modeling procedure for background subtraction, the number of training samples is not enough to reliably train CNN since those are obtained online from a given input sequences during a short time. Nevertheless, due to the power of the deep learning techniques, many researchers now start to give considerable attentions on DNN-based IIBS [81] .
B. BIOLOGICALLY INSPIRED APPROACHES FOR IIBS 1) CENTER-SURROUND HYPOTHESIS BASED MODELS
As explained in the previous Section, the contrast is the most influential component to detect salient motions in a given scene. Methods in this categories assume that such salient motions are generated by moving objects while other dynamics are dropped into non-salient regions (i.e., background). In this point of view, Mahadevan and Vasconcelos [55] employed the dynamic texture model as their features and computed the discriminant center-surround contrast based on the KL divergence. Kim et al. [56] combined the spatial ordinal features and the temporal gradients (i.e., motion features computed from frame differencing) into the centersurround framework. Notice that the temporal coherence, which is defined as the energy concentrated on the dominant direction of the gradient distribution obtained from the difference image, also brings the performance improvement of detecting salient motions [57] . They further extended the concept of the coherence to the spatio-temporal domain using the structure tensor, which shows the competitive results compared to traditional methods for background subtraction [58] . Liu et al. [59] proposed an adaptive fusion method to integrate spatial and temporal saliency into a single saliency map. Specifically, they first computed the superpixel-based global contrast and the spatial sparsity of superpixels. The motion distinctiveness of superpixels is subsequently combined with the spatial saliency to derive the spatio-temporal saliency map. Since this method is based on superpixels, the shape of VOLUME 5, 2017 moving objects is well preserved even under complex background. On the other hand, Maddalena and Petrosino [64] proposed a novel approach automatically adapting to illumination changes in a self-organizing manner without any prior knowledge. This method (called SOBS) allows to preserve the topological relationship of input patterns and thus works robust to variations of background including gradual illumination changes, moving backgrounds, and camouflage. Patterns of incoming pixels are mapped to the neuron whose set of weights is most analogous to the corresponding pattern and weight vectors belonging to the neighbor region are updated. It often has been slightly modified for other applications, for example, pan-tilt-zoom cameras [66] . The motivation of those models is quite convincing for background subtraction, however, most of them still suffer from casting shadows making the large contrast between neighbor regions.
2) FREQUENCY FILTERING BASED MODELS
As a pioneer work, Hou and Zhang [60] firstly considered the frequency domain to find salient regions. Based on extensive experiments, it is observed that the spectral residual tightly corresponds to the visual saliency. Inspired by this simple and surprising result, Cui et al. [61] extended the spectral residual to the temporal domain for background subtraction. They decomposed the video volume into horizontal-temporal and vertical-temporal planes, and applied the spectral residual to each slice. Based on the majority vote, background regions are clearly extracted from outdoor scenes. Guo and Zhang [62] introduced the phase quaternion Fourier transform (PQFT) to consider the motion information as well as color features, and applied it to the outdoor monitoring. It is noteworthy that such filtering techniques in the frequency domain enables background subtraction to work extremely fast (< 1ms), which is desirable for embedded surveillance systems. Recently, Li et al. [63] have shown that the low pass filtering in the log amplitude spectrum is actually relevant to the salient regions, rather than the spectral residual. By building the spectrum scale space with such filtering results, arbitrary types of salient regions can be greatly detected. Notice that the motion information can be easily incorporated into the hypercomplex Fourier transform scheme [63] for IIBS. Even though those methods perform very fast due to the power of FFT operations, the boundary of moving objects tend to be blurred by filtering and resizing operations, which may make the performance drop in further applications, e.g., tracking and recognition.
IV. EXPERIMENTAL RESULTS
In this Section, we have demonstrated the performance of background subtraction via various algorithms introduced in the previous Section based on two benchmark databases particularly constructed for varying illuminations, which are PETS2001 [82] and OTCBVS [83] . These two databases are publicly available and have been widely used for the performance evaluation of background subtraction in outdoor environments. Specifically, the PETS2001 database (category: data3) is relatively captured at a distance and contains the global illumination changes. On the other hand, the OTCBVS database includes casting shadows frequently occurring in a short time, which yields the structural change of local regions. Some samples from two databases are shown in Fig. 1 .
A. QUALITATIVE EVALUATION
For the performance evaluation of IIBS, we employ total 12 methods among diverse models introduced in previous Section, which are A-MOG [23] , ViBe [1] , SuBSENSE [28] , BGFG [29] , DECOLOR [38] , OSTD [45] , SILK [80] , TC-LBP [47] , IISC [50] , SC-SOBS [65] , PQFT [62] , and DTSD [56] . Notice that at least one method for each sub-category is selected except the neural network based approach. Some results of background subtraction using PETS2001 and OTCBVS databases are shown in Fig. 4 and 5, respectively.
First of all, SuBSENSE, DECOLOR, SILK, and IISC approaches show quite a reliable results of background subtraction under globally varying lighting conditions compared to other methods as shown in Fig. 4(e) , (g), (i), and (k). In contrast, some methods, e.g., A-MOG and BGFG, yield high-level false positives when illuminations start to change, for example, from cloudy to sunny (see the second row and the third row in Fig. 4(a) ). On the other hand, biologically-inspired approaches attempt to detect other visually attractive regions, e.g., parked cars, which often belong to the static background. They also tend to more emphasize the smaller object even with the multiple moving ones. In the OTCBVS database, clouds pass fast in a short time while yielding structured shadows, which leads to the significant variations from the initial background status. In particular, unwanted edges by the casting shadow makes the problem more intractable as shown in Fig. 5(a) . Under such challenging conditions, most of background subtraction methods frequently fail to detect moving objects accurately. Specifically, it is easy to see that low-rank based approaches are vulnerable to the abrupt change of lighting conditions (see Fig. 5(g) , (h), and (i)) whereas they successfully tolerate global changes of illuminations as shown in Fig. 4 . MoG-based and codebook-based methods also suffer from casting shadows locally occurring in a short time. They yield uneven results of background subtraction according to illumination variations in local regions. Even though the LBP-based model works successfully in global variations of lighting conditions, it fails to construct the robust background model under the abrupt change of illuminations. In contrast, pixel replacement based approaches (e.g., ViBe and SuBSENSE) show consistent and reliable results throughout the entire sequence as shown in Fig. 5(d) and (e). It should be emphasized that the IISC method, which is based on illuminationinvariant features, provides robust results of background subtraction regardless of globally or locally varying illuminations (see Fig. 4(k) and 5(k) ). [1] , (e) SuBSENSE [28] , (f) BGFG [29] , (g) DECOLOR [38] , (h) OSTD [45] , (i) SILK [80] , (j) TC-LBP [47] , (k) IISC [50] , (l) SC-SOBS [65] , (m) PQFT [62] , and (n) DTSD [56] . Notice that illuminations globally change across the whole range of a given scene as shown in (a). 
B. QUANTITATIVE EVALUATION
In this subsection, we conduct the performance comparison quantitatively based on the manually-labeled ground truth in both databases (see Fig. 4(b) and 5(b) ). To do this, we randomly select total 100 frames from each video, which are spaced throughout the entire sequences. For the performance evaluation, the F-score is computed since it efficiently considers the balance between the hit rate of ground truth (i.e., recall) and the false positives (i.e., precision) as follows [84] :
Notice that the F-score is suitable for measuring the capability to suppress falsely detected pixels as background while preserving the shape of moving objects, and thus employed in most of previous studies [14] , [50] .
The results of the performance comparison are shown in Table 2 , Fig. 6 , and 7, respectively. Based on F-scores in Table 2 , it is thought that SuBSENSE, DECOLOR, and IISC methods reliably work under varying illuminations compared to other approaches. Those have an ability to preserve the shape of moving objects while successfully suppressing the effect of casting shadows. It is noteworthy that relative low F-scores even with high recall rates are often shown by the large amount of falsely detected pixels as background in other models, e.g., BGFG, OSTD and TC-LBP. The abrupt change of the structural information, e.g., occlusion by casting shadows, is hardly decomposed into the low-rank space, which leads to the notable drop of precision as shown in Table 2 , even though they are robust to the global change of lighting conditions occurring in the PETS2001 database. Biologically-inspired approaches often fail to uniformly VOLUME 5, 2017 [1] , (e) SuBSENSE [28] , (f) BGFG [29] , (g) DECOLOR [38] , (h) OSTD [45] , (i) SILK [80] , (j) TC-LBP [47] , (k) IISC [50] , (l) SC-SOBS [65] , (m) PQFT [62] , and (n) DTSD [56] . Notice that this database contains the abrupt change of lighting conditions by the casting shadows, which fast pass through buildings. capture multiple moving objects as mentioned above. Notice that, unlike PQFT and DTSD, SC-SOBS method is quite a robust to varying illuminations owing to the usage of the spatially-connected topological relationship. On the other hand, the codebook based method is vulnerable to the big difference of color values since the codebook is generally defined by using several frames in the beginning part of a video sequence and slowly updated. Figures 6 and 7 show variations of F-scores according to each frame of ground truth in both databases. For the reliable outdoor surveillance, it is desirable for the algorithm of background subtraction to maintain the consistent performance regardless of outdoor dynamics, however, most of methods suffer from the unstable results strongly dependent on lighting conditions at that moment as shown in Fig. 6 and 7 . Notice that the IIBS performance varies dramatically in the PETS2001 database due to illumination changes occurring in the overall region (i.e., large amount of pixels are changed simultaneously) compared to that of the OTCBVS database. According to the average of F-scores, we demonstrate more examples of background subtraction by SuBSENSE and IISC approaches as shown in Fig. 8 for better understanding with regard to the IIBS performance.
C. ANALYSIS OF THE PROCESSING SPEED
For the performance comparison, all the methods are evaluated on the PC with Intel i7 3.4GHz and 16GB RAM. The framework for our experiments is constructed by utilizing both the Visual Studio 2015 C++ and Matlab. Notice that source codes available in the public domain are employed without any significant change for our experiments. The comparison of the processing speed is shown in Table 3 . As can be seen, the processing speed of low-rank based approaches is relatively slow since most of them employ the batch processing with the complex mathematical optimization while pixel-based and biologically-inspired approaches work very fast. For the success of outdoor surveillance, IIBS algorithms need to work fast enough to be embedded into mobile devices. Therefore, the real-time processing while keeping the performance of IIBS is still an open problem in the field of computer vision.
D. SUMMARY AND DISCUSSION
Beyond indoor monitoring under constrained environments, intelligent surveillance systems now start to be deployed into outdoor environments. It is highly desirable to efficiently control the wide range of public spaces and promptly protect people from terrorism. This also enables the crowd analysis and motion forecasting more robustly. However, outdoor dynamics, e.g., varying illuminations and moving backgrounds, make it difficult to apply such useful applications to a wider fields. In particular, varying illuminations makes background subtraction more intractable since it often changes the structural information of a given scene in a short time without providing any prior knowledge. A great amount of researches has been carried out to resolve this problem for outdoor surveillance and some of plentiful approaches are introduced in this paper. Based on various experimental results shown in previous subsections, pros and cons of each category can be summarized as follows:
• MoG based models : In general, MoG based methods extract moving objects from background with the high recall rate, however, they are vulnerable to the short-term change by varying illuminations, which yields quite a large amount of falsely detected pixels. This is because the learning rate is not adaptive to the change speed of lighting conditions and thus Gaussian models cannot be reliably updated to tolerate such abrupt changes. Nevertheless, these models still have been popularly employed for outdoor surveillance due to the fast processing speed. Therefore, the usability of MoG based methods can be improved with various supporting strategies, e.g., adaptively updating the background model.
• Pixel replacement based models : Since these methods conduct sampling based on a set of pixels stored during a specific time period (e.g., 20 frames) and update the background model with the most similar pixel by the replacement, they are quite a robust to the abrupt change of lighting conditions and also perform fast. Furthermore, algorithms for shadow detection can be straightforwardly applied to this replacement schemes, which efficiently improves the performance of IIBS.
Even though these models work robustly under varying illuminations, they require additional memory spaces to store the history of pixel values, which places a heavy burden on the embedded surveillance system.
• Codebook based models : Since the codebook, which represents the background model as several codewords, is generally defined at the beginning part of a given video with initial frames (e.g., 100 frames), it hardly VOLUME 5, 2017 considers the large difference of color values at each pixel position by the casting shadows, which occurs in arbitrary parts of the video sequence. It is worth noting that the philosophy of codebook based models is similar with that of MoG based approaches in terms of using the distance metric based on pre-defined color clusters. Therefore, the codebook can be updated like Gaussian models, however, it still does not respond well to the rapid change of color values due to similar reasons of MoG based approaches. One important advantage of codebook based methods is that the spatial relationship between neighbor pixels can be efficiently encoded into the codebook. To improve the performance of codebook based IIBS methods, strategies for associating such local information with the codebook and constructing the codebook with a capability to cover a wide range of variations need to be actively explored.
• Low-rank based models : Most of methods in this category attempt to decompose a given frame into the low-rank background model and sparse outliers (i.e., moving objects). To do this, robust PCA-based schemes have been most widely employed with various optimization techniques. Since these methods implicitly outdoor dynamics (moving clutters as well as varying illuminations) from the static background by matrix factorization techniques, the accuracy of IIBS is acceptable in most scenarios. Therefore, many algorithms for solving the decomposition problem efficiently have been exploited [85] - [88] . However, most of them require a batch processing with complex operations for the largesized matrix, which is time-consuming (see Table 3 ). In order to apply low-rank based approaches to the limited resource environments, more advanced engineering skills, e.g., online decomposition and one-shot decomposition, need to be developed.
• Illumination-invariant feature based models : Since most of researchers focus on designing the feature descriptor to efficiently reveal the underlying structure of background rather than directly using pixel colors, they have a loss in the processing speed while showing the better IIBS performance compared to other pixelbased fast algorithms. Such features can be easily combined with any type of background updating schemes without severe modification, which enables this feature based algorithm to be adaptively applied according to the resource of the target system. Moreover, other techniques in the field of computer vision, for example, color consistency [89] , face normalization [90] , etc., can be efficiently adopted to devise the feature descriptor, which are very helpful for improving the performance of IIBS. However, as mentioned before, the processing time of feature based models is proportional to the complexity of feature computations, and thus they need to be carefully designed for generality.
• Neural network based models : With rapid development of deep learning techniques, some of methods as explained in Section III start to employ various structures of the neural network for background subtraction. In particular, the underlying structure of background can be trained with a few number of nodes in the hidden layer. In addition, the subtraction procedure itself is formulated as training of a given network with the convolutional operator. Thanks to the abstraction ability, such neural network based approaches begin to show their greatness in suppressing the effect of outdoor dynamics although only few number of models have been introduced in literature. The performance of IIBS by neural network based approaches is comparable to other highperformance methods, however, these models require a large number of training samples to stably train the network, which is carried out offline. Therefore, it is hard to update the background model (i.e., weights of the neural network) by using current frames of a given video in an online manner. To bridge this gap, incremental learning structures for IIBS applications need to be considered in depth.
• Center-surround hypothesis based models : As compared to previous models mentioned above, these method focus on the contrast defined by computing the difference of features between center and its surrounding regions to discriminate moving objects from background. Due to the pooling procedure (e.g., average, maximum, etc.), small variations occurring by illumination changes can be efficiently suppressed. In this category, the additional scheme for updating the background model is not required. However, uniformly highlighting all the moving objects cannot be easily achieved due to the contrast normalization over the whole region of a given frame (i.e., small contrast frequently fades out). Moreover, the processing speed is highly dependent on the complexity of features used for computing the contrast. Even though DTSD method works fast as shown in Table 3 , some other ones based on the subspace analysis operate slowly, e.g., 1.72 fps [57] and 15 fps [58] , which is insufficient to meet the realtime processing criteria in the embedded surveillance system.
• Frequency filtering based models : These models are conceptually simple and easy to implement. The processing speed is also very fast due to the global filtering based on FFT (fast Fourier transform) in the spectral domain. Even though they show the good performance to reduce the effect of outdoor dynamics, the small amount of motions is highly likely to be filtering out since the corresponding regions do not make a notable temporal difference from background, which leads to the failure of capturing the small size of moving objects as shown in Fig. 4(m) . Moreover, since such filtering process for amplitude coefficients in the spectral domain often yields the edge detection-like results [63] , the boundary regions generated by the casting shadow in background are hardly suppressed. To get the most out of fast speed while supplementing weak points, it is helpful to employ the multiscale framework for extracting all the moving objects accurately from background. In addition to the fundamental analysis mentioned above, practical studies for IIBS in outdoor environments should not be forgotten. Hardware devices for intelligent surveillance systems rapidly progress and various techniques in computer vision continue to merge with such devices. It is noteworthy that some of advances can provide a key solution to develop the efficient and robust IIBS methods. For example, matrix-based complex computations are not suitable for the embedded surveillance system due to the limited computing resources just a few years ago. However, nowadays, various embedded boards, which are capable of providing the computing performance similar to the high-end PC, have been widely employed at a very low price. The community for IIBS also need to engage in developing new methods particularly regarding the neural network based approaches. As shown in a wide range of image (or video) based applications, it is expected that deep learning techniques have become a great help in resolving problems for IIBS. Some of researchers already start to employ the deep learning scheme for IIBS, however, seed components for background subtraction, e.g., online-updatable structures, still are not considered. In summary, even though a great amount of researches has been conducted for IIBS and many advances have been achieved, varying illuminations makes the problem of background subtraction be in trouble. As a result, IIBS in outdoor environments is still a big challenge and it leads to a new generation of more efficient and robust surveillance systems in the coming years.
V. CONCLUSION
In this paper, a comprehensive review with a special attention to methods handling varying illuminations for outdoor surveillance has been provided. To do this, we systemically categorize existing approaches for this task into two main groups and each group is subsequently divided into several models with three different attributes. The natures and traits of each model for illumination-invariant background subtraction is explained in detail and some of methods are qualitatively and quantitatively analyzed by using two representative databases constructed for testing the performance under varying illuminations. Based on various experimental results, advantages and disadvantages of corresponding methods have been discussed with future directions for improving the performance of illumination-invariant background subtraction.
