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Abstract—Due to the large power consumption in RF-circuitry
of massive MIMO systems, practically relevant performance mea-
sures such as energy efficiency or bandwidth efficiency are neither
necessarily monotonous functions of the total transmit power nor
the number of active antennas. Optimal antenna selection is how-
ever computationally infeasible in these systems. In this paper,
we propose an iterative algorithm to optimize the transmit power
and the subset of selected antennas subject to non-monotonous
performance measures in massive multiuser MIMO settings. Nu-
merical results are given for energy efficiency and demonstrate
that for several settings the optimal number of selected antennas
reported by the proposed algorithm is significantly smaller than
the total number of transmit antennas. This fact indicates that
antenna selection in several massive MIMO scenarios not only
reduces the hardware complexity and RF-costs, but also enhances
the energy efficiency of the system.
I. INTRODUCTION
The ever increasing growth in the number of digital devices
such as smart phones, tablets and personal computers as well
as broadband wireless applications put a heavy strain on wire-
less community to design the next generation of cellular net-
works. Considering this backdrop, wireless technologies are
shifting towards systems with higher transmission rates and
lower power consumption; or more precisely systems with
high power efficiency [1]. In this respect, massive Multiple-
Input Multiple-Output (MIMO) has been considered as one of
leading candidates for future wireless communications [2], [3].
The so-called “power scaling law” in massive MIMO sys-
tems demonstrates that for a given transmission rate, the
required transmit power is effectively scaled. More precisely,
for a Base Station (BS) with a large transmit antenna array,
the transmit power of each user is reduced substantially
proportional to the number of antennas [4]. Despite the power
scaling law, the large antenna arrays employed in massive
MIMO systems increase the consumed power at the Radio
Frequency (RF)-chains. In other words, although in massive
MIMO systems the radiated power per each transmit antenna is
extremely low, the growth in the number of antennas increases
the power consumed in the RF circuits which is in general
linearly scaled with the array size [5]. In addition to the large
power consumption, massive MIMO systems with a dedicated
RF-chain at each antenna suffer from multiple other issues
such as high implementation cost and hardware complexity.
This work was supported by the German Research Foundation, Deutsche
Forschungsgemeinschaft (DFG), under Grant No. MU 3735/2-1.
Considering this fact, it is concluded that despite the appeal-
ing theoretical benefits of massive MIMO, it still needs to
be developed from the implementational viewpoints. Recent
studies have addressed some of these issues by investigating
approaches such as antenna selection [6], hybrid analog and
digital precoding schemes [7] and spatial modulation [8], in
the context of massive MIMO.
In this study, we focus on antenna selection which we believe
is a promising approach for cost and complexity alleviation in
massive MIMO settings. In general, the optimal antenna selec-
tion approach is computationally infeasible in these systems,
since it requires an exhaustive search. Consequently, studies
in this direction either investigate the asymptotic performance
of optimal approaches by means of advanced mathematical
tools such as the replica method [9]–[12], or develop and
analyze suboptimal algorithms with feasible complexity [13].
A body of recent work has demonstrated that by using effec-
tive antenna selection strategies, several asymptotic properties
of massive MIMO systems, such as energy efficiency [14] and
channel hardening [13], are essentially maintained with signif-
icantly fewer RF chains. Antenna selection has been moreover
shown to be enhancing in several scenarios. For example, the
study in [15] demonstrated that the secrecy performance of a
wiretap channel with large antenna arrays can be significantly
improved via antenna selection compared to the case with
all antennas being active. Accounting for power consumption
in RF-circuitry, energy efficiency, bandwidth efficiency, and
other practically relevant performance measures are neither
necessarily monotonous functions of the total transmit power
nor the number of active antennas. This fact depicts that
antenna selection, as well as transmit power control in general
not only can reduce the hardware cost, but also may enhance
the performance of the system. In this paper, we propose an
iterative method to optimize the total transmit power and the
subset of selected antennas for a desired performance measure.
From mathematical points of view, optimal antenna selec-
tion is equivalent to the problem of finding an efficient subset
of integers which maximizes an objective function subject to
a set of constraints. Such problems also arise in other contexts
such as pattern recognition and data mining [16], [17]. There
are therefore a variety of iterative approaches which determine
a suboptimal, but effective, subset with low computational
complexity among which stepwise regression methods have
obtained more credit [16]. Based on these greedy methods,
several studies invoked the results in the literature to develop
iterative antenna selection algorithms for conventional single-
user MIMO systems1 [18]–[21] considering the spectral effi-
ciency as the performance measure. Regarding the promising
results in the literature of conventional MIMO and considering
the large nature of massive MIMO systems, the stepwise reg-
ression methods can propose effective selection algorithms in
these systems with feasible computational complexity.
Contributions
In this paper, we consider the downlink massive multiuser
MIMO scenario with linear precoding and develop a class
of iterative antenna selection algorithms based on stepwise
regression methods to optimize the total transmit power and
the subset of selected antennas subject to a non-monotonous
performance measure. Given a set of constraints on the number
of possible active antennas and transmit power, these algo-
rithms iteratively select a subset of antennas and tune the
transmit power such that the desired performance measure is
maximized. In addition to significant gains reported by the
proposed algorithm, numerical results are given for energy
efficiency and demonstrate that the antenna selection can also
enhance the energy efficiency compared to the case of full
antenna selection in some massive MIMO settings.
Notation
Throughout the paper the following notations are adopted.
Scalars, vectors and matrices are represented with non-bold,
bold lower case and bold upper case letters, respectively. HH,
HT and H∗ indicate the Hermitian, transpose and conjugate
of H, respectively, and IN is the N × N identity matrix.
The Euclidean norm of x is denoted by ‖x‖ and log (·)
indicates the binary logarithm. Moreover, E {·} represents the
mathematical expectation. The subset of A containing the
members of A which do not belong to B is moreover denoted
by A\B. For the sake of compactness, we abbreviate the set
of integers {1, . . . , N} with [N ].
II. PROBLEM FORMULATION
Consider a downlink transmission in a multiuser MIMO sys-
tem with K single-antenna users. The base station is equipped
with a transmit antenna array of length N and employs the
Transmit Antenna Selection (TAS) protocol S to select a
subset of L antennas for transmission. Let yk ∈ C denote
the symbol received at user k for k ∈ [K] and G ∈ CN×K
represent the matrix of channel coefficients between user
terminals and the transmit antenna array. It is assumed that the
system operates in standard Time-Division Duplexing (TDD)
mode meaning that the channel is reciprocal in the uplink and
doswnlink. In this case, by using the reciprocity of the channel,
the received vector y := [y1, . . . , yK ]
T is written as
y = HTLx+ z (1)
where x ∈ CL×1 denotes the transmit vector and con-
tains the symbols being transmitted over L active antennas,
1By conventional MIMO systems we mean systems with few number of
antennas at the receive and transmit sides.
z ∈ CK×1 is circularly symmetric zero-mean and unit-
variance complex Gaussian noise, and HL ∈ CL×K describes
the channel between users and L transmit antennas selected
by S, i.e., HL = S(G;L). The transmit vector x is moreover
constructed at the base station by linear precoding over active
antennas, i.e.,
x =
√
P ALs (2)
where s := [s1, . . . , sK ]
T with sk ∈ C being the data symbol
for user k, and AL ∈ CL×K represents the precoding matrix
for HL, i.e., AL = Pre(HL). It is moreover assumed that
E |sk|2 = 1 and the total transmit power is P , or equivalently
ETr{ALAHL} = 1.
A. Achievable Rates and Power Consumption Model
The achievable rate at user k is bounded from below by [22]
Rk(L, P ) = log (1 + SINRk(L, P )) (3)
with SINRk(L, P ) being defined for k ∈ [K] as
SINRk(L, P ) :=
tk(HL,AL)P
1 + uk(HL,AL)P
(4)
where tk(HL,AL) := |hTk (L)ak(L)|2 with hk(L) and ak(L)
denoting the kth column vector of HL and AL, respectively,
and uk(HL,AL) is the kth multiuser interference coefficient
defined as
uk(HL,AL) :=
K∑
j=1,j 6=k
|hTk (L)aj(L)|2.
The total power consumed in this system, including the receive
side, is moreover modeled as [4]
Q(L, P ) = ξP + LQTxcr +KQ
Rx
cr + (K + 1)Qsync (5)
where ξ represents the inverse efficiency factor of the power
amplifiers used at the base station, QTxcr and Q
Rx
cr are respec-
tively the circuit power consumed at each transmit and receive
RF-chain, and Qsync denotes the power consumption at the
local oscillators utilized at the base station and user terminals
for frequency synthesis.
B. Nonuniform Average Spectral Efficiency
Let wk ∈ R+ be a weighting coefficient which describes the
service quality required for k. The average spectral efficiency
with respect to the vectorw = [w1, . . . , wK ]
T is then given by
R(L, P |w) := 1
K
K∑
k=1
wkRk(L, P ). (6)
This nonuniform average spectral efficiency recovers the con-
ventional definition of the average spectral efficiency by setting
wk = 1 for k ∈ [K]. Moreover, nonuniform choices of weights
address cases in which different users enjoy different priorities.
C. Nonuniform Average Energy Efficiency
The average energy efficiency for a given w is defined as
E(L, P |w) := R(L, P |w)
Q(L, P )
(7)
which determines the average data rate per each unit of energy
consumed in this system.
III. ITERATIVE TAS AND POWER CONTROL ALGORITHM
In this setting, we deal with two correlated challenges of
TAS and transmit power control. More precisely, the mea-
sure of performance in general does not necessarily grow
monotonically in terms of the number of active antennas L
and the total transmit power P . For several measures, there
are some scenarios in which the performance is optimized
at some L < Lmax and P < Pmax where Lmax and Pmax
are the maximum number of selected antennas and maximum
possible transmit power constrained by hardware restrictions.
An example of such a scenario is the case with the average
energy efficiency as a measure of performance. In this case, the
increase in the number of active antennas as well as the growth
in the total transmit power can increase both the average
spectral efficiency and the consumed power, and consequently,
the energy efficiency could be maximized at some L and P
such that L < Lmax and P < Pmax.
In order to formulate this problem, we denote the measure
of performance for a weighting vectorw withM(SL, L, P |w)
when L transmit antennas, whose indices are in SL ⊆ [N ],
are selected, and the total transmit power is set to P . In this
case, the problem of optimal TAS and transmit power control
is to find L⋆, the set S⋆L⋆ and the transmit power P
⋆ such that
(S⋆L⋆ , L
⋆, P ⋆) = argmax
SL⊆[N ],L≤Lmax
0≤P≤Pmax
M(SL, L, P |w) (8)
for some Lmax and Pmax. Some examples forM(SL, L, P |w)
are R(L, P |w) and E(L, P |w). For the sake of brevity, we
further drop the argument SL and represent the performance
measure with M(L, P |w) in the rest of this manuscript.
The optimization problem in (8) is computationally infea-
sible due to the large number of searches needed for TAS. In
fact, even for cases in which M(SL, L, P |w) is convex with
respect to P , antenna selection needs an exhaustive search of
size
(
N
L
)
which grows significantly large in N . We therefore
take an alternative approach based on the stepwise regression
method and design an iterative algorithm which jointly selects
transmit antennas and tunes the total transmit power P .
A. Primary Assumptions and Notations
In the following sections, we develop iterative algorithms
for a large class of performance measures. For deriving the
algorithms, we consider the following set of assumptions.
• The number of selected transmit antennas is limited by
Lmax, i.e., L ≤ Lmax antennas are selected.
• The maximum possible transmit power is Pmax which
means that P ≤ Pmax in each transmission interval.
• The performance measureM(L, P |w) is linearly written
in terms of Rk(L, P ), e.g., M(L, P |w) = R(L, P |w),
M(L, P |w) = E(L, P |w) or some linear combination of
spectral and energy efficiency.
The algorithms start from ℓ = 1 and select antennas up to
some L in which L ≤ Lmax. For initialization, we set the
antenna with strongest channel to be the first selected antenna
which means H1 ∈ C1×K is chosen to be the row of G with
maximum norm. Consequently, the initial precoding matrix is
given by A1 = Pre(H1). In this case, we set the initial value
for the transmit power to be P1 such that
P1 = argmax
0≤P≤Pmax
M(1, P |w). (9)
Here, M(1, P |w) represents the performance measure, e.g.,
R(1, P |w) or E(1, P |w), considering the channel matrix to be
H1 and the precoding matrix to beA1. With this initialization,
we derive a stepwise update rule for each step.
B. Stepwise Update Rule
Assume that we have already selected ℓ < Lmax transmit
antennas, and now intend to select a new antenna. We represent
the index of the selected antenna in step ℓ + 1 with n⋆
where n⋆ ∈ [N ]\S(ℓ) with S(ℓ) containing the indices of
the antennas selected in steps [ℓ]. Let us denote the n⋆th row
of G with the vector gT(n⋆) = [g1(n
⋆), . . . , gk(n
⋆)]. Without
loss of generality, one can write
hk(ℓ + 1)=[h
T
k (ℓ), gk(n
⋆)]T (10a)
ak(ℓ + 1)=[
√
µ(ℓ, n⋆) aTk (ℓ) + d
T
k (ℓ, n
⋆), bk(ℓ, n
⋆)]T (10b)
where µ(ℓ, n⋆), dk(ℓ, n
⋆) ∈ Cℓ×1 and bk(ℓ, n⋆) are derived in
terms of Hℓ, Aℓ and g(n
⋆) depending on the precoding rule
Pre(·). We later derive these parameters for different linear
precodings, namely Maximum Ratio Transmission (MRT),
Zero Forcing (ZF) and Regularized Zero Forcing (RZF).
By substituting the new channel and precoding coefficients
in (4), we have
SINRk(ℓ+ 1, P ) =
µ(ℓ, n⋆)tk(Hℓ,Aℓ)P + ǫk(ℓ, n
⋆)P
1 + µ(ℓ, n⋆)uk(Hℓ,Aℓ)P + ψk(ℓ, n⋆)P
(11)
where ǫk(ℓ, n
⋆) and ψk(ℓ, n
⋆) are given by
ǫk(ℓ, n
⋆) := |δkk(ℓ, n⋆)|2
+ 2Re
{√
µ(ℓ, n⋆) hTk (ℓ)ak(ℓ)δ
∗
kk(ℓ, n
⋆)
}
(12a)
ψk(ℓ, n
⋆) :=
K∑
j=1,j 6=k
|δkj(ℓ, n⋆)|2
+ 2Re
{√
µ(ℓ, n⋆) hTk (ℓ)aj(ℓ)δ
∗
kj(ℓ, n
⋆)
}
(12b)
with δkj(ℓ, n
⋆) being defined as
δkj(ℓ, n
⋆) := hTk (ℓ)dj(ℓ, n
⋆) + gk(n
⋆)bj(ℓ, n
⋆). (13)
Here, the argument n⋆ indicates the dependency on the coef-
ficients of the new selected channel. By substituting (11) into
(3), one can finally write
Rk(ℓ+ 1, P ) = Rk(ℓ, P ) + log θk(ℓ, n
⋆, P )φk(ℓ, P ) (14)
where φk(ℓ, P ) is given by
φk(ℓ, P ) :=
1/P + uk(Hℓ,Aℓ)
1/P + uk(Hℓ,Aℓ) + tk(Hℓ,Aℓ)
(15)
and θk(ℓ, n
⋆, P ), which depends on the selected antenna, reads
θk(ℓ,n
⋆, P ) :=
1 +
µ(ℓ, n⋆)tk(Hℓ,Aℓ) + ǫk(ℓ, n
⋆)
1/P + µ(ℓ, n⋆)uk(Hℓ,Aℓ) + ψk(ℓ, n⋆)
. (16)
The stepwise variation of Rk(ℓ, P ) in (14) lets us to select a
new antenna in step ℓ+1 given the selected antennas in steps
[ℓ] and the power P , such that Rk(ℓ, P ) has the maximum
growth. Although such a selection does not necessarily give
the optimal selection, it leads to an efficient algorithm with
low complexity. Starting from (14), the performance measure
is updated in each step as
M(ℓ+ 1, P |w) =M(ℓ, P |w) + Θ(ℓ, n⋆, P ) (17)
where Θ(ℓ, n⋆, P ) is derived as a function of θk(ℓ, n
⋆, P ) and
φk(ℓ, P ). We refer to (17) as the stepwise update rule.
C. Iterative Approach for TAS and Power Control
Based on the stepwise update rule, we now propose an it-
erative TAS and power control algorithm. Here, we state the
algorithm for a general precoding and performance measure
and give detailed derivations for different measures and pre-
coding matrices in the next sections.
The algorithm follows the stepwise regression method. In
each step, we select the antenna which results in the maximum
possible growth in the performance measure. Although this
approach does not necessarily lead to the optimal solution,
it enjoys low computational complexity while demonstrating
a better performance compared to other low complexity ap-
proaches. Using the stepwise regression method, one starts
with the initialization H1, A1 and P1 for ℓ = 1 and chooses
the transmit antenna n⋆ in step ℓ as
n⋆ = argmax
n∈[N ]\S(ℓ)
Θ(ℓ, n, Pℓ). (18)
The channel matrix is then updated as Hℓ+1 = [H
T
ℓ ,gn⋆ ]
T
and the transmit power for the next step is set to be1
Pℓ+1 = argmax
0≤P≤Pmax
M(ℓ+ 1, P |w). (19)
In general, the algorithm can select antennas until it reaches
Lmax. Nevertheless, the stepwise update rule may stop grow-
ing at some step ℓ < Lmax. We therefore stop the algorithm
at step L⋆ ≤ Lmax when either L⋆ = Lmax or
Θ(L⋆, n⋆, PL⋆) ≤ 0. (20)
1It is worth to note that this optimization involves only a single argument
P , and its dimension does not grow with the system size.
Algorithm 1 Iterative TAS and Power Control
Input: G, Pmax, Lmax, precoding rule Pre(·) and perfor-
mance measure M(ℓ, P |w)
Initiate Let ℓ = 1 and
n⋆ = argmax
n∈[N ]
‖G(n, :)‖ (21)
and set H1 = G(n
⋆, :) and A1 = Pre(H1). Set
P1 = argmax
0≤P≤Pmax
M(1, P |w) (22)
and S(1) = {n⋆}.
while ℓ < Lmax
n⋆ = argmax
n∈[N ]\S(ℓ)
Θ(ℓ, n, Pℓ) (23)
let Θ⋆ = Θ(ℓ, n⋆, Pℓ).
if Θ⋆ ≤ 0 then
break
end if
Set Hℓ+1 =
[
HTℓ , G(n
⋆, :)T
]T
and
D(ℓ, n⋆) = [d1(ℓ, n
⋆), . . . ,dK(ℓ, n
⋆)] (24a)
b(ℓ, n⋆) = [b1(ℓ, n
⋆), . . . , bK(ℓ, n
⋆)]
T
, (24b)
and update the precoding matrix as
Aℓ+1 =
[√
µ(ℓ, n⋆)Aℓ +D(ℓ, n
⋆)
bT(ℓ, n⋆)
]
. (25)
Define the scalar function
M(ℓ + 1, P |w) =M(ℓ, P |w) + Θ(ℓ, n⋆, P ) (26)
and update the transmit power as
Pℓ+1 = argmax
0≤P≤Pmax
M(ℓ+ 1, P |w). (27)
Update S(ℓ+ 1) = S(ℓ) ∪ {n⋆} and ℓ = ℓ+ 1.
end while
Output: L⋆ = ℓ, PL⋆ = Pℓ and S(L
⋆) = S(ℓ).
The outputs of this algorithm are then L⋆, PL⋆ and S(L
⋆).
The algorithm is illustrated in Algorithm 1 in details.
The proposed algorithm considers a general setting. In the
sequel, we derive the detailed formulation for several perfor-
mance measures and linear precoders. Namely we determine
the stepwise update rule for the average spectral and energy
efficiency while considering MRT, ZF and RZF precoders.
IV. DERIVATIONS FOR DIFFERENT MEASURES
As mentioned before, the average spectral efficiency and
the average energy efficiency are some common choices for
the performance measure. We therefore derive explicitly the
stepwise update rule for each of these measures.
A. Average Spectral Efficiency
For this performance measure M(ℓ, P |w) is given by
M(ℓ, P |w) = R(ℓ, P |w) = 1
K
K∑
k=1
wkRk(ℓ, P ). (28)
Therefore, Θ(ℓ, n⋆, P ) in this case reads
Θ(ℓ, n⋆, P ) =
1
K
K∑
k=1
wk log θk(ℓ, n
⋆, P )φk(ℓ, P ). (29)
B. Average Energy Efficiency
In this case, we have
M(ℓ, P |w) = E(ℓ, P |w) = R(ℓ, P |w)
Q(ℓ, P )
(30)
with Q(ℓ, P ) being defined in (5). Noting that
Q(ℓ+ 1, P ) = Q(ℓ, P ) +QTxcr (31)
the stepwise growth term is found as in (32) on the top of the
next page.
V. DERIVATIONS FOR DIFFERENT LINEAR PRECODERS
For different linear precoders, the terms µ(ℓ, n⋆), dk(ℓ, n
⋆)
and bk(ℓ, n
⋆) are of different forms. In this section, we derive
these terms for the MRT, ZF and RZF precoders. For the sake
of compactness, we define the matrix D(ℓ, n⋆) ∈ Cℓ×K and
the vector b(ℓ, n⋆) ∈ CK×1 as
D(ℓ, n⋆) = [d1(ℓ, n
⋆), . . . ,dK(ℓ, n
⋆)] (34a)
b(ℓ, n⋆) = [b1(ℓ, n
⋆), . . . , bK(ℓ, n
⋆)]
T
. (34b)
The single-rank updates in (10b) can then be represented as
Aℓ+1 =
[√
µ(ℓ, n⋆)Aℓ +D(ℓ, n
⋆)
bT(ℓ, n⋆)
]
. (35)
A. Maximum Ratio Transmission
The MRT precoder reads
Aℓ = βmrt(ℓ)H
∗
ℓ (36)
where βmrt(ℓ) =
[
Tr{H∗ℓHTℓ }
]−1/2
. Consequently, βmrt(ℓ) is
updated in each step by
1
β2mrt(ℓ+ 1)
=
1
β2mrt(ℓ)
+ ‖g(n⋆)‖2. (37)
From (37), one can show that
Aℓ+1 =


Aℓ√
1 + β2mrt(ℓ)‖g(n⋆)‖2
βmrt(ℓ)g
H(n⋆)√
1 + β2mrt(ℓ)‖g(n⋆)‖2

 . (38)
As a result, it is concluded that D(ℓ, n⋆) = 0 and
µ(ℓ, n⋆) =
[
1 + β2mrt(ℓ)‖g(n⋆)‖2
]−1
(39a)
b(ℓ, n⋆) = βmrt(ℓ)
√
µ(ℓ, n⋆)g∗(n⋆). (39b)
B. Regularized Zero Forcing
For RZF precoding, we have
Aℓ = βrzf(ℓ;λ)H
∗
ℓ
(
HTℓH
∗
ℓ + λIK
)−1
(40)
where the factor βrzf(ℓ;λ) reads
βrzf(ℓ;λ) =
[
Tr{Jℓ(λ)−2Jℓ(0)}
]−1/2
(41)
with Jℓ(λ) := H
T
ℓH
∗
ℓ + λIK . Noting that for any λ
Jℓ+1(λ) = Jℓ(λ) + g(n
⋆)gH(n⋆), (42)
one utilizes the Sherman-Morrison formula [23] and writes
Jℓ+1(λ)
−1 = Jℓ(λ)
−1 − r(ℓ, n⋆;λ)rH(ℓ, n⋆;λ), (43)
where we define
r(ℓ, n⋆;λ) :=
Jℓ(λ)
−1g(n⋆)√
1 + gH(n⋆)Jℓ(λ)−1g(n⋆)
(44)
Note that gH(n⋆)Jℓ(λ)
−1g(n⋆) ≥ 0 for any λ, since Jℓ(λ)−1
is a positive semi-definite matrix. Consequently, one can derive
the rank-one update for βrzf(ℓ;λ) as
1
β2
rzf
(ℓ+ 1;λ)
=
1
β2
rzf
(ℓ;λ)
+ ∆(ℓ, n⋆;λ), (45)
where ∆(ℓ, n⋆;λ) is defined in (33) on the top of the next
page with E(ℓ, n⋆;λ) ∈ CK×K being defined as
E(ℓ, n⋆;λ) :=(‖r(ℓ, n⋆;λ)‖2IK − Jℓ(λ)−1)Jℓ(0)− Jℓ(0)Jℓ(λ)−1. (46)
Consequently, one can conclude that
µ(ℓ, n⋆)=
[
1 + β2
rzf
(ℓ;λ)∆(ℓ, n⋆;λ)
]−1
(47a)
D(ℓ, n⋆)=βrzf(ℓ;λ)
√
µ(ℓ, n⋆)H∗ℓr(ℓ, n
⋆;λ)rH(ℓ, n⋆;λ) (47b)
b(ℓ, n⋆)=
√
β2
rzf
(ℓ;λ)µ(ℓ, n⋆)
1 + gH(n⋆)Jℓ(λ)−1g(n⋆)
r∗(ℓ, n⋆;λ) (47c)
where we further drop λ in the left hand sides of (47a)-(47c)
for the sake of compactness.
C. Zero Forcing
The ZF precoder deduces from RZF precoding by setting
λ = 0. In this case,
Aℓ = βzf(ℓ)H
∗
ℓJℓ(0)
−1 (48)
in which βzf(ℓ) = βrzf(ℓ; 0). By setting λ = 0 in the results
derived for RZF, we have
1
β2
zf
(ℓ+ 1)
=
1
β2
rzf
(ℓ)
− ‖r0(ℓ, n⋆)‖2, (49)
where we define r0(ℓ, n
⋆) := r(ℓ, n⋆; 0). Moreover,
µ(ℓ, n⋆) =
[
1− β2zf(ℓ)‖r0(ℓ, n⋆)‖2
]−1
(50a)
D(ℓ, n⋆) = βzf(ℓ)
√
µ(ℓ, n⋆) H∗ℓr0(ℓ, n
⋆)rH0 (ℓ, n
⋆) (50b)
b(ℓ, n⋆) =
√
β2
zf
(ℓ)µ(ℓ, n⋆)
1 + gH(n⋆)Jℓ(0)−1g(n⋆)
r∗0(ℓ, n
⋆). (50c)
Θ(ℓ, n⋆, P ) =
1
Q(ℓ+ 1, P )
[
1
K
K∑
k=1
wk log θk(ℓ, n
⋆, P )φk(ℓ, P )−QTxcr E(ℓ, P |w)
]
. (32)
∆(ℓ, n⋆;λ) =
‖r(ℓ, n⋆;λ)‖2
1 + gH(n⋆)Jℓ(λ)−1g(n⋆)
+ rH(ℓ, n⋆;λ)E(ℓ, n⋆;λ)r(ℓ, n⋆;λ) (33)
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Fig. 1: Energy efficiency versus the maximum number of selected
antennas Lmax considering N = 128 transmit antennas and K = 4
users. Here, the power constraint is Pmax = 0 dB and the parameters
of RF-chains are ξ−1 = 0.4, QRxcr = Q
Tx
cr = 48 mW and Qsync =
62 mW. As the figure shows, the proposed algorithm significantly
outperforms the random TAS approaches with power control.
VI. NUMERICAL RESULTS
Throughout the numerical investigations, we have consid-
ered independent and identically distributed (i.i.d.) Rayleigh
fading channels. Hence, the entries of G are i.i.d. zero-mean
and unit-variance complex Gaussian random variables. The
system parameters, such as the energy efficiency and number
of selected antennas, are then averaged over multiple realiza-
tions numerically. Due to the linear computational complexity
of the proposed algorithm, Monte-Carlo simulations are feasi-
ble even for large dimensions. It is worth moreover to indicate
that the optimal search for the dimensions considered here are
practically infeasible due to its high computational complexity.
For the MRT precoder, we have sketched the average energy
efficiency defined as
EEavg = E {E(L⋆, P ⋆|w)} (51)
versus Lmax where L
⋆ and P ⋆ are the outputs of Algorithm 1
for the MRT precoder and E(ℓ, P |w). The performance of the
proposed algorithm is moreover compared to the performance
of random TAS algorithms with power control.
Fig. 1 shows the energy efficiency as a function of Lmax for
K = 4 users and N = 128 available transmit antennas when
K ≤ Lmax ≤ N . The transmit power is considered to be
limited by Pmax = 0 dB and the transmit and receive power
amplifiers are assumed to have efficiency factor ξ−1 = 0.4.
The consumed power at the RF chains and synchronization
oscillators are moreover set to be QTxcr = Q
Rx
cr = 48 mW
and Qsync = 62 mW. In this figure, the blue line shows the
performance of the proposed algorithm in which the selection
subset as well as the transmit power is being iteratively tuned
via the stepwise approach. For the sake of comparison, we
have also plotted the energy efficiency of two random TAS
algorithms with power control. The first random algorithm,
whose performance is depicted by the yellow line, selects
Lmax out of N transmit antennas and chooses the transmit
power such that the energy efficiency is maximized. In the
other random approach, shown in the figure with the red
line, the number of selected transmit antennas for each Lmax
is set to L⋆ in which L⋆ denotes the number of selected
antennas via the proposed algorithm and is a function of
Lmax. The latter random algorithm then selects L
⋆ transmit
antennas at random and optimize the energy efficiency with
respect to P subject to P ≤ Pmax. As Fig. 1 depicts, the
proposed algorithm significantly outperforms the random TAS
approaches with power control1. The figure furthermore shows
that even in the case of random selection, the increase in the
number of selected antennas does not necessarily improve the
performance. In fact for large values of Lmax, the random
algorithm with L⋆ < Lmax selected antennas enhances the
energy efficiency compared to the random TAS approach with
Lmax active transmit antennas.
In order to illustrate the latter observation, we have further
sketched in Fig. 2 the average number of selected antennas
given by the proposed algorithm, i.e., E{L⋆}, versus Lmax
for the setting considered in Fig. 1. As it demonstrates, the
algorithm up to Lmax = 23 selects the almost Lmax transmit
antennas. Nevertheless, for larger values of Lmax it stops
to select more antennas around L⋆ ≈ 24. This means that
further growth in the number of selected antennas degrades
the energy efficiency of the system. Such an observation is
intuitive, due to the fact that the growth in the number of active
antennas can both increase the rate and consumed power. In
order to observe the latter intuition further, we have plotted
the energy efficiency of a modified version of the proposed
algorithm, for the setting considered in previous figures, in
Fig. 3. In this version of the algorithm, the proposed algorithm
is enforced to select exactly Lmax transmit antennas via the
1Note that when Lmax grows with N , random selection is a good bound
on the performance of several practical TAS algorithms; see [9].
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Fig. 2: Average number of active antennas selected via the proposed
algorithm versus the maximum number of selected antennas consid-
ering N = 128 and K = 4. Here, it is assumed that Pmax = 0 dB,
ξ−1 = 0.4, QRxcr = Q
Tx
cr = 48 mW and Qsync = 62 mW. The
figure depicts that the algorithm stops selecting transmit antennas at
L⋆ ≈ 24 which is significantly smaller than N .
stepwise regression method. In fact in this case, the algorithm
does not break at L⋆ and uses forward selection to collect a
subset of Lmax transmit antennas. As the figure shows, the
modified algorithm meets the maximum around Lmax ≈ 24
which agrees with the observation in Fig. 2. At Lmax = N ,
moreover, it lies on the random TAS since they both select
all transmit antennas and optimize the transmit power subject
to the energy efficiency. Noting that the proposed algorithm
needs L⋆ number of iterations, the result indicates that the
complexity is further reduced for Lmax growing with N , since
in the large limit L⋆ does not necessarily grow with Lmax.
VII. CONCLUSION
This paper has proposed a class of iterative algorithms for
TAS and transmit power control in downlink massive multiuser
MIMO systems with linear precoders. The algorithms follow
the approach of stepwise regression methods and enjoy low
computational complexity. The results have shown significant
gains obtained via the proposed algorithm. It has been also
demonstrated that antenna selection, in addition to RF-cost
reduction, could enhance the performance in several massive
MIMO settings. The derivations given in this paper can be
more enlightened by further numerical investigations which
will be added in the forthcoming version of the manuscript.
Using tools from large-system analysis, the asymptotic outputs
of the algorithm can be derived in terms of explicit fixed-point
equations. Such investigations are possible extensions of this
work and are currently ongoing.
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