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  ABSTRACT  
 





Characterizing the binding preferences of transcription factors is a major objective in 
molecular biology. Important processes such as development and responses to 
environmental stresses are regulated by the interactions between transcription factors and 
DNA.  In this thesis, we address three key issues in the analysis of protein-DNA 
interactions. First, we demonstrate how transcription factor binding motifs can be 
inferred from ChIP-seq data by integrating a peak-calling algorithm and a biophysical 
model of transcription factor specificity. Next, we show that high-resolution DNase I 
cleavage profiles can provide detailed information about the role that DNA shape plays in 
protein-DNA recognition. Our analysis reveals the interplay between DNA sequence, 
methylation status, DNA geometry, and DNase I cleavage. Finally, we construct a model 
of transcription factor-DNA interaction that allows multiple transcription factors to bind 
co-operatively and competitively. In addition, the model can also infer transcription 
factor concentration. As the binding preferences of transcription factors continue to be 
characterized with a high degree of precision, we anticipate that use of these more 
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Chapter 1 Background and Literature Review  
The natural sciences are an enterprise that seeks to formulate testable hypotheses 
that characterize and accurately predict phenomena that occur in the natural world. The 
set of principles elucidated by scientists form a major part of our civilization. For 
example, the discipline of engineering seeks to apply scientific knowledge to practical 
ends such as transportation and communication.   
Perhaps the most prolific of all engineers is nature. Over the last 3.5 billion years, 
nature has refined living organisms through an iterative process of trial and error. 
Humans have derived inspiration from nature as they seek to solve engineering problems. 
When designing the first heavier-than-air aircraft, the Wright brothers studied the flight 
of pigeons. Indeed, many of the techniques and principles that underlie modern 
technology and engineering can be observed in nature. Negative feedback is used to 
regulate gene expression. Computer programs are written and interpreted according to the 
specifications of formal grammars, for which humans possess an innate facility.  
Nature has engineered impressive solutions for a variety of complex problems, 
thus making the study of the natural sciences an endeavor of great merit. When studying 
the world, a natural impulse is to first seek a rigorous understanding of entities such as 
matter and energy. Though equations derived by Newton and Maxwell are not exact laws 
of the universe, they nevertheless achieve a remarkable degree of precision and played 
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important roles in the development of technologies such as radio, cellphones and space 
travel.  
Physics and chemistry are also among the tools that scientists use to study living 
organisms. The study of living systems shares some similarities with the physical 
sciences.  Just like their counterparts in the physical sciences, biologists aim to formulate 
approximations that are nevertheless highly accurate. Furthermore, while the physical 
sciences have elementary particles and atoms as their basic units, biologists consider the 
cell to be the fundamental unit of life. One property unique to cells is their capacity to 
replicate. This is very surprising because cells are structurally far more complicated than 
atoms. It seems certain that gaining a better understanding of cell replication, growth and 
metabolism would have the potential to improve the human condition. For example, 
cancer is a disease that arises when cell growth goes awry. Cells possess fascinating 
properties and many diseases originate at the cellular level. It therefore seems reasonable 
to assert that cellular biology is a discipline no less worthy of pursuit than any of 
humankind’s other enterprises. 
This work is broadly concerned with gene expression, a process that underlies 
nearly all aspects of cellular function. Gene expression is orchestrated by a class of 
proteins called transcription factors (TFs). Characterizing the binding preferences of 
transcription factors is a major objective in molecular biology (Jolma et al., 2013). 
Important processes such as development and responses to environmental stresses are 
regulated by the interactions between TFs and DNA (Spitz et al., 2012).  In this thesis, 
we address three key issues in the analysis of protein-DNA interactions. First, we 
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demonstrate how TF binding motifs can be inferred from ChIP-seq data by integrating a 
peak-calling algorithm and a biophysical model of TF specificity. Next, we show that 
high-resolution DNase I cleavage profiles can provide detailed information about the role 
that DNA shape plays in protein-DNA recognition. Our analysis reveals the interplay 
between DNA sequence, methylation status, DNA geometry and DNase I cleavage. 
Finally, we construct a model of TF-DNA interaction that allows multiple TFs to bind co-
operatively and competitively. In addition, the model can infer TF concentration. As the 
binding preferences of TFs continue to be characterized with a high degree of precision, 
we anticipate that use of these more realistic models will become more prevalent. 
1.1 Nucleic acids, proteins and the study of life 
While Mendel’s principles of genetic inheritance became widely accepted in the 
early twentieth century, the chemical nature of the hereditary material remained elusive 
until a series of groundbreaking experiments in the early 1950s confirmed DNA as the 
genetic material (Hershey et al., 1952). This result came as a surprise to scientists since 
proteins, the other constituent of chromosomes, have more varied chemical compositions 
and structures. It is very surprising that linear chains of nucleotides can account for the 
diversity of living systems. After all, a major hallmark of molecular biology is the close 
association between structure and function.  
The information used to synthesize proteins resides in DNA. Since proteins are 
used in nearly every aspect of living, differences between species can be attributed to 
differences in their genome sequences. A recent study identified 202 genomic elements 
that are highly conserved in vertebrates, yet have accelerated substitution rates in 
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humans. These elements reside largely in introns and intergenic regions near coding 
regions. These findings suggest that differences between humans and closely related 
species such as chimp can be largely attributed to different patterns of expression of 
similar proteins (Pollard et al., 2006).  
 Gene expression occurs when TFs bind to DNA at control sites such as promoters, 
enhancers and silencers and recruit the transcriptional apparatus. This was first 
demonstrated in Escherichia coli (E. coli), when Jacob and Monod showed that 
expression of the lac genes is modulated by a TF called the lac repressor (Jacob et al., 
1961). The sequences in promoter regions are therefore the signals that control protein 
production. In the decades after Jacob and Monod first explored genetic control, 
researchers revealed that many important processes such as development and responses 
to environmental stresses are regulated by interactions between TFs and DNA. In this 
section, we begin by examining more closely the structure and function of transcription 
factors. Next, we focus on an endonuclease called DNase I, which has proven to be a 
helpful tool for us in gaining new insights into how DNA-binding factors recognize their 
targets. 
1.1.1 Transcription factors 
Studies aiming to characterize the behavior of transcription factors have 
predominantly focused on their sequence specificities. However, genomic DNA must be 
accessible in order for TF binding to occur. The manner in which DNA is packaged can 
therefore exert a large influence on TF binding targets (Hubner et al., 2010). Before 
examining TFs, we will briefly explore chromatin structure and remodeling.  
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In eukaryotic cells, DNA is packaged with proteins to form a structure called 
chromatin. The basic unit of DNA packaging is the nucleosome, which consists of 
approximately 147 base pairs of DNA wound around eight core histone proteins 
(Kornberg et al., 1999). The histone proteins have a highly positive charge that arises 
from the lysine and arginine residues. The compaction of DNA is therefore achieved by 
electrostatic interactions with the negatively charged DNA backbone. Roughly 75-90% 
of genomic DNA is packaged in nucleosomes. Nucleosomes are further condensed into a 
structure called the “30-nanometer fiber” with the addition of H1 histones (Grigoryev et 
al., 2012). 
The structure of chromatin is not static. Rather, various mechanisms exist to alter 
the positioning of nucleosomes and enable TFs to gain access to promoter regions and 
initiate gene expression. Protein complexes such as the SWI/SNF complex are capable of 
consuming ATP to displace, slide or remodel nucleosomes (Pazin et al., 1997). The 
SWI/SNF complex is recruited to DNA by RNA polymerase or TFs that can bind to 
tightly packed chromatin. Chromatin structure can also be disrupted by epigenetic 
modifications to the histone molecules. For instance, acetylation of lysine residues 
reduces the positive charge of the nucleosome and results in less tightly packed 
chromatin (Grunstein, 1997).  
The purpose of chromatin remodeling is to render regulatory DNA sequences 
accessible to TF binding. Broadly speaking, TFs primarily recognize two classes of DNA 
motifs. Sequences such as the TATA box belong to the first class, which consists of 
sequences involved in transcription that are found upstream of most genes (Suzuki et al., 
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2001). Sequences belonging to the second class are involved in regulated transcription 
and are typically found only within a group of closely related genes. 
TFs are modular proteins that are composed of two main functional domains 
(Latchman, 1997). The transcription-activating domain interacts with other proteins such 
as RNA polymerase and serves to recruit the transcriptional machinery. The DNA-
binding domain interacts with DNA sequences. TFs bind to DNA when favorable 
electrostatic and van der Waals interactions occur between the amino acid side chains of 
TFs and the chemical surface of DNA. Typically, secondary structural units such as α-
helices or β-sheets extend from the DNA-binding domain and enter the DNA grooves.  
The α-helix is the most common protein structural component used for DNA 
binding (Garvie et al., 2001). The first three TFs to have their structures determined (λ 
repressor, λ cro and CAP) all contained a structural motif called helix-turn-helix, which 
consists of two α-helices joined by a short strand of amino acids. Members of the helix-
turn-helix family typically interact with DNA via the major groove. Additional TF 
residues lying outside the helix-turn-helix region govern the precise orientation of the 
helix in the major groove. 
Another structural motif that contains α-helices is the leucine zipper. 
Interestingly, the leucine zipper motif was hypothesized before it had been crystallized 
(Landschulz et al., 1988). When the sequences of certain transcription factors were 
aligned and displayed on an idealized α-helix, leucine residues were observed at every 
seventh position over eight helical turns. The leucine zipper consists of two α-helices that 
dimerize when van der Waals bonds form between leucine residues. The class of proteins 
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containing a leucine zipper is called the basic-region leucine zipper (bZIP) family. The 
basic region of the α-helices interacts with the major groove of the DNA and the leucine 
bonds form in the hydrophobic region of the motif. Members of the bZIP family include 
the cAMP responsive element binding protein (CREB), which is integral to spatial and 
social learning (Silva et al., 1998). 
The most abundant class of DNA binding proteins in the human genome is the 
zinc-finger family (Ravasi et al., 2003). The zinc-finger motif consists of a short α-helix 
and two antiparallel β-sheets. This motif is stabilized by a core Zn2+ ion that forms bonds 
with two α-helix residues and two β-sheet residues. The length of the zinc finger motif is 
~30 amino acids. TFs belonging to the zinc finger family have multiple copies of the zinc 
finger motif. DNA binding occurs when the α-helix interacts with the major groove. In 
the case of Cys2His2 zinc fingers, the most common DNA-binding motif found in 
eukaryotic TFs, successive fingers bind to the major groove (Wolfe et al., 2000). 
Alternatively, zinc fingers can interact with both the major and minor grooves (Nolte et 
al., 1998).  
1.1.2 DNA Methylation 
The previous section described how amino acid residues from the DNA-binding 
domain of a TF recognize and interact with the chemical surface of DNA. It is interesting 
to ponder how protein-DNA interactions are disrupted when DNA shape is altered via 
epigenetic modifications. This question is of great interest to biologists because 
epigenetic modifications influence gene activity (Riddihough et al., 2010). One of the 
best-studied DNA modifications is the addition of a methyl group at position 5 of 
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cytosine (Figure 1.1). The methyl group is located in the major groove of the DNA. 
However, NMR studies have previously shown that a methylated CpG dinucleotide 
flanked by A-tracts undergoes a severe narrowing of the minor groove at its center  
(Marcourt et al., 1999), (Figure 1.2). It is not completely understood how DNA 
methylation and the subsequent narrowing of the minor groove affects TF binding. As we 
will see in Chapter 4, DNase I is an ideal tool for exploring this question, as it exclusively 
interacts with DNA via the minor groove. Our ultimate goal will be to obtain a plausible 
mechanistic explanation of how gene expression is modulated by DNA methylation. 
Here, we review key facts about DNA methylation and will examine protein-DNA 
interactions and DNase I more closely in the following sections. 
 
 
Figure 1.1:  Cytosine and 5-methylcytosine. In 5-methylcytosine, a methyl group is 
attached to the fifth position in the pyrimidine ring. (Reproduced from ATDBio) 
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Figure 1.2: Methylation and DNA geometry. The minor groove becomes significantly 
narrower upon methylation. (Reproduced from Marcourt et al., 1999) 
 
Three enzymes, DNA methyltransferase I (DNMT1), DNMT3A and DNMT3B 
act to perform de novo methylation and to maintain methylation patterns during 
replication (Smith et al., 2013). Approximately 60-80% of CpGs in the human genome 
are methylated (Tucker, 2001). While CpGs occur less frequently than would be expected 
given the sequence composition of the human genome, there exist regions ~1kb in length 
that contain high CpG content. These regions, termed CpG islands, are often 
unmethylated and typically occur near transcription start sites (Suzuki et al., 2008). The 
mechanism by which the methyltransferases target sites for methylation is not well 
understood. Interestingly, the occurrence of hypomethylation in CpG islands suggests 
that methyltransferases recognize local sequence context. 
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 The first strong causal links between DNA methylation and cellular 
differentiation (a proxy for gene expression) were established in 1980 when Jones and 
Taylor used cytidine analogs to perturb methylation patterns in cultured mouse embryo 
cells (Jones et al., 1980). They found that methylation inhibition led to changes in 
cellular phenotype. More recently, epigenetic abnormalities have been implicated in 
cancer development (Maier et al., 2002). It has been found that gene expression is often 
inhibited by methylation (Baylin, 2005). One mechanism involves MECP2 (methyl CpG 
binding protein 2), a protein that specifically binds to methylated DNA and associates 
with transcriptional repressors and histone deacetylases (Nan et al., 1998).  
 While it is interesting to study individual proteins such as MECP2, it would be 
more satisfying to adopt an approach based on first principles. After all, TF-DNA 
interactions must also be disrupted by DNA methylation. Given the degeneracy inherent 
in TF specificities, it seems apparent that methylation will modulate, rather than abrogate, 
TF-DNA interactions (Adams, 1990). Given knowledge of methylation’s impact on DNA 
structure and the binding mechanism of a TF of interest, it may be possible to predict 
whether methylation increases or decreases TF affinity for a given sequence. We will 
adopt this approach in Chapter 4, where we formulate a mechanistic explanation for the 
effect of methylation on DNase I cleavage rates.  
1.1.3 TF binding: base readout vs shape readout   
When discussing TF-DNA ineractions in section 1.1.1, we stated that these occur 
when favorable interactions occur between the amino acid side chains of TFs and the 
chemical surface of DNA. It is apparent from our discussion of DNA methylation that 
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this characterization of TF binding must be further refined. For instance, TFs often form 
hydrogen bonds or hydrophobic interactions with bases. However, methylation alters 
DNA shape without changing the identity of the bases. Parker and colleagues recently 
underscored the importance of DNA shape when they demonstrated that DNA shape in 
the human genome is evolutionarily constrained (Parker et al., 2009). In light of this 
finding, Rohs and colleagues coined the terms base readout and shape readout (Rohs et 
al., 2010) in order to better understand the rules that govern protein-DNA interaction.  
 Base readout is said to occur when TFs form hydrogen bonds or water-mediated 
hydrophobic contacts with the base or base pair. Base readout can be further subdivided 
into interactions that occur either in the major or minor groove. Shape readout occurs 
when TFs recognize a sequence-dependent DNA shape. This description can be further 
refined into two categories: local shape readout and global shape readout. Local shape 
readout describes recognition of deviations from ideal B-DNA that occur in a localized 
manner. Examples include the narrowing of the minor groove over a period of 3-8bp and 
formation of DNA kinks. Global shape readout occurs when the entire binding site 
deviates from ideal B-DNA, as in the case of A-DNA and Z-DNA.  
 TFs can be grouped into families according to their base readout mechanism. 
Shape readout is used to provide additional specificity and to distinguish between 
members of the same TF family.   
1.1.4  DNase I 
Bovine pancreatic DNase I is an endonuclease that cleaves the backbone of 
double-stranded DNA in a sequence-dependent manner.  The chief biological function of 
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DNase I is thought to be mediation of the apoptotic degradation of DNA (Oliveri et al., 
2001). DNase I is of interest to scientists chiefly because of its utility in the laboratory. It 
has been widely used as a probe to determine chromatin structure and TF sequence 
specificity (see 1.2.1 DNase I footprinting). The protein is highly conserved throughout 
evolution and is expressed in almost all tissues (Madaio et al., 1996).  
The structure of DNase I at the molecular level was solved over twenty years ago 
and led to the development of a model for the interaction of DNase I with double-
stranded DNA (Figure 1.3A) (Oefner et al., 1986). DNase I contains two 6-stranded β-
sheets that form a large hydrophobic core surrounded by helices and loop regions (Figure 
1.3A). While secondary structures are known to be essential in the formation of stable 
protein structures, the connections between these elements (ie loops) generally do not 
influence the structure and behavior of a protein. The two 6-stranded β-sheets give rise to 
a large hydrophobic core in which amino acid residues are packed. Though the details are 
not well understood, the packing of residues in the hydrophobic core plays an important 
role in stabilizing protein structures (Munson et al., 1996). DNase I is further stabilized 
by bound calcium atoms, intramolecular hydrogen bonds and disulfide bonds (Figure 
1.3B) (Oefner et al., 1986).  
A high-resolution x-ray structure of DNase I co-crystallized with double-stranded 
DNA revealed that the enzyme binds to the minor groove and interacts with the backbone  
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Figure 1.3 DNase I: Structure and cleavage mechanism. (A) The hydrophobic core of 
DNase I is formed by two six-stranded β-pleated sheets (arrows) and is surrounded by 
helices (cylinders) and loop regions. This structure is further stabilized by disulphide 
bridges (black dots). (B) Important features of the active site of DNase I include the water 
molecule hydrogen bonded to H131 and the remarkably strong hydrogen bonds between 
E75 and H131 and D209 and H249. (C) Interaction of DNase I side chains with DNA 
near the cleaved phosphate (denoted by a circle). Four of the side chains that interact with 
DNA upstream of the cleaved phosphate carry a positive charge at physiological pH (four 
arginines and one lysine). (D) In the most probable mechanism of DNA hydrolysis, E75 
accepts a proton from H131, which accepts a proton from a nearby water molecule. The 
resulting hydroxyl ion acts as a nucleophile and cleaves the P-O-3-bond. (Reproduced 
from Suck et al., 1986) 
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of both strands (Suck et al., 1988). The interactions are primarily electrostatic, with the 
positively charged amino acid side-chains interacting with the negatively-charged DNA 
backbone (Figure 1.3C). While the binding of DNase I in the minor groove does not 
induce any conformational changes to the enzyme, it does lead to significant distortions 
of DNA. The distortion of DNA by DNase I suggests that the enzyme has a structural 
specificity and that sequences with different geometries will be cleaved at differing rates. 
Based on stereochemical considerations, hydrolysis of the DNA backbone is most 
likely achieved by a nucleophilic attack of a water molecule at the phosphorus atom  
(Figure 1.3D). The configuration of the phosphate atom is inverted upon cleavage by 
DNase I, suggesting that a single displacement reaction takes place. 
1.2 Experimental assays for determining TF binding targets  
 From vaccines to Sanger sequencing, many triumphs in molecular biology and 
medicine were achieved by modifying and adapting substances found in nature. The main 
tools used to study TF sequence specificities are no exception to this pattern. In this 
section, we review the two main classes of assays used to identify TF binding sites. Chief 
among the nuclease-based approaches is the DNase I footprinting assay. Antibody-based 
approaches consist largely of ChIP-based assays and Protein Binding Microarrays 
(PBMs). We chose to shift our gaze away from PBMs in this work because array-based 
technologies are becoming obsolete as sequencing costs continue to plummet. 
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1.2.1 DNase I footprinting 
Early attempts to identify TF targets involved mixing the TF of interest with a 
pool of restriction fragments and collecting the bound fragments. One shortcoming of this 
approach was that there was no way to identify precisely where the TF was binding.  To 
address this issue, Galas and Schmidt devised an assay using DNase I, an enzyme used to 
eliminate DNA from cell extracts (Galas, 2001, Galas et al., 1978). This assay worked by 
comparing cleavage patterns of genomic fragments in the presence and absence of bound 
TFs. A pleasing property of this method is its generality— the DNase I footprinting assay 
can be used for nearly any DNA or RNA binding protein. Indeed, though Galas and 
Schmidt developed their methodology using the lac repressor, they proceeded to use the 
DNase I assay to study the interaction of RNA polymerase and the lactose promoter. The 
paper by Galas and Schmidt describing this methodology was cited ~1000 times in the 
first six years after it was published and DNase I footprinting continues to be widely used 
in large part due to its simplicity.  
Others have refined the original protocol developed by Galas and Schmidt to 
overcome some of its limitations. A method developed by Tullius to identify footprints of 
proteins bound to DNA made use of the hydroxyl radical, a reagent generated by iron(II)-
promoted reduction of dioxygen or hydrogen peroxide (Tullius et al., 1986). The 
hydroxyl radical is believed to attack the deoxyribose sugars of the DNA sugar-phosphate 
backbone. Downstream reactions of the resulting deoxyribose radicals eventually cause 
the DNA backbone to break. Hydroxyl radical digestions offer some advantages over 
DNase I digestions. For example, the small size of the hydroxyl radical allows for very 
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fine details of protein-DNA interactions to be observed. This was demonstrated by 
Tullius when he used the hydroxyl radical methodology to show that the λ repressor and 
Cro proteins bind to only one side of the DNA helix (Tullius et al., 1986) .  
Another assay that leverages nucleases to determine the positions of proteins 
along DNA is the micrococcal nuclease (MNase) digestion. MNase is the extracellular 
nuclease of Staphylococcus aureus. MNase is very well suited for studying chromatin 
structure because it induces double-stranded breaks in linker DNA, but only induces 
single-stranded nicks within DNA that is bound to nucleosomes (Richard-Foy et al., 
1987). 
In recent years, DNase I, hydroxyl radical and MNase digestions have been 
alloyed to high-throughput DNA sequencing technology, thus allowing binding sites to 
be surveyed on a genomic scale (Hesselberth et al., 2009, Gaffney et al., 2012, Parker et 
al., 2009). In the case of DNase I digestions, the entire chromosome is digested, as 
opposed to a pool of restriction fragments. When four cleavage events occur within close 
proximity, a fragment of DNA is liberated from the chromosome. After selecting for 
DNA fragments that are ~250-750bp long (or whatever size is recommended for the 
sequencing platform) and performing blunt end repair, one of the 5ʹ′ ends is randomly 
chosen for sequencing. If the reference genome is available, this read can be mapped and 
the complete sequence context of the DNase I cleavage event can be retrieved. It should 
be noted that the fidelity of the DNase I cut on the 5ʹ′ end is maintained during the blunt-
end repair.  
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Just as with the original DNase I footprinting assay, the protocol described above 
offers single nucleotide resolution of DNA accessibility. One advantage of the high-
throughput approach is that it offers a genome-wide view of TF occupancy. However, 
one drawback is that prior knowledge of TF sequence specificities is required to 
determine their binding locations. When Hesselberth et al. first used this approach in 
2009 to study protein-DNA interactions in S. cerevisiae (Hesselberth et al., 2009), they 
searched for short regions (8-30bp) where DNase I cleavage was reduced compared with 
the immediate flanking regions. These regions were inferred to be TF footprints. For 
example, at the REB1 promoter, they observed footprints at two REB1 binding sites that 
had not been previously identified in ChIP experiments. By searching for short regions 
depleted of DNase I cleavage, Hesselberth et al. identified hundreds of new TF binding 
sites. Genomic DNase I footprinting was also used in ENCODE (Encyclopaedia of DNA 
Elements), a project that aims to identify all functional elements in the human genome 
(Neph et al., 2012). Approximately 45 million high-confidence TF footprints were 
identified across 41 different cell types. These footprints occurred in 8.4 million distinct 
short sequence regions of the genome. Genome-scale DNase I digestions have also been 
used to study eQTLs, which are stretches in the genome that regulate gene expression. 
For instance, it has been shown that in approximately 55% of eQTLs, variations in 
genomic sequence give rise to differences in chromatin accessibility (Degner et al., 
2012).  
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1.2.2 ChIP-chip  
The use of DNase I digestions in the ENCODE project allowed for millions of TF 
footprints to be delineated. However, one drawback of the DNase I assay is that it is 
unable to identify the TFs that give rise to footprints. Immunoprecipitation-based 
techniques overcome this limitation by using an antibody that specifically binds to the 
protein of interest. 
Over the last twenty years, some of the main techniques for interrogating in-vivo 
protein-DNA binding have been based on the chromatin immunoprecipitation (ChIP) 
assay. Pioneered by Lis and Gilmour in 1984, the original ChIP protocol consisted of first 
covalently joining proteins to DNA by irradiating cells with UV light (Gilmour et al., 
1984). Next, the cross-linked cells were lysed and the protein of interest was 
immunoprecipitated from the lysate. The DNA bound to the protein was then purified and 
hybridized to probes of genomic regions. Lis and Gilmour first used the ChIP protocol to 
characterize the in vivo distribution of RNA polymerase in E. coli. Soon afterwards, they 
used the same assay to study the distribution of eukaryotic RNA polymerase in D. 
melanogaster (Gilmour et al., 1985).  
With conventional ChIP assays, one is restricted to surveying protein-DNA 
interactions at only a limited number of genomic loci. These assays are therefore not very 
well suited for discovering novel TF binding sites. To overcome this limitation, a method 
that combined ChIP with DNA microarrays was developed independently by Ren and 
colleagues (Ren et al., 2000) and Iyer and colleagues (Iyer et al., 2001). In this assay, 
DNA recovered from the ChIP protocol is amplified, fluorescently labeled and hybridized 
 
 19  
 
to microarrays containing genomic DNA. Typically, another experiment is performed in 
parallel using a control consisting of unprecipitated genomic DNA. Probes that display a 
significantly stronger fluorescence signal when ChIP DNA is hybridized correspond to 
genomic binding sites of the protein. This assay was first used by Ren et al. to identify 
the binding sites of the SBF and MBF TFs that activate gene expression during the 
transition from the G1 state to the S state of the cell cycle. Ren et al. discovered around 
200 new potential targets in addition to recovering previously discovered ones. 
 One drawback of the ChIP-based methods is that they require a specific antibody 
against the protein of interest. An alternative method, known as DamID (DNA adenine 
methyltransferase identification), can detect the binding sites of TFs without relying on 
specific antibodies (van Steensel et al., 2000). In this assay, the DNA adenine 
methyltransferase (Dam) is fused to the protein of interest. When this fused protein binds 
to DNA, Dam is localized in the region of the binding site and catalyzes adenine 
methylation in the GATC sequences located in the immediate vicinity. Next, DpnI, which 
cuts only methylated GATCs, digests the genome and the resulting DNA fragment is 
amplified and sequenced. The DamID methodology has some drawbacks of its own. For 
instance, the methylatransferase on the fused protein will methylate most adenosines that 
it encounters within a GATC context as the protein slides along the chromosome. This is 
not a major drawback when analyzing proteins that bind to DNA in a binary fashion. 
However, it can complicate the analysis of DNA binding factors such as RNA 
polymerase that slide along DNA. 
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1.2.3 ChIP-seq  
At present, next generation sequencing (NGS) technology is revolutionizing 
genomic and genetic research by parallelizing the sequencing process. The ability to 
generate hundreds of millions of short DNA fragments in a single run is enabling 
scientists to perform experiments that even recently could have scarcely been imagined. 
This massively parallelized sequencing technology led Johnson et al. to develop the 
ChIP-Seq assay in 2007 (Johnson et al., 2007). In this protocol, ChIP is performed for the 
DNA-binding factor of interest. A size-selection step is then performed after cross-link 
reversal to provide fragments of optimal size for the sequencing platforms. When the 
number of cells available is fairly small, amplification of the DNA fragments can be 
performed after immune-enrichment and before the size selection step. The binding sites 
are then characterized by mapping the sequenced fragments to a reference genome. Using 
this protocol, Wold et al. were able to identify noncanonical binding sites for the human 
neuron-restrictive silencer factor (NRSF), a zinc finger repressor that negatively regulates 
many neuronal genes. NGS technology has also been used to sequence entire genomes, 
profile mRNA expression (RNA-seq), detect DNase I hypersensitive sites and discover 
new classes of small RNA molecules.  
ChIP-seq offers several advantages over more traditional ChIP assays such as 
ChIP-chip (Park, 2009). Most notably, ChIP-Seq allows one to study genomewide 
protein-DNA interactions. Examining such interactions genomewide using a ChIP-chip 
assay requires tiling to be performed with a large number of probes and can thus be cost 
prohibitive for mammalian genomes. Furthermore, the hybridization step in ChIP-chip is 
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often noisy since it depends on factors such as fragment length, CG content and 
concentration. Finally, the relationship between probe intensity and the amount of 
hybridized DNA is not always linear. The ChIP-seq protocol is not without its own 
drawbacks. For instance, fragment amplification can be biased based on GC-content. 
However, in recent years protocols have been improved to remove these biases. 
 When alloyed with chromatin immunoprecipitation, NGS technology has made it 
possible to collect unprecedented amounts of data on the targets of a DNA-binding factor 
of interest. This has allowed researchers to begin asking new types questions about TF 
binding and posed fresh challenges to computational biologists developing algorithms for 
motif discovery.  
1.3 Modeling TF sequence specificities   
TF motif discovery has been an area of active research since the days when 
promoter sequences first became available and putative TF binding sites were inferred 
“by eye”. Even during those early days, fundamental differences became apparent 
between regulatory proteins and restriction enzymes, another class of proteins that 
interact with DNA. Restriction enzymes recognize a specific sequence of nucleotides and 
cleave these sequences in a double-stranded fashion. For example, the recognition 
sequence of EcoRI is GAATTC. Sites that mismatch even at one position will be cut at a 
frequency several orders of magnitude less than the optimal site. Furthermore, 
recognition sequences that are methylated will not be cut by restriction enzymes. It is by 
selectively cutting unmethylated foreign DNA that restriction enzymes protect the cell 
against invading viruses. Whereas restriction enzymes have recognition sequences, a TF 
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can be said to have a consensus sequence (Stormo, 2000). This consensus sequence 
represents the optimal binding site for a TF. However, TFs generally display appreciable 
affinity for sites that differ by one or two base pairs from the consensus sequence. It 
makes biological sense that TFs should demonstrate variability with their targets. After 
all, the cell requires some proteins at higher levels than other proteins. The amount of 
protein produced by a cell can be regulated in part by the amount of RNA polymerase 
recruited to the promoter of its gene. Since TFs recruit RNA polymerase to promoter 
regions, modulation of protein levels can be achieved through variations in the sequences 
of TF binding sites. However, the variability in TF binding sites also leads to 
nonfunctional binding across the genome. Since all sites in the genome are theoretical 
targets of a TF, models fitting TF specificities to ChIP-chip or ChIP-seq datasets should 
utilize information from the entire genome or from all microarray probes. 
1.3.1 Matrices and information theory   
Given the degeneracy of TF specificities, a natural strategy for modeling their 
binding preferences is to amass a collection of TF targets and tabulate the frequency of 
each nucleotide at each position in the binding site. Indeed, matrices have been the major 
paradigm in modeling TF sequence specificities over the past couple of decades (Stormo, 
2000). If a TF binding site is n nucleotides long, a b × n matrix can be constructed whose 
entries fb,i represent the observed frequency of base b at position i. However, this 
frequency-based representation is sufficient only when binding sites were obtained from 
genomes with 25% of each base. Species such as S. cerevisiae have biased genome 
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compositions (64% A+T). As will be shown below, it is also necessary to take into 
consideration pb, the frequency of base ! in the genome, when interpreting the fb,i values.   
Once the fb,i values have been obtained, the next objective is to determine how 
informative they are for identifying binding sites. In the extreme case where the fb,i values 
are equal to pb for each b at every i, the fb,i values would be totally uninformative. In 
order to quantify the difference between the fb,i and pb probability distributions for a 
given i, we can evaluate the information content at that position using the following 
equation: 
 
This measure of the difference between two probability distributions is also known as the 
relative entropy or Kullback-Liebler (KL) distance. The base of the logarithm is set to 2 
because we wish to measure the information content in units of bits. Intuitively, the KL 
distance measures the negative logarithm of the average likelihood of observing data with 
the distribution fb,i, given that the pb model generated the data. This can be demonstrated 
by using Stirling’s approximation and basic algebraic manipulations (Shlens, 2007). It 
should be noted that the KL distance is not a true metric since the equation is not 
symmetric. However, the KL distance is a fundamental equation in information theory 
that quantifies the similarity of two probability distributions. For instance, one can use 
the KL distance to ask how similar a joint distribution   is to the product of its 
marginals . For two random variables  and , the mutual information 
is defined in the following manner: 
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1.3.2 The relationship between information theory and average binding energy  
While information-content based approaches to modeling TF specificity are 
intuitive, they do not seem completely satisfactory at first glance. It isn’t immediately 
apparent how the information content values relate to the physical underpinnings of TF-
DNA interactions. TF binding arises as the result of energetically favorable electrostatic 
and Van der Waals interactions between amino acids in the DNA binding domain and the 
DNA bases. It is therefore natural to quantify the binding energy of a TF to a particular 
site in a genome in terms of the identity of the bases at each position of the binding site. 
If we assume that each position contributes independently to the binding energy, we can 
construct a matrix !(!, !) that contains the binding energy contribution when base ! is 
present at position ! in the TF binding site. !(!, !) is a 4  ×  ! matrix, where ! is the 
length of the TF binding site. If we are given a candidate binding site !!, we can compute 
the total binding energy using the following equation: 
 
where !!,!(!!) is an indicator function denoting the presence of  base ! at position ! in !!. 
Next, supposing that !! is a site in the genome, we can compute the probability that a TF 
chooses to bind at that particular location as follows: 
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where ! =    !!!! !"!∈{!}  is the sum of Boltzman factors over all possible binding 
locations in the genome {!}.  
Suppose we have a collection of binding sites for a TF and the frequency of each 
binding site in our set is directly proportional to TF affinity. It is possible to estimate 
values for the !(!, !) matrix that maximize the binding probabilities of the sites in the 
collection if we assume that the genome is random. In this case, a genome is considered 
to be random if the candidate binding sites occur with the frequencies implied by the base 
composition of the genome. It can be shown that the !(!, !) values that maximize the 
probability of observing the binding site collection are (Stormo et al., 1998):  
 
With the exception of the minus sign, this equation is nearly identical to the expression 
for the information content !!"#(!). In fact, !!"#(!) is equal to the negative of the average 
binding energy at each position. Intuitively, this relationship makes sense. For the case 
when !!,! equals !! for all !, the information content and average binding energy at that 
site are both zero. We can also consider the case where !!,! ≅ 1  for some !. In this 
instance, !!"#(!) will be positive and the average binding energy will be some negative 
number since ! ∙ ln ! ≅ 0  for small !. 
1.4  Data-driven science 
 
The objective of this thesis is to extract meaningful information about 
transcription factors from large ChIP-seq and DNase I datasets. Rather than formulate 
and test hypotheses about biological systems, we chose to devise several approaches to 
H (b, i) = ! ln fb,i
pb
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study large, high-quality datasets. In Chapter 2, we show how two existing algorithms 
can be combined to infer TF sequence specificities from ChIP-seq data. Next, we decided 
to study the cleavage preferences of DNase I because of the ubiquity of the DNase I 
footprinting assay and also because we wished to explore how dinucleotide dependencies 
influence TF-DNA interactions. Finally, we built a generalized version of the 
MatrixREDUCE model and showed how it could be used to infer TF concentrations. 
 As the cost of sequencing continues to plummet, we anticipate that molecular 
biology research will increasingly become data-driven. Biological systems are 
exceedingly complicated and scientists are likely to learn a great deal by deftly 
integrating data on genomic sequence, gene expression, epigenetics, TF binding and the 
human microbiome. Given the breadth and depth of these future datasets, we believe that 
new and unexpected insights will literally spill from the computer. Our work on DNase I 
in Chapter 3 provides a glimpse of what data-driven approaches can offer biologists. The 
initial aim of this project was not to learn more about the role that DNase I plays in 
apoptosis or the prevention of lupus. Rather, we simply wished to build a highly accurate 
model of DNase I sequence specificity. As we explored dinucleotide dependencies, we 
noticed that the CG dinucleotide exhibited very interesting properties. By integrating our 
DNase I data with DNA structural information obtained from Monte Carlo simulations, 
we unexpectedly gained new insight into how CpG methylation modulates gene 
expression.  
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 Rather than revolutionize the process of discovery, we feel that data-driven 
approaches will continue to yield valuable ideas and allow for scientific phenomena to be 
observed at an unprecedented resolution. 
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Chapter 2                                                     
Discovery of TF binding targets in ChIP-seq  
This chapter describes our contribution to the following manuscript: 
Ghosh, H., M. Ceribelli, I. Matos, A. Lazarovici, H. J. Bussemaker, A. Lasorella, S. W. 
Hiebert, K. Liu, L. M. Staudt, and B. Reizis, ETO family protein Mtg16 regulates the 
balance of dendritic cell subsets by repressing Id2. The Journal of Experimental 
Medicine, 2014. 211(8): p. 1623-1635. 
 
Our collaborators performed all of the ChIP-seq experiments and the initial peak-finding 
analysis (Figure 2.1A). I developed the methodology for obtaining motifs from ChIP-seq 
datasets. 
 
Prior to the high-throughput genomic sequencing era, only small collections of 
binding sites were available for a given TF. As a result, it was difficult to construct 
realistic models of TF sequence specificities. This was because it was difficult to 
determine whether the TF exhibited high or low affinity for a given sequence. With the 
advent of genome scale measurements of TF binding, it has become possible to construct 
true biophysical models that infer position-specific binding energies directly from the 
data. In the case of microarrays, the typical dataset consists of thousands of probe 
sequences and their corresponding intensity values. Models such as MatrixREDUCE take 
these intensity values into consideration when performing parameter fitting. Our 
objective in this chapter is to devise an approach to obtain realistic representations of TF 
binding preferences using ChIP-seq data. The approach we chose was to process ChIP-
seq data so that it could be analyzed using the MatrixREDUCE algorithm. 
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2.1 Introduction  
Our motivation for developing a new methodology for analyzing ChIP-seq data 
was to better characterize the role that Mtg16 plays in dendritic cell (DC) development.  
Dendritic cells are leukocytes whose main function is to recognize pathogens and 
recruit immune cells to orchestrate responses. The two main classes of DCs are 
conventional DCs (cDCs) and plasmacytoid DCs (pDCs). These two cell types differ 
mainly in their function— the cDCs are specialized antigen presenting cells whereas 
pDCs are potent producers of type 1 interferons in response to viral infections (Reizis et 
al., 2011).  
The pDCs only constitute < 0.4 % of peripheral blood mononuclear cells, which 
naturally raises the question of how lineage specification is achieved in the common 
dendritic progenitor (CDP). It was recently shown that the transcription factor E2-2, a 
member of the E-protein family of helix-loop-helix TFs, is a specific regulator of pDC 
development (Cisse et al., 2008). E2-2 is expressed far more abundantly in pDCs than in 
cDCs. Furthermore, the germ line deletion of E2-2 results in the complete loss of pDC 
population, whereas other cell types such as cDCs develop normally.  
Most TFs do not function in isolation. Typically, in order for transcription to 
occur, several different types of TFs bind to a regulatory region and recruit cofactors. The 
subsequent preinitiation complex then recruits RNA polymerase. Further insight into DC 
lineage specification can therefore be gained by identifying cofactors of E2-2. A 
prominent expression of Mtg16, a member of the ETO protein family, has recently been 
observed in the DC lineage (Lindstedt et al., 2005), (Wu et al., 2009). Furthermore, it has 
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been shown that the loss of Mtg16 impairs hematopoetic stem cell (HSC) function, 
erythropoiesis and lymphocyte development (Chyla et al., 2008, Fischer et al., 2012, 
Hunt et al., 2011). We will therefore consider whether Mtg16 serves as a cofactor of E2-
2. To this end, we wish to utilize tools that have previously been developed to analyze 
microarray and ChIP-seq datasets.  
In a recent systematic comparison of PBM data analysis algorithms, the top-
performing program was FeatureREDUCE (Weirauch et al., 2013), which builds upon 
the TF-DNA model found in MatrixREDUCE. Given that the MatrixREDUCE algorithm 
takes as input the genomic sequence of a locus and a real number representing TF 
occupancy, it is especially well suited for inferring TF sequence specificities from ChIP-
chip datasets. However, in recent years, ChIP-seq has become the most common 
technique used to study TF-DNA interactions. The ChIP-seq protocol locates TF binding 
sites by using direct DNA sequencing, as opposed to probe hybridization. 
MatrixREDUCE explicitly models the energetics of protein-DNA interactions (Foat et 
al., 2006), and is thus independent of the technology used to gather TF binding data. 
Given that a suitable biophysical model exists, the challenge of inferring TF binding 
motifs from ChIP-seq datasets can in some sense be reduced to making ChIP-seq data 
more amenable to analysis using MatrixREDUCE. This aim seems attainable since a 
fragment can be considered as being a microarray probe with occupancy equal to one. 
However, reads will often overlap. It would therefore be more computationally efficient 
to aggregate reads using a peak-calling algorithm. To this end, we used the BayesPeak 
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algorithm, which takes ChIP-seq and control datasets as input and assigns to genomic 
regions (ie windows of ~10! bp) posterior probabilities of being bound.  
Once BayesPeak has been applied to a ChIP-seq dataset, the only task that 
remains before ChIP-seq data can be analyzed using MatrixREDUCE is to convert the 
posterior probabilities into occupancy scores. It is apparent that these two quantities are 
proportional to each other. Does there exist an intuitive way to map a posterior 
probability score to an occupancy score and vice versa? Clearly, a genomic region whose 
occupancy approaches its theoretical maximum should have a posterior probability 
roughly equal to one. We can therefore think of our posterior probability scores as 
occupancy scores that have been clamped so that their values lie within a range from zero 
to one. In artificial neural networks, logistic functions are often used to clamp the sum of 
the input signals at a neuron: 
! ! =   
1
1+ !!! 
We will demonstrate below that realistic characterizations of TF binding preferences can 
be obtained by applying the logit function (ie the inverse of the logistic function) to the 
posterior probabilities obtained from BayesPeak. One then simply has to provide these 
pseudo-occupancies and the sequence of their corresponding windows as input to 
MatrixREDUCE. 
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2.2 Methods  
2.2.1 Rationale for using BayesPeak  
When ChIP-seq data is plotted across the genome, peaks form at the putative 
binding sites. It would seem that the heights of these peaks correspond to the TF affinity 
for the locus. However, biases can be introduced at various stages of the ChIP-seq 
protocol. It is therefore highly recommended that a control experiment be performed in 
parallel with the ChIP experiment. Control samples go through the same shearing and 
sequencing steps except for the addition of the protein-specific antibody. Alternatively, a 
non-specific antibody can be used. This control (or Input) dataset can therefore reveal 
sequencing biases or repetitive regions in the genome. 
A number of approaches have been developed to identify peaks in ChIP-seq 
datasets. One of the first peak-calling algorithms, ChipSeq Peak Finder (Johnson et al., 
2007), found local concentrations of mapped reads, and called a peak within this cluster. 
In order for a peak to be classified as a binding event, a minimum fivefold enrichment of 
sequence reads was required at that location relative to the same location in the control. 
Another early algorithm, XSET, elongates each read to the estimated length of the ChIP 
fragment (Robertson et al., 2007). A peak’s height is computed as being the maximum 
number of overlapped elongated reads for that peak. In order to estimate the false 
discovery rate (FDR), the elongated reads are randomly re-allocated in the genome. A 
threshold peak height is then chosen as being the smallest height that corresponds to an 
FDR of < .001. A control sample is not used in this algorithm.  
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Two more sophisticated approaches to identifying peaks are the PeakSeq 
(Rozowsky et al., 2009) and Model-based Analysis for ChIP-Seq (Zhang et al., 2008) 
(MACS) algorithms. PeakSeq begins by elongating each read to the average fragment 
length and identifying putative peaks in the ChIP-seq sample data. The integer count of 
the number of overlapping DNA fragments at each position is computed. To set a 
threshold for putative peaks, each fragment is randomly positioned in the genome. A 
threshold is then chosen that satisfies the desired FDR. Next, the input sample is scaled 
based on the fraction of potential target sites that should be excluded. Finally, for each 
putative binding region, a significance score is computed using the binomial distribution 
and a Benjamini-Hochberg correction is applied for multiple hypothesis testing. 
The MACS algorithm begins by removing duplicated reads beyond what may be 
expected given the sequencing depth (binomial distribution p-value < 10-5). The 
reasoning behind this step is that biases that arise from amplification and duplication add 
noise to the final peak calls. Next, MACS estimates the average fragment length by 
detecting peaks on the forward and reverse strands. The distance between these peaks is 
estimated to be the mean fragment length for that locus and the site of protein-DNA 
interaction is predicted to be at the center of the two peaks. The number of reads 
associated with this putative peak is counted and enriched regions are detected by using 
the Poisson distribution to compute p-values. 
In order to use MatrixREDUCE to analyze ChIP-seq data, it would seem natural 
to use a peak-calling algorithm to identify regions containing putative binding sites. 
However, the peak-calling algorithms described above suffer from two drawbacks. The 
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Poisson and Binomial distributions are specified by a single parameter.  By contrast, 
distributions such as the Normal and Negative Binomial are described by two parameters. 
It would therefore be expected that peak-calling algorithms that use multiparameter 
probability distributions should outperform those that use Poisson and Binomial 
distributions. 
A natural desideratum for a peak-calling algorithm would be a multiparameter 
probability distribution that resembles the Poisson distribution, but does not impose the 
condition that the variance be equal to the mean. The negative binomial distribution is 
suitable for peak-calling algorithms because it can be viewed as a generalization of the 
Poisson distribution. More specifically, it can be shown that that the negative binomial 
distribution is a mixture of a family of Poisson distributions with Gamma mixing 
weights. The negative binomial distribution is also known as a Poisson-Gamma mixture 
because it can be viewed as Poisson distribution where the Poisson mean is a random 
variable, distributed according to a Gamma distribution. It can be shown that the variance 
of the negative binomial distribution is greater than the mean 
(http://probabilityandstats.wordpress.com/tag/poisson-gamma-mixture/). This is not 
surprising because the negative binomial distribution can be viewed as a Poisson 
distribution with uncertainty associated with its mean.  
The negative binomial distribution is therefore very useful when dealing with 
overdispersed count data. Overdispersion is a phenomenon that is encountered when the 
observed variance of a dataset is larger than the variance that would be predicted using a 
simple model like the Poisson distribution. Overdispersion is quite common in applied 
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statistics because datasets are rarely homogeneous. In the case of a ChIP-seq Input 
sample, the genome is not uniformly represented because of amplification and 
sequencing biases. Instead, genomic regions that correspond to open chromatin will be 
more abundant than regions that are bundled in nucleosomes.  
In our attempt to make ChIP-seq data amenable to analysis using 
MatrixREDUCE, we chose to employ a peak-calling algorithm that utilizes the negative 
binomial distribution. The BayesPeak algorithm identifies peaks by treating windows of 
the genome as hidden states from a Markov chain (Spyrou et al., 2009). A state is 
denoted as being bound if there is relative fragment abundance and is denoted as being 
unbound otherwise. The counts from each state are negative binomially distributed. For a 
given window, the algorithm returns posterior probabilities for the state identities. The 
user can specify the window size, with the minimum size being half the average fragment 
length.  
In addition to utilizing the negative binomial distribution, the BayesPeak 
algorithm has a couple of other features that make it suitable for use in a pipeline along 
with MatrixREDUCE. First, fitting negative binomial distributions for bound and 
unbound states ensures that only states that resemble peaks are called as bound. In the 
other algorithms described above, it is sufficient for a region to be called as bound if it 
differs from background. Second, the assignment of a posterior probability for a window 
being in the bound state provides greater scope for interpretation than the p-values 
computed by other algorithms. 
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When given the raw ChIP-seq and Input data, the BayesPeak algorithm computes 
for any genomic locus the posterior probability that it was bound by the TF of interest. 
Since BayesPeak lists the position for each window that was scored, the genomic 
sequence that corresponds to the posterior probability can be easily retrieved. The output 
of BayesPeak is therefore very similar to the input of MatrixREDUCE. The only 
difference is that MatrixREDUCE takes an occupancy score as input rather than a 
probability score. 
2.2.2 MatrixREDUCE  
MatrixREDUCE (Foat et al., 2006) uses the Position-Specific Affinity Matrix 
(PSAM) representation, which consists of a matrix of parameters !!,!, for modeling TF-
DNA binding affinity (Foat et al., 2006) in the following system consisting of a protein P 
and a sequence S: 
! + !   ⇌ !" 
The !!,!  parameters capture the energetic consequences of making a single point 
mutation to the consensus sequence  resulting in the presence of base ! at position !: 
!(!, !) =   !! !!"#
!! !!"#
  =   !!!!!!"#/!"    (2.1) 
where  
!! ! =    [!"] ! [!] =   !!∆!/!" 
and 
ΔΔ!mut =   Δ! !mut −   Δ! !ref  
Sref
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As expected, the !!,! values are equal to 1 when base ! is present at position ! in the 
optimal binding site. To generalize to more than one point mutation we can assume the 
positional-independence model, where the free-energy contributions for each position in 
the binding site are independent and additive. Then the occupancy !(!)  (i.e. the 
probability !  is bound by !), for any binding site S of length !!, where !(!) is the base 
at position j in S, can be estimated as: 
 






(see Foat et al. for a full derivation). This expression for occupancy was derived using 
the assumption that the value of !  is much smaller than 1 !!(!). For any long 
sequence ! of length !! , we can calculate the overall occupancy !(!) easily (if we 
assume no cooperative binding) by summing over every binding site window: 
 







The MatrixREDUCE algorithm takes as input probe intensities !! (which are interpreted 
as occupancy scores) and their corresponding sequences and returns estimates for the 
!!,! . These estimates are obtained by performing a non-linear least-squares linear 
regression: 
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In the formula above, it was not necessary to estimate [!] and !! !!"#   because their 
product is equal to the slope coefficient !.   The intercept coefficient ! can be interpreted 
as being the background probe intensity. 
2.2.3 Using BayesPeak with MatrixREDUCE  
We used the BayesPeak software package to delineate a set of enriched regions 
for the three ChIP-seq datasets. The BayesPeak algorithm tends to perform optimally 
when the window size parameter is set equal to half the average DNA ChIP fragment 
length (Spyrou et al., 2009). Given that we selected for fragments of size ~200bp when 
performing our ChIP protocol, we set the BayesPeak window size parameter to 100bp. 
Only peaks with a posterior probability (PP) score greater than 0.1 were considered in the 
motif-discovery stage of our analysis.  
The MatrixREDUCE algorithm was used to perform motif discovery on our set of 
99,750 non-overlapping 100bp peaks. The inverse logistic function was applied to the PP 
scores in order to obtain values that more closely reflect TF occupancy for each peak. 
2.3 Results  
Here, we begin by describing evidence that Mtg16 acts as a co-factor of E2-2 in 
plasmacytoid DCs (pDCs). Next, we show how our algorithm for discovering TF binding 
motifs allowed us to examine the behavior of Mtg16 in a more comprehensive manner. 
2.3.1  Preliminary data suggests Mtg16 promotes pDC differentiation 
To analyze the binding of Mtg16 to chromatin in pDCs, Ghosh and colleagues performed 
ChIP-seq of Mtg16 and E2-2 in the human pDC lymphoma cell line CAL-1. The 
 
 39  
 
promoter of Mtg16 itself is a target of binding by Mtg16 (Soler et al., 2010) and by E2-2 
(Cisse et al., 2008), and indeed was among the top binding targets of both proteins 
(Figure 2.1a). Furthermore, 88% of Mtg16 target genes in pDCs were also occupied by 
E2-2, and of these common genes 82.5% harbored exactly coinciding peaks of Mtg16 
and E2-2 binding. Joint binding of Mtg16 and E2-2 was observed at the genes that are 
expressed at both lower and higher levels in pDCs compared to cDCs, suggesting that 
Mtg16 may be a general co-factor of E2-2. 
2.3.2  Discovering E2-2 and Mtg16 targets using BayesPeak and MatrixREDUCE 
Sequence analysis of E2-2 ChIP-seq data from CAL-1 cells using BayesPeak and 
MatrixREDUCE revealed a single major binding motif (CAGCTG), identical to the E 
box motifs of E protein E2A and HEB (Figure 3.1b).  Strikingly, the binding peaks of 
Mtg16 were highly enriched for the same E box motif in CAL-1 cells (Figure 2.1b). By 
contrast, previous ChIP-seq of Mtg16 with the same antibody in murine erythroleukemia 
cell line MEL was not enriched for an E box (Figure 2.1b).   
To further compare these three motifs, we used the PSAM obtained from the 
CAL-1 E2-2 ChIP-seq experiment to compute the sum of products (see MatrixREDUCE 
model) for the 100bp peaks used in each of the three MatrixREDUCE model fittings (E2-
2 and Mtg16 from CAL-1, Mtg16 from MEL). Next, we performed linear regressions 
using the sums of products as the independent variables. The dependent variables were 
the corresponding ‘pseudo-occupancy’ scores obtained using the logit function. When 
performing this linear regression, the regression coefficients obtained were expected to be 
positive for both CAL-1 experiments. This is because the canonical E-box motif 
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(CAGCTG) was obtained in both cases from MatrixREDUCE (Figure 2.1b). It is not as 
clear what sign we should expect for the MEL Mtg16 regression coefficient since one 
cannot discern the canonical E-box sequence (CANNTG) from the MatrixREDUCE 
motif (Figure 2.1b).  
As expected, the slope coefficients obtained from the E2-2 and Mtg16 ChIP-seq 
experiments on CAL-1 were 1.15 and 0.47, respectively. The magnitudes of these slopes 
are not surprising since the E2-2 PSAM was used to compute the sum of products for all 
three experiments. The regression slope coefficient obtained from the Mtg16 MEL 
experiment was 0.12, indicating that Mtg16 targets in CAL-1 are more closely associated 
with E-box sequences.  
2.4 Discussion  
Our approach to discovering TF binding targets in ChIP-seq datasets was inspired 
by the polymerase chain reaction (PCR), arguably the single biggest breakthrough in 
basic molecular biology in the last thirty years. The discovery of PCR was remarkable 
because it simply amalgamated existing tools and techniques (Bartlett et al., 2003). The 
discoverer’s most important insight was to utilize DNA primers, polymerase and 
nucleotides in an unusual order. Of course, PCR also owes its ubiquity to some finely 
judged details, such as the use of Taq polymerase. Similarly, we recognized that many of 
the tools required to characterize TF binding targets from ChIP-seq datasets already 
existed. For example, there exist a variety of peak-calling algorithms that can quantify the 
degree to which TFs bind different genomic windows. Also, MatrixREDUCE can infer 
TF motifs from genomic sequences and values that correspond to occupancies. Our 
 




Figure 2.1: Mtg16 colocalizes with E2-2 in pDCs. (a) Signal peaks at CBFA2T3 (Mtg16) locus 
after ChIP-seq for Mtg16 and E2-2 from human pDC cell line CAL-1. Shown are the signal 
tracks for the total chromatin input, Mtg16 and E2-2 ChIP. (b) Consensus sequence motifs of 
ChIP-Seq peaks of E2-2 and Mtg16 in CAL-1 cells, and of Mtg16 in MEL cells. These motifs 
were obtained using MatrixREDUCE after applying an appropriate transformation to the scores 
returned by BayesPeak.  
 
contribution was to select a suitable peak-calling algorithm and apply an appropriate 
transformation to the scores it returned.  
 Using realistic representations of TF sequence specificities, we demonstrated that 
Mtg16 localization is more closely associated with the canonical E-box sequence in 
CAL-1 cells than in MEL cells. We believe our approach was successful because 
MatrixREDUCE, a biophysical model of TF-DNA interactions, underpinned it. It was our 
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understanding of biophysical principles that gave us the insight to apply the logit function 
to the posterior probabilities obtained from BayesPeak. Another reason we were able to 
obtain highly degenerate motifs was because MatrixREDUCE efficiently searches the 
motif space by performing a nonlinear fit of the !!,! parameters using the Levenberg-
Marquardt algorithm. By contrast, information theoretical algorithms such as FIRE are 
only able to search the motif space efficiently when approximations to weight matrices 
are used (Elemento et al., 2007).  
 While MatrixREDUCE was originally conceived to analyze microarray data, we 
have demonstrated that it can be readily applied to ChIP-seq data. Though technological 
platforms are rapidly evolving in the area of genomics, it seems clear that well-designed 





Chapter 3     Probing DNA shape and methylation 
state on a genomic scale with DNase I   
This section was reproduced from the following paper: 
 
Lazarovici, A., T. Zhou, A. Shafer, A. Machado, T. Riley, R. Sandstrom, P. Sabo, Y. Lu, R. 
Rohs, J. Stamatoyannopoulos, and H. Bussemaker, Probing DNA shape and methylation 
state on a genomic scale with DNase I. Proceedings of the National Academy of Sciences of 
the United States of America, 2013. 110(16): p. 6376-6381.  
 
I developed the methodology for studying how DNase I cleavage preferences are influenced 
by methylation and DNA shape. My collaborators performed DNase I digestions and Monte 
Carlo prediction of DNA structures. 
 
In recent years, a number of papers aiming to characterize the sequence 
specificities of hundreds of mammalian TFs using ChIP-seq and PBMs have appeared in 
high-profile journals. Since those techniques do not offer single-nucleotide resolution of 
TF binding, we wondered if it would be possible to observe the full richness of the 
sequence specificity of a DNA-binding factor. To this end, we decided to analyze a 
dataset containing the sequence contexts of millions of DNase I cleavage events. For our 
purposes, DNase I was an ideal molecule to study because it leaves a precise record of its 
binding location along the chromosome by cleaving the sugar phosphate backbone. Our 
initial aim was to detect dinucleotide dependencies in DNase I’s binding preferences. To 
our surprise, we ultimately gained new insight into how cytosine methylation might 
modulate gene expression.  
 In this chapter, we demonstrate that high-resolution DNase I cleavage profiles can 




genomic DNA. Analyzing millions of DNA backbone hydrolysis events on naked 
genomic DNA, we show that the intrinsic rate of cleavage by DNase I closely tracks the 
width of the minor groove. Integration of these DNase I cleavage data with bisulfite 
sequencing data for the same cell type’s genome reveals that cleavage directly adjacent to 
CpG dinucleotides is enhanced at least eight-fold by cytosine methylation. This 
phenomenon we show to be attributable to methylation-induced narrowing of the minor 
groove. Furthermore, we demonstrate that it enables simultaneous mapping of DNase I 
hypersensitivity and regional DNA methylation levels using dense in vivo cleavage data. 
Taken together, our results suggest a general mechanism by which CpG methylation can 
modulate protein-DNA interaction strength via the remodeling of DNA shape. 
3.1 Introduction  
One of the best-studied DNA modifications is the methylation of cytosines at position 5 
of the pyrimidine ring. This covalent modification, in the context of a CpG dinucleotide, 
can be found in eukaryotes from plants to humans and is observed on over 70% of CpGs 
in vertebrate DNA  (Pennings et al.), (Suzuki et al.). The patterns of methylation can be 
dynamic  (Kangaspeska et al.), can vary between cell lines and in the course of 
developmental processes and, therefore, provide a mechanism for the generation of 
epigenetic variation at the level of the primary DNA sequence  (Pennings et al.). The 
biological contribution of DNA methylation is both significant and complex. First and 
foremost, CpG methylation has been linked to transcriptional silencing at promoters of 
genes on the inactive X chromosome, on imprinted loci and genes rendered inactive in 




repressor proteins by methyl CpG binding proteins to promoters  (Bird), or by 
interference with transcription factor action. Notably, however, some CpG containing 
promoters can be both methylated and transcriptionally active  (Eckhardt et al.), (Weber 
et al.). 
How DNA methylation affects the binding of transcriptional regulators is 
currently unknown. It has long been speculated that steric occlusion by a bulky methyl 
group of the cognate recognition sequence of a transcription factor (TF) could affect its 
binding affinity  (Rozenberg et al.). However, this putative mechanism leaves various 
observations unaccounted for. For instance, some TFs interact with the major groove, yet 
are not affected by DNA methylation despite the extra methyl group protruding in the 
major groove. Other TFs interact with the minor groove, yet are affected by DNA 
methylation. Increased TF occupancy upon DNA methylation within their recognition 
sites has also been observed  (Rishi et al.). 
An explanation for these phenomena might be found in the three-dimensional 
structure of DNA  (Rohs, West, Liu, et al., 2009). It has recently been shown that DNA 
shape plays an important role in protein-DNA recognition  (Joshi et al., 2007), (Rohs et 
al., 2010), (Rohs, West, Sosinsky, et al., 2009), (Slattery et al., 2011). TFs can form 
direct and specific contacts with functional groups of the bases in the major groove. This 
base readout mechanism however does not suffice for the minor groove, where instead 
subtle sequence-dependent variation in DNA shape is read out by charged amino acid 
side chains via local variation in electrostatic potential  (Kitayner et al., 2010), (Rohs, 




impact of adding a bulky methyl group in the major groove on the geometry of the minor 
groove. DNase I is an ideal molecule for asking this question, as it exclusively interacts 
with DNA via the minor groove. 
Under standard conditions, successful molecular recognition of double-stranded 
DNA by DNase I leaves a permanent record in the form of hydrolysis of the O3ʹ′-P bond 
within one of the strands of the recognition sequence  (Suck, 1994). We reasoned that 
massively parallel sequencing could be applied to characterize millions of such events in 
a single experiment, enabling precise reconstruction of the sequence features that 
influence this interaction with the genome in vivo. Indeed, as described below, we find 
that the intrinsic DNase I cleavage rate varies over three orders of magnitude with 
immediate hexamer context. 
Existing co-crystal structures of the DNase I-DNA complex reveal that DNase I 
docks in the minor groove of DNA. It has previously been suggested that sequence 
dependencies in DNase I cleavage rate might reflect differences in DNA shape, and 
specifically the configuration of the minor groove  (Drew et al., 1984). Two separate 
studies have previously used autoradiogram data from DNase I digestions of a small 
number of end-labeled DNA fragments to quantify the sequence preferences of DNase I  
(Brukner et al., 1995), (Herrera et al., 1994). Their respective models however showed 
little correlation  (Brukner et al., 1995), and consequently the details of the intrinsic 
specificity of DNase I remained elusive when we began our study. 
 Since cytosine methylation covalently alters DNA, it may also influence DNase I 




sequencing data for genomic DNA purified from the same cell type reveals marked (> 8-
fold) enhancement of DNA backbone cleavage directly adjacent to CpG dinucleotides. 
Many transcription factors derive part of their DNA binding specificity from interactions 
with the minor groove. NMR studies have previously shown that a CpG dinucleotide 
flanked by A-tracks undergoes a severe narrowing at its center  (Marcourt et al., 1999). 
By examining the effect of CpG methylation on DNA geometry for hundreds of sequence 
contexts, our results provide a specific structural mechanism that may explain how DNA 
methylation affects regulatory factor binding and gene expression.  
3.2 Methods 
3.2.1 Cell culture and DNA extraction  
 IMR90 human fetal pulmonary fibroblast cells (ATCC) were cultured in a 5% 
CO2 humidified incubator.  Cells were passaged to 70% confluence, and harvested using 
15mL Accutase.  Cell viability was confirmed using Trypan blue staining.  DNA was 
extracted from 5x106 cells using a 1:1 mixture of phenol:chloroform (phase lock, 
Eppendorf), and cleaned and concentrated using a mini-elute column (Qiagen). 
3.2.2 DNase I treatment of purified DNA 
10 micrograms of purified, deproteinized DNA was suspended in 160 microliters 
DNase I buffer (15 mM Tris-Cl, pH 8.0, 88.5 mM NaCl, 60 mM KCl, 1 mM EDTA, 0.5 
mM EGTA, 0.5 mM Spermidine, 6 mM CaCl2) by aliquotting 20 microliters into each of 
8 PCR tubes.  An equal volume of DNase I buffer with DNase I was added to the DNA 




after which 10 microliters of 75 mM EDTA was added to the tubes to terminate the 
enzymatic reactions.  One microliter of digested material from each treatment was loaded 
on a 2% TAE agarose gel and run for 1 hr at 100 volts.  The gel was stained with SYBR 
green and imaged on a Typhoon imager (Amersham) to assess the degree of digestion.  
Treatments with moderate levels of digestion (average fragment size > 400bp) were 
pooled.  The pooled sample was layered onto a sucrose gradient containing 9.5 ml each 
of sucrose concentration of 40%, 30%, 20%, 10% (w/v) containing 1M NaCl, 10 mM 
Tris HCl pH 8.0, 5 mM EDTA, and ultracentrifuged for 24 h at 25,000 r.p.m. at 16°C in a 
SW21 swinging bucket rotor Beckman LE-80 Ultracentrifuge 77,002g. 0.5 ml fractions 
were taken from the top down and fractions with fragments below 500bp were pooled, 
cleaned up on a Qiagen PCR column. 
3.2.3  Digital DNase I mapping in IMR90 cells 
Digital DNase I mapping was performed essentially as described in  (Thurman et 
al., 2012). Briefly, IMR90 cells were grown as described above. We pelleted 1 × 108 cells 
and washed them with cold phosphate-buffered saline. Cell pellets were resuspended in 
Buffer A (15 mM Tris-Cl (pH 8.0), 15 mM NaCl, 60 mM KCl, 1 mM EDTA (pH 8.0), 
0.5 mM EGTA (pH 8.0), 0.5 mM spermidine and 0.15 mM spermine) to a final 
concentration of 2 × 106 cells/ml. Nuclei were obtained by dropwise addition of an equal 
volume of Buffer A containing 0.04% NP-40 to the cells, followed by incubation on ice 
for 10 min. Nuclei were centrifuged at 1,000g for 5 min and then resuspended and 
washed with 25 ml of cold Buffer A. Nuclei were resuspended in 2 ml of Buffer A at a 




for 3 min at 37 °C in 2 ml volumes of DNase I buffer (13.5 mM Tris-HCl pH 8.0, 87 mM 
NaCl, 54 mM KCl, 6 mM CaCl2, 0.9 mM EDTA, 0.45 mM EGTA, 0.45 mM 
Spermidine). Reactions were terminated by adding an equal volume (2 ml) of stop buffer 
(1 M Tris-Cl (pH 8.0), 5 M NaCl, 20% SDS and 0.5 M EDTA (pH 8.0), 10 µg/ml RNase 
A, Roche) and incubated at 55 °C. After 15 min, we added Proteinase K (25 µg/ml final 
concentration) to each digest reaction and incubated for one hour at 55 °C. After DNase I 
treatments, careful phenol-chloroform extractions were performed. Control (untreated) 
samples were processed as above except for the omission of DNase I. DNase I double-cut 
fragments were purified and sequencing libraries were constructed as described in  (Sabo 
et al., 2006). 
3.2.4  Library construction and sequencing 
Libraries were constructed following Illumina's protocol, except for a few minor 
modifications.  Sub-500bp DNA fragments were combined with 1X T4 DNA ligase 
buffer (0.1 mM ATP) (NEB, New England Biolabs, Ipswich, MA), 0.4 mM dNTP mix, 5 
U E. coli DNA polymerase I Klenow fragment (NEB), and 50 U T4 polynucleotide 
kinase (NEB).   To repair blunt ends and end-phosphorylate the reaction was incubated at 
20°C for 30 minutes and DNA was recovered using the MinElute micro spin column 
(Qiagen Inc., Valencia, CA).  The repaired DNA fragments were subjected to adenylation 
by adding non-templated adenines to the 3' ends using 1 mM dATP (Sigma) and 5 U 
Klenow fragment (3' - 5' exo-) (NEB) and incubated at 37°C for 30 minutes.  After 
eluting the adenylated DNA through a MinElute column, Illumina adapters were ligated 




ligase buffer (NEB), 17.5 µl adenylated DNA fragments, 2.5 µl adapter oligo mix 
(Illumina, Hayward, CA) and 5 µl Quick DNA ligase (NEB).   Ligated Fragments were 
eluted from a MinElute column (Qiagen) after 15 minutes incubation at 20°C.  The 
adapter-ligated DNA was PCR enriched in a 50 µl reaction containing 15 µl adapter-
ligated DNA, 25µl 2X Phusion High-Fidelity PCR Master Mix (NEB), 8 µl of nuclease 
free water (Ambion, Austin, TX), and the addition of 1 µl of each Illumina primers 1.1 
and 1.2 (Illumina, Hayward, CA).  Several reactions were performed in parallel under the 
following thermal cycle profile: 98°C for 30 seconds, 12 cycles of 98°C for 15 seconds, 
65°C for 30 seconds, and 72°C for 30 seconds, followed by 72°C with an extension of 5 
minutes.  Enriched libraries were quantified using a Qubit (Invitrogen) after purification 
with a MiniElute micro spin column (Qiagen).  Libraries were sequenced on an Illumina 
GAIIx sequencer to obtain 36 bp single-end reads. The 5’ end of each read corresponds to 
a nucleotide immediately 3’ of a cleaved phosphate. In our analyses, information about 
the nucleotides 5’ of the cleaved phosphates was obtained by aligning quality-filtered raw 
reads to the human genome sequence using ELAND. 
3.2.5 Single-nucleotide model 
 To determine over what spatial range cleavage rate is influenced by base identity 
at neighboring nucleotides, we counted how often base b (taking values A, C, G, and T) 
was found at nucleotide position j (where −1 denotes the first upstream nucleotide, and 
+1 the first downstream nucleotide, etc.) at uniquely mappable positions, and denoted this 
number by Njb. We also determined a corresponding count Kjb for the set of all uniquely 




cleavage events, which is not relevant to the intrinsic properties of DNase I, we obtained 
a normalized relative cleavage rate parameter αjb (taking values between zero and one) by 
dividing by the largest λjb for each j. To predict the relative cleavage rate for a given 
hexamer under the independent-nucleotide assumption, we computed the product of 
single-nucleotide cleavage rates over nucleotide positions, 
 
where the sum over b= A,C,G,T serves to select the appropriate αjb at each position, the 
indicator function Ijb(h) equaling unity if the base identity at position j in hexamer h is b, 
and zero otherwise. 
3.2.6  Hexamer model 
Each hexamer was considered to be centered on the cleaved phosphate. All our 
models were constructed in a strand-specific manner.  Only uniquely mapping reads were 
considered in the analyses. To construct a hexamer-based model of relative cleavage rate, 
we performed a similar procedure as above, counting for each hexamer context h the 
number Nh of mappable genomic positions and the number Kh of cleavage events. In this 
case, assuming that the hexamer fully specifies the relevant sequence context of each 
potential cleavage site in the genome, the ratio λh = Kh/Nh can be interpreted as the 
expectation value of the number of cleavage events for an individual site of type h, where 
the latter follows a Poisson distribution. A normalized cleavage rate αh was obtained by 
dividing λh by the maximum value across all hexamers. 
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3.2.7    Outlier removal.  
Anomalous phosphate positions were excluded in every analysis. To this end, an 
initial table of expected cleavage counts λh was constructed as described above. 
Subsequently, for each individual phosphate, a p-value was computed based on the 
assumption that the number of cleavages at that position follows a Poisson distribution 
with mean λh, where h is the sequence context of the phosphate.  If the p-value was less 
than 10-5, the phosphate position was deemed to be anomalous and excluded from further 
analysis. New λh values were then computed based on the reduced universe of 
phosphates. This procedure was repeated until convergence.  
3.2.8    Estimating the contribution of sequencing bias.  
To test whether our observed ~103 fold variation in DNase I cleavage rates could 
have resulted from sequencing bias, we analyzed a dataset prepared by sonicating 
purified genomic DNA. This dataset served as a control in the paper that introduced the 
Sono-Seq method  (Auerbach et al.).  We found only a 30-fold variation in breakage rates 
at the hexamer level when using our model to analyze this control dataset. We therefore 
sought to determine whether this variation was attributable to sequencing bias or to 
preferential breakage intrinsic to DNA. The DNase I cleavage rates and sonication 
breakage rates do not appear to share any common biases. For the sonication control, 
phosphates with hexamer sequence context NNCpGNN broke at the highest rate. By 
contrast, we observed that DNase I preferentially cleaves phosphates with sequence 
context NNTpTNN. Not surprisingly, we found a weak correlation (R2 = 0.02) between 




examine the degree to which the dataset from Auerbach et al.  (Auerbach et al.) captures 
preferential breakage intrinsic to DNA, we modified our algorithm and constructed a 
dinucleotide table, as opposed to a hexamer table. We compared these sixteen 
dinucleotide breakage rates to those obtained in a separate study on sequence-specific 
ultrasonic cleavage of DNA  (Grokhovsky et al., 2011). These authors constructed a 
dinucleotide table by collecting fragments of sonicated DNA and analyzing them using 
gel electrophoresis. We obtained good agreement with the dinucleotide breakage rates 
that Grokhovsky et al.  (Grokhovsky et al.) list in Table 1 of their paper (R2 = 0.61). This 
suggests that rates obtained using our algorithm do not need to be adjusted to account for 
sequencing biases. The good (R2 = 0.54) agreement of our DNase I cleavage rates with 
Herrara and Chaires  (Herrera et al., 1994), who used a completely different assay not 
subject to sequencing bias, makes it even more unlikely that our data is the results of 
sequencing bias.  
3.2.9    Dependency between mutated and modulating positions.  
To systematically map nucleotide dependencies for all combinations of mutated 
and modulating bases within the hexamer context, we defined the “unconditional” free 
energy change ΔΔG(bm→bʹ′m) in units of RT as the logarithm of the fold-change in 
cleavage rate when the base at mutated nucleotide position m is mutated from b to bʹ′, 
regardless of sequence context. We defined the “conditional” free energy change 
ΔΔG(bm→bʹ′m⏐ bʹ′ʹ′c) as the same quantity conditional on having base bʹ′ʹ′ at context-




3.2.10  Statistical significance of nucleotide dependencies.   
To assess the statistical significance of the dependency between any pair of 
nucleotide positions within the hexamer, we first determined Kjbj’b’, the number of 
mappable cleavage events for which the base identities at nucleotide positions j and jʹ′ are 
b and bʹ′, respectively. Next, to obtain a (two-sided) p-value, we used a null model where 
the nucleotides were considered to contribute independently to the cleavage rate, and in 
which Kjbj’b’ follows a binomial distribution, with a sample size equal to the total number 
of unique mappable reads, and a “success probability” given by: 
 
Here Njbj’b’ equals the number of unique mappable genomic positions of a given type. 
3.2.11  High-throughput (HT) prediction of minor groove width (MGW).  
MGW was predicted for each of the 4,096 unique hexamers with a HT approach. 
This method employs a sliding pentamer window in data mining 2,121 Monte Carlo 
(MC) trajectories for DNA sequences of 12-27bp in length (Figure 2A). The MC 
approach and protocol are described elsewhere  (Joshi et al., 2007), (Rohs, Bloch, et al., 
2005), (Rohs, Sklenar, et al., 2005). In the HT approach, the central base pair of each 
pentamer was assigned a MGW value equal to the average of all occurrences of that 
pentamer in our MC dataset. We validated this HT method based on a comparison of our 
MGW predictions with all crystal structures of protein-DNA complexes in the Protein 
Data Bank of at least one helical turn (10bp) in length and without drastic deformations 
or chemical modifications. The Spearman’s rank correlation coefficient between our 
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MGW predictions and experimental data is 0.67. To evaluate the impact of crystal 
packing and protein binding, we also compared our MGW predictions for solution-state 
DNA derived from NMR spectroscopy using residual dipolar coupling  (Wu et al., 2003), 
which yields excellent quantitative agreement (R2=0.84). Note that we previously used a 
comparable HT approach based on a combination of tetramers and pentamers  (Slattery et 
al., 2011). For a given hexamer N-3N-2N-1|N+1N+2N+3, the MGW predictions for positions 
N-1 and N+1 were unambiguous. For the remaining positions, we predicted MGW as the 
average over all 16 possible dinucleotide flanks. 
3.2.12  Monte Carlo (MC) prediction of DNA structures for unmetylated and 
methylated DNA.  
To predict minor groove width (MGW) and roll of unbound DNA targets, we 
performed all-atom MC simulations for all 256 possible hexamers of the form NNNCGN, 
and the 256 corresponding sequences with 5-methylcytosines at both base pairs of the 
CpG dinucleotide at positions +1 and +2 (Supplemental Figures S7 and S8). For those 
256 sequences for which we performed one MC simulation each for the unmethylated 
and methylated form, we used CGCG flanks. To evaluate end-effects for the hexamer 
ACTCGA, whose DNase I cleavage rate increased ~8-fold upon methylation, we 
performed nine independent MC simulations for this sequence (Supplemental Figure 
S9). Among those nine MC runs were three independent simulations for each of the three 
different tetramer flanks (CGCG-N6-CGCG, CGTA-N6-TACG, and CATG-N6-CATG) 
on both ends of the hexamers. Those 9 MC runs assuming symmetric flanks were 




MC predictions yield ensembles of all-atom structures, which we analyzed for most 
significant structural changes upon methylation. MGW and roll showed most significant 
effects upon CpG methylation. We used the CURVES algorithm  (Lavery et al.) for 
deriving average MGW and roll from MC ensembles of 150,000 structures. For the 
ACTCGA sequence, we computed MGW and roll as the median over the predictions with 
the three different flanking sequences (cf. Figure 4C).  The MC methodology was 
previously described and validated  (Bishop et al., 2011), (Joshi et al., 2007), (Rohs, 
Sklenar, et al., 2005), (Rohs, West, Liu, et al., 2009). The sampling methodology was 
now expanded by facilitating one additional internal degree of freedom, the rotation of 
the cytosine 5-methyl group, which we implemented in analogy to the rotation of the 
thymine methyl group  (Rohs, Bloch, et al., 2005), (Rohs, Sklenar, et al., 2005). Partial 
charges for 5-methylcytosine were taken from a set of AMBER force field parameters 
derived for chemically modified nucleotides  (Aduri et al.). 
3.2.13  Dependence of DNase I cleavage rate on DNA methylation status.  
Virtually all methylation in IMR90 occurs within CpG dinucleotides  (Lister et 
al.). We used the genomewide methylation map for the IMR90 cell line to define two 
classes of phosphate positions as follows. For the “high-methylation” class, we first 
determined which CpG dinucleotides were in the bottom 80% in terms of degree of 
methylation, and then excluded any phosphate whose hexamer context overlapped with 
one or more such CpGs by at least one base on either strand. For the “low-methylation” 
class, we similarly excluded phosphates overlapping with any CpGs in the top 80%. 




Figure 3A). Another goal was to systematically discover sequence features whose 
presence within the hexamer context causes the cleavage by DNase I to be affected by 
DNA methylation status. We considered two types of features: (i) single-nucleotide 
features of type f=(j,b) spanning all 6x4 possible combinations of position j and base b, 
and (ii) all 140 dinucleotide features of type f=(j,jʹ′,b,bʹ′). For each feature, we computed 
λf = Kf/Nf for each class, and then took the ratio of the high- and low-methylation value. 
A significant deviation of this ratio from unity indicated a dependency on methylation 
status (cf. Supplementary Figure S6). 
3.2.14  Inferring methylation status from in vivo DNase I footprints.  
We tested our ability to predict DNA methylation status using DNase I cleavage 
data for the IMR90 cell line. To have sufficient statistical power, we limited our analysis 
to a set of 455 non-overlapping windows of size 2500bp in which at least 400 cleavages 
adjacent to a CpG dinucleotide were observed. For each window, we observed the 
number KCG of cuts adjacent to a CpG dinucleotide within the window. To compute the 
expected number of such cuts, we started from the table of relative cleavage rates for 
hexamers derived from genomewide DNase I data for DNA purified from IMR90 cells as 
described above. The probability fCG that a cleavage event within the window occurs 
adjacent to a CpG dinucleotide equals the sum of cut rates over all hexamers of type 
NNNCGN divided by the sum over all hexamers within the window on either strand. To 
obtain the expected value of KCG, we multiplied fCG by the total number N of reads within 




Figure 2A), values of KCG/(fCG*N) significant higher/lower than unity predict regional 
hyper/hypo-methylation, respectively.  
3.3 Results 
To quantify the sequence sensitivity spectrum of DNase I cleavage, we digested 
purified, deproteinated DNA from human fibroblast (IMR90) cells to an average size of 
~300bp using DNase I. DNA fragment ends were resolved to the nearest 3ʹ′-strand 
cleavage through end repair and sequencing adapter ligation. We then obtained 15 
million single-end 36bp Illumina sequence reads and mapped these to the human genome 
sequence, discarding any reads that did not map to unique genomic positions. This 
provided us with a large sample of individual, nucleotide-resolution cleavage events 
across the genome. 
3.3.1 Modeling intrinsic DNase I sequence specificity reveals strong sequence 
preferences   
We next developed a model that quantifies the relative rate of cleavage by DNase 
I in terms of local DNA sequence context. We first asked over what spatial range of 
nucleotide positions this rate depends on base pair identity. As only relative rates are 
meaningful, we normalized by the most cleavable base at each position (Figure 3.1). Far 
enough from the cleaved bond, these relative rates are expected to become equal to unity. 
Indeed, a plot of information content versus nucleotide position shows that the 
dependence on base identity is largely limited to a window from 3 nt upstream (position 




consistent with crystallographic data on the protein-DNA interface of the DNase I-DNA 
complex  (Suck, 1994). To the extent that the sequence sensitivity of DNase I cleavage is 
dominated by variation in its equilibrium DNA binding affinity  (Suck, 1994), these 
relative cleavage rates are given by exp(−ΔΔG/RT), where ΔΔG represents the difference 
in binding free energy with the optimal DNA sequence context (see Methods for details). 
The richness and depth of our data set enabled us to estimate the relative cleavage 
rate for each of the 4,096 possible hexamer contexts. To this end, we divided the number 
of observed mappable cleavage events by the number of mappable genomic positions for 
each hexamer, and normalized by the highest such ratio (Table 3.1). Unexpectedly, we 
found this rate to vary with local hexamer context over almost three orders of magnitude 
(Figure 3.3A). We also found the cleavage to exhibit strong strand specificity (Figure 
3.3B). To assess reproducibility, we randomly partitioned the mappable genomic 
positions into training and test sets of equal size. The rates inferred from each set (Figure 
3.4A) are highly correlated (R2 = 0.99), indicating high reproducibility. 
We also performed a direct comparison both with the trimer-based hexamer 
model for relative cleavage rate defined by Brukner et al.  (Brukner et al., 1995) and the 
weight-matrix for preferred hexamer contexts defined by Herrera and Chaires  (Herrera et 
al., 1994). Reassuringly, we find rather good agreement between our hexamer-level 
cleavage rate table and the model ofHerrera and Chaires (R2 = 0.54). Interestingly, 
Brukner et al.  (Brukner et al., 1995) reported that their model showed little correlation 
with that of Herrera and Chaires  (Herrera et al., 1994). Our own analysis confirms this 





Figure 3.1: Construction of position-specific cleavage rate matrix. For each subclass of 
phosphates determined by a combination of relative nucleotide position and base identity, the 
total number of cleavage events and the total number of mappable genomic positions were 
determined. The ratio of these counts was then scaled to a maximum of unity for each position, 





Figure 3.2: DNase I binding preferences. The dependence of DNase I cleavage rate on base 
identity is largely limited to a hexamer window centered at the cleavage bond. Shown is the 










ACTpTAG 90,964 1,092,889 0.08323 1.00000 
ACTpTGT 99,223 1,284,748 0.07723 0.92790 
ACTpTGG 91,281 1,360,831 0.06708 0.80590 
ACTpTAA 119,341 1,840,040 0.06486 0.77924 
TCTpTAG 85,512 1,335,788 0.06402 0.76912 
: : : : : 
CGGpTTT 10 201,805 0.00005 0.00060 
CGCpGCG 3 81,371 0.00004 0.00044 
GACpGCG 0 49,356 0.00000 0.00000 
 
Table 3.1: Hexamer-based model of relative DNase I cleavage rate. For each subclass of 
phosphates, as defined by the sequence of a hexamer window centered at each phosphate, the 
total number of cleavage events and the total number of mappable genomic positions were 
determined. Ratios of these counts were then taken and scaled to a maximum of unity for the 
most cleavable hexamer. 
 
Figure 3.3: Global properties of the hexamer-based model of intrinsic DNase I cleavage 
rate. (A) Cumulative distribution function of cleavage rate, showing that its variation with local 
sequence spans three orders of magnitude. (B) A direct comparison of the cleavage of hexamers 
and their reverse complements reveals that DNase I cuts DNA in a highly strand-specific manner. 








































































































































































































































































































































































 reverse-complement symmertry, whereas we find our tables to be strongly strand-
specific (R2 = 0.33 when comparing forward hexamers with their reverse complement). 
3.3.2 Dissecting dependencies between nucleotide positions 
Analysis of position-specific cleavage rates for each recognized hexamer revealed 
significant dependencies between nucleotide positions (Figure 3.4B). In some cases, 
single-nucleotide variations in the hexamer sequence behaved independently. For 
example, in Figure 3.5B, a single parameter (the slope of the dashed line) suffices to 
summarize all 45 different point mutations of type NNT|NNN → NNG|NNN). However, 
most sensitivity to sequence variation was highly interdependent. Figure 3.5C shows that 
for the substitution A+2→C+2 a single slope (dashed line) does not suffice to summarize 
its effect on cleavage rate. Rather, there are two distinct diagonals, with different slopes. 
The points on the lower diagonal can be perfectly demarcated by the occurrence of a T at 
the modulating position +1 (Figure 3.5C). As expected, the strength of the dependency 
the mutated and modulated position – quantified here as the difference, “ΔΔΔG”, between 
the conditional and unconditional ΔΔG values – tends to be largest when these positions 
are adjacent (Figure 3.5D, Figure 3.6A, Figure 3.6B). Still, dependencies of high 
statistical significance can be detected throughout the binding site (Figure 3.7), 










Figure 3.4: Hexamer cleavage rates are highly reproducible and indicate the 
existence of dependencies between nucleotide positions. (A) Cleavage rates computed 
using the full hexamer model (see Hexamer model in Supplementary Methods) for both 
the training and test set data (B) Cleavage rates computed using the independence 
assumption (see Single-nucleotide model in Supplementary Methods) for the training set 
data are compared to those obtained using the full hexamer model for the test set.  Clearly 
the agreement is not as good when the independence assumption is used to compute 
cleavage rates. 
 
3.3.3    Minor groove width profile is predictive of DNase I cleavage rate.  
The positional dependencies identified above hinted at the importance of three-
dimensional DNA structure. Indeed DNase I is known to interact with the minor groove 





































































































































































































































































































































































































































































































































































































































































































































Figure 3.5: Deep sequencing reveals striking positional dependencies between nucleotide 
positions within the DNase I recognition site. (A) Position-specific relative cleavage rate 
parameters as derived from DNase I digestion of human genomic DNA (normokaryotypic IMR90 
fibroblasts) under the assumption of independence between nucleotides. Dependence on local 
sequence context is largely limited to a hexamer centered at the cleaved backbone bond. (B) 
Comparison between cleavage rates for pairs of hexamers that are related by a single-nucleotide 
substitution. The slope of the dashed line corresponds to the position-specific cleavage rate in 
panel (A), and is directly related to the “unconditional” ΔΔG, the change in binding free energy 
associated with the point mutation. The fold-change in cleavage rate due to a mutation from G to 
T at position −1 is largely independent of the base identity of the five neighboring nucleotides. 
(C) Breakdown of the independence assumption (dashed line). The effect on cleavage rate of a 
point mutation from A to C at position +2 is highly dependent on the base identity at the 
“modulating” position +1. Using a “conditional” ΔΔG for each possible base at position +1 
(colored lines) provides a far more accurate description. (D) The strength of the positional 
dependencies can be quantified in terms of a new quantity “ΔΔΔG”, defined as the difference 
between the conditional and unconditional ΔΔG. The values in the highlighted row and columns 
correspond to the ratio in slope between each of the colored solid lines and the dashed line in (C). 
Far away from the diagonal ΔΔΔG becomes numerically small (white in heat map), indicating an 
increasing degree of independence. 
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slope = e−ΔΔG(A+2→C+2 | T+1)/RT
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Figure 3.6: Conditional and unconditional free energy parameters. (A) Heat map 
representation of the conditional ΔΔG for each possible combination of a mutation bm→bmʹ′ at 
nucleotide position m and base bcʹ′ʹ′ at context position c. (B) The unconditional ΔΔG, which by 
definition is independent of the context nucleotide (i.e., uniform rows in heat map). 
 
relationship exists between minor groove width (MGW) and cleavage rate. To this end, 
we used a high-throughput (HT) approach that can predict MGW at the center of any 
pentanucleotide to predict MGW across all six nucleotide positions for each of the 46 
possible hexamers. This model was derived from a database of MC simulations for a 
large number of free DNA sequences (see Supplemental Methods for details). Since the 
hexamers occur as part of longer double-stranded DNA sequences, we accounted for the 

























































































































Figure 3.7: Overview of dependencies within the local sequence context. Statistically 
significant dependencies between nucleotide positions can be detected throughout the 
hexamer window. 
 
influence of flanking sequence by averaging over all possible ways of adding a 
dinucleotide flank on each side. We employed a base-pair-centric coordinate system in 
which the MGW at position +1 is measured between the phosphate group connecting the 
+2 and +3 nucleosides on the forward strand and that connecting the −2 and −1 position 
on the reverse strand, etc. 
To assess to what extent the variation in DNA shape might explain the observed 
variation in DNase I cleavage rate, we first plotted the negative of the logarithm of the 
relative DNase I cleavage rate as a function of MGW at each base-pair position. We 





































interpret this negative logarithm as a binding free energy difference ΔΔG between a given 
sequence and the optimal sequence for DNase I cleavage. This analysis revealed a clear 
partitioning of the hexamer into three parts (Figure 3.8A): at positions −3 and −2 a 
narrow minor groove is highly significantly associated with higher cleavage rate (with the 
t-values measuring the regression coefficient in units of its standard error equal to +19.8 
and +15.1, respectively); at positions −1 and +1 this relationship is reversed but still 
highly significant (t-values −15.6 and −26.3); at positions +2 and +3 a less strong 
association is observed (t-values −6.0 and +6.4). The spatial profile of correlation 
between MGW and DNase I cleavage rate is consistent with features of a crystal structure 
of a complex of DNase I with a nicked DNA octamer duplex  (Lahm et al., 1991) 
(Figure 3.8B). In that structure, an arginine, Arg41, from DNase I can be seen to interact 
with the minor groove near the −3 position, while a second arginine, Arg9, contacts the 
minor groove between the −2 and −1 positions (Figure 3.8C). The narrower the minor 
groove is in the 5ʹ′ region of the hexamer at the −3 and −2 positions, the higher is the 
cleavage rate.  
The relationship between MGW and DNase I cleavage rate indicates a recognition 
mechanism similar to the recently described binding of arginine residues to narrow 
regions of the minor groove  (Rohs et al., 2010). Such minor groove shape readout is 
based on the enhancement of negative electrostatic potential in narrow groove regions, 





Figure 3.8: Minor groove width is predictive of DNase I cleavage rate. (A) ΔΔG derived from 
the negative logarithm of cleavage rate as a function of minor groove width (MGW) at the six 
positions of all 4,096 unique hexamers. MGW of this region was predicted for naked binding 
sites based on a pentamer-based high-throughput (HT) shape prediction approach (see 
Supplemental Methods). HT predictions for all possible 16 dinucleotide flanks were averaged 
and values of MGW that fall within intervals of 0.3 Å assigned to groups of sequences for which 
cleavage rates are shown as box plots. (B) DNase I-DNA complex based on crystal structure 
(PDB ID 2DNJ). Base pairs at positions −3 and −2, where DNase I cleavage anticorrelates with 
MGW, are highlighted in blue. Base pairs at positions −1 and +1, where DNase I cleavage 
correlates positively with MGW, are highlighted in green. Regions where no correlation could be 
detected are shown in gray. The color code of the base pairs in the crystal structure is equivalent 
to the one used for the box plots.  (C) DNase I-minor groove contacts within a distance of 5 Å 
from any base atom are shown for the same crystal structure. Arg41 and Arg9 bind upstream of 
the cleavage site, where MGW anticorrelates with DNase I cleavage (blue base pairs). This 
anticorrelation likely arises from the attraction between the positively charged arginine residues 
and the locally enhanced negative electrostatic potential. The cleavage site (indicated by the 
orange arrow), by contrast, is located in a region where MGW correlates positively with DNAse I 
cleavage (green base pairs). 
 
 (Rohs, West, Sosinsky, et al., 2009). The increase in DNase I cleavage rate with 




side chains through such locally enhanced negative electrostatic potential. The opposite 
sign of the correlation between MGW and cleavage rate at the −1 and +1 positions 
(Figure 3.8A) also makes structural sense. Earlier reports have shown that the 
phosphodiester backbone at purine-pyrimidine (RpY) dinucleotides, which intrinsically 
widen the minor groove, are cleaved by DNase I at higher rates  (Bishop et al., 2011), 
(Brukner et al., 1990), (Lomonossoff et al., 1981). Having a widened minor groove 
where the backbone is cleaved would thus seem to be beneficial.  
3.3.4    CpG methylation greatly enhances adjacent DNase I cleavage.  
The results above indicate that molecular recognition of DNA by DNase I is 
subject to significant dependencies between nucleotides, consistent with readout of 
specific features of DNA shape  (Brukner et al., 1995). Since DNA methylation has the 
potential to alter the structural properties of DNA  (Adams, 1990), we sought to analyze 
the influence of methylation on protein-DNA binding. To this end, we used whole-
genome shotgun bisulfite sequencing data obtained from IMR90 cells  (Lister et al., 
2009) to define two subsets of phosphate positions, with hexamer contexts containing 
only hyper-methylated or only hypo-methylated CpG dinucleotides (see Supplemental 
Methods). Direct comparison of cleavage rates between both sets revealed a striking 
dependency on methylation status for a subset of the hexamers (Figure 3.9A). A 
systematic search for DNA sequence features that could explain this dependency (Figure 
3.10) revealed that it is almost completely explained by the occurrence of a CpG 
dinucleotide immediately downstream of the cleaved bond (Figure 3.9A). Upon 




DNase I is enhanced ~8-fold (red points in Figure 4.8A), and for the most cleavable 
CpG-containing hexamer (ACT|CGA) increases from ~10% to ~70% of the maximum. 
Our findings are consistent with, but greatly extend, an earlier observation that 
methylation of the central cytosine in the sequence GCGC renders the 5' phosphate more 
susceptible to cleavage by DNase I  (Fox, 1986), (Kochanek et al., 1993). 
3.3.5  CpG methylation narrows the minor groove at adjacent positions. 
So far, we have described two independent observations regarding DNase I as it 
acts on naked DNA. First, its cleavage rate depends on the primary sequence context via 
the width of the minor groove (Figure 3.8A). Second, this rate increases by a 
multiplicative factor when the cytosines in the CpG base pair step immediately 3´ of the 
cleaved phosphate are methylated (Figure 3.9A). We wondered if a direct relationship 
exists between methylation and minor groove width, as that would have the potential to 
unify both observed phenomena (Figure 3.9B). Specifically, we asked whether 
methylation intrinsically leads to a narrowing of the minor groove, which in turn would 
explain the observed increase in cleavage rate upon methylation. To test this hypothesis, 
we extended the MC algorithm so that it could also predict the shape of free DNA 
molecules containing 5-methylcytosine bases. We first applied it to the most cleavable 
hexamer, ACTCGA. Strikingly, we observed that CpG methylation leads to an increased 
roll angle at the CpG step and a narrowing of the minor groove  (Figure 3.9C). Roll is 
the angle between two adjacent base pair planes describing the opening of a dinucleotide 







Figure 3.9: Observation and analysis of the effect of methylation on DNase I cleavage rate. 
(A) The rate of cleavage depends strongly on the DNA methylation status. We used a positional 
map of DNA methylation in IMR90 (Lister et al.) to delineate subsets of genomic positions with 
low/high degrees of CpG methylation, respectively. Comparison between the hexamer cleavage 
rates derived from these respective subsets shows an ~8-fold increase in cleavage rate for 
hexamers with a methylated CpG immediately downstream of the cleaved phosphate (red points). 
(B) Interplay between DNA sequence and methylation status, DNA geometry, and DNase I 
cleavage suggested by our analysis. (C) Roll and MGW of methylated and unmethylated versions 
of the same hexamer based on the average of MC predictions for three different flanking 
sequences (see Supplemental Methods for details). Methylation leads to an increase in the 
positive roll angle at the CpG dinucleotide and a narrowing of the MGW at position −2 by 
roughly 0.5 Å. (D) The effect of methylation on DNAse I cleavage can be predicted in silico by 
training a model to predict the cleavage rates of unmethylated DNA sequences of type NNNCGN 
using information on DNA minor groove width and roll angle along these same unmethylated 
sequences. An increase in cleavage rate (i.e., data points shifting downward) is predicted when 
minor groove widths and roll angles for the methylated versions of the sequences are supplied as 






Figure 3.10: Systematic search sequence features underlying the methylation dependence of 
DNase I cleavage rate. Shown is the (cumulative) distribution of fold-differences associated with 
all possible (A) mono- and (B) dinucleotide-features within the hexamer context. The only feature 
that shows a significant (~8-fold) effect is a CpG dinucleotide immediately downstream of the 
cleaved phosphate. 
 
major groove.  The narrowing of the minor groove is most pronounced (~0.5 Å) at 
position −2, which is exactly where according to Figure 3.8A we expect it to have the 
















































































































































3.3.6    Modulation of DNA shape explains the methylation sensitivity of DNase I.  
Encouraged by the above result, we reasoned that if DNase I cleavage rate indeed 
only depends on primary sequence and methylation status to the extent that the latter 
modulate DNA shape, we should be able to test this explicitly. To this end, we performed 
multivariate linear regression of ΔΔG on a set of structural parameters that together 
quantify the local shape of the double-stranded DNA around the site of imminent 
cleavage. As predictor variables we used both the minor groove width at each base-pair 
position within the hexamer and the roll angle associated with each base-pair step. This 
combined model explains a third (adjusted R2 = 0.34) of the variance in ΔΔG across all 
256 unmethylated sequences of type NNNCGN. The most statistically significant 
regression coefficients are those for the roll between positions +1 and +2 and that for the 
minor groove width at position −2. This again is consistent with what is known about the 
structure of the DNase I-DNA complex. The predictive power of the model is diminished 
when only MGW or only roll parameters are used (adjusted R2 = 0.08 and 0.22, 
respectively). 
Having thus constructed a model capable of predicting cleavage rate from DNA 
shape for unmethylated sequences, we used it to analyze the functional consequences of 
the DNA shape changes caused by cytosine methylation. Specifically, we predicted the 
value of DNase I cleavage ΔΔG for the methylated and unmethylated versions of each 
NNNCGN hexamer from its shape parameters alone (as predicted by the MC method), 
using the coefficients from a model trained on unmethylated shape and cleavage data for 




characterized by a striking shift in ΔΔG upon methylation, which is largely independent 
of the identity of the hexamer. Here again, including the roll angles as predictors in the 
model is crucial for capturing the full effect of methylation (cf. black and blue points in 
Figure 3.9D). A plausible explanation is that roll angles between adjacent base pairs are 
more directly related to changes in the chemical structure of the nucleobases than is the 
minor groove width. We note that an additive change in ΔΔG upon CpG methylation is 
consistent with the multiplicative change for the relative cleavage rate itself seen in 
Figure 3.9A. The average shift in binding free energy predicted by the full model 
(ΔΔG/RT = 3.3) is equivalent to a ~25-fold increase in cleavage rate. This is of the same 
order of magnitude but smaller than the 8-fold seen in Figure 3.9A. The latter, however, 
should be taken as a lower bound, as our classification of CpG dinucleotides in the 
genome in terms of their methylation status was necessarily imperfect given the ~15x 
coverage level of the bisulfite sequencing data used.  
3.3.7    Predicting genomic DNA methylation status from in vivo DNase I profiles.  
The striking enhancement of DNase I cleavage adjacent to methylated CpG 
dinucleotides motivated us to ask whether DNA methylation status could be inferred 
directly from in vivo DNase I profiles. To this end, we mapped 200 million in vivo DNase 
I cleavages from IMR90 fibroblasts (see Supplemental Methods). We inferred regional 
CpG methylation within 2.5kb genomic windows attaining a threshold read depth of > 
400 CpG-adjacent cleavages (corresponding to a sample error of at most 5%). For each 
window, we computed the expected number of CpG-adjacent cuts, as a function of the 




model of DNase I specificity. The observed/expected ratio for each window then served 
as a predictor of its methylation status. Figure 3.11 shows results of these computations 
for 455 non-overlapping windows, together accounting for 1.13 Mbp of genomic DNA.  
A given window was predicted to be hyper-methylated whenever the number of CpG-
adjacent cleavages was at least 120% of the expected value (see Supplemental 
Methods), and hypo-methylated when that number was below 50% of expected. To 
validate our predictions, we inspected the actual methylation level in the IMR90 cells  
(Lister et al., 2009). We found that this level was below the median in 80% of the 
windows predicted to be hypo-methylated and above the median in 84% of those 
predicted to be hyper-methylated. These results demonstrate that regional DNA 
methylation status can indeed be inferred from the in vivo DNase I profile with 
reasonable accuracy as long as the local coverage is dense enough. 
3.4 Discussion  
In this work, we have discovered the existence of a strong DNA-shape-driven 
sequence dependence of DNase I, which can be leveraged to map DNA shape at single-
nucleotide resolution on a genomic scale. DNase I emerges from our study as a highly 
sensitive sensor of the geometry of the minor groove. The latter serves as an important 
recognition site within the DNA-binding interface of many regulatory proteins. It has 
been previously noted that DNA binding proteins such as DNase I may be regarded as 
structural probes of DNA conformation and flexibility  (Brukner et al., 1990). Moreover, 






Figure 3.11: Genomic methylation status can be predicted from dense in vivo DNase 
I footprints. Starting from in vivo DNase I footprinting data for the IMR90 cell line, a set 
of non-overlapping windows (2500bp long) containing at least 400 cleavage events with 
hexamer context NNNpCGN was identified. Next, for each window, the observed 
number of cleavages upstream of CpG dinucleotides was compared with the expected 
number. This allowed us to infer the methylation status of the corresponding DNA. To 
validate our predictions, we ranked all windows by their actual degree of methylation as 
measured by Lister et al. Shown is the distribution of ranks for the subset of windows 
predicted to be hypo-methylated (red) and hyper-methylated (blue), respectively. 
 
changes in both molecules  (Lahm et al., 1991), (Meijsing et al., 2009), (N'Soukpoe-
Kossi et al., 2008), this work shows that intrinsic DNA shape is an important recognition 
signal. The depth of the high-throughput data used in this study has allowed us to study 
this phenomenon at an unprecedented level of resolution and quantification. 
The intrinsic DNase I cleavage rate changes greatly with each single-nucleotide 
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as a few dozen nucleotides. Taking into account our hexamer model, therefore, does not 
significantly affect the detection sensitivity of regional DNase I hypersensitivity, nor does 
the intrinsic sequence-dependent variation in cleavage rate seem to result in false-positive 
DNase I footprints  (Neph et al., 2012). However, the unprecedented accuracy of our 
model for intrinsic DNase I cleavage specificity has the potential to enhance the 
interpretation of high-resolution DNase I cleavage patterns  (Hesselberth et al., 2009), 
(Wang et al., 2008). 
Additionally, we show that DNase I is so exquisitely sensitive to the changes in 
DNA shape caused by CpG methylation that in vivo DNA methylation patterns can be 
inferred directly from high-density in vivo DNase I cleavage profiles. Our demonstration 
that it is possible to harness the methylation sensitivity of DNase I to infer cell-type 
specific DNA methylation status provides a new and complementary tool for analysis of 
domain-level methylation patterns in conjunction with chromatin state changes during 
development  (Lister et al., 2011) or disease  (Hansen et al., 2011). 
 Finally, and perhaps most importantly, our in-depth study of DNase I allowed us 
to uncover a structural mechanism that plausibly answers the long-standing question of 
how cytosine methylation modulates protein-DNA interaction. Our data strongly suggest 
that DNA methylation generally acts to narrow the minor groove. DNase I activity is 
sensitive to this change in DNA conformation, and this explains our observation of 
greatly enhanced cleavage adjacent to methylated CpG base pair steps. However, we 
believe that our insight could apply much more widely across many families of 




general mechanism by which the addition or removal of methyl groups in the major 
groove influences gene expression. An intriguing possibility is that nucleosome 
positioning might be influenced by methylation  (Chodavarapu et al.), (Kelly et al.). 
Recently, an observed correlation between these two variables was interpreted as 
influence of nucleosome positioning on methylation patterning  (Chodavarapu et al.). 
However, electrostatic interactions between arginines and the minor groove occur in the 
nucleosome  (Rohs, West, Sosinsky, et al.), (West et al.), and the minor groove 
narrowing associated with cytosine methylation could enhance these. The methylation 
patterns might therefore also be a partial determinant of nucleosome position, which 
methylated CpG dinucleotides giving rise to stronger electrostatic interactions with 















Chapter 4    Applications of DNase I sequence 
specificity model  
 Our work in Chapter 3 has helped shed new light on the mechanism by which 
DNA methylation modulates gene expression. In addition, our model of DNase I 
sequence specificity has already proven to be valuable for scientists interested in 
correctly interpreting digital genomic DNase I footprinting datasets. In this chapter, we 
describe how our DNase I model has been used by both ourselves and other research 
groups to analyze data generated by the ENCODE project. 
4.1 Analysis of protein-DNA interactions using DNase I footprinting 
 As discussed in the introduction, the ENCODE project has employed genomic 
DNase I footprinting with the aim of identifying millions of TF binding locations in the 
genome. Since detailed cleavage profiles are being amassed at consensus TF motif 
sequences, it seems plausible that DNase I digestions can reveal how TFs interact with 
DNA. Ultimately, this DNase I digestion profile can be used to determine whether a TF is 
bound to a consensus sequence in the genome. Comparisons of TF activity can then be 
made between different cell types.   
To this end, Hesselberth and colleagues  (Hesselberth et al., 2009) computed 
mean nucleotide-level DNase I accessibility scores using 88 Mcm1 sites in S. cerevisiae. 
They aligned their nucleotide-level accessibility scores to an Mcm1 crystal structure and 




interactions (Figure 4.1A). A similar analysis was performed as part of the ENCODE  
(Neph et al., 2012) project for the upstream stimulatory factor USF1 (Figure 4.1B). These 
analyses seem exciting because they would imply that a single genome-scale DNase I 
digestion can yield information about TF-DNA interactions for hundreds of factors.  
It should be noted that  (Hesselberth et al., 2009) and (Neph et al., 2012) did not 
use the single-stranded hexamer model discussed in Chapter 3 to normalize their plots. 
Rather, Hesselberth and colleagues used a dinucleotide model that did not take into 
account strand specificity. To the best of our knowledge, Neph and colleagues did not 
model the sequence specificity of DNase I when performing their analyses. Given that 
DNase I exhibits a cleavage rate that varies over three orders of magnitude, we reasoned 
that tabulating mean DNase I accessibility scores for digestions of naked DNA might 
yield plots not altogether dissimilar to those in Figure 4.1. To verify this, we performed 
what could be termed in silico DNase I digestions. This is to say, we used our hexamer 
tables to predict how DNase I will cleave purified genomic DNA. We therefore 
constructed a pipeline that takes as input (i) a TF PSAM, (ii) a complete genome and (iii) 
a dataset containing the locations of millions of DNase I cleavage events from an in vivo 
digestion. Of course, the sequence supplied in (ii) is the reference genome for the 
organism used in (iii).  Our objective was to perform analyses similar to those performed 
by Hesselberth and colleagues (Figure 4.1). For a given TF PSAM, our pipeline identified 
sites in the genome with the highest affinity. The number of sites identified could either 
be specified by the user or limited to those meeting a minimum affinity threshold. In 





Figure 4.1: Putative relationship between DNase I cleavage rates and TF structure. 
(A) Hesselberth et al. suggest that DNase I cleavage patterns can recapitulate TF-DNA 
interactions. It should be noted that Hesselberth et al. did not normalize their plots to 
account for the intrinsic sequence specificity of DNase I. (B) Neph et al. also attempt to 
demonstrate that DNase I cleavage patterns parallel TF structure. Figure A was 








closely as possible the analysis performed by Hesselberth, our pipeline adds the number 
of DNase I cleavage events on both strands at each position in the motif. We compared 
these numbers to the sum of the DNase I cleavage rates. In effect, we are comparing the 
results of an in vivo digestion to an in silico digestion of purified genomic DNA. We 
decided to compare the results of in vivo and in silico digestions for Mcm1 and Cbf1 
because Hesselberth et al. highlighted these TFs in their study (Hesselberth et al., 2009). 
For both Cbf1 and Mcm1, the results from the in vivo and in silico digestions were quite 
similar (Figure 4.2). The similarity between the in vivo and in silico digestions for Mcm1 
and Cbf1 suggests that the in vivo pattern does not reflect interactions between these TFs 
and DNA. Rather, it arises as a result of the intrinsic sequence specificity of DNase I.  
Myers et al. (He et al., 2014) recently performed a very similar analysis. They 
started by constructing their own model of DNase I sequence specificity. Rather than 
analyze the results from a digestion of purified genomic DNA, they analyzed DNase I 
digestion patterns from open chromatin regions. The resulting hexamer table exhibited a 
high degree of correlation (R2 = 0.86) with the table we constructed from the digestion of 
IMR90 naked DNA (Figure 4.3A).  
Myers and colleagues proceeded to perform an in silico digestion of the genomic 
sequence corresponding to UW.Motif.0500 and UW.Motif.0458. They chose to analyze 
these motifs because Neph and colleagues reported ES cell-type specific cleavage 
patterns at these motifs. Myers and colleagues found that the cleavage patterns generated 






Figure 4.2: In vivo vs. in silico DNase I digestions. Desiring to explore whether DNase 
I digestion patterns recapitulate TF-DNA interactions, we compared the results of in vivo 
digestions to in silico digestions performed using our hexamer tables. We examined 
sequences that closely matched the consensus sequences for Cbf1 and Mcm1. The 
patterns obtained were nearly identical, suggesting that in the case of these TFs, DNase I 






























Position relative to motif center

































Figure 4.3: Transcription factor footprint identification is counfounded with DNase 
I sequence specificity. (A) Brown et al. constructed a model of DNase I sequence 
specificity by observing cleavage patterns in open chromatin regions. Their hexamer 
model exhibited strong agreement with our cleavage rates (!! = 0.86). (B) Cleavage 
patterns previously reported by Neph. et al. to reflect TF binding exhibit close correlation 




(Figure 5.3B). These results suggest that the cleavage patterns reported by Neph and 
colleagues arose from the intrinsic cleavage bias of DNase I, and not from TF binding.  
The results from Myers and colleagues are perfectly consistent with our findings 
from modeling DNase I cleavage at Mcm1 and Cbf1 binding sites. Both groups have 
independently shown that if one does not properly take into account the sequence 
specificity of DNase I, one is liable to misinterpret data from digital genomic DNase I 









Chapter 5 MultiREDUCE 
 In previous chapters, we were primarily concerned with developing computational 
approaches to infer TF sequence specificities. However, the probability of observing a TF 
bind to a particular sequence also depends on TF concentration. It is therefore important 
to develop tools that can infer TF concentration from microarray or ChIP-seq datasets. In 
this chapter, we will study how the MatrixREDUCE algorithm discussed in Chapter 2 can 
be extended to infer TF concentrations. To this end, we develop an algorithm called 
MultiREDUCE, which is a generalization of MatrixREDUCE. MultiREDUCE differs 
from MatrixREDUCE in two key aspects: (i) TF concentration is inferred from the data 
and (ii) multiple TFs with either identical or different sequence specificities can compete 
for binding to the DNA sequence. MultiREDUCE derives its name from this second 
feature. 
5.1 Introduction 
In order to develop the MultiREDUCE algorithm, we will need to formulate a set 
of recurrence relations related to the binding equilibrium of a protein ! and binding site 
!: 




These relations will allow us to compute the expected number of bound TFs for a given 
DNA fragment. Since MultiREDUCE is a statistical mechanical model, we begin our 
discussion by reviewing a couple of relevant equations from statistical mechanics.  
5.1.1 The Grand Canonical Ensemble and statistical weights 
 Statistical mechanics is the branch of physics that aims to probabilistically 
quantify the behavior of systems consisting of a large number of particles. One type of 
system that is studied in statistical mechanics is the grand canonical ensemble, which is 
defined to be a system in contact with a reservoir in which the exchange of particles and 
energy is allowed. This system is maintained in thermal and chemical equilibrium with a 
reservoir.  If we consider chromosomal DNA to be a system and the nucleus to be a 
reservoir and we assume that TF binding has reached equilibrium, then our TF-DNA 
ensemble satisfies all of the properties of a grand canonical ensemble. Our equilibrium 
assumption is admittedly dubious given phenomena such as frequent remodeling of 
chromatin and long-range interactions. However, this approach has proven to be useful 
since we are usually interested in studying TF binding during relatively short timescales 
(Djordjevic et al., 2003), (Foat et al., 2006), (Zhao et al., 2009).  
 In the discussion that follows, we consider a configuration Γ to consist of a set of 
TFs bound to chromosomal DNA. This set can contain either zero, one or many TFs. A 
well-known result from statistical mechanics assigns the probability !(Γ) to observing a 
grand canonical ensemble in configuration Γ: 
  ! Γ =    !
!




The exponential factor !![! ! !  !" ! ]/!" is called a Gibbs factor. Since we require the 
sum of all the probabilities to be equal to 1, it can be easily shown that: 
! =    !![! ! !  !" ! ]/!"
!∈{!}
 
In the above equations, ! Γ  denotes the number of bound TFs, !  is the absolute 
temperature, !  is Boltzmann’s constant, !(Γ)  represents the total energy of a 
configuration Γ and ! is the chemical potential of our TF-DNA ensemble. In biophysical 
literature, !(Γ) is often denoted as !(Γ), as was the case during our discussion of 
MatrixREDUCE in Chapter 4. 
 Chemical potential is a property that is closely related to TF concentration. The 
formal definition of chemical potential is the following: 
 
where ! represents the entropy of the system, ! is the number of particles present and the 
volume ! and internal energy ! are held constant. The chemical potential of a system 
increases along with the number of particles. This can be easily demonstrated for an ideal 
gas by evaluating the partial derivative of the Sackur-Tetrode equation with respect to the 
number of particles (Schroeder, 1999). The Sackur-Tetrode equation expresses the 
entropy of a monatomic gas as a function of the volume, internal energy and number of 
particles in the gas. An analogy can be drawn with gravitational potential since objects 
tend to move from regions of high chemical potential into regions of low chemical 












potential. Returning to our TF-DNA system, it can be shown that chemical potential is 
directly proportional to the natural logarithm of TF concentration (Sato, 2004).  
 As we will see in the following section, it will be convenient to work with Gibbs 
factors because they will allow us to compute the relative probability of observing 
various configurations.  
5.1.2 Statistical weights 
 Consider a DNA fragment of length !. If the binding site length of a TF ! is !!, 
then the maximum number of TFs that can bind to the DNA fragment is ! !! .  For any 
real number !, the symbol !  denotes the largest integer not greater than !. Given that 
typically only a small number of sites on our fragment are high-affinity sites, we do not 
expect to observe all ! !!  possible binding sites to be used. However, if the TF 
concentration is sufficiently high, we may see more than one TF bound to the DNA 
fragment on average.  
 Let us consider two possible configurations Γ!  and Γ!   of bound TFs. The only 
difference between these two configurations is at position !, where Γ! has a TF bound at 
postion !  while Γ!  does not. In the analysis that follows, we will assume that the 
propensity of a TF to bind at a given position is not affected by the presence or absence 
of bound TFs at other positions along the DNA fragment. We can therefore use equation 
(5.1) to compute the relative probabilities of observing Γ!  and Γ!. More precisely, we will 




Gibbs factor corresponding to Γ. Given our independence assumption, !(Γ!) and !(Γ!) 
are related in the following manner: 
!(!!)
!(!!)
= !![∆!(!!)!!]/!" = [!]
!!(!!)
     (5.2) 
Here Γ! denotes the configuration with exactly one TF bound at position !. Since we are 
using the independence assumption described above, we need not take into consideration 
the presence or absence of TFs at additional binding sites. In equation (5.2), we expressed 
!!∆!(!!)/!" as 1! !!(!!), where !!(!!) is the disassociation constant for the reaction in 
equation (5.1) where protein ! binds at position !. Also, given that the chemical potential 
! can be expressed as !"ln[!], we expressed !!/!" as ! /1M.  
 We now wish to perform some algebraic manipulations to the right hand side of 
equation (5.2) so that it will be more convenient to utilize when discussing the 
MultiREDUCE algorithm. We can make the relationship between !(Γ!) and !(Γ!)  









Here !!(!ref) is the disassociation constant for the binding of a TF to its optimal binding 
site. It therefore follows that !!(!) takes on values between 0 and 1. The relationship 
between !(Γ!) and !(Γ!) can now be expressed in the following manner: 




The expression for !!(!)  appeared previously when we introduced the !!!!!!"#/!"  and 
!(!, !) terms in equation (2.1). We recall from our discussion of the MatrixREDUCE 
model that the product of !!,!(!)  values is equal to 1 for the optimal sequence. 
Furthermore, as site affinity decreases, the product of !!,!(!) values decreases and !!(!!) 
increases. We also expressed TF concentration in units of !!(!ref), which offers an 
intuitive interpretation— a DNA fragment with a single binding site !opt is occupied with 
50% probability when !! = 1.  
 Equation (5.3) is a recursive relation that allows us to compute the probability of 
observing a given configuration provided that we know the value of ! Γ! , where Γ! 
denotes the configuration with no bound TFs. Since the total energy of a system is 
relative, we are free to set !(Γ!) and hence !(Γ!) to be equal to 0. As a result, ! Γ!  
equals 1. Figure 5.1 contains a schematic illustrating the use of equation (5.3). 
5.2 Methods 
 In the exposition that follows, we will not attempt to infer the sequence 
specificities of TFs. Instead, we will assume that values accurately reflecting TF 
sequence specificities have been provided. Our discussion of the MultiREDUCE model 
and the parameter fitting process will focus largely on the special case when the model 
only consists of one PSAM. Once the single-TF model has been implemented, it is fairly 
straightforward to extend it to the general case with multiple PSAMs. When developing 
the MultiREDUCE model, we will assume that TF binding sites cannot overlap. In other 




5.2.1The MultiREDUCE algorithm 
In the MatrixREDUCE model, occupancy was evaluated by taking the sum of the 
products of !(!, !) terms. Given the low concentration assumption, it follows for every Γ 
for which ! Γ > 1 that ! Γ ≪ ! Γ! ≪ !(Γ!), where ! is any position along our DNA 
sequence. We can therefore enumerate all relevant configurations in linear time. Recall 
that we previously defined ! Γ  to be the number of bound TFs for  Γ. By contrast, we  
 
Figure 5.1: Evaluation of statistical weights. The statistical weight of Γ! is set equal to 
1. To evaluate ! Γ! , we use the recursive relation described in equation (5.3). Though 
we have demonstrated this relationship explicitly for Γ! and Γ!, it is valid for any Γ! and 





will need to evaluate statistical weights for an exponential number of configurations for  
MultiREDUCE. Moreover, we will need to sum all the configurations that contain a TF 
bound at a given position !.   
 In order to make this problem more computationally tractable, we will employ a 
technique called dynamic programming. This is a method that is used to solve complex 
problems by building upon the solutions to simpler sub problems. Examples of dynamic 
programming include sequence alignment algorithms and the Viterbi algorithm for 
Hidden Markov Models. Dynamic programming and recursion relations have also 
previously been used to study TF and nucleosome positioning (Kaplan et al., 2009), 
(Wasson et al., 2009). 
 Our first objective will be to compute  ! =    !(Γ)!∈{!} , where {Γ} denotes the 
set of all possible TF configurations. Note that when it is possible for multiple copies of 
TF ! to bind to our sequence, the number of elements in {Γ} grows exponentially with 
length ! of the DNA fragment. If our DNA fragment has length less than !!, ! would be 
equal to 1 because ! Γ! ≡ 1. If our DNA fragment is of length !!, !  would equal 1 + 
P(Γ!!), where we have set ! equal to !!. To evaluate ! when our sequence is of length 
!! + 1 or higher, we use dynamic programming. Using the result from equation (5.3), we 
can solve for Z using the recursive relation below. Here, we will evaluate ! for lengths 
ranging from 1 to !! and store our results in an array ![0, 0. . !!]: 
! 0, ! = 1,    for  0 ≤ ! < !!   : 




Here the definition of !!(! − !! + 1, !) is identical to our previous definition of !!(!). 
However, we now specify both the starting and ending positions of the binding site. For 
the recursive step above (equation (5.3)), we partition our configurations into two groups. 
We first consider the configurations where there is no bound TF occupying the sequence 
window starting at ! − !! + 1 and finishing at !. For this group, the sum of all the 
statistical weights is simply the result that is stored in ![0, ! − 1]. Our second group 
contains all configurations with a TF occupying the window starting at ! − !! + 1 and 
finishing at !. Given this fixed TF, we make use of the result in ! 0, ! − !!  and the 
independence assumption discussed in section 6.2.1 to obtain the second term on the right 
hand side of our recursive equation. This term represents the sum of all the statistical 
weights of configurations belonging to the second group. At the end of this routine, the 
sum of all the statistical weights will be stored in ![0, !!]. 
 We will soon see that it will also be useful to construct an array ![1. . !! + 1, !! +
1]  where ! !, !! + 1  contains the sum of Boltzmann factors of all possible 
configurations from position ! to !! + 1. Here are the relevant recurrence relations: 
! !, !! + 1 = 1,    for    !!   −   !! < ! ≤ !! + 1 : 
! !, !! + 1 = ! ! + 1, !! + 1 + ! ! + !! , !! + 1 ∙ !!(!, ! + !! − 1) ∙ !! ,  
for  0 ≤ ! ≤ !! − !! 
When this routine is complete, ![1, !! + 1] will contain the value of !.  
 Our next objective will be to compute the probability of observing a TF 




!(!, !). This is equal to the sum of the statistical weights of the configurations containing 
a TF at this position, divided by !. In order to evaluate this expression, we will make use 
of the equations we derived for ! 0, !  and ! !, !! + 1 : 
!(!, !) =   
! 0, ! − !! ∙ !!(! − !! + 1, !) ∙ !! ∙ ! ! + 1, !! + 1
!  
We can consider the observation of a TF at position ending at ! as being a Bernoulli 
random variable, which we will denote as !(!, !), that takes the value 1 with probability 
!(!, !)  and the value 0 with probability 1− !(!, !) . Given that we do not allow 
overlapping binding sites, it follows that ! !!, !! ∙ ! !!, !! = 0 if !! − !! < !!! .  
 Using the notation defined above, we can express !! ! , the occupancy of our 
DNA sequence !, in the following manner:  
!! ! =   !    !(!, !)
!!
!!!! = ![!(!, !)]
!!
!!!! = !(!, !)
!!
!!!!   
In the above derivation, we use a well-known result from probability theory regarding the 
linearization of the expected value of a sum of random variables.   
5.2.2 Fitting the MultiREDUCE model 
 The objective of the MultiREDUCE program is to find the !,!!  and  !! values 
that minimize the following expression: 







Here, !! represents the probe intensity associated with probe sequence !. Also, recall that 




above sum of squares, we must recall that the ![0, !] and ![!, !! + 1] arrays are functions 
of !!.  
 The MultiREDUCE program uses the Levenberg-Marquardt (LM) algorithm 
(Madsen, 2004) to obtain values for !,!!  and  !!. The LM algorithm requires that we 






!!!! !(!, !)    (5.4) 
We simply need to apply the quotient rule to evaluate the partial derivative of !(!, !). 
Recall that !!(!) is a function of ! 0, ! , !!  and ![!, !! + 1], which means that we will 
need to compute arrays (! !!!)! 0, !  and (! !!!)![!, !! + 1] that contain the partial 
derivatives with respect to !!. Before examining the relevant pseudocode, we must 
mention one important implementation detail regarding MultiREDUCE. When using the 
LM algorithm to fit the !! parameter, we need to ensure that the value returned is 
positive. We enforce this constraint by implementing the ! 0, !  array in the following 
manner: 
! 0, ! = 1, !"#  0 ≤ ! < !!    
                          ! 0, ! = ! 0, ! − 1 + ! 0, ! − !! ∙ !!(! − !! + 1, !) ∙ !!!,  for  !! ≤ ! ≤ !! 
The only difference between the new and original code is that we set the value of !! to 
be equal to !!!.  The ![!, !! + 1] array is implemented in a similar manner. Also, the 




!! − ! ∗








The following pseudocode is used to compute (! !!!)![0, !]: 
!
!!!
![0, !] = 0,  for  0 ≤ ! <   !!" 
!
!!!
! 0, ! =   
!
!!!




! 0, ! − !! ∙ !!! ∙ !!(! − !! + 1, !),  for  !!   ≤ ! ≤   !!       
The !![!, !! + 1] array is implemented in a similar manner: 
!
!!!
!, !! + 1 = 0,  for    !!   −   !! ≤ ! <   !! + 1 
!
!!!
!, !! + 1 =   
!
!!!
! + 1, !! + 1  
                              +  ! ! + !! , !! + 1 ∙ 2!! ∙ !!(!, ! + !! − 1) 
                                            +   
!
!!!
! + !! , !! + 1 ∙ !!! ∙ !! !, ! + !! − 1 ,  for  1 ≤ ! ≤   !! − !! 
 So far, we have discussed all of the major implementation details for the case 
where our model consists of only one PSAM. It is straightforward to modify our code so 
that models consisting of sets of TFs can be trained. Below are the relations used to 
compute the ![0, !] arrays: 
                               ! 0, ! =   1                                                            ! !, 0 =   0,        for  ! < 0 





5.3.1 Testing the low concentration assumption in MatrixREDUCE 
 Let us examine once again the formulation of the MultiREDUCE optimization 
problem: 
 
!! − ! ∗








Our objective is to infer TF concentrations from experimental data. Recall that one of the  
assumptions underlying the MatrixREDUCE algorithm is that TF concentration is 
negligible. More specifically, the probability of observing two TFs bound to a given 
probe is vanishingly small. It makes sense to explore the accuracy of this low 
concentration assumption before developing an algorithm to infer TF concentrations.  
 Before proceeding further, we wish to remark that the MultiREDUCE model is a 
generalized version of MatrixREDUCE. If we assume that TF concentration is negligible, 
then the value of ! !, ! ≈ 1  for any !  and ! . In this case, the formulation of 
MultiREDUCE can therefore be written as follows: 
!! − ! ∗








If we place the !!!  before the summation, we have a model that is identical to 
MatrixREDUCE.  
We therefore would like to inquire whether the MultiREDUCE model can yield 




evaluated the goodness of fit  (ie !! values) of the MultiREDUCE model for various 
fixed concentrations. We chose to use a ChIP-chip dataset for yeast that was prepared in 
rich-medium conditions by Harbison and colleagues (Harbison et al., 2004). We chose to 
analyze the experiment for ABF1 because it is a TF that has a strong propensity to bind to 
its consensus sequence. By contrast, if we had used another TF, we could not be nearly as 
certain that it would bind to its consensus sequence in a consistent manner. We used the 
weight matrices generated by MacIsaac  (MacIsaac et al., 2006) as our model for ABF1 
sequence specificity.  
 When plotting the !! values vs. [TF], we obtained the curve that we expected 
(Figure 5.2). When we set the concentration to be low, we expected a reasonably high !! 
because we previously obtained strong fits for ABF1 using MatrixREDUCE. When we 
set the concentration to be exceedingly high, we expected the !! values to decrease 
because TF binding will saturate at high and medium affinity sites. As a result, our model 
will yield similar occupancy scores for DNA fragments containing either high or medium 
affinity binding sites. The only aspect of the curve that we could not predict beforehand 
was the TF concentration that would yield the highest !! and the size of the improvement 
in the !! value. The value of the TF concentration yielding the highest !! was ≈ 3. 
Recall that we measure TF concentration in units of the !! of the optimal binding site. A 
concentration of 3 implies that ≈75% of DNA fragments of length !!"#! consisting of 
the consensus sequence for ABF1 will be occupied. With this concentration, the !! 




suggest that developing a procedure to infer the optimal TF concentration is a worthwhile 
endeavor. 
5.3.2 Inferring TF concentration and modeling systems with different types of TFs 
 The results from the previous section demonstrate that there is merit to 
implementing a parameter-fitting procedure to infer TF concentrations. By evaluating the 
partial derivative of occupancy with respect to TF concentration (equation (5.4)), we can 
use the Levenberg-Marquadt algorithm to efficiently deduce the TF concentration that 
yields the highest !! value. This will spare us from having to perform the brute-force 
exercise of plotting !! for various TF concentrations. 
 After implementing the Levenberg-Marquadt parameter-fitting algorithm, our first 
task was to use the Harbison ABF1 dataset (Harbison et al., 2004) to explore whether a 
TF concentration that is not vanishingly small would yield the best fit. We found that a 
TF concentration value of ≈ 3 yields the highest !! value (Figure 5.2).  
 Our next objective was to use in vivo data to perform parameter-fitting for models 
consisting of multiple TFs. The ultimate aim is to model phenomena such as competitive 
TF binding. One well-known example of competitive TF binding is the SUM1/NDT80 
transcription switch in S. cerevisiae (Wang et al., 2005). In yeast, the transcriptional 
activator NDT80 and the transcriptional repressor SUM1 tightly control timing of the 
middle phase of meiosis. The binding sites for these TFs partially overlap in the promoter 
regions of regulated genes.  
 Before proceeding to analyze in vivo datasets and attempting to detect 







Figure 5.2: Inferring TF concentration from microarray data. The MultiREDUCE 
model is evaluated for various TF concentrations using the Harbison ChIP-chip dataset 
for ABF1  (Harbison et al., 2004). Here we express TF concentration in units of 
!! !!"# .  We deduce that the value yielding the best fit to the experimental data most 
accurately reflects ABF1 concentration in the nucleus.  
 






















negative control. Our experimental dataset would not be the Harbison dataset, but rather 
in vitro experiments using Protein Binding Microarrays (PBMs)  (Berger et al., 2006). 
The reason why PBM experiments prepared by Bulyk and colleagues are suitable for a 
negative control is because these experiments were performed in vitro with exactly one 
TF. This implies that there is no probability of competitive TF binding. A model 
consisting of two TFs should not perform better than a model consisting of only a single 
TF. However, this model could perform worse than the single TF model because only one 
TF was used for each PBM experiment. Again, our models for TF sequence specificity 
are the weight matrices prepared by MacIsaac and colleagues. 
 Using the PBM data for NRG1, we obtained an !! of 0.324 when fitting the TF 
concentration value using MultiREDUCE. We performed 121 negative controls using 
121 TFs from MacIsaac and colleagues. Each negative control consisted of a two TF 
model— NRG1 and an additional MacIsaac TF. These models were trained using 
MultiREDUCE. We obtained !!  values of .324 for roughly half of these negative 
controls. However, we also obtained !! values greater than .35 for 9 of the 121 negative 
controls. These 9 experiments are essentially false positives— they suggest that a two 
factor model is more accurate despite the experiment being performed with only a single 
factor.  
 Roughly one third of our negative control experiments yielded !! values less than 
.324. This occurred because our parameter-fitting procedure terminated at a local 
minimum rather than a global minimum. During these experiments, the initial !! values 




optimal concentration from the model consisting solely of NRG1. Next, we could have fit 
a model consisting of NRG1 and the second TF. The initial  !NRG1 value could have been 
set to the value obtained from our first model and the initial !TF value could be set to an 
infinitesimally small number. By doing this, we would almost certainly be imposing a 
lower bound of .324 on our !! value.   Our findings are summarized in Figure 5.3. 
5.4 Discussion 
 Overall, our findings suggest that the MultiREDUCE approach holds promise. For 
single-factor models, we showed that modeling TF concentration can yield higher !! 
values. The false positives obtained when training the MultiREDUCE model using PBM 
data suggest that the MacIsaac models may need additional refinement. If the MacIsaac 
models do not contain enough columns, then our parameter-fitting procedure may be 
using the concentration parameter of the second TF to compensate for this inadequacy. 
Furthermore, we must recall that the MacIsaac models are position-independent models. 
It is almost certainly the case that some TFs have dinucleotide dependencies. More 
precise models of TF sequence specificities will be needed before we can properly assess 









Figure 5.3: False positives obtained when training MultiREDUCE on in vitro data. 
121 negative control experiments were performed using a PBM dataset for NRG1. Each 
negative control consisted of training a two TF model (NRG1 and an additional TF). 
Given that a model consisting solely of NRG1 yielded an !! value of .324, we expect all 
of our negative controls to have !! values approximately equal to .324. The cluster of ~9 
points in the top right corner correspond to negative control experiments that yielded 
false positives, which likely arose because the MacIsaac weight matrices are imperfect. 
The cluster of ~40 points in the bottom right corner arose because we did not carefully 
choose the initial values of our concentration parameters in our model-fitting procedure. 
 
 


















Chapter 6  Conclusion 
 In this thesis, we explored methods for augmenting existing biophysical TF-DNA 
models and extracting meaningful signals from large biological datasets. We have shown 
how a peak-calling algorithm could be used together with the MatrixREDUCE software 
package to infer realistic representations of TF binding specificities. These results 
motivated us to devise an experiment that could offer a more refined glimpse into the 
sequence preferences of DNA-binding factors. Initially, we were pleased to observe 
evidence of dinucleotide dependencies in the cleavage preferences of DNase I. Soon 
afterwards, we found that DNase I was an ideal tool for studying the changes in DNA 
shape induced by methylation. Finally, we wished to create more realistic models of TF 
binding that took TF concentration and competitive binding into account. We found that 
explicitly modeling TF concentration improved our R2. While each of these three 
projects have yielded interesting results, we have identified ways that our current 
algorithms and approaches can be improved. 
 Our work with E2-2 and Mtg16 demonstrated that realistic representations of TF 
sequence specificities can be obtained from the ChIP-seq datasets. However, our 
approach was not entirely satisfying because we performed a compression of the raw data 
(ie we computed posterior probabilities) before using the MatrixREDUCE algorithm. If 
we can avoid performing this compression, we will likely obtain models of TF specificity 
that are even more accurate.  
 We also performed a compression of the raw data with our analysis of DNase I 




constructed a table that contained the cleavage rate for each hexamer. With these tables, it 
was relatively straightforward to search for dinucleotide dependencies in the sequence 
preferences of DNase I (Figure 4.5). However, when analyzing the relationship between 
DNase I cleavage rates and DNA shape, we used these hexamer tables instead of the raw 
data. A more natural approach to modeling DNase I cleavage would utilize the either the 
Binomial or Poisson distributions. As discussed in the Appendix, the number of cleavage 
events taking place at a given phosphate during a DNase I digestion of naked DNA obeys 
the binomial distribution. However, it is reasonable to model DNase I cleavage using the 
Poisson distribution. In the Appendix, we demonstrate how a technique called Poisson 
Regression can be used to infer DNase I sequence specificities. We show that the 
position-independent model obtained using Poisson regression is competitive with the 
position-independent model constructed in Chapter 4. The great advantage of using 
Poisson regression is that the dependence of DNase I cleavage rates on DNA shape and 
structure can be modeled simultaneously using only the raw data. By contrast, our 
starting point for the DNA shape analysis in Chapter 4 was the hexamer table. 
Over the past few decades, the discipline of molecular biology has benefitted 
greatly from the algorithms and models used to interpret data generated by high-
throughput sequencing platforms. The results in this thesis build upon previous algorithm 
development and will be of particular interest to scientists interested in TF binding and 
gene expression. More generally, we have shown that amalgamating and generalizing 
existing algorithms can serve as effective strategies. Finally, we have demonstrated that 




working iteratively can lead to surprising new insights into longstanding questions in 
molecular biology. At the meta-level, we hope that the work described in this thesis raises 
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Appendix — Poisson regression 
When modeling DNase I cleavage rates in Chapter 3, we tabulated the number of 
cleavage events with a given hexamer context and then normalized this result using the 
reference genome. These cleavage rates were used in nearly all of the analyses performed 
in Chapter 3. 
While cleavage rates proved to be very useful, it seems that computing summary 
statistics will not be satisfactory in the long term. A more desirable approach would 
dispense with aggregating cleavage events according to sequence context. Rather, the 
parameters of interest should be obtained by fitting to the individual datapoints. For 
example, minor groove widths (MGWs) can take on a continuous range of values. If we 
wish to partition phosphates into equivalence classes based on MGW, we would need to 
create MGW ranges (i.e. 3.5-4.0 Å, 4.5-5.0 Å, etc..) at each nucleotide within a 6bp 
window. By discretizing our MGW values, we are effectively discarding information on 
MGW.    
A more desirable approach would be to fit a linear model with mean 
 at every phosphate. For example, the  values could 
represent MGWs at various positions and the values are coefficients to be fitted. One 
possibility would be to perform ordinary least squares regression (OLS) at every 
phosphate. Here, the !  values would be the number of cleavage events at an individual 
phosphate and the values are as previously described. However, performing OLS is not 
suitable because the number of cleavage events at a given phosphate is not normally 






distributed. Recall that when using OLS, one of the underlying assumptions is that the 
dependent variable (ie response variable) is normally distributed with mean equal to the 
expression above. However, the number of cleavage events at a given phosphate is not 
normally distributed. This is trivial to verify because the number of cleavage events can 
never be negative, and normally distributed random variables admit the possibility of 
negative values. 
It seems apparent that the number of cleavage events at a given phosphate can be 
modeled according to the binomial distribution. In this case, the number of cuts ! is very 
large and the probability of a given phosphate  being cleaved is very small. Under 
these circumstances, the number of cuts can be approximated using the Poisson 
distribution with mean parameter . It should be noted that cleavage events at a 
particular phosphate do not obey the necessary criteria to be considered a Poisson 
process. This is because as ,  does not approach some finite value . Rather, 
 also approaches . 
OLS and Poisson regression are special instances of the Generalized linear model 
(GLM). GLMs allow for the response variable to have distributions other than the normal 
distribution. For example, logistic regression is an instance of GLM where the response 
variable is Bernoulli distributed.  The mean of the Bernoulli distribution is not simply the 
linear combination of the predictors. Rather, !! +   !!!! +   !!!!  +  . . .+  !!!!  is 
expressed as a function of the Bernoulli mean !. The relationship between the linear 
predictor and mean of the distribution function is called the link function. For the 








!! +   !!!! +   !!!!  +  . . .+  !!!! = !"
!
1− !  
In this case, the inverse of the link function is the logistic function. For Poisson 
regression, the link function is the natural logarithm: 
!! +   !!!! +   !!!!  +  . . .+  !!!! = !" !  
Finally, the link function for OLS (ie response variable is normally distributed around 
mean) is the identity function. In the training stage for GLMs, the values for the 
!!,!!,… ,!! parameters are obtained via maximum likelihood estimation.   
 We used Poisson regression to construct a position-independent model of DNase I 
cleavage. More specifically, we set the !! values to either 1 or 0 depending on the 
sequence context of the phosphate. For example, !! was set to 1 if the nucleotide at 
position -3 was an A, and 0 otherwise. Given that we wished to construct a hexamer 
model, our first impulse was to create 24 !! variables (ie four variables per position). 
However, it is only necessary to use 18 variables because three parameters are sufficient 
to identify the nucleotide at a given position. For example, if the nucleotide at position -3 
is not A, C or G, then it must be T. We used the lm package in R to obtain values for the 
!!  parameters. For a given hexamer, the cutrate is obtained by setting the !!  values 
appropriately and then exponentiating the value of !! +   !!!! +   !!!!  +  . . .+  !!!!. The 
cutrate values obtained via Poisson regression exhibit close agreement with our hexamer 
tables (!! = 0.8). In fact, we also obtained !! ≅ 0.8 when we compared our position 




 The values obtained from the parameter-fitting process for the !! parameters are 
displayed in Table A1. For clarity, we will denote our nucleotide indicator parameters as 
!!"  where !   ∈ {−3,−2,−1, 2, 3} and !   ∈ {!,!,!,!}. As an example, if a phosphate has 
sequence context ACTpTAC, then !!!! = 1, !!!! = 0, and so on. We do not include  
parameters !!!!, !!!!, … ,  !!! because these value are linearly dependent on the values 
of the other 18 parameters corresponding to nucleotides. Alternatively, we can say that 
!!!!, !!!!, … ,  !!! are set to have a value of zero. The parameter !! is our intercept 



















!! (intercept) -1.67 
!!!! 0.54 
!!!!  -0.61 
!!!!  -0.14 
!!!! 0.00 (by default) 
!!!! -1.38 
!!!!  0.59 
!!!!  -0.59 
!!!! 0.00 (by default) 
!!!! -0.48 
!!!!  -0.84 
!!!!  -0.98 
!!!! 0.00 (by default) 
!!! -0.63 
!!!  -0.51 
!!!  -0.51 
!!! 0.00 (by default) 
!!! 1.62 
!!!  1.13 
!!!  1.30 
!!! 0.00 (by default) 
!!! 0.08 
!!!  0.10 
!!!  -0.57 
!!! 0.00 (by default) 
 
Table A1: Values obtained for parameters of a Poisson regression model trained on 
DNase I cleavage data. These values correspond fairly closely with the position-
independence model (Figure 4.5A). The consensus sequence we obtain from the above 
table (ACTpTAC) closely resembles the consensus sequence from Figure 4.5A 
(ACTpTGC).  
 
 
