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La protection de l’information contre lʹécoute et l’échange  non autorisé est vitale, en 
particulier  pour  les  applications  militaires,  médicales,  et  industrielle.  De  nos  jours,  les 
attaques cryptographiques sont de plus en plus nombreuses et sophistiquées, et de ce fait, de 
nouvelles techniques efficaces et rapides de protection de l’information sont apparues ou en 
cours d’élaboration. Les  travaux de cette  thèse se situent dans  le contexte de  la sécurité de 
données transmises ou stockées. 
Les  différents  services  de  la  sécurité  des  données  sont   la  confidentialité,  l’intégrité, 
l’authenticité,  la non  répudiation et   le  contrôle d’accès. En informatique,  la  confidentialité 
fait partie, avec  lʹintégrité,  l’authentification, et  le contrôle d’accès, des quatre grands  types 
de sécurité informatique. La confidentialité de l’information est, en général, atteinte par des 
algorithmes de chiffrement. En revanche,  l’intégrité et  l’authenticité sont rendues possibles 
par les fonctions de hachage sans et avec clé respectivement. En outre, le contrôle d’accès est 
réalisé par une combinaison de chiffrement et de hachage. 
  Dans cette thèse, pour la partie chiffrement des données, nous nous appuyons sur la 
technique symétrique de chiffrement ou à clé secrète, qui est nettement plus rapide (jusqu’à 
1000  fois) en comparaison avec  la  technique asymétrique. Cette dernière, utilise deux clés, 
une clé publique pour le chiffrement et une clé privée pour le déchiffrement.  
Le chiffrement symétrique est réalisé, selon deux modes distincts : 
Chiffrement  par  flux, qui  opère  sur  un  flux  continu  de  données,    adapté  pour  la 
communication en temps réel et réalisé en général sur des supports matériels.  
Chiffrement par bloc, qui opère sur des blocs de données de taille fixe est réalisé  en logiciel  
et en matériel. 
Le niveau de sécurité apporté par le chiffrement par bloc est plus grand comparé à celui du 
chiffrement par flux (sauf dans le cas du masque jetable). De ce fait, nous nous focalisons sur 
la conception de crypto‐systèmes par bloc.  
Les  crypto‐systèmes  par  bloc  sont  en  général  construits  à  partir  de  deux  structures  dites 
réseaux SPN ou Feistel. Ces crypto‐systèmes sont basés sur les deux concepts de base de la 
sécurité, qui sont la confusion et la diffusion [Shannon, 1949]. Le degré de résistance vis‐à‐vis 
des  attaques  cryptographiques,  dépend  donc  essentiellement,  pour  chacune  des  deux 
structures, des  performances de  la diffusion,  réalisée  par une  couche de  substitution  non 
linéaire (« S‐boxes », fonctions itératives non linéaires) et de diffusion (linéaire), réalisée par 
une  couche de permutation  et ou par une  couche de diffusion, permettant de  répartir  les 
caractéristiques cryptographiques de la couche de substitution. Par ailleurs, la quasi‐totalité 
des  crypto‐systèmes  contiennent  aussi  une  couche  d’addition  de  clé,  afin  d’initialiser  le 
processus de confusion. 
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La  répétition  des  processus  des  différentes  couches  un  certain  nombre  de  fois  permet 
d’assurer lʹimmunité cryptographique contre les diverses attaques, incluant les cryptanalyses 
linéaire et différentielle. 
La majorité des crypto‐systèmes actuels utilise une couche de substitution et une couche de 
diffusion fixes très performantes. Seule la couche d’addition des clés dépend de la clé secrète,  
comme dans le standard international du chiffrement, AES (Advanced Encryption Standard). 
La connaissance des couches de substitution et de diffusion utilisées dans un crypto‐système 
impose  d’utiliser  un    niveau  de  complexité  suffisant  (nombre  de  rounds  important  des 
couches d’addition), afin de se prémunir contre les attaques standard. De ce fait, la taille de 
la clé secrète doit être assez grande, au moins égale à 128 bits, pour que le nombre de rounds 
soit assez grand, au moins égal à 10  (dans  l’algorithme AES). Ceci, augmente  le  temps de 
traitement et par conséquent, empêche l’utilisation de certaines applications nécessitant de la 
protection en temps réel. 
Les différentes couches des crypto‐systèmes proposés dans cette  thèse, sont variables selon 
les clés dynamiques, produites par des générateurs de séquences chaotiques. De ce  fait,  les 
crypto‐systèmes développés sont à la fois robustes et rapides. 
Les  services  d’intégrité  et  d’authentification  sont  en  général  réalisés  par  des  fonctions  de 
hachage qui sont de plus en plus utilisées. Les fonctions de hachage cryptographiques font 
correspondre  à un message de  taille  arbitraire, une  sortie de  taille  fixe,  appelée haché  ou 
empreinte digitale. L’idée sous‐jacente est que toute modification, même infime, du message 
d’entrée,  doit  induire  des modifications  importantes  et  imprévisibles  du  haché  en  sortie. 
L’une des propriétés recherchées est qu’il doit être très difficile pour un attaquant de trouver 
une collision, c’est‐à‐dire de trouver une même empreinte pour deux messages distincts.  
Ces  fonctions  sont  considérées  comme  faisant partie de  la  cryptographie  symétrique pour 
réaliser  le  service de  l’intégrité  s’il n’y pas de  secret, et  l’authentification  s’il y a un  secret 
partagé  (clé secrète). Grâce à  leur  rapidité, elles sont  très utilisées en sécurité  informatique 
pour l’intégrité  et  la signature numérique des données, en passant par le stockage des mots 
de passe et leur génération. 
Dans ce mémoire, nous nous  intéressons à  la conception et à  la réalisation des fonctions de 
hachage basées chaos, avec ou sans clé, et aussi à leurs performances.  
  Les  systèmes  chaotiques  sont  déterministes,  ils  produisent  des  signaux  de 
caractéristiques  très  proches  des  signaux  aléatoires  et  possèdent  une  forte  sensibilité  aux 
conditions  initiales  et  aux  paramètres  de  contrôle  qui  forment  la  clé  secrète.  Un  infime 
changement  dans  les  conditions  initiales  ou  les  paramètres  de  contrôle  provoque  un 
important  changement dans la séquence pseudo‐chaotique générée par le système.  
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Fonds sur ces propriétés,  les crypto‐systèmes et fonctions de hachage basés chaos, sont une 
alternative intéressante à la cryptographie et fonction de hachage standards, pour achever les 
services de la sécurité décrits plus haut. 
  Les  travaux  réalisés  et  présentés  dans  ce  mémoire,  concernent  la  conception,  la 
réalisation  et  l’évaluation  des  performances  des  générateurs  de  séquences  chaotiques,  de 
crypto‐systèmes et fonctions de hachage basés chaos.  
  L’objectif principal de la thèse est dʹapporter des solutions robustes basées chaos de la 
sécurité, comme  la confidentialité,  l’intégrité des données, ainsi que  l’authentification de  la 
source de ces données. Par ailleurs,  les solutions proposées ont un niveau de sécurité aussi 
élevé  que  les  méthodes  standard,  mais  elles  sont  plus  rapides,  permettant  ainsi  une 
utilisation en temps réel, et une augmentation du débit des données. Dʹautre part, elles sont 
appropriées pour implémentation en logiciel et en matériel.  
Dans cette optique, le travail s’articule autour des axes suivants : 
D’abord,  nous  nous  intéressons  à  la  conception  et  à  la  réalisation  de  générateurs  de 
séquences  pseudo‐chaotiques  performantes  utilisées  comme  clés    dynamiques  dans  les 
crypto‐systèmes basés chaos proposés ou pour la production des clés secrètes.  
Puis, nous développons des couches de substitution, de permutation/confusion et d’addition 
des  clés,  toutes dynamiques,  cʹest‐à‐dire, variables  en  fonction de  la  sortie de  la  séquence 
pseudo‐chaotique  produite  par  le  générateur  utilisé.  De  ce  fait,  même  si  les  couches  de 
substitution/diffusion assuraient  séparément des performances un peu plus  faibles que  les 
couches utilisées par l’AES par exemple, cela permettrait des gains de temps significatifs tout 
en conservant une sécurité globale identique voire supérieure à celles des systèmes actuels.   
Ensuite, basés sur ces couches dynamiques nous concevons et réalisons des crypto‐systèmes 
et fonctions de hachage avec ou sans clé, basés chaos, dynamiques très performants. 
  Les travaux de la  thèse sont structurés comme suit : 
Dans  le  chapitre 1, nous abordons  la problématique de  la  sécurité  de  l’information  et  ses 
services. Puis, nous  rappelons  les principales notions  relatives à  la cryptographie,  incluant 
une description sommaire du standard du chiffrement par bloc, l’algorithme AES. 
Ensuite, nous  exposons les différentes applications d’une fonction de hachage, comprenant, 
la structure du code d’authentification de message avec clé le plus utilisé, le HMAC. 
Enfin, nous relatons l’état de l’art sur les crypto‐systèmes basés chaos, après avoir mentionné 
les propriétés des signaux chaotiques, et nous concluons.  
  Le  deuxième  chapitre  est  consacré  à  la  réalisation  des  générateurs  de  séquences 
pseudo‐chaotiques en précision finie performants. A cet effet, tout d’abord, nous étudions les 
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performances de quelques cartes chaotiques connues  (Logistique PWLCM, Skew  tent, Cat), 
mais en précision finie. Puis, nous montrons l’effet de la précision finie sur les performances 
obtenues,  et nous décrivons  la procédure de mesure des orbites  chaotiques. Ensuite, nous 
présentons  la  technique de perturbation pour pallier  l’inconvénient de  la précision  finie et 
nous  décrivons  la  structure  des  trois  générateurs  proposés  ainsi  que  leurs  performances, 
selon une panoplie de tests signal et NIST, avant de conclure.  
  Dans   le troisième   chapitre, nous nous intéressons à la conception et à la réalisation 
des crypto‐systèmes basés chaos robustes et rapides. A ce sujet, nous rappelons tout d’abord, 
la structure des crypto‐systèmes, et spécialement celle de type SPN. Puis, nous développons 
les différentes couches dynamiques basés chaos (addition de clé, substitution, permutation, 
diffusion), et  les couches  inverses. Basés sur ces couches, nous décrivons ensuite,  les deux 
crypto‐systèmes proposés, qui sont à la fois robustes vis‐à‐vis des attaques cryptographiques 
et adéquats pour des applications de confidentialité en  temps  réel. Dans notre conception, 
nous  gardons  à  lʹesprit,  la  nécessité  de  pouvoir  implanter  les  algorithmes  développés  en 
logiciels  et  en  matériels  (cartes  FPGA,  Processeurs).  Nous  quantifions  les  performances, 
couche par  couche  et globalement,    en   nous  appuyant  sur  la panoplie des  tests  existants 
dans  la  littérature  ( bijectivité, non  linéarité, corrélation,  indépendance des bits produits en 
sortie,  critère  d’avalanche,  sensibilité  à  la  clé,  temps  de  calcul,  etc.),  que  nous  avons 
implémentés.  Enfin,  nous  analysons,  les  résultats  obtenus,  en  démontrant  lʹintérêt  de 
l’approche de crypto systèmes basés chaos proposés tant en termes de gain de temps qu’en 
termes de sécurité, avant de conclure. 
Le quatrième chapitre, présente  la structure et l’étude détaillées d’une nouvelle fonction de 
hachage  basée  chaos  proposée  performante,  avec  ou  sans  clé.  Ceci,  afin  de  réaliser 
respectivement,  le  service de  l’authentification de  la  source des données,  ou  le  service de 
l’intégrité  des  données.  Pour  cela,  nous  donnons  tout  d’abord,  des  généralités  sur  les 
fonctions de hachage et leurs propriétés. Ensuite, basée sur la structure de Merkle‐Damgard, 
nous réalisons une fonction de hachage très performante, utilisant des couches de diffusion 
et  confusion  développées  dans  le  chapitre  précédent.  Finalement,  nous  présentons  et 
analysons  les performances de  la  fonction de hachage proposée,  avant de  conclure  sur  ce 
chapitre.  
 
 
7 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
8 
 
 
 
 
 
 
 
 
 
 
 
 
1 Chapitre 1 : Contexte de l’étude, définitions  
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1.1 Introduction 
Ce chapitre,  introduit  les notions nécessaires à  la compréhension des  travaux réalisés dans 
cette  thèse.  Nous  commençons  par  définir  la  sécurité  de  l’information  et  donnons  les 
éléments de base la concernant. Puis, nous rappelons la définition des différents services de 
la  sécurité, à savoir : la confidentialité, l’intégrité des données, l’authentification de la source 
de  message,  et  la  signature  numérique.  Comme  la  confidentialité  est  assurée,  avec  la 
stéganographie, par  les algorithmes de chiffrement par  flux et par bloc, nous présentons  le 
standard  international  pour  le  chiffrement  des  données  par  bloc,  l’algorithme  AES,  qui 
servira  aussi  comme  élément  de  comparaison  des  performances  avec  les  crypto‐systèmes 
basés chaos  développés dans le chapitre 3. De même, nous rappelons les autres applications 
d’une  fonction de hachage  (protection des mots de passe, dérivation des clés et génération 
des  nombres  pseudo‐aléatoires)  et  nous  donnons  la  structure  du  HMAC,  le  code 
dʹauthentification  de  message  avec  clé  le  plus  utilisé.  Sa  structure  servira  aussi,  comme 
élément  de  comparaison  des  performances  des  fonctions  de  hachages  basées  chaos 
développées dans le chapitre 4. 
Nous mentionnons après  les caractéristiques intéressantes des signaux chaotiques du point 
de vue de  la  sécurité de  l’information. Nous décrivons  ensuite,    l’état de  l’art des  crypto‐
systèmes  basés  chaos,  et  nous  pointons  les  faiblesses  et  points  forts  de  quelques  crypto‐
systèmes connus. Enfin, nous citons les propriétés des crypto‐systèmes basés chaos proposés, 
et nous concluons. 
1.2  Sécurité de l’information  
  La  cryptologie  peut  se  définir  comme  étant  l’étude  des  communications  dans  un 
environnement non sécurisé [Menezes et al, 1997], [Schneider, 1996], [Katz et Lindell ,2007]. 
Elle  a  pour  but  d’assurer  certains  services  de  sécurité  de  l’information  tels  que :  la 
confidentialité, l’intégrité et l’authentification. La cryptologie, appelée aussi science du secret  
regroupe la cryptographie et la cryptanalyse. Si le rôle des cryptographes est de construire et 
prouver  des  systèmes  de  chiffrement  ou  de  signature,  l’objectif  des  cryptanalystes  est  de 
”casser”  ces  systèmes.  De  façon  complémentaire  à  la  cryptographie,  la  cryptanalyse  est 
l’étude des moyens pour faire échouer ou pour briser un procédé cryptographique. 
Les procédés cryptographiques existent depuis fort longtemps, cependant, il faut attendre le 
développement de  la théorie de  l’information par [Shannon, 1949] pour avoir une véritable 
science cryptographique.  
  Actuellement, plusieurs  systèmes  cryptographiques    sont apparus pour  solutionner 
les nouveaux problèmes de sécurité tels que l’accès à l’information, les communications entre 
ordinateurs, le commerce électronique, etc. 
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Après cette définition nous allons préciser, dans les sections suivantes, les différents outils de 
services  de  sécurité  que  nous  utilisons  dans  cette  thèse,  tels  que  les  algorithmes  de 
chiffrement  et  les  fonctions  de  hachage  avec  ou  sans  clé.  Pour  le  chiffrement,  nous  nous 
focalisons sur les crypto‐systèmes symétriques par bloc. 
3.1.2 Eléments de base  
  La cryptographie est l’étude des méthodes permettant de transmettre des données de 
manière confidentielle. Afin de protéger un message, on lui applique une transformation qui 
le rend  incompréhensible  ; c’est ce qu’on appelle  le chiffrement, qui, à partir d’un  texte en 
clair, donne un texte chiffré ou cryptogramme. Inversement, le déchiffrement est l’action qui 
permet  de  reconstruire  le  texte  en  clair  à  partir  du  texte  chiffré.  Dans  la  cryptographie 
moderne,  les  transformations  en  question  sont  des  fonctions  mathématiques,  appelées 
algorithmes cryptographiques, qui dépendent d’un paramètre appelé clé secrète.  
La  clé  est  le  secret  partagé  entre  deux  utilisateurs,  qui  leur  permet  de  chiffrer/déchiffrer 
l’information. Le nombre de clés doit être suffisamment grand pour échapper à la recherche 
exhaustive. Actuellement,  on  estime que  la  longueur minimale dʹune  clé dʹun  système de 
chiffrement  symétrique  doit  être  de  128  bits.  L’espace  des  clés  comprend  alors  au moins 
2ଵଶ଼ clés  différentes.  Le  choix  de  la  clé  secrète  partagée  par  deux  utilisateurs  doit  être 
parfaitement aléatoire.  
La  sécurité d’un crypto‐système  doit dépendre essentiellement de la clé secrète [Kerckhoffs, 
1883]. 
La  cryptanalyse  mêle  une  intéressante  combinaison  de  raisonnement  analytique, 
d’application  d’outils  mathématiques,  de  découverte  de  redondances,  de  patience,  de 
détermination,  et de  la  chance. Les  cryptanalystes  sont  aussi  appelés  attaquants que nous 
pouvons diviser  en deux classes :  
‐ un attaquant passif qui se contente dʹécouter sur le canal de communication. 
‐ un attaquant actif qui ne se contente pas seulement dʹécouter la communication, mais 
cherche à intervenir directement sur le contenu de la communication. 
3.1.3 Services de sécurité: 
  Le but de la cryptographie moderne est de traiter plus  généralement des problèmes 
de sécurité des communications et  de fournir un certain nombre de services de sécurité : 
• la  confidentialité    ou  masquage  des  données,  vise  à  rendre  le  cryptogramme 
inintelligible pour celui qui n’est pas en possession de la clé, 
• l’authentification permet au destinataire d’un message de  s’assurer de  l’identité de 
l’émetteur, 
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•  l’intégrité   permet au récepteur de s’assurer que  le contenu du message n’a pas été 
falsifié depuis son écriture, 
• la non  répudiation, est  la garantie qu’aucun des deux  individus ayant effectué une 
transaction ne pourra nier avoir reçu ou envoyé les messages, 
• le contrôle d’accès, est  la  faculté de  limiter et de contrôler  l’accès à des systèmes et 
des  applications  via des maillons de  communications.  Pour  accomplir  ce  contrôle, 
chaque entité essayant d’obtenir un accès doit d’abord être authentifiée. 
1.3 Confidentialité  
  C’est  le  service  le  plus  général  pour  protéger  les  données  transmises  entre  deux 
utilisateurs  pendant  une  période  donnée.  Ce  service  est  normalement  assuré  par  un 
algorithme de chiffrement associé à une clé. 
 La sécurité des données chiffrées repose sur deux éléments :  
L’invulnérabilité de lʹalgorithme de chiffrement et la confidentialité de la clé.  On 
distingue  deux  catégories  dʹalgorithmes  de  chiffrement  :  celle  à  clé  secrète  et  celle  à  clé 
publique. Dans  le  cadre de notre  travail, nous nous  intéressons  seulement  au  chiffrement 
symétrique, bien adapté pour  le cryptage de grandes quantités de données  (1000  fois plus 
que dans le cas du chiffrement asymétrique).   
3.1.4 Algorithme de chiffrement symétrique  
Le chiffrement symétrique peut être réalisé par bloc, ou par flux. Pour communiquer, 
il  faut  au  préalable,  échanger  la  clé  entre  les  deux  protagonistes.  La  figure  1.1,  donne  le 
schéma de principe du crypto‐système symétrique. 
Fig. 1. 1 : Crypto‐système symétrique 
3.1.5 Chiffrement par flux  
  Le chiffrement par  flux traite  les données au  fur et à mesure de  leurs arrivées.  Il se 
présente classiquement sous la forme dʹun générateur de nombres pseudo‐aléatoires dont la 
sortie est couplée via un XOR avec l’information à chiffrer. Le chiffrement se fait bit par bit 
octet  par  octet,  ou  bloc  par  bloc.  Toutefois,  le XOR  nʹest  pas  la  seule  opération  possible. 
Lʹopération dʹaddition est également envisageable (par exemple, addition entre deux octets, 
modulo 256). Notons aussi, qu’un chiffrement par  flux peut être réalisé par un chiffrement 
par bloc utilisant les modes opératoires CTR, ou OFB.    
Bruit
Texte  déchiffré
Chiffrement  Déchiffrement 
Texte clair 
Attaques 
Clé  secrète  Clé secrète 
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La  sécurité  dʹun  système  de  chiffrement  par  flux  repose  essentiellement  sur  les 
caractéristiques du générateur pseudo‐aléatoire utilisé.  
3.1.6 Types d’algorithme de chiffrement par bloc   
Les algorithmes de  chiffrement  itératifs par blocs  se  répartissent essentiellement en 
deux  grandes  structures,  selon  l’architecture  de  la  fonction  d’itération  interne.    Les  deux 
structures principalement utilisées sont le schéma de Feistel (utilisée dans le DES et le RC6), 
et la structure de réseau de substitution‐permutation, SPN (utilisée dans lʹAES). Par ailleurs, 
chaque structure peut être  fixe  (clé  fixe pour chaque  itération) ou variable  (clé dynamique 
avec les itérations). La figure 1.2, résume les types d’algorithmes de chiffrement par bloc.  
Il est clair que la structure variable, donc dépendante des clés d’itérations, est plus difficile à 
étudier par  l’attaquant,   et pour cela nous  l’adoptons pour  les crypto‐systèmes basés chaos 
développés dans cette thèse.  
 
 
 
 
 
 
Fig. 1. 2 : Types d’algorithme de chiffrement par bloc 
Comme l’algorithme AES, est  le standard le plus utilisé pour le chiffrement par bloc, 
nous  l’utilisons  comme  élément  pour  comparer  les  performances  des  algorithmes  de 
chiffrement basés chaos proposés dans le chapitre 3. Pour cela, nous rappelons ci‐dessous sa 
structure et son principe de fonctionnement. 
3.1.7  Algorithme AES (Advanced Encryption Standard) 
L’algorithme AES [Daemen et Rijmen, 1999], [Daemen et Rijmen, 2002] a été choisi en 
octobre 2000 parmi  les 15 systèmes proposés en réponse à  lʹappel dʹoffre  lancé par  le NIST 
(National  Institute  of  Standards  and  Technology)  [NIST  FIPS  197,  2001].  Cet  algorithme, 
initialement  appelé Rijndael,  a  été  conçu  par  deux  chercheurs  belges, Rijmen  et Daemen. 
L’algorithme se présente en deux  temps,  tout d’abord une procédure d’expansion de  la clé 
(dérivations des clés des tours), puis la fonction principale de chiffrement. 
Crypto‐système par bloc 
Structure fixe  Structure variable 
SPNFeistel
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Fig. 1. 3 : Représentation matricielle des valeurs intermédiaires de l’AES 
 
L’algorithme AES permet de chiffrer des blocs de taille 128 bits (16 octets) avec des clés de 
128,  192  ou  256  bits. Le  flux d’octets  est  organisé  sous  forme matricielle,  selon  le modèle 
illustré dans la figure 1.3 
De même, la matrice associée à une clé aura : 
‐ 4 lignes et 4 colonnes pour une clé de taille 128 bits, 
‐ 4 lignes et 6 colonnes pour une clé de taille 192 bits, 
‐ 4 lignes et 8 colonnes pour une clé de taille 256 bits. 
 
Le nombre d’itérations  ݎ dépend de la taille de clé : 
‐ 10 itérations si la taille de la clé est de 128 bits, 
‐ 12 itérations si la taille de la clé est de 192 bits, 
‐ 14 itérations si la taille de la clé est de 256 bits. 
 
Nous  décrirons  le  principe  de  l’AES  dans  sa  version  à  clé  de  128  bits  qui  comprend  10 
itérations et qui est actuellement la plus utilisée (voir figure 1.4).  
Le  chiffrement  consiste  en  une  addition  initiale  de  clé,  notée  AddroundKey,  suivie  par  
ݎ െ 1 ൌ 9 itérations, chacune constituée de quatre étapes [Daemen et Rijmen, 2002] : 
‐ SubBytes  : opération de  substitution non  linéaire  lors de  laquelle  chaque  octet  est 
remplacé par un autre octet choisi dans une table particulière, une boîte‐S ; 
128 bits = 16 octets
Représentation matricielle
݉଴ ݉ଵ ݉ଶ ݉ଵହ
݉଴ ݉ସ ଼݉
݉ଵ ݉ହ ݉ଽ
݉ଶ ݉଺ ݉ଵ଴
݉ଷ ݉଻ ݉ଵଵ
݉ଵଶ
݉ଵଷ
݉ଵସ
݉ଵହ
݉଴,଴ ݉଴,ଵ ݉଴,ଶ
݉ଵ,଴ ݉ଵ,ଵ ݉ଵ,ଶ
݉ଶ,଴ ݉ଶ,ଵ ݉ଶ,ଶ
݉ଷ,଴ ݉ଷ,ଵ ݉ଷ,ଶ
݉଴,ଷ
݉ଵ,ଷ
݉ଶ,ଷ
݉ଷ,ଷ
8 bits
Flux de données 
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‐ ShiftRows : est une étape de transposition où chaque élément de la matrice est décalé 
cycliquement à gauche d’un certain nombre de colonnes ; 
‐ MixColumns : effectue un produit matriciel en opérant sur chaque colonne (vue alors 
comme un vecteur) de la matrice ; 
‐ AddRoundKey : qui  combine par  addition  chaque octet  avec  l’octet  correspondant 
dans une clé d’itération obtenue par diversification de la clé de chiffrement. 
Enfin,  une  itération  finale  est  appliquée,  elle  correspond  à  une  itération  dans  laquelle 
l’opération MixColumns est omise. 
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Fig. 1. 4 : Etapes de l’algorithme AES  
 
ܭଽ
ܭ଴
ܭଵ
ܭଵ଴
Itération 10 
Itération 2
Itération 10
Itération 9
Itération 1
ܭ
ܭ଴
ܭଵ
ܭଽ
ܭଵ଴
Dérivation 
des clés  
d’itérations 
ܣܴ݀݀݋ݑ݊݀ܭ݁ݕ 
ܵݑܾܤݕݐ݁ݏ
݄݂ܵ݅ݐܴ݋ݓݏ
ܯ݅ݔܥ݋݈ݑ݉݊ݏ 
ܣܴ݀݀݋ݑ݊݀ܭ݁ݕ
ܵݑܾܤݕݐ݁ݏ
݄݂ܵ݅ݐܴ݋ݓݏ
ܯ݅ݔܥ݋݈ݑ݉݊ݏ
ܣܴ݀݀݋ݑ݊݀ܭ݁ݕ
ܵݑܾܤݕݐ݁ݏ
݄݂ܵ݅ݐܴ݋ݓݏ
ܣܴ݀݀݋ݑ݊݀ܭ݁ݕ
ܥ 
ܯ 
ܫ݊ݒܵݑܤݕݐ݁ݏ
ܫ݊ݒ݄݂ܵ݅ݐܴ݋ݓݏ
ܫ݊ݒܯ݅ݔܥ݋݈ݑ݉݊ݏ
ܣܴ݀݀݋ݑ݊݀ܭ݁ݕ
Itération 1
ܫ݊ݒܵݑܾܤݕݐ݁ݏ
ܫ݊ݒ݄݂ܵ݅ݐܴ݋ݓݏ
AddRoundKey
ܥ 
ܫ݊ݒܵݑܾܤݕݐ݁ݏ
ܫ݊ݒ݄݂ܵ݅ݐܴ݋ݓݏ
ܫ݊ݒܯ݅ݔܥ݋݈ݑ݉݊ݏ
ܣܴ݀݀݋ݑ݊݀ܭ݁ݕ
ܣܴ݀݀݋ݑ݊݀ܭ݁ݕ
ܯ 
࡯ࢎ࢏ࢌࢌ࢘ࢋ࢓ࢋ࢔࢚ ࡰéࢉࢎ࢏ࢌࢌ࢘ࢋ࢓ࢋ࢔࢚
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1.4 Fonctions de hachage  
Une fonction de hachage est un système faisant correspondre à un message ܯ de taille 
arbitraire,  un message haché, ou empreinte digitale, de taille ݊ bits, nettement inférieure à la 
taille du message. En pratique, ݊ est typiquement 128, 256, 512 et 1024 bits [RFC 1321, 1992], 
[NIST FIPS 180‐3, 2008]. 
Les  fonctions  de  hachage    cryptographiques  sont  à  sens  unique,  et  elles  possèdent  des 
nombreux domaines d’utilisation. Nous donnons ci‐dessous une liste non exhaustive de ces 
domaines. 
3.1.8 Intégrité des données.   
Un des services de  la sécurité est  lʹintégrité dʹun message. On veut pouvoir détecter 
toute modification, accidentelle ou intentionnelle, des données sauvegardées ou transmises. 
La réponse à cette question est  la fonction de hachage sans clé [Knuth, 1998]. Il s’agit de  la 
fonctionnalité principale demandée à une fonction de hachage cryptographique. Le moindre 
changement   dans  les données  transmises doit aboutir, avec une  très grande probabilité, a 
l’obtention d’empreintes différentes.  
3.1.9 Authentification des messages.  
La propriété d’intégrité ne permet pas de se prémunir contre un adversaire actif qui 
essaierait d’altérer malicieusement les données. Un moyen de palier ce problème, consiste à 
utiliser une fonction de hachage avec clé, permettant ainsi  l’authentification de la source des 
données (codes d’authentification de messages (MAC : Authentication Codes)), et l’intégrité 
des données. Une des techniques d’authentification la plus répandue est le HMAC [Bellare et 
al, 1196], mais on peut aussi utiliser un algorithme de chiffrement en bloc en mode CBC, noté 
CMAC,  tel  que  le  dernier  bloc  chiffré  est  l’empreinte  digitale.  Cependant,  le  CMAC 
[Dworkin, 2005 ] est nettement plus lent que le HMAC. 
Un HMAC, est un code dʹauthentification de message avec clé.  Il utilise une fonction 
de hachage cryptographique en combinaison avec une clé secrète. Nʹimporte quelle fonction 
itérative de hachage standard, comme le  SHA‐256,‐512, ou chaotique comme celle que nous 
proposons  au  chapitre  4,  peut  être  utilisée  dans  le  calcul  dʹun  HMAC.  La  qualité 
cryptographique du HMAC dépend de la qualité cryptographique de la fonction de hachage, 
de la taille et la qualité de la clé. 
L’équation du  HMAC est  donné par: 
                                                   ܪܯܣܥሺܭ, ܯሻ ൌ ܪ ቀሺܭ۩݋݌ܽ݀ሻฮܪ ൫ሺܭ۩݅݌ܽ݀ሻԡܯ൯ቁ                          ሺ1.1ሻ 
avec : 
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ܪ : une fonction de hachage itérative, standard ou chaotique 
ܭ :  la clé secrète de  taille  identique à  la  taille du bloc de  la  fonction ܪ,  (si  la  taille de ܭ est 
inférieure à la taille du bloc, alors on complète par des zéros) 
ܯ : le message à authentifier, 
ʺ||ʺ désigne une concaténation et ʺْʺ un ou exclusif, 
݅݌ܽ݀ et ݋݌ܽ݀,  sont des  constantes,  chacune de    taille  identique à  celle dʹun bloc. Elles  sont 
définies par : ݅݌ܽ݀  ൌ 0x363636...3636 et ݋݌ܽ݀ = 0x5c5c5c...5c5c.  Cela veut dire que, si la taille 
du bloc de  la  fonction de hachage est 1024 bits, alors ݅݌ܽ݀ et ݋݌ܽ݀  sont  constitués de   128 
répétitions des octets, respectivement, 0ݔ36 et 0ݔ5ܿ. 
Pour plus de clarté, nous donnons ci‐dessous, le schéma de réalisation du HMAC 
 
 
 
 
 
 
 
 
Fig. 1. 5 : Génération de l’empreinte digitale par HMAC 
3.1.10 Signature électronique  
Un schéma de signature est une application  importante des fonctions de hachage. Il 
permet  à  un  utilisateur  de  signer  un  message  à  l’aide  de  sa  clé  privée.    Une  signature 
électronique   est un équivalent électronique d’une signature écrite  [NIST FIPS 186‐3, 2009].  
Chacun peut vérifier  la validité de  cette  signature grâce à  la  clé publique  correspondante. 
Elle permet de plus, de détecter si  l’information signée a été altérée après sa signature. Les 
opérations  internes de  ces primitives  cryptographiques  sont  en général  très  coûteuses,  car 
elles  appartiennent  à  la  cryptographie  asymétrique. Ainsi,  leur  application  à un  très  long 
message demande un temps de calcul trop grand dans certains cas pratiques. Les fonctions 
de  hachage  sont  donc  utilisées  pour  raccourcir  le  message  à  signer  et  améliorer  les 
performances. On signe le haché du message plutôt que le message. Dans cette situation, on 
souhaite  qu’un  attaquant  susceptible d’obtenir  les  signatures de  certains messages  choisis 
soit  incapable  de  créer  une  nouvelle  signature  valide  sans  connaître  la  clé  privée  de 
l’utilisateur.  Aussi,  étant  donnés  plusieurs  couples  message/signature,  il  doit  être 
||
ܪ
||
ܭ 
݅݌ܽ݀ ܭ
݋݌ܽ݀
ܪ
ܯ
݁݉ ൌ ܪܯܣܥሺܭ, ܯሻ 
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extrêmement difficile pour lui de deviner la moindre information sur la clé privée. Il est donc 
important que les fonctions de hachage soient résistantes à la recherche de collisions [ Rivest 
et al, 1978] .  
3.1.11 Protection de mots de passe 
Une autre application des fonctions de hachage cryptographiques est la protection de 
mots  de  passe.  Un  mot  de  passe  est  une  chaine  de  caractères  utilisée  pour  authentifier 
l’identité d’un utilisateur ou autoriser  l’accès aux  ressources d’un système  informatique.  Il 
est  nécessaire  de  protéger  les  mots  de  passe  afin  de  les  stocker.  Une  solution  courante 
consiste à ne stocker que leur empreinte calculée en appliquant une fonction de hachage sur 
les mots de passe. 
Par exemple, dans un serveur, au lieu de stocker tous les mots de passe d’utilisateurs, il est 
préférable de stocker  les hachés de ces derniers. L’authentification peut  toujours avoir  lieu, 
mais, si le serveur est compromis, l’attaquant n’a accès qu’aux hachés des mots de passe. Il 
ne  peut  donc  théoriquement  pas  retrouver  les  mots  de  passe  originaux  à  cause  de  la 
propriété de résistance à la recherche de préimages. 
3.1.12 Dérivation de clé 
Dans  le cadre de  la cryptographie symétrique,  les parties partagent   une clé sécrète 
commune. Il est alors fréquent que différentes clés supplémentaires soient nécessaires pour 
différentes applications. La dérivation de clés (ou diversification de clés) consiste à générer 
une ou plusieurs clés à partir d’une même valeur secrète. Cette utilisation des fonctions de 
hachage a pour bût d’empêcher un adversaire ayant obtenu une  clé dérivée d’obtenir des 
informations sur la valeur secrète ou les autres clés dérivées. 
3.1.13 Génération de nombres pseudo‐aléatoires 
Une  classe  de  générateurs  pseudo‐aléatoires  est  basée  sur  une  fonction  de  hachage 
cryptographique utilisant essentiellement deux modes opératoires. Le premier mode consiste 
à  calculer  de  façon  chaînée  à  partir  d’une  condition  initiale  (graine),  les  différentes  
empreintes constituant la séquence pseudo‐aléatoire du générateur. Le second mode consiste 
à calculer les empreintes à  partir de la graine et d’un compteur (mode compteur), nettement 
plus rapide que le premier mode. 
1.5 Chaos et cryptographie 
Au  cours  des  dernières  décennies,  le  comportement  dynamique  des  systèmes  non 
linéaires   a suscité dʹénormes  intérêts pratiques. Le chaos peut être généré par un système 
dynamique  non‐linaire  de  structure  assez  simple.  En  effet,  une  simple  équation  de 
récurrence peut produire des dynamiques chaotiques assez complexes et riches.  
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Les signaux chaotiques possèdent de nombreuses caractéristiques distinctes, telles que:  
‐ Large bande comme le bruit blanc. 
‐ Auto‐et inter corrélations proches de celles des signaux aléatoires. 
‐ Pseudo‐aléatoire et imprévisible à long terme 
‐ Déterministe 
‐ Haute  sensibilité  aux  conditions  initiales  et  aux  paramètres  du  système  (la  clé 
secrète). 
‐ Ergodique, c.‐à‐d, la plupart des orbites conduisent à la même distribution. 
 
Plusieurs  systèmes de  cryptographie  chaotique  ont  été proposés depuis  [Yang  et  al, 
1998], où, globalement, le message dʹorigine (en clair) est mélangé (addition, injection) avec 
un  signal  chaotique pour  former  le message  chiffré, pour  être  transmis par un  canal  non 
sécurisé. Un processus  inverse est placé à  la réception pour déchiffrer  le message chiffré et 
obtenir ainsi le message en clair. Dans l’application de chiffrement basé chaos, le générateur 
chaotique est   un élément  central. En effet,  contrairement à  la  cryptographie  standard,  les 
opérations d’addition de clés, de substitution, de permutation et de diffusion se  font selon 
des clés dynamiques, générées par le générateur de séquences pseudo‐chaotiques. 
1.6 Etat de l’art des crypto‐systèmes par bloc basés chaos 
La majorité des crypto‐systèmes  basés chaos ont été conçus en utilisant la structure de 
substitution‐permutation  proposée  par  [Fridrich,  1998]. Dans  la  quasi‐totalité  des  crypto‐
systèmes  basés  chaos,  ces  couches  sont  réalisées  par  des  cartes  chaotiques  mono  et 
bidimensionnelles. 
  Après,  la couche d’addition de clé,  la couche de substitution, qui est une opération 
non  linéaire  (réalisée  par  des  tables  de  substitution  statique  et  dynamique,  ou  par  des 
fonctions  non  linéaires),  permet  de  substituer  séquentiellement  les  valeurs  des  pixels,  de 
sorte  quʹun  changement  d’un  bit  dans  un    pixel,  provoque  le  changement  de  valeurs  de 
pratiquement 50% des pixels  dans lʹimage chiffrée.  
Dans  la couche de permutation,  les octets changent de positions mais pas de valeurs. 
Cette opération est souvent réalisée par les cartes chaotiques suivantes : Cat [Guanrong et al, 
2004]   , Baker [Gotz et al, 1997] , Standard [Lian et al , 2005]   .   
La littérature spécialisée est extrêmement riche en la matière, pour cela, nous décrivons 
très brièvement, quelques crypto‐systèmes basés chaos qui nous semblent  les plus efficaces 
parmi d’autres. 
[Lian et al , 2005]  ont  indiqué  qu’il existe quelques clés faibles de la carte Cat et Baker 
pour  le processus de diffusion. De plus,  lʹespace de clé   de ces deux cartes nʹest pas assez 
grand   comme celle de  la carte standard. Ils ont suggéré dʹutiliser  la carte standard pour  la 
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permutation,  et  la  carte  logistique pour  la génération de  clé d’addition. Pour atteindre un 
niveau  satisfaisant  de  sécurité,  ils  ont  recommandé  dʹexécuter  au moins  quatre  itérations 
globales de substitution‐diffusion. Dans chaque itération, ils itèrent une fois le processus de 
substitution,  et  4  fois  le  processus  de  permutation. Donc,  au  total,  pour  chiffrer  un  bloc, 
l’algorithme exécute 4  itérations de   substitution et 16  itérations de   permutation. Donc,  la 
vitesse de chiffrement est assez lente. En effet, la carte standard est extrêmement coûteuse en 
réalisation logicielle et matérielle. 
  Dans [Guanrong et al, 2004], [Di et al, 2007] les auteurs ont proposé lʹutilisation de la 
carte chaotique Cat 3D pour d’abord permuter les pixels de l’image toute entière, ensuite, ils 
enchainent des opérations d’additions modulo et OUex sur les octets, répétées plusieurs fois 
pour achever le chiffrement.  
Dans  [Kai  et  al,  2005],  les  auteurs montrent  que  la méthode  précédente  nʹest  pas  robuste 
contre l’attaque par  texte  clair choisi/connu. En effet, lʹattaquant peut réussir à retrouver les 
clés d’addition, en utilisant une image de valeurs zéro.  
Pour  résister à  l’attaque à  texte   clair choisi/connu,   plusieurs solutions ont été proposées : 
[Wong et al, 2008]  et [Wang et al, 2009].  
    La solution de  [Wong et al, 2008]    consiste à relier le processus de permutation de 
bloc sous traitement avec le bloc chiffré précédent.   Le bloc chiffré devient dépendant de la 
clé sécrète et aussi du texte en clair. 
La solution présentée  dans [Wang et al, 2009], repose sur l’utilisation de paramètres 
de contrôle variables et non statiques. Ceci est considéré comme une version améliorée de 
lʹarchitecture de substitution‐permutation où les clés d’itérations deviennent dynamiques. 
Dans  [Socek  et  al,  2005],  un  algorithme  de  chiffrement  dʹimage  robuste,  appelé  
ECKBA   est proposé. La faiblesse de cet algorithme est sa rapidité, et aussi sa sensibilité en 
réception aux erreurs de propagation. 
[Yang  et  al,  2010],  ont  proposé  une  architecture  intéressante  d’une  solution 
permettant de réaliser à la fois le service de confidentialité et le service d’authentification. En 
plus, il est plus rapide que les crypto‐systèmes cités plus haut. Le crypto‐système en question 
utilise une clé de chiffrement qui dépend de la clé secrète proprement dit et du texte en clair. 
L’algorithme de  chiffrement proposé   par  [Kumar  et Ghose,  2010]  est  constitué de 
deux  étapes.  La  première  étape,  consiste  en  un mélange XOR  de  toute  l’image  avec  une 
séquence  pseudo‐aléatoire  ଵܵ,  générée  par  la  carte  standard  associée  au  tableau  de 
substitution de l’algorithme AES. Ensuite, une opération de permutation à base d’un registre 
à décalage avec retour, et une opération de décalage  sur les lignes et colonnes sont réalisés.   
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   La deuxième étape applique un XOR  sur le résultat de l’étape précédente,  utilisant la 
deuxième séquence pseudo aléatoire ܵଶ , générée de la même manière que la séquence  ଵܵ.  En 
plus, l’enchainement des opérations se fait en mode CBC sur les lignes et colonnes. 
 La première étape est itérée ݊ݎ fois et la deuxième étape est itérée ݊݀ fois. 
1.7 Propriétés des crypto‐systèmes proposés 
Les crypto‐systèmes proposés possèdent en plus de la robustesse vis‐à‐vis des attaques 
cryptographiques, les caractéristiques suivantes : 
‐  le calcul est prévu pour être réalisé en   précision finie (Valeurs entières sur ܰ ൌ  32 bits), 
ceci  facilite  la  réalisation matérielle  et  accélère  la  vitesse de  chiffrement/déchiffrement,  en 
logiciel et matériel 
‐ le traitement est fait sur des tailles flexibles de blocs : 64, 128, 256, 512 et 1024 bits, selon  la 
contrainte  de l’application envisagée. 
‐  l’utilisation de  transformation non  linéaire et  linéaire dans  les couches de substitutions et 
de diffusion  ne  nécessite pas de mémoire, afin de tenir compte des contraintes données liées 
à des applications données. 
‐  la  structure  d’une  itération  des  crypto‐systèmes  est  construite  de  sorte  que les  couches 
d’addition  de  clé  et  substitution    soient  réalisées  en  parallèles.  Cependant,  la  couche  de 
permutation  de  bits  est  limitée  pour  le  traitement  en  parallèle.  Pour  contourner  cette 
contrainte, une solution est  présentée dans le deuxième crypto‐système. 
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1.8 Conclusion  
 
Dans  ce  chapitre,  nous  avons  introduit  les  définitions,  généralités  et  systèmes, 
permettant de situer  le contexte de  l’étude et comprendre  la suite des travaux. Nous avons 
tout  d’abord,  rappelé  les  différents  services  de  la    sécurité  à  savoir :  la  confidentialité, 
obtenue essentiellement par les crypto‐systèmes; l’intégrité des données, l’authentification de 
la  source de message, obtenues par  les  fonctions de hachages  et  signature numérique qui 
nécessite des fonctions de hachage associées à des algorithmes de chiffrement asymétriques. 
Puis, nous avons rappelé l’essentiel sur l’algorithme AES de chiffrement par bloc, qui est le 
standard  international. Aussi, nous avons rappelé  les autres applications d’une  fonction de 
hachage  (protection  des  mots  de  passe,  dérivation  des  clés  et  génération  des  nombres 
pseudo‐aléatoires) et montré la structure du HMAC (un code dʹauthentification de message 
avec clé).  
Ensuite, après avoir mentionné les caractéristiques des signaux chaotiques, nous avons 
décrit l’état de l’art des crypto‐systèmes basés chaos, et pointé les faiblesses et points forts de 
quelques crypto‐systèmes connus. Enfin, nous avons cité les propriétés des crypto‐systèmes 
basés chaos proposés, avant de conclure. 
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2.2  Introduction  
Les générateurs  chaotiques   peuvent  être utilisés,  entre  autres, dans  les  applications 
touchant à la sécurité de l’information, pour la génération de clés secrètes dynamiques dans 
les algorithmes de chiffrement, de stéganographie, et tatouage numérique.  Rappelons, que le 
chaos  peut  être  généré  par  tout  système  dynamique  non‐linéaire.    En  effet,  des  simples 
équations de  récurrence sont capables de générer des dynamiques chaotiques  riches, si  les 
paramètres  de  contrôle  sont  bien  positionnés. Dans  beaucoup  d’équations  de  récurrences 
simples,  le  bon  choix  de  ces  paramètres  se  fait  grâce  au  diagramme  de  bifurcation  et  à 
l’exposant de Lyapunov. 
Dans  la  littérature,  il  y  a  énormément  de  cartes  et  générateurs  chaotiques mono  et 
multidimensionnels qui sont utilisés dans diverses applications telles que : sources pseudo‐
aléatoires, communication et sécurité de l’information, contrôle et automatique, etc…  
L’implémentation pratique de ces cartes et générateurs chaotiques  (calcul numérique 
en  virgule  flottante)  engendre  certaines  faiblesses  liées  à  la  dégradation  des  dynamiques 
chaotiques  telles que : périodicité, points  fixes pour certaines valeurs de  la clé secrète, non 
uniformité, temps de calcul important.  
La quantification  des performances des cartes et générateurs de séquences chaotiques 
se  fait  grâce  à  des  tests  au  niveau  du  signal  (plan  de  phase,  auto  et  inter‐corrélation, 
histogramme, mesure des orbites (cycles + transitoires), etc.) et NIST. 
Nous proposons dans ce chapitre la conception et la réalisation de trois générateurs de 
séquences chaotiques  très performants. Les séquences pseudo‐chaotiques produites par ces 
générateurs ont une distribution uniforme, des orbites longues et vérifiant les tests signal et 
NIST. Par ailleurs, les générateurs en question sont flexibles et possèdent une clé secrète de 
taille très grande permettant de résister à l’attaque exhaustive.  
Les  générateurs  proposés  s’appuient  sur  des  structures  intégrant  une  technique  de 
perturbation et des  techniques de couplage entre des cartes chaotiques de base  (Skew  tent, 
PWLCM, Cat). Ceci permet d’atteindre de façon efficace la propriété de confusion‐diffusion 
souhaitée  par  tout  générateur  destiné  à  être  utilisé  dans  des  applications  de  sécurité  de 
l’information. 
Le chapitre est organisé comme suit : 
Dans  la  section  2.2,  nous  rappelons  quelques domaines d’application des  cartes  et 
générateurs chaotiques, et dans la section 2.3, nous présentons les outils de quantification des 
performances des cartes et générateurs chaotiques.  
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Une étude des performances des cartes chaotiques discrètes unidimensionnelle  (logistique, 
Skew  tent,  PWLCM,),  en  précision  finie  sur  ܰ ൌ 32  bits  et    bidimensionnelle  (Cat)  est 
présentée dans la section 2.4. 
Dans la section 2.5, nous présentons l’effet de la précision finie sur les performances, 
la  procédure  de  mesure  des  orbites  chaotiques,  et  nous  décrivons  la  technique  de 
perturbation utilisée pour pallier de façon efficace l’inconvénient de la précision finie.  
En  section  2.6,  nous  décrivons  les  structures  des  générateurs  proposés  et  leurs 
performances.  Chacune  des  structures  intègre  une  même  technique  de  perturbation  de 
l’orbite chaotique, mais diffère de technique de couplage utilisée.   
Le  premier  générateur  utilise  un  couplage  à  base  de  fonctions  booléennes  non  linéaires 
simples.  
Le  deuxième  générateur  s’appuie  sur  une  couche  de  diffusion  (carte  Cat  
multidimensionnelle) globale, flexible et  efficace comme technique de couplage.  
Le troisième générateur utilise le couplage en parallèle de deux filtres  récursifs. 
Dans la section 2.7, nous présentons des résultats comparatifs pour des générateurs de 
séquences pseudo‐aléatoires prouvés par NIST. 
2.3  Applications des cartes chaotiques 
Les cartes chaotiques sont utilisées dans différentes   applications liées à la sécurité de 
l’information telles que : le chiffrement par flux [Li et al, 2001‐1], et par bloc [Jakimoski et al, 
2001], le hachage [Xiao et al, 2008], la stéganographie et le tatouage numérique [Wu et Guan, 
2007], [Mooney, 2009].  
Les cartes chaotiques sont des candidats potentiels en tant que générateurs de nombres 
pseudo aléatoires et peuvent supplanter  les générateurs pseudo‐aléatoires traditionnels tels 
que : les séquences PN à longueur maximale, les générateurs de Gold et de Kasami, etc.  
En  effet,  les  signaux  pseudo‐chaotiques  possèdent  des  caractéristiques  très 
intéressantes  pour  la  sécurité  et  pour  les  communications  numériques  telles  que :  bonnes 
propriétés  cryptographiques,  reproductibilité  à  l’identique  (déterministes),  sensibilité 
extrême  aux  conditions  initiales  et  aux  paramètres  du  système  (clé  secrète),  spectre  large 
bande, auto et  inter‐corrélation similaires aux signaux pseudo‐aléatoires, nombre des codes 
pour l’étalement des spectres très grand, ergodicité, etc. 
Plusieurs  générateurs  à  base  de  cartes  chaotiques  ont  été  développés  dans  la  littérature 
depuis 1990. Sur le plan national, nous citons par exemple, les travaux de [Lozi, 2006], [Lozi, 
2008,  [Fournier, et al 2011], [Zheng et al, 2009], [Taralova et Fournier, 2002], [Grapinet et al, 
2008], [Cherrier et al, 2010], [Millerioux et Guillot, 2010], etc. 
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 Sur  le  plan  international,  la  littérature  est  très  abondante  et  nous  ne  citons  que 
quelques  travaux  dont  nous  nous  sommes  inspirés  pour  la  mise  en  œuvre  pratique des 
générateurs chaotiques proposés : [Jessa et Walentynowicz, 2001], la carte Logistique [Phatak 
et al, 1995], la carte de Skew tent [Kocarev et  Jakimoski ,2003], [Addabbo et al, 2004], la carte 
PWLCM [Li et al, 2001‐1], [El Assad et al, 2008] et la carte Cat [Kwok et Tang, 2007].  
2.4 Outils de mesure des performances des signaux chaotiques générés 
Afin  de  quantifier  les  propriétés  cryptographiques  des  signaux  pseudo‐chaotiques 
générés, une série de tests doit être appliquée. Chacun des tests mesure une caractéristique 
particulière comme l’étalement de spectre des signaux ou l’uniformité de la distribution par 
exemple, et l’ensemble des résultats de ces tests donne une idée du degré de l’aléatoire des 
signaux produits. Le comportement pseudo‐aléatoire des signaux engendrés, est étroitement 
lié aux caractéristiques statistiques de ces signaux. Les tests du NIST [NIST SP 800‐22, 2008] 
parmi d’autres [Marsaglia, 1996], [ENT] servent de référence pour quantifier et comparer les 
propriétés cryptographiques des signaux pseudo‐aléatoires binaires. Par ailleurs, dans le cas 
des générateurs de structures simples, les tests de l’exposant de Lyapunov et du diagramme 
de bifurcation, permettent de  fixer  les valeurs optimales des paramètres pour atteindre  les 
régions chaotiques.  
Tous ces  tests sont nécessaires, cependant,  ils ne permettent pas d’affirmer à 100%  la 
robustesse des signaux générés, à cause de la cryptanalyse de plus en plus efficace. 
2.5 Cartes chaotiques  
 Les cartes chaotiques sont des systèmes dynamiques définis en réel par des relations 
de récurrence : 
 
                      ݔ௜ሺ݊ሻ ൌ ݂൫ ݔଵሺ݊ െ 1ሻ, ݔଶሺ݊ െ 1ሻ, … , ݔ௠ሺ݊ െ 1ሻ൯, ݅ ൌ 1, 2, ڮ ݉                              ሺ2.1ሻ 
 
où  ݔ א ܵ, ݂: ܵ௠ ՜ ܵ௠ est une fonction de  ݉‐dimensions, ܵ௠ ؿ  ሾ0,1ሿ௠ ou ሾെ1,1ሿ௠  . 
   
Certaines cartes chaotiques monodimensionnelles, comme la carte Logistique, la carte 
PWLCM  (Piecewise  Linear  Chaotic  Maps),  et  la  carte  Skew  tent,    [Kocarev  et  al,  2003], 
[Phatak et al, 1995], [Li et al, 2001‐1] et des cartes chaotiques   bidimensionnelles telles que : 
les cartes Cat, Standard, Hénon et Lozi [Fridrich, 1998], [Lozi, 2008], [Lozi et  Cherrier ,2011]  
sont bien étudiées dans la littérature et largement utilisées pour la conception de générateurs 
de  nombres  aléatoires  et  comme  fonctions  de  substitution,  de  permutation,  voire  de 
diffusion, dans les différentes couches des crypto‐systèmes basés chaos. 
Cependant,  la  ou  les  variables dynamiques de  ces  cartes de  la  littérature  évoluent 
dans l’intervalle [0, 1] ou [‐1,1]. 
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Les  générateurs  chaotiques  (ainsi  que  les  différents  crypto‐systèmes)  proposés  dans  cette 
thèse,  sont  totalement  numériques  et  sont  constitués  à  partir  des  cartes  chaotiques  de 
bases suivantes  : Logistique, PWLCM  (Piece Wise   Linear   Chaotic Map),  Skew  tent, Cat, 
mais sous forme discrétisée, utilisant une précision finie ܰ ൌ 32 bits.  
Par  exemple  la  carte Cat bidimensionnelle   donnée par  [Fridrich,  1998]  est utilisée 
comme couche de permutation ou couche de diffusion multidimensionnelle. 
Remarque : sous Matlab, le calcul est fait en double précision, mais le résultat final est donné 
en entier par les fonctions floor et ceil. 
3.5.1 Tests réalisés pour la quantification des performances.  
Pour les différentes cartes chaotiques discrètes utilisées, ainsi que les générateurs de 
nombres pseudo‐chaotiques proposés, nous avons  réalisé des  tests signal et statistiques de 
NIST. 
Pour le test signal, nous présentons les résultats suivants : diagramme de bifurcation, 
exposant de Lyapunov, variation temporelle, espace de phase 2‐D, attracteur,  auto et inter‐
corrélation, histogramme, sensibilité à la clé secrète (composée des conditions initiales et des 
paramètres du générateur). 
L’espace de phase 2‐D des cartes de base, permet de discerner le type de non linéarité 
(par morceaux ou polynomiale).  
3.5.2 Etude des performances des 4 cartes chaotiques de base 
Dans cette section, nous considérons les équations en réel et en discret, ainsi que les 
performances  (en  discret)  des  trois  cartes  chaotiques  non‐linéaires 
monodimensionnelles utilisées:  Logistique,  PWLCM,  Skew  tent,  et  la  carte  Cat  chaotique 
linéaire  bidimensionnelle. Ces  cartes  forment  les  éléments  de  base  des  générateurs 
chaotiques proposés. 
Remarque :  seulement, dans  le  cas de  la  carte Logistique,  le diagramme de  bifurcation  et 
l’exposant de Lyapunov  sont donnés en  réel. En effet, dans  le cas discret,  le paramètre de 
contrôle est fixé à sa valeur optimale. 
L’équation  sous  sa  forme  générale  en  réels  des  cartes  chaotiques  monodimensionnelles 
s’écrit :  
                                   ݔሺ݊ሻ ൌ ݂ሺݔሺ݊ െ 1ሻ, ݌ሻ, ݊ ൌ 1,2, ڮ , ݔሺ0ሻ א ܵ, ݌ א ܵ௣                ሺ2.2ሻ 
  ݂ : ܵ ՜ ܵ, ܵ ؿ Թ    avec  ܵ ൌ  ሾ0, 1ሿ  ou ܵ ൌ  ሾെ1, 1ሿ,  et  ܵ௣,  est  l’intervalle  de  variation  du 
paramètre de contrôle.  
Partant dʹune valeur initiale ݔሺ0ሻ א ܵ, nous obtenons, en réitérant la carte ݊ fois, la séquence 
suivante : 
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ݔሺ1ሻ ൌ ݂ሺݔሺ0ሻ, ݌ሻ, ݔሺ2ሻ ൌ ݂ሺ݂ሺݔሺ0ሻ, ݌ሻ, ݌ሻ,    ڮ , ݔሺ݊ሻ ൌ ݂ሺڮ ݂ሺ݂ሺݔሺ0ሻ, ݌ሻ, ݌ሻ ڮ , ݌ሻ  
 
Pour nʹimporte quelle valeur  initiale ݔሺ0ሻ א ܵ,  la séquence de valeurs ݔሺ0ሻ, ݔሺ1ሻ, …., ݔሺ݊ሻ est 
appelée lʹorbite (ou la trajectoire ) de la carte, produite à partir de l’état initial ݔሺ0ሻ, et pour la 
valeur ݌ donnée du paramètre du contrôle. 
2.5.2.1  Carte Logistique 
A l’origine, la carte logistique est un modèle de croissance démographique publié par 
Pierre  Verhulst  en  1845  [Verhulst,  1845].  A  cause  de  la  simplicité  de  son  équation  de 
récurrence, en 1947 Ulam et Von Neumann  l’ont utilisé en  tant que générateur de nombre 
pseudo‐aléatoire  [Ulam  et  von  Neumann,  1947].  Depuis,  c’est  l’une  des  cartes  les  plus 
utilisées  dans  les  applications  cryptographiques,    l’histogramme  des  séquences  générées 
n’est pas uniforme. Son équation de récurrence est donnée par : 
 
                       ݔሺ݊ሻ ൌ ݂ሺݔሺ݊ െ 1ሻ, ݌ሻ ൌ ݌ ൈ ݔሺ݊ െ 1ሻ ൈ ൫1 െ ݔሺ݊ െ 1ሻ൯                                             ሺ2.3ሻ 
Avec : 
                               ݂: ܵ ՜ ܵ, ܵ ൌ ሾ0,1ሿ  ݔሺ݊ሻ א ܵ, et ݌ א ሾ1, 4ሿ. 
Dans  la  figure  2.1  a)  et  b),  nous  présentons  respectivement  les  courbes  connues  du 
diagramme de bifurcation et de l’exposant de Lyapunov de la carte en réel. 
Comme attendu,  la région du chaos est obtenue pour ݌ ൒ 3.57. Cependant,  la valeur ݌ ൌ 4, 
est optimale, car dans ce cas, l’amplitude ݔሺ݊ሻ, ݊ ൌ 1,2, ڮ couvre toute la dynamique א ሾ0,1ሿ 
de  la carte. Pour cette raison, dans  la version discrète de  la carte, nous  fixons  la valeur du 
paramètre de contrôle à la valeur correspondant à  ݌ ൌ 4. 
a)  b) 
Fig. 2. 1 : Evolution du diagramme de bifurcation en a) et du l’exposant de Lyapunov en b) 
de la carte logistique en fonction de ݌ 
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2.5.2.2 Carte Logistique discrétisée  
L’équation de  la  carte Logistique discrétisée, pour  le paramètre de  contrôle  ݌ fixé à   4, est 
donnée par la relation suivante [Peng et al ,2007] :  
ܺሺ݊ሻ ൌ ܨ൫ܺሺ݊ െ 1ሻ൯
ൌ ቐ቞
ܺሺ݊ െ 1ሻ ൈ ൫2ே െ ܺሺ݊ െ 1ሻ൯
2ேିଶ
቟                  ݏ݅  ܺሺ݊ െ 1ሻ ് ሼ0,3 ൈ 2ேିଶ, 2ேሽ
2ே െ 1                                        ݈݈ܽ݅݁ݑݎݏ                   
                                     ሺ2.4ሻ 
ہܼۂ (fonction Floor), dénote le plus grand entier inférieur à la valeur ܼ. 
ܺሺ݊ሻ prend une valeur entière א ሾ0, 2ே െ 1ሿ, et ܰ ൌ 32 bits est la précision utilisée. 
Notons  que  le  processus  de  discrétisation  dégrade  les  propriétés  chaotiques  de  la 
carte  chaotique  originale  (en  représentation  réelle).  En  effet,    lʹopération  d’approximation 
floor,  rend différent ܺሺ݊ ൅ 1ሻ de 2ே ൈ ݔሺ݊ െ 1ሻ. Ainsi, les séquences produites diffèrent lʹune 
de  lʹautre.  La  technique  de  perturbation  décrite  plus  loin  permet  d’atténuer  l’effet  de  la 
dégradation et aussi de maîtriser, en partie, la longueur  de la trajectoire. 
Dans  les  tests  qui  suivent,  nous  n’utilisons  que  2000  échantillons  sur  les  2200 
échantillons  générées  (afin  de  s’éloigner  du  régime  transitoire).  Dans  la  figure  2.2,  nous 
montrons, pour ܺሺ0ሻ ൌ 3890346746, un exemple de résultats obtenus : a)  variation discrète 
de ܺሺ݊ሻ en fonction de ݊, b)  espace de phase, c) attracteur, d) histogramme.  
Remarque : Tout au  long de ce chapitre, dans certaines figures, pour plus de clarté nous ne 
traçons pas  tous  les échantillons, par exemple dans  la  figure 2.2 : a), b, et  c) nous n’avons 
tracé  que  les  100  derniers  échantillons.  De  même,  pour  les  courbes  de  bifurcation  qui 
utilisent un pas égal à ሺ2ே െ 1ሻ/100. Par ailleurs, dans tous les histogrammes de ce chapitre, 
l’intervalle des valeurs possible de ܺሺ݊ሻ est divisé en 20 intervalles (ou classes de valeurs). 
Dans  la  figure  2.3‐a,    nous  montrons,  un  exemple  de  résultats d’auto  et  d’inter‐
corrélation entre la séquence générée par la condition initiale ܺሺ0ሻ et la séquence générée par 
la condition  initiale ܺሺ0 ൅ ߳ሻ, qui diffère de ܺሺ0ሻ seulement dans  le bit de poids  faible. Ce 
résultat montre que les propriétés de auto et l’inter‐corrélation des séquences chaotiques sont 
bonnes comparées à celles des générateurs pseudo‐aléatoires de types : registre à décalage à 
réaction à longueur maximale, Gold et Kasami. Ce résultat est vrai pour toutes les cartes et 
générateurs chaotiques utilisés dans cette thèse. 
Dans la figure 2.3‐b, nous montrons la caractéristique de la sensibilité à la clé secrète 
(ici  la  condition  initiale)  mesurée  par  la  distance  de  Hamming  (en  pourcentage  de  bits 
changés)  entre  la  séquence  générée  par  ܺሺ0ሻ  et  la  séquence  générée  par    ܺሺ0 ൅ ߳௜ሻ, ݅ ൌ
1, 2, ڮ ,32.  ߳௜  indique  la  position  du  bit  changé.  Nous  remarquons  que,  quelque  soit  la 
position  du  bit  changé  dans  la  condition  initiale,    ceci  engendre  pratiquement  50  %  de 
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différence entre  les bits de deux séquences concernées, et donc  la propriété de    l’avalanche 
est atteinte (dans le paragraphe 3.12.2 du chapitre 3, nous détaillons la procédure du test sur 
un exemple similaire). 
a)  b) 
   
c)  d) 
Fig. 2. 2 : Exemple de résultats de la carte Logistique discrète : a)  variation discrète de X(n)  
en fonction de n
,
 b)  espace de phase, c) attracteur, d) histogramme. 
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a)  b) 
 
Fig. 2. 3: Exemple de résultats de la carte Logistique discrète : a)  auto et inter‐corrélation
 
, b)  
sensibilité à la clé secrète. 
2.5.2.3 Carte Skew Tent 
La  carte  Skew  tent  est  une  carte    linéaire  par  morceaux,  décrite  en  réel  par  l’équation 
suivante : 
  ݔሺ݊ሻ ൌ ݂ሺݔሺ݊ െ 1ሻ, ݌ሻ ൌ
ە
ۖ
۔
ۖ
ۓݔሺ݊ െ 1ሻ
݌
                             ݏ݅  0 ൑ ݔሺ݊ െ 1ሻ ൑ ݌ 
1 െ ݔሺ݊ െ 1ሻ
1 െ ݌
                    ݏ݅  ݌ ൏ ݔሺ݊ െ 1ሻ ൑ 1
                                   ሺ2.5ሻ 
avec  ݂: ܵ ՜ ܵ, ܵ ൌ ሾ0,1ሿ, ݔሺ݊ሻ א ܵ  
et ݌ est le paramètre de contrôle qui varie dans l’intervalle suivant : 0 ൏  ݌ ൏  1  
L’histogramme  de  cette  carte  est  pratiquement    uniforme  comparé  à  celle  de  la  carte 
Logistique [Billings et Bollt, 2001].  
2.5.2.4 Carte Skew Tent discrétisée 
Le carte Skew tent discrétisée est définie par la relation suivante [Masuda et al, 2006] : 
 
         ܺሺ݊ሻ ൌ ܨሺܺሺ݊ െ 1ሻ, ܲሻ ൌ
ە
ۖ
۔
ۖ
ۓ ቜ
2ே ൈ ܺሺ݊ െ 1ሻ
ܲ
  ቝ                           ݏ݅  0 ൑ ܺ௡ ൑ ܲ 
቞2ே ൈ
2ே െ ܺሺ݊ െ 1ሻ
2ே െ ܲ
቟ ൅ 1                   ݏ݅  ܲ ൏ ܺ௡ ൑ 2ே
               ሺ2.6ሻ 
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Où    ڿܼۀ  (fonction  ceil)  dénote  l’entier  supérieur  à  ܼ,  ܺሺ݊ሻ  prend  une  valeur  entière 
appartenant à  ሾ0, 2ே െ 1ሿ, et ܲ le paramètre de contrôle discret est tel que : 0 < ܲ < 2ே‐1.  
L’exposant de Lyapunov en discret est donné par : 
                                     ߣሺܲሻ ൌ െ
ܲ
2ே
ln ൬
ܲ
2ே
൰ െ ሺ
2ே െ ܲ
2ே
ሻ ln ቆ
2ே െ ܲ
2ே
ቇ                                                  ሺ2.7ሻ 
Dans  la  figure  2.4  a)  et b), nous présentons  respectivement  les  courbes du diagramme de 
bifurcation  et  de  l’exposant  de  Lyapunov  de  la  carte  Skew  tent  discrète,  pour 
ܺሺ0ሻ ൌ3890346746 
a)  b) 
Fig. 2. 4: Evolution du diagramme de bifurcation en a) et l’exposant de Lyapunov en b) 
de la carte Skew tent discrète en fonction de ܲ. 
 
Le  diagramme  de  bifurcation,  nous  montre  que  le  meilleur  intervalle  pour  le 
paramètre  de  contrôle  est :  0.6 ൈ 10ଽ ൑ ܲ ൑ 3.7 ൈ 10ଽ. Donc,  il  est  préférable  d’utiliser  les 
valeurs de cet intervalle pour former la valeur de la clé secrète. 
En se plaçant dans les mêmes conditions d’expérimentation que la carte Logistique, et 
pour  ܲ ൌ 2 ൈ 10ଽ,  nous montrons dans  la  figure  2.5, un  exemple de  résultats  obtenus :  a)  
variation  discrète  de  ܺሺ݊ሻ  en  fonction  de  ݊,  b)    espace  de  phase,  c)  attracteur,  d) 
histogramme.  
On remarque que l’histogramme obtenu est, en tout cas, plus uniforme que celui de la 
carte Logistique. 
Dans  la  figure  2.6  a),  et  b)  nous  montrons  respectivement  un  exemple  de 
résultats d’auto  et  d’inter‐corrélation  et  de  la  sensibilité  à  la  clé  secrète,  formée  ici  par  le 
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couple  condition  initiale  et paramètre de  contrôle, donc de  taille  64 bits. A  ce propos,  les 
mêmes remarques faites dans le cas de la carte Logistique s’appliquent ici. 
a)  b) 
 
c)  d) 
 
Fig. 2. 5: Exemple de résultats de la carte Skew tent discrète : a)  variation discrète de X(n) en 
fonction de n 
, 
 b)  espace de phase, c) attracteur, d) histogramme. 
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a)  b) 
Fig. 2. 6: Exemple de résultats de la carte Skew tent discrète : a)  auto et inter‐corrélation
 
,  b)  
sensibilité à la clé secrète. 
Remarque : Dans  le  chapitre  3,  la  carte  Skew  tent  (après  adaptation de  son    équation)  est 
utilisée  en  tant  que  couche  de  substitution  et  de  permutation  dans  les  crypto‐systèmes 
proposés. 
2.5.2.5 Carte PWLCM 
La carte PWLCM (Piecewise Linear Chaotic Maps) est une autre carte chaotique linéaire par 
morceaux, décrite par l’équation suivante : 
ݔሺ݊ሻ ൌ ݂ሺݔሺ݊ െ 1ሻ, ݌ሻ      
ൌ
ە
ۖ
۔
ۖ
ۓ
ݔሺ݊ െ 1ሻ
݌
                                                                 ݏ݅  0 ൑ ݔሺ݊ െ 1ሻ ൑ ݌                                                    
ሾݔሺ݊ െ 1ሻ െ ݌ሿ
0.5 െ ݌
                                ݏ݅  ݌ ൑ ݔሺ݊ െ 1ሻ ൑ 0.5                                                                ሺ2.8ሻ
݂ሺ1 െ ݔሺ݊ െ 1ሻ, ݌ሻ                                                                       ݈݈ܽ݅݁ݑݎݏ                                                    
 
ݔሺ݊ሻ א ሾ0, 1ሿ, et ݌ le paramètre de contrôle est tel que : 0 ൏ ݌ ൏ 0.5 
Grâce  à  ses  bonnes  caractéristiques  cryptographiques,  comparées  à  celles  de  la  carte 
Logistique, la carte PWLCM  est très utilisée dans le chiffrement des données.   
La version discrète de l’équation ci‐dessus est donnée par [Lian et al, 2007] : 
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 ܺሺ݊ሻ
ൌ ܨሺܺሺ݊ െ 1ሻ, ܲሻ
ە
ۖۖ
۔
ۖۖ
ۓ
      
ඌ2ே ൈ
ܺሺ݊ െ 1ሻ
ܲ
ඐ                        0 ൑ ܺሺ݊ െ 1ሻ ൏ ܲ
቞2ே ൈ
ሺܺሺ݊ െ 1ሻ െ ܲሻ
ሺ2ேିଵ െ ܲሻ
቟                          ܲ ൑ ܺሺ݊ െ 1ሻ ൏ 2ேିଵ               
݂ሺ2ே െ ܺሺ݊ െ 1ሻ, ܲሻ                   ܺሺ݊ െ 1ሻ ൒ 2ேିଵ
    
ሺ2.9ሻ 
 ܺሺ݊ሻ א ሾ0, 2ே െ 1ሿ, et ܲ le paramètre de contrôle, avec : 0 ൏ ܲ ൏ 2ேିଵ 
L’exposant de Lyapunov de la carte PWLCM, se calcule de la même manière que dans le cas 
de  la  carte  Skew  tent,  la  seule différence  est dans  le  nombre de  branches  linéaires.  Il  est 
donné par : 
ߣሺܲሻ ൌ െ
ܲ
2ேିଵ
ln
ܲ
2ே
െ ሺ2ே െ
ܲ
2ேିଵ
ሻ ln ൬2ேିଵ െ
ܲ
2ே
൰          
Dans  la  figure  2.7  a)  et b), nous présentons  le diagramme de bifurcation  et  l’exposant de 
Lyapunov de la carte PWLCM discrète, pour ܺሺ0ሻ ൌ 3890346746 
a)  b) 
Fig. 2. 7: Evolution du diagramme de bifurcation en a) et l’exposant de Lyapunov en b) 
de la carte PWLCM discrète en fonction de ܲ. 
Nous remarquons que    les valeurs de  l’exposant de Lyapunov sont meilleures que dans  le 
cas de la carte Skew tent. 
Pour  ܲ ൌ 1.2 ൈ 10ଽ,  nous  montrons  dans  la  figure  2.8,  un  exemple  de  résultats 
obtenus : a)  variation discrète de ܺሺ݊ሻ en fonction de ݊, b)  espace de phase, c) attracteur, d) 
histogramme.  
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a)  b) 
c)  d) 
 
Fig. 2. 8: Exemple de résultats de la carte PWLCM discrète :  a)  variation discrète de X(n) en 
fonction de n b)  espace de phase,  c) attracteur, d) histogramme. 
 
Dans  la  figure  2.9  a),  et  b)  nous  montrons  respectivement  un  exemple  de 
résultats d’auto et d’inter‐corrélation et de la sensibilité à la clé secrète, de taille 64 bits. Ces 
résultats amènent exactement aux mêmes commentaires que le cas de la carte Skew tent.  
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a)  b) 
Fig. 2. 9: Exemple de résultats de la carte PWLCM discrète : a)  auto et inter‐corrélation
 
, b)  
sensibilité à la clé secrète. 
3.5.3 Carte Cat  bidimensionnelle 
La carte Cat en réel est décrite par l’équation suivante [Arnold et Avez, 1967] : 
                                                ൤
ݔଵሺ݊ሻ
ݔଶሺ݊ሻ
൨ ൌ ቂ1 ݑ
ݒ 1 ൅ ݑݒ
ቃ ൈ ൤
ݔଵሺ݊ െ 1ሻ
ݔଶሺ݊ െ 1ሻ
൨ ݉݋݀1                                           ሺ2.10ሻ 
L’équation de la carte Cat montre une relation linéaire entre les échantillons (état) à l’instant 
݊,  ሾݔଵሺ݊ሻ,  ݔଶሺ݊ሻሿ  et  les  échantillons  (état)  à  l’instant  ሺ݊ െ 1ሻ,  ሾݔଵሺ݊ െ 1ሻ,  ݔଶሺ݊ െ 1ሻሿ,  avec  
ݔ௜ሺ݊ሻ א ሾ0,1ሿ, ݅ ൌ 1,2.  Les paramètres de contrôle ݑ ൌ 1, ݒ =1, sont réels.  
La carte Cat est bijective, puisque le déterminant de sa matrice de transformation est égal à 
േ1. Sous forme discrète [Fridrich, 1998], l’équation de la carte Cat discrète est donnée par : 
                                                                  ൤
ܺଵሺ݊ሻ
ܺଶሺ݊ሻ
൨ ൌ ܣ ൈ ൤ ଵܺ
ሺ݊ െ 1ሻ
ܺଶሺ݊ െ 1ሻ
൨ ݉݋݀ 2ே                                         ሺ2.11ሻ 
La matrice ܣ peut prendre les 4 formes suivantes : 
  ܣ଴ ൌ ቂ
1 ݑ
ݒ 1 ൅ ݑ ൈ ݒ
ቃ,  ܣଵ ൌ ቂ
1 ൅ ݑ ൈ ݒ ݑ
ݒ 1
ቃ, ܣଶ ൌ ቂ
ݑ െ1 ൅ ݑ ൈ ݒ
1 ݒ
ቃ, ܣଷ ൌ ቂ
ݑ 1
െ1 ൅ ݑ ൈ ݒ ݒ
ቃ. 
Et :  ௜ܺ , ݑ , ݒ א ሾ0, 2ே െ 1ሿ,  ݅ ൌ 1, 2,  ܰ ൌ 32 bits. 
Nous avons  tracé dans  la  figure 2.10, pour  ଵܺሺ0ሻ= 3437178441, ܺଶሺ0ሻ=   609397184,  le 
diagramme  de  bifurcation  de  la  carte  discrète  en  fonction  du  paramètre  ݑ,  pour  un 
paramètre ݒ fixé. Nous remarquons d’après cette figure, que le chaos existe pour  les valeurs  
du  paramètre  de  contrôle  ݑ ൏ 2ሺேିଵሻ.  En  outre,  pour  les  valeurs    du  paramètre  de 
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contrôle  ݑ ൐ 2ሺேିଵሻ, nous  trouvons une  orbite   point  fixe  (0)  quelque  soit  la  valeur de   ݒ. 
Nous obtenons les mêmes résultats, en inter‐changeant ݑ et ݒ. 
 En  fait, pour  avoir du  chaos de  façon  certaine,  il  faut que  le produit  ݑ ൈ ݒ ൈ ௜ܺሺ݊ሻ ൏ 2଺ସ, 
résultat observé aussi expérimentalement. 
Pour  ces  raisons,  les  valeurs  des  paramètres  de  contrôle  ሺݑ , ݒ ሻ  doivent  être  prises  dans 
l’intervalle suivant : 0 ൏ ሾݑ , ݒ ሿ ൏ 2ே/ଶ. 
 
Fig. 2. 10: Diagramme de bifurcation de la carte Cat en fonction du paramètre de contrôle  u, 
et  v  
 
Dans  la  figure 2.11 : a), b)  c) et d), pour  ܺଵሺ0ሻ= 3437178441, ܺଶሺ0ሻ=   609397184, ݑ = 
27640,  ݒ=  60013,  nous  avons  tracé  respectivement,  l’espace de phase pour  ଵܺ,  l’espace de 
phase pour ܺଶ, l’espace de phase entre  ଵܺet ܺଶ, l’auto‐corrélation de   ଵܺ et l’inter‐corrélation 
entre  ଵܺet ܺଶ. 
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a)  b) 
c)  d) 
Fig. 2. 11: a) l’espace de phase pour X1 ;  b) espace de phase pour X2; c) espace de phase entre 
X1 et X2 ; d) auto‐corrélation de X1  et inter‐corrélation entre X1 et X2 
 
Dans  la  figure  2.12 a)  et  b),  nous  avons  tracé  les  histogrammes  de  ଵܺ  et  de  ܺଶ 
respectivement. 
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a)  b) 
Fig. 2. 12: a) Histogramme de  X1                                          b) Histogramme de   X2 
La  carte Cat de base  est utilisée dans  ce  chapitre,  comme  élément  fondamental du 
deuxième générateur chaotique proposé et aussi utilisée en chapitre 3, en tant que couche de 
diffusion dynamique. 
Test de NIST (voir annexe 2.1): 
Les  tests  de  NIST  appliqués  sur  les  4  cartes  chaotiques  précédentes :  Logistique, 
PWLCM, Skew tent, et Cat, montrent les faiblesses de ces cartes (elles ne passent pas tous les 
tests  au nombre  188),  surtout pour  la  carte Logistique  et  la  carte Cat. Cependant,  lorsque 
nous  appliquons  la  technique de  perturbation  (voir  plus  loin)  sur  ces  cartes,  les  résultats 
obtenus  (donnés  plus  loin)  montrent  que  le  taux  de  réussite  des  différents  tests  est 
pratiquement de 100%. D’où l’un des intérêts majeurs de la technique de perturbation.  
3.5.4 Sous‐échantillonnage des cartes chaotiques 
Les propriétés  cryptographiques des  cartes ou générateurs  chaotiques peuvent  être 
considérablement améliorées en appliquant une procédure de sous‐échantillonnage  [Zhang 
et al, 2000]. Dans ce cas l’équation monodimensionnelle peut s’écrire : 
                                                                             ܺሺ݊ሻ ൌ ܨ௦ሺܺሺ݊ െ 1ሻ, ܲሻ                                                   ሺ2.12ሻ 
Cela  veut  dire  qu’on  itère  ݏ  fois  la  carte  chaotique  ܨሺܺሺ݊ െ 1ሻ, ܲሻ  pour  obtenir  en  sortie 
l’échantillon  ܺሺ݊ሻ,  avec  ݏ  un  entier  positif  et  supérieur  à  3,  afin  de  rendre  extrêmement 
difficile,  toute opération visant à  connaître  la  clé ou une partie de  la  clé  secrète. Le prix à 
payer  de  cette  technique  est  la  perte  de  certains  échantillons  et  le  temps  de  calcul  pour 
générer la séquence chaotique souhaitée. 
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Nous présentons dans la suite de ce chapitre notre contribution majeure, concernant 
la proposition de trois générateurs de structures   différentes, utilisant des cartes chaotiques 
de base connues, et incluant chacun une technique de perturbation.  
D’abord,  nous  présentons  l’effet  de  la  précision  finie  en  termes  de  dégradation  des 
propriétés des signaux chaotiques, et  la  technique de perturbation utilisée pour contourner  
cet effet [Tao et al, 1998 ], [El Assad et Noura, 2010‐1], [El Assad et Noura, 2010‐2].  
2.6    Effet  de  la  précision  finie,  mesure  de  l’orbite  et  technique  de 
perturbation 
Les  dynamiques  chaotiques  numériques  (précision  finie),  diffèrent  des  dynamiques 
chaotiques continues et des problèmes sérieux apparaissent comme : périodicité et longueur 
courte  des  trajectoires,  distribution  non  uniforme,  etc.  Nous  montrons  que  l’association 
d’une méthode de perturbation de la trajectoire (ou orbite chaotique) avec une technique de 
couplage permet de résoudre ce problème.   
En précision  finie, pour un système de ܰ bits de quantification,  le nombre maximum 
(théorique  rarement  atteint)  de  niveaux  chaotiques  différents  est    2ே. Cette  limitation  de 
l’espace  des  valeurs  (supposée  infini  pour  le  chaos  analogique)  entraîne  des  cycles 
périodiques  des  différentes  orbites  chaotiques.  La  longueur  maximale  des  orbites  est 
forcement  inférieure  à    2ே  (propriété  quasi  chaotique),  donc  la  dynamique  des  signaux 
chaotiques est dégradée [Jessa, 2006]  [Li et al, 2001‐2], [Li et al, 2003]. 
Par ailleurs, à chaque condition initiale, on a une orbite chaotique formée généralement 
de deux parties : une branche transitoire de longueur l et un cycle de période c  [Grebogi et 
al,1998]. Notons aussi que  le cas  l=0 ou c=1 est possible. Lorsque  l=0,  l’orbite est un simple 
cycle  de  longueur  c,  et  lorsque  c=1,  l’orbite  chaotique  converge  vers  un  point  fixe  (voir 
figures  2.13 et 2.14). 
 
 
 
 
 
 
Fig. 2. 13 : Orbite chaotique de longueur o ൌ l ൅ c 
 
La figure 2.14, montre un exemple explicatif, dans le cas de  N=4, de deux orbites chaotiques 
obtenues pour deux conditions initiales différentes.  
ݔ௟ାଵݔଵ ݔଶ ݔ௟
ݔ௟ା௖
ݔ௟ାଶ
ݔ௟ା௜ 
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Fig. 2. 14: Deux orbites chaotiques différentes pour deux conditions initiales différentes, N=4 
2.6.1.1 Mesure des orbites (ou trajectoires) chaotiques : cycles et transitoires  
Dans ce paragraphe, nous exposons la méthode développée permettant la mesure de 
l’orbite  chaotique  ݋ ൌ ݈ ൅ ܿ,  où  c  est  la  longueur  du  cycle  et  l  est  la  longueur  du  régime 
transitoire. Plusieurs résultats ont été donnés dans  la  littérature sur cette question et sur  la 
simulation  des  nombres  aléatoires,  mais  sans  indiquer  la  méthode  de  mesure  utilisée 
[Lanford,1998], [Grebogi et al, 1998], [Ecuyer,1990], [Lozi et Fiol, 2009], [Wang et al, 2004]. 
Ces  études  indiquent  entre  autres  que :  pour  un  nombre  N0  de  conditions  initiales 
différentes, le nombre moyen de cycles différents est: 
                                              ௖ܰതതത ൌ ෍
1
2݇ െ 1
#
1
2
ேబ
௞ୀଵ
lnሺ ଴ܰሻ ൅ 0.982, ݌݋ݑݎ ଴ܰ ൒ 2                                   ሺ2.13ሻ 
En effet, certaines conditions initiales ne génèrent pas de nouveaux cycles différents. 
Ceci  est  illustré  schématiquement  sur  la  figure  2.15,  sur  un  exemple  simple  d’une  carte 
chaotique de base ܺሺ݊ሻ ൌ ܨሺܺሺ݊ െ 1ሻ, ܲሻ, dans  le cas où N0 =2. Deux cas de figures   a) et b) 
sont à  considérer. Pour  les deux  cas,  évidemment,  la première  condition  initiale génère  le 
premier  cycle  (sauf  le  cas  trivial  d’un  point  fixe).  Ensuite,  dans  le  cas  a),  la  deuxième 
condition  initiale  ne  génère  pas  un  nouveau  cycle.  Tandis  dans  le  cas  b),  la  deuxième 
condition initiale génère un nouveau cycle.  
 
 
ܿ ൌ 6, ݈ ൌ 5
Point fixe 
ܿ ൌ 1, ݈ ൌ 4
3 5 8 9
11
4
15
6
13
7
10
142 12 1
0 
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Fig. 2. 15: Illustration schématique des orbites générées dans le cas de deux conditions 
initiales différentes. 
La procédure pour mesurer les orbites, dans le cas des cartes chaotique de base de la 
forme ܺሺ݊ሻ ൌ ܨሺܺሺ݊ െ 1ሻ, ܲሻ se déroule comme suit [El Assad et Noura, 2010‐2] : 
Pour  chaque  condition  initiale  et  valeur(s) du  ou des  paramètre(s),  on  génère  une 
séquence de valeurs chaotiques de longueur Nt, puis on procède à la mesure du cycle et du 
transitoire de  la séquence en question (voir Brevets). Si  la séquence en question ne contient 
aucun cycle, alors on poursuit le processus de génération  jusqu’à 2xNt et on recommence la 
mesure, et ainsi de suite jusqu’à l’obtention dans la séquence sous test de longueur Nc=WxNt, 
(W est un entier positif) une orbite qui sera composée d’une partie transitoire et d’un cycle 
(qui peut être répété). Ensuite, on sauvegarde dans un tableau, les valeurs : Xi, Pi, c, l, o et on 
recommence  le  processus  pour  une  nouvelle  condition  initiale  et  valeur(s)  du  ou  des 
paramètre(s), jusqu’à l’épuisement de toutes les conditions initiales au nombre N0. Enfin, une 
݊1 niveaux 
ܽሻ1 éݎ݁ condition 
 initiale 
݊2 niveaux 
݊2 niveaux 
2 è݉݁ condition 
 initiale 
݊1 niveaux 
ܾሻ1 éݎ݁ condition 
 initiale 
2 è݉݁  condition 
 initiale 
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analyse statistique (courbes c, l, o=f(N0) min, max, moyen) sur les orbites nous permettent de 
fixer la valeur de l’orbite nominale ݋௡௢௠ ൌ ∆௡௢௠ avant la perturbation. 
3.6.2 Résultats de mesure des cycles, transitoires et orbites des 3 cartes chaotiques 
de base 
Nous donnons dans ce paragraphe les résultats de mesure des cycles, transitoires et orbites 
des 3 cartes chaotiques de base : Logistique, Skew  tent et PWLCM. Nous verrons que  les 3 
cartes ont des caractéristiques (cycle, transitoire, orbite) différentes.  
Pour pouvoir  réaliser des mesures d’orbites chaotiques en  temps  raisonnable,   nous avons 
fixé  la précision  à  ܰ ൌ 18 bits  et nous  avons  considéré  10.000  conditions  initiales  (ou  clés 
secrètes) tirées de façon aléatoire et uniforme.  
2.6.2.1 Résultats de la carte Logistique : 
Sur les 10.000 conditions initiales, nous obtenons seulement deux cycles de longueurs 30  et  
588,  et  de  fréquences  52  et  9948  respectivement.  Sur  la  2.16  a)  et  b)  nous  présentons 
respectivement  les  longueurs du  transitoire  et de  l’orbite  (en  échelle ݈݋݃ଶ)  en  fonction des 
conditions  initiales.  Nous  remarquons  que  la  plupart  des  orbites  ont  des  longueurs 
comprises dans l’intervalle suivant : 2ଽ.ଷସ ൑ ݋ ൑ 2ଽ.଼଻. 
a)  b) 
Fig. 2. 16: Variation de la longueur du transitoire en a) et de longueur de l’orbite en b) 
(échelle log2) en fonction des conditions initiales. 
2.6.2.2 Résultats de la carte Skew tent : 
Nous  présentons  dans  la  figure  2.17  a)  et  b),  la  longueur  des  orbites  en  fonction  des 
conditions initiales et leurs fréquences. Nous remarquons que la plupart des orbites ont des 
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longueurs :  2ଵସ.଺ଷ ൑ ݋ ൑ 2ଵ଻.଻  très  grandes  par  rapport  à  celles  obtenues  dans  le  cas  de  la 
carte Logistique, et possèdent une fréquence unique. L’échelle abscisse de b) est en ݈݋݃ଶ. 
a)  b) 
Fig. 2. 17: Variation de la longueur des orbites  en fonction des conditions initiales en a) et 
leurs fréquences en b).  
2.6.2.3 Résultats de la carte PWLCM : 
a)  b) 
Fig. 2. 18: Variation de la longueur des orbites  en fonction des conditions initiales en a) et 
leurs fréquences en b). 
De même, nous présentons dans la figure 2.18 a) et b) la longueur des orbites en fonction des 
conditions initiales et leurs fréquences.  
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La  plupart  des  orbites  ont  des  longueurs :  2ଽ ൑ ݋ ൑ 2ଵଵ.଼.  L’échelle  abscisse  de  b)  est  en 
݈݋݃ଶ.Dans le tableau 2.1, nous donnons des résultats statistiques comparatifs des 3 cartes : 
Tableau 2. 1 : Statistique sur les longueurs des cycles, transitoires et orbites des 3 cartes. 
Carte chaotique  Logistique Skew tent  PWLCM
Nombre  de cycles différents  2  9635  2504 
Nombre  de transitoires différentes  322  0  2540 
Nombre  d’orbites différentes  354  9635  3586 
Longueur minimale des cycles  30  10  1 
Longueur minimale des transitoires  0  0  0 
Longueur minimale des orbites  30  10  34 
Longueur maximale des cycles  588  262099  119820 
Longueur maximale des transitoires  323  ‐  39028 
Longueur maximale des orbites  911  262099  142267 
Longueur moyenne des cycles  585.0984  131391.154100  915.619 
Longueur moyenne des transitoires  115.4143  ‐  883.1205 
Longueur moyenne des orbites  700.512  131391.154100  1798.74 
Probabilité d’avoir des orbites  de longueur > 210  0  0.9965  0.641 
 
D’après  ces  résultats,  nous  pouvons  affirmer  que  la  carte  Skew  tent  est  la  plus 
performante  en  termes de  cycles  et d’orbites, de  longueurs  très grandes  comparativement 
aux cartes Logistique et PWLCM. La carte Logistique est la moins performante.  
3.6.3 Perturbation des orbites chaotiques  
  Afin  de  contourner  l’effet  de  la  précision  finie  sur  la  dynamique  chaotique,  deux 
techniques sont utilisées : la technique de couplage et la technique de perturbation de l’orbite 
chaotique. La première  technique permet  effectivement une  expansion de  la  longueur des 
cycles mais  sans  aucun  contrôle. La  seconde  technique  permet  non  seulement d’avoir  un 
cycle  de  longueur  très  grande,  mais  aussi  d’imposer  une  longueur  minimale  de  cycle, 
dépendant  directement  du  signal  perturbateur.  La  méthode  de  perturbation  trouve  son 
fondement dans le fait quʹaucun cycle stable n’existe, c.‐à‐d, si le système chaotique décrit, à 
un moment donné, un  cycle donné,  il peut, par  application d’une perturbation, quitter  ce 
cycle immédiatement pour aller vers un autre cycle. La figure 2.19, montre le principe de la 
méthode de perturbation de l’orbite chaotique d’une carte ou d’un générateur chaotique. 
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                      Fig. 2. 19: Principe de la méthode de perturbation de l’orbite chaotique 
La structure est composée d’une carte ou d’un générateur de séquences chaotiques, 
d’une  fonction XOR et d’un générateur perturbateur, dont  le  rôle est de perturber  l’orbite 
chaotique du générateur, lui permettant ainsi d’accéder à une nouvelle orbite. 
Le choix de la séquence perturbatrice est effectué selon les règles suivantes : elle devrait avoir 
une  longue  longueur de cycle contrôlable et une distribution uniforme; elle ne devrait pas 
dégrader les bonnes propriétés statistiques de la dynamique chaotique, donc l’amplitude du 
signal perturbateur doit être nettement plus petite que celle du signal chaotique, de sorte que 
le rapport entre les deux amplitudes maximales, soit supérieur ou égal à 40 dB : 
                         ܴܵܰ ൌ 10 log ቆ
݉ܽݔ݅݉ݑ݉ ܽ݉݌݈݅ݐݑ݀݁ ݀ݑ ݏ݈݅݃݊ܽ ݄ܿܽ݋ݐ݅ݍݑ݁ ൌ 2ே
݉ܽݔ݅݉ݑ݉ ܽ݉݌݈݅ݐݑ݀݁ ݀ݑ ݏ݈݅݃݊ܽ ݌݁ݎݐݑݎܾé ൌ 2௞
ቇ ൒ 40 ܾ݀     ሺ2.14ሻ 
Un bon  candidat pour  la génération de  séquences perturbatrices  est  le  registre à décalage 
avec  rétroaction  (RDR)  à  longueur maximale. En  effet,  ce dernier  est  caractérisé par : une 
bonne  fonction d’auto‐corrélation, par une distribution presque uniforme, par un  cycle de 
longueur  maximale  égale  à  2௞ െ 1  (k  est  le  degré  du  polynôme  primitif  utilisé)  et  une 
implémentation logicielle ou matérielle facile. 
Partons  de  l’équation  du  générateur  de  base :  ܺ௡ ൌ ܨሾܺሺ݊ െ 1ሻ, ܲሿ,   ܺ௡  א ሾ0, 2ே െ 1ሿ, ݊ ൌ
1,2, …. Chaque valeur  ܺሺ݊) est représentée par N bits : 
ܺሺ݊ሻ ൌ ݔேିଵሺ݊ሻ, ݔேିଶሺ݊ሻ, ڮ , ݔ௜ሺ݊ሻ, ڮ , ݔ଴ሺ݊ሻ,   ݔ௜ሺ݊ሻ א ܣ௕ୀሼ0, 1ሽ, ݅ ൌ 0,2, … , ܰ െ 1 
Soit  ∆  le  cycle  minimal  du  générateur  de  séquences  chaotiques  sans  perturbation.  La 
perturbation est appliquée si ݊ ൌ ݈ ൈ ∆, ݈ ൌ 0, 1, 2, ڮ  (c.à.d. pour ݊ ൌ  0 et tout les ∆ itérations 
(݉݋݀ሺ݊, ∆ሻ ൌ 0ሻ, donc ∆ est  l’horloge du registre RDR). La séquence perturbée s’écrit selon 
l’équation suivante : 
                                    ݔ௜ሺ݊ሻ ൌ ൝
ܨሾݔ௜ሺ݊ െ 1ሻሿ                               ݇  ൑  ݅ ൑ ܰ െ 1
ܨሾݔ௜ሺ݊ െ 1ሻሿ۩ݍ௜ ቀ
݊
∆
൅ 1ቁ                     0  ൑  ݅ ൑ ݇ െ 1             
  ሺ2.15ሻ 
 
ܺሺ݊ሻ 
ܳሺ݊ሻܺሺ݊ሻ 
RDR 
Générateur 
ܨሾܺሺ݊ െ 1ሻሿ
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Où ܨሾݔ௜ሺ݊ െ 1ሻሿ  représente le ième bit de ܨሾܺሺ݊ െ 1ሻሿ et ݍ௜ሺ݊ሻ  représente le bit de rang ݅ de 
 la séquence de perturbation (sortie du RDR). Le bouclage du RDR est tel que : 
ݍ௞ିଵ
ା ቀ
݊
∆
൅ 1ቁ ൌ ݍ௞ ቀ
݊
∆
൅ 1ቁ ൌ ݃଴ݍ଴ሺ
݊
∆
൅ 1ሻ۩݃ଵݍଵሺ
݊
∆
൅ 1ሻ۩ ڮ ڮ ݃௞ିଵݍ௞ିଵሺ
݊
∆
൅ 1ሻ,  
݊ ൌ ݈ ൈ ∆, ݈ ൌ 0, 1, 2, 
et : 
ሾ݃଴, ݃ଵ, ڮ , ݃௞ିଵሿ sont les coefficients du polynôme primitif du registre et ܳ ൌ ሾݍ଴, ݍଵ, ڮ , ݍ௞ିଵሿ 
représente la  valeur initiale non nulle du registre. 
Notons  que  la  séquence  perturbatrice  est  appliquée  sur  les    ݇    bits  de  poids  faibles 
de ܨሾܺሺ݊ െ 1ሻሿ . Si ് ݈ ൈ ∆ , ݈ ൌ 0,1,2, …., la sortie du générateur de séquences chaotiques n’est 
pas perturbée, donc : ܺሺ݊ሻ ൌ ܨሾܺሺ݊ െ 1ሻሿ.    
La période du système chaotique perturbé est donnée par : 
                                                                              ܮ ൌ ߪ ൈ ∆ ൈ ൫2௞ െ 1൯                                                ሺ2.16ሻ 
où σ est un entier positif. La période minimale est alors : 
                                                                                ܮ ൌ ∆ ൈ ൫2௞ െ 1൯                                                          ሺ2.17ሻ    
Etant  donné  que  le  premier  générateur  chaotique  proposé  utilise  les  cartes  chaotiques 
perturbées Skew tent, et PWLCM, couplées par des fonctions booléennes non‐linéaires, alors, 
il est utile de montrer d’abord  les performances de  ces deux  cartes   en  termes de  tests de 
NIST.  
A  ce propos, nous donnons dans  la  figure  2.20  a)  et b)  ci‐dessous,  les  résultats de 
NIST  sur  les  deux  cartes  chaotiques  perturbées,  la  carte  Skew  tent  et  la  carte  PWLCM 
respectivement. Nous remarquons clairement qu’avec la technique de perturbation, les deux 
cartes en question passent les 188 tests de NIST. 
Rappelons  au passage que  les  188  tests de NIST  sont  appliqués  sur  100  séquences 
produites en sortie, dont chacune est composée de 1 million de bits. 
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a)  b) 
Fig. 2. 20: Proportion de réussite des 188 tests de NIST pour : en a) la carte Skew tent 
perturbée et en b) la carte PWLCM  perturbée. 
2.7    Générateurs chaotiques proposés 
Dans  ce  paragraphe,  nous  décrivons  les  3  générateurs  chaotiques  proposés  et  leurs 
performances. 
Le premier générateur utilise une structure basée sur 4 cartes chaotiques perturbées 
(Skew  tent,  PWLCM,  Skew  tent,  PWLCM)  couplées  par  des  fonctions  booléennes  non‐
linéaires. L’ordre des cartes chaotiques est variable. 
Le  deuxième  générateur  utilise  une  structure  perturbée,  basée  sur  m‐cartes 
chaotiques  couplées  par  une  matrice  de  diffusion  à  base  d’une  carte  Cat 
multidimensionnelle. 
Le  troisième générateur  [El Assad et Noura, 2010‐1], utilise une structure basée sur 
deux filtres récursifs contenant chacun une carte chaotique (fonction non‐linéaire). Les filtres 
sont perturbés, couplés par ou exclusif et multiplexés.       
3.7.1 Premier générateur chaotique proposé, basé sur des cartes chaotiques de 
base perturbées, couplées par des fonctions booléennes non‐linéaires. 
La structure du premier générateur chaotique proposé est  illustrée par  la  figure 2.21.  Il est 
composé  de  ݉  cartes  chaotiques  perturbées,  couplées  en  parallèles  par  des  fonctions 
booléennes non‐linéaires et dispose de ݉ sorties. 
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Les ݉ ‐RDR (m‐LFSR : Linear Feedback Shift Register) s’appuient sur m polynôme primitifs 
de  degrés  ௝݇ ,  ayant  les  sorties   ܳ௝, ݆ ൌ 1, … , ݉ .  Les  cartes  chaotiques  sont  perturbées  à 
l’instant  initial  et  tous  les ∆௝, ݆ ൌ 1, … , ݉.  (∆௝ est  un  entier  positif)  comme  indiqué  par 
l’équation suivante : 
                          ௝ܺሺ݊ሻ ൌ
ە
ۖ
۔
ۖ
ۓ ௝ܺሺ݊ሻ                                        ݏ݅ ݉݋݀൫݊, ∆௝൯ ് 0                        
௝ܺሺ݊ሻ۩݉݋݀ ቆܳ௝ ቆ
݊
∆௝
൅ 1ቇ , 2௞ೕቇ                 ݏ݅ ݉݋݀൫݊, ∆௝൯ ൌ 0
݆ ൌ 1, ڮ , ݉                             
               ሺ2.18ሻ 
L’équation ci‐dessus, montre que la perturbation ܳ௝ est appliquée sur les derniers  ௝݇   bits de 
poids  faibles  de  ௝ܺሺ݊ሻ,  aux  instants  ݊ ൌ ݈ ൈ ∆௝ , ݈ ൌ 0,1, …,  pour  chacun  des  générateurs 
݆ ൌ 1, … , ݉. 
 
                                Fig. 2. 21: Structure du premier générateur chaotique proposé  
Nous  avons  réalisé  et  implémenté  un  premier  générateur  chaotique  basé  sur  la 
structure de  la figure 2.21. Le générateur en question utilise 4 cartes chaotiques perturbées, 
݉ ൌ 4  qui  sont  par  ordre:  Skew  tent,  PWLCM,  Skew  tent  et  PWLCM,  et  4  fonctions 
booléennes non‐linéaires, qui sont utilisées par ailleurs dans  les 4 boucles de  la fonction de 
hachage MD5, [RFC 1321, 1992], SHA‐1 [RFC 3174, 2001]. Ces fonctions non‐linéaires sont : 
ଵܱ ൌ ܥሺ ଵܺ, ܺଶ, ܺଷሻ  ൌ  ሺ ଵܺ ר ܺଶሻ ש ሺ൓ ଵܺ ר ܺଷሻ 
ܱଶ ൌ ܲሺ ଵܺ, ܺଶ, ܺସሻ ൌ ଵܺ ْ ܺଶ ْ ܺସ 
ܺଶሺ݊ െ 1ሻ 
ܺ௠ሺ݊ െ 1ሻ 
ଵܺሺ݊ െ 1ሻ 
ଵܺሺ݊ሻܥܽݎݐ݁ ݄ܿܽ݋ݐ݅ݍݑ݁ 1 െ ܲ
ଵܺሺ݊ሻ ൌ ܨଵሼ ଵܺሺ݊ െ 1ሻ, ଵܲሽ 
ܥܽݎݐ݁ ݄ܿܽ݋ݐ݅ݍݑ݁ ݉ െ ܲ
ܺ௠ሺ݊ሻ ൌ ܨ௠ሼܺ௠ሺ݊ െ 1ሻ, ௠ܲሽ
ܺ௠ሺ݊ሻ
ଵܱሺ݊ሻ 
ܱଶሺ݊ሻ 
ܱ௠ሺ݊ሻ 
ܴܦܴଵ 
ሼܮଵ, ݃ଵ, ݍଵ, ∆ଵሽ
ܥܽݎݐ݁ ݄ܿܽ݋ݐ݅ݍݑ݁ 2 െ ܲ
ܺଶሺ݊ሻ ൌ ܨଶሼܺଶሺ݊ െ 1ሻ, ଶܲሽ 
ܺଶሺ݊ሻ
ܴܦܴଶ 
ሼܮଶ, ݃ଶ, ݍଶ, ∆ଶሽ
ܴܦܴ௠ 
ሼܮ௡௖, ݃௡௖, ݍ௡௖, ∆௡௖ሽ
݉‐Fonctions 
Booléennes 
Non 
Linéaires 
Couplées en  
Parallèles 
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ܱଷ ൌ ܪሺ ଵܺ, ܺଷ, ܺସሻ  ൌ  ሺ ଵܺ ר ܺଷሻ ש ሺ൓ܺସ ר ܺଷሻ 
ସܱ ൌ ܥ݄ሺܺଶ, ܺଷ, ܺସሻ  ൌ  ܺଷ ْ ሺܺଶٿ ¬ܺସሻ 
Où  ר, ש,    ൓, ْ,  dénotent  respectivement  les  operateurs  logiques  ET,  OU,  PAS  et  OU‐
exclusif.  
Les degrés  des polynômes primitifs utilisés dans l’implémentation sont par ordre respectif : 
௝݇ ൌ 21, 23, 27, 29  bits, pour ݆ ൌ 1, 2, 3 ݁ݐ 4 respectivement .  
La  taille de  la clé secrète est assez grande  (൐ 338 ܾ݅ݐݏሻ et résiste à  l’attaque exhaustive. Par 
ailleurs, comme chaque sortie  ௝ܱ est couplée avec 3 sorties  ௝ܺ, alors la longueur minimale de 
l’orbite  ݋௝ d’une  sortie  ௝ܱ,  est  le plus petit  commun multiple des  longueurs des  3  orbites 
correspondants aux 3 sorties  ௝ܺ. A  titre d’exemple,  la  longueur minimale de  l’orbite   ݋ଶ est 
donnée par : 
                ݋ଶ௠௜௡ ൌ ݌݌ܿ݉ ൣ∆ଵ ൈ ൫2௞భ െ 1൯,  ∆ଶ ൈ ൫2௞మ െ 1൯,  ∆ସ ൈ ൫2௞ర െ 1൯൧                                    ሺ2.19ሻ 
Par ailleurs, nous avons la relation suivante entre le  ݌݌ܿ݉ (le  plus petit  commun multiple) 
et le  ݌݃ܿ݀ (le plus grand commun diviseur) : 
                                                                            ܽ ൈ ܾ ൌ
݌݌ܿ݉ሺܽ, ܾሻ
݌݃ܿ݀ ሺܽ, ܾሻ
                                                            ሺ2.20ሻ 
Si  le  ݌݃ܿ݀ ൣ∆ଵ ൈ ൫2௞భ െ 1൯,  ∆ଶ ൈ ൫2௞మ െ 1൯,  ∆ସ ൈ ൫2௞ర െ 1൯൧,  alors,  la  taille de  la  longueur de 
l’orbite minimale ݋ଶ௠௜௡ est : 
                                        ݋ଶ௠௜௡ ൌ ∆ଵ ൈ ൫2௞భ െ 1൯ ൈ  ∆ଶ ൈ ൫2௞మ െ 1൯ ൈ  ∆ସ ൈ ൫2௞ర െ 1൯                    ሺ2.21ሻ 
Donc, le générateur en question, d’après les résultats du tableau 2.1 et des relations (2.21) et 
(2.34), possède des orbites de longueur très grande. 
Nous montrons dans  la  figure 2.22, un  exemple de  résultats obtenus : a)   variation 
discrète de ܺሺ݊ሻ en fonction de ݊, b)  espace de phase, c) attracteur, d) histogramme, pour la 
valeur de  la clé secrète  (paramètres de contrôle, conditions  initiales des différents éléments 
du générateur) suivante, donnée sous forme de tableau, et utilisée pour la simulation : 
i  1  2  3  4 
௜ܺ(0)  2279919388  234840133  181129231  3.485624059 
௜ܲ  2807807357  2546740132  3095434943  1705015261 
ܳሺ0ሻ 16192  64768  259075  1036302 
∆௜  1007  991  1007  99 
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 Dans  la  figure  2.23,  nous  montrons  les  résultats  obtenus  en  a)  de  l’auto‐et 
l’intercorrélation de  la sortie  ଵܱet en   b)    les 188 tests de NIST. Ensuite, dans  la figure 2.24, 
nous donnons l’espace de phase 3‐D mettant en œuvre les trois sorties   ଵܱ, ܱଶ et ܱଷ. 
a)  b) 
 
Fig. 2. 22: Exemple de résultats du premier générateur proposé : a)  variation discrète de X(n) 
en fonction de n 
,
 b)  espace de phase, c) attracteur, d) histogramme. 
 
c)  d) 
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a)  b) 
Fig. 2. 23: résultats : en a) Auto‐et inter‐corrélation de la sortie  O1 et en  b)  Proportion des 
tests de NIST appliqués sur les 100 séquences produites par la sortie O1 
 
Fig. 2. 24 : Espace de phase  O3=F(O1,O2) 
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Tous  ces  résultats  (qui  sont  complémentaires)  montrent  que  les  propriétés 
cryptographiques du premier générateur proposé sont bonnes. En effet, toutes les séquences 
chaotiques produites par ses sorties  ௝ܱ , ݆ ൌ 1, ڮ ,4, passent les 188 test de NIST. Sur la figure 
2.23  b),  nous  voyons  clairement  que  les  188  tests  de  NIST  de  la  sortie    ଵܱ, passent.  Par 
ailleurs, l’espace de phase de la figure 2.24, montre clairement le caractère pseudo‐aléatoire 
des différentes sorties. Ce générateur est apte à être utilisé dans des applications touchant à 
la  sécurité  de  l’information. Nous  l’avons  utilisé  dans  les  deux  crypto‐systèmes  SPN‐1  et 
SPN‐2  proposés  dans  le  chapitre  3,  en  tant  que  générateur  de  clés  dynamiques  des 
différentes couches : addition de clés, substitution, diffusion et permutation. 
 
3.7.2 Deuxième générateur chaotique proposé : Confidentiel 
3.7.3 Brevet déposé, référencé DI 03298‐02 pour  l’unité UMR6164 
 
Partant de la carte Cat chaotique de base, Liu et al [Liu et al, 2008]  ont développé une 
méthode  flexible (détaillé en chapitre 3 au paragraphe 3.4.5.2) permettant d’avoir une carte 
Cat de dimension  ݉, utilisée en  tant que générateur  chaotique performant.  Ils ont montré 
qu’à partir de ݉ ൐ 6, le générateur peut avoir des propriétés cryptographiques acceptables. 
 
Fig. 2. 25: Résultats de  NIST pour la carte cat 3‐D avec perturbation  
Cependant, comme la carte Cat est linéaire, l’utiliser en tant que générateur chaotique 
pose  un  problème.  En  effet,  dans  la  figure  2.25,  nous  présentons  les  résultats  de  NIST 
obtenus sur la carte Cat 3 dimensions avec perturbation. Nous remarquons clairement, que la 
plupart des tests ne passent pas. 
58 
 
 
                                 Fig. 2. 26: Structure du générateur du Brevet proposé 
 
Les équations du générateur sont données par : 
                                                                                                                                                                                      ሺ3.22ሻ    
                                                                                                    
                                                                                                                                                                                      ሺ3.23ሻ  
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Fig. 2. 27: Illustration du calcul de la sortie Xi(n) du générateur chaotique du Brevet 
Dans  la  figure  2.28, nous montrons un  exemple de  résultats obtenus par  ce générateur:  a)  
variation  discrète  de  ܺଵሺ݊ሻ  en  fonction  de  ݊,  b)    espace  de  phase,  c)  attracteur,  d) 
histogramme. Aussi  un  test  de  chi‐carré  appliqué  sur  les  échantillons  de  la  sortie  ଵܺ  (en 
prenant  100  intervalles)  prouve  l’uniformité  des  échantillons  (voir  valeurs  obtenues  sur 
l’histogramme). 
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a)  b) 
 
Fig. 2. 28: Exemple de résultats du deuxième générateur proposé :  a)  variation discrète de 
X1(n) en fonction de n b)  espace de phase, c) attracteur, d) histogramme. 
Dans  la  figure  2.29,  nous montrons  les  résultats  obtenus  en  a)  de  l’auto‐et  l’inter‐
corrélation de  la sortie  ଵܺet en   b)    les 188  tests de NIST. Ensuite, dans  la  figure 2.30, nous 
donnons l’espace de phase 3‐D, mettant en œuvre les trois sortiesܺଵ, ܺଶ et ܺଷ. 
La  structure  du    deuxième  générateur  proposé  est  très  efficace  grâce  à  sa  matrice  de 
diffusion,  ceci  est  confirmé  par  l’ensemble  des  résultats  obtenus  par  tel  générateur. 
Cependant, il est plus lent que le premier générateur. 
c)  d) 
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a)  b) 
Fig. 2. 29: Résultats : en a) Auto‐et inter‐corrélation de la sortie  X1(n)  et X2(n) en  b)  
Proportion des tests de NIST appliqués sur les 100 séquences produites par la sortie X1. 
 
Fig. 2. 30: Espace de phase 
 
X3=F(X1, X2) 
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3.7.4 Troisième générateur proposé, basé sur une structure récursive, contenant 
une fonction non linéaire. 
En 2001, Frank Dachselt et al, [Dachselt et al, 2001] ont proposé un système chaotique 
de  chiffrement/déchiffrement  auto‐synchronisant  utilisé  en  bande  en  base.  La  structure 
générale  est  composée  d’une  fonction  non  linéaire  associée  à  plusieurs  retards.  Le 
chiffrement de l’information par flot est du type injection du message dans le filtre. Depuis 
ce système est devenu populaire et il a été utilisé dans différentes technologies : analogique, 
numérique, et optique  [ACSCOM‐2005]. Cependant, ce système est extrêmement sensible à 
la  moindre  perturbation  externe  et  donc,  ne  peut  pas  être  utilisé  en  pratique  dans  un 
environnement réel où des perturbations diverses existent. 
Le  troisième  générateur  proposé  [El Assad  et Noura,  2010‐1],  s’appuie  sur  une  structure 
récursive perturbée, dont  la  fonction non  linéaire utilisée, est une carte chaotique de base. 
Plus  précisément,  il  est  composé  de  deux  cellules  récursives  non  linéaires  d’ordre  ݉  en 
cascade  parallèle,  comme  montré  dans  la  figure  2.31.  La  première  fonction  non  linéaire 
ܰܮܨሺ ሻଵ est la carte  discrète PWLCM et la deuxième fonction non linéaire ܰܮܨሺ ሻଶ est la carte 
discrète  Skew tent.  Leurs équations ont déjà  été données au début de ce chapitre.  
 
                                             Fig. 2. 31: Structure du troisième générateur proposée. 
La sortie du générateur est: 
                                                                    ܺሺ݊ሻ ൌ ܺଵሺ݊ሻ۩ܺଶሺ݊ሻ                                                                 ሺ2.24ሻ 
Avec : 
݇ݑଶ݇ݑଵ  ܺଶሺ݊ሻଵܺሺ݊ሻ
ܴܦܴଵ 
ሼ݇ଵ, ݃ଵ, ܳଵ, ∆ଵሽ 
ܼିଵ
ܼିଵ
ܼିଵ
ܰܮܨଵሺሻ 
ൈ 
ൈ 
ൈ 
൅ 
൅ 
൅ 
ܿଵ,ଵ 
ܿଵ,ଶ 
ܿଵ,௠ 
ܴܦܴଶ 
ሼ݇ଶ, ݃ଶ, ܳଶ, ∆ଶሽ 
ܼିଵ
ܼିଵ
ܼିଵ
ܰܮܨଶሺሻ
ൈ
ൈ
൅ 
൅ 
൅ 
ܿଶ,ଵ 
ܿଶ,ଶ 
ܿଶ,௠ 
ൈ
ܺሺ݊ሻ
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ଵܺሺ݊ሻ ൌ ܰܮܨଵ ቆܯ݋݀ ቊ෍ ܿଵ,௝ ൈ ଵܺሺ݊ െ ݆ሻ
௠
௝ୀଵ
, 2ேቋ , ଵܲቇ 
ܺଶሺ݊ሻ ൌ ܰܮܨଶ ቆܯ݋݀ ቊ෍ ܿଶ,௝ ൈ ܺଶሺ݊ െ ݆ሻ
௠
௝ୀଵ
, 2ேቋ , ଶܲቇ 
Les deux  séquences  ଵܺሺ݊ሻ,  et ܺଶሺ݊ሻ  sont produites par des  cartes  chaotiques différentes  et 
sous deux clés secrètes de valeurs différentes, donc elles sont non corrélées.   
2.7.4.1 Taille de la clé secrète 
La  taille  de  la  clé  secrète  est  très  large,  elle  est  formée  des  conditions  initiales  et 
paramètres  des  cartes  chaotiques  et  des  RDR  et  aussi  des  différents  coefficients  ܿ௜,௝, ݅ ൌ
1,2 ݁ݐ ݆ ൌ 1, 2, ڮ , ݉.  
Nous avons montré de façon expérimentale que la structure récursive est optimale pour un 
nombre de retard maximum ݉ ൌ 3. 
Tous les résultats qui suivent, concernant ce générateur sont donnés pour ݉ ൌ 3. Dans ce cas 
la taille de la clé secrète du générateur proposée est de 547 bits au minimum, et ci‐dessous, 
nous donnons le détail de sa composition. 
Cellule sans RDR 
6 conditions initiales (6 X N bits) 
2 paramètres de contrôle (N + N‐1) bits 
6 paramètres ܿ௜,௝, (6 X N bits) 
2 entrées ku (2 X N bits) 
RDR : 
2 conditions initiales RDR (k1 = 17 bits 
minimum, k2=19 bits)  
 
La valeur de  la  clé  secrète utilisée pour  la  simulation  (paramètres de  contrôle,  conditions 
initiales des différents éléments du générateur) est donnée sous forme tableau par : 
 
m  1  2  3 
ଵܺ(m)  2439816573  453304021  1741286952 
ܺଶ(m)  123183139  3153038243  993996956 
ܿଵ,௠  1443016135  1112813841  2001391952 
ܿଶ,௠  3353980715  2912924320  698331974 
Et  
ܲ1 ൌ 209460479,   ܲ2 ൌ 1834739352 , ܳ1 ൌ 101171, ܳ2 ൌ  444526, ∆ଵൌ 99, ∆ଶൌ 101 
  
Les séquences générées ont des orbites assez  longues. En effet,  la valeur nominale ∆௡௢௠ de 
l’orbite    d’une  cellule  sans  perturbation  est  de  l’ordre  de  ∆௡௢௠ൌ ඥሺ2ேሻଷ ൌ 2ଷே/ଶ ൌ
2ସ଼ ݌݋ݑݎ ܰ ൌ 32  [Lanford, 1998]. La  longueur minimale de  l’orbite générée par  la  sortie  ଵܺ 
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est : ݋ଵ ؆ ∆௡௢௠ ൈ 2ଵ଻ ൌ 2଺ହ, soit supérieure à 3.5 ൈ 10ଵଽ, or l’âge de l’univers est de l’ordre de 
10ଵ଴. 
La  longueur minimale  de  l’orbite  générée  par  la  sortie  ܺଶ  est :  ݋ଶ ؆ ∆௡௢௠ ൈ 2ଵଽ ൌ 2଺଻.  La 
longueur minimale générée par la sortie ܺ est : 
݋ ൌ ݌݌ܿ݉ሺ݋ଵ, ݋ଶ) 
Si de plus (cas vérifié assez souvent) le ݌݃ܿ݀ሺ݋ଵ, ݋ଶ) est égal à l’unité, alors : 
                                                                    ݋ ൌ ݌݌ܿ݉ሺ݋ଵ, ݋ଶሻ ൌ ݋ଵ ൈ ݋ଶ                                                     ሺ2.25ሻ 
Le troisième générateur proposé, permet non seulement de résoudre le problème de 
la  dégradation  des  dynamiques  chaotiques,  mais  aussi  d’augmenter  considérablement  la 
longueur des cycles et d’assurer un bon niveau de sécurité. 
Remarque : 
Le  générateur  du  Brevet  [El  Assad  et  Noura,  2010‐1]  est  composé  de  28  générateurs 
élémentaires, dont chacun possède la même structure que le troisième générateur que nous 
venons de décrire. Ces 28 générateurs sont couplés par multiplexage.  
Dans  la  figure  2.32,  nous  montrons  un  exemple  de  résultats  obtenus par  le  troisième 
générateur: a)  variation discrète de  ଵܺሺ݊ሻ en fonction de ݊, b)  espace de phase, c) attracteur, 
d) histogramme. 
a)  b) 
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c)  d) 
Fig. 2. 32: Exemple de résultats du troisième générateur proposé :  a)  variation discrète de 
X(n) en fonction de n b)  espace de phase, c) attracteur, d) histogramme. 
 
Dans la figure 2.33, nous montrons les résultats obtenus en a) de l’auto‐et l’inter‐corrélation 
de  la  sortie  ܺ  et  en   b)    les 188  tests de NIST. Ensuite, dans  la  figure 2.34, nous donnons 
l’espace de phase du couple    ଵܺ, ܺଶ. 
a)  b) 
Fig. 2. 33: résultats : en a) Auto‐et inter‐corrélation de la sortie X1 et X2 en  b)  Proportion des 
tests de NIST appliqués sur les 100 séquences produites par la sortie X. 
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Fig. 2. 34: Espace de phase du couple 
 
(X1, X2). 
 
Tous ces résultats montrent que le troisième générateur proposé, basé sur deux cellules 
récursives en parallèle, assure les propriétés de la confusion‐diffusion et donc, il est utilisable 
dans les applications concernées par la sécurité de l’information.  
2.8   Comparaison  des  performances  avec  des  générateurs 
cryptographiques prouvés par NIST 
Dans ce paragraphe, nous présentons des résultats comparatifs, basés sur  les  tests de 
NIST, obtenus par trois générateurs pseudo‐aléatoires de nombres prouvés par NIST. 
Le  premier  générateur  est  appelé  Blum  Blum  Shub,  ou  générateur  à  résidu  quadratique, 
puisque la théorie sous‐jacente à ce générateur est liée aux résidus quadratiques modulo un 
entier ݊ ൌ ݌ ൈ ݍ, où ݌ et ݍ sont deux grands nombres premiers [Blum et al, 1986], [NIST SP 
800‐22,  2008].  Ce  générateur  est  très  robuste  mais  il  est  très  lent  comparé  aux  autres 
générateurs.  
Les  deuxième  et  troisième  générateurs  notés  respectivement  Hash‐DRBG  (Deterministic 
Random Bit Generators) et HMAC‐DRBG sont basés sur une fonction de hachage SHA‐512 
respectivement sans clé et avec clé [NIST SP 800‐90A, 2012]. Le troisième générateur est plus 
robuste que le deuxième générateur, mais il est moins rapide. 
Les résultats de NIST des trois générateurs cités plus haut Blum Blum Shub, Hash‐DRBG et 
HMAC‐DRBG sont présentés dans les figures 2.35 et 2.36 a) et b). Comme prévu et indiqué 
dans la littérature ces générateurs passent les tests de NIST et sont robustes. Cependant, ces 
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générateurs sont moins rapides que les trois générateurs proposés et ceci est lié à la structure 
de la fonction de hachage SHA‐512.  
 
Fig. 2. 35: Proportion des tests de NIST appliqués sur les 100 séquences produites par le 
générateur Blum Blum Shub. 
 
a)  b) 
Fig. 2. 36: Proportion des tests de NIST appliqués sur les 100 séquences produites en a) par le 
générateur Hash‐DRBG et en b) par le générateur HMAC‐DRBG. 
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2.9   Conclusion : 
Dans ce chapitre, nous avons tout d’abord, étudié et quantifié, selon les tests  signal et NIST, 
les performances des cartes chaotiques de bases (Skew tent, PWLCM, Cat 2‐D) en précision 
finie sur ܰ ൌ 32 bits. Puis, après avoir mis en évidence les problèmes posés par la précision 
finie, et exposé comment mesurer l’orbite chaotique, nous avons montré que la technique de 
perturbation associée à des techniques de couplage proposées, permettent de contourner les 
effets  de  la  précision  finie  et  ainsi d’augmenter  considérablement  le degré  de  la  sécurité. 
Cette  analyse,  nous  a  permis  de  concevoir  et  de  réaliser  les  trois  générateurs  chaotiques 
proposés.  
Le premier générateur utilise une structure basée sur 4 cartes chaotiques perturbées  (Skew 
tent, PWLCM, Skew tent, PWLCM) couplées par des fonctions booléennes non‐linéaires. Le 
deuxième générateur utilise une structure perturbée, basée sur m‐cartes chaotiques couplées 
par  une  matrice  de  diffusion  à  base  d’une  carte  Cat  multidimensionnelle.  Le  troisième 
générateur, utilise une structure basée sur deux filtres récursifs contenant chacun une carte 
chaotique (fonction non‐linéaire). Les filtres sont perturbés, couplés par un ou exclusif. 
Les trois générateurs proposés sont flexibles, possèdent une clé secrète très large, et satisfont  
les propriétés de confusion‐diffusion, en en jugeant par l’analyse expérimentale des résultats 
obtenus  lors   des différents  tests appliqués. Par ailleurs,  ces générateurs  sont plus  rapides 
que les trois générateurs Blum Blum Shub, Hash‐DRBG et HMAC‐DRBG prouvés par Nist.   
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 Annexe 2.1 : Procédure de création du fichier d’entrée (sortie du générateur à 
tester) sur lequel sont appliqués  les tests de NIST 
 
Pour utiliser  le  logiciel NIST, nous devons créer un  fichier binaire en  format ASCII 
contenant  ௦ܰ ൌ 100 séquences, dont chacune est produite pour une clé aléatoire et composée 
de 1 million de bits. Donc, la taille totale du fichier est ݂ܶ ൌ 100 ൈ 10଺ bits en format ASCII, 
ou octets. 
La procédure de création du fichier en question se déroule comme suit : 
D’abord nous générons ܰݏ ൌ100 clés sécrètes, de façon aléatoire et uniforme.  
Ensuite, pour chaque   clé sécrète,   nous produisons par  le générateur sous  test, une 
séquence  de    31250  échantillons,  chacun  quantifié  sur  ܰ ൌ 32  bits,  la  précision  finie  du 
générateur. Les  échantillons  sont  convertis  en bits  en  format ASCII, puis  stockés dans un 
fichier, et ainsi de suite pour les autres séquences qui seront stockées séquentiellement dans 
le même fichier. Le fichier binaire en format ASCII est l’entrée du logiciel NIST. Chacun des 
188 tests de NIST est appliqué sur chacune des 100 séquences, produisant ainsi 100 P‐values 
(basés  sur  un  test  de ߯ଶ).  Pour  un  test  donné,  une  séquence  donnée  passe  le  test  si  sa  
ܲ െ ݒ݈ܽݑ݁ ൒ ߙ ൌ 0.01, autrement la séquence ne passe pas le test (ߙ est le seuil de confiance). 
Ainsi, pour  chaque  test, nous  calculons  la proportion des  séquences qui passent  le  test en 
question, puis l’intervalle des proportions acceptables. 
Ci‐dessous, nous donnons le code Matlab pour la création du fichier binaire en format 
ASCII pour les 3 générateurs proposés. 
 
ܰ ൌ 32; 
%ܰ ׷  ݌ݎéܿ݅ݏ݅݋݂݊݅݊݅݁ ݀ݑ ݃é݊éݎܽݐ݁ݑݎ 
݉ ൌ 1.000.000; 
%݉ ׷  ݐ݈݈ܽ݅݁ ݀Ԣݑ݊݁ ݏéݍݑ݁݊ܿ݁ ݁݊ ܾ݅ݐݏ  
ܰݏ ൌ 100; 
%ܰݏ ׷ ݊݋ܾ݉ݎ݁ ݀݁ ݏéݍݑ݁݊ܿ݁ݏ à ݃é݊éݎ݁ݎ  
݊݃ ൌ 1;  
%݊݃ ׷ ݐݕ݌݁ ݀ݑ ݃é݊éݎܽݐ݁ݑݎ ݏ݋ݑݏ ݐ݁ݏݐ ݌ܽݎ݉݅ ݈݁ݏ 3 ݐݎ݋݅ݏ ݌ݎ݋݌݋ݏéݏ 
ܨ݈݅݁݊ܽ݉݁ ൌ ሾԢܰܫܵܶ ݉ ൌ Ԣ    ݊ݑ݉2ݏݐݎሺ݉ሻ   Ԣ െ   ܰܵ ൌ Ԣ  ݊ݑ݉2ݏݐݎሺܰݏሻ     Ԣ݊݃ ൌ Ԣ     ݊ݑ݉2ݏݐݎሺ݊݃ሻ   Ԣ . ݐݔݐԢሿ 
݂݅݀ ൌ ݂݋݌݁݊ሺܨ݈݅݁݊ܽ݉݁, ԢݓԢሻ; 
݂݈ܿ݋ݏ݁ሺ݂݅݀ሻ; 
݂݋ݎ ݅ ൌ 1: ܰݏ 
%݃é݊݁ݎܽݐ݅݋݊ ݀݁ ݏéݍݑ݁݊ܿ݁  
݂݅ ݊݃ ൌൌ 1 
%݌ݎ݁݉݅݁ݎ ݃݁݊݁ݎܽݐ݁ݑݎ 
        ݄ܿ݋݅ݔ ൌ ሾ2 3 2 3ሿ;    
% ׷ 2 ܿܽݎݐ݁ ܵ݇݁ݓ ݐ݁݊ݐ 
  % ׷  3 ܿܽݎݐ݁ ܹܲܮܥܯ 
 
    ሾݔ1 ݕ1 ݖ1 ݓ1ሿ ൌ ݄ܿܽ݋ݐ݅ܿ݃݁݊݁ݎܽݐ݋ݎ݅݊ݐ݁݃݁ݎ1ሺܰ, ݉/ܰ, ݄ܿ݋݅ݔሻ;
ݏ݁ ൌ ݔ1; 
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݈݁ݏ݂݁݅ ݊݃ ൌൌ 2 
% ݀݁ݑݔ݅݁݉݁ ݃݁݊݁ݎܽݐ݁ݑݎ 
        ݄ܿ݋݅ݔ ൌ ሾ2 3 2 3ሿ; 
    ሾݔ1 ݕ1 ݖ1 ݓ1ሿ ൌ ݄ܿܽ݋ݐ݅ܿ݃݁݊݁ݎܽݐ݋ݎ݅݊ݐ݁݃݁ݎ2ሺܰ, ݉/ܰ, ݄ܿ݋݅ݔሻ; 
ݏ݁ ൌ ݔ1; 
݈݁ݏ݂݁݅ ݊݃ ൌൌ 3 
% ݐݎ݋݅ݏ݅é݉݁ ݃݁݊݁ݎܽݐ݁ݑݎ 
%݀ ׷  ݊݋ܾ݉ݎ݁ ݀݁ ݎ݁ݐܽݎ݀ 
݀ ൌ 2 ; 
ݏ݁ ൌ ݄ܿܽ݋ݐ݅ܿ݅݊ݐ݁݃݁ݎݏ݁ݍݑ݂݁݊ܿ݁݅ݎሺܰ, ݉/ܰ, ݀ሻ ; 
݁݊݀ 
% ݀݅ݏܿݎéݐ݅ݏܽݐ݅݋݊  
ݏܾ ൌ ݀݁ܿ2ܾ݅݊ሺݏ݁, ܰሻ 
݈ ൌ ݎ݁ݏ݄ܽ݌݁ሺݏܾ, 1, ݉ሻ; 
% ݁ܿݎ݅ݐݑݎ݁ ݀݁ ݏ݁ݍݑ݁݊ܿ݁ ݀ܽ݊ݏ ݈݁ ݂݄݅ܿ݅݁ݎ ݁݊ ݍݑ݁ݏݐ݅݋݊ 
݂݅݀ ൌ ݂݋݌݁݊ሺܨ݈݅݁݊ܽ݉݁, Ԣܽ ൅ Ԣሻ; 
݂ݓݎ݅ݐ݁ሺ݂݅݀, ݈ሻ; 
݁݊݀ 
݂݈ܿ݋ݏ݁ሺ݂݅݀ሻ; 
 
Le logiciel Nist peut être téléchargé sur le site web suivant : 
http://csrc.nist.gov/groups/ST/toolkit/rng/documentation_software.html 
Versions possibles du logiciel:  
                  : version 1.8 
April  2010 : version sts‐2.1 
August  2010 : version sts‐2.1.1 
Nous avons travaillé avec la version 1.8 : 
‐ Décompresser le fichier 
‐ Copier le fichier mfc70.dll dans le répertoire C:\Windows\System32 
‐ Exécuter « StsGui.exe » qui se trouve dans …\Sts‐1.8\Release. 
Ci‐dessous, nous montrons les 2 premiers écrans permettant de savoir comment introduire le 
fichier binaire en format ASCII dans le logiciel.  
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2 Chapitre 3 : Conception  et réalisation de 
crypto-systèmes basés chaos  robustes et 
efficaces 
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3.1 Introduction 
Quelle  est  la  structure d’un  crypto‐système  chaotique permettant d’assurer  la  sécurité des  
communications avec efficacité et robustesse ?   Comment peut‐on construire un algorithme 
de chiffrement chaotique assurant un bon niveau de sécurité tout en ayant une architecture 
non complexe?  
Comment peut on concevoir un crypto‐système dynamique (donc très robuste) tout en étant 
compatible avec différents types de communication: réseaux mobiles, internet, etc ?   
  Dans ce chapitre nous  nous attaquons à ces questions (problèmes) et nous proposons 
des solutions qui nous paraissent efficaces.  
Selon  le  principe  de  Shannon,  la  sécurité  fournie  par  un  crypto‐système  dépend  de    la 
complexité de calcul.   En effet,  il montre que, plus on  itère  la  fonction d’itération  (round), 
constituée  d’opérations  de  confusion    et  de  diffusion,  plus  le  crypto‐système  est  robuste. 
Cependant,  ceci  est  au  prix  d’un  temps  de  calcul  plus  important,  et  donc  une  vitesse  de 
chiffrement/déchiffrement non acceptable dans certaines applications nécessitant un  travail 
en temps réel. Pratiquement,  il n’y a pas de chiffrement efficace, telle qu’une seule itération 
soit suffisante pour assurer la sécurité contre les attaques passives et surtout actives. 
Les  structures  assez  simples des  crypto‐systèmes basés  chaos d’une part,  et  les propriétés 
cryptographiques des  signaux  chaotiques d’autre part,    font que  ces  crypto‐systèmes  sont 
assez efficaces à condition d’être bien conçus. En effet, dans la littérature, un certains nombre 
de  crypto‐systèmes  basés    chaos  présentent  des  lacunes  vis‐à‐vis  de  certaines  attaques 
cryptographique et plus particulièrement l’attaque à texte en clair connu/choisi. 
Dans  la conception des deux crypto‐systèmes basés chaos proposés de structure SPN, nous 
avons  tenu  compte de  ces  lacunes. La  structure  SPN  est plus  adéquate pour un  calcul  en 
parallèle que le schéma de Feistel. Cependant, le schéma de  Feistel est plus flexible (en taille 
de  bloc)  et  plus  simple  car  la  fonction  d’itération  inverse  au  déchiffrement  peut  être 
identique à la fonction d’itération utilisée au chiffrement.  
Les deux crypto‐systèmes proposés sont dynamiques et donc extrêmement sûrs. En effet, à 
chaque  itération  les  clés des différentes  couches,  calculées à partir des  sorties discrètes du 
générateur pseudo‐chaotique, changent. 
 Les résultats de simulation montrent que  les deux crypto‐systèmes proposés sont robustes 
vis à vis de toutes  les attaques cryptographiques connues. A ce sujet, nous avons étudié en 
détail et testé tous les critères utilisés au niveau des différentes couches et au niveau global, 
permettant de quantifier les performances des crypto‐systèmes, à savoir (parmi d’autres) : 
sensibilité aux  textes en  clair  (mesure de  l’effet d’avalanche),  sensibilité à  la  clé  secrète en 
émission  et  en  réception,  analyse  statistique  de  la  sécurité  (histogramme,  entropie, 
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corrélation, temps de calcul), bijectivité, non linéarité, distribution équiprobable et petite de 
la table XOR entrée‐sortie, critère dʹavalanche strict, critère dʹindépendance des bits, nombre 
des branches linéaires, etc. 
Par ailleurs, le deuxième crypto‐système (SPN‐2) est 2 fois plus rapide que le premier crypto‐
système (SPN‐1), qui lui‐même 3 fois plus rapide que l’AES. La rapidité du deuxième crypto‐
système découle du fait que sa couche de diffusion est réalisée par une matrice de diffusion 
(assez rapide) et non par une opération de permutation sur les bits (assez lente) utilisée par 
le premier crypto‐système.  
Le  chapitre est organisé comme suit : 
Dans la section 2, nous  décrivons la structure des Crypto‐systèmes basés chaos utilisant les 
réseaux  de  substitution‐permutation.  Dans  les    sections  3,  et  4,  nous  présentons 
respectivement  les  deux  crypto‐systèmes  proposés.  Nous  exposons  dans  la  section  5,  les 
outils  utilisés  pour  quantifier  les  performances  des  crypto‐systèmes,  puis  nous  analysons 
dans  la  section  6,  le  niveau  de  sécurité  de  chacune  des  couches  des  crypto‐systèmes 
proposés.  Dans  la  section  7,  nous  présentons,  analysons  et  comparons  les  performances 
globales des crypto‐systèmes proposés avec ceux connus de la littérature. Dans la section 8, 
nous donnons une conclusion à ce chapitre. 
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3.2 Structure des crypto‐systèmes basés chaos conçus et réalisés. 
Nous décrivons dans  ce  paragraphe  les  crypto‐systèmes  proposés,  qui  sont  généralement 
appropriés pour des mises en œuvre  logicielles et matérielles. Les crypto‐systèmes réalisés 
peuvent  être  utilisés  pour  assurer  le  service  de  confidentialité  tel  que :  communications 
câblées, sans fil, et radio‐mobiles, les transactions bancaires, etc. 
Ces crypto‐systèmes utilisent des algorithmes de chiffrement/déchiffrement par bloc de type 
symétrique.  
Des  résultats  expérimentaux  sont donnés pour  chaque  crypto‐système  ainsi  qu’une  étude 
comparative des performances de  ces  crypto‐systèmes  selon une batterie de  tests  les plus 
adéquats. 
Tous  les  algorithmes  de  chiffrement/déchiffrement  proposés  sont  réalisés  pour  tous  les 
modes opératoires de la norme NIST (ECB, CBC, OFB, CTR, CMAC, CCM et GCM). Les trois 
premiers modes, à part le mode ECB, renforcent la confidentialité des crypto‐systèmes et les 
trois derniers modes renforcent  la confidentialité et réalisent  lʹauthentification. Par ailleurs, 
les crypto‐systèmes réalisés sont applicables à pratiquement tous les formats d’images JPEG, 
JPEG2000, JPSEC etc. 
Nous  présentons  par  la  suite,  le  diagramme  de  chiffrement/déchiffrement  des  différents 
crypto‐systèmes proposés en mode ECB,   sachant que nous avons aussi, mis en œuvre  les 
autres modes cryptographiques à savoir: CBC, OFB CTR, CCM, CMAC, GCM. 
3.2.1 Crypto‐systèmes basés chaos utilisant les réseaux de  substitution‐
permutation 
La  structure  moderne  d’un  algorithme  de  chiffrement  par  bloc,  basé  sur  les  réseaux  de 
substitution‐permutation  (SPN),  consiste, dans  le  cas  où  le processus de   permutation  est 
réalisé sur les octets, en quatre transformations de base, appelées aussi couches  qui sont: 
‐ la transformation d’addition de clés dynamiques 
‐ la transformation de substitution  
‐ la transformation de permutation  
‐ la transformation de mélange linéaire  
Chaque transformation est appliquée un certain nombre de fois (itérations) avant de passer à 
la  transformation  suivante,  ceci  permet  d’augmenter  considérablement  la  sécurité  de 
l’algorithme, [Shannon, 1949]. Notons au passage que la transformation de mélange linéaire 
utilisée par  l’algorithme AES pour  assurer  la diffusion,  consomme pratiquement  les ¾ du 
temps de calcul, ceci est causé par les multiples  opérations de multiplication. D’où l’intérêt 
de  proposer  une  couche  de  diffusion  simple  du  point  de  vue  de  l’implémentation,  donc 
rapide  et aussi performante comparée à celle de l’AES. 
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Dans  le  cas où  la permutation  est  faite  sur  les bits,  la dernière  couche  (transformation de 
mélange linéaire) n’est pas nécessaire.  
Le déchiffrement est réalisé par les transformations inverses appliquées dans lʹordre inverse 
du chiffrement.    
En  général, dans  les  crypto‐systèmes  basés  chaos,  les différentes  couches  citées plus haut 
sont  appliquées  en  temps  réel  sur  chaque  bloc,  utilisant  des  clés  dynamiques  comme 
paramètres de  contrôle. Certains  algorithmes  utilisent  la même  clé dynamique d’itération 
pour  chaque  transformation, d’autres, dont  font partie  les deux premiers  crypto‐systèmes 
proposés, utilisent des clés dynamiques différentes pour chaque  itération, ce qui augmente 
considérablement la robustesse de l’algorithme. Notons aussi que la sécurité d’un algorithme 
de chiffrement dépend grandement de  la   robustesse de    la couche de substitution. Plus  le 
processus de substitution est fortement non‐linéaire, plus grande est la robustesse globale de 
l’algorithme.  
Pour des applications qui ont une contrainte de ressources (capacité de mémoires et moyen 
de calculs) comme les réseaux mobiles, le processus de substitution peut être réalisé par des  
transformations  non‐linéaires,  comme  par  exemple  la  carte  chaotique  skew  tent    qui  est 
inversible.  Le  processus  de  permutation  peut  lui  aussi  être  réalisé  par  la  même  carte 
chaotique skew tent   légèrement modifiée (avec deux versions selon que la permutation est 
réalisée  sur  les bits ou  sur  les octets) ou  aussi par une  fonction polynomiale  comme  celle 
utilisée par l’algorithme RC6 [ Rivest et al, 1998]. 
Pour  les applications qui nécessitent  le  traitement d’une  importante quantité d’information 
et aussi la transmission à un grand débit, et tout cela en temps réel, comme la transmission 
des  vidéo  chiffrées,  les  couches  de  substitution  et  de  permutation  sont  générées 
dynamiquement  et  sauvegardées dans des mémoires  sûres, pour  ensuite  être utilisées par 
l’algorithme de chiffrement/déchiffrement. Dans ce cas, le troisième crypto‐système proposé 
s’applique.  A  ce  propos,  plusieurs  techniques,  basées  chaos,  de  création  des  boîtes  de 
substitution  (boîtes‐S, S‐boxes)  et de permutation  (boîtes‐P, P‐boxes) dépendantes   de  clés 
dynamiques sont proposées. Les boîtes de substitution sont conçues pour une entrée/sortie 
de 8 bits (traitement octet par octet). 
Les  boîtes  de  permutation  sont  essentiellement  conçues  à  partir  des  cartes  chaotiques 
monodimensionnelles (1‐D) et bidimensionnelles (2‐D) comme les cartes cat et standard qui 
sont bijectives mais non inversibles à cause de la fonction modulo. Notons au passage que la 
carte  chaotique  standard  est  extrêmement  coûteuse  en  implémentation matérielle,  car  elle 
utilise la fonction sinus qui sera forcement calculée en virgule flottante.   
 Pour cette catégorie de crypto‐systèmes, le gain obtenu en termes de quantité d’information 
traitée et de temps de traitement est balancé par la robustesse globale obtenue. 
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Chaque algorithme de chiffrement/déchiffrement est aussi caractérisé par : 
• les composantes du  SPN  (ou la fonction d’itération) 
• taille du bloc à chiffrer/déchiffrer en bits : 64, 256, 1024 bits 
• taille  de  la  clé  secrète  qui  doit  être  supérieure  à  128  bits,  pour  contourner  les 
attaques exhaustives.   
Par  ailleurs,  pour  tous  les  algorithmes  proposés,  avant  de  commencer  le  processus  de 
chiffrement, dʹabord, nous  lisons  lʹimage  I  et  lʹexprimons  sous  forme d’un  tableau  1‐D de 
taille ܮ ൈ  ܥ ൈ  ܲ, où ܮ est le nombre de lignes, ܥ est le nombre de colonnes et ܲ est le nombre 
de plan (P=3, pour une  image couleur RGB). Ensuite, nous divisons  le tableau 1‐D en blocs 
de  taille  fixe ܾܶ ൌ 2௜ bits, avec  ݅ entier. Le nombre dʹoctets dans un bloc est égal à ܾܶ/8 ൌ
2௜ିଷ. 
3.3   Premier algorithme SPN‐1 proposé : 
Dans  la  figure  3.1,  nous  donnons  le  schéma  de  base  du  premier  crypto‐système  proposé 
[Noura  et  al,  2011].  Sa    structure  est  assez  simple,  mais  très  efficace  du  point  de  vue 
cryptographique comme nous  le montrons plus  loin. En effet, en contraste avec  la plupart 
des crypto‐systèmes  les plus récents,  les paramètres de contrôle utilisés dans  les opérations 
d’addition de  clés, de  substitution et de permutation  sont  chaotiques  et dynamiques pour 
chaque itération.  
 
Fig. 3.1: Schéma de base du  premier crypto‐système proposé 
Le premier crypto‐système proposé utilise dans la couche d’addition, une addition de 
clés dynamiques modulo 28 pour les itérations impaires et XOR pour les itérations paires (le 
nombre total r d’itérations doit être pair).  Aussi, il utilise deux cartes chaotiques, la tent pour 
la  couche  de  substitution,  la  cat  ou  la  standard  ou  la  tent  modifiée  pour  la  couche  de 
permutation. 
Pour  chiffrer un bloc d’information,  le bloc  en question  subit une  addition de  clés,  suivie 
d’une opération de  substitution  sur  les octets,  répétée ݎݏ  fois,  suivie par une opération de 
Bloc chiffré
Clé secrète ܭ 
Générateur chaotique proposé
Substitution d’octets Permutation des bits    
Bloc en clair 
 Détermination des paramètres de contrôle
Addition de clés 
ܭ ௝ܽ   ܭݏ௝ ܭ݌௝  
ଵܺሺ݊ሻ  ܺଶሺ݊ሻ ܺଷሺ݊ሻ
ݎݏ ݎ݌ 
ݎ
ܺସሺ݊ሻ
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permutation sur les bits répétée ݎ݌ fois. Ensuite, les trois opérations précédentes sont itérées 
ݎ  fois, permettant ainsi de réaliser  les propriétés de confusion et de diffusion du bloc sous 
traitement. Toutes ces opérations sont décrites en détail plus loin dans ce paragraphe.  
A  chaque  itération  globale,  des  clés  dynamiques  ܭܽ,  ܭݏ  et  ܭ݌  sont  produites  par  un 
générateur  de  séquences  pseudo  chaotiques  de  valeurs  entières,  assurant  ainsi    un  haut 
niveau de sécurité pour le bloc  chiffré. 
Avant d’exposer en détail  les différentes opérations d’une fonction d’itération utilisée dans 
les  processus  de  chiffrement  et  de  déchiffrement,  commençons  d’abord  par  décrire  la 
structure de chacune des clés dynamiques ܭܽ, ܭݏ et ܭ݌ nécessaires à cet effet. 
 Structure de la clé d’addition dynamique ࡷࢇ 
                                                   ܭܽ ൌ  ሾܭܽଵ|| ܭܽ ଶ|| … || ܭܽ௥ሿ                                                                      ሺ3.1ሻ 
                               Avec    
 
ܭ ௝ܽ ൌ  ሾܭ ௝ܽ,ଵ || ܭ ௝ܽ,ଶ || … || ܭ ௝ܽ,௡௞ሿ, ݆ ൌ 1, 2, … , ݎ ݁ݐ ݊݇ ൌ ܾܶ/ܰ 
La taille de  ܭ ௝ܽ,௜   est justement N  
 Structure de la clé  de substitution dynamique ࡷ࢙ 
                                                     ܭݏ ൌ  ሾܭݏଵ || ܭݏଶ|| … || ܭݏ௥ሿ                                                                      ሺ3.2ሻ 
                              Avec    
 
ܭݏ௝ ൌ  ሾ ௝ܽ,ଵ|| ௝ܽ,ଶ || … || ௝ܽ,௡௔ሿ, ݆ ൌ 1, 2, … , ݎ ݁ݐ 1 ൑  ௝ܽ,௜  ൑  ܳ  
Où ௝ܽ,௜    est  le paramètre de  contrôle qui  varie  entre  1  et  ܳ ൌ  2଼, puisque  le processus de 
substitution se  fait sur  les octets. Chaque paramètre de contrôle  ௝ܽ,௜    ݅ ൌ 1, 2, … , ݊ܽ est  itéré, 
sur le bloc sous traitement de taille ܾܶ݋ ൌ ܾܶ/8 octets,  ݎݏ fois.   
 Structure  de  la  clé  de  permutation  dynamique  ࡷ࢖  dans  le  cas  des  cartes 
chaotiques cat et standard 
                                                 ܭ݌ ൌ  ሾܭ݌ଵ || ܭ݌ଶ || … || ܭ݌௥ሿ                                                                      ሺ3.3ሻ 
                                    Avec   
 
ܭ݌௝ ൌ  ሾܭ݌௝,ଵ || ܭ݌௝,ଶ || … || ܭ݌௝,௥௣ሿ,   ݆ ൌ 1,2, … , ݎ.  
 
Dans  le  cas  d’utilisation    de  la  carte    Cat,  la  clé  dynamique  ܭ݌௝,௜   de  permutation  est 
composée de quatre    éléments ሼݑ, ݒ, ݎ݅, ݎ݆ሽ,    et de  trois  éléments ሼ݇, ݎ݅, ݎ݆ሽ dans  le  cas de  la 
carte standard, comme montré sur la figure 3.2.  
 
 
 
 
 
 
 
Fig. 3.2: Forme de la clé dynamique de permutation ܭ݌௝
,
௜ 
  
 
ݎ݅ ݎ݆ݐ
u   v k
Carte Cat  Carte  Standard 
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Les paramètres de contrôle de base u et v de la carte cat varient de: 
 0 ൑ ݑ, ݒ, ݎ௜, ݎ௝ ൑ ܯ െ 1 ൌ 2௤ െ 1,  où  ݍ ൌ ݈݋݃ଶሺܯሻ  est  le  nombre  de  bits  nécessaire  pour 
représenter u et v. Le paramètre de contrôle de base k de la carte standard varie entre : 
0 ൑ ݇ ൑ ܯଶ െ 1 ൌ 2ଶ௤ െ 1. Ici  ܾܶ ൌ 2௜, avec ݅ entier pair, et ܯ ൌ √ܾܶ ൌ 2௜/ଶ.  
Pour les deux cartes chaotiques, nous incluons un couple ݎ݅ , ݎ  ݆ pour augmenter lʹespace de 
la clé dynamique. Leurs valeurs varient de 0 à ܯ െ 1. 
 
 Structure  de  la  clé  de  permutation  dynamique  ࡷ࢖࢐  dans  le  cas  de  la  carte 
chaotique skew tent map 
ܭ݌௝ ൌ  ሾ ௝ܾ,ଵ|| ௝ܾ,ଶ || … || ௝ܾ,௡௕ሿ, ݆ ൌ 1, 2, … , ݎ ݁ݐ 1 ൑  ௝ܾ,௜  ൑  ܳ ൌ  ܾܶ 
Chaque paramètre de contrôle  ௝ܾ,௜   ݅ ൌ 1, 2, … , ܾ݊ est itéré sur le bloc sous traitement  ݎ݌ fois.   
La  taille  en  bits  de  chacune    des  clés  dynamiques  ܭ ௝ܽ,  ܭݏ௝  et  ܭ݌௝ nécessaires  pour  la 
réalisation du processus de chiffrement pour une itération ݆  est : 
 ܾܶ pour ܭ ௝ܽ,  8 ൈ ݊ܽ pour   ܭݏ௝,   4ݍ ൈ ݎ݌ pour ܭ݌௝ dans  le cas   des cartes cat et standard et  
ܾ݊ ൈ ݈݋݃ଶሺܾܶሻ ൈ ݎ݌ pour ܭ݌௝ dans le cas  de l’utilisation de la carte tent. 
Alors, la taille en bits de chacune des clés dynamiques ܭ ௝ܽ, ܭݏ௝ et ܭ݌௝ pour chiffrer/déchiffrer 
un bloc est ݎ fois celle d’une itération ݆. 
Le processus de chiffrement/déchiffrement détaillé se déroule selon le schéma de la figure 3.3 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.3 : Processus détaillé du chiffrement/déchiffrement 
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3.3.1   Description du processus de chiffrement 
Le chiffrement d’un bloc informatif s’effectue comme suit : d’abord, nous appliquons 
une  opération  d’addition  de  clés  dynamiques,  puis  une  opération  de  substitution  sur  les 
octets  itérée plusieurs  fois, ensuite une opération de conversion décimal/binaire  (Dec2bin), 
suivie d’une  opération de permutation  sur  les bits  itérée un nombre de  fois,  et  enfin une 
opération de  conversion binaire/décimal  (Bin2dec). Toutes  les opérations précédentes  sont 
répétées  r  fois  pour  réaliser  le  chiffrement  du  bloc  sous  traitement.  Nous  détaillons  ci‐
dessous les trois opérations principales mises en œuvre dans le processus de chiffrement.   
 
2.3.1.1 Couche d’addition des clés dynamiques 
Le premier crypto‐système proposé utilise dans la couche d’addition, une addition de 
clés dynamiques modulo 28 pour les itérations impaires et XOR pour les itérations paires (le 
nombre total r d’itérations doit être pair) 
La couche d’addition de clés dynamiques mélange le bloc en clair de taille ܾܶ/8 octets avec 
une clé d’addition. L’opération de mélange s’effectue sur les octets (octet par octet) et dépend 
de la valeur paire/impaire de l’itération  ݆. Par ailleurs, le nombre total d’itérations ݆ ൌ ݎ doit 
être pair. 
Si  la  valeur  ݆  de  l’itération  est  impaire,  on  applique  l’opération  arithmétique modulo  28, 
sinon, on applique l’opération logique ou exclusive, comme suit, où ܱ est un octet du bloc en 
clair et K un octet de la clé d’addition [Socek et al, 2005 ]:  
                                                               ൜
݉݋݀ሾሺܱ ൅ ܭሻ , 2଼ሿ    ݏ݅ ݆ ݁ݏݐ ݅݉݌ܽ݅ݎ
ܱ ْ ܭ                      ݏ݅ ݆ ݁ݏݐ ݌ܽ݅ݎ
                                          ሺ3.4ሻ 
L’opération modulo est définie par : ܯ݋݀ሺܿ, ݀ሻ ൌ ܿ െ ݀ ൈ ہܿ ݀⁄ ۂ 
L’utilisation  alternée  addition  modulo  et  ou  exclusive  permet  de  rendre  extrêmement 
difficile la cryptanalyse. 
Notons aussi au passage que l’opération inverse utilisée dans le processus de  déchiffrement 
est donnée par l’équation suivante : 
                                                            ൜
݉݋݀ሾሺܱ െ ܭሻ , 2଼ሿ    ݏ݅ ݆ ݁ݏݐ ݅݉݌ܽ݅ݎ
ܱ ْ ܭ                      ݏ݅ ݆ ݁ݏݐ ݌ܽ݅ݎ
                                              ሺ3.5ሻ 
La  seule modification est que  l’opération d’addition modulo est  remplacée par  l’opération 
soustraction modulo.  
Pour réaliser l’opération de mélange octet par octet de la clé dynamique  ܭ ௝ܽ avec le 
bloc  informatif  B,  de  taille  ܾܶ/8  octets,  d’abord,  nous  devons    extraire  de  chaque  clé 
ܭ ௝ܽ,௜  de taille ܰ ൌ 32 bits, avec  ݅ ൌ 1, ڮ , ݊݇ ൌ ܾܶ/ܰ  les différents octets au nombre de quatre  
ሺܰ/8 ൌ 4ሻ.  Ensuite,  nous  pouvons  former  le  tableau  de  la  clé  d’itération    ܭ ௝ܽ,  de  taille 
ܾܶ݋ ൌ ܾܶ/8 octets, par concaténation des différentes clés  ܭ ௝ܽ,௜,  ݅ ൌ 1, ڮ , ݊݇ ൌ ܾܶ/ܰ.  
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Deux  méthodes peuvent être utilisées pour  l’extraction des octets. La première est basée sur 
les  fonctions  de  conversion  décimal/binaire  et  binaire/décimale  et  la  deuxième  utilise  la 
fonction Matlab typecast.   
Soit ܭ ௝ܽ,௜௢  est l’ ݋ème octet de ܭ ௝ܽ,௜, avec  ݋ ൌ 1, ڮ , ܰ/8 ൌ 4 
Méthode basée conversion : 
La  méthode est basée d’abord sur la conversion de la valeur entière ܭ ௝ܽ,௜ en  bits, suivie d’un 
groupement des bits en octets, puis une conversion en décimale :  
൛ܭ ௝ܽ,௜ൟ௕ ൌ ݀݁ܿ2ܾ݅݊ሺܭ ௝ܽ,௜ሻ 
൛ܭ ௝ܽ,௜ൟ௢ ൌ ܾ݅݊2݀݁ܿ ቂ൛ܭ ௝ܽ,௜ൟ௕൫ሺ݋ െ 1ሻ ൈ 8 ൅ 1 ׷ ݋ ൈ 8൯ቃ, avec ݋ ൌ 1, ڮ, 4. 
Méthode basée sur la fonction Matlab typecast 
 
൛ܭ ௝ܽ,௜ൟ ൌ ܶݕ݌݁ܿܽݏݐ൫ݑ݅݊ݐ32൫ܭ ௝ܽ,௜൯, Ԣݑ݅݊ݐ8Ԣ൯  
൛ܭ ௝ܽ,௜ൟ est un vecteur formé de 4 octets 
 
En Matlab, la deuxième  implémentation est pratiquement 57 fois plus rapide que la première 
(la première méthode semble plus compliquée d’implémentation en Matlab). 
 
 
L’opération d’addition de clés s’écrit alors : 
                            ቊ
ܤܣ ൌ ݉݋݀ൣ൫ܤ ൅ ܭ ௝ܽ൯ , 2଼൧       ݏ݅ ݆ ݁ݏݐ ݅݉݌ܽ݅ݎ
ܤܣ ൌ ܤ ْ ܭ ௝ܽ                          ݏ݅ ݆ ݁ݏݐ ݌ܽ݅ݎ  
ቋ ݁ݐ ݆ ൌ 1, 2, … , ݎ                        ሺ3.6ሻ 
2.3.1.2 Couche de  substitution basée  sur  la  carte  chaotique  skew  tent de valeurs  entières  finies  et 
inversible 
Nous avons utilisé  la carte chaotique  skew  tent, de valeurs entières  finies et  inversible, en 
tant que  fonction de  substitution non  linéaire et non en  tant que générateur de  séquences 
chaotiques. Les valeurs du bloc ܤܣ, résultat de l’opération de mélange de clés varient entre 0 
et ܳ െ 1 ൌ 2଼ െ 1. Pour que  la carte skew  tent soit  inversible, chaque valeur du bloc ܤܣ est 
augmentée  de  1  pour  former  le  bloc  d’entrée  de  la  carte  de  substitution  skew  tent,  soit 
ܤܣ1 ൌ ܤܣ ൅ 1 avec   ܤܣ1 א ሼ1, ڮ , ܳሽ. Puis, une  fois  l’opération de substitution est  terminée, 
nous retranchons 1 de chaque valeur du bloc ܤܣ1 pour former le bloc ܤܵ ൌ ܤܣ1 െ 1, entrée 
de la couche de permutation [Masuda et al, 2006]. L’équation de substitution est alors : 
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                    ܤܵ ൌ ܵ௔ೕ,೔  ሺܤܣ1ሻ ൌ
ە
ۖ
۔
ۖ
ۓቜ
ܳ
௝ܽ,௜
ൈ ܤܣ1ቝ                                  1 ൑  ܤܣ1 ൑ ௝ܽ,௜
቞
ܳ
ܳ െ ௝ܽ,௜
ሺܳ െ ܤܣ1ሻ቟ ൅ 1       ௝ܽ,௜ ൏ ܤܣ1 ൑ ܳ   
                         ሺ3.7ሻ   
 
Avec, ܤܵ א ሼ1, ڮ , ܳሽ,  ௝ܽ,௜ א ሼ1, ڮ , ܳሽ ݁ݐ ݅ ൌ 1, 2, … , ݊ܽ, où   ݊ܽ est le nombre de paramètres de 
contrôle utilisé dans  la fonction de substitution. Pour chaque paramètre de contrôle  ௝ܽ,௜   ݅ ൌ
1, 2, … , ݊ܽ,  la  fonction  de  substitution  est  itérée  ݎݏ  fois,  donc  au  total  la  fonction  de 
substitution est exécutée ݊ܽ ൈ ݎݏ fois. L’extraction des paramètres  ௝ܽ,௜ nécessaires, à partir des 
échantillons (chacun quantifié sur 32 bits) du générateur chaotique utilisé, se fait de la même 
manière que dans le cas d’addition de clés. Ensuite, à chaque octet extrait on rajoute +1 afin 
de satisfaire la condition  ௝ܽ,௜ א ሼ1, ڮ , ܳሽ. 
Sous forme algorithmique l’opération de substitution réalisée par l’équation ci‐dessus se 
décrit comme suit : 
Entrée : ܤܣ1, ܭݏ௝ ൌ  ሾ ௝ܽ,ଵ|| ௝ܽ,ଶ || … || ௝ܽ,௡௔ሿ, ݆ ൌ 1, 2, … , ݎ ݁ݐ 1 ൑ ௝ܽ,௜ ൑ ܳ ൌ 256, ݎݏ 
Sortie :  ܤܵ 
Pour ݅݊ܽ allant ݀݁ 1 à ݊ܽ 
           Pour ݅ݐ݋ allant ݀݁ 1 à ܾܶ݋ 
                     Pour ݅ݐݎ allant ݀݁ 1 à ݎݏ 
                               Si ܤܣ1ሺ݅ݐ݋ሻ ൑ ܽሺ݅݊ܽሻ 
                                          ܤܣ1ሺ݅ݐ݋ሻ ൌ ඄
ܳ
ܽሺ݅݊ܽሻ
ൈ ܤܣ1ሺ݅ݐ݋ሻඈ 
                                Sinon 
                                          ܤܣ1ሺ݅ݐ݋ሻ ൌ ඌ
ܳ
ܳ െ ܽሺ݅݊ܽሻ
ሺܳ െ ܤܣ1ሺ݅ݐ݋ሻሻඐ ൅ 1 
                                 Fin Si 
                       ܨ݅݊ ݅ݐݎ 
           ܨ݅݊ ݅ݐ݋ 
ܨ݅݊ ݅݊ܽ 
BS= BA1‐1 
Fig. 3.4: Pseudo code  de l’opération de substitution  
En langage Matlab, l’opération de substitution précédente est réalisée efficacement comme 
suit : 
ܳ ൌ 256; 
ݎݏ ൌ 4;  
݂݋ݎ  ݅݊ܽ ൌ 1: ݊ܽ 
            ܽ ൌ ܭݏ௝ሺ݅݊ܽሻ 
            ܤܣ1 ൌ ݏݑܾܾ݋ݔݒ݁ܿݐ݋ݎሺܤܣ1, ܳ, ܽ, ݎݏሻ; 
End 
ܤݏ ൌ ܤܣ1 െ 1; 
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La fonction Matlab ݏݑܾܾ݋ݔݒ݁ܿݐ݋ݎ est décrite sous‐dessous : 
 
݂ݑ݊ܿݐ݅݋݊ ܵ ൌ ݏݑܾܾ݋ݔݒ݁ܿݐ݋ݎሺܧ, ܳ, ܽ, ݎݏሻ
     ݂݋ݎ ݓ ൌ 1: ݎݏ 
        ݂݀݅݊ ൌ ݂݅݊݀ ሺܧ ൏ൌ ܽሻ; 
        ݀ݏݑ݌ ൌ ݂݅݊݀ ሺܧ ൐ ܽሻ; 
        ܵሺ݂݀݅݊ሻ ൌ ݈ܿ݁݅ሺሺܳ כ ܧሺ݂݀݅݊ሻሻ/ܽሻ; 
       ܵሺ݀ݏݑ݌ሻ ൌ ݂݈݋݋ݎሺሺܳ כ ሺܳ െ ܧሺ݀ݏݑ݌ሻሻሻ/ሺܳ െ ܽሻሻ ൅ 1;  
      ܧ ൌ ܵ; 
݁݊݀ 
 
Nous illustrons ci‐dessous (voire figure 3.5) l’opération de substitution (sous Matlab) sur un 
exemple d’un bloc ܤܣ1 de taille 8 octets et dont  les valeurs entières sont de 1 à 8 par ordre 
successif (ce choix est judicieux pour bien illustrer la substitution). Nous avons pris ݎݏ ൌ 1, et 
nous avons utilisé 4 paramètres de contrôle ܽ, comme indiqué ci dessous: 
 
ܽ ൌ ሾ16 , 31, 129, 5ሿ;
ܳ ൌ 256; 
݂݋ݎ ݅݊ܽ ൌ 1: ݊ܽ 
            ܤܣ1 ൌ ݏݑ݌ܾ݋ݔݒ݁ܿݐ݋ݎሺܤܣ1, 256, ܽሺ݅݊ܽሻ, 1ሻ; 
݁݊݀ 
ܤܵ ൌ ܤܣ1 െ 1 
 
 
 
 
 
 
 
 
 
Fig. 3.5: Exemple d’application de l’opération de substitution sur un bloc de 8 octets. 
2.3.1.3 Couche de permutation basée sur la carte chaotique skew tent.  
L’équation de la carte chaotique skew tent est reformulée ici pour être utilisée en tant 
que  fonction  de  permutation  sur  les  bits  du  bloc  ܤܵ  de  taille  ܾܶ  (ceci  suppose  qu’une 
opération de conversion décimal binaire « dec2bin » a eu lieu avant sur le bloc ܤܵ). 
L’équation devient alors : 
                          ܤܣ1
݅݊ܽ ൌ 1, ܤܣ1
݅݊ܽ ൌ 2, ܤܣ1
݅݊ܽ ൌ 3, ܤܣ1
݅݊ܽ ൌ 4, ܤܣ1
ܽ ൌ 16
ܽ ൌ 31
ܽ ൌ 129
ܽ ൌ 5
1  2 3 4 5 6 7 8 
16  32 48 64 80 96 112  128 
133  255 237 219 201 183 164  146 
248  3 39 75 111 148 186  222 
9  154 222 185 148 111 72 35 
ܤܵ ൌ ܤܣ1 െ 1 8  153 221 184 147 110 71 34 
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                            ݉݊ ൌ ௕ܲೕ,೔  ሺ݉ሻ ൌ
ە
ۖ
۔
ۖ
ۓ ቜ
ܾܶ
௝ܾ,௜
ൈ ݉ቝ                                  1 ൑  ݉ ൑ ௝ܾ,௜
቞
ܾܶ
ܾܶ െ ௝ܾ,௜
ሺܾܶ െ ݉ሻ቟ ൅ 1       ௝ܾ,௜ ൏ ݉ ൑ ܾܶ   
                           ሺ3.8ሻ 
 
où ݉ et ݉݊ sont les positions originales et permutées des bits du bloc ܤܵ, avec : 
݉݊ א ሼ1, ڮ , ܾܶሽ,  ௝ܾ,௜ א ሼ1, ڮ , ܾܶሽ ݁ݐ ݅ ൌ 1, 2, … , ܾ݊,  où    ܾ݊  est  le  nombre  de  paramètres  de 
contrôle utilisés dans  la  fonction de permutation. Pour  chaque paramètre de  contrôle  ௝ܾ,௜   
݅ ൌ 1, 2, … , ܾ݊, la fonction de permutation est itérée ݎ݌ fois, sur le bloc sous traitement, donc 
au total la fonction de permutation est exécutée ܾ݊ ൈ ݎ݌ fois. L’extraction des paramètres  ௝ܾ,௜ 
nécessaires,  à  partir  des  échantillons  du  générateur  chaotique  utilisé,  se  fait  de  la même 
manière que dans le cas d’addition de clés.  
Sous forme algorithmique, l’opération de permutation réalisée par l’équation ci‐dessus se 
décrit comme suit : 
Entrée :  ܭ݌௝ ൌ  ሾ ௝ܾ,ଵ|| ௝ܾ,ଶ || … || ௝ܾ,௡௕ሿ, ݆ ൌ 1, 2, … , ݎ ݁ݐ 1 ൑ ௝ܾ,௜ ൑ ܾܶ, ݎ݌
Sortie :  ݉݊ 
ܲ݋ݑݎ ݅ݐܾ allant ݀݁ 1 à ܾܶ 
       ݉݊ሺ݅ݐܾሻ ൌ  ݅ݐܾ 
              ܲ݋ݑݎ ܾ݅݊ allant ݀݁ 1 à ܾ݊ 
                         ܲ݋ݑݎ ݅ݐݎ allant ݀݁ 1 à ݎ݌ 
                                  ܵ݅ ݉݊ሺ݅ݐܾሻ ൑ ܾሺܾ݅݊ሻ 
                                           ݉݊ሺ݅ݐܾሻ ൌ ඄
ܾܶ
ܾሺܾ݅݊ሻ
ൈ ݉݊ሺ݅ݐܾሻඈ 
                                  ܵ݅݊݋݊ 
                                            ݉݊ሺ݅ݐܾሻ ൌ ඌ
ܾܶ
ܾܶ െ ܾሺܾ݅݊ሻ
ሺܾܶ െ ݉݊ሺ݅ݐܾሻሻඐ ൅ 1 
                                  ܨ݅݊ ܵ݅ 
                       ܨ݅݊ ݅ݐݎ 
             ܨ݅݊ ܾ݅݊ 
ܨ݅݊ ݅ݐܾ 
 
Fig. 3.6: Pseudo code  de l’opération de permutation  
 
En langage Matlab, l’opération de permutation précédente s’effectue comme dans le cas de la 
substitution d’une manière efficace comme suit : 
Etant donnée la taille du bloc ܾܶ, par exemple ܾܶ ൌ 256; 
 
ݎ݌ ൌ 1;  
݉݊ ൌ 1 : ܾܶ
݂݋ݎ  ܾ݅݊ ൌ 1: ܾ݊ 
    ܾ ൌ ܭ݌௝ሺܾ݅݊ሻ 
    ݉݊ ൌ ݌݁ݎܾ݉݋ݔݒ݁ܿݐ݋ݎሺ݉݊, ܾܶ, ܾ, ݎ݌ሻ; 
end 
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La fonction Matlab ݌݁ݎܾ݉݋ݔݒ݁ܿݐ݋ݎ est décrite ci‐dessous : 
 
݂ݑ݊ܿݐ݅݋݊ ݉݊ ൌ ݌݁ݎܾ݉݋ݔݒ݁ܿݐ݋ݎሺ݉݊, ܾܶ, ܾ, ݎ݌ሻ
   ݂݋ݎ ݓ ൌ 1: ݎ݌ 
        ݂݀݅݊ ൌ ݂݅݊݀ ሺ݉݊ ൏ൌ ܾሻ; 
        ݀ݏݑ݌ ൌ ݂݅݊݀ ሺ݉݊ ൐ ܾሻ; 
        ݉݊ሺ݂݀݅݊ሻ ൌ ݈ܿ݁݅ሺሺܾܶ כ ݉݊ሺ݂݀݅݊ሻሻ/ܾሻ; 
        ݉݊ሺ݀ݏݑ݌ሻ ൌ ݂݈݋݋ݎሺሺܾܶ כ ሺܾܶ െ ݉݊ሺ݀ݏݑ݌ሻሻሻ/ሺܾܶ െ ܾሻሻ ൅ 1;  
  ݁݊݀ 
 
Nous illustrons ci‐dessous (voire figure 3.7) l’opération de permutation (sous Matlab) sur un 
exemple d’un bloc ܤܵ exprimé en bits de taille ܾܶ ൌ 8 bits et dont les indices varis par ordre 
de 1 à 8 (ce choix est judicieux pour bien illustrer la permutation). Nous avons pris ݎ݌ ൌ 1, et 
nous avons utilisé 4 paramètres de contrôle ܾ, comme indiqué ci dessous: 
 
ܾ ൌ ሾ6 , 1, 5, 7ሿ; 
ܾܶ ൌ 8; 
݉݊ ൌ 1: ܾܶ 
݂݋ݎ ܾ݅݊ ൌ 1: ܾ݊ 
ܾ ൌ ܭ݌௝ሺܾ݅݊ሻ 
݉݊ ൌ ݌݁ݎܾ݉݋ݔݒ݁ܿݐ݋ݎሺ݉݊, ܾܶ, ܾ, 1ሻ; 
݁݊݀ 
 
 
 
 
 
 
 
 
Fig. 3.7: Exemple d’application de l’opération de permutation sur un bloc de 8 bits 
2.3.1.4 Couche de permutation basée sur la carte chaotique 2‐D cat.  
  Nous donnons ci‐dessous  l’équation courante de  la carte chaotique 2‐D cat, utilisée 
pour  l’opération  de    permutation  [Fridrich,  1998],  ensuite,  nous  présentons  l’équation 
modifiée  de  cette  même  carte  qui  permet  une  implémentation  en  Matlab  très  efficace 
(pratiquement mille fois plus rapide) par rapport à l’implémentation courante. Ce résultat est 
valable aussi pour toutes les cartes chaotiques 2‐D (par exemple la carte chaotique standard 
utilisée par la suite). 
                          ݉݊ ൌ ݉ 
ܾ݅݊ ൌ 1, ݉݊ 
ܾ݅݊ ൌ 2, ݉݊ 
ܾ݅݊ ൌ 3, ݉݊ 
ܾ݅݊ ൌ 4, ݉݊ 
ܽ ൌ 16
ܽ ൌ 31
ܽ ൌ 129
ܽ ൌ 5
ܾ 6
ܾ 1
ܾ ൌ 5
ܾ 7
1  2 3 4 5 6 7 8 
2  3 4 6 7 8 5 1 
7  6 5 3 2 1 4 8 
3  6 8 5 4 2 7 1 
4  7 1 6 5 3 8 2 
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L’équation de permutation utilisant  la  carte  chaotique  courante  cat, définie par  la matrice 
carrée ܣ଴ de taille ܯ ൈ  ܯ, est donnée par: 
                                              ൤
݅݊
݆݊൨ ൌ ܯ݋݀ ൬ܣ଴ ൈ ൤
݅
݆൨ ൅ ൤
ݎ݅ ൅ ݎ݆
ݎ݆ ൨ , ቂ
ܯ
ܯ
ቃ൰ ൅ ቀ1
1
ቁ                                         ሺ3.9ሻ 
où ሺ݅, ݆ሻ et ሺ݅݊, ݆݊ሻ sont les positions originales et permutées des éléments de la matrice carrée  
ܤܵ exprimée en bits de taille  ܯ ൈ  ܯ, et de forme 
 
                                                                       ܤܵ ൌ ቌ
ܾݏଵ,ଵ ڮ ܾݏଵ,ெ
ڭ ڰ ڭ
ܾݏெ,ଵ ڮ ܾݏெ,ெ
ቍ                                                   ሺ3.10ሻ 
Le rajout de ൅ ቀ1
1
ቁ dans l’équation cat, vient du fait que l’opération modulo peut engendrer 
la valeur (0, 0), ceci pose un problème dans l’implémentation Matlab car l’indice (0, 0) 
n’existe pas.  
La matrice ܣ଴ définie par : 
                                                                         ܣ଴ ൌ  ቂ
1 ݑ
ݒ 1 ൅ ݑ ൈ ݒ
ቃ                                                            ሺ3.11ሻ 
 
a pour déterminant la valeur   1, et donc la carte cat   est bijective, cʹest‐à‐dire, la position de 
chaque élément permuté est unique. Cependant, la carte cat nʹest pas une fonction inversible 
à cause de lʹopération modulo mais elle est réversible. 
Nous donnons ci‐dessous sous forme algorithmique le calcul  standard de la permutation:  
La permutation des valeurs des bits de la matrice ܤܵ se fait comme suit : 
Pour ݅ allant ݀݁ 1 à ܯ 
Pour ݆ allant ݀݁ 1 à ܯ 
 Calcul de la nouvelle position ሺ݅݊, ݆݊ሻ donnée par l’équation ci‐dessus (3.11) 
  Echange (Swap) du contenu de l’élément ሺ݅, ݆ሻ par celui de  ሺ݅݊, ݆݊ሻ.   
Ceci se résume ainsi : 
ܲ݋ݑݎ ݅ ݈݈ܽܽ݊ݐ ݀݁ 1 à ܯ
         ܲ݋ݑݎ ݆ ݈݈ܽܽ݊ݐ ݀݁ 1 à ܯ
                   ሺ݅݊, ݆݊ሻ ൌ ܿܽݐሺ݅, ݆, ݑ, ݒ, ݎ݅, ݎ݆ሻ 
                    ܶܽ݉݌ ൌ ܤܵሺ݅, ݆ሻ 
                    ܤܵሺ݅, ݆ሻ ൌ ܤܵሺ݅݊, ݆݊ሻ 
                   ܤܵሺ݅݊, ݆݊ሻ ൌ ܶܽ݉݌ 
          ܨ݅݊ ݆ 
ܨ݅݊ ݅ 
2.3.1.5 Equation modifiée de la carte cat  
Afin  d’accélérer  d’une  façon  considérable  le  processus  de  permutation  sur  les  bits  de  la 
matrice ܤܵ (# 1000 fois, en Matlab), nous proposons de mettre l’équation de la carte cat sous 
la forme suivante :  
                                                  ቂܯ݈݊
ܯܿ݊
ቃ ൌ ܯ݋݀ ቀܣ଴ ൈ ቂ
ܯ݈
ܯܿ
ቃ ൅ ቂݎ݈ ൅ ݎܿ
ݎܿ
ቃ , ቂܯ
ܯ
ቃቁ ൅ ቀ1
1
ቁ                            ሺ3.12ሻ 
où ܯ݈, et ܯܿ sont les matrices carrées, respectivement ligne et colonne données par : 
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ܯ݈ ൌ ൥
1 ڮ 1
ڭ ڰ ڭ
ܯ ڮ ܯ
൩,        ܯܿ ൌ ൥
1 ڮ ܯ
ڭ ڰ ڭ
1 ڮ ܯ
൩ 
Les  nouvelles  matrices  ligne  ܯ݈݊  et  colonne  ܯܿ݊  permettent  de  calculer  la  matrice  ݅݊݀ 
(indices linéaires : valeurs entières comprises entre 1 et M) indiquant les positions des bits à 
permuter de la matrice ܤܵ. La matrice ݅݊݀ est donnée par la fonction Matlab suivante : 
 
 ݅݊݀ ൌ  ݏݑܾ2݅݊݀ሺሾܯ ܯሿ, ܯ݈݊, ܯܿ݊ሻ, soit ݅݊݀ ൌ ሺܯ݈݊ െ 1ሻ ൅ ሺܯܿ݊ െ 1ሻ ൈ ܯ+1. 
Enfin, la matrice ܤܲ des bits permutés s’obtient par l’équation suivante : ܤܲ ൌ ܤܵሺ݅݊݀ሻ. 
 
Afin  d’illustrer  la méthode,  nous  donnons  ci‐dessous  (voire  figure  3.8)  un  exemple  sous 
Matlab, dans  le cas   ܯ ൌ 4, ݑ ൌ 3, ݒ ൌ 2, ݎ݈ ൌ 2, ݎܿ ൌ 3, ݎ݌ ൌ 1,  les valeurs des différentes 
matrices : 
ܯ݈݊, ܯܿ݊  résultats  du  processus  de  permutation  des  matrices  initiales ܯ݈, ܯܿ,  puis  la 
matrice ݅݊݀, ensuite, la matrice ܤܲ, résultat, de la permutation des bits de la matrice ܤܵ. 
Sur  la figure 3.9 suivante, nous représentons  le temps moyen de calcul (en secondes), pour 
1000  clés  dynamiques  différentes  et  pour  différentes  taille  ܯ  des  matrices  carrées,  de 
l’opération de permutation par  la carte cat usuelle et celle modifiée (ainsi que pour  la carte 
standard et sa version modifiée présentées plus loin dans le 3ème crypto‐système).  
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ܯܿ݊ ܯ݈݊ 
݅݊݀ 
ܤܲ ൌ ܤܵሺ݅݊݀ሻ 
 
 
2  1  4  3    1  4  3  2 
3  2  1  4    3  2  1  4 
4  3  2  1    1  4  3  2 
1  4  3  2    3  2  1  4 
 
 
 
 
 
2,1  1,4  4,3  3,2    2  13  12  7 
3,3  2,2  1,1  4,4    11  6  1  16 
4,1  3,4  2,3  1,2    4  15  10  5 
1,3  4,2  3,1  2,4    9  8  3  14 
 
 
bs11(1)  bs12(5)  bs13(9)  bs14(13)    bs21(2)  bs14(13)  bs43(12)  bs32(7) 
bs21(2)  bs22(6)  bs23(10)  bs24(14)    bs33(11)  bs22(6)  bs11(1)  bs44(16) 
bs31(3)  bs32(7)  bs33(11)  bs34(15)    bs41(4)  bs34(15)  bs23(10)  bs12(5) 
bs41(4)  bs42(8)  bs43(12)  bs44(16)    bs13(9)  bs42(8)  bs31(3)  bs24(14) 
 
 
 
Fig. 3.8: Exemple des valeurs des différentes matrices impliquées dans le processus de 
permutation. 
 
ܤܵ 
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Fig. 3.9: Temps moyen de calcul en secondes, pour 1000 clés différentes, de l’opération de 
permutation de deux cartes chaotiques cat et standard en fonction de la taille M 
3.3.2 Description du processus de déchiffrement 
Dans  le processus de déchiffrement nous  réalisons  les  transformations  inverses appliquées 
sur  le bloc  chiffré, dans  lʹordre  inverse du  chiffrement,  afin de  retrouver  l’information  en 
claire.  Nous détaillons ci‐dessous ces différentes transformations inverses.   
Remarque : L’influence des erreurs de  transmission dans  le bloc chiffré après  transmission 
sur  le processus de déchiffrement dépend,  rappelons  le,   du mode cryptographique  (CBC, 
CFB, OFB, CTR, etc.) utilisé. 
2.3.2.1 Couche de permutation inverse basée sur l’équation inverse de la carte chaotique skew tent. 
L’équation de permutation inverse de la carte chaotique skew tente appliquée sur les indices 
du bloc  chiffré de  taille  ܾܶ  (ceci  suppose qu’une opération de  conversion décimal binaire 
« dec2bin » a eu lieu avant sur le bloc chiffré) est donnée par [Tang et al, 2010] : 
            ݅݉݊ ൌ ܲିଵ௕ೕ,೔  ሺ݉ሻ ൌ
ە
ۖ
۔
ۖ
ۓ ߞ1         ݏ݅   ߠሺ݉ሻ ൌ ݉  ݁ݐ ቆ
ߞ1
௝ܾ,௜
ቇ ൐ ቆ
ܾܶ –  ߞ2
ܾܶ െ ௝ܾ,௜
ቇ
 ߞ2         ݏ݅    ߠሺ݉ሻ ൌ ݉  ݁ݐ ቆ
ߞ1
௝ܾ,௜
ቇ ൑ ቆ
ܾܶ –  ߞ2
ܾܶ െ ௝ܾ,௜
ቇ
ߞ3 ൌ ߞ1                           ݏ݅   ߠሺ݉ሻ ൌ ݉ ൅ 1 
                            ሺ3.13ሻ  
où : 
ߞ1 ൌ ݈ܿ݁݅ ቈቆ ௝ܾ,௜
ܾܶ
ቇ ൈ ݉቉ ,    ߞ2 ൌ ݂݈݋݋ݎ ቈቆ ௝ܾ,௜
ܾܶ
െ 1ቇ ൈ ݉ ൅ ܾܶ቉ 
ߞ3 ൌ ݂݈݋݋ݎሾቆ ௝ܾ,௜
ܾܶ
ቇ ൈ ݉ሿ,   ߠሺ݉ሻ ൌ ݉ ൅ ߞ1 െ  ߞ3 ൅ 1  
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Avec :  ݅݉݊ א ሼ1, ڮ , ܾܶሽ est l’indice inverse de permutation de l’indice de permutation ݉݊ du 
chiffrement,  ݉ א ሼ1, ڮ , ܾܶሽ  est  l’indice  d’entrée,  ௝ܾ,௜ א ሼ1, ڮ , ܾܶሽ ݁ݐ ݅ ൌ ܾ݊, ܾ݊ െ 1, ڮ ,2, 1  où, 
ܾ݊ est le nombre de paramètres de contrôle utilisés dans la fonction inverse de permutation. 
 Pour  chaque  paramètre  de  contrôle  ௝ܾ,௜    ݅ ൌ ܾ݊, ܾ݊ െ 1, ڮ ,2, 1,  l’équation  inverse  de 
permutation est itérée ݎ݌ fois, sur le bloc sous traitement, donc au total pour une itération ݆, 
l’équation inverse de permutation est exécutée ܾ݊ ൈ ݎ݌ fois. 
Sous  forme  algorithmique,  l’opération  inverse  de  permutation  réalisée  par  l’équation  ci‐
dessus se décrit comme suit : 
Entrée :  ܭ݌௝ ൌ  ሾ ௝ܾ,ଵ|| ௝ܾ,ଶ || … || ௝ܾ,௡௕ሿ, ݆ ൌ ݎ, ݎ െ 1, … ,1 ݁ݐ 1 ൑ ௝ܾ,௜ ൑ ܾܶ, ݎ݌ 
Sortie :  ݅݉݊ 
Pour ݅ݐܾ allant ݀݁ 1 à ܾܶ 
  ݉ሺ݅ݐܾሻ ൌ  ݅ݐܾ 
        Pour ܾ݅݊ allant ݀݁ ܾ݊  à 1  
                   Pour ݅ݐݎ allant ݀݁ 1 à ݎ݌ 
                             ߞ1 ൌ ඄൬
ܾሺܾ݅݊ሻ
ܾܶ
൰ ൈ ݉ඈ 
                             ߞ2 ൌ ඌ൬
ܾሺܾ݅݊ሻ
ܾܶ
െ 1൰ ൈ ݉ ൅ ܾܶඐ 
                             ߞ3 ൌ ඌ൬
ܾሺܾ݅݊ሻ
ܾܶ
൰ ൈ ݉ඐ 
                             ߠሺ݉ሻ ൌ ݉ ൅ ߞ1 െ  ߞ3 ൅ 1 
                           ܵ݅   ߠሺ݉ሻ ൌ ݉  ݁ݐ ൬
ߞ1
ܾሺܾ݅݊ሻ
൰ ൐ ൬
ܾܶ –  ߞ2
ܾܶ െ ܾሺܾ݅݊ሻ
൰ 
                                  ݅݉݊ሺ݅ݐܾሻ ൌ  ߞ1   
                           ܵ݅ ݊݋݊    ߠሺ݉ሻ ൌ ݉  ݁ݐ ൬
ߞ1
ܾሺܾ݅݊ሻ
൰ ൑ ൬
ܾܶ –  ߞ2
ܾܶ െ ܾሺܾ݅݊ሻ
൰ 
                                  ݅݉݊ሺ݅ݐܾሻ ൌ  ߞ2   
                           ܵ݅ ݊݋݊   ߠሺ݉ሻ ൌ ݉ ൅ 1 
                                   ݅݉݊ሺ݅ݐܾሻ ൌ  ߞ3   
                          ܨ݅݊ ݏ݅ 
              ܨ݅݊ ݅ݐݎ 
       ܨ݅݊ ܾ݅݊ 
ܨ݅݊ ݅ݐb 
Fig. 3.10: Pseudo code de  l’opération inverse de permutation  
En  langage  Matlab,  l’opération  inverse  de  permutation  s’effectue  d’une  manière  efficace 
comme suit : 
Etant donnée la taille du blocܾܶ, par exemple ܾܶ ൌ 256; 
ݎ݌ ൌ 1;  
݉ ൌ 1 : ܾܶ 
݂݋ݎ  ܾ݅݊ ൌ ܾ݊: െ1: 1 
            ܾ ൌ ܭ݌௝ሺܾ݅݊ሻ 
           ݅݉݊ ൌ ݅݊ݒ݁ݎݏ݁݌݁ݎܾ݉݋ݔݒ݁ܿݐ݋ݎሺ݉, ܾܶ, ܾ, ݎ݌ሻ; 
End 
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La fonction Matlab ݅݊ݒ݁ݎݏ݁݌݁ݎܾ݉݋ݔݒ݁ܿݐ݋ݎ est décrite sous‐dessous : 
 
݂ݑ݊ܿݐ݅݋݊ ݅݉݊ ൌ ݅݊ݒ݁ݎݏ݁݌݁ݎܾ݉݋ݔݒ݁ܿݐ݋ݎሺ݉, ܾܶ, ܾ, ݎ݌ሻ
    ݂݋ݎ ݅ݐݎ ൌ 1: ݎ݌ 
         ݏ݅݃݉ܽ1 ൌ ݂݈݋݋ݎሺሺܾ כ ݉ሻ/ܾܶሻ; 
         ݏ݅݃݉ܽ2 ൌ ݈ܿ݁݅ሺሺሺܾ/ܾܶሻ െ 1ሻ כ ݉ ൅ ܾܶሻ; 
         ݏ݅݃݉ܽ3 ൌ ݈ܿ݁݅ሺሺܾ כ ݉ሻ/ܾܶሻ; 
         ݏ ൌ ݉ ൅ ݏ݅݃݉ܽ1 െ ݏ݅݃݉ܽ3 ൅ 1;  
         ݀1 ൌ ݂݅݊݀ሺݏ ൌൌ ݉ሻ;  
         ݀2 ൌ ݂݅݊݀ሺݏ݅݃݉ܽ1ሺ݀1ሻ/ܾ ൐ ሺܾܶ െ ݏ݅݃݉ܽ2ሺ݀1ሻሻ/ሺܾܶ െ ܾሻሻ; 
        ݅݉݊ሺ݀1ሺ݀2ሻሻ ൌ ݏ݅݃݉ܽ1ሺ݀1ሺ݀2ሻሻ; 
         ݀3 ൌ ݂݅݊݀ሺݏ݅݃݉ܽ1ሺ݀1ሻ/ܾ ൏ൌ ሺܾܶ െ ݏ݅݃݉ܽ2ሺ݀1ሻሻ/ሺܾܶ െ ܾሻሻ; 
        ݅݉݊ሺ݀1ሺ݀3ሻሻ ൌ ݏ݅݃݉ܽ2ሺ݀1ሺ݀3ሻሻ; 
        ݀4 ൌ ݂݅݊݀ሺݏ~ ൌ ݉ሻ; 
        ݅݉݊ሺ݀4ሻ ൌ ݏ݅݃݉ܽ3ሺ݀4ሻ ;    
        ݉ ൌ ݅݉݊; 
݁݊݀ 
 
Nous illustrons ci‐dessous (voire figure 3.11) le calcul de l’indice inverse de permutation ݅݉݊ 
(sous Matlab) sur un exemple d’un bloc de  taille ܾܶ ൌ 8 bits et dont les indices de départ ݉ 
varis  par  ordre  de  1  à  8.  Evidemment,  on  se  place  dans  les mêmes  conditions  que  dans 
l’exemple du calcul de l’indice  ݉ de permutation.  
ܾ ൌ ሾ6 , 1, 5, 7ሿ;  
ܾܶ ൌ 8; 
݅݉݊ ൌ 1: ܾܶ 
݂݋ݎ ܾ݅݊ ൌ ܾ݊: െ1: 1 
݅݉݊ ൌ ݅݊ݒ݁ݎݏ݁݌݁ݎܾ݉݋ݔݒ݁ܿݐ݋ݎሺ݉, ܾܶ, ܾሺܾ݅݊ሻ,1ሻ; 
݁݊݀ 
 
 
 
 
 
 
 
 
Fig. 3.11: Exemple de calcul de l’indice inverse de permutation  sur un bloc de 8 bits 
Ci‐dessous, dans  la  figure  3.12    en  combinant  les  résultats de deux  exemples  précédents, 
nous  montrons  l’exactitude  des  procédures  de  permutation  et  de  permutations  inverse 
réalisées sous Matlab. 
                          ݉
ܾ݅݊ ൌ 4, ݅݉݊
ܾ݅݊ ൌ 3, ݅݉݊
ܾ݅݊ ൌ 2, ݅݉݊
ܾ݅݊ ൌ 1, ݅݉݊
ܽ ൌ 16
ܽ ൌ 31
ܽ ൌ 129
ܽ ൌ 5
ܾ ൌ 7
ܾ ൌ 5
ܾ ൌ 1
ܾ ൌ 6
8  1 2 3 4 5 6 7 
5  8 1 7 2 3 6 4 
4  1 8 2 7 6 3 5 
3  8 6 1 5 4 2 7 
1  2 3 4 5 6 7 8 
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Fig. 3.12: Exemple de réalisation de l’opération de permutation  et permutation inverse sur 
un bloc de 8 bits 
2.3.2.2 Couche de permutation réversible basée sur la carte chaotique 2‐D cat usuelle.  
Nous  avons  déjà  signalé  que  la  carte  chaotique  2‐D  cat  nʹest  pas  une  fonction 
inversible  à  cause de  lʹopération modulo mais  elle  est  retournable. Donc, pour  réaliser  la 
permutation inverse par l’équation usuelle  de la carte chaotique 2‐D cat, il suffit d’utiliser la 
même  équation  mais  de  commencer  le  calcul  des  indices  ሺ݅݊, ݆݊ሻ  à  partir  des  indices 
ሺ݅, ݆ሻ pour  ݅ ݈݈ܽܽ݊ݐ ݀݁ ܯ à 1, et ݆ ݈݈ܽܽ݊ݐ ݀݁ ܯ à 1.  
   
Nous donnons ci‐dessous sous forme algorithmique le calcul de la permutation retournable  
(cas où : ݎ݌ ൌ 1ሻ 
La permutation inverse des valeurs des bits de la matrice ܤܲ se fait comme suit : 
Pour ݅  ݈݈ܽܽ݊ݐ ݀݁ ܯ à 1 
         Pour ݆  ݈݈ܽܽ݊ݐ ݀݁ ܯ à 1 
             Calcul de la nouvelle position ሺ݅݊, ݆݊ሻ donnée par l’équation de la carte cat‐2D usuelle  
              Echange (Swap) du contenu de l’élément ሺ݅, ݆ሻ par celui de  ሺ݅݊, ݆݊ሻ.   
 
 
 
݅݊݀݅ܿ݁ ݀݁ ݌݁ݎ݉ݑݐܽݐ݅݋݊: ݉݊ 
ܤܵ 
ܤܲ ൌ ܤܵሺ݉݊ሻ 
݅݊݀݅ܿ݁ ݅݊ݒ݁ݎݏ݁  
݀݁ ݌݁ݎ݉ݑݐܽݐ݅݋݊ݏ݁ ׷ ݅݉݊ 
ܤܵ ൌ ܤܲሺ݅݉݊ሻ 
4  7 1 6 5 3 8 2 
ܾݏሺ4ሻ  ܾݏሺ7ሻ ܾݏሺ1ሻ ܾݏሺ6ሻ ܾݏሺ5ሻ ܾݏሺ3ሻ ܾݏሺ8ሻ  ܾݏሺ2ሻ 
3  8 6 1 5 4 2 7 
ܾݏሺ1ሻ  ܾݏሺ2ሻ ܾݏሺ3ሻ ܾݏሺ4ሻ ܾݏሺ5ሻ ܾݏሺ6ሻ ܾݏሺ7ሻ  ܾݏሺ8ሻ 
ܾݏሺ1ሻ  ܾݏሺ2ሻ ܾݏሺ3ሻ ܾݏሺ4ሻ ܾݏሺ5ሻ ܾݏሺ6ሻ ܾݏሺ7ሻ  ܾݏሺ8ሻ 
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Ceci se résume ainsi : 
 
ܲ݋ݑݎ ݅  ݈݈ܽܽ݊ݐ ݀݁ ܯ à 1 
          ܲ݋ݑݎ ݆ ݈݈ܽܽ݊ݐ ݀݁ ܯ à 1 
                    ሺ݅݊, ݆݊ሻ ൌ ܿܽݐሺ݅, ݆, ݑ, ݒ, ݎ݅, ݎ݆ሻ 
                     ܶܽ݉݌ ൌ ܤܲሺ݅, ݆ሻ 
                     ܤܲሺ݅, ݆ሻ ൌ ܤܲሺ݅݊, ݆݊ሻ 
                     ܤܲሺ݅݊, ݆݊ሻ ൌ ܶܽ݉݌ 
           ܨ݅݊ ݅ 
ܨ݅݊ ݆ 
 
Ci‐dessous,  dans  la  figure  3.13  nous montrons  sur  un  exemple  numérique  (sous Matlab) 
d’abord, le résultat BP de l’opération de permutation sur la matrice BS (cas où M=2), puis le 
résultat BS de la permutation inverse (retournable) sur la matrice BP. On voit clairement que, 
en fin de l’opération de permutation retournable, on retrouve la matrice BS. 
 
Fig. 3.13: Exemple de réalisation de l’opération de permutation  et permutation retournable 
utilisant la carte chaotique 2‐D usuelle sur une matrice carrée de taille M=2.  
2.3.2.3 Equation modifiée de la carte cat‐2D  pour le processus de permutation inverse : 
D’abord,  nous  calculons  la  matrice  carrée    ݅݊݀  de  la  même  manière  et  dans  les  mêmes 
conditions que dans le cas de la permutation directe. Ensuite, nous calculons, à partir de  la 
matrice  ݅݊݀,  la matrice  indice de permutation  inverse    ݅݊݀݅݊ݒ par :    ݅݊݀݅݊ݒሾ݅݊݀ሺ݅ሻሿ ൌ ݅ qui 
nous  permet  de  retrouver  la  matrice  des  bits  substitués  ܤܵ  par : ܤܵ ൌ  ܤܲሺ݅݊݀݅݊ݒሻԢ  (ܺԢ 
signifie une opération de transposition sur ܺ). 
 
 
 
ܾ  ܽ 
ܿ  ݀ 
ܾ  ݀
ܿ  ܽ
ܾ ݀
ܿ ܽ
ܽ  ݀ 
ܿ  ܾ 
ܽ  ܾ 
ܿ  ݀ 
ܤܲ 
ܤܵ 
ܤܵ 
ܾ ܽ
ܿ ݀
ܾ  ݀
ܿ  ܽ
ܽ  ܾ 
ܿ  ݀ 
ܾ  ݀ 
ܿ  ܽ 
ሺ2,2ሻ ൏ൌൌ൐ ሺ1,1ሻ      ሺ2,1ሻ ൏ൌൌ൐ ሺ2,1ሻ ሺ1,2ሻ ൏ൌൌ൐ ሺ2,2ሻ        ሺ1,1ሻ ൏ൌൌ൐ ሺ1,2ሻ
ሺ1,1ሻ ൏ൌൌ൐ ሺ1,2ሻ            ሺ1,2ሻ ൏ൌൌ൐ ሺ2,2ሻ ሺ2,1ሻ ൏ൌൌ൐ ሺ2,1ሻ         ሺ2,2ሻ ൏ൌൌ൐ ሺ1,1ሻ
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Sous Matlab, les différents calculs se réalisent comme suit : 
% Conversion de la matrice carrée ݅݊݀ en un vecteur ligne de taille (1, ܯ^2) 
݅݊݀ ൌ ݎ݁ݏ݄ܽ݌݁ሺ݅݊݀, 1, ܯ^2ሻ; 
% Calcul du vecteur ligne indice de permutation inverse  ݅݊݀݅݊ݒ 
݂݋ݎ ݅ ൌ  1 ׷ 1: ሺܯ^2ሻ 
    ݅݊݀݅݊ݒሺ݅݊݀ሺ݅ሻሻ  ൌ  ݅ ; 
݁݊݀ 
% Conversion du vecteur ligne indice de permutation 
 %inverse  ݅݊݀݅݊ݒ en une matrice carrée de taille ሺܯ, ܯሻ 
݅݊݀݅݊ݒ ൌ ݎ݁ݏ݄ܽ݌݁ሺ݅݊݀݅݊ݒ, ܯ, ܯሻ; 
% Calcul de la matrice ܤܵ des bits substitués par  
ܤܵ ൌ  ܤܲሺ݅݊݀݅݊ݒሻ′; 
end 
 
 Afin d’illustrer le processus de permutation et de permutation inverse réalisé par l’équation 
de  la carte cat 2‐D   modifiée, nous donnons ci‐dessous  (voire  figure 3.14) un exemple sous 
Matlab, dans  le  cas ܯ ൌ 4, ݑ ൌ 3, ݒ ൌ 2, ݎ݅ ൌ 2, ݎ݆ ൌ 3, ݎ݌ ൌ 1,  les  valeurs des différentes 
matrices : 
݅݊݀݅ܿ݁ ݅݊݅ݐ݈݅ܽ݁ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
݅݊݀ 2 11 4 9 13 6 15 8 12 1 10 3 7 16 5 14 
݅݊݀݅݊ݒ 10 1 12 3 15 6 13 8 4 11 2 9 5 16 7 14 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.14: Exemple de calcul, par l’équation la carte cat modifiées, des différentes matrices 
impliquées dans le  processus de permutation et de permutation inverse  
 
 
bsଵଵሺ1ሻ bsଵଶሺ5ሻ bsଵଷሺ9ሻ bsଵସሺ13ሻ
bsଶଵሺ2ሻ bsଶଶሺ6ሻ bsଶଷሺ10ሻbsଶସሺ14ሻ
bsଷଵሺ3ሻ bsଷଶሺ7ሻ bsଷଷሺ11ሻbsଷସሺ15ሻ
bsସଵሺ4ሻ bsସଶሺ8ሻ bsସଷሺ12ሻbsସସሺ16ሻ
bsଶଵሺ2ሻ bsଵସሺ13ሻbsସଷሺ12ሻ bsଷଶሺ7ሻ 
bsଷଷሺ11ሻ bsଶଶሺ6ሻ bsଵଵሺ1ሻ bsସସሺ16ሻ
bsସଵሺ4ሻ bsଷସሺ15ሻbsଶଷሺ10ሻ bsଵଶሺ5ሻ 
bsଵଷሺ9ሻ bsସଶሺ8ሻ bsଷଵሺ3ሻ bsଶସሺ14ሻ
bsଵଵሺ1ሻ bsଵଶሺ5ሻ bsଵଷሺ9ሻ bsଵସሺ13ሻ
bsଶଵሺ2ሻ bsଶଶሺ6ሻ bsଶଷሺ10ሻbsଶସሺ14ሻ
bsଷଵሺ3ሻ bsଷଶሺ7ሻ bsଷଷሺ11ሻbsଷସሺ15ሻ
bsସଵሺ4ሻ bsସଶሺ8ሻ bsସଷሺ12ሻbsସସሺ16ሻ
2  13  12  7 
11  6  1  16 
4  15  10  5 
9  8  3  14 
10  15  4  5 
1  6  11  16 
12  13  2  7 
3  8  9  14 
1  5  9  13 
2  6  10  14 
3  7  11  15 
4  8  12  16 
 ݅݊݀ 
݅݊݀݅݊ݒ 
Matrice  initiale  ܤܵ
ܤܲ ൌ ܤܵሺ݅݊݀ሻ 
ܤܵ ൌ ܤܲሺ݅݊݀݅݊ݒሻԢ 
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2.3.2.4 Couche de substitution inverse basée sur la carte chaotique skew tent  
Avant d’appliquer l’équation de substitution inverse de la carte chaotique skew tente, nous 
procédons  à  une  opération  de  conversion  binaire  décimal  «bin2dec»  sur  le  bloc  
ܤܵൌሺ݅݉݊ሻ puis nous augmentons de   1 chaque valeur du bloc ܤܵ, soit ܤܵ1 ൌ ܤܵ ൅ 1, avec  
ܤܵ1 א ሼ1, ڮ , ܳሽ, pour former le bloc d’entrée de l’équation de substitution inverse. Puis, une 
fois l’opération de substitution inverse est terminée, nous retranchons 1 de chaque valeur du 
bloc résultat, qui n’est autre que le bloc ܤܣ1, pour former le bloc ܤܣ ൌ ܤܣ1 െ 1, entrée de la 
couche d’addition inverse.  
L’équation de substitution inverse est donnée par : 
   ܤܣ1 ൌ ܵ௔ೕ,೔
ିଵ  ሺܤܵ1ሻ ൌ
ە
ۖ
۔
ۖ
ۓ ߞ1         ݏ݅   ߠሺܤܵ1ሻ ൌ ܤܵ1   ݁ݐ   ቆ
ߞ1
௝ܽ,௜
ቇ ൐ ቆ
ܳ –  ߞ2
ܳ െ ௝ܽ,௜
ቇ
 ߞ2       ݏ݅       ߠሺܤܵ1ሻ ൌ ܤܵ1  ݁ݐ  ቆ
ߞ1
௝ܽ,௜
ቇ ൑ ቆ
ܳ –  ߞ2
ܳ െ ௝ܽ,௜
ቇ
ߞ3 ൌ ߞ1                                ݏ݅           ߠሺܤܵ1ሻ ൌ ܤܵ1 ൅ 1 
                          ሺ3.14ሻ   
où :  
ߞ1 ൌ ݈ܿ݁݅ ቂቀ
௔ೕ,೔
ொ
ቁ ൈ ܤܵ1ቃ , ߞ2 ൌ ݂݈݋݋ݎ ቂቀ
௔ೕ,೔
ொ
െ 1ቁ ൈ ܤܵ1 ൅ ܳቃ ,  ߞ3 ൌ ݂݈݋݋ݎሾቀ
௔ೕ,೔
ொ
ቁ ൈ ܤܵ1ሿ 
ߠሺܤܵ1ሻ ൌ ܤܵ1 ൅ ߞ1 െ  ߞ3 ൅ 1  
   
Et,    ௝ܽ,௜ א ሼ1, ڮ , ܳሽ ݁ݐ ݅ ൌ ݊ܽ, ݊ܽ െ 1 …  2,1  (݊ܽ,  rappelons  le est  le nombre de paramètres de 
contrôle utilisé dans  la  fonction de  substitution  inverse). Aussi pour  chaque paramètre de 
contrôle  ௝ܽ,௜   ݅ ൌ ݊ܽ, ݊ܽ െ 1, … ,2,1,    l’équation de substitution   inverse est itérée ݎݏ fois, donc 
au  total,  pour  une  itération  ݆ ൌ ݎ, ڮ ,2,1  donnée,  la  fonction  de  substitution  inverse  est 
exécutée ݊ܽ ൈ ݎݏ fois.  
 
Sous forme algorithmique l’opération de substitution inverse réalisée par l’équation ci‐
dessus se décrit comme suit : 
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Entrée : ܤܵ1, ܭݏ௝ ൌ  ൣ ௝ܽ,ଵ|| … ||ܽ௝,ଶ|| ௝ܽ,௡௔ ൧, ݆ ൌ ݎ, ݎ െ 1, ڮ ,2,1 ݁ݐ 1 ൑ ௝ܽ,௜ ൑ ܳ, ݎݏ 
Sortie :  ܤܣ 
Pour ݅݊ܽ allant ݀݁ ݊ܽ à 1 
          Pour ݅ݐ݋ allant ݀݁ 1 à ܾܶ݋ 
                      Pour ݅ݐݎ allant ݀݁ 1 à ݎݏ 
                                  ߞ1 ൌ ඄൬
ܽሺ݅݊ܽሻ
ܳ
൰ ൈ ܤܵ1ሺ݅ݐ݋ሻඈ 
                                  ߞ2 ൌ ඌ൬
ܽሺ݅݊ܽሻ
ܳ
െ 1൰ ൈ ܤܵ1ሺ݅ݐ݋ሻ ൅ ܳඐ 
                                  ߞ3 ൌ ඌ൬
ܽሺ݅݊ܽሻ
ܳ
൰ ൈ ܤܵ1ሺ݅ݐ݋ሻඐ 
                                  ߠሺܤܵ1ሺ݅ݐ݋ሻሻ ൌ ܤܵ1ሺ݅ݐ݋ሻ ൅ ߞ1 െ  ߞ3 ൅ 1 
                                           ࡿ࢏    ߠሺܤܵ1ሺ݅ݐ݋ሻሻ ൌ ܤܵ1ሺ݅ݐ݋ሻ   ݁ݐ ൬
ߞ1
ܽሺ݅݊ܽሻ
൰ ൐ ൬
ܳ–  ߞ2
ܳ െ ܽሺ݅݊ܽሻ
൰ 
                                                         ܤܵ1ሺ݅ݐ݋ሻ  ൌ  ߞ1   
                                          ࡿ࢏ ࢔࢕࢔   ߠሺܤܵ1ሺ݅ݐ݋ሻሻ ൌ ܤܵ1ሺ݅ݐ݋ሻ    ݁ݐ ൬
ߞ1
ܽሺ݅݊ܽሻ
൰ ൑ ൬
ܳ –  ߞ2
ܳ െ ܾሺ݅݊ܽሻ
൰ 
                                                         ܤܵ1ሺ݅ݐ݋ሻ  ൌ  ߞ2   
                                       ࡿ࢏  ࢔࢕࢔   ߠሺܤܵ1ሺ݅ݐ݋ሻሻ ൌ ܤܵ1ሺ݅ݐ݋ሻ ൅ 1 
                                                          ܤܵ1ሺ݅ݐ݋ሻ  ൌ  ߞ3   
                                            ࡲ࢏࢔ ࡿ࢏ 
                              ܨ݅݊ ݅ݐݎ 
                 ܨ݅݊ ݅ݐ݋ 
ܨ݅݊ ݅݊ܽ 
ܤܣ ൌ  ܤܵ1 െ 1 
 
Fig. 3.15: Pseudo code de l’opération de substitution inverse  
En langage Matlab, l’opération de substitution  inverse précédente est réalisée efficacement 
comme suit : 
ܳ ൌ 256; 
ݎݏ ൌ 4;  
݂݋ݎ  ݅݊ܽ ൌ ݊ܽ: െ1: 1 
ܽ ൌ ܭݏ௝ሺ݅݊ܽሻ 
ܤܵ1 ൌ ݏݑܾܾ݋ݔݒ݁ܿݐ݋ݎ݅݊ݒ݁ݎݏ݁ሺܤܵ1, ܳ, ܽ, ݎݏሻ; 
end 
ܤܣ ൌ ܤܵ1 െ 1; 
 
La fonction Matlab ݏݑܾܾ݋ݔݒ݁ܿݐ݋ݎ݅݊ݒ݁ݎݏ݁  est décrite sous‐dessous: 
 
݂ݑ݊ܿݐ݅݋݊ ܵ ൌ ݅݊ݒ݁ݎݏ݁ݏݑܾܾ݋ݔݒ݁ܿݐ݋ݎሺܧ, ܳ, ܽ, ݎݏሻ
    ݂݋ݎ ݅ݐݎ ൌ 1: ݎݏ 
          ݏ݅݃݉ܽ1 ൌ ݂݈݋݋ݎሺሺܽ כ ܧሻ/ܳሻ; 
         ݏ݅݃݉ܽ2 ൌ ݈ܿ݁݅ሺሺሺܽ/ܳሻ െ 1ሻ כ ܧ ൅ ܳሻ; 
         ݏ݅݃݉ܽ3 ൌ ݈ܿ݁݅ሺሺܽ כ ܧሻ/ܳሻ; 
         ݎ݁ݏ ൌ ܧ ൅ ݏ݅݃݉ܽ1 െ ݏ݅݃݉ܽ3 ൅ 1;  
         ݀1 ൌ ݂݅݊݀ሺݎ݁ݏ ൌൌ ܧሻ;  
         ݀2 ൌ ݂݅݊݀ሺݏ݅݃݉ܽ1ሺ݀1ሻ/ܽ ൐ ሺܳ െ ݏ݅݃݉ܽ2ሺ݀1ሻሻ/ሺܳ െ ܽሻሻ; 
         ܵሺ݀1ሺ݀2ሻሻ ൌ ݏ݅݃݉ܽ1ሺ݀1ሺ݀2ሻሻ; 
         ݀3 ൌ ݂݅݊݀ሺݏ݅݃݉ܽ1ሺ݀1ሻ/ܽ ൏ൌ ሺܳ െ ݏ݅݃݉ܽ2ሺ݀1ሻሻ/ሺܳ െ ܽሻሻ; 
        ܵሺ݀1ሺ݀3ሻሻ ൌ ݏ݅݃݉ܽ2ሺ݀1ሺ݀3ሻሻ; 
       ݀4 ൌ ݂݅݊݀ሺݎ݁ݏ~ ൌ ݉ሻ; 
      ܵሺ݀4ሻ ൌ ݏ݅݃݉ܽ3ሺ݀4ሻ ;    
      ܧ ൌ ܵ; 
݁݊݀ 
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Nous  illustrons  ci‐dessous  (voire  figure  3.16)  l’opération  de  substitution  inverse  
(sous Matlab) sur un exemple d’un bloc ܤܵ1 de taille 8 octets et dont les valeurs entières sont 
le résultat de l’opération de substitution décrit en chiffrement. Pour cela, on se place dans les 
mêmes conditions lors de l’opération de substitution, soit : 
 ݎݏ ൌ 4 
ܽ ൌ ሾ16 , 31, 129, 5ሿ; 
ܳ ൌ 256; 
݂݋ݎ ݅݊ܽ ൌ ݊ܽ: െ1: 1 
ܤܵ1 ൌ ݏݑ݌ܾ݋ݔݒ݁ܿݐ݋ݎ݅݊ݒ݁ݎݏ݁ሺܤܵ1, 256, ܽሺ݅݊ܽሻ, 1ሻ; 
݁݊݀ 
ܤܣ ൌ ܤܵ1 െ 1 
 
 
 
 
 
 
 
 
  Fig. 3.16: Exemple d’application de l’opération de substitution inverse sur un bloc de 
8 octets. 
Ci‐dessous, (voire figure 3.17)  nous montrons l’exactitude des procédures de substitution et 
de substitution inverse réalisées sous Matlab. 
 
 
 
 
 
 
 
Fig. 3.17: Exemple de réalisation de l’opération de substitution  et substitution inverse sur un 
bloc de 8 octets. 
 
1  2 3 4 5 6 7  8 
16  32 48 64 80 96 112  128 
133  255 237 219 201 183 164  146 
248  3 39 75 111 148 186  222 
9  154 222 185 148 111 72  35 
8  153 221 184 147 110 71  34                           ܤܵ
݅݊ܽ ൌ 4, ܤܵ1
݅݊ܽ ൌ 3, ܤܵ1
݅݊ܽ ൌ 2, ܤܵ1
݅݊ܽ ൌ 1, ܤܣ1 ൌ ܤܵ1 
ܤܵ1 ൌ ܤܵ ൅ 1 
ܽ ൌ 16
ܽ ൌ 31
ܽ ൌ 129
ܽ ൌ 5
ܽ ൌ ሾ16 , 31, 129, 5ሿ
ܽ ൌ ሾ5, 129, 31, 16ሿ
1  2  3 4 5 6 7 8 
9  154 222 185 148 111 72 35 
1  2  3 4 5 6 7 8 
    ܤܣ1 
    ܤܵ1 ൌ ܵ௔ሺܤܣ1ሻ 
    ܤܣ1     ܤܣ1 ൌ ܵ௔
ିଵሺܤܵ1ሻ 
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2.3.2.5 Couche d’addition inverse des clés dynamiques 
Comme  nous  l’avons  déjà  signalé,  l’opération  inverse  utilisée  dans  le  processus  de  
déchiffrement pour le mélange des clés dynamiques est donnée par l’équation suivante : 
 
                                                ൜݉݋݀
ሾሺܱ െ ܭሻ , 2଼ሿ    ݏ݅ ݅ݐ ݁ݏݐ ݅݉݌ܽ݅ݎ
ܱ ْ ܭ                      ݏ݅ ݅ݐ ݁ݏݐ ݌ܽ݅ݎ
                                                        ሺ3.15ሻ 
 
3.3.3 Générateur des clés dynamiques 
Le  générateur  chaotique  utilisé  dans  ce  premier  crypto‐système  est  celui  décrit  de 
façon générale dans le chapitre 2, fig. 2.26 , Il dispose de 4 sorties en parallèles   ௜ܺ , ݅ ൌ 1, ڮ ,4. 
A partir de  ces  4  sorties, nous  calculons  le nombre d’itérations nécessaires du générateur 
pour chiffrer un bloc de taille ܾܶ bits. 
A  cet  effet,  définissons  dʹabord,  les  itérations  nécessaires  du  générateur  pour  le  régime 
transitoire  et  les  trois processus  impliqués dans  le  chiffrement/déchiffrement pour  chaque 
itération ݆. 
soit : 
ݐݎ : Le nombre d’itérations transitoires du générateur pour s’assurer de la sensibilité de la clé 
secrète.  
݊݅ݐܽ ൌ ܾܶ/ሺ4 ൈ ܰሻ :  Le  nombre  d’itérations  nécessaires  au  générateur  pour  le  processus 
d’addition des clés dynamiques.  
݊݅ݐݏ : Le nombre d’itérations nécessaires au générateur pour le processus de substitution. 
 ݊݅ݐ݌ : Le nombre d’itérations nécessaires au générateur pour  le processus de permutation, 
dans le cas de l’utilisation de la carte skew tent. 
݊݅ݐ݌  :  le nombre d’itérations nécessaires  au générateur pour  le processus de permutation, 
dans le cas de l’utilisation de la carte cat (ou standard). 
Dans le processus de chiffrement, initialement (pour le premier bloc à traiter) on fait 
marcher le générateur : ݐݎ ൅ ݊݅ݐܽ ൅ ݊݅ݐݏ ൅ ݊݅ݐ݌ itérations, puis arrêt. Les échantillons générés 
servent  alors  à  avoir  les  3  clés  dynamiques  nécessaires  pour  commencer  le  processus 
d’addition de clés, puis le processus de substitution et enfin le processus de permutation sur 
le premier bloc sous test. Une fois le dernier processus terminé (celui de la permutation), on 
fait marcher à nouveau le générateur à partir de son point d’arrêt, durant ݊݅ݐܽ ൅ ݊݅ݐݏ ൅ ݊݅ݐ݌ 
itérations et on recommence les trois processus comme précédemment sur le bloc déjà traité. 
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Les  trois  opérations  précédentes  sont  répétées  ݎ  fois  (à  chaque  fois  le  générateur  tourne 
durant ݊݅ݐܽ ൅ ݊݅ݐݏ ൅ ݊݅ݐ݌) pour avoir  le premier bloc chiffré. Donc,  le nombre d’itérations 
݊݅ݐ nécessaires au générateur pour chiffrer  le premier bloc de taille ܾܶ bits est : ݊݅ݐ1 ൌ ݐݎ ൅
ݎ ൈ ݊݅ݐ avec : ݊݅ݐ ൌ ሺ݊݅ݐܽ ൅ ݊݅ݐݏ ൅ ݊݅ݐ݌ሻ. Pour  les autres blocs de  l’image,  le  fonctionnement 
du générateur est  le même et donc  le nombre d’itérations nécessaires pour chiffrer chaque 
bloc est ݎ ൈ ݊݅ݐ. 
Dans le processus de déchiffrement, le nombre d’itérations nécessaires au générateur 
pour déchiffrer  le premier bloc de taille ܾܶ bits est aussi ݊݅ݐ1. La seule différence est qu’au 
déchiffrement  le générateur doit  fonctionner durant ݊݅ݐ1 avant de commencer  le processus 
de déchiffrement du premier bloc, ensuite de marcher ݎ ൈ ݊݅ݐ pour déchiffrer  le deuxième 
bloc, et ainsi de suite. 
Les différents paramètres de contrôle sont calculés comme suit : 
2.3.3.1 Paramètres d’addition  
Les paramètres nécessaires sont ܭ ௝ܽ,௜  , ݅ ൌ 1, ڮ , ݊݇ avec  ݊݇ ൌ ܾܶ/ܰ. 
Par exemple pour   ܾܶ ൌ 256, le nombre de paramètres nécessaires est ݊݇ ൌ 8, et donc , 
il faut ݊݅ݐܽ ൌ ܾܶ/ሺ4 ൈ ܰሻ ൌ 2 itérations du générateur pour calculer les 8 paramètres comme 
suit : la première itération permet de calculer : ܭ ௝ܽ,ଵ ൌ ଵܺ, ܭ ௝ܽ,ଶ ൌ ܺଶ, ܭ ௝ܽ,ଷ ൌ ܺଷ, ܭ ௝ܽ,ସ ൌ ܺସ 
et  la  deuxième  itération  permet  de  calculer  le  reste :  ܭ ௝ܽ,ହ ൌ ଵܺ, ܭ ௝ܽ,଺ ൌ ܺଶ, ܭ ௝ܽ,଻ ൌ ܺଷ,
ܭ ௝ܽ,଼ ൌ ܺସ. 
2.3.3.2 Paramètres de substitution  
Pour le processus de substitution, les paramètres nécessaires sont  ௝ܽ,௜  , ݅ ൌ 1, ڮ , ݊ܽ 
avec  1 ൑  ௝ܽ,௜  ൑  2଼ et ݊ܽ ൌ 4 (ce choix est un compromis entre l’efficacité de la substitution 
et le temps de calcul nécessaire). Une itération du générateur  ݊݅ݐݏ ൌ 1 est suffisante. 
 
 Les quatre paramètres sont calculés comme suit :  
                      
 
 
 
Avec 
  
 
 
 
 
 
 
௝ܽ,ଵ ൌ  ଵܱ ۩ܱଶ۩ ܱଷ ۩ ସܱ
௝ܽ,ଶ ൌ  ሺ ଵܱ  ר ܱଶ ሻ ש ሾሺ൓ ଵܱ ר ܱଷሻ۩ ସܱሿ  
௝ܽ,ଷ ൌ ሺ ଵܱ ר  ܱଷ ሻ ש ሺܱଶ ר ൓ܱଷሻ۩ ସܱ  
௝ܽ,ସ ൌ ሺ ܱଶ ר ସܱሻ۩ሺ ଵܱ ש ൓ܱଷሻ 
ଵܱ= ْ௟ୀଵସ ଵܶሺ݈ሻ 
 ܱଶ= ْ௟ୀଵସ ଶܶሺ݈ሻ 
 ܱଷ= ْ௟ୀଵସ ଷܶሺ݈ሻ 
ܱଷ= ْ௟ୀଵସ ସܶሺ݈ሻ 
௜ܶ ൌ ܶݕ݌݁ܿܽݏݐሺݑ݅݊ݐ32ሺ ௜ܺሺ݊ሻሻ, ᇱ ݑ݅݊ݐ8Ԣሻ, ݅ ൌ 1, 2, 3, 4 
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Où  ר est lʹopération logique ET  bit à bit, ൓ est lʹopération  logique de complément à 1 bit à 
bit, ש est l’opération OU bit à bit et ۩ est  lʹopération logique  OU exclusif bit à bit (XOR). 
La fonction ݐݕ݌݁ܿܽݏݐ permet d’extraire 4 octets à partir de chaque échantillon ௜ܺ, donc,  ௜ܶ est 
un vecteur composé de 4 octets. 
Rappelons‐le,  chaque  paramètre  est  itéré  ݎݏ ൌ 4  fois,  aussi,  ce  choix  s’inscrit  dans  la 
remarque précédente et résulte d’une étude expérimentale (voir ci‐dessous). 
2.3.3.3 Paramètres de permutation: 
Cas de la carte chaotique cat : 
Les  paramètres  dynamiques  ܭ݌௝,௜ , ݅ ൌ 1, ڮ , ݎ݌  nécessaires  pour  la  permutation  sont  pour 
chaque ݅ : ሼݑ, ݒ, ݎ݅, ݎ݆ሽ, avec  0 ൑ ݑ, ݒ, ݎ݅, ݎ݆ ൑ ܯ െ 1 ൌ 2௤ െ 1, où ݍ ൌ ݈݋݃ଶሺܯሻ est le nombre 
de  bits  nécessaire  pour  représenter    ݑ, ݒ, ݎ݅, ݎ݆.  Ici ܾܶ ൌ 2௜,  avec  ݅  entier  pair,  et  ܯ ൌ
√ܾܶ ൌ 2௜/ଶ. 
Pour les différents crypto‐systèmes réalisés, nous avons fixé ݎ݌ ൌ 1, ceci est suffisant, d’un 
point de vue de la sécurité, pour ce processus.  
Les différents paramètres, pour une itération ݆, sont calculés comme suit : 
 
 
 
 
 
Où ܯ݋݀ est lʹopération modulo définie par : ܯ݋݀ ሺܽ, ܾሻ  ൌ  ܽ െ ܾ ൈ   ݂݈݋݋ݎ ሺܽ/ܾሻ. 
Par  exemple  pour  ܾܶ ൌ 256  bits, ܯ ൌ 16,  alors  une  itération  du  générateur    ݊݅ݐ݌ ൌ 1  est 
suffisante. 
 
 Cas de la carte chaotique skew tent : 
Les paramètres nécessaires sont  ௝ܾ,௜  , ݅ ൌ 1, ڮ , ܾ݊ avec   1 ൑  ௝ܾ,௜  ൑  ܾܶ et ܾ݊ ൌ 4 (ce choix est 
un  compromis  entre  l’efficacité  de  la  permutation  et  le  temps  de  calcul  nécessaire). Une 
itération du générateur  ݊݅ݐ݌ ൌ 1 est suffisante. 
Les quatre paramètres sont calculés comme suit :  
 
ݑ௝ ൌ ݉݋݀ሺሺሺ ଵܱ ר ܱଶሻ ש ሺ൓ ଵܱ ר ܱଷሻሻ۩ ସܱ, ܯሻ
ݒ௝ ൌ  ݉݋݀ሺሺ ଵܱ ۩ܱଶ ْ ܱଷሻ ש ସܱሻ, ܯሻ 
ݎ ௝݅ ൌ ݉݋݀ሺሺ ଵܱ ר  ܱଶሻ  ש ሺ ଵܱ  ר  ܱଷሻ ש ሺܱଶ ר ସܱሻ, ܯሻ 
ݎ ௝݆ ൌ  ݉݋݀ሺሺܱଶ ۩ ଵܱሻ ש ሺܱଷ ר ൓ ସܱሻ, ܯሻ 
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Chaque paramètre de contrôle  ௝ܾ,௜   ݅ ൌ 1, 2, … , ܾ݊ est itéré sur le bloc sous traitement  ݎ݌ fois.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
௝ܾ,ଵ ൌ ݉݋݀ሺሺ൓ ଵܱ ר ܱଶሻ ש ሺ൓ ଵܱ ר ܱଷሻ۩ ସܱ, ܾܶሻ
௝ܾ,ଶ ൌ  ݉݋݀ሺܱଶ ۩ሺܱଷ ר ൓ ସܱሻ, ܾܶሻ 
௝ܾ,ଷ ൌ ݉݋݀ሺሺ൓ܱଶ ר  ܱଷሻ  ש ሺ൓ܱଶ  ר  ସܱሻ۩ ଵܱ, ܾܶሻ 
௝ܾ,ସ ൌ  ݉݋݀ሺܱଶ ۩ሺܱଷ ר ൓ ସܱሻ,ܾܶሻ
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3.4 Deuxième algorithme SPN‐2 proposé : 
Les  résultats obtenus  sur  le  temps de calcul pour  le chiffrement/déchiffrement du premier 
algorithme  SPN‐1  ont  montré  que    les  opérations  de  conversion  décimal  vers  binaire  et 
binaire  vers  décimal  consomment  pratiquement  52 %  du  temps  de  calcul  global  ().  Plus 
précisément,  l’opération  de  conversion  décimal  vers  binaire  (Dec2bin)  consomme 
pratiquement  45%  du  temps  de  chiffrement/déchiffrement  et  la  conversion  binaire  vers 
décimal  (Bin2dec)  consomme  approximativement  7%.  Afin  d’éviter  ces  opérations  de 
conversion dans la structure des crypto‐systèmes, il suffit d’appliquer la permutation sur les 
octets  et  non  sur  les  bits,  comme  cela  est  fait  dans  l’algorithme  AES.  Cependant,  la 
permutation  sur  les  octets  seulement  ne  permet  pas  de  réaliser  l’effet  d’avalanche  et  par 
conséquent la sécurité du crypto‐système devient faible. En effet, dans ce cas, le changement 
d’un bit dans un octet du texte en clair provoque seulement un changement des bits dans le 
même  octet  après plusieurs  opérations de  substitution/permutation.   Pour  cela,  et  afin de 
réaliser l’effet d’avalanche, le crypto‐système doit contenir une couche de diffusion après la 
couche de substitution. Par ailleurs, l’équation de diffusion peut se réaliser en parallèle, donc 
la diffusion est plus rapide que celle obtenue par une couche de permutation sur les bits. 
Dans  l’algorithme AES,  la couche de diffusion est réalisée par  la  technique MDS  (Maximal 
Distance Separable)  très couteuse en  temps de calcul, puisqu’elle consomme en elle‐même 
pratiquement  94%  du  temps  de  calcul  global.  Pour  cela,  dans  l’algorithme  SPN‐2,  nous 
proposons  l’utilisation de deux candidats (un à  la fois) en tant que couche de diffusion qui 
sont   plus rapides que la MDS et capables de fournir un nombre de branches linéaires plus 
grand que 5, valeur obtenue par la matrice MDS. Ainsi, le nombre r d’itérations nécessaires 
pour assurer la diffusion (et donc la sécurité) est plus petit.  
Plus le nombre de branches est grand, plus les performances de la couche de diffusion sont 
grandes. Le nombre de branches linéaires s’obtient expérimentalement à partir de la matrice 
de diffusion utilisée.  
Ces deux candidats sont : 
‐ Une matrice binaire, ayant une structure statique et utilisant seulement    l’opération 
logique ou exclusif [Kwon et al, 2003 ], [Aoki et al, 2001  ], [Koo et al, 2003],[Koo et al, 
2006]   
‐ Une carte chaotique cat à grande dimension possédant une structure dynamique et 
utilisant des opérations arithmétiques de multiplication et d’addition modulo [  Xiao 
et al, 2008]. 
Dans les deux cas de figures le calcul se fait en parallèle.   
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Nous  notons  par  SPN‐2‐1,  l’algorithme  SPN‐2,  utilisant  la  matrice  binaire  comme 
couche  de  diffusion  et  par  SPN‐2‐2,  l’algorithme  SPN‐2,  utilisant  la  carte  chaotique  cat  à 
grande dimension comme couche de diffusion. 
3.4.1 Description du crypto‐système proposé  
La  figure  3.18,  présente  la  structure du  crypto‐système  SPN‐2  proposé. Dans  cette 
structure,  nous  utilisons  les  mêmes  couches  d’addition  de  clé,  de  substitution  et  de 
permutation, à part que  la permutation dans ce crypto‐système est réalisée sur  les octets et 
non sur les bits comme c’est le cas du crypto‐système SPN‐1. Ceci afin d’éviter l’opération de 
conversion binaire vers  décimal, Bin2dec, consommatrice de temps de calcul. Ces différents 
processus ont été déjà détaillés dans le précédent crypto‐système. 
 
Fig. 3.18: Processus de chiffrement/déchiffrement du SPN‐2 
La différence majeure du SPN‐2, par rapport au SPN‐1 est dans la couche de diffusion 
que  contient  SPN‐2.  Pour  cela,  ce  crypto‐système  présente  une  forte  résistance  à  la 
cryptanalyse linéaire et différentielle comme nous le verrons plus loin.   Différentes couches 
Générateur Chaotique 
Substitution: Carte Skew tent 
Diffusion: Matrice de 
diffusion
Bloc de texte en clair
    Bloc chiffré 
ܭ ௝ܽ
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de diffusion sont étudiées et proposées, mais d’abord nous décrivons  la structure de  la clé  
de diffusion dynamique ܭ݀, dans les différents cas de figures. 
3.4.2 Structure de la clé  de diffusion dynamique Kd      
La couche de diffusion est construite au moyen d’une matrice de diffusion binaire ou 
à base d’une carte chaotique cat multidimensionnelle. Dans ce dernier cas, la longueur de la 
clé de la couche de diffusion est assez large et possède une haute sensibilité. La diffusion est 
réalisée sur les octets.  
Dans le cas de l’utilisation d’une matrice de diffusion binaire statique, il n’y a pas de clé et la 
présence d’une couche de permutation à la suite de la couche de diffusion est indispensable. 
Dans  le  cas  d’une  couche  de  diffusion  dynamique  basée  sur  une  carte  cat 
multidimensionnelle, la présence d’une couche de permutation suite à la couche de diffusion 
n’est pas primordiale. 
  
Le bloc d’entrée de taille ܾܶ est divisé en sous blocs de taille 8 bits, 16 bits ou 32 bits. Plus la 
taille du sous bloc est grande, moins grande est la dimension de la carte cat à construire.  
La structure de la clé de diffusion est distincte pour chaque méthode étudiée.  
2.4.2.1 Première technique I : [Chen et al, 2004], [Xiao et al, 2008]  
La première  technique   consiste à réaliser une multiplication de matrices carrées de 
taille ݊ ൈ ݊ et dont les éléments de base sont ceux de la carte cat de deux dimensions.  
Dans le cas d’utilisation d’une structure de base de la carte cat (les équations des 4 structures 
de base de la carte cat sont données par les relations (3.28) à (3.31)), nous avons alors besoin 
de  ݊ ൈ ሺ݊ െ 1ሻ/2  matrices  dont  chacune  utilise  un  couple  (ݑ௜,௟ , ݒ௜,௟ሻ ,  ݅, ݈ ൌ 1, … , ݊  et  ݅ ് ݈. 
Chaque élément du couple est représenté par un bit ou 2 bits (݌ݎ ൌ 1 ܾ݅ݐ ݋ݑ 2 ܾ݅ݐݏሻ. La taille 
de  la  clé  de  diffusion  est  alors  |ܭ݀| ൌ ݊ ൈ ሺ݊ െ 1ሻ/2 ൈ 2 ൈ ݌ݎ   bits.  Dans  cette  première 
technique, nous prenons n = 8, donc  si   pr =1, alors  |ܭ݀| ൌ 56 bits et pour  ݌ݎ ൌ 2,    |ܭ݀| ൌ
112 bits.  
La  génération de  |ܭ݀|  à partir de  quatre  sorties du  générateur  chaotique,  se  fait  en deux 
étapes. Dans la première étape, on convertit chaque échantillon  ௜ܺ du générateur en 4 octets 
placés dans  ௜ܶ, puis on  forme par  concaténation  le vecteur  ligne  ܶ de  taille  16  octets 
comme suit :  
௜ܶ ൌ ܶݕ݌݁ܿܽݏݐሺݑ݅݊ݐ32ሺܺ௜ሺ݊ሻሻ,  ᇱ ݑ݅݊ݐ8Ԣሻ, ݅ ൌ 1, 2, 3, 4 
ܶ ൌ ሾ ଵܶ ଶܶ ଷܶ ସܶሿ ;  
Dans la deuxième étape, nous calculons |ܭ݀| à partir du vecteur ܶ comme suit : 
pour  |ܭ݀| ൌ 112 bits  (14  octets),  on  élimine  2  octets  d’indices  ݔ  et  ݕ  calculés  de  façon 
aléatoire comme décrit ci‐dessous : 
le premier octet à éliminer d’indice ݔ est choisi à partir des 4 LSBs bits du premier octet de ܶ, 
soit : 
ݔ ൌ ܯ݋݀ሺܶሺ1ሻ, 16ሻ ൅ 1 
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ܶሺݔሻ ൌ ሾ ሿ ; 
Cette dernière relation a pour effet d’éliminer l’octet d’indice  ݔ du vecteur ܶ. 
Le deuxième octet à éliminer d’indice ݕ est choisi selon la valeur des 4 ܮܵܤݏ bits du dernier 
octet de  ܶ, soit : 
ݕ ൌ ܯ݋݀ሺܶሺ15ሻ, 15ሻ ൅ 1 
ܶሺݕሻ ൌ ሾ ሿ ; 
 
Pour |ܭ݀| ൌ 56 bits (7 octets), nous prenons les 7 premiers octets de ܶ. 
 
Remarque :  dans  le  cas  de  construction  de  la  couche  de  diffusion  à  partir  de    plusieurs 
structures cat au nombre de quatre au maximum, la taille de la clé dynamique de diffusion 
sera    alors  celle  d’une  seule  structure  multipliée  par  le  nombre  des  structures  utilisées. 
Cependant, on peut utiliser la même clé pour les différentes structures et dans ce cas la taille 
de la clé  globale ne change pas. 
 
Affectation des paramètres de la carte cat multidimensionnelle à partir  de ࡷࢊ.  
L’affectation des paramètres se fait à partir du vecteur A construit comme suit :  
ܶ݁݉݌ ൌ ݀݁ܿ2ܾ݅݊ሺܶ, 8ሻ 
ܣ ൌ ܾ݅݊2݀݁ܿ൫ݎ݁ݏ݄ܽ݌݁ሺ ܶ݁݉݌, ݈݁݊݃ݐ݄ሺܶ݁݉݌ሻ ݌ݎ⁄ , ݌ݎሻ൯ 
 
Le vecteur A contient 56  lignes dont  les valeurs sont 0 ou 1 si ݌ݎ ൌ 1 ou bien   {0, 1, 2, 3} si 
݌ݎ ൌ 2.  L’affectation  des  paramètres  de  la  carte  cat  sera  faite  par  ordre  croissant  : 
ݑ12, ݒ12, ݑ13, ݒ13, , … . , ݑ18, ݒ18, ݑ23, ݒ23, … , ݑ28, ݒ28, … , ݑ56, ݒ56, … , ݑ58, ݒ58, ݑ67, 
ݒ67, ݑ68, ݒ68, ݑ78, ݒ78. 
2.4.2.2 Deuxième technique [Liu et al, 2008]  
Dans la deuxième technique, deux cas de construction de la carte cat à grande dimension 
sont réalisés. La taille de la clé dynamique dépend d’un paramètre ݉ ൌ ݊ െ ݈ que nous fixons 
pour un  ݊ donné  (voir plus  loin). Les matrices  ܯݑ  et  ܯݒ  sont de  tailles  ݉ ൈ ݈  et  ݈ ൈ ݉ 
respectivement. 
‐ Deuxième technique : 1er cas de construction II‐a : 
Dans  le  premier  cas  de  construction,  les  matrices  ܯݑ  et  ܯݒ  sont  fixées  pour  les  quatre 
structures (présentées plus loin), et sont données par l’équation suivante : 
 
ܯݑ ൌ  ሺ ଵܱ ^ܱଶ ሻ ْ ሺ൓ܱଷ^ ସܱሻ
ܯݒ ൌ ሺ൓ ଵܱ^ ܱଶ ሻ ۩ሺ൓ܱଶ ^ ܱଷሻ۩ ሺ൓ܱଷ ^ ଵܱሻ
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Avec : 
 
 
 
 
 
 
Pour  ݊ ൌ 4, 8, nous fixons  ݉ ൌ 2, 4 respectivement.  Ce  choix  a  pour  but  d’obtenir 
dans chaque cas, une clé dynamique de taille 32 bits.   ܯݑ et ܯݒ sont deux valeurs, dont 
chacune  est quantifiée sur 16 bits, d’après l’équation ci‐dessus.  
Pour les deux valeurs de ݊ ൌ  8, les valeurs  ܯݑ et ܯݒ sont transformées en matrices de 
taille 4 x 4 bits.  
 
ܯݑ ൌ ݎ݁ݏ݄ܽ݌݁ሺ݀݁ܿ2ܾ݅݊ሺܯݑ, 16ሻ, 4,4ሻ
ܯݒ ൌ ݎ݁ݏ݄ܽ݌݁ሺ݀݁ܿ2ܾ݅݊ሺܯݒ, 16ሻ, 4,4ሻ
 
Ensuite,  pour  ݊ ൌ 4,  les  matrices    ܯݑ  et  ܯݒ  sont  transformées  en  matrices 
carrées de  taille 2 x 2  (puisque dans ce cas on a ݉ ൌ ݈ ൌ 2) dont  les éléments sont des 
valeurs entières comprises entre 0 et 15.  
 
 
Pour     ݊ ൌ 16, 32, on fixe ݉ ൌ 8, afin d’obtenir une clé dynamique de taille 128 bits. 
Dans le cas de ݊ ൌ 16, on a ݉ ൌ ݈ ൌ 8, et les matrices ܯݑ et ܯݒ sont construites comme suit : 
d’abord,  on  construit,  à  partir  des  quatre  sorties  du  générateur,  un  vecteur  ܸ  à  deux 
éléments, dont chacun est quantifié sur 64 bits. Ensuite,  le premier élément est utilisé pour 
créer la matrice binaire ܯݑ de taille 8 X 8 bits, et le second élément est utilisé pour construire 
la matrice binaire  ܯݒ de taille 8 x 8 bits aussi. 
 
 
 
où : 
 
 
Dans le cas de ݊ ൌ 32, la taille de la matrice   ܯݑ est 8 ൈ 24 et la taille de la matrice   ܯݒ est 
24 ൈ 8. La construction de ces matrices se fait à partir des matrices précédentes de taille 8 x 8 
que nous notons ici par ܯݑ଼ et ܯݒ଼, comme suit : 
 
 
ଵܱ= ْ௟ୀଵଶ ଵܶሺ݈ሻ 
 ܱଶ= ْ௟ୀଵଶ ଶܶሺ݈ሻ 
 ܱଷ= ْ௟ୀଵଶ ଷܶሺ݈ሻ 
ସܱ= ْ௟ୀଵଶ ସܶሺ݈ሻ 
௜ܶ ൌ ܶݕ݌݁ܿܽݏݐሺݑ݅݊ݐ32൫ ௜ܺሺ݊ሻ൯, Ԣݑ݅݊ݐ16Ԣሻ, ݅ ൌ
1, 2, 3, 4 
ܯݑ ൌ ݎ݁ݏ݄ ܽ ݌݁ሼܾ݅݊2݀݁ܿ ሼܯݑሽ, 2,2ሽ
ܯݒ ൌ ݎ݁ݏ݄݄ܽ݌݁ሼܾ݅݊2݀݁ܿ ሼܯݒሽ, 2,2ሽ 
ܯݑ ൌ ݎ݁ݏ݄ ܽ ݌݁ሺ݀݁ܿ2ܾ݅݊ሺܸሺ1ሻ, 64ሻ, 8, 8ሻ
ܯݒ ൌ ݎ݁ݏ ݄ ܽ݌݁ሺ݀݁ܿ2ܾ݅݊ሺܸሺ2ሻ, 64ሻ, 8, 8)
ܸ ൌ ܶݕ݌݁ܿܽݏݐሺݑ݅݊ݐ32ሺሾ ଵܺሺ݊ሻ, ܺଶሺ݊ሻ, ܺଷሺ݊ሻ, ܺସሺ݊ሻሿሻ, Ԣݑ݅݊ݐ64Ԣሻ, 
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2.4.2.3 Deuxième technique : 2èmecas de construction II‐b : 
Dans  le deuxième cas de construction,  les matrices ܯݑ et ܯݒ sont spécifiques pour 
chacune  des  quatre    structures  utilisées,  leurs  expressions  sont  données  par  les 
équations suivantes: 
 
 
Où  les  différents  ௜ܱ , ݅ ൌ 1, ڮ ,4  sont  déjà  donnés  plus  haut,  dans  le  premier  cas  de 
construction (Deuxième technique : 1er cas de construction II‐a). 
La création des différentes matrices ܯݑ௜ et ܯݒ௜ pour ݅ ൌ 1,2,3,4  est similaire au premier 
cas de construction à savoir : 
Pour les deux valeurs de ݊ ൌ  8, les valeurs  ܯݑ௜ et ܯݒ௜ sont transformées en matrices 
de taille 4 x 4 bits.  
 
ܯݑ௜ ൌ ݎ݁ݏ݄ܽ݌݁ሺ݀݁ܿ2ܾ݅݊ሺܯݑ௜, 16ሻ, 4,4ሻ
ܯݒ௜ ൌ ݎ݁ݏ݄ܽ݌݁ሺ݀݁ܿ2ܾ݅݊ሺܯݒ௜, 16ሻ, 4,4ሻ, ݅ ൌ 1,2,3,4 
 
Ensuite, pour ݊ ൌ 4, les matrices  ܯݑ௜ et ܯݒ௜ sont transformées en matrices carrées de taille 2 
x 2 dont les éléments sont des valeurs entières comprises entre 0 et 15.  
 
 
 
 
Pour   ݊ ൌ 16, 32, on fixe  ݉ ൌ 8, afin d’obtenir une clé dynamique de taille 4 x 128 bits. 
Dans  le  cas de  ݊ ൌ 16,  on  a  ݉ ൌ ݈ ൌ 8,  et  les matrices  ܯݑ௜  et  ܯݒ௜, ݅ ൌ 1,2,3,4  sont 
construites  comme  suit : d’abord, on  construit,  à partir de quatre  itérations du générateur 
chaotique, quatre vecteurs  ଵܸ, ଶܸ, ଷܸ, ସܸ à deux éléments chacun (chaque élément est quantifié 
sur 64 bits), ensuite, le premier élément de chaque vecteur  ௜ܸ , ݅ ൌ 1,2,3,4 est utilisé pour créer 
la matrice binaire ܯݑ௜ de taille 8 X 8 bits, et le second élément est utilisé pour construire la 
matrice binaire  ܯݒ௜ de taille 8 x 8 bits. 
ܯݑ ൌ ݖ݁ݎ݋ݏሺ8, 24ሻ
ܯݒ ൌ ݖ݁ݎ݋ݏሺ24, 8ሻ 
ܯݑሺ1: 8,1: 8ሻ ൌ ܯݑ଼ 
ܯݒሺ1: 8,1: 8ሻ ൌ ܯݒ଼
ܯݑଵ ൌ ሺ ଵܱ ^ܱଶ ሻ  ْ ሺ൓ܱଷ^ ସܱሻ
ܯݒଵ ൌ ሺ൓ ଵܱ^ ܱଶ ሻ ۩ሺ൓ܱଶ ^ ܱଷሻ۩ ሺ൓ܱଷ ^ ଵܱሻ  
ܯݑଶ ൌ  ଵܱ ۩ܱଶ۩ ܱଷ ۩ ସܱ  
ܯݒଶ ൌ  ሺ ଵܱ  ר ܱଶ ሻ  ש ሾሺ൓ ଵܱ ר  ܱଷሻ۩ ସܱሿ  
ܯݑଷ ൌ ሺ ଵܱ ר  ܱଷ ሻ  ש ሺܱଶ  ר  ൓ܱଷሻ۩ ସܱ  
ܯݒଷ ൌ ሺ ܱଶ ר ସܱሻ۩ሺ ଵܱ  ש ൓ܱଷሻ 
ܯݑସ ൌ ݉݋݀ሺܱଵ ൅  ܱଷ, 2ଵ଺ሻ ۩ ସܱ  
ܯݒସ ൌ ݉݋݀ሺ ܱଶ ൅ ሺ ଵܱ ש ൓ܱଷሻ, 2ଵ଺ሻ 
 
ܯݑ௜ ൌ ݎ݁ݏ݄ ܽ ݌݁ሼܾ݅݊2݀݁ܿ ሼܯݑ௜ሽ, 2,2ሽ
ܯݒ௜ ൌ ݎ݁ݏ݄݄ܽ݌݁ሼܾ݅݊2݀݁ܿ ሼܯݒ௜ሽ, 2,2ሽ, ݅ ൌ 1,2,3,4 
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où : 
Dans le cas de  ݊ ൌ 32, la taille de la matrice  ܯݑ௜ est 8 ൈ 24 et la taille de la matrice  
ܯݒ௜ est 24 ൈ 8. La construction de ces matrices se  fait à partir des matrices précédentes de 
taille 8 x 8 que nous notons ici par ܯݑ௜,଼ et ܯݒ௜,଼, comme suit : 
 
 
 
 
 
Remarque : 
Dans  le  cas  de  la  deuxième  technique :  2ème  cas  de  construction II‐b,  la  taille  de  la  clé 
dynamique หܭ ௝݀ห dépend aussi de la taille ܾܶ et de la taille ܶݏܾ (des sous blocs) choisi, avec : 
ܾܶ ൌ ݊ ൈ ܶݏܾ. Dans notre étude, nous avons  fixé  ܶݏܾ ൌ 8 bits, mais nous pouvons aussi 
travailler avec ܶݏܾ ൌ 32 bits. 
 
En résumé :  
Sachant  que  la  taille  des  clés  dynamiques   ܭ ௝ܽ,  ܭݏ௝, et  ܭ݌௝ d’une  ronde  ݆ est  ܾܶ, ݊ܽ ൈ 8  et 
ܾ݊ ൈ ݈݋݃2ሺܾܶ/8ሻ bits respectivement, alors, la taille totale de la clé dynamique d’itération est 
la somme de diverses clés dynamiques, cʹest‐à‐direห ܭ ௝ܽห ൅ หܭݏ௝ห ൅ หܭ ௝݀ห ൅ หܭ݌௝ห.  
Dans le tableau suivant, nous donnons la taille des différentes clés et la taille totale en bits. 
Tableau 3.1. Taille dynamique  de chaque couche  et taille totale pour les diverses versions 
du crypto‐système SPN‐2, pour Tb = 128 bits, et Tb = 256 bits, na = nb = 4 
Méthode  ܾܶ  หܭ ௝ܽห หܭݏ௝ห หܭ ௝݀ห หܭ݌௝ห  totale 
I  128  128 32  0  16  176 
I  256  256 32  0  20  308 
II‐a  128  128 32  ሼ56,112ሽ 16  ሼ232,288ሽ
II‐a  256  256 32  ሼ56,112ሽ 20  ሼ364, 420ሽ
II‐b  128  128 32  ሼ32,128ሽ 16  ሼ208, 304ሽ
II‐b  256  256 32  ሼ32,128ሽ 20  ሼ340, 436ሽ
 
Par la suite, dans le cas II‐b, la construction de la matrice de diffusion est faite pour ܶݏܾ ൌ 8 
bits. La généralisation au cas où ܶݏܾ ൌ 32 bits est immédiate. 
ܯݑ௜ ൌ ݎ݁ݏ݄ ܽ ݌݁ሺ݀݁ܿ2ܾ݅݊ሺ ௜ܸሺ1ሻ, 64ሻ, 8, 8ሻ
ܯݒ௜ ൌ ݎ݁ݏ݄ܽ݌݁ሺ݀݁ܿ2ܾ݅݊ሺ ௜ܸሺ2ሻ,64ሻ, 8, 8), ݅ ൌ 1,2,3,4 
௜ܸ ൌ ܶݕ݌݁ܿܽݏݐሺݑ݅݊ݐ32ሺሾ ଵܺሺ݊ ൅ ݅ െ 1ሻ, ܺଶሺ݊ ൅ ݅ െ 1ሻ, ܺଷሺ݊ ൅ ݅ െ 1ሻ, ܺସሺ݊ ൅ ݅ െ 1ሻሿሻ, Ԣݑ݅݊ݐ64Ԣሻ 
݅ ൌ 1,2,3,4 
 
ܯݑ௜ ൌ ݖ݁ݎ݋ݏሺ8, 24ሻ
ܯݒ௜ ൌ ݖ݁ݎ݋ݏሺ24, 8ሻ 
ܯݑ௜ሺ1: 8, 1: 8ሻ ൌ ܯݑ௜,଼ 
ܯݒ௜ሺ1: 8, 1: 8ሻ ൌ ܯݒ௜,଼
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3.4.3 Couche de diffusion   
Nous présentons ci‐dessous les deux méthodes permettant de construire une couche 
de diffusion ainsi que leurs performances comparatives, et nous pointons notre apport dans 
chaque cas de figure. 
 La première méthode consiste à construire une matrice de diffusion binaire statique utilisant 
une transformation linéaire logique basée sur l’opérateur ou exclusif. 
La deuxième méthode s’appuie sur la carte cat 2‐D, pour construire des matrices de diffusion 
dynamique multidimensionnelles. Cette méthode a un pouvoir de diffusion plus grand que 
la première méthode mais  elle  est plus  lente. En  effet, dans  ce  cas, nous  avons besoin de 
calculer l’inverse de la matrice de diffusion, ce qui n’est pas le cas de la première méthode. 
 Dans la deuxième méthode, deux approches sont présentées : la première approche s’appuie 
sur la multiplication des cartes cat [ Chen et al, 2004], et la deuxième approche, plus générale, 
utilise une transformation linéaire [Liu et al, 2008 ].  
3.4.4 Couche de diffusion statique à base d’une matrice binaire : 
Le nombre de   branches   de la couche de diffusion produit par une matrice statique 
MDS [AES, 1997] de l’algorithme AES est 5. Afin d’améliorer les performances en termes de 
degré de sécurité et de  temps de calcul de  la couche de diffusion de  l’algorithme standard 
AES,  Koo  [Koo  et  al,  2003]  a  proposé  une  méthode  de  construction  statique  de  matrice 
binaire  16×16  dont  le  nombre  de  branches  résultant  est  8.  Puis,  il  a  étendu    la méthode 
précédente de construction pour une matrice binaire de   32 × 32 produisant un nombre de 
branches égale à 10 [Koo et al, 2006 ]. Cependant, la matrice de diffusion 32 x 32 de Koo ne 
vérifie pas la relation  ܦିଵ ൌ ܦ et donc son implémentation n’est pas possible. 
A  ce  sujet, nous proposons une matrice de diffusion  32  x  32 qui vérifie  la  relation 
ܦିଵ ൌ ܦ mais dont le nombre de branches est 8 (identique à celui d’une matrice binaire 16 x 
16). Cependant, nous ne donnons pas sa composition car elle fait partie d’un Brevet en cours 
de rédaction. 
La  résistance  contre  l’attaque  différentielle  et  l’attaque  linéaire  dépend 
respectivement  de    la  probabilité  d’approximation  différentielle  (ܦ݌)  et  de  la  probabilité 
d’approximation  linéaire (ܮ݌) (résultant des performances de la couche de substitution), du 
nombre de branches de  la couche de diffusion ܾ݀ (résultant des performances de  la couche 
de diffusion) et du nombre d’itérations ݎ.  
La  complexité  d’attaque  pour  ݎ itérations SPN  est  inversement  proportionnelle  aux 
probabilités maximales suivantes : 
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                                                                                  ஽ܲ ൑ ܦ݌௕ௗൈ௥ ଶ
⁄                                                                 ሺ3.16ሻ 
                                                                                ௅ܲ ൑ ܮ݌௕ௗൈ௥ ଶ
⁄                                                                   ሺ3.17ሻ 
Pour  les  crypto‐systèmes  dont  les  couches  de  substitution,  de  diffusion  et  de 
permutation  sont  indépendantes  de  la  clé  secrète  ܭ, tels  que :  l’AES,  le  RC6,  CAMELIA, 
ARIA,  nous  pouvons  déterminer  le  nombre  minimal  d’itérations  nécessaires  ݎ௠௜௡  pour 
assurer la sécurité exigée. En effet, dans le cas de l’AES par exemple, nous avons ܦ݌ ൌ ܮ݌ ൌ
2ି଺ , ܾ݀ ൌ 5, et ܭ ൌ 128, ݋ݑ 196, ݋ݑ 256 (tailles utilisées pour la clé secrète), alors : 
                                                                              ௅ܲ ൌ ஽ܲ ൑ 2ି଺ൈହൈ௥ ଶ 
⁄                                                      ሺ3.18ሻ 
La valeur ݎ௠௜௡ est telle que : 
1
஽ܲ
ൗ ൒ 2௄,    ݏ݋݅ݐ ׷  2଺ൈହൈ௥ ଶ⁄  ൒ 2௄ ֜ ݎ௠௜௡ ൌ ݈ܿ݁݅ ሺܭ 15ൗ ሻ 
Soit : 
൝
ݎ௠௜௡ ൌ 10, ݌݋ݑݎ ܭ ൌ 128
ݎ௠௜௡ ൌ 12, ݌݋ݑݎ ܭ ൌ 196
ݎ௠௜௡ ൌ 14, ݌݋ݑݎ ܭ ൌ 256
 
Pour notre crypto‐système, la complexité d’attaque est plus grande ( 2ଶସ଴) que celle de l’AES 
(  2ଵହ଴). Dans  ce  calcul,  nous  avons  pris  les mêmes  valeurs  des  paramètres  suivants  (ݎ ൌ
10, ܦܲ ൌ 2ି଺ሻ que l’AES, à part le nombre de branches qui est 8 au lieu de 5. 
2.4.4.1 Matrice de diffusion binaire : préliminaires 
La transformation linéaire réalisée par une matrice binaire de diffusion ܦ est définie 
par : 
             
ۏ
ێ
ێ
ێ
ۍ
ݕଵ
ݕଶ
ڭ
ڭ
ݕ௡ے
ۑ
ۑ
ۑ
ې
ൌ
ۏ
ێ
ێ
ێ
ۍ
1 0 1 0 0 ڮ 0
1 0 0 1 0 ڮ 1
ڭ ڭ ڰ ڭ ڮ ڮ ڭ
ڭ ڭ ڮ ڭ ڮ ڰ ڭ
1 1 0 1 0 ڮ 0ے
ۑ
ۑ
ۑ
ې
ۨ
ۏ
ێ
ێ
ێ
ۍ
ݔଵ
ݔଶ
ڭ
ڭ
ݔ௡ے
ۑ
ۑ
ۑ
ې
ൌ
ۏ
ێ
ێ
ێ
ۍ
ݕଵ ൌ ݔଵ ْ ݔଷ
ݕଶ ൌ ݔଵ ْ ݔସ ْ 0 ْ ڮ ْ 0 ْ ݔ௡
ڭ
ڭ
ݕ௡ ൌ ݔଵ ْ ݔଶ ْ ݔସ ے
ۑ
ۑ
ۑ
ې
       ሺ3.19ሻ 
ሺݔଵ, ݔଶ, ڮ , ݔ௡ሻ௧   est  l’entrée de  la  couche de diffusion  (sortie de  la  couche de  substitution) 
dont chaque élément ݔ௜ est représenté sur un octet, et ሺݕଵ, ݕଶ, ڮ , ݕ௡ሻ௧  est la sortie de la couche 
de diffusion (résultat de la transformation linéaire). 
Il est souhaitable de construire des matrices de diffusion binaires tel que : ܦ ൌ ܦିଵ, car ceci 
facilite l’opération d’implémentation dans le déchiffrement. A cet effet, nous construisons de 
telles matrices de diffusion binaires par concaténation de sous matrices vérifiant  la relation 
précédente à  savoir  ܣ ൌ ܣିଵ. Par  exemple,  la  sous matrice  suivante de  taille 4x4 vérifie  la 
relation précédente [Koo et al, 2003]: 
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           ܣ ൌ ܣିଵ ൌ ൦
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1
൪ 
Le nombre de branche linéaires de cette matrice est 4.   
Il  est  important  de  bâtir  une  technique  de  construction  de  matrice  binaire  de  diffusion 
multidimensionnelle, de sorte que le nombre de branches linéaires soit plus grand que cinq.  
Kanda  et al,  [Kanda  et al, 1999], ont proposé une matrice de diffusion binaire 8x8, 
dont  le nombre maximum de branches  est  5  (d’après  les  simulations numériques) qui  est 
identique au  nombre de branches de la matrice de diffusion  MDS utilisée par l’algorithme 
AES.  
Dans Camellia [Aoki et al, 2001], la matrice de diffusion binaire utilisée est de taille 8 
x 8, et le nombre de branches obtenu est 5.  
Le  traitement au niveau de  la matrice de diffusion binaire se  fait en octets, alors    la 
taille de la matrice dépend de la taille du bloc sous traitement. Pour des tailles de bloc de 128 
et 256 par exemple, nous avons besoin de construire de matrices de diffusion binaire de taille 
16*16 et 32x32  respectivement.  
 [Koo et al,  2006] a proposé une technique de construction d’une  matrice de diffusion 
binaire de taille 16x16 dont le nombre de branches est 8, puis il a étendu la méthode pour la 
construction d’une matrice de diffusion binaire de taille 32x32 ayant un nombre de branches 
égale à 10, mais la matrice en question n’est pas inversible.  
Dans la suite, nous donnons la forme des matrices de diffusion binaire 4 x 4, et 8 x8  
(celle de Camellia)  et  les  équations de diffusion  correspondantes.   Puis nous  exposons  la 
technique de Koo pour  la  construction d’une matrice   binaire   dynamique 16 × 16 dont  le 
nombre de branches est 8, et nous montrons comment obtenir l’équation réduite de diffusion 
correspondante.  Ensuite,  nous  proposons  d’autres  formes  de  matrices  de  base  pour  la 
construction d’une matrice binaire 32 x 32 inversible mais ayant un nombre de branche égale 
à 8.  
Les matrices de diffusion 4 x 4 et 8 x 8 sont utilisées dans  les crypto‐systèmes basés 
sur le schéma de Feistel, développés plus loin, et les matrices de diffusion 16 x 16 et 32 x 32 
sont utilisées dans le crypto‐système SPN‐2 proposé.  
2.4.4.2 Matrice de diffusion utilisée  4 x 4 
La matrice de diffusion ܦ utilisée est donnée par l’équation ci‐dessous, elle vérifie la 
relation ܦ ൌ ܦିଵ, et le nombre de branches obtenu est  4.  
L’opération  de diffusion  est définie  comme suit : 
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                                                     ൦
ܤܵ1݀
ܤܵ2݀
ܤܵ3݀
ܤܵ4݀
൪ ൌ ܦ ٖ ൦
ܤܵ1
ܤܵ2
ܤܵ3
ܤܵ4
൪ ൌ ൦
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1
൪ ٖ ൦
ܤܵ1
ܤܵ2
ܤܵ3
ܤܵ4
൪                           ሺ3.20ሻ 
où ܤܵ݅ et ܤܵ݅݀, ݅ ൌ 1, 2, 3, 4, représentent les ݅èmes octets du bloc avant et  après la diffusion. 
Dans l’équation ci‐dessus, la taille de chaque sous bloc d’entrée est de  32 bits, soit 4 octets.  
L’équation de diffusion est implémentée comme suit : 
ܤܵ1݀=ܤܵ1 ْ ܤܵ2 ْ ܤܵ3 
ܤܵ2݀=ܤܵ1 ْ ܤܵ2 ْ ܤܵ4 
ܤܵ3݀=ܤܵ1 ْ ܤܵ3 ْ ܤܵ4 
ܤܵ4݀=ܤܵ2 ْ ܤܵ3 ْ ܤܵ4 
 
L’opération  de diffusion inverse est (ܦିଵ ൌ ܦሻ : 
                                                     ൦
ܤܵ1
ܤܵ2
ܤܵ3
ܤܵ4
൪ ൌ ܦିଵ ٖ ൦
ܤܵ1݀
ܤܵ2݀
ܤܵ3݀
ܤܵ4݀
൪ ൌ ൦
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1
൪ ٖ ൦
ܤܵ1݀
ܤܵ2݀
ܤܵ3݀
ܤܵ4݀
൪                    ሺ3.21ሻ 
L’équation de diffusion inverse est : 
ܤܵ1=ܤܵ1݀ ْ ܤܵ2݀ ْ ܤܵ3݀ 
ܤܵ2=ܤܵ1݀ ْ ܤܵ2݀ ْ ܤܵ4݀ 
ܤܵ3=ܤܵ1݀ ْ ܤܵ3݀ ْ ܤܵ4݀ 
ܤܵ4=ܤܵ2݀ ْ ܤܵ3݀ ْ ܤܵ4݀ 
 
2.4.4.3 Matrice de diffusion utilisée  8 x 8 (Camellia) 
La matrice de diffusion ܦ de Camellia est donnée par l’équation ci‐dessous, et le nombre de 
branches obtenu par cette matrice est maximal et égale à 5 [Aoki et al, 2001 ].  
L’opération  de diffusion  est définie  comme suit : 
                                 
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ܤܵ1݀
ܤܵ2݀
ܤܵ3݀
ܤܵ4݀
ܤܵ5݀
ܤܵ6݀
ܤܵ7݀
ܤܵ8݀ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ൌ ܦ ٖ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ܤܵ1
ܤܵ2
ܤܵ3
ܤܵ4
ܤܵ5
ܤܵ6
ܤܵ7
ܤܵ8ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
1 0 1 1 0 1 1 1
1 1 0 1 1 0 1 1
1 1 1 0 1 1 0 1
0 1 1 1 1 1 1 0
1 1 0 0 0 1 1 1
0 1 1 0 1 0 1 1
0 0 1 1 1 1 0 1
1 0 0 1 1 1 1 0ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ٖ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ܤܵ1
ܤܵ2
ܤܵ3
ܤܵ4
ܤܵ5
ܤܵ6
ܤܵ7
ܤܵ8ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
                     ሺ3.22ሻ 
La taille des sous blocs est 64 bits, soit 8 octets.  
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L’équation de diffusion est alors: 
ܤܵ1݀=ܤܵ1 ْ ܤܵ3 ْ ܤܵ4 ْ ܤܵ6 ْ ܤܵ7 ْ ܤܵ8 
ܤܵ2݀=ܤܵ1 ْ ܤܵ2 ْ ܤܵ4 ْ ܤܵ5 ْ ܤܵ7 ْ ܤܵ8 
ܤܵ3݀=ܤܵ1 ْ ܤܵ2 ْ ܤܵ3 ْ ܤܵ5 ْ ܤܵ6 ْ ܤܵ8 
ܤܵ4݀=ܤܵ2 ْ ܤܵ3 ْ ܤܵ4 ْ ܤܵ5 ْ ܤܵ6 ْ ܤܵ7 
ܤܵ5݀=ܤܵ1 ْ ܤܵ2 ْ ܤܵ6 ْ ܤܵ7 ْ ܤܵ8 
ܤܵ6݀=ܤܵ2 ْ ܤܵ3 ْ ܤܵ5 ْ ܤܵ7 ْ ܤܵ8 
ܤܵ7݀=ܤܵ3 ْ ܤܵ4 ْ ܤܵ5 ْ ܤܵ6 ْ ܤܵ8 
ܤܵ8݀=ܤܵ1 ْ ܤܵ4 ْ ܤܵ5 ْ ܤܵ6 ْ ܤܵ7 
 
L’opération  de diffusion inverse est : 
                                  
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ܤܵ1
ܤܵ2
ܤܵ3
ܤܵ4
ܤܵ5
ܤܵ6
ܤܵ7
ܤܵ8ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ൌ ܦିଵ ٖ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ܤܵ1݀
ܤܵ2݀
ܤܵ3݀
ܤܵ4݀
ܤܵ5݀
ܤܵ6݀
ܤܵ7݀
ܤܵ8݀ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
0 1 1 1 0 1 1 1
1 0 1 1 1 0 1 1
1 1 0 1 1 1 0 1
1 1 1 0 1 1 1 0
1 1 0 0 1 0 1 1
0 1 1 0 1 1 0 1
0 0 1 1 1 1 1 0
1 0 0 1 0 1 1 1ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ٖ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ܤܵ1݀
ܤܵ2݀
ܤܵ3݀
ܤܵ4݀
ܤܵ5݀
ܤܵ6݀
ܤܵ7݀
ܤܵ8݀ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
             ሺ3.23ሻ 
Et l’équation de diffusion inverse est: 
ܤܵ1=ܤܵ2݀ ْ ܤܵ3݀ ْ ܤܵ4݀ ْ ܤܵ6݀ ْ ܤܵ7݀ ْ ܤܵ8݀ 
ܤܵ2=ܤܵ1݀ ْ ܤܵ3݀ ْ ܤܵ4݀ ْ ܤܵ5݀ ْ ܤܵ7 ْ ܤܵ8d 
ܤܵ3=ܤܵ1݀ ْ ܤܵ2݀ ْ ܤܵ4݀ ْ ܤܵ5݀ ْ ܤܵ6݀ ْ ܤܵ8݀ 
ܤܵ4=ܤܵ1݀ ْ ܤܵ2݀ ْ ܤܵ3݀ ْ ܤܵ5݀ ْ ܤܵ6݀ ْ ܤܵ7݀ 
ܤܵ5=ܤܵ1݀ ْ ܤܵ2݀ ْ ܤܵ5݀ ْ ܤܵ7݀ ْ ܤܵ8݀ 
ܤܵ6=ܤܵ2݀ ْ ܤܵ3݀ ْ ܤܵ5݀ ْ ܤܵ6݀ ْ ܤܵ8݀ 
ܤܵ7=ܤܵ3݀ ْ ܤܵ4݀ ْ ܤܵ5݀ ْ ܤܵ6݀ ْ ܤܵ7݀ 
ܤܵ8=ܤܵ1݀ ْ ܤܵ4݀ ْ ܤܵ6݀ ْ ܤܵ7݀ ْ ܤܵ8݀ 
 
2.4.4.4 Construction de la matrice de diffusion binaire 16 x 16 
La construction de la matrice de diffusion binaire 16 x 16  est basée sur la définition de deux 
types de   matrices ܮ et   ܯ de même taille 16 x 16. Le nombre de branches obtenu par cette 
matrice est 8 et elle est donnée  par l’équation suivante [Koo et al, 2003] : 
                                                                  ܦ ൌ ܯ݋݀ ሺܮ௟ ൈ ܯ௠ ൈ ܮ௟
௧, 2ሻ                                                       ሺ3.24ሻ 
Où ܮ௟௧ ൌ ܮ௟. 
Les matrices ܮ et  ܯ  sont définies comme suit. 
ܮ௟ ൌ
ۏ
ێ
ێ
ێ
ۍ
ܤଵ,ଵ ܤଵ,ଶ ܤଵ,ଷ ܤଵ,ସ
ܤଶ,ଵ ܤଶ,ଶ ܤଶ,ଷ ܤଶ,ସ
ܤଷ,ଵ
ܤସ,ଵ
ܤଷ,ଶ
ܤସ,ଶ
ܤଷ,ଷ
ܤସ,ଷ
ܤଷ,ସ
ܤସ,ସ
 
ے
ۑ
ۑ
ۑ
ې
, où ܤ௜,௝ ൌ ൜
ܫସൈସ ݏ݅ ݄௜,௝ ൌ 1,   ݄௜,௝ א  ܪ௟ 
ସܱൈସ ݏ݅ ݄௜,௝ ൌ 0,
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Avec :  
ܪ௟ ൌ ൦
1 1 1 0
1 0 1 1
1 1 0 1
0 1 1 1
൪ ൌ ܪ௟
௧,      ܫସൈସ ൌ ൦
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
൪,    ସܱൈସ ൌ ൦
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
൪ 
 
D’où la forme de la matrice  ܮ௟ :   
1  0  0  0  1  0  0  0  1  0  0  0  0  0  0  0 
0  1  0  0  0  1  0  0  0  1  0  0  0  0  0  0 
0  0  1  0  0  0  1  0  0  0  1  0  0  0  0  0 
0  0  0  1  0  0  0  1  0  0  0  1  0  0  0  0 
1  0  0  0  0  0  0  0  1  0  0  0  1  0  0  0 
0  1  0  0  0  0  0  0  0  1  0  0  0  1  0  0 
0  0  1  0  0  0  0  0  0  0  1  0  0  0  1  0 
0  0  0  1  0  0  0  0  0  0  0  1  0  0  0  1 
1  0  0  0  1  0  0  0  0  0  0  0  1  0  0  0 
0  1  0  0  0  1  0  0  0  0  0  0  0  1  0  0 
0  0  1  0  0  0  1  0  0  0  0  0  0  0  1  0 
0  0  0  1  0  0  0  1  0  0  0  0  0  0  0  1 
0  0  0  0  1  0  0  0  1  0  0  0  1  0  0  0 
0  0  0  0  0  1  0  0  0  1  0  0  0  1  0  0 
0  0  0  0  0  0  1  0  0  0  1  0  0  0  1  0 
0  0  0  0  0  0  0  1  0  0  0  1  0  0  0  1 
 
La matrice ܯ݉ est une matrice composée de sous matrices sur sa diagonale et zéro ailleurs : 
                                                                ܯ௠   ൌ ൦
ܪ௠ଵ ସܱൈସ ସܱൈସ  ସܱൈସ 
ସܱൈସ ܪ௠ଶ ସܱൈସ   ସܱൈସ
ସܱൈସ
ସܱൈସ
ସܱൈସ
ସܱൈସ
ܪ௠ଷ
ସܱൈସ
ସܱൈସ
ܪ݉ସ
൪                                       ሺ3.25ሻ 
Avec :  
        ܪ௠భ ൌ ൦
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
൪ , ܪ௠మ ൌ ൦
1 0 1 1
0 1 1 1
1 1 1 0
1 1 0 1
൪ , ܪ௠య ൌ ൦
1 1 0 1
1 1 1 0
0 1 1 1
1 0 1 1
൪ , ܪ௠ర ൌ ൦
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1
൪ 
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La matrice  ܯ௠ est alors donnée par : 
0  1  1  1  0  0  0  0  0  0  0  0  0  0  0  0 
1  0  1  1  0  0  0  0  0  0  0  0  0  0  0  0 
1  1  0  1  0  0  0  0  0  0  0  0  0  0  0  0 
1  1  1  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  1  0  1  1  0  0  0  0  0  0  0  0 
0  0  0  0  0  1  1  1  0  0  0  0  0  0  0  0 
0  0  0  0  1  1  1  0  0  0  0  0  0  0  0  0 
0  0  0  0  1  1  0  1  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  1  1  0  1  0  0  0  0 
0  0  0  0  0  0  0  0  1  1  1  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  1  1  1  0  0  0  0 
0  0  0  0  0  0  0  0  1  0  1  1  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  0 
0  0  0  0  0  0  0  0  0  0  0  0  1  1  0  1 
0  0  0  0  0  0  0  0  0  0  0  0  1  0  1  1 
0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  1 
 
D’où la forme de la matrice  ܦ ൌ ܯ݋݀ሺ ܮ௟ ൈ ܯ௠ ൈ ܮ௟௧, 2ሻ ൌ ܦିଵ 
0  0  0  1  1  0  1  0  1  1  0  0  0  1  1  0 
0  0  1  0  0  1  0  1  1  1  0  0  1  0  0  1 
0  1  0  0  1  0  1  0  0  0  1  1  1  0  0  1 
1  0  0  0  0  1  0  1  0  0  1  1  0  1  1  0 
1  0  1  0  0  1  0  0  1  0  0  1  0  0  1  1 
0  1  0  1  1  0  0  0  0  1  1  0  0  0  1  1 
1  0  1  0  0  0  0  1  0  1  1  0  1  1  0  0 
0  1  0  1  0  0  1  0  1  0  0  1  1  1  0  0 
1  1  0  0  1  0  0  1  0  0  1  0  0  1  0  1 
1  1  0  0  0  1  1  0  0  0  0  1  1  0  1  0 
0  0  1  1  0  1  1  0  1  0  0  0  0  1  0  1 
0  0  1  1  1  0  0  1  0  1  0  0  1  0  1  0 
0  1  1  0  0  0  1  1  0  1  0  1  1  0  0  0 
1  0  0  1  0  0  1  1  1  0  1  0  0  1  0  0 
1  0  0  1  1  1  0  0  0  1  0  1  0  0  1  0 
0  1  1  0  1  1  0  0  1  0  1  0  0  0  0  1 
 
L’opération  de diffusion est alors : ሾܤܵ݅݀ሿ ൌ ܦ ۨሾܤܵ݅ሿ, ݅ ൌ 1, ڮ 16 
Pour  alléger  la notation, nous posons ݕ௜ ൌ ܤܵ݅݀, ݁ݐ ݔ௜ ൌ ܤܵ݅,  l’équation de diffusion  s’écrit 
alors : 
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ݕଵ ൌ ݔସ۩ݔହ ْ ݔ଻ ْ ݔଽ ْ ݔଵ଴ ْ ݔଵସ ْ ݔଵହ
ݕଶ ൌ ݔଷ۩ݔ଺ ْ ݔ଼ ْ ݔଽ ْ ݔଵ଴ ْ ݔଵଷ ْ ݔଵ଺
ݕଷ ൌ ݔଶ۩ݔହ ْ ݔ଻ ْ ݔଵଵ ْ ݔଵଶ ْ ݔଵଷ ْ ݔଵ଺ 
ݕସ ൌ ݔଵ۩ݔ଺ ْ ݔ଼ ْ ݔଵଵ ْ ݔଵଶ ْ ݔଵସ ْ ݔଵହ 
ݕହ ൌ ݔଵ۩ݔଷ ْ ݔ଺ ْ ݔଽ ْ ݔଵଶ ْ ݔଵହ ْ ݔଵ଺ 
ݕ଺ ൌ ݔଶ۩ݔସ ْ ݔହ ْ ݔଵ଴ ْ ݔଵଵ ْ ݔଵହ ْ ݔଵ଺ 
ݕ଻ ൌ ݔଵ۩ݔଷ ْ ݔ଼ ْ ݔଵ଴ ْ ݔଵଵ ْ ݔଵଷ ْ ݔଵସ 
ݕ଼ ൌ ݔଶ۩ݔସ ْ ݔ଻ ْ ݔଽ ْ ݔଵଶ ْ ݔଵଷ ْ ݔଵସ
ݕଽ ൌ ݔଵ۩ݔଶ ْ ݔହ ْ ݔ଼ ْ ݔଵଵ ْ ݔଵସ ْ ݔଵ଺ 
ݕଵ଴ ൌ ݔଵ۩ݔଶ ْ ݔ଺ ْ ݔ଻ ْ ݔଵଶ ْ ݔଵଷ ْ ݔଵହ 
ݕଵଵ ൌ ݔଷ۩ݔସ ْ ݔ଺ ْ ݔ଻ ْ ݔଽ ْ ݔଵସ ْ ݔଵ଺ 
ݕଵଶ ൌ ݔଷ۩ݔସ ْ ݔହ ْ ݔ଼ ْ ݔଵ଴ ْ ݔଵଷ ْ ݔଵହ 
ݕଵଷ ൌ ݔଶ۩ݔଷ ْ ݔ଻ ْ ݔ଼ ْ ݔଵ଴ ْ ݔଵଶ ْ ݔଵଷ 
ݕଵସ ൌ ݔଵ۩ݔସ ْ ݔ଻ ْ ݔ଼ ْ ݔଽ ْ ݔଵଵ ْ ݔଵସ 
ݕଵହ ൌ ݔଵ۩ݔସ ْ ݔହ ْ ݔ଺ ْ ݔଵ଴ ْ ݔଵଶ ْ ݔଵହ 
ݕଵ଺ ൌ ݔଶ۩ݔଷ ْ ݔହ ْ ݔ଺ ْ ݔଽ ْ ݔଵଵ ْ ݔଵ଺ 
 
Il utilise 96 XOR. 
Nous  avons  simplifié  l’implémentation  du  processus  de  diffusion  en  réduisant  le 
nombre de XOR utilisé à 56. En  effet, dans  les différentes expressions ݕ௜, ݅ ൌ 1, ڮ ,16, nous 
avons  cherché  les  termes  en  commun  qui  contiennent  chacun  un  nombre  d’éléments 
maximum. Nous avons trouvé 8 termes dont chacun est formé de 4 éléments comme suit: 
ݐ1 ൌ ݔଶ ْ ݔ଻ ْ ݔଵଶ ْ ݔଵଷ ;  ݐ2 ൌ ݔଷ ْ ݔ଼ ْ ݔଵ଴ ْ ݔଵଷ ;  ݐ3 ൌ ݔଷ۩ݔ଺ ْ ݔଽ ْ ݔଵ଺ ;  
ݐ4 ൌ ݔଶ ْ ݔହ ْ ݔଵଵ ْ ݔଵ଺;  ݐ5 ൌ ݔଵ۩ݔ଺ ْ ݔଵଶ ْ ݔଵହ ;  ݐ6 ൌ ݔସ۩ݔହ ْ ݔଵ଴ ْ ݔଵହ ; 
 ݐ7 ൌ ݔସ ْ ݔ଻ ْ ݔଽ ْ ݔଵସ;  ݐ8 ൌ ݔଵ ْ ݔ଼ ْ ݔଵଵ ْ ݔଵସ 
L’équation de  diffusion se simplifie et est donnée par : 
ݕଵ ൌ ݔସ ْ ݐ6 ْ ݐ7
ݕଶ ൌ ݔଷ ْ ݐ2 ْ ݐ3
ݕଷ ൌ ݔଶ ْ ݐ1 ْ ݐ4 
ݕସ ൌ ݔଵ ْ ݐ5 ْ ݐ8 
ݕହ ൌ ݔ଺ ْ ݐ5 ْ ݐ3 
ݕ଺ ൌ ݔହ ْ ݐ4 ْ ݐ6 
ݕ଻ ൌ ݔ଼ ْ ݐ2 ْ ݐ8
ݕ଼ ൌ ݔ଻ ْ ݐ1 ْ ݐ7
ݕଽ ൌ ݔଵଵ ْ ݐ4 ْ ݐ8
ݕଵ଴ ൌ ݔଵଶ ْ ݐ1 ْ ݐ5
ݕଵଵ ൌ ݔଽ ْ ݐ3 ْ ݐ7 
ݕଵଶ ൌ ݔଵ଴ ْ ݐ2 ْ ݐ6 
ݕଵଷ ൌ ݔଵଷ ْ ݐ1 ْ ݐ2 
ݕଵସ ൌ ݔଵସ ْ ݐ7 ْ ݐ8 
ݕଵହ ൌ ݔଵହ ْ ݐ5 ْ ݐ6 
ݕଵ଺ ൌ ݔଵ଺ ْ ݐଷ ْ ݐ4
 
L’opération  de  diffusion  inverse  et  l’équation  de  diffusion  inverse  sont  obtenues 
respectivement à partir de l’opération de diffusion et l’équation de diffusion, en remplaçant 
ݕ௜ ݌ܽݎ ݔ௜ ,݅ ൌ 1, ڮ 16 et vice versa dans les relations et équations de diffusion. 
Nous donnons ci‐dessous les codes Matlab de calcul des différents termes ݐ݅, ݅ ൌ 1, ڮ 8, et de 
la matrice de diffusion binaire 16x16.   
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Le code Matlab  de l’algorithme  donnant les termes en commun est donné ci‐dessous : 
% ܯ݁ݐݐݎ݁ ݈݁ݏ ݅݊݀݅ܿ݁ݏ ݅݊݀݅ݍܽݑ݊ݐ ݈ܽ ݌ݎéݏ݁݊ܿ݁ ݀݁ 1 ݀ܽ݊ݏ ݑ݊݁ ݈݈ܿ݁ݑ݈݁
݂݋ݎ ݅ ൌ 1: ݏ݅ݖ݁ሺܦ, 1ሻ 
    ݔሼ݅ሽ ൌ ሺ݂݅݊݀ሺܦሺ݅, : ሻ ൌൌ 1ሻሻ; 
݁݊݀ 
% ܥ݄݁ݎ݄ܿ݁ݎ ݈݁ݏ ݅݊݀݅ܿ݁ݏ ܿ݋݉݉ݑ݊ݏ ݁݊ݐݎ݁ ݐ݋ݑݐ݁ݏ ݈݁ݏ ݈݅݃݊݁ݏ ݌ݎ݅ݏ݁ݏ ݀݁ݑݔ à ݀݁ݑݔ 
݂݋ݎ ݅ ൌ 1: ݏ݅ݖ݁ሺܦሻ 
݂݋ݎ ݆ ൌ ݅ ൅ 1: ݏ݅ݖ݁ሺܦሻ 
    ܥ ൌ  ݅݊ݐ݁ݎݏ݁ܿݐሺݔሼ݅ሽ, ݔሼ݆ሽሻ 
    ܿሼ݅, ݆ሽ ൌ ܥ; 
    ݈ሺ݅, ݆ሻ ൌ ݈݁݊݃ݐ݄ሺܥሻ; 
݁݊݀ 
݁݊݀ 
 
 
Le code Matlab pour le calcul de la matrice de diffusion est : 
ܫ4 ൌ ݁ݕ݁ሺ4,4ሻ; 
݋4 ൌ ݖ݁ݎ݋ݏሺ4,4ሻ; 
ܪܮ ൌ ݈݋݈݃݅ܿܽሺሾ 1  1 1 0;  1 0 1  1;  1 1 0 1;  0 1 1 1ሿሻ; 
݀ ൌ ݂݅݊݀ሺܪܮ ൌൌ 1ሻ; 
ܮܮ ൌ ݖ݁ݎ݋ݏሺ16,16ሻ; 
݂݋ݎ ݅ݐ1 ൌ 1: ݏ݅ݖ݁ሺܪܮ, 1ሻ 
       ݂݋ݎ ݅ݐ2 ൌ 1: ݏ݅ݖ݁ሺܪܮ, 2ሻ 
                  ݂݅ ܪܮሺ݅ݐ1, ݅ݐ2ሻ ൌൌ 1   
                       ܮܮሺሺ݅ݐ1 െ 1ሻ כ 4 ൅ 1: ݅ݐ1 כ 4, ሺ݅ݐ2 െ 1ሻ כ 4 ൅ 1: ݅ݐ2 כ 4ሻ ൌ ܫ4; 
                 ݁݊݀ 
        ݁݊݀ 
݁݊݀ 
ܮܮ ൌ ܮܮ; 
ܪ݉1 ൌ ݊݋ݐሺ݁ݕ݁ሺ4,4ሻሻ 
ܪ݉4 ൌ ݂݈݅݌݈ݎሺܪ݉1ሻ 
ܪ݉2 ൌ ሾ 1 0 1 1;  0 1 1 1;  1 1 1 0; 1 1 0 1ሿ 
ܪ݉3 ൌ ሾ 1  1 0 1;  1 1 1 0;   0 1 1 1; 1 0 1 1ሿ 
ܯܯ ൌ ሾܪ݉1 ݋4 ݋4 ݋4; ݋4 ܪ݉2 ݋4 ݋4; ݋4 ݋4 ܪ݉3 ݋4; ݋4 ݋4 ݋4 ܪ݉4ሿ; 
ܦ ൌ ܮܮ כ ܯܯ כ ܮܮ; 
ܦ ൌ ݉݋݀ሺܦ, 2ሻ 
 
 
 
 
3.4.5 Couche de   diffusion  à base de la carte chaotique cat de haute dimension 
Pour construire une carte cat de haute dimension, nous utilisons deux approches : la 
première approche s’appuie sur la multiplication des cartes cat [Chen et al, 2004], et la 
deuxième approche utilise une transformation linéaire [Liu et al, 2008].  
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2.4.5.1 Première approche 
La carte chaotique 2‐D cat est utilisée ici en tant que couche de diffusion et est donnée par la 
relation suivante: 
                                                         ቂܤܵ1݀
ܤܵ2݀
ቃ ൌ ܯ݋݀ ቄܣ ൈ ቂܤܵ1
ܤܵ2
ቃ , 2்௕/ଶቅ                                                   ሺ3.27ሻ 
Avec, ሼܤܵ1, ܤܵ2ሽ sont deux sous blocs du bloc  ܤܵ, sortie de la couche de substitution, et 
ሼܤܵ1݀, ܤܵ2݀ሽ sont les deux sous blocs résultats de l’équation ci‐dessus. Les valeurs de 
chacun de ces sous blocs varient entre  ൤0,  2
೅್
మ െ 1  ൨.  
La carte  cat est  bijective  puisque son déterminant est  |ܣ| ൌ േ1. 
Nous rappelons ci‐dessous les quatre formes de la carte cat que nous utilisons dans la suite 
de ce chapitre.  
                            ܣ0 ൌ ቂ1 ݑݒ േ1 ൅ ݑݒቃ ,
|ܣ0| ൌ േ1 ൅ ݑݒ െ ݑݒ ൌ േ1                                                   ሺ3.28ሻ 
                           ܣ1 ൌ ቂ ݑ 1േ1 ൅ ݑݒ ݒቃ ,
|ܣ1| ൌ ݑݒ െ ݑݒ േ 1 ൌ േ1                                                         ሺ3.29ሻ                          
                          ܣ2 ൌ ቂݑ േ1 ൅ ݑݒ
1 ݒ
ቃ , |ܣ2| ൌ േ1 ൅ ݑݒ െ ݑݒ ൌ േ1                                                     ሺ3.30ሻ             
                          ܣ3 ൌ ቂേ1 ൅ ݑݒ ݒ
ݑ 1
ቃ , |ܣ3| ൌ േ1 ൅ ݑݒ െ ݑݒ ൌ േ1                                                       ሺ3.31ሻ   
                  
Les paramètres ݑ, ݒ א ൣ0, 2்௕/ସ൧ pour éviter  les points  fixes. En effet,  les valeurs grandes de  
ݑ, ݒ produisent des points fixes.  
Nous  pouvons  augmenter  le  pouvoir  de  diffusion  entre  les  éléments  d’un  bloc,  par 
multiplication des différentes cartes cat 2D (augmentation du nombre de branches linéaires).   
Ceci est possible, grâce à la propriété mathématique suivante :   
Le déterminant du produit de deux matrices carrées ܣ et ܤ de  taille    (݊ ൈ ݊  ), est égale au 
produit  des  déterminants  de  deux  matrices.  Donc,  si  ܽ  et  ܾ  sont  respectivement,  les 
déterminants  de  la matrice  ܣ    et  de  la matrice ܤ,  alors  le  déterminant    de  la matrice  de 
multiplication  ܣ ൈ ܤ est ܽ ൈ ܾ. 
Donc,  la  multiplication  de  deux  matrices  cat  parmi  les  quatre  possibles  forme  une  carte 
chaotique cat avec 4 paramètres. La multiplication des quatre matrices possibles, cʹest‐à‐dire 
ܣ0 ൈ ܣ1 ൈ ܣ2 ൈ ܣ3 forme une matrice avec 8 paramètres. De  cette manière, on augmente  la 
taille de la clé dynamique de la couche de diffusion, cependant, on ne peut pas assurer que le 
résultat de  la multiplication ne donne pas des   paramètres de  contrôle bloquants. Afin de 
contourner ce problème, nous proposons de  limiter  la précision des paramètres de contrôle 
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selon  le  nombre  de  matrices  qui  entre  dans  la  multiplication,  nous  avons  pris :  ݑ, ݒ א
ൣ0, 2்௕/଼൧ dans le cas du produit de 3 matrices et ݑ, ݒ א ൣ0, 2்௕/ଵ଺൧ dans le cas du produit de 4 
matrices. 
La construction d’une carte cat de dimension supérieure à 2 se fait comme suit :  
‐ Génération de ׋ଶ௡ൌ ݊ ൈ ሺ݊ െ 1ሻ/2 matrices ܣ௜௝ de taille ݊ ൈ ݊ à partir d’une structure 
donnée de  la  carte  cat  à deux dimensions  (comme  expliqué  ci‐dessous, utilisant  la 
structure ܣ0) 
‐ Construction  de  la  carte  cat  étendue  de  dimension ݊ ൈ ݊,  par  multiplication  des 
différentes matrices générées. 
 
                                                                           ܣ0݊ ൌ ෑ ෑ ܣ௜,௝
௡
௝ୀଶ,   ௝வ௜
௡ିଵ
௜ୀଵ
                                                        ሺ3.32ሻ 
Les  deux  étapes  précédentes  sont  répétées  pour  chaque  structure  (au  nombre  de 
quatre) de la carte cat à deux dimensions. 
La matrice de diffusion finale de taille 8 X 8, est obtenue par ܣ08 (matrice de taille 8 X 8) ou 
par multiplication de deux matrices ܣ08 ൈ ܣ18, ou par multiplication de 3 matrices  ܣ08 ൈ
ܣ18 ൈ ܣ28 ou par multiplication de 4 matrices ܣ08 ൈ ܣ18 ൈ ܣ28 ൈ ܣ38.  
Génération des matrices de tailles  3×3 et  4×4 
Générons  la carte chaotique cat étendue à trois et quatre dimension à partir de  la structure 
ܣ0 [Fridrich, 1998].  Le même calcul est fait pour les autres structures. 
Notons  aussi  que  la  procédure  de  génération  utilisée,  est  facilement  applicable  pour  la 
génération des matrices de taille ݊ ൈ ݊, avec  ݊ ൐ 4. 
 La carte chaotique ܣ03 à 3 dimensions est définie comme suit: 
                                                          ൥
ܤܵ1݀
ܤܵ2݀
ܤܵ3݀
൩ ൌ ܯ݋݀ ൝ܣ03 ൈ ൥
ܤܵ1
ܤܵ2
ܤܵ3
൩ , 2்௕/ଷൡ                                             ሺ3.33ሻ 
Avec : 
                                                                ܣ03 ൌ ܣଵଶ ൈ ܣଵଷ ൈ ܣଶଷ                                                                  ሺ3.34ሻ 
Le choix des différentes matrices ܣ୧୨ se fait pour i ് j et j ൐ i   
Les différentes matrices ܣଵଶ, ܣଵଷ, ܣଶଷ sont construites à partir de la matrice ܣ0 comme suit : 
ܣଵଶ ൌ ൥
1 ݑଵଶ 0
ݒଵଶ ט1 ൅ ݑଵଶݒଵଶ 0
0 0 1
൩, ܣଵଷ ൌ ൥
1 0 ݑଵଷ
0 1 0
ݒଵଷ 0 ט1 ൅ ݑଵଷݒଵଷ
൩,ܣଶଷ ൌ ൥
1 0 0
0 1 ݑଶଷ
0 ݒଶଷ ט1 ൅ ݑଶଷݒଶଷ
൩ 
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Alors (résultat obtenu avec Maple) : 
ܣ03 ൌ ቎
1 ݑଵଶ ൅ ݑଵଷݒଶଷ ݑଵଶݑଶଷ ൅ ݑଵଷሺേ1 ൅ ݑଶଷݒଶଷሻ
ݒଵଶ േ1 ൅ ݑଵଶݒଵଶ ൅ ݑଵଷݒଵଶݒଶଷ ሺേ1 ൅ ݑଵଶݒଵଶሻݑଶଷ ൅ ݒଵଶݑଵଷሺേ1 ൅ ݑଶଷݒଶଷሻ
ݒଵଷ ሺേ1 ൅ ݑଵଷݒଵଷሻݒଶଷ ሺേ1 ൅ ݑଵଷݒଵଷሻሺേ1 ൅ ݑଶଷݒଶଷሻ
቏           ሺ3.35ሻ 
La carte chaotique ܣ04 à 4 dimensions est définie comme suit : 
                                                    ൦
ܤܵ1݀
ܤܵ2݀
ܤܵ3݀
ܤܵ4݀
൪ ൌ ܯ݋݀ ൞ܣ04 ൈ ൦
ܤܵ1
ܤܵ2
ܤܵ3
ܤܵ4
൪ , 2்௕/ସൢ                                                ሺ3.36ሻ 
où 
                                                       ܣ04 ൌ ܣଵଶ ൈ ܣଵଷ ൈ ܣଵସ ൈ ܣଶଷ ൈ ܣଶସ ൈ ܣଷସ                                      ሺ3.37ሻ 
Avec:  
 
ܣଵଶ ൌ ൦
1 ݑଵଶ 0 0
ݒଵଶ േ1 ൅ ݑଵଶݒଵଶ 0 0
0 0 1 0
0 0 0 1
൪, ܣଵଷ ൌ ൦
1 0 ݑଵଷ 0
0 1 0 0
ݒଵଷ 0 േ1 ൅ ݑଵଷݒଵଷ 0
0 0 0 1
൪ 
ܣଵସ ൌ ൦
1 0 0 ݑଵସ
0 1 0 0
0 0 0 0
ݒଵସ 0 0 േ1 ൅ ݑଵସݒଵସ
൪ 
ܣଶଷ ൌ ൦
1 0 0 0
0 1 ݑଶଷ 0
0 ݒଶଷ േ1 ൅ ݑଶଷݒଶଷ 0
0 0 0 1
൪;  ܣଶସ ൌ ൦
1 0 0 0
0 1 0 ݑଶସ
0 0 1 0
0 ݒଶସ 0 േ1 ൅ ݑଶସݒଶସ
൪ 
 ܣଷସ ൌ ൦
1 0 0 0
0 1 0 0
0 0 1 ݑଷସ
0 0 ݒଷସ േ1 ൅ ݑଷସݒଷସ
൪. 
Nous obtenons par Maple:  
 
ܣ04 ൌ ൦
ܽଵ,ଵ ܽଵ,ଶ ܽଵ,ଷ ܽଵ,ସ
ܽଶ,ଵ ܽଶ,ଶ ܽଶ,ଷ ܽଶ,ସ
ܽଷ,ଵ ܽଷ,ଶ ܽଷ,ଷ ܽଷ,ସ
ܽସ,ଵ ܽସ,ଶ ܽସ,ଷ ܽସ,ସ
൪ 
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Avec : 
 
ܽଵ,ଵ ൌ  1 
ܽଵ,ଶ ൌ ܽ12 ൅ ܽ13 כ ܾ23 ൅ ܽ14 כ ܾ24, 
 ܽଵ,ଷ ൌ  ܽ12 כ ܽ23 ൅ ܽ13 כ ሺ1 ൅ ܽ23 כ ܾ23ሻ ൅ ሺሺܽ12 ൅ ܽ13 כ ܾ23ሻ כ ܽ24 ൅ ܽ14 כ ሺ1 ൅ ܽ24 כ ܾ24ሻሻ כ ܾ34 
 ܽଵ,ସ ൌ ሺܽ12 כ ܽ23 ൅ ܽ13 כ ሺ1 ൅ ܽ23 כ ܾ23ሻሻ כ ܽ34 ൅ ሺሺܽ12 ൅ ܽ13 כ ܾ23ሻ כ ܽ24 ൅ ܽ14 כ ሺ1 ൅ ܽ24 כ ܾ24ሻሻ
כ ሺ1 ൅ ܽ34 כ ܾ34ሻ 
  ܽଶ,ଵ ൌ   ܾ12 
 ܽଶ,ଶ ൌ 1 ൅ ܽ12 כ ܾ12 ൅ ܾ12 כ ܽ13 כ ܾ23 ൅ ܾ12 כ ܽ14 כ ܾ24 
 ܽଶ,ଷ ൌ  ሺ1 ൅ ܽ12 כ ܾ12ሻ כ ܽ23 ൅ ܾ12 כ ܽ13 כ ሺ1 ൅ ܽ23 כ ܾ23ሻ ൅ ሺሺ1 ൅ ܽ12 כ ܾ12 ൅ ܾ12 כ ܽ13 כ ܾ23ሻ כ ܽ24
൅ ܾ12 כ ܽ14 כ ሺ1 ൅ ܽ24 כ ܾ24ሻሻ כ ܾ34 
  ܽଶ,ସ ൌ   ሺሺ1 ൅ ܽ12 כ ܾ12ሻ כ ܽ23 ൅ ܾ12 כ ܽ13 כ ሺ1 ൅ ܽ23 כ ܾ23ሻሻ כ ܽ34 ൅ ሺሺ1 ൅ ܽ12 כ ܾ12 ൅ ܾ12 כ ܽ13
כ ܾ23ሻ כ ܽ24 ൅ ܾ12 כ ܽ14 כ ሺ1 ൅ ܽ24 כ ܾ24ሻሻ כ ሺ1 ൅ ܽ34 כ ܾ34ሻ 
  ܽଷ,ଵ ൌ ܾ13   
ܽଷ,ଶ ൌ ሺ1 ൅ ܽ13 כ ܾ13ሻ כ ܾ23 ൅ ܾ13 כ ܽ14 כ ܾ24 
  ܽଷ,ଷ ൌ ሺ1 ൅ ܽ13 כ ܾ13ሻ כ ሺ1 ൅ ܽ23 כ ܾ23ሻ ൅ ሺሺ1 ൅ ܽ13 כ ܾ13ሻ כ ܾ23 כ ܽ24 ൅ ܾ13 כ ܽ14 כ ሺ1 ൅ ܽ24
כ ܾ24ሻሻ כ ܾ34 
 ܽଷ,ସ ൌ  ሺ1 ൅ ܽ13 כ ܾ13ሻ כ ሺ1 ൅ ܽ23 כ ܾ23ሻ כ ܽ34 ൅ ሺሺ1 ൅ ܽ13 כ ܾ13ሻ כ ܾ23 כ ܽ24 ൅ ܾ13 כ ܽ14 כ ሺ1 ൅ ܽ24
כ ܾ24ሻሻ כ ሺ1 ൅ ܽ34 כ ܾ34ሻ 
ܽସ,ଵ ൌ  ܾ14   
ܽସ,ଶ ൌ ሺ1 ൅ ܽ14 כ ܾ14ሻ כ ܾ24 
 ܽସ,ଷ ൌ  ሺ1 ൅ ܽ14 כ ܾ14ሻ כ ሺ1 ൅ ܽ24 כ ܾ24ሻ כ ܾ34 
 ܽସ,ସ ൌ ሺ1 ൅ ܽ14 כ ܾ14ሻ כ ሺ1 ൅ ܽ24 כ ܾ24ሻ כ ሺ1 ൅ ܽ34 כ ܾ34ሻሿ
 
Ainsi, selon ce qui précède, la matrice ܣ08 de taille 8 X 8, est obtenue comme suit : 
                       ܣ08 ൌ ෑ ෑ ܣ௜,௝
଼
௝ୀଶ,   ௝வ௜
଻
௜ୀଵ
ൌ ܣଵ,ଶ ൈ ڮ ൈ ܣଵ,଼ ൈ ܣଶ,ଵ ڮ ൈ ܣଶ,଼ ൈ ڮ ൈ ܣ଻,଼                      ሺ3.38ሻ 
Pour plus de clarté,  nous donnons ci‐dessous la forme des 3 matrices  ܣଵ,ଶ, ܣଷ,ହ et ܣ଻,଼ 
entrant dans le calcul de ܣ08  
ܣଵ,ଶ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
1 ݑଵଶ 0 0 0 0 0 0
ݒଵଶ േ1 ൅ ݑଵଶݒଵଶ 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
 
ܣଷ,ହ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 ݑଷହ 0 0 0
0 0 0 1 0 0 0 0
0 0 ݒଷହ 0 േ1 ൅ ݑଷହݒଷହ 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
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ܣ଻,଼ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 ݑ଻଼
0 0 0 0 0 0 ݒ଻଼ േ1 ൅ ݑ଻଼ݒ଻଼ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
Dans  le  tableau ci‐dessous, nous donnons un exemple de résultat de  la matrice   ܣ08  et de 
son  inverse. A  cet  effet, nous  avons généré  28  couples  aléatoires  ሼݑ, ݒሽ א ሼ0, 1, 2, 3ሽ  afin de 
former les 28 matrices ܣ௜,௝ permettant le calcul de  ܣ08. 
Tableau 3.1. Exemple de résultat obtenu pour la matrice ܣ08 et ܣ08ିଵ.  
1  3  9  16  35  43  104  165    81  ‐27  ‐9  0  0  ‐3  0  ‐1 
2  7  21  38  83  103  247  391    57  ‐17  ‐9  ‐2  ‐1  0  0  0 
2  5  16  28  61  74  181  288    260  ‐84  ‐32  ‐8  ‐2  ‐4  0  ‐1 
2  2  4  5  12  11  34  57    304  ‐97  ‐39  ‐9  ‐4  ‐4  0  ‐1 
1  2  4  4  11  12  32  52    535  ‐169  ‐71  ‐16  ‐7  ‐7  0  ‐1 
2  3  5  6  13  12  38  64    285  ‐90  ‐38  ‐8  ‐3  ‐4  ‐1  0 
2  1  3  0  6  0  12  23    ‐460  144  63  14  6  5  2  ‐1 
2  0  3  0  6  0  12  24    57  ‐17  ‐9  ‐2  ‐1  0  ‐1  1 
                                  Matrice : ࡭૙ૡ                                       Matrice :  ࡭૙ૡି૚ 
Notons  au  passage  que  ces matrices de  valeurs  entières  et  inversibles  sont  aussi utilisées 
dans la réalisation de fonctions de hachage reliant ainsi les bits de sortie en fonction de tous 
les bits d’entrée. 
La  construction  d’une  carte  cat  multidimensionnelle  de  taille  8 ൈ 8,  à  partir  des  quatre 
structures de base de la carte cat 2‐D est alors donnée par : 
                                                                     ܣ8 ൌ A08 ൈ A18 ൈ A28 ൈ A38                                               ሺ3.39ሻ 
Où les différentes matrices  A18, A28 et A38 sont calculées de la même manière que la matrice 
A08. 
2.4.5.2 Deuxième approche 
La deuxième approche utilisée pour  construire une  carte  cat multidimensionnelle   en  tant 
que couche de diffusion, s’appuie sur la méthode décrite par [Liu et al, 2008] et dont l’objectif 
initial était de réaliser un générateur de séquences chaotiques. 
Cette  méthode est déjà décrite en détail dans le chapitre 2.  Elle est basée sur une structure 
matricielle particulière, simple à réaliser et performante en termes de vitesse de calcul. 
Le  processus de diffusion  est  fait  au  niveau  octets  ou  au  niveau des mots de  32  bits. La 
dimension  ݊ ൈ ݊  de  la  matrice  de  diffusion  ܦ  est  flexible,  avec ݊ ൌ 4, 8, 16, 32, 64  et  ݊ ൌ
ܾܶ/ܶݏܾ, avec ܶݏܾ ൌ 8, ݋ݑ 32 bits. 
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Dans cette formulation rappelée ci‐dessous, les paramètres de contrôle ݑ et ݒ sont remplacés 
par des sous matrices ܯ afin de former la matrice de diffusion : 
                                                                     ൦
ܤܵ1݀
ܤܵ2݀
ڮ
ܤܵ݊݀
൪ ൌ ܦ ൈ ൦
ܤܵ1
ܤܵ2
ڮ
ܤܵ݊
൪ ݉݋݀ 2்௦௕                                           ሺ3.40ሻ   
Afin, d’augmenter la taille de la clé dynamique et assurer plus de diffusion, nous utilisons les 
quatre structures de  la carte cat 2‐D, au  lieu d’une seule structure proposée par  [Liu et al, 
2008]. 
La forme finale de la matrice de diffusion dépend  du nombre ns des structures utilisées. 
Si ݊ݏ ൌ 1, ܦ ൌ ܯ଴   
Si ݊ݏ ൌ 2, ܦ ൌ ܯ଴ ൈ ܯଵ   
Si ݊ݏ ൌ 3,  ܦ ൌ ܯ଴ ൈ ܯଵ ൈ ܯଶ     
Si ݊ݏ ൌ 4, ܦ ൌ ܯ଴ ൈ ܯଵ ൈ ܯଶ  ൈ ܯଷ       
où ܯ଴, ܯଵ, ܯଶ, et   ܯଷ, sont  quatre matrices construites respectivement à partir des 4 
structures  ܣ0, ܣ1,   ܣ2, et  ܣ3 . 
avec : 
ܯ଴ ൌ ൤
ܫ௠ ܯ௨଴
ܯ௩଴ ܫ௟ ൅ ܯ௩଴ܯ௨଴
൨,    ܯଵ ൌ ൤
ܫ௟ ൅ ܯ௩ଵܯ௨ଵ     ܯ௩ଵ
ܯ௨ଵ ܫ௠   
൨,  
ܯଶ ൌ ൤
ܯ௩ଶ ܫ௟ ൅ ܯ௩ଶܯ௨ଶ
ܫ௠ ܯ௨ଶ
൨,     ܯଷ ൌ ൤
ܯ௨ଶ ܫ௠   
ܫ௟ ൅ ܯ௩ଶܯ௨ଶ     ܯ௩ଶ
൨ 
ܫ௠   et   ܫ௟ sont deux matrices  identité de taille ݉ et ݈ respectivement.   Les éléments des sous 
matrices ܯ௨௜ et ܯ௩௜  forment la clé dynamique. 
ܯ௨௜ et ܯ௩௜ sont deux sous matrices non‐zéro de  taille     ݉ ൈ  ݈ et  ݈ ൈ  ݉ pour  la structure ݅, 
avec  ݈ ൌ  ݊ െ ݉. Elles peuvent être  identiques pour  les différentes structures ou différentes 
pour chaque structure.  
Dans notre simulation, nous avons utilisé les même ܯ௨௜ et ܯ௩௜ pour les différentes structures. 
Ceci permet d’avoir une taille de la clé de diffusion comprise entre 32 bits minimum et 128 
bits maximum. 
Les  déterminants  des  différentes  matrices  ܯ௜, ݅ ൌ 0, 1, 2, 3  sont  égaux  à  l’unité,  donc  ces 
matrices sont réversibles. En effet, si  
ܯ ൌ ቂܣ ܤ
ܥ ܦ
ቃ 
alors, le déterminant de ܯ est donné par [Brookes, 2005] : 
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 ݀݁ݐ ሺܯሻ  ൌ  ݀݁ݐ ሺܣሻ  ൈ  ܦ݁ݐ ሺܦ െ  ܥܣିଵܤሻ , où  ܣ et D sont des matrices carrées 
Par exemple pour ܯ ൌ ܯ଴, le déterminant de ܯ଴ est: 
detሺܯ଴ሻ ൌ detሺܫ௠ሻ ൈ det൫ܫ௟ ൅  ܯ௩଴ܯ௨଴ െ ܯ௩଴ܫ௠
ିଵܯ௨଴൯ 
ൌ detሺܫ௠ሻ ൈ detሺܫ௟ ൅  ܯ௩଴ܯ௨଴ െ ܯ௩଴ܯ௨଴ሻ 
ൌ detሺܫ௠ሻ ൈ  detሺܫ௟ሻ ൌ 1 
 Exemple de calcul de la matrice de diffusion ࡰ 
Pour   ݊ ൌ 8, on peut choisir arbitrairement  les matrices ܯ௨ et ܯ௩  (normalement calculées à 
partir de  la clé de diffusion dynamique), par exemple, si on  fixe   le paramètre ݉ ൌ 4, alors 
݈ ൌ ݊ െ ݉ ൌ 4, et : 
ܯ௨ ൌ ൦
0 1 0 1
1 0 1 1
1 1 1 1
1 0 0 1
൪,   ܯ௩ ൌ ൦
1 1 1 0
1 0 1 1
0 0 1 0
0 0 0 0
൪ 
Donc, si nous utilisons les mêmes matrices ܯ௨, et ܯ௩ dans le calcul des différentes matrices 
ܯ௜, ݅ ൌ 0, 1, 2, 3,  nous obtenons : 
1  1  1  0  3  2  2 3  3 2 2 3 1  1  1  0
1  0  1  1  2  3  1 3  2 3 1 3 1  0  1  1
0  0  1  0  1  1  2 1  1 1 2 1 0  0  1  0
0  0  0  0  0  0  0 1  0 0 0 1 0  0  0  0
1  0  0  0  0  1  0 1  0 1 0 1 1  0  0  0
0  1  0  0  1  0  1 1  1 0 1 1 0  1  0  0
0  0  1  0  1  1  1 1  1 1 1 1 0  0  1  0
0  0  0  1  1  0  0 1  1 0 0 1 0  0  0  1
                                      ܯଵ                                                                                            ܯଶ 
0  1  0 1 1 0 0 0
1  0  1 1 0 1 0 0
1  1  1 1 0 0 1 0
1  0  0 1 0 0 0 1
3  2  2 3 1 1 1 0
2  3  1 3 1 0 1 1
1  1  2 1 0 0 1 0
0  0  0 1 0 0 0 0
ܯଷ 
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Pour ݊ݏ ൌ 1,  ܦଵ ൌ ܯ଴ par exemple (on aurait pu prendre n’importe quelle matrice ܯ௜, ݅ ൌ
0, 1, 2, 3 
1  0  0  0  0  1  0  1   2  0  1  1  0  ‐1  0  ‐1 
0  1  0  0  1  0  1  1   1  2  2  0  ‐1  0  ‐1  ‐1 
0  0  1  0  1  1  1  1   2  1  4  1  ‐1  ‐1  ‐1  ‐1 
0  0  0  1  1  0  0  1   1  1  1  1  ‐1  0  0  ‐1 
1  1  1  0  3  2  2  3   ‐1  ‐1  ‐1  0  1  0  0  0 
1  0  1  1  2  3  1  3   ‐1  0  ‐1  ‐1  0  1  0  0 
0  0  1  0  1  1  2  1   0  0  ‐1  0  0  0  1  0 
0  0  0  0  0  0  0  1   0  0  0  0  0  0  0  1 
          Matrice de diffusion  ܦଵ                                             Matrice de diffusion inverse  ܦଵିଵ     
Pour ݊ݏ ൌ 2,  ܦଶ ൌ ܯ଴ ൈ ܯଵ par exemple 
1  2  1  1  5  2  3 5  ‐4 ‐5 ‐6 ‐1 4  0  2  3
2  0  2  2  4  5  2 6  ‐8 ‐3 ‐11 ‐5 3  4  3  3
1  1  2  1  4  3  4 5  ‐9 ‐6 ‐15 ‐4 5  3  6  5
1  0  0  1  1  1  0 3  ‐5 ‐2 ‐5 ‐3 2  2  1  3
5  3  5  4  13  11  9 17  4 1 4 2 ‐1  ‐2  ‐1  ‐1
3  4  3  3  11  6  8 14  2 3 4 0 ‐2  0  ‐2  ‐2
1  1  3  1  5  4  5 6  2 1 5 1 ‐1  ‐1  ‐2  ‐1
0  0  0  1  1  0  0 1  1 1 1 1 ‐1  0  0  ‐1
          Matrice de diffusion  ܦଶ                                             Matrice de diffusion inverse  ܦଶିଵ 
Pour ݊ݏ ൌ 3,  ܦଷ ൌ ܯ଴ ൈ ܯଵ ൈ ܯଷ par exemple 
18  17  11  26  8  3  7 7  ‐12 ‐10 ‐19 ‐4 8  3  7  7
21  12  15  27  6  7  6 6  ‐15 ‐6 ‐21 ‐9 6  7  6  6
19  15  14  25  6  4  8 6  ‐11 ‐7 ‐20 ‐5 6  4  8  6
7  3  3  9  2  2  1 3  ‐5 ‐2 ‐5 ‐3 2  2  1  3
63  46  43  83  21  16  22 20  24 9 30 14 ‐9  ‐11  ‐8  ‐10
48  40  30  66  18  9  18 18  30 22 48 12 ‐18  ‐9  ‐18  ‐18
23  18  18  30  7  5  10 7  45 26 70 22 ‐23  ‐17  ‐24  ‐23
1  1  0  3  1  0  0 1  18 13 25 8 ‐11  ‐5  ‐8  ‐11
Matrice de diffusion  ܦଷ                                             Matrice de diffusion inverse  ܦଷିଵ 
Pour ݊ݏ ൌ 4,  ܦସ ൌ ܯ଴ ൈ ܯଵ ൈ ܯଷ ൈ ܯସ par exemple 
91  61  61  119 29  25  29 29  62 32 90 32 ‐29  ‐25  ‐29  ‐29
92  75  58  126 34  18  34 34  58 41 92 24 ‐34  ‐18  ‐34  ‐34
88  65  61  117 29  21  32 29  56 33 90 27 ‐29  ‐21  ‐32  ‐29
26  21  14  38 11  5  8 11  18 13 25 8 ‐11  ‐5  ‐8  ‐11
289  218  191  388 100  67  102 99  ‐88 ‐64 ‐136 ‐36 53  26  49  52
226  159  151  301 75  58  75 75  ‐151 ‐84 ‐226 ‐76 75  58  75  75
107  80  75  142 35  25  40 35  ‐205 ‐126 ‐317 ‐96 109  73  111  109
7  3  3  9  2  2  1 3  ‐85 ‐47 ‐120 ‐43 42  32  38  43
Matrice de diffusion  ܦସ                                             Matrice de diffusion inverse  ܦସିଵ     
Ci‐dessous (voir figure 3.19), nous donnons le pseudo code Matlab (fonction ܥܽݐ݀݅݉݁݊ݏ݅݋݊) 
permettant la construction de la matrice de diffusion. 
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݂ݑ݊ܿݐ݅݋݊ ܴ ൌ ܿ݋ݑ݄݂݂ܿ݁݀݁݀݅ݑݏ݅݋݊ܿܽݐሺܤ, ܯݑ, ܯݒ, ݊ݏ, ݊, ݀ሻ
% ܤ ݁ݏݐ ݈݁ ܾ݈݋ܿ ݀′݁݊ݐݎé݁ ݁݊ ݋ܿݐ݁ݐݏ 
ܦ ൌ ܥܽݐ݀݅݉݁݊ݏ݅݋݊ሺ݈݁݊݃ݐ݄ሺܤሻ, ݊, ݀݋ݑܾ݈݁ሺܯݑሻ, ݀݋ݑܾ݈݁ሺܯݒሻ, ݊ݏሻ; 
ܫ݂ ݀ ൌൌ 0 
% ܥܪܫܨܨܴܧܯܧܰܶ  
ܴ ൌ ݉݋݀ሺሺܦ כ ܤ′ሻ, 2଼ሻ; 
݈݁ݏ݁ 
%DECHIFFREMENT 
݅݊ݒܦ ൌ ݎ݋ݑ݊݀ሺ݅݊ݒሺܦሻሻ; 
ܴ ൌ ݉݋݀ሺ݅݊ݒܦ כ ሺܤሻ, 2଼ሻ;
݁݊݀ 
 
Fig. 3.19: Pseudo code Matlab pour la construction de la couche de diffusion 
Rappelons que la matrice de diffusion   ܦ   est utilisée dans le processus de chiffrement et la 
matrice de diffusion inverse ܦିଵ ൌ ݅݊ݒሺܦሻ est utilisée dans le processus de déchiffrement.  
Dans  le  cas où  les matrices  ܯ௨, ܯ௩  sont  identiques pour  les différentes  structures, alors  le 
pseudo code Matlab (voir figure 3.20) pour le calcul de la matrice ܦ  est : 
݂ݑ݊ܿݐ݅݋݊ ܦ ൌ ܥܽݐ݀݅݉݁݊ݏ݅݋݊ሺ݉, ݊, ܯݑ, ܯݒ, ݊ݏሻ
% ݊ ൌ  ݐ݈݈ܽ݅݁ ݀݁ ݈ܽ ݉ܽݐݎ݅ܿ݁ ܿܽݎݎé݁ ݌ݎ ݁ݔ݁݉݌݈݁ ݊ ൌ 16 ݌݋ݑݎ ܾܶ ൌ 128; 
% ݉ ൌ  ݐ݈݈ܽ݅݁ ݀݁ ݈ܽ ݉ܽݐݎ݅ܿ݁ ݅݀݁݊ݐ݅ݐ݁; 
% ܯݑ, ܯݒ ݀݁ݑݔ ݉ܽݐݎ݅ܿ݁ݏ ݃é݊éݎé݁ݏ ݈ܽéܽݐ݋݅ݎ݁݉݁݊ݐ ; 
݈ ൌ ݉ െ ݊; 
ܫ݉ ൌ ݁ݕ݁ሺ݉ሻ; 
ܫ݈ ൌ ݁ݕ݁ሺ݈ሻ; 
ܯ0 ൌ ሾܫ݉ ܯݑ; ܯݒ ܫ݈ ൅ ܯݒ כ ܯݑሿ; 
ܯ1 ൌ ሾܯݒ ܫ݈ ൅ ܯݒ כ ܯݑ; ܫ݉ ܯݑ; ሿ; 
ܯ2 ൌ ሾܫ݈ ൅ ܯݒ כ ܯݑ ܯݒ ; ܯݑ ܫ݉; ሿ; 
ܯ3 ൌ ሾܯݑ ܫ݉ ; ܫ݈ ൅ ܯݒ כ ܯݑ ܯݒ ሿ; 
         ݂݅ ሺ݊ݏ ൌൌ 1ሻ 
                    ܦ ൌ ܯ0; 
       ݈݁ݏ݂݁݅ሺ݊ݏ ൌൌ 2ሻ 
                   ܦ ൌ ܯ0 כ ܯ1; 
       ݈݁ݏ݂݁݅ ሺ݊ݏ ൌൌ 3ሻ 
                  ܦ ൌ ܯ0 כ ܯ1 כ ܯ2; 
      ݈݁ݏ݂݁݅ሺ݊ݏ ൌൌ 4ሻ 
                 ܦ ൌ ܯ0 כ ܯ1 כ ܯ2 כ ܯ3;
݁݊݀ 
Fig. 3.20: Pseudo code Matlab pour la construction de la couche de diffusion dans le cas où 
les matrices
  
sont identiques. 
Dans le cas d’utilisation de matrices ܯ௨, ܯ௩  différentes pour chaque structure, la procédure 
de création de la matrice de diffusion  est présentée par le code  Matlab  suivant : 
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݂ݑ݊ܿݐ݅݋݊ ܦ ൌ ܥܽݐ݀݅݉݁݊ݏ݅݋݊ݑ݌݀ܽݐ݁2ሺ݉, ݊, ܯݑ1, ܯݑ2, ܯݑ3, ܯݑ4, ܯݒ1, ܯݒ2, ܯݒ3, ܯݒ4, ݊ݏሻ 
% ݊ ൌ  ݐ݈݈ܽ݅݁ ݀݁ ݈ܽ ݉ܽݐݎ݅ܿ݁ ܿܽݎݎé݁ ݌ݎ ݁ݔ݁݉݌݈݁ ݊ ൌ 16 ݌݋ݑݎ ܾܶ ൌ 128;
% ݉ ൌ  ݐ݈݈ܽ݅݁ ݀݁ ݈ܽ ݉ܽݐݎ݅ܿ݁ ݅݀݁݊ݐ݅ݐé; 
% ܯݑ, ܯݒ ݀݁ݑݔ ݉ܽݐݎ݅ܿ݁ݏ ݃é݊éݎé݁ݏ ݈ܽéܽݐ݋݅ݎ݁݉݁݊ݐ ; 
݈ ൌ ݉ െ ݊; 
ܫ݉ ൌ ݁ݕ݁ሺ݉ሻ; 
ܫ݈ ൌ ݁ݕ݁ሺ݈ሻ; 
ܯ1 ൌ ሾܫ݉         ܯݑ1;     ܯݒ1        ܫ݈ ൅ ܯݒ1 כ ܯݑ1ሿ; 
ܯ2 ൌ ሾܯݒ2     ܫ݈ ൅ ܯݒ2 כ ܯݑ2;    ܫ݊2             ܯݑ2; ሿ; 
ܯ3 ൌ ሾܫ݈ ൅ ܯݒ3 כ ܯݑ3        ܯݒ3 ; ܯݑ3        ܫ݉; ሿ; 
ܯ4 ൌ ሾܯݑ4      ܫ݉ ;    ܫ݈ ൅ ܯݒ4 כ ܯݑ4     ܯݒ4 ሿ; 
              ݂݅ ሺ݊ݏ ൌൌ 1ሻ 
                     ܦ ൌ ܯ1; 
             ݈݁ݏ݂݁݅ሺ݊ݏ ൌൌ 2ሻ 
                     ܦ ൌ ܯ1 כ ܯ2; 
              ݈݁ݏ݂݁݅ ሺ݊ݏ ൌൌ 3ሻ 
                    ܦ ൌ ܯ1 כ ܯ2 כ ܯ3; 
             ݈݁ݏ݂݁݅ሺ݊ݏ ൌൌ 4ሻ 
                    ܦ ൌ ܯ1 כ ܯ2 כ ܯ3 כ ܯ4; 
  ݁݊݀ 
Fig. 3.21: Pseudo code Matlab pour la construction de la couche de diffusion dans le cas où 
les matrices sont identiques. 
3.4.6 Couche de permutation basée sur la carte chaotique skew tent.  
L’opération de permutation, réalisée par la carte chaotique skew tent,  est faite sur les 
octets du bloc ܤܵ de taille ܾܶ݋, avec ܾܶ݋ ൌ ܾܶ/8 octets 
L’équation est alors : 
                ݉݊ ൌ ௕ܲೕ,೔  ሺ݉ሻ ൌ
ە
ۖ
۔
ۖ
ۓ ቜ
ܾܶ݋
௝ܾ,௜
ൈ ݉ቝ                                  1 ൑  ݉ ൑ ௝ܾ,௜
቞
ܾܶ݋
ܾܶ݋ െ ௝ܾ,௜
ሺܾܶ݋ െ ݉ሻ቟ ൅ 1       ௝ܾ,௜ ൏ ݉ ൑ ܾܶ݋   
                             ሺ3.41ሻ 
 
où ݉ et ݉݊ sont les positions originales et permutées des octets du bloc ܤܵ, avec : 
݉݊ א ሼ1, ڮ , ܾܶ݋ሽ,  ௝ܾ,௜ א ሼ1, ڮ , ܾܶ݋ሽ ݁ݐ ݅ ൌ 1, 2, … , ܾ݊, où    ܾ݊  est  le nombre de paramètres de 
contrôle utilisés dans  la  fonction de permutation. Pour  chaque paramètre de  contrôle  ௝ܾ,௜   
݅ ൌ 1, 2, … , ܾ݊, la fonction de permutation est itérée ݎ݌ fois, sur le bloc sous traitement, donc 
au total la fonction de permutation est exécutée ܾ݊ ൈ ݎ݌ fois. 
Les  paramètres  nécessaires  sont  ௝ܾ,௜  , ݅ ൌ 1, ڮ , ܾ݊  avec    1 ൑  ௝ܾ,௜  ൑  ܾܶ݋  et  ܾ݊ ൌ 4.  Ils  sont 
produits comme suit : 
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Avec : 
 
 
 
 
 
 
3.4.7 Couche de permutation inverse basée sur l’équation inverse de la carte 
chaotique skew tent. 
L’équation de permutation inverse de la carte chaotique skew tente, appliquée sur les indices 
du bloc chiffré de taille ܾܶ݋ est donnée ci‐dessous.  
           ݅݉݊ ൌ ܲିଵ௕ೕ,೔  ሺ݉ሻ ൌ
ە
ۖ
۔
ۖ
ۓ ߞ1         ݏ݅   ߠሺ݉ሻ ൌ ݉  ݁ݐ ቆ
ߞ1
௝ܾ,௜
ቇ ൐ ቆ
ܾܶ݋ –  ߞ2
ܾܶ݋ െ ௝ܾ,௜
ቇ
 ߞ2         ݏ݅    ߠሺ݉ሻ ൌ ݉  ݁ݐ ቆ
ߞ1
௝ܾ,௜
ቇ ൑ ቆ
ܾܶ݋ –  ߞ2
ܾܶ݋ െ ௝ܾ,௜
ቇ
ߞ3 ൌ ߞ1                           ݏ݅   ߠሺ݉ሻ ൌ ݉ ൅ 1 
                           ሺ3.42ሻ     
où : 
ߞ1 ൌ ݈ܿ݁݅ ቈቆ ௝ܾ,௜
ܾܶ݋
ቇ ൈ ݉቉ ,    ߞ2 ൌ ݂݈݋݋ݎ ቈቆ ௝ܾ,௜
ܾܶ݋
െ 1ቇ ൈ ݉ ൅ ܾܶ݋቉ 
ߞ3 ൌ ݂݈݋݋ݎሾቆ ௝ܾ,௜
ܾܶ݋
ቇ ൈ ݉ሿ,   ߠሺ݉ሻ ൌ ݉ ൅ ߞ1 െ  ߞ3 ൅ 1  
Avec :   ݅݉݊ א ሼ1, ڮ , ܾܶ݋ሽ est l’indice  inverse de permutation de  l’indice de permutation ݉݊ 
du chiffrement, ݉ א ሼ1, ڮ , ܾܶ݋ሽ est l’indice d’entrée,  ௝ܾ,௜ א ሼ1, ڮ , ܾܶ݋ሽ ݁ݐ ݅ ൌ ܾ݊, ܾ݊ െ 1, ڮ ,2, 1 
où,  ܾ݊  est  le  nombre  de  paramètres  de  contrôle  utilisés  dans  la  fonction  inverse  de 
permutation. 
 Pour  chaque  paramètre  de  contrôle  ௝ܾ,௜    ݅ ൌ ܾ݊, ܾ݊ െ 1, ڮ ,2, 1,  l’équation  inverse  de 
permutation est  itérée ݎ݌  fois, sur  le bloc sous  traitement, donc au  total pour une  itération, 
l’équation inverse de permutation est exécutée ܾ݊ ൈ ݎ݌ fois. 
Chaque paramètre de contrôle  ௝ܾ,௜   ݅ ൌ 1, 2, … , ܾ݊ est itéré sur le bloc sous traitement  ݎ݌ fois. 
 
 
௝ܾ,ଵ ൌ ݉݋݀ሺሺ൓ܱଵ ר ܱଶሻ ש ሺ൓ܱଵ ר ܱଷሻ۩ ସܱ, ܾܶ݋ሻ
௝ܾ,ଶ ൌ  ݉݋݀ሺܱଶ ۩ሺܱଷ ר ൓ ସܱሻ, ܶ݋ሻ 
௝ܾ,ଷ ൌ ݉݋݀ሺሺ൓ܱଶ ר  ܱଷሻ  ש ሺ൓ܱଶ  ר  ସܱሻ۩ ଵܱ, ܾܶ݋ሻ 
௝ܾ,ସ ൌ  ݉݋݀ሺܱଶ ۩ሺܱଷ ר ൓ ସܱሻ,ܾܶ݋ሻ
 
ଵܱ= ْ௟ୀଵସ ଵܶሺ݈ሻ 
ܱଶ= ْ௟ୀଵସ ଶܶሺ݈ሻ 
ܱଷ= ْ௟ୀଵସ ଷܶሺ݈ሻ 
ܱଷ= ْ௟ୀଵସ ସܶሺ݈ሻ 
௜ܶ ൌ ܶݕ݌݁ܿܽݏݐሺݑ݅݊ݐ32ሺܺ௜ሺ݊ሻሻ, ᇱ ݑ݅݊ݐ8Ԣሻ, ݅ ൌ 1, 2, 3, 4
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3.5 Analyse de la sécurité des crypto‐systèmes et résultats expérimentaux 
Les crypto‐systèmes SPN et Feistel sont  composés de plusieurs couches consécutives. 
La  façon  de  réaliser  et  d’enchaîner  ces  couches,  détermine  les  performances  des  crypto‐
systèmes  en  termes  de  rapidité  d’exécution  et  de  robustesse  vis‐à‐vis  des  attaques 
cryptographiques.  Dans  cette  partie  nous  nous  proposons  d’étudier  et  de  quantifier  les 
performances  des  fonctions  chaotiques  (cartes  chaotiques)  utilisées  dans  les  différentes 
couches afin de quantifier les performances des crypto‐systèmes proposés. A ce propos, nous 
nous  appuyons  sur  les  outils  d’analyse  des  performances  des  crypto‐systèmes  de  la 
littérature spécialisée.   
D’après Shannon, si  les différentes couches d’un crypto‐système donné sont performantes, 
alors le crypto‐système en question est performant. 
Nous commençons par introduire tous les outils nécessaires à l’analyse de la sécurité, puis  
nous considérons les performances : 
‐ de la couche de substitution, réalisée par la carte chaotique Skew tent,  
‐ de  la  couche de permutation,  réalisée par  la  carte  chaotique Skew  tent, puis par  la 
carte chaotique 2‐D, 
‐ de  la couche de diffusion, réalisée par  la matrice binaire statique, et par  la carte cat 
dynamique multidimensionnelle.  
Enfin,  nous  évaluons  les  performances  des  crypto‐systèmes  proposés aux  différentes 
attaques cryptographiques connues : 
‐ sensibilité aux textes en clair (mesure de l’effet d’avalanche) 
‐ sensibilité à la clé secrète en émission et en réception 
‐ analyse  statistique  de  la  sécurité  (chi‐carré,  entropie,  histogramme,  corrélation), 
temps de calcul. 
 
3.5.1 Outils d’analyse de la sécurité 
 Préliminaires : 
2.5.1.1 Attaques statistiques  
Shannon [Shannon, 1949]  a dit ʺil est possible de casser un bon nombre de crypto‐systèmes 
par une analyse statistique de ces derniersʺ. Pour résister à lʹattaque statistique il faut que : 
‐  lʹhistogramme  de  lʹimage  chiffrée  soit  quasi  uniformément  distribué,  de  cette 
manière l’attaquant ne peut pas avoir de l’information sur lʹimage en clair.  
‐ les coefficients de corrélation des pixels adjacents de l’image chiffrée dans toutes les 
directions soient proches de zéros.  
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2.5.1.2 Attaques différentielles et linéaires   
Les  attaques  les  plus  puissantes  et  les  plus  courantes  sur  les  algorithmes  de 
chiffrement/déchiffrement par bloc sont  les attaques  linéaire  [Matsui, 1993] et différentielle 
[Biham  et  Shamir,  1991].  Selon  [Koo  et  al,  2003],  la  résistance  contre  ces  deux  types 
d’attaques, dépend  essentiellement de  la  robustesse de    la  couche de  substitution  et de  la 
couche de diffusion. La couche de substitution doit assurer que le maximum des probabilités 
d’approximation linéaire et différentielle soit le plus faible possible (2‐6 dans le cas de l’AES, 
et entre 2‐5,8 et 2‐5 pour nos crypto‐systèmes). La couche de diffusion doit assurer un nombre 
de  branches  linéaires  grand  (5  pour  l’AES,  et  entre  8  et  10  pour  les  crypto‐systèmes 
proposés). 
Les  couches  de  confusion/diffusion  utilisées  dans  les  crypto‐systèmes  proposés  sont 
dynamiques,  car  les  clés  utilisées  dans  ses  couches  varient    pour  chaque  itération,  par 
conséquent  les crypto‐systèmes proposés résistent à ces deux types d’attaques et possèdent 
une complexité supplémentaire contre la cryptanalyse par rapport à l’utilisation des couches 
statiques.  
2.5.1.3 Attaques à  texte en clair/chiffré connu ou choisi  
Les crypto‐systèmes proposés assurent l’effet d’avalanche. En effet,  quelle que soit la 
position  d’un  bit  changé  dans  un  bloc  de  texte  en  clair  ou  chiffré,  ceci  provoque 
pratiquement  le  changement  de  50%  des  bits  entre  les  deux  blocs  chiffré  ou  déchiffrée 
respectivement (effet d’avalanche). 
La  mesure  de  l’effet  d’avalanche  doit  être  faite  au  niveau  du  bloc  et  non  au  niveau  de 
l’image. Par ailleurs, pour  réaliser  l’effet d’avalanche, certains crypto‐systèmes basés chaos 
relient le processus de génération des clés dynamiques ou de permutation avec le bloc chiffré 
précédent, ceci entraine des erreurs de propagation. 
Parmi,  les  différents modes  opératoires  cryptographiques,  le mode CBC  est  le mode  qui 
réalise le plus l’effet d’avalanche dans un sens. 
2.5.1.4 Attaque exhaustive de la clé secrète  
  Pour résister à lʹattaque exhaustive de la clé secrète,  un crypto‐système devrait avoir 
une clé secrète de taille assez grande  ሺ൒  128 bits). Dans les crypto‐systèmes basés chaos, la 
clé  secrète  est  celle  du  générateur  des  séquences  chaotiques  utilisé.  Elle  est  formée    des 
conditions initiales et des paramètres de contrôle du générateur en question.  
Les  générateurs  chaotiques  proposés  et  utilisés  dans  nos  crypto‐systèmes,  possèdent    un 
espace de clé  secrète plus grand que 2128 bits, et donc ils résistent à lʹattaque exhaustive. 
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2.5.1.5 Sensibilité  à la clé secrète en émission/réception 
Un crypto‐système est dit sensible à la clé secrète en émission/réception, si : 
‐ le chiffrement à l’émission d’une même image avec deux clés qui diffèrent d’un seul 
bit, donne deux images chiffrées qui diffèrent de 50 % en bits ; 
‐ le déchiffrement à  la  réception d’une même  image chiffrée mais avec deux clés qui 
diffèrent d’un bit, fournit deux images déchiffrées qui diffèrent de 50% en bits. 
Cette sensibilité est classiquement mesurée par deux paramètres qui sont le NPCR (Number 
of Pixel Change Rate) et le UACI (Unified Average Changing Intensity) définis plus loin.  
Les  séquences pseudo‐chaotiques générées,  sont utilisées pour  former  les clés dynamiques 
des  différentes  couches  des  crypto‐systèmes  proposés.  Le moindre  changement  de  la  clé 
secrète du générateur engendre un changement quasi‐chaotique dans les clés dynamiques et 
donc  les  crypto‐systèmes  proposés  assurent  la  sensibilité  à  la  clé  secrète  en 
émission/réception.  
2.5.1.6 Attaque sur l’implémentation 
Dans  les  crypto‐systèmes  basés  sur  la  génération  de  séquences  chaotiques,  en 
réception, le déchiffrement d’un bloc nécessite d’abord  la génération de tous les échantillons 
nécessaires   au calcul des différentes clés dynamiques avant de procéder au déchiffrement. 
Ceci  nécessite  donc,  de  stocker  ces  échantillons  pour  une  itération  j,  dans  une  mémoire 
protégée contre ce type d’attaque. 
3.6 Outils de mesure des performances des couches des crypto‐systèmes et 
évaluation de ces performances.  
Dans  ce  paragraphe,  nous  introduisons  les  outils  nécessaires  à  la  quantification  des 
performances des différentes couches, et nous évaluons expérimentalement les performances 
de chaque couche des crypto‐systèmes proposés.   
3.6.1 Couche de substitution 
Une  couche  de  substitution  ݊ ൈ ݊  d’un  système  de  chiffrement  par  bloc  itératif,  doit  être 
robuste vis‐à‐vis des cryptanalyses  linéaire et différentielle. Une haute non‐linéarité  fournit 
une  résistance  contre  les  attaques  linéaires  et  une  distribution  uniformément  petite  de  la 
table XOR entrée‐sortie fournit une résistance contre les attaques différentielles.  
Les cinq critères principaux que doit vérifier une couche de substitution sont [4‐8]: 
‐  bijectivité,  
‐ non linéarité,  
‐ distribution équiprobable et petite de la table XOR entrée‐sortie, 
‐ critère dʹavalanche strict (Strict Avalanche Criterion « SAC »),  
‐ critère dʹindépendance des bits (Bits Independence Criterion « BIC »). 
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Nous  présentons,  et  évaluons  quantitativement  ces  critères,  puis    nous  comparons  les 
résultats obtenus avec ceux obtenus par plusieurs  techniques de construction de couche de 
substitution de la littérature. La substitution est réalisée sur les octets, donc ݊ ൌ 8.   
2.6.1.1 Bijectivité : 
Une couche de substitution est bijective si elle vérifie la relation  suivante : 
                                                            ෍ሼܣሺ݅ሻۨܨሺ݆ሻሽ
ଶ೙
௝ୀଵ
ൌ 2௡ିଵ, ׊݅ א ሾ0, ݊ െ 1ሿ                         ሺ3.43ሻ 
où :                                     
                                            ܣሺ݅ሻۨܨሺ݆ሻ ൌ ܽሺ݅ሻଵٿ ܨሺ݆ሻଵ ْ ڮ ْ ܽሺ݅ሻ௡ٿܨሺ݆ሻ௡                                                    
Avec : 
ܨሺ݆ሻ א ሾ0, 2௡ െ 1ሿ est  un  élément  de ܨ ൌ ሾܨሺ1ሻ, ܨሺ2ሻ, … , ܨሺ2௡ሻሿ,    
ܨሺ݆ሻ ൌ ሾ݂ሺ݆ሻଵ , ݂ሺ݆ሻଶ , … , ݂ሺ݆ሻ௡ሿ,  et  ܣሺ݅ሻ ൌ ሾܽሺ݅ሻଵ , ܽሺ݅ሻଶ , … , ܽሺ݅ሻ௡ሿ ൌ 2௜, ݅ ൌ 0,1, … , ݊ െ 1 .  
Nous  pouvons  vérifier  autrement  et  plus  facilement  la  bijectivité  dʹune  couche  de 
substitution, en calculant simplement le nombre des éléments différents de la sortie de cette 
couche de substitution ܻ ൌ ܨሺܺሻ pour une entrée variant de ܺ ൌ 0, 1, ڮ 2௡ െ 1. Si le nombre 
d’éléments est égal a 2௡=256 (pour ݊ ൌ 8ሻ alors, la couche de substitution est bijective, sinon, 
elle nʹest pas bijective. 
2.6.1.2 Non linéarité  
La non  linéarité  est  évaluée par deux approches,  celle du    spectre de Walsh  et  celle de  la  
probabilité d’approximation linéaire.  
Approche de Walsh : 
Soit : ܻ ൌ ܨሺܺሻ,  la sortie d’une couche de substitution pour une entrée ܺ ൌ ሾ1, 2, ڮ ,256ሿ (tel 
que ܺሺ݅ሻ ൌ ݅). La non linéarité ܰܮܨ de ܨሺܺሻ (une fonction Booléenne)  peut être évaluée par 
le spectre de Walsh (ܹܵ) : 
 
                                                 ܰܮܨ ൌ 2௡ିଵ ൈ ൫1 െ ൣ2ି௡ ൈ ܯܽݔ௜אሾଵ, ଶ೙ሿ |ܹܵሺ݅ሻ|൧൯                               ሺ3.44ሻ                          
 
  Où chaque élément du spectre de  Walsh est calculé par : 
                                                      ܹܵሺ݅ሻ ൌ ෍ሺെ1ሻிሺ௝ሻା௜ٖ௝
ଶ೙
௝ୀଵ
 , ݅ א ሾ1,  2௡ሿ                                                ሺ3.45ሻ 
Avec :  
ܨሺ݆ሻ א ሾ 0,  2௡ െ 1ሿ et ݆݅ۨ ൌ ݅ଵٿ݆ଵ ْ ݅ଶٿ݆ଶ ْ ڮ ْ ݅௡ٿ݆௡, avec 
 ݅ ൌ ሾ݅ଵ , ݅ଶ , … , ݅௡ሿ, ݆ ൌ ሾ݆ଵ , ݆ଶ , … , ݆௡ሿ, et ݅୩, ݆୩ représentent le kième bit de ݅, ݆  
 
Ci‐dessous nous donnons  l’algorithme de  calcul du  spectre de Walsh  et du    ܰܮܨ dans  la 
figure  3.22.  
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ࡱ࢔࢚࢘é : ܨ, ݊ 
ࡿ࢕࢚࢘࢏ࢋ : ܹ݈ܽݏ݄, ܰܮܨ
െ െ ݊ ݁ݏݐ ݈ܽ ݌ݎéܿ݅ݏ݅݋݊  ݀݁ ݈ܽ ܿ݋ݑ݄ܿ݁ ݀݁ ݏݑܾݏݐ݅ݐݑݐ݅݋݊, ሺ݊݋ܾ݉ݎ݁ ݀݁ ܾ݅ݐݏሻܽݒ݁ܿ ݊ ൌ 8 
െ െ  ܨ ݁ݏݐ  ݃é݊éݎé݁ ݏ݋ݑݏ ݂݋ݎ݉݁ ݀’ݑ݊݁ ݈݅݃݊݁  ݀݁ ݐ݈݈ܽ݅݁ 2௡  é݈é݉݁݊ݐݏ  
ܲ݋ݑݎ  ݅ ݈݈ܽܽ݊ݐ ݀݁ 1 à 2௡ 
ܿ݋ݑ݊ݐ ൌ 0 
     ܲ݋ݑݎ  ݆ ݈݈ܽܽ݊ݐ ݀݁ 1  à 2௡ 
                 ܱ ൌ ܨሺ݆ሻ 
                 ݐ݁݉݌ ൌ ݀݁ܿ2ܾ݅݊ ሺ ሼሺ݅ െ 1ሻٿሺ݆ െ 1ሻሽ, ݊ሻ 
                 ݎ݁݃ ൌ 0 ; 
                ܲ݋ݑݎ ݈ ݈݈ܽܽ݊ݐ ݀݁ 1 à ݊  
                         ݎ݁݃ ൌ ݎ݁݃ ْ  ݐ݁݉݌ሺ݈ሻ 
                ܨ݅݊  ݈  
ܿ݋ݑ݊ݐ ൌ ܿ݋ݑ݊ݐ ൅ ሺെ1ሻைା௥௘௚ 
           ܨ݅݊  ݆ 
ܹ݈ܽݏ݄ሺ݅ሻ ൌ ܿ݋ݑ݊ݐ 
   ܨ݅݊   ݅ 
ܰܮܨ ൌ 2௡ିଵ ൈ ሺ1 െ ݉ܽݔሺܾܽݏሺܹ݈ܽݏ݄ሻሻ/2௡ሻ
 
Fig. 3.22: Algorithme de calcul du spectre de Walsh et du NLF 
 
La fonction ݀݁ܿ2ܾ݅݊ሺݖ, ݊ሻ retourne la représentation binaire de la valeur ݖ sur n bits. 
Les valeurs de ܰܮܨ ൒ 100 indiquent que l’objectif de la non‐linéarité est atteint. 
 
Approche de la probabilité d’approximation linéaire : 
La deuxième approche pour évaluer  la non  linéarité de  la couche de substitution est basée 
sur le calcul de la probabilité d’approximation linéaire d’une fonction Booléenne.  
Pour    une  couche  de  substitution      ܨ: ሾ 0,  2௡ െ 1ሿ  ՜ ሾ 0,  2௡ െ 1ሿ,  la  probabilité  linéaire 
approximative, notée ܮ ிܲ est définie par : 
 
                 ܮ ிܲ ൌ ܯܽݔఈ,ఉஷ଴ሾܮ ிܲሺߙ, ߚሻሿ ൌ ܯܽݔఈ,ఉஷ଴ ቈ
cardሼ݅/݅ۨߙ ൌ ܨሺ݅ሻۨߚሽ െ 2୬ିଵ
2୬ିଵ
቉
ଶ
             ሺ3.46ሻ 
                
     Où    ߙ ൌ ሾߙଵ , ߙଶ , … , ߙ௡ሿ , ߚ ൌ ሾߚଵ , ߚଶ , … , ߚ௡ሿ, ߙ, ߚ א ሾ 1,  2௡ െ 1ሿ, card, dénote le cardinal, et  
ܨሺ݅ሻۨߚ ൌ ݂ሺ݅ሻଵٿߚଵ ْ ݂ሺ݅ሻଶٿߚଶ ْ ڮ ْ ݂ሺ݅ሻ୬ٿߚ୬ ; ݅ۨߙ ൌ ݅ଵٿߙଵ ْ ݅ଶٿߙଶ ْ ڮ ْ ݅௡ٿߙ௡ 
Théoriquement :  
                                                                                         ܮ ிܲሺߙ, ߚሻ#
1
2௡ െ 1
                                                   ሺ3.47ሻ          
Par ailleurs : 
 
෍ ܮ ிܲሺߙ, ߚሻ ൌ 1 , ׊ ߚ   et    
ଶ೙ିଵ
ఈୀଵ
෍ ܮ ிܲሺߙ, ߚሻ ൌ 1 , ׊ ߙ    
ଶ೙ିଵ
ఉୀଵ
 
Ce  qui  implique  que  lʹimmunité  dʹune  couche  de  substitution  à  la  cryptanalyse  linéaire 
dépend de l’uniformité de ܮ ிܲሺߙ, ߚሻ dans ߙ  pour un ߚ fixé  et vise versa. 
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Plus ܮ ிܲ est faible, plus la complexité de lʹattaque linéaire est grande.  
Par exemple, le ܮ ிܲ   de la couche de substitution statique de l’algorithme AES est égal : 
ቂଵସସିଵଶ଼
ଵଶ଼
ቃ
ଶ
ൌ 2ି଺ ൌ 0.015625.  
Notons que le ܮ ிܲ pour une couche de substitution dynamique varie de 2ିସ  à 2ି଺. 
La relation entre le ܰܮܨ et le ܮ ிܲ  est donnée par [Knudsen et al, 1998] : 
                                                                        ܮ ிܲ ൑ ቈ
2୬ିଵ െ NLF
2୬ିଵ
቉
ଶ
                                                            ሺ3.48ሻ  
 
Ci‐dessous nous donnons l’algorithme de calcul du ܮ ிܲ dans la figure  3.23.  
 
ࡱ࢔࢚࢘é : ܨ, ݊ 
ࡿ࢕࢚࢘࢏ࢋ : ܮ ிܲ 
ܲ݋ݑݎ  ߙ ݈݈ܽܽ݊ݐ ݀݁ 1 ݆ݑݏݍݑԢà 2௡ െ 1  
     ܲ݋ݑݎ  ߚ ݈݈ܽܽ݊ݐ ݀݁ 1 ݆ݑݏݍݑԢà 2௡ െ 1 
            ܲ݋ݑݎ ݅ ݈݈ܽܽ݊ݐ ݀݁ 0 ݆ݑݏݍݑԢà 2௡ െ 1  
ܵ݅  ݅ۨߙ ൌ ܨሺ݅ሻۨߚ 
           ݅݊ܿݎé݉݁݊ݐ݁ݎ  ܮܲܶሺߙ, ߚሻ 
                                            ܨ݅݊ ܵ݅ 
           ܨ݅݊  ݅ 
     ܨ݅݊  ߚ 
ܨ݅݊  ߙ 
ܮ ிܲ ൌ ቆ
݉ܽݔሺ݉ܽݔሺܮܲܶሻሻ െ 2௡ିଵ
2௡ିଵ
ቇ
ଶ
Fig. 3.23: Algorithme de calcul de la probabilité d’approximation linéaire LPF  
 
2.6.1.3  Distribution  équiprobable  et  petite  de  la  table  XOR  entrée‐sortie  (Probabilité 
dʹapproximation différentielle de F) 
La cryptanalyse différentielle  [Biham et Shamir,1991] est une attaque à  texte en clair choisi 
pour  trouver  la  clé  secrète  dʹun  crypto‐système.  La  cryptanalyse  différentielle  exploite  la 
haute probabilité des certaines occurrences se trouvant dans la différence de textes en clairs. 
La couche de substitution devrait idéalement avoir lʹuniformité différentielle. Cʹest‐à‐dire, à 
une entrée différentielle ∆݅௞ donnée, doit correspondre une sortie différentielle ∆ ௞݂ ൌ ܨሺ݅ሻ ْ
ܨሺ݅ ْ ∆݅௞ሻ  unique.  La  probabilité  dʹapproximation  différentielle  dʹune  couche  de 
substitution ܦ ிܲ , est une mesure de lʹuniformité différentielle et est définie par : 
 
                                                     ܦ ிܲ=ܯܽݔ∆௜ஷ଴,   ∆ி ሾ  ܦ ிܲሺ∆݅, ∆ܨሻሿ                                                        ሺ3.49ሻ  
 
                                                ܦ ிܲሺ∆௜,∆௙ሻ ൌ
cardሼ݅/ܨሺ݅ሻ ْ ܨሺ݅ ْ ∆݅ሻ ൌ ∆݂ሽ
2௡
                                    ሺ3.50ሻ 
 
Où ∆݅ א ሾ 1,  2௡ െ 1ሿ, ܨሺ݅ሻ, ∆݂ א ሾ 0,  2௡ െ 1ሿ 
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 ܦ ிܲ   est  la probabilité maximale de  la  sortie différentielle  ∆݂, quand  l’entrée différentielle 
est ∆݅. 
Ci‐dessous dans  la  figure  3.24, nous donnons  l’algorithme de  calcul de  la probabilité 
d’approximation différentielle  ܦ ிܲ  
 
ࡱ࢔࢚࢘é : ܨ, ݊ 
ࡿ࢕࢚࢘࢏ࢋ : ܦ ிܲ 
ܲ݋ݑݎ  ∆݅ ݈݈ܽܽ݊ݐ ݀݁ 1 ݆ݑݏݍݑԢà 2௡ െ 1 ݂ܽ݅ݎ݁ 
      ܲ݋ݑݎ ݅ ݈݈ܽܽ݊ݐ ݀݁ 0 ݆ݑݏݍݑԢà 2௡ െ 1  ݂ܽ݅ݎ݁ 
                 ∆݂ ൌ   ܨሺ݅ሻ ْ ܨሺ݅ ْ ∆݅ሻ 
                    ݅݊ܿݎ݁݉݁݊ݐ݁ ܦܦܶሺ∆݅, ∆݂ሻ 
       ܨ݅݊ ܲ݋ݑݎ ݅ 
 ܨ݅݊ ݌݋ݑݎ  ∆݅ 
 ܦ ிܲ ൌ   
݉ܽݔሺ݉ܽݔሺܦܦܶሻሻ
2௡
Fig. 3.24: Algorithme de calcul de la probabilité d’approximation différentielle DPF 
2.6.1.4  Critère dʹavalanche strict 
Un  bon  crypto‐système  doit  réaliser  lʹeffet  dʹavalanche,  c.à.d,  satisfaire  le  critère 
dʹavalanche strict (SAC). Ce critère mesure l’influence du changement des bits d’entrée sur la 
sortie de  la  couche de  substitution.  Selon  ce  critère,  si un bit de  texte  en  clair  change,  en 
moyenne,  la  moitié  des  bits  dans  le  texte  chiffré  changent.  L’évaluation  du ܵܣܥ dʹune 
fonction Booléenne peut être réalisée par les trois étapes suivantes  [Webster el al, 1986] : 
Étape 1  : Produire un vecteur de  texte en clair n‐bits  ݅ א ሾ 0,  2௡ െ 1ሿ et  son  texte  substitué  
ܨሺ݅ ሻ א ሾ 0,  2௡ െ 1ሿ correspondant. 
Étape 2 : Pour chaque  ݅ א ሾ 0,  2௡ െ 1ሿ  créer 
• Un ensemble de  ݊ vecteurs ܫ ൌ ሼ݅1, ݅2, ڮ , ݅݊ሽ௧, tel que ݅ et ݅݇ diffèrent seulement dans 
le bit ݇ :  ݅ ൌ ሾ݅ଵ, ڮ , ݅௞, ڮ , ݅௡ሿ , ݅݇ ൌ ሾ݅ଵ, ڮ , ݅୩, ڮ , ݅௡ሿ  
• un ensemble  de  ݊ vecteurs :  ࣠ ൌ ሾܨ1, ڮ , ܨ݇, ڮ , ܨ݊ሿ  avec ܨ݇ ൌ ܨሺ݅݇ሻ  
• un ensemble  de  ݊ vecteurs ܸ ൌ ሾܸ1, ڮ , ܸ݇, ڮ , ܸ݊ሿ avec ܸ݇ ൌ ܨሺ݅ሻ ْ ܨሺ݅݇ሻ . 
Étape 3 : Appliquer la relation suivante :  ௝ܽ,௞ ൌ ௝ܽ,௞ +ݒ௝,௞,   ݆, ݇ ൌ 1, ڮ , ݊ 
où ݒ௝,௞ est le jième bit du vecteur ܸ݇ après sa conversion en binaire sur  ݊ bits et   ௝ܽ,௞ est un 
élément de la matrice de dépendance ܣ de taille ݊ ൈ ݊.  
Initialement, tous les éléments de la matrice A sont nuls. 
Chaque  ௝ܽ,௞ indique la relation entre le bit du texte en clair  ݇ et le bit de texte  substitué ݆. 
La matrice SAC est obtenue en divisant la matrice ܣ par  2௡, soit par 256, pour n ൌ 8. 
Une couche de substitution est performante, si chaque élément de la matrice SAC est proche 
de 0.5. Autrement dit, la valeur moyenne de la matrice SAC est proche de 0.5 et l’écart type 
est proche de zéro. 
 Ci‐dessous  (voir  figure  3.25), nous donnons  l’algorithme de  calcul du  critère dʹavalanche 
strict ܵܣܥ 
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ࡱ࢔࢚࢘ࢋé : ܨ, ݊ 
ࡿ࢕࢚࢘࢏ࢋ :  ܽ 
ܲ݋ݑݎ  ݅ ݈݈ܽܽ݊ݐ ݀݁  1 ݆ݑݏݍݑԢà 2௡ ݂ܽ݅ݎ݁ 
      ܲ݋ݑݎ ݇ ݈݈ܽܽ݊ݐ ݀݁ 1 ݆ݑݏݍݑԢà ݊  ݂ܽ݅ݎ݁ 
                 ࣠ሺ݇ሻ ൌ ܨሺ݅ ْ 2௞ିଵሻ 
                 ܸሺ݇ሻ ൌ   ܨሺ݅ሻ ْ ࣠ሺ݇ሻ 
             ܸܾሺ݇, 1: ݊ሻ ൌ ݀݁ܿ2ܾ݅݊ሺܸሺ݇ሻ , ݊ሻ 
       ܨ݅݊ ܲ݋ݑݎ ݇ 
ܽ ൌ ܽ ൅  ܸܾ 
ܨ݅݊ ݌݋ݑݎ ݅ 
ܽ ൌ ܽ/2௡ 
Fig. 3.25: Algorithme de calcul du critère dʹavalanche strict SAC 
2.6.1.5 Indépendance des bits produits en sortie « BIC » 
C’est  une  autre  propriété  désirable  pour  une  couche  de  substitution.  Ce  critère 
mesure la dépendance entre les bits produits en sortie par une couche de substitution. Il est 
relié  au  critère  SAC.  En  effet,  pour  évaluer  le  BIC,  nous  utilisons  les  mêmes  étapes  de 
l’évaluation  du ܵܣܥ à  part  la  relation  suivante  de  l’étape  2 :  ܸሺ݆, ݇ሻ ൌ  ࣠ሺ݆ሻ ْ  ࣠ሺ݇ሻ  pour 
݆, ݇ ߳ ሼ1, 2, … , ݊ሽ ݁ݐ ݆ ്  ݇ et  la relation suivante de  l’étape 3 :  ௝ܾ,௞ ൌ ௝ܾ,௞ + ௝݀,௞,      ݆, ݇ ൌ 1, ڮ , ݊, 
où  ௝݀,௞ est  la distance de Hamming ܸሺ݆, ݇ሻ après sa conversion en binaire sur ݊ ܾ݅ݐݏ, ݁ݐ  ܾ௝,௞ 
est un élément de la matrice de dépendance ܤ de taille ݊ ൈ ݊.  
 
Initialement, tous les éléments de la matrice ܤ sont nuls. 
Chaque  ௝ܾ,௞ indique la relation entre le bit du texte substitué ݇ et le bit de texte  substitué ݆. 
La matrice BIC est obtenue en divisant la matrice ܤ par  2௡, soit par 256, car ݊ ൌ 8. 
Une couche de substitution est performante, si chaque élément de  la matrice BIC, à part  la 
diagonale  (qui est vide) est proche de 0.5. Autrement dit,  la valeur moyenne de  la matrice 
BIC est proche de 0.5 et l’écart type est proche de zéro. 
 
Ci‐dessous (voir figure 3.26), nous donnons l’algorithme de calcul de l’indépendance des bits 
produits en sortie BIC. 
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Fig. 3.26: Algorithme de calcul de l’Indépendance des bits produits en sortie BIC 
 
3.6.2 Evaluation et analyse des performances des différentes cartes chaotiques.  
2.6.2.1 Performances de  la  carte Skew  tent utilisant des paramètres de  contrôle  fixes  en  tant que 
couches de substitution et de permutation  
Dans ce paragraphe, nous pointons  les points  faibles de  la carte Skew  tent utilisant 
des  paramètres  de  contrôle  fixes,  à  savoir  :  coefficient  de  corrélation  grand,  non‐linéarité 
faible,  faible période. A  ce propos,  nous mesurons  la nonlineairité   NLF,  le  coefficient de 
corrélation  (défini plus  loin dans  le paragraphe sur  la sensibilité de  la clé dynamique de  la 
couche de substitution) et la périodicité. 
Ensuite, nous proposons les solutions adéquates pour éliminer ces faiblesses. 
 Dans le cas de l’utilisation de la carte skew tent en tant que couche de substitution (ܳ ൌ 2଼ ൌ
256ሻ  le  coefficient  de  corrélation  ߩ  est  calculé  pour  chaque  paramètre  ܽ א ሾ1, 256ሿ,  en 
fonction  du nombre d’itération ݎݏ. Le calcul d’une valeur de ߩ est fait comme suit : 
Pour un vecteur d’entrée ܺ ൌ ሾ1, 2, ڮ ,256ሿ (variation linéaire de  l’entrée ܺሺ݅ሻ ൌ ݅, le pire des 
cas comme vecteur d’entrée) nous évaluons la fonction de substitution ܨሺܺሻ. Puis à partir de 
ܨሺܺሻ, nous formons deux fonctions ܨ1ሺܺሻ et ܨ2ሺܺሻ de taille 255 éléments chacune, telles que 
ܨ1ሺܺሻ ൌ  ܨሺܺሻ, pour les éléments ሾ1, 2, ڮ ,255ሿ et ܨ2ሺܺሻ ൌ  ܨሺܺሻ, pour les éléments ሾ2, ڮ ,256ሿ. 
Enfin, nous calculons le coefficient de corrélation entre ܨ1ሺܺሻ et ܨ2ሺܺሻ. 
Dans la figure 3.27, nous montrons, pour chaque paramètre ܽ א ሾ1, 256ሿ de la carte Skew tent, 
la  variation  du  coefficient  de  corrélation  ߩ  en  code  de  couleur  en  fonction  du  nombre 
d’itérations ݎݏ. 
ࡱ࢔࢚࢘ࢋé : ܨ, ݊ 
ܲ݋ݑݎ  ݅ ݈݈ܽܽ݊ݐ ݀݁ 1 ݆ݑݏݍݑԢà 2௡ ݂ܽ݅ݎ݁ 
      ܲ݋ݑݎ ݆ ݈݈ܽܽ݊ݐ ݀݁ 1 ݆ݑݏݍݑԢà ݊  ݂ܽ݅ݎ݁ 
࣠ሺ݆ሻ ൌ ܨሺ݅ ْ 2௝ିଵሻ 
       ܨ݅݊ ܲ݋ݑݎ ݆ 
 
      ܲ݋ݑݎ ݆ ݈݈ܽܽ݊ݐ ݀݁ 1 ݆ݑݏݍݑԢà ݊ ݂ܽ݅ݎ݁ 
                  ܲ݋ݑݎ ݇ ݈݈ܽܽ݊ݐ ݀݁ 1 ݆ݑݏݍݑԢà ݊  ݂ܽ݅ݎ݁ 
                        ܵ݅ ݆ ് ݇             
                                ܸሺ݆, ݇ሻ ൌ   ࣠ሺ݆ሻ ْ ࣠ሺ݇ሻ 
                          ܨ݅݊  ܵ݅ 
                    ܨ݅݊ ܲ݋ݑݎ ݇ 
     ܨ݅݊ ܲ݋ݑݎ݆ 
  ܾ ൌ ܾ ൅ ݀ 
ܨ݅݊ ݌݋ݑݎ ݅ 
ܾ ൌ ܾ/ሺ݊ ൈ 2௡ሻ 
ࡿ࢕࢚࢘࢏ࢋ :  ܾ
                                ݀ሺ݆, ݇ሻ ൌ ݏݑ݉ሺ݀݁ܿ2ܾ݅݊ሺܸሺ݆, ݇ሻ , ݊ሻሻ 
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Fig. 3.27: Variation de ρ en code de couleur, en fonction de
 
rs pour chaque valeur du 
paramètre a א [1,256]  
D’après cette figure, nous pouvons faire les remarques suivantes : 
1‐ quelque  soit  la  valeur  du  paramètre  de  contrôle  ܽ א ሾ1, 256ሿ,  le  coefficient  de 
corrélation  ߩ  est  grand  (c.à.d, un  comportement  linéaire de  la  carte  Skew  tent) 
pour le nombre d’itérations ݎݏ inferieur ou égale a 6.  
2‐ Quelle que soit  la valeur de ݎݏ (incluant  les   ݎݏ ൐ 6),  le coefficient de corrélation 
est grand pour  les paramètres de contrôle proches des  intervalles des extrémités  
[1,  32],  [224,  256]  et  aussi  pour  certaines  valeurs  des    paramètres  de  contrôle 
proches  de  l’intervalle  du  milieu  [120,130].    Cependant  pour  ݎݏ ൐ 6, certaines 
valeurs des paramètres de  contrôle,  qui  sont proches de  l’intervalle du milieu, 
permettent de  converger plus  rapidement vers  les zones non‐linéaires  (donc de 
faibles coefficients de corrélation). 
3‐ A partir de ݎݏ ൐ 8, les paramètres de contrôle qui sont proches de la valeur  100 et 
de la valeur 150 conduisent à la non‐linéarité et donnent des résultats symétriques 
de ߩ par rapport à la valeur zéro. 
 
Dans la figure 3.28, nous montrons, pour chaque paramètre ܽ א ሾ1, 256ሿ de la carte Skew tent, 
la variation de la non linéarité NLF en code de couleur en fonction du nombre d’itérations ݎݏ. 
La fonction est considérée non‐linéaire pour les valeurs ܰܮܨ ൒ 100. 
Nous pouvons faire les remarques suivantes : 
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1‐ Quelle que  soit  la valeur du paramètre de  contrôle  ܽ א ሾ1, 256ሿ,  la non‐linéarité 
NLF    est  faible  (c.à.d, un  comportement  linéaire de  la  carte  Skew  tent) pour  le 
nombre d’itérations ݎݏ inferieur ou égale a 6.  
 
2‐ Quelle  que  soit  la  valeur de  ݎݏ  (incluant  les    ݎݏ ൐ 6),  la  non‐linéarité NLF    est 
faible pour  les paramètres de contrôle proches des  intervalles des extrémités   [1, 
32], [224, 256] et aussi pour certaines valeurs des  paramètres de contrôle proches 
de l’intervalle du milieu [120,130].  En dehors de ces intervalles, nous obtenons un 
bon NLF pour les  ݎݏ ൐ 8. 
 
 
Fig. 3.28: Variation du NLF en code de couleur, en fonction de rs  pour chaque valeur du 
paramètre a א [1, 256] 
 
Nous  présentons  dans  la  figure  3.29,  la  valeur  du  NLF  en  fonction  des  paramètres  de 
contrôle ܽ, pour  ݎݏ ൌ 6  (une  coupe de  la  figure  3.28). Cette  figure montre  clairement, que 
seulement  quelques  valeurs  du  paramètre  de  contrôle  ܽ, conduisent  à  une  non‐linéarité 
acceptable. Donc, ݎݏ doit être supérieur à 6. 
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Fig. 3.29: Variation du NLF en fonction des paramètres de contrôle a pour rs=6 
 
Ci‐dessous dans  la  figure 3.30, nous donnons  le pseudo‐code  réalisant  les  tests des  figures 
3.27, 3.28  
 
Entrée : ݊, ݎݏ 
Sortie :ܰܮܨ et ߩ 
ܳ ൌ 2௡ 
//Remplir le tableau initial, avec n=8 
ܲ݋ݑݎ  ݅ݐ allant de 1 à  ܳ 
ܶ݁݉݌ሺ݅ݐሻ ൌ ݅ݐ 
ܨ݅݊  ݅ݐ 
 
‐‐ procédure de calcul du coefficient de corrélation linéaire et de la non linéarité, ‐‐de la 
fonction    de  substitution  produite  en  fonction  de  paramètre  de  contrôle  ܽ  ‐‐et  du 
nombre d’itération ݎݏ .  
 
ܲ݋ݑݎ ܽ allant de 1 à  ܳ 
       ܺ ൌ ݐ݁݉݌  
             ܲ݋ݑݎ ݅ݐ allant de 1 à  ݎݏ  
                         ܺ ൌ ݏݑ݌ܾ݋ݔݒ݁ܿݐ݋ݎሺܺ, ܳ, ܽ, 1ሻ; 
                          ܰܮܨሺܽ, ݅ݐሻ ൌ ܰ݋݈݊݅݊݁ܽ݅ݎ݅ݐݕሺܺሻ 
                         ߩሺܽ, ݅ݐሻ ൌ ܿ݋ݎݎܿ݋݂݁ ቀܺሺ1: ݈݁݊݃ݐ݄ሺܺሻ െ 1ሻ, ܺ൫2: ݈݁݊݃ݐ݄ሺܺሻ൯ቁ 
                ܨ݅݊  ݅ݐ 
ܨ݅݊  ܽ 
 
Fig. 3.30: Pseudo‐code réalisant les tests des figures 3.27 et 3.28 
2.6.2.2 Périodicité de la carte Skew tent : 
Dans  ce  paragraphe,  nous  mesurons  la  périodicité  de  la  carte  Skew  tent  pour  chaque 
paramètre ܽ א ሾ1, 2, ڮ ,256ሿ. A cet effet, pour chaque paramètre de contrôle, nous évaluons la 
fonction de substitution ܨሺܺሻ pour un vecteur d’entrée ܺ ൌ ሾ1, 2, ڮ ,256ሿ  (variation  linéaire 
de    l’entrée  ܺሺ݅ሻ ൌ ݅,  le pire des  cas  comme vecteur d’entrée)  et nous  testons  la  condition 
ܨሺܺሻ ൌ ܺ. 
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Si cette condition est non satisfaite,  alors les valeurs obtenues de ܨሺܺሻ servent comme entrée 
de  la  fonction ܨሺܺሻ pour  la prochaine  itération et ainsi de suite    jusquʹà     satisfaction de  la 
condition en question. Dans ce cas, le nombre d’itérations mis en œuvre est la périodicité de 
la carte. 
 
Sur  la  figure  3.31, nous présentons  les  résultats  obtenus pour  la mesure de  la périodicité 
donnée en échelle  logarithmique. Nous remarquons que 10% des valeurs du paramètre de 
contrôle  ܽ,  conduisent  à  une  périodicité  supérieure  à  10଻.  Pour  le  reste  des  valeurs,  la 
périodicité varie entre 103 et 107. Notons aussi la présence d’une périodicité maximale égale 
pratiquement à 10ଵ଴ pour ܽ ൌ 96 et d’une périodicité égale à 1 (point fixe), pour ܽ ൌ 256. 
 
 
Fig. 3.31: Variation de la périodicité en fonction du paramètre de contrôle a 
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Ci‐dessous    dans  la  figure  3.32,  nous  donnons  le  pseudo‐code  réalisant  la  mesure  de  la 
périodicité. 
Entrée : n 
Sortie : ܲ 
ܳ ൌ 2௡ 
‐‐ܲ est un  tableau de  taille  ܳ dont  chaque élément  contient  la périodicité du 
paramètre de contrôle correspondant à son indice. 
‐‐ Remplir le tableau initial 
ܲ݋ݑݎ ݅ݐ allant de 1 à ܳ 
         ܶ݁݉݌ሺ݅ݐሻ ൌ ݅ݐ 
݂݅݊  ݅ݐ 
‐‐Procédure de calcul de la périodicité de chaque paramètre de 
 ‐‐contrôle ܽ  
ܲ݋ݑݎ ܽ allant de 1 à ܳ 
                ܺ ൌ ݐ݁݉݌  
          Pour ݅݋ allant de 1 à l’infini 
                   ܺ ൌ ݏݑ݌ܾ݋ݔݒ݁ܿݐ݋ݎሺܺ, ܳ, ܽ, 1ሻ;   
            Si (ܺ ൌ ܶ݁݉݌) 
                                         ܲሺܽሻ ൌ ݅݋ 
               ܵ݋ݎݐ݅݁ de la boucle ݅݋ 
            ܨ݅݊ ܵ݅ 
      ܨ݅݊ ݅݋ 
ܨ݅݊ ܽ 
Fig. 3.32: Pseudo‐code pour la mesure de la périodicité  en fonction du paramètre de contrôle  
 
3.6.3 Performances de la carte skew tent avec paramètres de contrôle dynamique 
en tant que couches de substitution et de permutation  
Nous montrons dans ce paragraphe que l’utilisation des paramètres de contrôle dynamiques, 
permet  de  remédier  aux  faiblesses  (coefficient  de  corrélation  grand,  non‐linéarité  faible, 
périodicité petite) de la carte avec paramètres de contrôle fixes, d’augmenter la taille de la clé 
dynamique  et ainsi de renforcer le degré de la sécurité. 
2.6.3.1 Performances en termes de NLF,   ࡰࡼࡲ et ࣋ : Choix de la valeur adéquate de ࢔ࢇ et de ࢙࢘ 
Deux cas de figures sont pris en compte. Dans le premier cas, nous fixons  ݎݏ ൌ 1, et 
nous  cherchons  le  nombre  ݊ܽ  de  paramètres  de  contrôle  nécessaire  pour  réaliser  les 
performances exigées. Dans le deuxième cas de figure, nous fixons ݊ܽ ൌ 4 ou 8, (pour avoir 
une taille de la clé dynamique de 32 ou 64 bits) et nous cherchons le nombre d’itérations ݎݏ 
nécessaires permettant d’atteindre les objectifs souhaités. 
 
Premier cas de figure : 
Nous avons réalisé les opérations suivantes :  
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D’abord, nous avons généré 1000 clés dynamiques, chacune de façon aléatoire et uniforme. 
Pour un même vecteur entrée ܺ ൌ ሾ1, 2, ڮ ,256ሿ (tel que ܺሺ݅ሻ ൌ ݅), et pour chaque paramètre 
de la clé ܭݏ௝ ൌ ሾ ௝ܽ,ଵห ௝ܽ,ଶ|ڮ ௝ܽ,௡௔ሿ, avec ݊ܽ ൌ 16, nous avons calculé la fonction de substitution  
ܨሺܺሻ de façon itérative. Cʹest‐à‐dire le résultat du calcul de  ܨሺܺሻ pour le premier paramètre 
௝ܽ,ଵ est utilisé comme vecteur d’entrée pour le calcul de ܨሺܺሻ utilisant le deuxième paramètre 
௝ܽ,ଶ et ainsi de suite, jusqu’à épuisement du dernier paramètre, soit  ௝ܽ,௡௔. Sur chaque fonction 
ܨሺܺሻ calculée,   nous appliquons  immédiatement  les tests de NLF,  ܦ ிܲ  et ߩ avant de passer 
au calcul de la fonction ܨሺܺሻ suivante. Au final, nous obtenons 3 tableaux de 1000 lignes et 
de 16 colonnes contenant les résultats du NLF,  ܦ ிܲ et ߩ respectivement. 
   
Fig. 3.33: Evolution de la moyenne NLF en          Fig. 3.34: Evolution de la moyenne  DPF en 
fonction des paramètres de contrôle             fonction des paramètres de contrôle 
                                        
      
 
 
Fig. 3.35: Evolution de la moyenne p en fonction des paramètres de contrôle                                          
Dans  les figures 3.33, 3.34 et 3.35, nous avons tracé,  la valeur moyenne (sur  les 1000 
clés), du  coefficient NLF, du  ܦ ிܲ   et de    ߩ  respectivement,  en  fonction des paramètres de 
148 
 
contrôle. L’échelle ordonnée de  la  figure  3.34  est  en  ݈݋݃ଶ,   par  exemple  ‐3  sur  cet  échelle, 
représente en fait la valeur 2ିଷ. 
D’après  les  trois  figures précédentes, nous pouvons  remarquer que  les objectifs  fixés  sont 
atteints à partir de l’utilisation de 10 paramètres de contrôle. 
Deuxième cas de figure : 
Ici, nous fixons le nombre de paramètres de contrôle ݊ܽ à 4. Comme dans le premier 
cas de  figure, d’abord, nous générons   1000 clés dynamiques de  taille ݊ܽ ൈ ݊ bits, de  façon 
aléatoire  et uniforme. Pour un même vecteur  entrée  ܺ ൌ ሾ1, 2, ڮ ,256ሿ  (tel que  ܺሺ݅ሻ ൌ ݅),  le 
calcul ܨሺܺሻ en fonction de ݎݏ se fait comme suit : 
 
Pour  ݎݏ ൌ 1,  on  calcule  la  fonction de  substitution    ܨሺܺሻ de  façon  itérative  sur  les quatre 
paramètres  comme  dans  le  premier  cas  de  figure.  Pour  ݎݏ ൌ 2,  on  recommence  le même 
calcul itératif de ܨሺܺሻ, mais cette fois ci, chaque paramètre est itéré 2 fois avant de passer au 
paramètre suivant. Ce procédé est répété pour la suite des valeurs de ݎݏ, jusquʹà la dernière 
valeur  ݎݏ ൌ 16.  Aussi,  comme  dans  le  premier  cas  de  figure,  sur  chaque  fonction  ܨሺܺሻ 
calculée,   nous appliquons  immédiatement  les  testes de NLF,  ܦ ிܲ  et ߩ avant de passer au 
calcul de la fonction ܨሺܺሻ suivante. Au final, nous obtenons 3 tableaux de 1000 lignes et de 8 
colonnes contenant les résultats du NLF,  ܦ ிܲ et ߩ respectivement. 
 
Dans les figures 3.36, 3.37 et 3.38, nous avons tracé, en fonction de ݎݏ, la valeur moyenne (sur 
les 1000 clés), du coefficient NLF, du  ܦ ிܲ et de   ߩ respectivement. L’échelle ordonnée de la 
figure 3.37 est en ݈݋݃ଶ. 
 
D’après les trois figures 3.36, 3.37 et 3.38, nous pouvons remarquer que les objectifs fixés sont 
atteints à partir de ݎݏ ൌ 4.  
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Fig. 3.36: Evolution de la moyenne NLF en               Fig. 3.37: Evolution de la moyenne DPF en 
fonction de  rs                                                            fonction de  rs 
 
                               Fig. 3.38: Evolution de la moyenne ρ en fonction de rs 
                                                  
 
Ci‐dessous dans  la  figure 3.39 nous donnons  le pseudo‐code  réalisant  les  tests des  figures 
3.33‐3.38. 
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Entrée : ݊, ݊ܽ, ݊݇, ݎݏ // nk est le nombre des clés aléatoires ; n=8
Sortie : ܰܮܨ , ܦ ிܲ et ߩ 
ܳ ൌ 2௡ 
//Remplir le tableau initial 
ܲ݋ݑݎ  ݅ݐ allant de 1 à  ܳ 
ܶ݁݉݌ሺ݅ݐሻ ൌ ݅ݐ 
ܨ݅݊  ݅ݐ 
//Création de ݊݇ clés dynamiques, chacune de taille :  ݊ܽ ൈ ݊ bits 
ܲ݋ݑݎ  ݅ݐ݇ allant de 1 à  ݊݇ 
           ܲ݋ݑݎ  ݅ݐܽ allant de 1 à  ݊ܽ 
                    ܽሺ݅ݐ݇, ݅ݐܽሻ ൌ ہݎܽ݊݀ ൈ 256ۂ 
            ܨ݅݊  ݅ݐ݇ 
 ܨ݅݊  ݅ݐܽ 
‐‐  Calcul  de :  ܰܮܨ, ܦ ிܲ et  ߩ  produite  en  fonction  de  paramètre  de  contrôle  ܽ  et  du  nombre 
d’itération ݎݏ .  
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ Premier cas de figure ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
ܲ݋ݑݎ ݅ݐ݇ allant de 1 à  ݊݇ 
       ܺ ൌ ݐ݁݉݌  
             ܲ݋ݑݎ ݅ݐܽ allant de 1 à  ݊ܽ  
                                    ܺ ൌ ݏݑ݌ܾ݋ݔݒ݁ܿݐ݋ݎሺܺ, ܳ, ܽ, 1ሻ; 
                                 ܰܮܨ_ܯܽݐሺ݊݇, ݅ݐܽሻ ൌ ܰ݋݈݊݅݊݁ܽ݅ݎ݅ݐݕሺܺሻ 
  ܦ ிܲ _ܯܽݐሺ݊݇, ݅ݐܽሻ ൌ ݌ݎ݋ܾܾ݈ܽ݅݅ݐé_݂݂݀݅݁ݎ݁݊ݐ݈݈݅݁݁ሺܺሻ 
                                ߩ_ܯܽݐሺ݊݇, ݅ݐܽሻ ൌ ܿ݋ݎݎܿ݋݂݁ ቀܺሺ1: ݈݁݊݃ݐ݄ሺܺሻ െ 1ሻ, ܺ൫2: ݈݁݊݃ݐ݄ሺܺሻ൯ቁ 
              ܨ݅݊  ݅ݐܽ 
ܨ݅݊  ݅ݐ݇ 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐Deuxième cas de figure ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
ܲ݋ݑݎ ݅ݐ݇ allant de 1 à  ݊݇ 
       ܺ ൌ ݐ݁݉݌  
           ܲ݋ݑݎ ݅ݐݎ allant de 1 à  ݎݏ  
                     ܲ݋ݑݎ ݅ݐܽ allant de 1 à  ݊ܽ              
                                    ܺ ൌ ݏݑ݌ܾ݋ݔݒ݁ܿݐ݋ݎሺܺ, ܳ, ܽ, ݅ݐݎሻ; 
                          ܨ݅݊  ݅ݐܽ 
 ܰܮܨ_ܯܽݐሺ݊݇, ݅ݐݎሻ ൌ ܰ݋݈݊݅݊݁ܽ݅ݎ݅ݐݕሺܺሻ 
ܦ ிܲ _ܯܽݐሺ݊݇, ݅ݐݎሻ ൌ ݌ݎ݋ܾܾ݈ܽ݅݅ݐé_݂݂݀݅݁ݎ݁݊ݐ݈݈݅݁݁ሺܺሻ 
                    ߩ_ܯܽݐሺ݊݇, ݅ݐݎሻ ൌ ܿ݋ݎݎܿ݋݂݁ ቀܺሺ1: ݈݁݊݃ݐ݄ሺܺሻ െ 1ሻ, ܺ൫2: ݈݁݊݃ݐ݄ሺܺሻ൯ቁ 
         ܨ݅݊  ݅ݐݎ             
ܨ݅݊  ݅ݐ݇ 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
ܰܮܨ ൌ ݉݁ܽ݊ሺ ܰܮܨ_ܯܽݐሻ 
ܦ ிܲ ൌ ݉݁ܽ݊ሺ ܦ ிܲ_ܯܽݐሻ  
ߩ ൌ ݉݁ܽ݊ሺߩ_ܯܽݐሻ 
 
Fig. 3.39: Pseudo‐code réalisant les tests des figures 3.33‐3.38 
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3.6.4 Performances de la couche de substitution selon les cinq critères énoncés: 
Les différents tests réalisés précédemment, nous ont permis de choisir le bon couple 
ሼݎݏ ൌ 6, ݊ܽ ൌ 4ሽ permettant d’avoir les meilleures performances de la couche de substitution. 
Partant de  ce  couple de valeurs, nous évaluons  ici  les  cinq  critères et nous  comparons  les 
résultats obtenus avec ceux obtenus par différentes couches de substitution de la littérature.  
 
A  ce  propos,  nous  générons    1000  clés  dynamiques  ܭݏ௝  de  taille  ݊ܽ ൈ ݊  bits  (avec  ݊ܽ ൌ
4, et ݊ ൌ 8ሻ,  de  façon  aléatoire  et  uniforme.  Pour  chaque  clé,  et  pour  un  même  vecteur 
d’entrée ܺ ൌ ሾ1, 2, ڮ ,256ሿ  (tel que ܺሺ݅ሻ ൌ ݅),  le calcul de  la  fonction de substitution ܨሺܺሻ se 
fait comme suit : 
Pour le premier paramètre de contrôle, on calcule la fonction de substitution  ܨሺܺሻ de façon 
itérative  ݎݏ  fois. Le  résultat obtenu de  ܨሺܺሻ est utilisé  comme vecteur d’entrée permettant 
d’itérer à nouveau ܨሺܺሻ ݎݏ  fois, pour  le deuxième paramètre de contrôle, et ainsi de suite, 
jusqu’à épuisement du dernier paramètre.  
Sur  chaque  fonction  ܨሺܺሻ  calculée,    nous  calculons  immédiatement  les  cinq  critères 
NLF,   ܮ ிܲ, ܦ ிܲ, ܵܣܥ, et ܤܫܥ avant de passer au calcul de la fonction ܨሺܺሻ suivante. Au final, 
nous obtenons 5 tableaux de 1000 lignes et de 1 colonne contenant les cinq critères. 
2.6.4.1 Résultats du critère NLF 
Dans  les  figures  3.40‐a,  3.40‐b,  nous  présentons  l’évolution  du NLF  en  fonction  de  la  clé 
dynamique  et  sa  distribution.  Sur  ces  figures,  nous  remarquons  que  93.2%  de  clés 
dynamiques utilisées  (donc de couches de substitution) achèvent des non‐linéarités ܰܮܨ ൒
96. En Matlab ce calcul se fait par : ሺ݈݁݊݃ݐ݄ሺ݂݅݊݀ሺܰܮܨ ൐ൌ 96ሻሻ/݈݁݊݃ݐ݄ሺܰܮܨሻሻ ൈ 100. 
Ceci correspondant à une probabilité d’approximation linéaire  ܮ ிܲ ൑ 2ିସ.  
Nous observons aussi que 6.8% des clés dynamiques aboutissent à des non‐linéarités faibles  
ܰܮܨ ൏ 96, et donc un  ܮ ிܲ ൐ 2ିସ. Notons que toutes les techniques de création de couches de 
substitution dynamiques possèdent un certain nombre de clés dites faibles. 
Les maximum, minimum, moyenne et écart  type obtenus de  la non  linéarité sont : 110, 60, 
102.62,  et  4.5  respectivement.  La  probabilité  d’approximation  linéaire  moyenne  est  de 
 ܮ ிܲ ൌ 2ିସ.଻. Ces résultats nous permettent de conclure qu’en moyenne, l’objectif de la non‐
linéarité est atteint.   
Rappelons  au  passage  que  la  couche  de  substitution  statique  de  l’algorithme  AES  a  été 
conçue pour obtenir  ܯܽݔ௝אሾ଴, ଶ೙ିଵሿ|ܹܵሺ݆ሻ| ൌ 32, soit une non‐linéarité maximale ܰܮܨ ൌ 112, 
ce qui correspondant à un ܮ ிܲ ൌ 2ି଺.  
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(a)  (b) 
Fig. 3.40:‐a. Evolution du NLF en fonction de la clé dynamique,  ‐b.  Distribution du NLF                               
2.6.4.2 Résultats du critère ࡸࡼࡲ 
Dans  les  figures  3.41‐a,  3.41‐b,  nous  présentons  l’évolution  du  ܮ ிܲ   en  fonction  de  la  clé 
dynamique et sa distribution (l’échelle ordonnée de la figure 20‐a, et l’échelle abscisse de la 
figure 20‐b sont des échelles en ݈݋݃ଶ). Nous pouvons faire les remarques suivantes : 
93.2%  de  clés  dynamiques  utilisées  donnent  des  ܮ ிܲ ൑ 2ିସ,  27.4%  des  couches  de 
substitution possèdent des ܮ ிܲ  tel que 2ି଺ ൑ ܮ ிܲ ൑ 2ିହ et seulement 0.008% des couches de 
substitution possèdent des  ܮ ிܲ ൐ 2ିଷ. 
Par  ailleurs,  les  maximum,  minimum,  moyenne  et  écart‐type  obtenus  du  ܮ ிܲ  
sont : 2ିଵ.଼ଶ, 2  ିହ.଺଺,  2ିସ.଻଴ସଶ  et 0.0189.  
Tous ces résultats sont en cohérence totale avec les résultats obtenus par le critère NLF. 
 
(a) 
 
(b) 
           Fig. 3.41: ‐a. Evolution du LPF en fonction de la clé dynamique, ‐b) Distribution du  LPF 
                    
  Les résultats obtenus par les critères NLF et ܮ ிܲ  montrent clairement que la majorité 
des couches de substitution (93.2%) sont résistantes vis‐à‐vis de l’attaque linéaire. 
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2.6.4.3 Résultats du critère ܦ ிܲ  
La  probabilité  d’approximation  différentielle  ܦ ிܲ a  un  comportement  similaire  à  la 
probabilité d’approximation  linéaire et possède  les mêmes ordres de grandeur en  fonction 
des clés dynamiques. Rappelons aussi, que la couche de substitution statique de l’algorithme 
AES possède un ܦ ிܲ ൌ ܮ ிܲ ൌ 2ି଺. 
Dans  les  figures  3.42‐a,  3.42‐b,  nous  présentons  l’évolution  du  ܦ ிܲ   en  fonction  de  la  clé 
dynamique et sa distribution (l’échelle ordonnée de la figure 3.42‐a, et l’échelle abscisse de la 
figure 3.42‐b sont des échelles en ݈݋݃ଶ). Nous pouvons faire les remarques suivantes : 
90.2%  de  clés  dynamiques  utilisées  donnent  des  ܦ ிܲ ൑ 2ିଷ.ହ,  70.3%  des  couches  de 
substitution possèdent des ܦ ிܲ  tel que 2ିହ ൑ ܦ ிܲ ൑ 2ିସ et seulement 0.022% des couches de 
substitution possèdent des  ܦ ிܲ ൐ 2ିଷ. 
Par  ailleurs,  les  maximum,  minimum,  moyenne  et  écart‐type  obtenus  du  ܦ ிܲ  
sont : 2ିଶ.ଶଷ, 2  ିସ.଺଻଼,  2ିସ.଴଺଻  et 0.0228.  
Ces  résultats  montrent  que  la    majorité  des  couches  de  substitution  résiste  à  l’attaque 
différentielle. 
(a)  (b) 
Fig. 3.42:‐a. Evolution du  DPF en fonction de la clé dynamique, ‐b.  Distribution du  DPF                              
2.6.4.4 Résultats du critère ܵܣܥ 
Dans  les  figures  3.43‐a,  3.43‐b,  nous  présentons  l’évolution  de  la  moyenne  du  ܵܣܥ  en 
fonction de la clé dynamique et sa distribution. Nous pouvons faire les remarques suivantes : 
97.2% de clés dynamiques utilisées donnent des valeurs moyennes des  ܵܣܥ ൐ 0.46, 74. 90% 
des  couches de  substitution  possèdent  des moyennes  ܵܣܥ  tel  que  0.48 ൑ ܵܣܥ ൑ 0.5142  et 
seulement 0.028% des couches de substitution possèdent des moyennes ܵܣܥ ൏ 0.46. 
Par  ailleurs,  les maximum, minimum, moyenne  et  écart‐type  obtenus des  ܵܣܥ  moyennes 
sont : 0.5142, 0.4282,   0.48638    et 0.0117. La   majorité des valeurs moyennes des SAC  sont 
autour la valeur optimale de 0.5.   
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(a)  (b) 
Fig. 3.43 :‐a. Evolution de la moyenne des  SAC    ‐b.  Distribution de la moyenne des SAC en 
fonction de la clé dynamique                                                                                   
2.6.4.5 Résultats du critère ܤܫܥ 
Dans les figures 3.44‐a, 3.44‐b, nous présentons l’évolution de la moyenne du ܤܫܥ en 
fonction de la clé dynamique et sa distribution. Rappelons que la diagonale de la matrice BIC 
est vide. Nous pouvons faire les remarques suivantes : 
97. 1% des couches de substitution possèdent des moyennes ܤܫܥ tel que 0.49 ൑ ܤܫܥ ൑ 0.51 et 
seulement 0.029% des couches de substitution possèdent des moyennes ܤܫܥ ൏ 0.49. 
Par  ailleurs,  les maximum, minimum, moyenne  et  écart‐type  obtenus des  ܤܫܥ  moyennes 
sont : 0.5101, 0.4623,  0.4999  et 0.0046. La  majorité des valeurs moyennes des BIC sont autour 
la valeur optimale de 0.5.   
 
(a)  (b) 
Fig. 3.44:‐a. Evolution de la moyenne des BIC     ‐b.  Distribution de la moyenne des BIC en 
fonction de la clé dynamique.     
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Les  résultats des  figures  3.43  et  3.44, montrent  clairement que  la majorité des  couches de 
substitution satisfont  les critères SAC et BIC. Donc,  les couches de substitution en question 
résistent à l’attaque à texte clair/chiffré connu et choisi.                                  
3.6.5 Sensibilité à la clé dynamique de la couche de substitution  
Après  validation  des  performances  des  couches  de  substitution selon  les  cinq  critères  de 
base,  nous  examinons  ici  la  sensibilité  de  ces  couches  aux  clés  dynamiques  afin  de  les 
valider.  
La sensibilité est examinée selon deux critères : 
‐ le premier critère est le coefficient de corrélation, 
‐ le deuxième critère dépend de la distance de Hamming mesurée (en bits) entre deux 
couches de substitution résultats de deux clés qui diffèrent d’un seul bit en position ݅.  
Le coefficient de corrélation permet de mesurer le degré de similarité entre ces deux couches 
de substitutions et la distance de Hamming permet de mesurer la différence en bits entre les 
deux couches. 
Pour réaliser ces tests, nous utilisons 1000 clés dynamiques ܭݏ௝, chacune de taille ݈ ൌ ݊ܽ ൈ ݊ 
bits (n=8 bits).  
Pour chaque clé   ܭݏ௝,  ݆ ൌ 1,2, … 1000, et pour un même vecteur entrée ܺ ൌ ሾ1, 2, ڮ , 2௡ሿ  (tel 
que ܺሺ݅ሻ ൌ ݅), nous changeons de façon aléatoire un bit de ܭݏ௝ afin de former ܭݏ௝ᇱ comme suit 
Δܭݏ௝ ൌ 2௞ (bit à changer se trouve en position ݇) et ܭݏ௝ᇱ ൌ ܭݏ௝ ْ Δܭݏ௝ ൌ ܭݏ௝ ْ 2௞, puis nous 
calculons : 
  ܨ௄௦ೕ ൌ  ቄܨ௄௦ೕ  ሺ1ሻ, ܨ௄௦ೕ  ሺ2ሻ, ڮ , ܨ௄௦ೕ  ሺ2
௡ሻቅ et ܨ௄௦ೕԢ  ൌ  ቄܨ௄௦ೕԢ  ሺ1ሻ, ܨ௄௦ೕԢ ሺ2ሻ, ڮ , ܨ௄௦ೕԢ ሺ2
௡ሻቅ 
Ensuite, à partir des ܨ௄௦ೕ  et  ܨ௄௦ೕ
ᇱ ,  nous calculons les  deux critères en questions. 
Critère de coefficient de corrélation ࣋ entre ࡲࡷ࢙࢐  et  ࡲࡷ࢙࢐
ᇱ  
Par la suite et afin de simplifier la notation, remplaçons ܨ௄௦ೕ  et  ܨ௄௦ೕ
ᇱ  par ܨ ݁ݐ ܨᇱ. Le coefficient 
de corrélation entre ܨ ݁ݐ ܨᇱ est donné par l’équation suivante :   
                                                                      ߩி,ிᇲ ൌ
ܿ݋ݒሺܨ, ܨᇱ ሻ
ඥܦሺܨሻඥܦሺܨᇱሻ
                                                            ሺ3.51ሻ 
Où ܿ݋ݒሺܨ, ܨᇱ ሻ est la covariance entre ܨ ݁ݐ ܨᇱ définie par : 
ܿ݋ݒሺܨ, ܨᇱ ሻ ൌ ܧሺሾܨ െ ܧሺܨሻሿሾܨᇱ െ ܧሺܨᇱሻሿሻ ൌ
1
2௡
෍ሾܨሺ݅ሻ െ ܧሺܨሻሿሾܨᇱሺ݅ሻ െ ܧሺܨᇱሻሿ
ଶ೙
௜ୀଵ
 
et ܧሺܨሻ et ܧሺܨᇱሻ sont les moyennes de ܨ et ܨᇱ données par : 
ܧሺܨሻ ൌ
1
2௡
෍ ܨሺ݅ሻ
ଶ೙
௜ୀଵ
    ,    ܧሺܨᇱሻ ൌ
1
2௡
෍ ܨᇱሺ݅ሻ
ଶ೙
௜ୀଵ
      
avec  ܦሺܨሻ et ܦሺܨᇱሻ sont les variances de ܨ et ܨᇱ données par : 
ܦሺܨሻ ൌ
1
2௡
 ෍ሾܨሺ݅ሻ െ ܧሺܨሻሿଶ
ଶ೙
௜ୀଵ
,   ܦሺܨᇱ ሻ ൌ
1
2௡
 ෍ሾܨᇱሺ݅ሻ െ ܧሺܨᇱሻሿଶ
ଶ೙
௜ୀଵ
 
Le coefficient de corrélation est compris entre ‐1 et 1.  Un coefficient de corrélation proche de 
േ1, signifie la présence d’une forte corrélation linéaire entre les deux fonctions (ou vecteurs) 
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en  jeu,  un  coefficient  de  corrélation  proche  de  zéro,  signifie  pratiquement  l’absence  de 
corrélation entre le deux fonctions correspondantes.   
2.6.5.1 Critère dépendant de la distance de Hamming 
Il s’agit de calculer  la distance de Hamming en bits entre  les deux couches de substitution 
ܨ ݁ݐ ܨᇱ. Pour cela, on convertit en bit les 2௡ éléments de chaque fonction. Soit ܨ ௝ܾ ݁ݐ ܨ ௝ܾԢ les 
deux vecteurs lignes obtenus de taille ݊ ൈ 2௡ bits chacun. 
La distance Hamming en bits entre les deux couches de substitution  ܨ ௝ܾ ݁ݐ ܨ ௝ܾԢ est : 
                                                  ܦܪ൫ܨ ௝ܾ , ܨ ௝ܾԢ൯ ൌ ෍ ܨ ௝ܾሺ ݉ ሻ ْ
 ௡ൈଶ೙
௠ୀଵ
ܨ ௝ܾԢሺ ݉ ሻ                                   ሺ3.52ሻ  
Le pourcentage de différence en bits entre les deux couches de substitution  ܨ ௝ܾ ݁ݐ ܨ ௝ܾԢ est : 
                                                          ܲܦܪ൫ܨ ௝ܾ , ܨ ௝ܾԢ൯ ൌ
݀ு൫ܨ ௝ܾ , ܨ ௝ܾԢ൯ 
݊ ൈ 2௡
  ൈ 100                                    ሺ3.53ሻ   
Dans  les  figures  3.45‐a,  3.45‐b,  nous  présentons  l’évolution  du  coefficient  de  corrélation 
 ߩி,ிᇲ en  fonction de  la clé dynamique et sa distribution. Nous pouvons  faire  les remarques 
suivantes : 
95.9%  des  couches  de  substitution  possèdent  des   ߩி,ிᇲ   tel  que  ߩி,ிᇲ ൑ േ0.1  et  seulement 
0.008% des couches de substitution possèdent des  ߩி,ிᇲ ൒ േ0.2. 
Par ailleurs, les maximum, minimum, moyenne et écart‐type obtenus du  ߩி,ிᇲ  sont : 0.4832, ‐
0.3479, 0.0029 et 0.0525.  
 
(a)  (b) 
Fig. 3.45: ‐a. Evolution du  рF,F’ en fonction de la clé dynamique ,‐b)  Distribution du рF,F’                   
  Dans  les  figures  3.46‐a,  3.46‐b,  nous  présentons  l’évolution  du  pourcentage  de 
différence  en  bits  entre  les  deux  couches  de  substitution  ܲܦܪ  en  fonction  de  la  clé 
dynamique et sa distribution. Nous pouvons faire les remarques suivantes : 
97.4  %  des  couches  de  substitution  possèdent  des  ܲܦܪ  supérieurs  à  48  %  et  seulement 
0.026% des couches de substitution possèdent des ܲ݀ு inférieurs à 48 %. 
Par ailleurs,  les maximum, minimum, moyenne et écart‐type obtenus du ܲܦܪ sont : 54.003, 
44.921, 49.977 et écart type 1.0224. 
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(a)  (b) 
Fig. 3.46:‐a. Evolution du PDH en fonction de la clé dynamique, ‐b.  Distribution du PDH                 
Basé sur les résultats des figures 3.45 et 3.46,  nous pouvons conclure que la majorité 
des couches de substitution satisfont le critère de la sensibilité à la clé dynamique. 
Finalement l’analyse de tous les résultats obtenus, selon les différents critères, des différentes 
couches de substitution produites prouvent que ces dernières (en  large majorité) possèdent 
des bonnes propriétés cryptographiques contre la cryptanalyse.  
A  titre  comparatif,  nous donnons  ci‐dessous,  les  résultats  obtenus  selon  6  critères par  les 
deux couches de substitution statiques utilisées  respectivement par  les algorithmes AES et 
RC6. 
Tableau 3.2 : Étude comparatifs de tableau de substitution utilisés dans l’algorithme AES et 
RC6 
  ܰܮܨ  ܮ ிܲ  ܦ ிܲ ܵܣܥ ܤܫܥ  ߩ
RC6  80   ‐2ିଷ  2ିଷ  0.4661   0.4362  0,153 
AES  112  2ି଺  2ି଺ 0.4998  0.4998  ‐0.0609 
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Ci‐dessous nous donnons le pseudo‐code réalisant les tests des figures 3.45 et 3.46 
Entrée : ݊݇, ݊, ݎݏ, ݊ܽ 
Sortie : ߩ, ܲ݀ு 
ܳ ൌ 2௡ 
//Remplir le tableau initial, avec n=8 
ܲ݋ݑݎ  ݅ݐ allant de 1 à  ܳ 
ܶ݁݉݌ሺ݅ݐሻ ൌ ݅ݐ 
ܨ݅݊  ݅ݐ 
‐‐ Procédure de calcul du ߩ et du  ܲ݀ு mettant en jeu deux fonction  de substitution produites en fonction de 
deux clés qui diffèrent d’un seul bit dont la position est tirée aléatoirement.  
ܲ݋ݑݎ ݅ݐ݇ allant de 1 à  ݊݇             
            ܽ ൌ ݂݈݋݋ݎሺܳ ൈ ݎܽ݊݀ሺ1, ݊ܽሻሻ  
            ܺ ൌ ݏݑ݌ܾ݋ݔݒ݁ܿݐ݋ݎሺݐ݁݉݌, ܳ, ܽ, ݎݏሻ; 
            ܵ݅ ݊ܽ ൌ 4 
                  ܽ’ ൌ ݐݕ݌݁ܿܽݏݐሺݑ݅݊ݐ8ሺܽሻ, ’ݑ݅݊ݐ32’ሻ 
           ܵ݅ ݊݋݊  ݊ܽ ൌ 8 
                  ܽ’ ൌ ݐݕ݌݁ܿܽݏݐሺݑ݅݊ݐ8ሺܽሻ, ’ݑ݅݊ݐ64’ሻ 
         ܨ݅݊ ܵ݅ 
݅ ൌ ceilሺݎܽ݊݀ ൈ ݊ܽ ൈ nሻ 
ܽ’=ܽ’ ْ 2௜ 
   ܺ′ ൌ ݏݑ݌ܾ݋ݔݒ݁ܿݐ݋ݎሺݐ݁݉݌, ܳ, ܽ′, ݎݏሻ; 
ܾܺ ൌ ݀݁ܿ2ܾ݅݊ሺܺ, ܳ ൈ ݊ሻ 
ܾܺ′ ൌ ݀݁ܿ2ܾ݅݊ሺܺ′, ܳ ൈ ݊ሻ 
 ߩሺ݅ݐ݇ሻ ൌ ܿ݋ݎݎܿ݋݂݁ሺܺ, ܺ′ሻ 
ܹሺ݅ݐ݇ሻ ൌ ݏݑ݉ሺܾܺ ْ ܾܺ′ሻ 
ܲ݀ுሺ݅ݐ݇ሻ ൌ ሺܹሺ݅ݐ݇ሻ/ሺn ൈ Qሻሻ ൈ 100 
  ܨ݅݊  ݅ݐ݇ 
Fig. 3.47: Pseudo‐code réalisant les tests des figures 3.45, et 3.46 
3.6.6 Performances en termes de périodicité :  
Pour tester les performances des cartes Skew tent et Cat en termes de périodicité, nous avons 
calculé pour chacune d’elle l’orbite en fonction des paramètres utilisés (voir pseudo‐code de 
la figure 3. 48), nous obtenons les résultats suivants des orbites ܱ : 
Carte Skew tent :  
 
Tapez une équation ici.  ࢇ૚ =109  ࢇ૛=228 ࢇ૜ =96 ࢇ૝ =34
ࡻሺࢇ࢏ሻ, ࢏ ൌ ૚, ૛, ૜, ૝  59220  13135  12644089920  1045152 
ࡻሺࢇ૚, ࢇ૛ሻ    174846     
ࡻሺࢇ૚, ࢇ૛,, ࢇ૜ሻ      133920   
ࡻሺࢇ૚, ࢇ૛,, ࢇ૜ , ࢇ૝ሻ        2600 
 
Dans  le  cas  de  l’utilisation  plusieurs  paramètres,  le  calcul  de  l’orbite  se  fait  de  façon 
récursive. 
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Carte Cat  
Tapez une équation ici.  ࢇ૚ ൌ ሼ࢛ ൌ ૚, ࢜ ൌ ૚ሽ
ࢇ૛ ൌ
ሼ࢛ ൌ ૛, ࢜ ൌ ૞ሽ
ࢇ૜ ൌ
ሼ࢛ ൌ ૠ, ࢜ ൌ ૜ሽ 
ࢇ૝ ൌ
ሼ࢛ ൌ ૞, ࢜ ൌ ૛ሽ
ࡻሺࢇ࢏ሻ, ࢏ ൌ ૚, ૛, ૜, ૝  12  6  16  8 
ࡻሺࢇ૚, ࢇ૛ሻ    12     
ࡻሺࢇ૚, ࢇ૛,, ࢇ૜ሻ      48   
ࡻሺࢇ૚, ࢇ૛,, ࢇ૜ , ࢇ૝ሻ        48 
Dans le cas de la carte Cat, on a la relation suivante entre les différentes orbites  ܱ௜: 
ܱ௧ ൌ ݌݌ܿ݉ሺ ଵܱ, …  ܱ௞ሻ, ݇ ൌ 2, 3, 4 
Remarque : la longueur de l’orbite dans le cas de la carte Skew tent est nettement plus grande 
que celle de  la carte Cat. En effet,  la  trajectoire de  la première carte est non  linéaire,  tandis 
que la trajectoire de la deuxième carte est linéaire, et donc la périodicité est atteinte plus vite. 
Ci‐dessous  dans  la  figure  3.48,  nous  donnons  le  pseudo‐code  réalisant  la  mesure  de  la 
périodicité pour les deux cartes chaotique Skew tent et Cat. 
Entrée : ܾܶ, ݊ܽ, ݊݇, ݎ݌, ݄ܿ ;  
 Sortie : ܲ 
‐‐ܲ est un tableau de taille nk dont chaque élément contient la périodicité de la 
clé formée de ݊ܽ paramètres de contrôle. 
‐‐ Remplir le tableau initial 
ܲ݋ݑݎ ݅ݐ allant de 1 à ܾܶ 
         ܶ݁݉݌ሺ݅ݐሻ ൌ ݅ݐ 
݂݅݊  ݅ݐ 
‐‐Procédure de calcul de la périodicité  
   ‐‐ paramètres de contrôle   
Pour ݅ allant de 1 jusquʹà ݊݇ 
           ܭ݌ ൌ ݂݈݋݋ݎሺݎܽ݊݀ሺ1, ݊ܽሻ ൈ ܾܶሻ 
           ܺ ൌ ܶ݁݉݌  
          Pour ݅݋ allant de 1 à l’infini 
                      ܲ݋ݑݎ ݅ݐܽ allant de 1 à ݊ܽ 
                                            ܵ݅ ݄ܿ ൌ 0 
                          /ܲ݁ݎ݉ݑݐܽݐ݅݋݊ ݌ܽݎ  ݈ܽ ܿܽݎݐ݁ ݏ݇݁ݓ ݐ݁݊ݐ 
                          ܺ ൌ ݌݁ݎܾ݉݋ݔݒ݁ܿݐ݋ݎሺܺ, ܾܶ, ܭ݌ሺ݅ݐܽሻ, ݎ݌ሻ;        
                                               ܵ݅ ݊݋݊ ݄ܿ ൌ 1  
                 /ܲ݁ݎ݉ݑݐܽ݅݋݊ ݌ܽݎ ݈ܽ ܿܽݎݐ݁ ܥܽݐ                              
                                             ܺ ൌ ݌݁ݎ݉ܿܽݐሺܺ, ܾܶ, ܭ݌ሺ݅ݐܽ ሻ, ݎ݌ሻ; 
                                         ܨ݅݊ ܵ݅ 
         ܨ݅݊ ݅ݐܽ 
        ܵ݅ ሺܺ ൌ ܶ݁݉݌ሻ 
                               ܲሺ݅ሻ ൌ ݅݋ 
                               ܵ݋ݎݐ݅݁ de la boucle ݅ݐ݋ 
         ܨ݅݊ ܵ݅ 
             ܨ݅݊ ݅݋ 
  ܨ݅݊ ݅ 
Fig. 3.48: Pseudo‐code pour la mesure de la périodicité pour les cartes Skew tent et Cat 
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3.6.7 Performances de la couche de permutation 
Dans  ce  paragraphe,  nous  étudions  les  performances  de  deux  cartes  chaotiques,  la  carte 
Skew  tent  et  la  carte Cat utilisées  en  tant que  couche de permutation. L’effet d’avalanche 
finale produite par un crypto‐système qui n’utilise pas une couche de diffusion proprement 
dit,  résulte  de  l’association  de  l’opération  de  substitution  suivie  de  l’opération  de 
permutation sur les bits. Pour n’importe quel bit changé dans un octet de texte en clair, une 
bonne couche de substitution doit provoquer un changement sur pratiquement la moitié des 
bits (# 4 bits) de  l’octet en question après  l’opération de substitution. Une bonne couche de 
permutation  sur  les  bits  doit  diffuser  aléatoirement  et  uniformément  les  bits  de  l’octet 
substitué sur l’ensemble des bits du bloc. 
Notons au passage que la couche d’addition des clés   d’itérations   n’a aucune influence sur 
les performances de l’association substitution‐permutation. Elle sert seulement à  masquer le 
contenu du bloc.  
Pour quantifier le degré de diffusion du changement d’un bit dans un bloc, par l’association 
substitution‐permutation, nous réalisons l’expérience suivante : 
D’abord,  nous  générons  de  façon  aléatoire  et  uniforme  1000  clés  dynamiques  pour 
l’opération de  substitution,  suivi de 1000 autres  clés pour  la  couche de permutation. Puis, 
nous  formons deux blocs de  texte en clair de  taille ܾܶ݋ octets chacun  : ܤ1 ൌ ሾ0, 0, ڮ 0, 0ሿ et 
ܤ2 ൌ ሾ0, 0, ڮ 0, 1ሿ, le deuxième bloc diffère du premier bloc seulement dans le premier octet 
de poids  faible qui a  la valeur 1. Ensuite, pour chaque clé de substitution et chaque clé de 
permutation, nous effectuons les opérations suivantes : 
 
 
 
 
 
 
 
 
ߜ௜ et ܾܰ݀௜ donnent les indices de (1 à ܾܶ ൌ 256ሻ des bits différents entre les blocs ܴ1௜ et ܴ2௜ 
et  leur  nombre.  De  même  ߜ݋௜  et  ܰ݋݀௜  donnent  les  indices  de  (1  à  ܾܶ݋ െ 1ሻ  des  octets 
différents entre les blocs ܴ1݋௜ et ܴ2݋௜et leur nombre. 
Dans  les  figures 3.49‐a, et 3.50‐a nous présentons  l’évolution des  indices ߜ௜ en  fonction des 
clés (pour plus de clarté nous avons figuré seulement 100 clés) respectivement pour la carte 
Skew tent et la carte Cat. On voit clairement que la répartition des indices est aléatoire dans 
les deux cas de figures. Dans les figures 3.49‐b, et 3.50‐b, nous présentons l’histogramme des 
indices    (1 à ܾܶሻ. Les résultats obtenus montrent que  l’histogramme des  indices de  la carte 
Skew tent, semble plus uniforme que celui de la carte Cat. 
ܴ1௜ ൌ ௄ܲ௣೔ൣ݀݁ܿ2ܾ݅݊൛ܵ௄௦೔ሾܤ1ሿ, 8ൟ൧
ܴ2௜ ൌ ௄ܲ௣೔ൣ݀݁ܿ2ܾ݅݊൛ܵ௄௦೔ሾܤ2ሿ, 8ൟ൧ 
ߜ௜ ൌ ݂݅݊݀ሾܴ1௜ ് ܴ2௜ሿ  
ܾܰ݀௜ ൌ ݈݁݊݃ݐ݄ ሺߜ௜ሻ 
ܴ1݋௜ ൌ ܾ݅݊2݀݁ܿሺܴ1௜, 8ሻ 
ܴ2݋௜ ൌ ܾ݅݊2݀݁ܿሺܴ2௜, 8ሻ 
ߜ݋௜ ൌ ݂݅݊݀ሾܴ1݋௜ሺ1: ܾܶ݋ െ 1ሻ
് ܴ2݋௜ሺ1: ܾܶ݋ െ 1ሻሿ  
ܰ݋݀௜ ൌ ݈݁݊݃ݐ݄ ሺߜ݋௜ሻ 
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Le nombre de bits égaux à 1, produit par les 1000 couches de substitution est 3951, soit 3.951 
bits en moyenne par couche. Ceci est proche de la valeur optimale 4 bits et confirme encore 
une fois la performance de la carte Skew tent en tant que couche de substitution. 
Par  ailleurs,  afin de  quantifier  le nombre des  bits  qui ne participent pas  au processus de 
diffusion, nous avons construit un  tableau contenant  les  indices ߜ௜ des 1000 clés, soit 3951 
indices  et  nous  avons  cherché  dans  ce  tableau  tous  les  indices  supérieurs  à  248,  et  leur 
fréquence. Nous avons trouvé 133 indices, soit 3.3662% pour la carte Skew tent et 119 indices, 
soit 3.0119% dans le cas de la carte Cat, qui restent dans l’octet sous test. 
Les résultats obtenus par  les   différentes couches de permutation montrent que  le degré de 
diffusion de ces couches est globalement largement satisfaisant. 
(a)  (b) 
Fig. 3.49:‐a. Evolution des indices δi de la          ‐b. Histogramme des indices  δi (1 à Tb) 
carte Skew tent en fonction des clés.                     de la carte carte Skew tent 
 
(a)  (b) 
Fig. 3.50: ‐a. Evolution des indices δi de la                ‐b. Histogramme des indices (1 à Tb)  
 carte Cat en fonction des clés.                                       de la carte carte Cat 
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Par  ailleurs,  afin  de  quantifier  le  degré  de  la  diffusion  au  niveau  des  octets,  nous  avons 
construit un  tableau  contenant  les nombres  ܰ݋݀௜ des 1000  clés, et nous avons  calculé  leur 
fréquence.  Dans  les  figures  3.51‐a  et  3.51‐b,  nous  présentons  la  fréquence  des  nombres 
d’octets modifiés ܰ݋݀, respectivement pour la carte Skew tent et la carte Cat.  
Nous remarquons que ܰ݋݀௠௔௫ ൌ 8. En effet, ce cas très rare, suppose que dans la couche de 
substitution, les 8 bits de l’octet modifié ont changé de valeur, et que ces 8 bits sont diffusés 
sur 8 octets différents parmi les 32 octets du bloc (ܾܶ݋ ൌ32 octets).  
 
   
Fig. 3.51 :‐a. Fréquence des nombres d’octets                ‐b. Fréquence des nombres d’octets  
modifiés ܰ݋݀ pour la carte Skew tent                                       modifiés ܰ݋݀ pour la carte Cat 
 
Nous constatons que 74.1% des ܰ݋݀ sont tels que :  3 ൑ ܰ݋݀ ൑ 5  dans le cas de la carte Skew 
tent, et 74.9% dans le cas de la carte Cat. Aussi, la fréquence maximale dans les deux cas de 
cartes chaotique se situe pour ܰ݋݀ ൌ 4. 
Le tableau ci‐dessous, résume la fréquence des ܰ݋݀ pour les deux cartes. 
 
Tableau 3.3 : Fréquence des Nod pour les deux cartes 
ܰ݋݀  0  1  2  3  4  5  6  7  8 
Tente  6  30  134  258  272  211  68  20  1 
Cat  5  37  114  259  289  201  77  18  0 
 
Tous ces résultats, montrent que les deux cartes chaotiques Skewt tent et Cat possèdent des 
performances similaires  en termes de pouvoir de diffusion. 
Ci‐dessous dans  la  figure  3.52,  est donné  le pseudo  code des  tests permettant d’avoir  les 
résultats des figures 3.49‐3.51. 
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ࡱ࢔࢚࢘é : ݊݇, ݊, ݄ܿ 
ࡿ࢕࢚࢘࢏ࢋ :    ߜ௜௧௞,    ܾܰ݀௜௧௞ , ߜ݋௜௧௞, ܰ݋݀௜௧௞
/݊ ݁ݏݐ ݈ܽ ݌ݎéܿ݅ݏ݅݋݊ ሺ݊݋ܾ݉ݎ݁ ݀݁ ܾ݅ݐݏሻ ݀݁ ݈ܽ ܿ݋ݑ݄ܿ݁ ݀݁ ݏݑܾݏݐ݅ݐݑݐ݅݋݊   
ܳ ൌ 2௡ 
//Remplir le tableau initial, avec n=8 
ܲ݋ݑݎ  ݅ݐݏ allant de 1 à  ܳ 
     ݐ݁݉݌ݏሺ݅ݐሻ ൌ ݅ݐݏ 
ܨ݅݊  ݅ݐݏ 
ܲ݋ݑݎ  ݅ݐ݌ allant de 1 à  ܾܶ 
      ݐ݁݉݌݌ሺ݅ݐሻ ൌ ݅ݐ݌ 
ܨ݅݊  ݅ݐ݌ 
/B1 et B2 deux  tableaux, chacun de 32 octets 
ܤ1 ൌ ሾ0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0ሿ ; 
ܤ2 ൌ ሾ0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1ሿ ; 
 
ܲ݋ݑݎ  ݅ݐ݇ ݈݈ܽܽ݊ݐ ݀݁ 1 à  ݊݇ 
ܭ݌ሺ ݅ݐ݇ ሻ ൌ ݂݈݋݋ݎሺݎܽ݊݀ሺ1, ܾ݊ሻ ൈ 2௟௢௚ଶሺ்௕ሻሻ 
ܭݏሺ ݅ݐ݇ ሻ ൌ ݂݈݋݋ݎሺݎܽ݊݀ሺ1, ݊ܽሻ ൈ 2௡ሻ 
ܵ௄௦೔೟ೖ ൌ ݏݑܾܾ݋ݔݒ݁ܿݐ݋ݎሺݐ݁݉݌ݏ, ܳ, ܭݏሺ ݅ݐ݇ ሻ, 1ሻ; 
      ܵ݅ ݄ܿ ൌൌ 0 
/cas de carte tente comme couche de permutation 
                   ௄ܲ௣೔೟ೖ ൌ ݌݁ݎܾ݉݋ݔݒ݁ܿݐ݋ݎሺݐ݁݉݌݌, ܾܶ, ܭ݌ሺ݅ݐ݇ ሻ, 1ሻ; 
     ܵ݅ ݊݋݊  ݄ܿ ൌൌ 1 
/cas de carte Cat comme couche de permutation 
                   ௄ܲ௣೔೟ೖ ൌ ݌݁ݎ݉ܿܽݐሺݐ݁݉݌݌, ܾܶ, ܭ݌ሺ݅ݐ݇ ሻ, 1ሻ; 
    ܨ݅݊ ܵ݅  
    ܴ1௜௧௞ ൌ ௄ܲ௣೔೟ೖൣ݀݁ܿ2ܾ݅݊൛ܵ௄௦೔೟ೖሾܤ1ሿ, ݊ൟ൧ 
    ܴ2௜௧௞ ൌ ௄ܲ௣೔೟ೖൣ݀݁ܿ2ܾ݅݊൛ܵ௄௦೔೟ೖሾܤ2ሿ, ݊ൟ൧ 
   ߜ௜௧௞ ൌ ݂݅݊݀ሾܴ1௜௧௞ ് ܴ2௜௧௞ሿ  
   ܾܰ݀௜௧௞ ൌ ݈݁݊݃ݐ݄ ሺߜ௜௧௞ሻ 
   ܴ1݋௜௧௞ ൌ ܾ݅݊2݀݁ܿሺܴ1௜௧௞, ݊ሻ 
   ܴ2݋௜௧௞ ൌ ܾ݅݊2݀݁ܿሺܴ2௜௧௞, ݊ሻ 
   ߜ݋௜௧௞ ൌ ݂݅݊݀ሾܴ1݋௜௧௞ሺ1: ܾܶ݋ െ 1ሻ ് ܴ2݋௜௧௞ሺ1: ܾܶ݋ െ 1ሻሿ  
   ܰ݋݀௜௧௞ ൌ ݈݁݊݃ݐ݄ ሺߜ݋௜௧௞ሻ 
 
   ܨ݅݊ ݌݋ݑݎ ݅ݐ݇ 
 
Fig. 3.52: Pseudo code des tests permettant d’avoir les résultats des figures 3.49‐3.51 
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3.6.8 Performances de la couche de diffusion basée sur la carte chaotique Cat 
multidimensionnelle  
Normalement,  le critère utilisé pour quantifier  les performances d’une couche de diffusion 
d’un  crypto‐système est  le nombre de branches  linéaires produit par  cette  couche. Plus  ce 
nombre est grand, meilleure est la diffusion.  
Nous  décrivons    dans  ce  paragraphe  la  méthode  de  mesure  du  nombre  des  branches 
linéaires et nous quantifions aussi  les performances selon :  le nombre d’éléments différents  
ܰ݁݀,  et  leur  pourcentage  ேܲ௘ௗ,  la  somme    de    valeur  absolue  de  la  différence  entre  les  
éléments ܷܣܥܫ, et le pourcentage du nombre de bits différents pour : 
            1)    la couche de diffusion binaire statique proposée  32 x 32 
2) la  couche  de  diffusion  à  base  de  la  carte  cat  de  haute  dimension  obtenue  par 
multiplication des matrices, et nous considérons  les quatre matrices de diffusion 
suivantes :  ܦଵ ൌ ܣ08, ܦଶ ൌ ܣ08 ൈ ܣ18, ܦଷ ൌ ܣ08 ൈ ܣ18 ൈ ܣ28 ݁ݐ ܦସ ൌ ܣ08 ൈ
ܣ18 ൈ ܣ28 ൈ ܣ38. La taille des matrices est  ݊ ൈ ݊, ܽݒ݁ܿ ݊ ൌ 8 
3) la couche de diffusion à base de la carte cat de haute dimension obtenue à partir 
de  matrices  ayants  une  structure  particulière,   et  nous  considérons  les  quatre 
matrices  de  diffusion  suivantes  :  ܦଵ ൌ ܯ଴, ܦଶ ൌ ܯ଴ ൈ ܯଵ, ܦଷ ൌ ܯ଴ ൈ ܯଵ ൈ
ܯଶ ݁ݐ ܦସ ൌ ܯ଴ ൈ ܯଵ ൈ ܯଶ ൈ ܯଷ.  La  taille  des  matrices  est  ݊ ൈ ݊, ܽݒ݁ܿ ݊ ൌ
4, ݋ݑ 8, ݋ݑ 16, ݋ݑ 32 correspondants aux  tailles des blocs égales à 32, 64, 128, 256 
bits respectivement, si  les ݊ sous blocs sont des octets, et 128, 256, 512, 1024 bits 
respectivement si les ݊ sous blocs sont des mots de 32 bits.  
2.6.8.1 Mesure du nombre des branches linaires de la couche de diffusion de la méthode 3 
La méthode 3), est plus générale que  la méthode 2), et donne des résultats similaires. Pour 
cela, nous réalisons l’expérience et présentons les résultats selon la méthode 3), comme suit : 
D’abord, nous créons de façon aléatoire et uniforme 1000 blocs ܤ ௜ܵ dont  les valeurs varient 
de 1 à 2்௦௕ : 
ܤ ௜ܵ ൌ ݂݈݋݋ݎ൫ݎܽ݊݀ሺ1, ݊ሻ כ 2்௦௕൯, ݅ ൌ 1,2, ڮ , ݊ܤ, ܽݒ݁ܿ ݊ܤ ൌ 1000 
 L’utilisation à l’entrée de la couche de diffusion des blocs ܤ ௜ܵ dont les éléments sont générés 
de  façon aléatoire et uniforme,   découle du  fait que  l’entrée de  cette  couche  résulte d’une 
opération d’addition des clés qui apporte déjà l’aspect aléatoire et uniforme, en plus suivi de 
l’opération de substitution. 
Ensuite, pour chaque structure :  ݅݊ݏ ൌ 1 à 4, 
               pour chaque clé de diffusion dynamique  ܭ݀௞, ݇ ൌ 1,2, … ݊݇ ൌ 1000, 
nous générons : 
une matrice de diffusion ܦ௜௡௦௄ௗೖ correspondante : ܦ
௜௡௦
௄ௗೖ ൌ ܥܽݐ݀݅݉݁݊ݏ݅݋݊ሺܭ݀௞, ݅݊ݏ, ݊ሻ, 
puis, pour chaque bloc ܤ ௜ܵ, ݅ ൌ 1,2, ڮ , ݊ܤ, nous calculons : 
‐ les blocs de textes en clair diffusés ܤܵ݀௜,௞ : 
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ܤݏ݀௜,௞ ൌ ݉݋݀൛൫ܦ௜௡௦௄ௗೖ ൈ ܤ ௜ܵԢ൯, 2
்௦௕ൟ
ᇱ
 
‐ la matrice du nombre d’éléments différents entre les blocs  ܤ ௜ܵ et ܤݏ݀௜,௞: 
ܰ݁݀௜,௞ ൌ ݈݁݊݃ݐ݄ ቀ݂݅݊݀൫ܤݏ݀௜,௞~ ൌ ܤ ௜ܵ൯ቁ 
‐ la matrice pourcentage du nombre d’éléments différents entre les blocs  ܤ ௜ܵ et ܤݏ݀ 
ேܲ௘ௗ௜,௞ ൌ ൛ܰ݁݀௜,௞ ݊⁄ ൟ ൈ 100 
‐ la matrice somme  de  valeur absolue de la différence entre les  éléments des blocs ܤ ௜ܵ 
et ܤݏ݀. 
ܷܣܥܫ௜,௞ ൌ ൛ݏݑ݉ሺܾܽݏሺܤݏ݀௜,௞ െ ܤ ௜ܵሻ/ሺ2^ܶݏܾ െ 1ሻሻ/݊ൟ ൈ 100 
‐ la matrice nombre de branches linéaires : 
 
ܰܤ௜,௞ ൌ ܲܪሺܤܵ_ܾ௜ሻ ൅ ܲܪሺܤݏ݀_ܾ௜,௞ሻ 
 
Où ܲܪ désigne le poids de Hamming, opèrant sur les bits des blocs ܤ ௜ܵ et ܤݏ݀௜,௞, donc, il faut 
convertir les éléments des blocs ܤ ௜ܵ et ܤݏ݀௜,௞ en bits, notés ܤܵ_ܾ௜ et ܤݏ݀_ܾ௜,௞.  
En Matlab, ce calcul se fait comme suit : 
ܤܵ_ܾ௜ ൌ ݎ݁ݏ݄ܽ݌݁ሺ݀݁ܿ2ܾ݅݊ሾܤ ௜ܵ, ܶݏܾሿ, 1, ܶݏܾ ൈ ݊ሻ; 
ܤݏ݀_ܾ௜,௞ ൌ  ݎ݁ݏ݄ܽ݌݁൫݀݁ܿ2ܾ݅݊ൣܤݏ݀௜,௞, ܶݏܾ൧, 1, ܶݏܾ ൈ ݊൯; 
ܰܤ௜,௞ ൌ ൣ݈݁݊݃ݐ݄ሺ݂݅݊݀ሺܤܵ_ܾ௜ ൌൌ Ԣ1Ԣሻሻ ൅ ݈݁݊݃ݐ݄ሺ݂݅݊݀ሺܤݏ݀_ܾ௜,௞ ൌൌ Ԣ1Ԣሻሻ൧/݊; 
‐ la matrice pourcentage du nombre de bits différents entre les blocs  ܤܵ_ܾ௜ et ܤݏ݀_ܾ௜,௞ 
ேܲ௕ௗ೔,ೖ ൌ ݈݁݊݃ݐ݄ሺ݂݅݊݀ሺܤݏ݀_ܾ௜,௞~ ൌ ܤܵ_ܾ௜ሻሻ/݊ ൈ 100 
      Fin i 
Fin k 
A  partir  des  différentes  matrices  1000  x  1000  ci‐dessus,  nous  calculons  pour  chacun  des 
critères suivants : a) ܰ݁݀௜,௞, b)  ேܲ௕ௗ೔,ೖ, c) ܰܤ௜,௞ et d) ܷܣܥܫ௜,௞, les valeurs minimale, maximale et 
moyenne.  
Fin ݅݊ݏ. 
Nous  présentons dans  les  figures  3.53,  3.54  et  3.55  correspondants  respectivement    à  ݊ ൌ
8, 16 ݁ݐ 32, les valeurs minimale, maximale et moyenne pour les 4 matrices de diffusion ܦଵ à 
ܦସ, de chacun des  critères suivants : a) ܰ݁݀௜,௞, b)  ேܲ௕ௗ೔,ೖ, c) ܰܤ௜,௞ et d) ܷܣܥܫ௜,௞. 
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(a) 
   
(b) 
 
(c) 
 
 
(d) 
 
Fig. 3.53: Valeurs minimale, maximale et moyenne des :  
a) ܰ݁݀௜,௞, b)  ேܲ௕ௗ೔,ೖ, c) ܰܤ௜,௞ et d) ܷܣܥܫ௜,௞, des 4 matrices de diffusion, dans le cas ݊ ൌ 8. 
 
Nous pouvons faire les remarques suivantes : le nombre des branches linéaires est égale à 4 
quelle que soit la matrice de diffusion utilisée.  
A partir de la deuxième matrice de diffusion, les performances de la diffusion sont atteintes, 
car  la valeur moyenne des 3 autres critères est optimale  : ܰ݁݀ ൌ 8,  ேܲ௕ௗ ൌ 50 %, et ܷܣܥܫ ൌ
33.3%. 
 
167 
 
(a)  (b) 
(c)  (d) 
Fig. 3.54: Valeurs minimale, maximale et moyenne des : 
 a) ܰ݁݀௜,௞, b)  ேܲ௕ௗ೔,ೖ, c) ܰܤ௜,௞ et d) ܷܣܥܫ௜,௞, des 4 matrices de diffusion, dans le cas ݊ ൌ 16. 
 
Nous constatons que : le nombre des branches linéaires est compris entre 10 et 11 en fonction 
de la matrice de diffusion utilisée. Ce nombre dépend en fait de la valeur de ݊. 
A partir de la deuxième matrice de diffusion, les performances de la diffusion sont atteintes, 
car la valeur moyenne des 3 autres critères est optimale : ܰ݁݀ ൌ 16,  ேܲ௕ௗ ൌ 50 %, et ܷܣܥܫ ൌ
33.3%. 
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(a)  (b) 
(c)  (d) 
Fig. 3.55: Valeurs minimale, maximale et moyenne des : 
 a) ܰ݁݀௜,௞, b)  ேܲ௕ௗ೔,ೖ, c) ܰܤ௜,௞ et d) ܷܣܥܫ௜,௞, des 4 matrices de diffusion, dans le cas ݊ ൌ 32. 
 
Nous  remarquons  que :  le  nombre  des  branches  linéaires  est  compris  entre  24  et  26  en 
fonction de la matrice de diffusion utilisée.  A partir de la deuxième matrice de diffusion, les 
performances de  la diffusion sont atteintes, car  la valeur moyenne des 3 autres critères est 
optimale : ܰ݁݀ ൌ 32,  ேܲ௕ௗ ൌ 50 %, et ܷܣܥܫ ൌ 33.3%. 
2.6.8.2 Temps de génération de la couche de diffusion   
Dans ce paragraphe, nous donnons  le  temps moyen nécessaire  (en micro seconde) pour  la 
génération de chacune des matrices de diffusion ܦ௜, ݅ ൌ 1, ڮ ,4, de la 3ème méthode (basée sur 
la carte cat multidimensionnelle).  La simulation est faite en Matlab utilisant le même micro‐
ordinateur dont les caractéristiques sont décrites plus loin.  
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Tableau 3.4. Temps moyen de calcul (micro‐seconds) des quatre matrices de diffusion en 
fonction de n 
ns \dimension n  4  8  16  32  64  128 
1  0,028125  0,0328125  0,0421875  0,0546875  2,0796875  16,525 
2  0,0359375  0,0359375  0,0421875  0,0765625  2,4703125  18,534375 
3  0,0390625  0,040625  0,046875  0,0875  3,3984375  18,8515625 
4  0,040625  0,0453125  0,05  0,1015625  3,9  21,515625 
 
Ce temps augmente en fonction de ݊ ݁ݐ ݊ݏ. 
3.7 Performances globales 
3.7.1 Effet d’avalanche : déduction du nombre d’itérations ࢘ nécessaires 
 Un des critères les plus importants pour quantifier la robustesse des crypto‐systèmes, est le 
critère  achevant  l’effet  d’avalanche  globale  à  atteindre.  Ce  critère  dépend  du  nombre  ݎ 
d’itérations nécessaires pour atteindre  l’objectif  fixé. Lorsque  l’effet d’avalanche est  réalisé 
par un  crypto‐système donné, alors,  ce dernier peut  résister  contre  les attaques  linéaire  et 
différentielle et contre lʹattaque de texte en clair/chiffré connu et choisi. 
L’effet d’avalanche est atteint, si une différence dʹun seul bit (pire des cas) dans deux textes 
en  clair/chiffré  aboutit  à  une  différence  de  50%  dans  les  bits  des  textes  chiffré/déchiffré 
respectivement. La mesure de l’effet d’avalanche est alors faite par la distance de Hamming 
ou par le pourcentage des bits qui ont changé.  A cet effet, nous réalisons le test suivant (sur 
deux textes en clair choisi) : 
Générations de 1000 clés secrètes (du générateur chaotique) ܭ௝, ݆ ൌ 1, ڮ , ݊݇ ൌ 1000 
Choix d’un bloc de  texte en  clair de  taille  ܾܶ bits ne  contenant que des zéros octets:  ܲ1 ൌ
ሾ0, 0, ڮ ,0ሿ 
Pour ݅ ൌ 1 à ܾܶ, 
calcul du texte en clair ܲ2݅ qui ne diffère que d’un seul bit en position ݅ par rapport au texte 
en clair ܲ1: ܲ2_ܾ ൌ ݎ݁ݏ݄ܽ݌݁ ሺ݀݁ܿ2ܾ݅݊ሺܲ1,8ሻ, 1, ܾܶሻ  
ܲ2_ܾሺ݅ሻ ൌ  ܲ2_ܾሺ݅ሻ ْ 1 
ܲ2݅ ൌ ܾ݅݊2݀݁ܿ ሺݎ݁ݏ݄ܽ݌݁ሺܲ2_ܾ, ݈݁݊݃ݐ݄ሺܲ2_ܾሻ/8, 8ሻሻ 
/ܲ1 et ܲ2 sont deux blocs d’octets 
Pour chaque clé sécrète  ܭ௝, ݆ ൌ 1, ڮ , ݊݇ ൌ 1000,  
        Pour ݅ݐ ൌ 1à ݎ ൌ 10 
              Nous réalisons les opérations suivantes : 
                 Chiffrement de ܲ1 ׷ ܥ1௜௧ ൌ ܧ௄ೕ
௜௧ ሺܲ1ሻ 
                 Chiffrement de ܲ2௜ ׷ ܥ2݅௜௧ ൌ ܧ௄ೕ
௜௧ ሺܲ2݅ሻ 
/ܥ1௜௧ et ܥ2݅௜௧ sont deux bloc d’octets chiffré 
                             Calcul de la distance de Hamming :  
ܦܪሺ݅, ݅ݐ, ݆ሻ ൌ ݏݑ݉ ൛ݎ݁ݏ݄ܽ݌݁൫݀݁ܿ2ܾ݅݊൫ ܥ1௜௧ ْ ܥ2݅௜௧൯, 1, ܾܶ൯ൟ 
                     Fin ݅ݐ 
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              Fin ܭ௝ 
Fin ݅  
Finalement, la matrice 3‐D, ܦܪሺ݅, ݅ݐ, ݆ሻ contient 1000 matrices 2‐D, ܦܪሺ݅, ݅ݐሻ dont chacune est 
formée de ܾܶ  lignes et ݎ  colonnes. Le pourcentage en bits de  la distance de Hamming est 
donné par : 
ܲܦܪሺ݅, ݅ݐ, ݆ሻ ൌ
ܦܪሺ݅, ݅ݐ, ݆ሻ
ܾܶ
ൈ 100 
À  partir  de  la matrice  ܲܦܪ ሺ݅, ݅ݐ, ݆ሻ  ou  la matrice ܦܪሺ݅, ݅ݐ, ݆ሻ,  nous  calculons  la matrice  de 
valeurs moyennes sur les 1000 clés (indice ൫ܭ௝൯, soit : 
ܯ_ܦܪሺ݅, ݅ݐሻ ൌ  ݉݁ܽ݊ሺܦܪ ሺ݅, ݅ݐ, : ሻሻ 
ܯ_ܲܦܪሺ݅, ݅ݐሻ ൌ  ݉݁ܽ݊ሺܲܦܪ ሺ݅, ݅ݐ, : ሻሻ 
 
Pour le premier crypto‐système SPN‐1, nous illustrons dans la figure 3.56 (cas de l’utilisation 
de la carte Skew tent), et dans la figure 3.57 (cas de l’utilisation de la carte Cat), pour chaque 
position ݅ (indiquant la position du bit changé du texte en clair), l’évolution du pourcentage 
ܯ_ܲܦܪሺ݅, ݅ݐሻ en fonction du nombre d’itérations  ݎ. Nous avons pris ܾܶ ൌ 256 bits. 
Nous  remarquons  que,  quelle  que  soit  la  position  du  bit  changé  du  texte  en  clair,  l’effet 
d’avalanche est achevé, ܯ_ܲܦܪሺ݅, ݅ݐሻ ؆ 50%, au bout de ݎ ൌ 6  itérations, dans  les deux cas 
de figures. Pour ݎ ൐ 6, le crypto‐système est plus robuste, mais au prix d’un temps de calcul 
plus important.  
   
Fig. 3.56: Evolution du M_PDH  en fonction 
du nombre d’itérations r  et ceci pour 
chaque position i du bit changé du texte en 
clair  texte en clair, cas de la carte Skew tent   
 
  Fig. 3.57 : Evolution du M_PDH en fonction 
du nombre d’itérations r  et ceci pour chaque 
position i du bit changé du   texte en clair, cas 
de la carte Cat 
                                       
Pour plus de clarté, nous avons tracé respectivement, dans les figures 3.58 et 3.59, une coupe 
des figures 3.56 et 3.57, dans le cas où la position du bit changé du texte en clair se trouve  à 
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݅ ൌ 256 correspondant au bit de poids faible du bloc sous traitement. Aussi, nous avons tracé 
dans les figures 3.58 et 3.59, la distance de Hamming correspondant aux figures 3.60 et 3.61. 
D’après  les  résultats  de  ces  différentes  figures,  nous  voyons  clairement  que  l’effet 
d’avalanche est obtenu à partir de ݎ ൌ 6, pour les deux variantes du premier crypto‐système 
SPN‐1.  
   
Fig. 3.58: Evolution du M_PDH en fonction 
du nombre d’itérations r, pour  i=256, cas de 
la carte Skew tent                          
Fig. 3.59: Evolution de M_DH en fonction du 
nombre d’itérations r pour i =256, cas de la 
carte Skew tent 
   
Fig. 3.60: Evolution du M_PDH en fonction 
du nombre d’itérations r, pour i=256, cas de la 
carte Cat D‐2                                                            
Fig. 3.61: Evolution de M_DH en fonction 
 du nombre d’itérations r, pour  i=256, cas de  la 
carte Cat D‐2 
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Remarque :  les  résultats obtenus dans  le cas où ܾܶ ൌ 128, permettent de statuer que  l’effet 
d’avalanche est achevé aussi à partir de ݎ ൌ 6 itérations. 
Pour  le  deuxième  crypto‐sytème  SPN‐2,  nous  illustrons  dans  la  figure  3.62  (cas  de 
l’utilisation  de  la  couche  de  diffusion  binaire  32  x  32),  et  dans  la  figure  3.64  (cas  de 
l’utilisation de la carte cat de taille 32 x32 comme couche de diffusion, basée sur la matrice de 
diffusion  ܦଶ), pour  la position  ݅ ൌ 256,  l’évolution du pourcentage  ܯ_ܲܦܪ en  fonction du 
nombre d’itérations ݎ.  
Dans  les  figures 3.63 et 3.65 nous présentons  les ܯ_ܦܪ  correspondants aux  figures 3.62 et 
3.64 respectivement. Nous remarquons que l’effet d’avalanche est achevé ܯ_ܲܦܪ ؆ 50%, au 
bout de ݎ ൌ 2 itérations dans le cas de la matrice binaire statique et au bout ݎ ൌ 3 itérations 
dans le cas de la matrice cat multidimensionnelle. Cependant, dans ce dernier cas, la clé de 
diffusion est dynamique.  
Ces  résultats montrent  clairement que  le deuxième  crypto‐système  SPN‐2,  est plus  rapide 
que  le  premier  crypto‐système  SPN‐1,  tout  en  étant  aussi  robuste  vis‐à‐vis  des  attaques 
cryptographiques.  
 
   
 
Fig. 3.62 : Evolution du M_PDH en fonction    
du nombre d’itérations  r, pour i=256 cas de 
la matrice de diffusion statique               
Fig. 3.63: Evolution du M_DH en fonction 
  du  nombre  d’itérations  r,  pour  i=256,  cas  de  la 
matrice de diffusion statique 
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Fig. 3.64 : Evolution du M_PDH en fonction     
du nombre d’itérations  r, pour i=256 cas de la carte 
Cat multidimensionnelle. 
Fig. 3.65: Evolution du M_DH en fonction 
  du  nombre  d’itérations  r,  pour  i=256,  cas  de  la 
carte Cat multidimensionnelle. 
 
3.7.2 Sensibilité  à la clé secrète en émission/réception 
Nous quantifions  ici  la sensibilité à  la clé secrète au chiffrement  (ou au déchiffrement) des 
crypto‐systèmes  proposés.  Le  changement  d’un  seul  bit  même  du  poids  faible  de  la  clé 
secrète au chiffrement (ou au déchiffrement) doit entrainer une image chiffrée (ou une image 
déchiffrée)  complètement différente. Cette  sensibilité  est  classiquement mesurée  par deux 
paramètres qui sont  le NPCR  (Number of Pixel Change Rate) et  le UACI  (Unified Average 
Changing  Intensity).  En  plus,  de  ces  deux  paramètres  qui  opèrent  sur  les  octets,  nous 
utilisons la distance de Hamming qui opère sur les bits qui à notre avis est plus significatif. 
Le test de la sensibilité à la clé sécrète au chiffrement (celui du déchiffrement est identique) 
est réalisé comme suit : 
Générations de 1000 clés secrètes (du générateur chaotique) ܭ௝, ݆ ൌ 1, ڮ , ݊݇ ൌ 1000 
/ Calcul de la taille ܶ݋ en octets de l’image I 
ܶ݋ ൌ ݏ݅ݖ݁ሺܫ, 1ሻ ൈ ݏ݅ݖ݁ሺܫ, 2ሻ ൈ ݏ݅ݖ݁ሺܫ, 3ሻ 
/ ௄ܶ est la taille de la clé sécrète  
Nous réalisons les opérations suivantes : 
Pour  chaque  clé  secrète  ܭ௝, ݆ ൌ 1, ڮ , ݊݇ ൌ 1000, nous  formons  la  clé  correspondante ܭ ௝݅ en 
complémentant la valeur d’un bit de la clé ܭ௝ à la position ݅ tirée de façons aléatoire : 
       ݅ ൌ ݈ܿ݁݅ሺݎܽ݊݀ ൈ ௄ܶሻ 
ܭ݅_ ௝ܾ ൌ ݎ݁ݏ݄ܽ݌݁ ൫݀݁ܿ2ܾ݅݊݇݁ݕ൫ܭ௝, ܼ൯, 1, ௄ܶ൯  
/  La  fonction  ݀݁ܿ2ܾ݅݊݇݁ݕ  (voir  annexe  chap  2)  convertit  chaque  élément  de  ܭ௝  selon  la 
précision donnée par Z de cet élément.   
ܭ݅_ ௝ܾሺ݅ሻ ൌ  ܭ݅_ ௝ܾሺ݅ሻ ْ 1 
ܭ ௝݅ ൌ ܾ݅݊2݀݁ܿ݇݁ݕ ሺܭ݅_ ௝ܾ , ܼሻ 
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/  La  fonction  ܾ݅݊2݀݁ܿ݇݁ݕ  (voir  annexe  chap  2)  charge  chaque  élément  du  vecteur  Z  qui 
indique la précision en bit de l’élément de la clé, puis le convertit en décimal.  
Ensuite, nous chiffrons la même image I avec les deux clés ܭ௝ et ܭ ௝݅ et nous les convertissons 
en vecteurs de taille ܶ݋ : 
ܥ1௝ ൌ ܧ௄ೕ  ሺܫሻ 
ܥ2௝ ൌ ܧ௄௜ೕ  ሺܫሻ 
ܥ1௝ ൌ ݎ݁ݏ݄ܽ݌݁ሺܥ1௝, 1, ܶ݋ሻ 
ܥ2௝ ൌ ݎ݁ݏ݄ܽ݌݁ሺܥ2௝, 1, ܶ݋ሻ 
Puis, nous calculons les paramètres NPCR et UACI : 
                                                                           ܰܲܥܴ ൌ
∑ ܦሺ݇ሻ்௢௞ୀଵ
ܶ݋
ൈ 100%                                             ሺ3.54ሻ 
Avec : 
ܦሺ݇ሻ ൌ ൜
1 ݏ݅ ܥ1௝ሺ݇ሻ ് ܥ2௝ሺ݇ሻ
0  ݏ݅ ݊݋݊                      
 
Le paramètre ܰܲܥܴ, mesure  le pourcentage   des valeurs du niveau de gris différents entre 
les deux images chiffrées ܥ1௝ et ܥ2௝ 
 
                                                     ܷܣܥܫ ൌ
1
ܶ݋
∑ หܥ1௝ሺ݇ሻ െ ܥ2௝ሺ݇ሻห
்௢
௞ୀଵ
2଼ െ 1
ൈ 100%                                   ሺ3.55ሻ 
Le paramètre ܷܣܥܫ   mesure  la moyenne de  la différence des  intensités des niveaux de gris 
entre ܥ1௝ et ܥ2௝. 
En Matlab, ce calcul est donné par :  
ܰܲܥܴ ൌ
݈݁݊݃ݐ݄ሺ݂݅݊݀ሺܥ1௝~ ൌ ܥ2௝ሻሻ
ܶ݋
ൈ 100% 
ܷܣܥܫ ൌ ൛ݏݑ݉ ൫ܾܽݏ൫  ܥ1௝ െ ܥ2௝൯ 255⁄ ൯ ܶ݋⁄  ൟ ൈ 100%   
Puis, nous calculons la distance de Hamming et du pourcentage en bits, après conversion de 
ܥ1௝  et ܥ2௝  en vecteurs de bits ܥ1_ܾ௝ et ܥ2_ܾ௝ : 
ܥ1_ܾ௝ ൌ reshape൫݀݁ܿ2ܾ݅݊൫ܥ1௝, 8൯, 1, ܶ݋ ൈ 8൯ 
ܥ2_ܾ௝ ൌ reshape൫݀݁ܿ2ܾ݅݊൫ܥ2௝, 8൯, 1, ܶ݋ ൈ 8൯ 
ܦܪሺ݇ሻ ൌ ݏݑ݉ ൛ܥ1_ܾ௝۩ܥ2_ܾ௝ൟ 
ܲܦܪሺ݇ሻ ൌ
ܦܪሺ݇ሻ
ܶ݋ ൈ 8
ൈ 100% 
 Fin ܭ௝ 
Remarque : 
Les  deux  paramètres ܰܲܥܴ, ܷܣܥܫ  ont  chacun  un majorant.  En  effet,  dans  le  cas  de  deux 
images  aléatoires  uniformément  distribuées  et  non  corrélées,  les  valeurs  attendues 
du ܰܲܥܴ, ݁ݐ ܷܣܥܫ sont données par : 
ܰܲܥܴெ௔௫ ൌ ሺ1 െ 2ି଼ሻ ൈ 100% ൌ 99.609375% 
ܷܣܥܫெ௔௫ ൌ
∑ ݇ሺ݇ ൅ 1ሻଶ
ఴିଵ
௞ୀଵ
2଼ሺ2଼ െ 1ሻ
ൈ 100% ൌ 33.46354% 
Nous  présentons  sur  les  figures  3.66,  3.67  et  3.68,  l’évolution  du  ܰܲܥܴ, ܷܣܥܫ  et  ܲܦܪ  en 
fonction de la clé, dans le cas de la matrice de diffusion statique 32 x 32. L’image I sous teste 
est celle de Lena 128 x 128x3. Pour plus de visibilité, nous avons tracé la variation seulement 
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pour 100 clés différentes et non 1000 clés. Des résultats similaires sont obtenus dans le cas de 
la matrice Cat multidimensionnelle. 
   
 
Fig. 3.66: Evolution du NPCR en fonction de 
la clé secrète             
Fig. 3.67: Evolution du UACI en fonction 
 de la clé secrète                                                        
 
 
                                        Fig. 3.68 : Evolution du M_PDH  en fonction de la clé secrète 
 
Dans  le  tableau  3.5,  suivant, nous donnons  la valeur moyenne  et  l’écart  type de  ces  trois 
paramètres. 
Tableau 3.5 : Moyenne et écart type des paramètres  NPCR, UACI et PDH de l’image chiffrée 
Lena en mode CBC 
  NPCR  UACI  PDH 
Moyenne  99.6191  33.4187  49.9772 
Ecart type  0.0909  0.4152  0.2423 
 
Tous  ces  résultats montrent que  le  critère de  la  sensibilité de  la  clé  secrète  est  atteint. Ci‐
dessous, à titre comparatif, nous donnons la valeur moyenne des paramètres ܰܲܥܴ, ܷܣܥܫ de 
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quelques  crypto‐systèmes  basés  chaos  connus  de  la  littérature,  et  aussi  de  l’AES  dans  le 
tableau 3.6. 
 
Tableau 3.6 : Comparaison du   NPCR, UACI de l’image chiffrée  Lena en mode CBC. 
Sensitivity of the secret key NPCR UACI 
ECKBA  99.598  33.444
Kumar   99.609  33.461
Yang   99.61  33.467
AES   99.61  33.432
 
Les résultats obtenus sont comparables. 
 
3.7.3 Analyse statistique : 
Dans ce paragraphe, nous réalisons les tests de chi‐carré, entropie et coefficient de corrélation 
des pixels adjacents sur les crypto‐systèmes proposés.  
2.7.3.1 Uniformité de l’image chiffrée 
Lʹhistogramme  de  l’image  chiffrée  est  une  caractéristique  importante  dans  lʹanalyse  des 
performances statistiques du processus de chiffrement. L’histogramme  illustre comment les 
niveaux de gris des pixels dans une image sont distribués.  
Pour  résister   à  l’attaque statistique  il  faut que  l’histogramme de  l’image chiffrée   soit  très 
proche d’une distribution uniforme.  
Pour mesurer  cette uniformité, nous appliquons deux tests, le première test est le  chi‐carré 
et le deuxième test est l’entropie. 
 
Test de Chi‐carré 
 
Le test chi‐carré est donné ci‐dessous :  
                                                                             ߯௘௫௣ଶ ൌ ෍
ሺ݋௜ –݁௜ሻ
݁௜
ொିଵ
௜ୀ଴
                                                          ሺ3.56ሻ    
où  ܳ ൌ 2଼ ൌ 256, est le nombre de niveaux de gris,  ݋௜ est la fréquence dʹoccurrence observée 
de  chaque  niveau  de  gris  ݅ א ሾ0, 255ሿ  dans  lʹhistogramme  de  lʹimage  chiffrée,  et  ݁௜   est  la 
fréquence dʹoccurrence  théorique de  la distribution uniforme,  ici    ݁௜ ൌ ܶ݋ ܳ⁄ ,  ou  ܶ݋  est  la 
taille de l’image en octets.  
La distribution de  lʹhistogramme  sous  test  est  uniforme  s’il  vérifie  la  condition  suivante :   
߯ୣ୶୮ଶ ൑ ߯௧௛  ொିଵ,   ఈ
ଶ ൌ 273,12 pour un seuil ߙ fixé à ߙ ൌ 0.05 dans notre expérimentation. 
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Test de l’Entropie 
 
Le  deuxième  test  de  l’uniformité  est  l’entropie  définie  par  Shannon  :  Soit  une  source  S 
comportant ܳ symboles  (niveaux de gris), et   ݌௜  la probabilité d’apparition du symbole ݅ ൌ
1, 2, ڮ , ܳ, (niveau) alors lʹentropie ܪ de la source ܵ est définie par : 
                                                                             ܪሺܵሻ ൌ െ ෍ ݌௜  ൈ ݈݋݃ଶሺ
ொ
௜ୀଵ
݌௜ሻ                                            ሺ3.57ሻ 
avec  ݌௜ ൌ ݋௜ ܶ݋⁄  
Dans le cas  d’une distribution uniforme, l’entropie  ܪሺܵሻ est maximale et est donnée par : 
                                                                                  ܪெ௔௫ ൌ ݈݋݃ଶሺܳሻ ൌ 8                                                     ሺ3.58ሻ 
Donc, si  la valeur de  lʹentropie est  très proche de ܪெ௔௫, cela signifie que  les données de  la 
source possèdent une distribution quasi uniforme et  le crypto‐système fournissant de telles 
données peut résister à lʹattaque statistique. 
Afin  que  ce  test  soit  significatif, d’abord,  nous décomposons  l’image  originale/chiffrée  en 
sous  blocs  de  taille  16  x  16  pixels  puis  nous  calculons  l’entropie  de  chaque  sous  bloc,  et 
l’entropie moyenne des différentes sous blocs. 
Nous donnons dans le tableau 3.7, les résultats obtenus des tests de chi‐carré et de l’entropie 
moyenne, pour différents mode cryptographique, sur lʹimage Lena 512x512x3, par le premier 
crypto‐système SPN‐1, dans les deux cas de figures de la couche de permutation : carte Skew 
tent  (T)  et  carte Cat  (C). La  taille du bloc  est  fixé  à  ܾܶ ൌ256. Des  résultats  similaires  sont 
obtenus par le deuxième crypto‐système SPN‐2. 
Tableau 3.7 : Résultats statistique de chi‐carré et de l’entropie moyenne, pour différents 
modes cryptographiques, pour lʹimage Lena 512x512x3 et pour une taille de bloc Tb=256 
Mode  Test chi‐carré  Entropie de l’image
originale 
Entropie de l’image 
chiffrée 
ECB‐T  244.49  5.6822  7.9998 
CBC‐T  245.44  ‐  7.9998 
OFB‐T  243.48  ‐  7.9998 
CTR‐T  245.72  ‐  7.9997 
ECB‐C  225.92  ‐  7.9998 
CBC‐C  234.27  ‐  7.9998 
OFB‐C  222.18  ‐  7.9997 
CTR‐C  223.84  ‐  7.9998 
 
Enfin,  afin  de  consolider  les  résultats  précédents,  nous  donnons  dans  le  tableau  3.8  les 
résultats des tests chi‐carré et entropie moyenne sur différentes images chiffrées. 
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Tableau 3.8 : Chi‐carré et entropie moyenne sur différentes images chiffrées 
Image chiffrée  Test chi‐carré   Entropie  
Boat  243.6  7.9998 
Finger  251.4  7.9998 
Baboon  224.8  7.9998 
Barbara  251.9  7.9998 
Goldhill  244.1  7.9998 
Pepers  214.5  7.9999 
 
Tous  ses  résultats  montrent  que  le  crypto‐système  utilisé,  résiste  contre  les  attaques 
statistiques. 
Sur  l’image  Lena  de  la  figure  3.69,  nous  donnons  dans  les  figures  3.70,  3.71  et  3.72,  un 
exemple de résultats respectivement  :  image chiffrée par SPN‐1 utilisant  la carte Skew tent, 
histogramme de l’image claire de Lena et histogramme de l’image chiffrée de Lena. 
   
Fig. 3.69: Image claire de Lena 512x512x3             Fig. 3.70 : Image chiffrée de Lena 
   
Fig. 3.71 : Histogramme image claire de Lena   Fig. 3.72: Histogramme image chiffrée de 
Lena.                            
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2.7.3.2 Coefficient de corrélation des pixels adjacents  
En  général,  dans  une  image  originale,  chaque  pixel  est  fortement  corrélé  avec  ses 
pixels  adjacents dans  les directions  horizontale,  verticale  et diagonale. Un  crypto‐système 
idéal devrait produire des images chiffrées sans aucune corrélation entre les pixels adjacents. 
Nous  avons  calculé  les  coefficients de  corrélation des  pixels  adjacents  pour  les directions 
horizontale, verticale et diagonale,  respectivement. A  ce propos, nous avons pris de  façon 
aléatoire dans lʹimage claire  et lʹimage chiffrée, 2000 paires de pixels adjacents, pour chacune 
des trois directions comme suit :  
Pour  chaque pixel  choisi  (au nombre 2000) de  coordonnées  (݅,  ݆ሻ nous  formons 4 vecteurs 
ܸ, ுܸ, ௏ܸ, ஽ܸ, contenants  les  niveaux  de  gris  des  pixels  qui  se  trouvent  aux  positions  (݅, 
݆ሻ, ሺ݅ ൅ 1, ݆ሻ, ሺ݅, ݆ ൅ 1ሻ, ሺ݅ ൅ 1, ݆ ൅ 1ሻ  respectivement. Les  coefficients de  corrélation dans  les  3 
directions sont : ߩ௏,௏ಹ, ߩ௏,௏ೇ ୣ୲  ߩ௏,௏ವ . 
Dans  le  tableau  3.9  suivant,  nous  donnons  les  valeurs  des  coefficients  de  corrélation  des 
images en clair de Lena et de Baboon 
Tableau 3.9 : Coefficients de corrélation des images en claires de Lena et de Baboon 
Coefficient de corrélation 
Direction  Horizontale Verticale Diagonale
Lena  0.97411  0.98544  0.96263 
Baboon  0.9662  0.984  0.9497 
 
Dans  le  tableau 3.10, nous présentons  les valeurs des coefficients de corrélation de  lʹimage 
chiffrée de Lena 512x512x3, obtenus par le premier crypto‐système SPN‐1 dans les deux cas 
de figures de la couche de permutation : carte Skew tent (T) et carte Cat (C). La taille du bloc 
est  fixée  à  ܾܶ ൌ256. Des  résultats  similaires  sont  obtenus par  le deuxième  crypto‐système 
SPN‐2. 
Tableau 3.10 : Résultats de la corrélation horizontale, verticale et diagonale, pour différents 
mode cryptographique de  lʹimage chiffrée Lena 512x512x3, avec Tb=256 
Coefficient de corrélation
Direction  Horizontale Verticale Diagonale
Mode ‐ECB‐T  0.00395  0.0232  0.0173 
Mode ‐CBC‐T  0.02485  0.01052  0.0033 
Mode ‐OFB‐T  0.01991  0.038536  0.01211 
Mode ‐CTR‐T  ‐0.0079  ‐0.0455  ‐0.0081 
Mode ‐ECB‐C  ‐0.0191  ‐0.000965  0.01194 
Mode‐CBC‐C  ‐0.0313  ‐0.00812  ‐0.0210 
Mode‐OFB‐C  ‐0.01478  ‐0.00817  ‐0.0263 
Mode ‐CTR‐C  ‐0.036674  0.065147  0.052871 
 
A titre comparatif, nous donnons dans le tableau 3.11,   les résultats de la corrélation 
des différents algorithmes sur l’image Lena.  
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Tableau 3.11 : Coefficients de corrélation des différents algorithmes sur l’image Lena. Ici, 
Tb=128 bits. 
Coefficient de Correlation 
Algorithme  Horizontal Vertical Diagonal
SPN‐1‐T  0.024853  0.01052  0.003305 
AES  ‐0.015  0.028  ‐0.027 
ECKBA  ‐0.0119  ‐0.019  ‐0.038 
Kumar  0.00499  ‐0.002  0.0083 
Yang  ‐0.003  ‐0.016  0,0178 
 
On  voit  clairement  d’après  tous  ces  résultats,  que  la  corrélation  dans  les  trois 
directions de l’image chiffrée est proche de la valeur zéro, quel que soit l’algorithme utilisé.  
Le  résultat de  la  corrélation dans  les 3 directions, pour  l’image en  clair et  l’image  chiffrée 
correspondante, peut  aussi  être  évalué visuellement,  en  traçant  les  couples de niveaux de 
gris : ሼܸ, ுܸሽ, ሼܸ, ௏ܸሽ, et ሼܸ, ஽ܸሽ. On voit clairement d’après  les  figures 3.73‐b, 3.74‐b et 3.75‐b, 
que la distribution des niveaux de gris dans l’image chiffrée dans les 3 directions ne présente 
pas de corrélation. Ce n’est pas  le cas de  l’image en clair où  la distribution des niveaux de 
gris montre nettement l’existence d’une corrélation forte, voir figures 3.73‐a, 3.74‐a et 3.75‐a.  
   
Fig. 3.73:‐a. Distribution VH en fonction de  V          ‐b. Distribution VH en fonction de V  
                 dans l’image en clair                                                 dans l’image chiffrée 
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  0 
Fig. 3.74: ‐a. Distribution VV en fonction de
 
 V         ‐b. Distribution VV en fonction de V 
                 dans l’image en claire                                  dans l’image chiffrée 
 
   
Fig. 3.75: ‐a. Distribution VD en fonction de
 
V          ‐b. Distribution VD en fonction de
 
V 
                 dans l’image en claire                                             dans l’image chiffrée 
 
Remarque : 
Dans  la  littérature  sur  les  crypto‐systèmes  basés  chaos,  certains  auteurs  utilisent  les 
paramètres NPCR et UACI pour quantifier les performances entre : 
‐  image en clair et image chiffrée  
‐ deux images chiffrées dont les images en clair diffèrent d’un seul bit. Dans notre test, 
nous avons changé    le bit de poids  faible du premier bloc de  l’image en  claire  (les 
résultats sont donnés par NPCR‐PS et UACI‐PS voit tableau 3.12). 
Le tableau suivant montre les résultats obtenus pour les différents modes cryptographiques. 
On voit clairement d’après les valeurs du NPCR‐PS et UACI‐PS, que seul le mode chaînage 
CBC, semble efficace. En fait, ce n’est pas vrai, car ce genre de test doit se faire sur les blocs et 
non sur les images, puisque la sécurité est au niveau bloc et non au niveau de l’image.  
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Quel que soit le mode utilisé sur les blocs, un bit changé dans un bloc en clair, engendre 50 % 
de changement de bits dans le bloc chiffré correspondant (effet d’avalanche). 
 
Tableau 3.12 : Résultats de la sensibilité au texte en clair pour lʹimage Lena 512x512x3, avec 
une taille de bloc égale à 256 bits 
MODE  NPCR  UACI  NPCR‐PS  UACI‐PS 
ECB‐T  99.617  30.519  0.00406  0.00138 
ECB‐C  99.616  30.493  0.00101  0.00032 
CBC‐T  99.606  30.523  99.603  33.459 
CBC‐C  99.612  30.508  99.597  33.372 
OFB‐T  99.618,  30.507  1.27 e‐4  4.986e‐7 
OFB‐C  99.622,  30.496,  1.27 e‐4  4.986e‐7 
CTR‐T  99.618  30.488  1.27 e‐4  4.986e‐7 
CTR‐C  99.621  30.522  1.27 e‐4  4.986e‐7 
 
3.7.4 Performances en temps de calcul : 
La vitesse de chiffrement/déchiffrement d’un crypto‐système, est  l’une des caractéristiques 
fondamentale  (avec  la  robustesse)  pour  quantifier  et  comparer  les  performances. Dans  ce 
paragraphe nous donnons, pour les crypto‐systèmes proposés, le temps de calcul moyen (sur 
10000  itérations) pour une  itération de  chiffrement/déchiffrement  sur un bloc de  taille  ܾܶ, 
ainsi    que  le  temps  moyen  pris  par  les  processus  des  différentes  couches.  Aussi,  nous 
donnons  le  temps  moyen  (sur  10000  itérations),  estimé  à  part,  de  génération  de  la  clé 
dynamique  globale.  Ces  calculs  sont  donnés  dans  l’environnement  logiciel  et  matériel 
suivants : Matlab 2008 et micro ordinateur Intel Core 2 Duo 2.1 GHz CPU avec 2 GB RAM 
Intel, sous Windows XP. 
Dans le tableau 3.13 suivant, nous donnons les performances en temps (en milli seconde) du 
premier  crypto‐système  SPN‐1  dans  ces  deux  variantes,  selon  la  couche  de  permutation 
utilisée (T pour Skew tent, et C pour Cat), pour (ݎݏ ൌ 4, ݎ݌ ൌ 1, ܾ݊ ൌ ݊ܽ ൌ 4, ܾܶ ൌ 256). Dans 
ce  tableau  les  lettres : ܩ, ܣ, ܵ, ܲ  signifient  respectivement, processus de génération de  la clé 
dynamique globale, addition des clés d’itérations, substitution, et permutation.  
 
 
 
 
 
 
 
 
 
183 
 
Tableau 3.13 : Performances en temps (ms)  du premier crypto‐système SPN‐1 
SPN‐1 
Temps moyen 
(m࢙)  
d’une itération 
G(m࢙) A(m࢙)  S(ms)        P(ms) 
Bin2dec 
(m࢙)  
Dec2bin
(m࢙)  
SPN‐1‐C : 
Chiffrement 
3.2120  1.3525 0.0156  0.4492  1.212  0.9859  0.1341 
SPN‐1‐C : 
Chiffrement en % 
  32.5959 0.3760  10.8259  29.2097  23.7606  3.2319 
SPN‐1‐T : 
Chiffrement 
3.5327  1.3416 0.0249  0.4368  1.3712  0.8361  0.1232 
SPN‐1‐T : 
Chiffrement en % 
  32.4544 0.6024  10.5665  33.1704  20.2259  2.9803 
SPN‐1‐C : 
Déchiffrement 
3.41237  1.3556 0.0265  0.9500  1.1793  0.8455  0.0998 
SPN‐1‐C : 
Déchiffrement en % 
  30.4171 0.5946  21.3162  26.4613  18.9714  2.2393 
SPN‐1‐T : 
Déchiffrement 
4.0856  1.3696 0.03744  1.0857  1.5693  0.8580  0.1107 
SPN‐1‐T : 
Déchiffrement en % 
  27.2246 0.7442  21.5813  31.1942  17.0551  2.2005 
 
Nous remarquons d’après les résultats obtenus que, quelle que soit la version utilisée 
du crypto‐système, les processus les plus coûteux en temps de chiffrement/déchiffrement par 
ordre  décroissant  sont :  la  génération  de  la  clé  dynamique  globale,  les  permutations,  la 
conversion binaire vers décimal,  la substitution,  la conversion décimale binaire, et addition 
des clés d’itérations.  
 
Globalement  le  crypto‐système  SPN‐1‐C  est  plus  rapide  (10%)  que  celui  SPN‐1‐T.  Cette 
différence vient du processus de permutation utilisé. En effet, la carte Skew tent utilise une 
opération de division, ce n’est pas le cas de la carte Cat.  
Le  déchiffrement  est  plus  coûteux  que  le  chiffrement,  cette  différence  découle 
essentiellement du processus de substitution inverse. 
 
Dans le tableau 3.14, nous donnons les performances en temps ሺmݏ)  du SPN‐1‐T, dans le cas 
de ܾܶ ൌ 128 bits, permettant de comparer les résultats avec l’AES. 
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Tableau 3.14 : Performances en temps (ms)  du premier crypto‐système SPN‐1 pour Tb=128 
SPN‐1  Temps 
moyen 
(m࢙)  
d’une 
itération 
G(m࢙ A(m࢙) S(m࢙) P(m࢙) Bin2dec 
(m࢙)  
Dec2bin
(m࢙)  
SPN‐1‐T : 
Chiffrement 
2.25421  1.0639 0.0156  0.3993  0.7581  0.5038  0.0764 
SPN‐1‐T : 
Chiffrement en % 
  37.765
8 
0.5538  14.1742  26.9107  17.8836  17.8836 
SPN‐1‐T : 
Déchiffrement 
3.2604  1.1466 0.05304 0.7687  1.1764  0.4836  0.09672 
SPN‐1‐T : 
Déchiffrement en % 
  30.780 1.4239  20.6359  31.5807  12.9823  12.9823 
 
Dans  le  tableau    3.15,  nous  donnons  les  performances  en  temps  (en  milli  seconde)  du  
deuxième  crypto‐système  SPN‐2,  dans  ces  deux  variantes  selon  la  couche  de  diffusion 
utilisée :  statique  SPN2‐B,  dynamique  à  base  de  la  carte  cat  SPN2‐C,  et  pour  ܾܶ ൌ
256, correspondant  au  cas  d’une  matrice  de  diffusion  ܦ  de  taille  32  x  32.  Le  processus 
optionnel de la permutation est fait sur les octets.  
Tableau 3.15 : Performances en temps
 
(ms)  du deuxième crypto‐système SPN‐2, pour Tb=256 
SPN‐2 
Temps 
moyen (m࢙)
d’une 
itération 
G(m࢙) A(ms)  S(m࢙)  D(m࢙)       P(m࢙)
SPN‐2‐C : Chiffrement  2.1372  1.27920  0.0156 0.2808  0.4056  0.1404
SPN‐2‐C : Chiffrement en %    60.2934  0.7352913.2352 19.1176  6.6176
SPN‐2‐B : Chiffrement  1.8564  1.37280  0.0468 0.2028  0.1092  0.1248
SPN‐2‐B : Chiffrement en %    73.9495  2.5210 10.9241 5.8823  6.7226
SPN‐2‐C : Déchiffrement  2.4648  1.29480  0.0156 0.5304 0.4524029 0.156
SPN‐2‐C : Déchiffrement en %    52.8662  0.6369421.6560 18.47133 6.3694
SPN‐2‐B : Déchiffrement  2,2116  1.18560  0.0312 0.5268  0.2808  0.1872
SPN‐2‐B : Déchiffrement en %    47.2049  1.2422332.9192 11.1801  7.4534
 
Le  tableau 3.16, contient  les mêmes  types de résultats que  le  tableau précédent, mis à part 
que la taille du bloc est fixée à  ܾܶ ൌ 128, qui correspond au cas d’une matrice de diffusion 
de taille 16 x 16. 
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Tableau 3.16 : Performances en temps 
 
(ms)  du deuxième crypto‐système SPN‐2, pour Tb=128 
SPN‐2 
Temps 
moyen (m࢙)
d’une 
itération 
G(m࢙)   A(ms)  S(m࢙) D(m࢙) P(m࢙)  
SPN‐2‐C : Chiffrement  1.659  1.1013  0.0296  0.2527  0.170  0.0982
SPN‐2‐C : Chiffrement en %    66.66  1.794  15.297  10.29  5.949 
SPN‐2‐B : Chiffrement  1.4898  1.0701  0.0156  0.2355  0.0889  0.067 
SPN‐2‐B : Chiffrement en %    72.4392 1.055  15.945  6.019  4.5406
SPN‐2‐C : Déchiffrement  2.934  1.496  0.05304  0.833  0.318  0.209 
SPN‐2‐C : Déchiffrement en 
% 
  51.4209 1.823  28.632  10.938  7.1849
SPN‐2‐B : Déchiffrement  2,34  1.3322  0.00468  0.639  0.115  0.2262
SPN‐2‐B : Déchiffrement en 
% 
  57.4697 0.2018  27.59  4.979  9.7577
 
Nous remarquons que  le crypto‐système SPN‐2‐B utilisant une matrice de diffusion 
binaire est plus rapide que SPN‐2‐C qui utilise une matrice de diffusion dynamique à base 
d’une carte cat multidimensionnelle. 
Le crypto‐système SPN‐2 est plus rapide que le premier crypto‐système SPN‐1, quelque soit 
la variante considérée. Par exemple, dans le cas où ܾܶ ൌ 128 bits, SPN‐2‐B est pratiquement 
2 fois plus rapide que SPN‐1‐T. 
A  titre  comparatif,  nous  donnons  dans  le  tableau  3.17,  les  performances  en  temps  de 
l’algorithme AES, avec ܾܶ ൌ 128 bits. Ces résultats montrent que  l’AES est pratiquement 2 
fois plus lent que le SPN‐1‐T et 3 fois plus lent que le SPN‐2‐B. 
Tableau 3.17 : Performances en temps
 
(ms)  de l’AES pour Tb=128 
AES 
Temps moyen (m࢙)
d’une itération 
E(m࢙) A(m࢙) S(m࢙) D(m࢙) P(m࢙)  
Chiffrement  3.977  0.25329 0.0144958 0.03509  3.65791  0.01716
Chiffrement en %    6.367% 0.364  0.882  91.9544  0.431 
Déchiffrement  6.87561  0.04348 0.0164032 0.02708  6.76956  0.01907
Déchiffrement en %    0.63249 0.2385702 0.39391  98.4576  0.27740
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3.8 Conclusion 
Dans ce chapitre, nous avons présenté en détail  les deux crypto‐systèmes basés chaos que 
nous  avons  conçus  et  réalisés.   Ces  crypto‐systèmes utilisent  la  structure  SPN  adaptée  au 
calcul en parallèle.  
Les  deux  crypto‐systèmes  s’appuient  sur  les  mêmes  couches  d’addition  de  clé,  et  de 
substitution.  Ils  se différencient par  la  couche de permutation  qui  est  réalisée  sur  les  bits 
pour  le premier  crypto‐système SPN‐1  et  sur  les octets pour  le deuxième  crypto‐systèmes 
SPN‐2.  Ce  dernier  contient  en  plus  une  couche  de  diffusion,  mais  ne  nécessite  pas  des 
opérations de conversion décimal vers binaire et binaire vers décimal. De ce  fait,  il est une 
fois  et demi plus  rapide  que  le  SPN‐1  et  3  fois plus  rapide  que  l’AES  et d’autres  crypto‐
systèmes basés chaos de la littérature.   
Afin de quantifier les performances de ces crypto‐systèmes, nous avons d’abord, présenté la 
quasi‐totalité des outils utilisés pour mesurer  les performances des  couches et des  crypto‐
systèmes, ensuite, nous avons quantifié les performances couche par couche et sur les crypto‐
systèmes proposés. 
Les  résultats  obtenus,  montrent  que  les  crypto‐systèmes  proposés  résistent  à  toutes  les 
attaques cryptographiques connues de la littérature. En plus ils sont assez rapides comparés 
à  l’algorithme standard AES et à d’autres crypto‐systèmes basés chaos de  la  littérature. Par 
ailleurs, leurs structures sont adéquates pour une implémentation matérielle sur cartes FPGA 
par exemple. 
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4.1  Introduction : 
Dans  ce  chapitre,  nous  abordons  la  conception  et  la  réalisation    des  fonctions  de 
hachage basée chaos, sans ou avec clé secrète.  
Une fonction de hachage est une composante fondamentale dans un système de sécurité de 
lʹinformation  et  joue  un  rôle  important  dans  des  applications  cryptographiques  pour  la 
vérification de  lʹintégrité des données,  l’authentification symétrique de source de messages, 
et la signature  numérique.  
Une fonction de hachage est à sens unique, elle compresse un bloc d’entrée de taille finie ݉ 
(partie d’un message de  longueur arbitraire) en un bloc de  taille  fixe ݊, nommé empreinte 
digitale ou condensat, plus petite ou égale à  la  taille ݉ du bloc d’entrée.   Les  fonctions de 
hachage ont été inventées par Knuth dans les années 1950 [Knuth ,1998]. 
Depuis  lʹapparition  d’algorithmes  de  chiffrement  avec  clé  publique  et  des  schémas  de 
signature numériques, la  construction de fonctions de hachage est devenue importante. 
Avant  sa  transmission,  un  message  haché  puis  signé  permet  d’assurer  en  réception, 
lʹintégrité du message,  l’authentification de sa source et  la non répudiation de  l’expéditeur. 
Autrement,  sans  authentification  ou  signature,  un  intrus  peut  intercepter  le  message 
transmis,  le modifier et  le  renvoyer avec  la valeur de   hachage  recalculée pour  le message 
modifié.  
La  structure  d’une  fonction  de  hachage,  est  pratiquement  identique  à  celle  d’un 
algorithme  de  chiffrement  symétrique  en mode CBC,  dont  la  sortie  ne  comprend  que  le 
dernier    bloc  chiffré. Ce dernier  est  alors  l’empreinte digitale.  Pour  cela,  une  fonction de 
hachage  est  à  sens  unique,  car  il  est  pratiquement  impossible  qu’à  partir  de  l’empreinte 
digitale  de  retrouver  le message  d’origine. Cette  structure  permet  l’authentification  de  la 
source  du  message  (MAC),  mais  elle  est  très  lente  comparée  à  la  structure  de  Merkle‐
Damgard [Merkle, 1989], [Damgard, 1989]. 
Les fonctions de hachage sont groupées en deux classes : 
‐ Fonctions de hachage  sans clé  sécrète : originalement,  sont utilisées pour assurer  le 
service  de  lʹintégrité  des  données.  En  outre,  leurs  sorties  sont  chiffrées  avec  un 
algorithme de chiffrement asymétrique pour réaliser  la signature numérique.  
‐ Fonctions  de  hachage  avec  clés  sécrète :  elles  sont  utilisées  pour  assurer 
l’authentification des messages [Menezes et al, 1996]. Les fonctions de hachage avec 
clé,  prennent  deux    entrées  :  un  message  et  une  clé  secrète,  pour  produire  une 
empreinte numérique dépendante de la clé et du message. Elles sont utilisées dans les 
protocoles de sécurité de la couche de transport comme le SSL (Secure Socket Layer) 
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[Freier  et Karlton,  2011],  et  l’IPSEC  (Internet  Protocol  Security)  [Kent  et Atkinson, 
1998], etc. 
Les fonctions de hachage les plus répandues sont basées sur la structure itérative de Merkle‐
Damgard présentée plus loin. 
L’organisation de ce chapitre se déroule comme suit : Dans  la section 2, nous  introduisons 
des généralités sur les fonctions de hachage, leurs propriétés et le modèle itératif de Merkle‐
Damgard. Dans  la  section  3, nous présentons    la  fonction de hachage  chaotique proposée 
utilisant  deux  variantes  pour  la  couche  de  diffusion (binaire  et  cat  multidimensionnelle). 
Dans la section 4, nous donnons les résultats de mesure des nombres d’itérations nécessaires 
ݎ݈ et ݎݐ des cartes chaotiques Logistique et Skew tent. Dans la section 5, nous analysons, les 
performances et la sécurité de la fonction de hachage proposée, avant de conclure. 
4.2 Fonctions de hachage: Généralités et propriétés 
La famille standard des fonctions de hachage la plus connue est la  SHA (Secure Hash 
Standard)  qui    est  développée  par  la NSA et  certifiée  par  le NIST.  Les  fonctions    SHA‐
256 et SHA‐512  sont  à  ce  jour,  les  plus  sûres  et  les  plus  utilisées  [FIPS  180‐1,  1995].  Par 
ailleurs,  NIST a  ouvert  un  concours  public  pour  développer  un  nouvel  algorithme  de 
hachage cryptographique pour octobre 2012, appelé ʺSHA‐3ʺ, et à ce jour cinq candidats sont 
retenus. 
A l’état actuel, toutes les fonctions de hachage standard ou basées chaos, utilisent le modèle 
itératif de Merkle‐Damgard. Elles  se différentient  entre  elles, par  la manière de  réaliser  la 
fonction de compression ݄. Cette dernière est basée sur l’architecture SPN des algorithmes de 
chiffrement [Xiao et al, 2008], [Xiao et al, 2009], [Deng et al, 2010], [Wang et al, 2012].   
Parmi  les  différentes  fonctions  de  compression  basées  chaos,  utilisées  dans  la  littérature, 
celles de [Yang, 2010], et [Xiao et al, 2008] nous semblent intéressantes. Cependant, les deux 
structures  en question présentent des  faiblesses manifestes. En effet,  la  structure de Yang, 
utilise quatre  couches de diffusion  locale  (pour un bloc de  taille  ܾܶ ൌ 128),  et un nombre 
d’itérations aussi égal à quatre pour assurer l’effet d’avalanche. La valeur de hachage finale 
est obtenue en extrayant 32 bits de poids fort de chacune des 4 dernières sorties.   
La structure utilisée par Xiao, a  l’avantage par  rapport à  la structure de Yang de n’utiliser 
qu’une seule itération pour chaque bloc. Cependant, la couche d’addition de clés (OUex) est 
réalisée après la fonction d’itération, ce qui a permis de cryptanalyser la fonction en question 
[Guo  et  al,  2009].  Suite  à  cela,  [Xiao  et  al,  2009‐2]  ont  proposé  une  amélioration  de  leur 
fonction de hachage.  
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3.2.1 Propriétés des fonctions de hachage 
Une  fonction de hachage est à sens unique et peut être sans clé ou avec clé, dans ce 
cas, en plus du message d’entrée, il y a la clé secrète. La fonction de hachage doit être rapide. 
L’empreinte numérique ܪ௡௕ est de taille fixée à  ݊ bits (voir figure 4.1)  
ܪ௡௕ ൌ  ݄ሺܪ௡௕ିଵ, ܯ௡௕ሻ 
Les fonctions de hachage possèdent plusieurs propriétés utiles en cryptographie [Bakhtiari, 
1995].  Les  principales  sont  la  résistance  aux  attaques  recherchant  des  collisions,  des 
préimages ou des secondes préimages. 
‐ collision : trouver deux messages distincts ܯ1 et ܯ2, tels que ݄ሺܯ1ሻ  ൌ ݄ሺܯ2ሻ. 
‐ préimage : étant donné un haché ܪ1 choisi aléatoirement, trouver un message ܯ1 tel 
que ܪሺܯ1ሻ  ൌ ܪ1. 
‐ seconde préimage : trouver une deuxième entrée, qui a la même sortie qu’une entrée 
indiquée. c’est à dire   étant donné un message ܯ1 choisi aléatoirement,  trouver un 
message distinct ܯ2  tel que : ܪ2 ൌ  ܪ1. 
Il  doit  être  impossible  pour  un  attaquant  de  trouver  une  collision,  une  préimage  ou  une 
seconde  préimage.  Cependant,  puisque  la  taille  d’entrée  de  la  fonction  de  hachage  est 
arbitrairement grande, des collisions existent nécessairement. 
La fonction de hachage avec clé   ܪ௄ሺܯሻ   doit en plus avoir assez dʹespace   de clés sécrètes,  
pour contrecarrer la recherche exhaustive,  et aussi  être sensible à la clé secrète. 
3.2.2 Algorithme de Merkle‐Damgård  
En  1989,  Ralph  Merkle  et  Ivan  Damgård    proposèrent  indépendamment  un 
algorithme de hachage dont  la  structure  est présentée dans  la  figure  4.1. Le message  ܯ  à 
hacher est  tout d’abord adapté en y ajoutant un  rembourrage pour  ramener  la  taille ܯ du 
message à hacher à un multiple de ݉, la fonction de compression prenant en entrée des blocs 
de message de taille fixe ݉. Le rembourrage consiste à rajouter tout d’abord, au dernier bloc 
de  ܯ un  bit  à  1 puis  ݑ  bits  à  0,  où  ݑ  est  le plus petit nombre positif  ou nul  telle  que  la 
longueur finale du message soit égale à ݉ െ ݒ ሺ݉݋݀ ݉ሻ ሺtypiquement ݒ ൌ  64 bits). Ensuite, 
un  deuxième  rembourrage  intervient  en  ajoutant  un  bloc  de  ݒ  bits  indiquant  la 
représentation  en  base  binaire  de  la  taille  de message  ܯ.  La  taille maximale  du message 
pouvant être hachée est donc limitée à 2 ௩ bits, et en pratique ce nombre est assez grand. Le 
message  rembourré  est  ensuite  divisé  en  ܾ݊  blocs  de message  ܯ௜  de m  bits  chacun,  qui 
serviront à mettre à jour la variable de chaînage ܪ௜ିଵ pour donner ܪ௜  à l’aide de la fonction 
de compression ݄ : 
                                                                           ܪ௜ ൌ  ݄ሺܪ௜ିଵ, ܯ௜ሻ                                                                  ሺ4.1ሻ   
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La  variable  de  chaînage  initiale  ܪ଴  est  la  clé  secrète  ܭ଴  de  la  fonction  de  hachage,  et  la 
dernière variable de chaînage ܪ௡௕ est le haché final ou empreinte digitale. En général, la taille 
݉ de  l’état  interne de  la  fonction de hachage est  identique à  la  taille ݊ du haché  final. Si  la 
taille  de  l’état  interne  est  plus  grande  que  celle  du  haché,  on  doit  alors,  effectuer  une 
troncature pour obtenir la bonne taille en sortie. Il est aussi possible d’appliquer une fonction 
de  sortie  sur  ܪ௡௕. Le processus  entier  est décrit  en  figure  4.1. Le mode  opératoire utilisé, 
comme dans  toutes les fonctions de hachage, est le mode CBC (enchaînement des blocs) afin 
d’atteindre une haute sensibilité au changement de texte en clair et de la clé sécrète.  
Dans  la suite, sauf mention contraire, nous considérons que  la  taille de  l’état  interne de  la 
fonction de hachage est égale à celle du haché. 
 
 
 
 
 
 
 
 
Fig. 4. 1 : Algorithme de Merkle‐Damgård 
 
Cette  structure  permet  l’authentification  d’image  fragile,  c’est  à  dire,  à  la  fois 
l’authentification d’image de  la source et  la vérification de  l’intégrité des données. Dans  la 
figure  4.2,  nous  donnons  les  schémas  de  réalisation  permettant  d’assurer  l’intégrité  des 
données (fonction de hachage sans clé) et l’authentification de la source de l’image. 
݉ bits 
݊ bits 
ܪଵ ܪଶ ܪ௡௕ିଶ ܪ௡௕ିଵ ܪ௡௕ ܪ଴
ܯܧܵܵܣܩܧ Rembourrage 
ܯଵ ܯଶ ܯ௡௕ିଵ ܯ௡௕
݄  ݄ ݄ ݄
ܭ଴ 
Haché 
݊ bits 
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Fig. 4. 2 : Schémas de réalisation pour l’intégrité des données et l’authentification de la 
source 
 
4.3  Fonction de hachage basée chaos avec clé  sécrète proposée: 
Partant de la structure générale de l’algorithme de Merkle‐Damgård, nous proposons, dans 
cette section, une fonction de hachage basée chaos avec clé secrète ܭ଴, robuste et flexible (voir 
figure 4.3). La  fonction de hachage en question peut être  facilement adaptée pour produire 
une empreinte digitale de taille : 128, 196, 256, 384, 512, 1024 ou 2048 bits, selon l’application 
désirée. 
La fonction de hachage proposée est plus performante que celles de [Yang, 2010], et [Xiao et 
al, 2009] et [Xiao et al, 2008]. Elle résiste contre les différents types d’attaques dédiées, elle est 
assez rapide et tient compte dans sa conception, des faiblesses des autres structures. 
Dans ce schéma, les deux couches de confusion utilisées sont les cartes chaotiques logistiques 
et Skew  tent discrétisées  sur  ܰ ൌ 32 bits  (voir  chapitre 2). Chaque bloc de message  ܯ௜ de 
taille ܾܶ bits est divisé en ݊ݏܾ ൌ ܾܶ/ܰ sous blocs, chacun de taille ܰ.  
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 Fig. 4. 3: Architecture de la fonction de hachage proposée avec  n=m 
La  combinaison  de  ces  deux  cartes,  assure  la  propriété  de  la  confusion  (confirmée 
expérimentalement),  tout  en  étant  simple,  puisque  le  paramètre  de  contrôle  de  la  carte 
logistique discrète est déjà fixé à la valeur 4. Par ailleurs, étant donné la sensibilité forte de la 
carte Skew tent au paramètre du contrôle, nous produisons ce dernier à partir des résultats 
d’un enchainement d’opérations de mélange, de diffusion et de confusion mettant en œuvre 
le message et la clé secrète.  
Pour  chaque  condition  initiale  de  la  carte  Skew  tent,  celle‐ci    est  itérée  ݎݐ ൈ ݊ݏܾ  fois  en 
utilisant  l’ensemble des paramètres de contrôle  ௜ܲ ൌ ൛ ௜ܲଵ, ௜ܲଶ, … , ௜ܲ௡௦௕ൟ. L’expérience  montre 
que la valeur  ݎݐ ൌ 1  est suffisante pour achever l’effet d’avalanche.  
Deux variantes sont possibles pour la couche de diffusion : la diffusion à base d’une matrice 
binaire, ou la diffusion à base de la carte cat multidimensionnelle (voir chapitre 3) 
Sans clé secrète, donc en omettant l’opération de mélange,  la fonction de hachage est utilisée 
pour réaliser le service d’intégrité. 
La clé secrète ܭ଴ est divisée en ݊ݏܾ blocs : ܭ଴ ൌ ൛ܭ଴ଵ, ܭ଴ଶ, ڮ , ܭ଴௡௦௕ൟ. 
ܥ. ܫ ௡ܲ௕ܥ. ܫ ௜ܲ  
ܭ௜ 
ܭ௜ିଵ 
ܭ௡௕ିଵ 
ܪ௡௕
ݎ݈ 
ݎݐ 
ܭ௜ାଵ
ݎ݈ ݎ݈
ݎݐ 
ܯ௜  
Etape d’initialisation 
Mélange avec  clé 
Diffusion  
Confusion : logistique 
Confusion : Skew tente 
ܯ௜ାଵ
Etape d’initialisation 
Mélange avec  clé 
Diffusion 
Confusion : logistique 
Confusion : Skew tente 
ܯ௡௕
Etape d’initialisation 
Mélange avec  clé 
Diffusion 
Confusion : logistique 
Confusion : Skew tente ݎݐ
ܥ. ܫ ௜ܲାଵ
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3.3.1 Description détaillée des différentes couches de la fonction de hachage 
chaotique proposée 
Pour authentifier une image en clair ܫ de taille ܶܮ ൌ ܮ ൈ ܥ ൈ ܲ en échelle de gris, la première 
étape  consiste  à  transformer  l’image  en    un  tableau    ܫܮ,  de  taille  (ܮ ൈ ܥ ൈ ܲ)  octets ;  en 
langage Matlab :  
ܫܮ ൌ ݎ݁ݏ݄ܽ݌݁ሺܫ, 1, ܮ ൈ ܥ ൈ ܲሻ 
où : ܮ, ܥ, ݁ݐ ܲ sont, le nombre de lignes, colonnes, et plans de l’image,  
puis, d’appliquer le processus de remplissage sur le dernier bloc comme suit : 
ݑ݋ ൌ ݉݋݀ሺܶ݋ െ ݒ݋ െ ܶܮ, ܶ݋ሻ 
ݑ ൌ  ሾ128  ݖ݁ݎ݋ݏሺ1, ݑ݋ െ 1ሻሿ 
ݒ ൌ ݀݁ܿ2ܾ݅݊ ሼݎ݁ݏ݄ܽ݌݁ሺܾ݅݊2݀݁ܿሺܶܮ כ 8, ݒܾሻ, ݒ݋, 8ሻሽ 
ܫܮ ൌ ሾܫܮ  ݑ  ݒሿ 
Ensuite, de diviser ܫܮ en ܾ݊  blocs, de taille ܾܶ chacun. 
ܫܮ ൌ ሼܯଵ, ܯଶ, ڮ , ܯ௡௕ሽ 
Avec : 
ܾܶ ܶ݋ ݒܾ ݒ݋ 
128  16  16  2 
256  32  32  4 
512  64  64  8 
1024  128  128  16 
Chaque bloc de message ܯ௜ de taille ݉ ൌ ݊ ൌ ܾܶ bits est divisé en ݊ݏܾ ൌ ܾܶ/ܰ sous blocs, chacun de 
taille ܶݏܾ ൌ ܰ=32 bits.  
Dans  la  figure  4.4,  nous  illustrons  le  processus  itératif  de  la  fonction  de  hachage  proposée  pour 
ܾܶ ൌ 128, et ݊ݏܾ ൌ 4, puisque ܰ ൌ 32 bits.  
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Fig. 4. 4: Processus itératif de la fonction de hachage proposée 
 
La valeur de hachage  (empreinte digitale) est produite comme suit : 
Étape ࡵ࢔࢏࢚ : Cette étape  permet de protéger la fonction de hachage contre l’attaque à texte en 
clair connu ou choisi. Dans cette étape, voir équation  (4.2) ci‐dessous, chaque sous bloc du 
message  ܯ௜௪, ݓ ൌ 1, ڮ ,4 est mélangé avec  ݐ݁݉݌1, pour l’indice ݓ pair ou avec ݐ݁݉݌2 pour 
l’indice  ݓ  impair.  Le  type  de  mélange  est,  soit  ou  exclusif  pour  ݅  impair,  soit  addition 
modulo (arithmétique) pour ݅ pair. 
ܺܭ݀௜
ଶ ܺܭ݀௜
ଷܺܭ݀௜
ଵ ܺܭ݀௜
ସ
௜ܲ
ଷ ௜ܲ
ଶ
௜ܲ
ଵ
௜ܲ
ସ
ܺܭ௜
ଶ ܺܭ௜
ଷ
ܥ݋ݑ݄ܿ݁ ݀݁ ݂݂݀݅ݑݏ݅݋݊             
ݎݐ 
௜ܲ  
ݎݐ ݎݐ ݎݐ
Carte  
Skew tent  
Carte  
Skew tent 
Carte  
Skew tent 
Carte 
Skew tent 
ܺܭ௜
ଵ 
ܯ௜
ଵ ܯ௜
ଶ ܯ௜
ଷ ܯ௜
ସ
ܺܭ௜
ସ
ܭ௜ିଵ
ଵ  ܭ௜ିଵ
ଶ  ܭ௜ିଵ
ଷ ܭ௜ିଵ
ସ  
Valeur de hachage : ݁݉ ൌ ܪ௡௕ ൌ ൛ܪ௡௕
ଵ , ܪ௡௕
ଶ , ܪ௡௕
ଷ , ܪ௡௕
ସ ൟ 
ܪ௜
ଵ ܪ௜
ଶ ܪ௜
ଷ ܪ௜
ସ
ݎ݈ ݎ݈ݎ݈ ݎ݈
Carte 
Logistique 
Carte 
Logistique
Carte 
Logistique 
Carte 
Logistiqueܾ݊ 
ܫ݊݅ݐ ܫ݊݅ݐ ܫ݊݅ݐ ܫ݊݅ݐ
ܨ݋ݎ݉ݑ݈ܽݐ݅݋݊ ݀݁ ௜ܲ ൌ ൛ ௜ܲ
ଵ, ௜ܲ
ଶ, ௜ܲ
ଷ, ௜ܲ
ସൟ
ܪ௡௕
௜ܲ ௜ܲ   ௜ܲ
௜ܺ
ଶ
௜ܺ
ଷ
௜ܺ
ଵ ௜ܺ
ସ
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ە
ۖ
۔
ۖ
ۓ ௜ܺ
௪ ൌ ܯ௜
௪ ْ ݐ݁݉݌1                              ݏ݅  ݉݋݀ሺݓ, 2ሻ ൌ 0 ݁ݐ ݏ݅  ݉݋݀ሺ݅, 2ሻ ് 0
௜ܺ
௪ ൌ ܯ௜
௪ ْ ݐ݁݉݌2                              ݏ݅  ݉݋݀ሺݓ, 2ሻ ് 0 ݁ݐ ݏ݅  ݉݋݀ሺ݅, 2ሻ ് 0
௜ܺ
௪ ൌ ݉݋݀ሺܯ௜
௪ ൅ ݐ݁݉݌1, 2ே ሻ            ݏ݅  ݉݋݀ሺݓ, 2ሻ ൌ 0 ݁ݐ ݏ݅  ݉݋݀ሺ݅, 2ሻ ൌ 0
௜ܺ
௪ ൌ ݉݋݀ሺܯ௜
௪ ൅ ݐ݁݉݌2, 2ே ሻ           ݏ݅  ݉݋݀ሺݓ, 2ሻ ് 0 ݁ݐ ݏ݅  ݉݋݀ሺ݅, 2ሻ ൌ 0
ݓ ൌ 1, ڮ ,4 ݁ݐ ݅ ൌ 1,2, … . , ܾ݊
                              ሺ4.2ሻ 
Les constantes   ݐ݁݉݌1 et ݐ݁݉݌2  sont calculées à partir de deux octets suivantes   92, 54.  Le 
choix   de  ces deux octets, découle de  leur valeurs particulières. En effet,    sur  les 8 bits de 
chaque octet, nous avons 4 bits à 1.  
Les valeurs de ݐ݁݉݌1 et ݐ݁݉݌2 sur ܰ ൌ 32 bits, sont données en Matlab par: 
ݐ݁݉݌1 ൌ ݐݕ݌݁ܿܽݏݐሺ ݑ݅݊ݐ8ሺሾ54  92  54  92ሿሻ, ’ݑ݅݊ݐ32’ሻ ൌ 1547066422 
ݐ݁݉݌2 ൌ ݐݕ݌݁ܿܽݏݐሺ ݑ݅݊ݐ8ሺሾ 92 54 92 54 ሿሻ, ’ݑ݅݊ݐ32’ሻ ൌ  912012892 
Étape 2 : La sortie de cette étape, sert comme entrée de la couche de diffusion et aussi comme 
valeur initiale de la carte Skew tent :  
        ܺܭ௜
௪ ൌ ௜ܺ
௪ ْ ܭ௜ିଵ
௪  , ݓ ൌ 1,2, ڮ ,4, ݁ݐ ݅ ൌ 1,2, … . , ܾ݊                                                     ሺ4.3ሻ 
Notons que : pour  ݅ ൌ 1, ܭ଴ௐ, ݓ ൌ 1,2, ڮ ,4 est  la clé secrète  (ܭ଴ ൌ ሼܭ଴ଵ, ܭ଴ଶ, ڮ , ܭ଴ସሽ), et   pour 
݅ ൐ 1, ܭ௜ିଵ
௪ ൌ ܪ௜
௪ est la valeur de hachage intermédiaire à l’itération ݅. 
Si  la  fonction de hachage est sans clé secrète, alors, pour  le premier bloc  (݅ ൌ 1) seulement, 
nous avons : ܺܭଵ௪ ൌ ଵܺ௪ , w ൌ 1, 2, ڮ ,4. 
Étape 3 : Production des paramètres de contrôle  de la carte Skew tente. 
Cette étape est composée  d’un processus de diffusion, dont la sortie ܺܭ݀௜௪, ݓ ൌ 1, 2, ڮ ,4  est 
utilisée comme condition initiale d’un processus de confusion, réalisé par la carte Logistique 
discrète. La sortie de cette dernière, fournit les paramètres de contrôle de la carte Skew tent. 
Couche de diffusion  
Les deux couches de diffusion que nous utilisons ici, sont celles que nous avons détaillé dans 
le chapitre 3, à savoir  la matrice de diffusion binaire et  la matrice de diffusion à base de  la 
carte cat multidimensionnelle (deuxième approche). 
Cas de la matrice de diffusion binaire. 
Dans ce cas, rappelons le,  la transformation linéaire est donnée par : 
                                                              
ۏ
ێ
ێ
ێ
ێ
ۍ ܺܭ݀௜
ଵ
ܺܭ݀௜
ଶ
ڭ
ڭ
ܺܭ݀௜
௡௦௕ے
ۑ
ۑ
ۑ
ۑ
ې
ൌ ܦ ٖ
ۏ
ێ
ێ
ێ
ێ
ۍ ܺܭ௜
ଵ
ܺܭ௜
ଶ
ڭ
ڭ
ܺܭ௜
௡௦௕ے
ۑ
ۑ
ۑ
ۑ
ې
                                                   ሺ4.4ሻ 
݅ ൌ 1, 2, ڮ , ܾ݊ 
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Où  ܦ  est  la  matrice  de  diffusion  binaire  carrée  de  taille  ݊ ൈ ݊ ൌ  ݊ݏܾ ൈ ݊ݏܾ,  définit  pour 
chaque  ݊ݏܾ donné  et  qui dépend de  la  taille de  ܾܶ utilisée. Nous  avons  testé  les  valeurs 
suivantes de   ݊ݏܾ ൌ 4, 6, 8, 12, 16, 32, correspondants aux tailles ܾܶ suivantes des blocs :  128, 
192, 256, 384, 512, 1024  bits respectivement. La taille de l’empreinte numérique est ܾܶ. 
Par exemple, dans le cas ൌ 4 , ܦ est donnée par :  
ۏ
ێ
ێ
ێ
ۍܺܭ݀௜
ଵ
ܺܭ݀௜
ଶ
ܺܭ݀௜
ଷ
ܺܭ݀௜
ସے
ۑ
ۑ
ۑ
ې
ൌ ൦
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1
൪ ٖ
ۏ
ێ
ێ
ێ
ۍܺܭ௜
ଵ
ܺܭ௜
ଶ
ܺܭ௜
ଷ
ܺܭ௜
ସے
ۑ
ۑ
ۑ
ې
 
 Pour  ݊ݏܾ ൐ 4,  les  valeurs  des  différentes  matrices  de  diffusion  ܦ  utilisées,  sont  celles 
données par le chapitre 3.  
Cas de la matrice de cat multidimensionnelle. 
La transformation linéaire est  donnée par (voir chapitre 3) 
                                                      
ۏ
ێ
ێ
ێ
ێ
ۍ ܺܭ݀௜
ଵ
ܺܭ݀௜
ଶ
ڭ
ڭ
ܺܭ݀௜
௡௦௕ے
ۑ
ۑ
ۑ
ۑ
ې
ൌ ܯ݋݀
ۉ
ۈ
ۇ
ܦ ൈ
ۏ
ێ
ێ
ێ
ێ
ۍ ܺܭ௜
ଵ
ܺܭ௜
ଶ
ڭ
ڭ
ܺܭ௜
௡௦௕ے
ۑ
ۑ
ۑ
ۑ
ې
, 2ே
ی
ۋ
ۊ
                                      ሺ4.5ሻ 
Pour chaque valeur testée de ݊ݏܾ ൌ 4, 8, 16, 32, nous   avons cherché la matrice de diffusion 
optimale,  la moins coûteuse en  termes de  temps et de  ressources. Cela veut dire que (voir 
paragraphe 3.4.5.2 du chapitre 3): le nombre de zéros dans la matrice est relativement faible, 
les matrices ܯ௨ et  ܯ௩ sont binaires, la matrice de diffusion est formée par ܦ ൌ ܯ଴ ൈ ܯଵ. De 
cette manière les éléments de la matrice ܦ sont majoritairement égaux à 1 et 2. 
Nous donnons ci‐dessous les différentes matrices de diffusion trouvées : 
Pour  ݊sb ൌ 4,   la transformation linéaire est : 
ۏ
ێ
ێ
ێ
ۍܺܭ݀௜
ଵ
ܺܭ݀௜
ଶ
ܺܭ݀௜
ଷ
ܺܭ݀௜
ସے
ۑ
ۑ
ۑ
ې
ൌ ܯ݋݀
ۉ
ۈ
ۇ
൦
1 0 1 1
1 1 1 1
1 0 2 1
1 0 1 2
൪ ൈ
ۏ
ێ
ێ
ێ
ۍܺܭ௜
ଵ
ܺܭ௜
ଶ
ܺܭ௜
ଷ
ܺܭ௜
ସے
ۑ
ۑ
ۑ
ې
, 2ே
ی
ۋ
ۊ
 
 
Pour  ݊sb ൌ 8, la transformation linéaire est : 
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ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
௜݀ܭܺۍ
ଵ
௜݀ܭܺ
ଶ
௜݀ܭܺ
ଷ
௜݀ܭܺ
ସ
௜݀ܭܺ
ହ
௜݀ܭܺ
଺
௜݀ܭܺ
଻
௜݀ܭܺ
ے଼
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
݀݋ܯ ൌ
ۉ
ۈ
ۈ
ۈ
ۈ
ۈ
ۈ
ۇ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
1 2 1 1 2 2 1 1
1 2 1 1 2 2 2 1
1 2 1 1 2 3 1 1
1 2 1 1 3 2 1 1
1 2 1 2 2 2 1 1
1 2 2 1 2 2 1 1
1 3 1 1 2 2 1 1
ے2 2 1 1 2 2 1 1
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ൈ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
௜ܭܺۍ
ଵ
௜ܭܺ
ଶ
௜ܭܺ
ଷ
௜ܭܺ
ସ
௜ܭܺ
ହ
௜ܭܺ
଺
௜ܭܺ
଻
௜ܭܺ
ے଼
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ே2 ,
ی
ۋ
ۋ
ۋ
ۋ
ۋ
ۋ
ۊ
 
 
 : tse eévuort ܦ eriaénil noitamrofsnart ed ecirtam  al ,61 ൌ ܾݏ݊  ruoP
2 2 1 2 2 2 2 2 1 1 1 2 1  2  2  1
2 2 1 2 2 2 2 2 1 1 1 2 1  2  3  1
4 4 2 4 4 4 4 4 2 2 2 4 2  5  4  2
4 4 2 4 4 4 4 4 2 2 2 4 3  4  4  2
4 4 2 4 4 4 4 4 2 2 2 5 2  4  4  2
2 2 1 2 2 2 2 2 1 1 2 2 1  2  2  1
2 2 1 2 2 2 2 2 1 2 1 2 1  2  2  1
4 4 2 4 4 4 4 4 3 2 2 4 2  4  4  2
4 4 2 4 4 4 4 5 2 2 2 4 2  4  4  2
2 2 1 2 2 2 3 2 1 1 1 2 1  2  2  1
2 2 1 2 2 3 2 2 1 1 1 2 1  2  2  1
2 2 1 2 3 2 2 2 1 1 1 2 1  2  2  1
2 2 1 3 2 2 2 2 1 1 1 2 1  2  2  1
2 2 2 2 2 2 2 2 1 1 1 2 1  2  2  1
2 3 1 2 2 2 2 2 1 1 1 2 1  2  2  1
3 2 1 2 2 2 2 2 1 1 1 2 1  2  2  1
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Pour  ݊ݏܾ ൌ 32, la  matrice de transformation linéaire  est : 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  3  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  2  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  3  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  2  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  3  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  2  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  2  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  3  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  3  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  2  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  2 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 3 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 2 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 3 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 1 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 2 2 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 3 2 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 3 2 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 3 2 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 3 1 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 2 2 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 3 1 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 2 0 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 1 2 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 3 1  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 2  1  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  2  2  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  3  2  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  3  1  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  2  1 
1  2  1  2  1  2  1  1  2  2  1  1 2 1 2 0 1 2 2 2 2 1 2 1 0 2 1  1  2  2  1  2 
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Effectivement, nous remarquons que la majorité des éléments des trois matrices de diffusion 
pour ݊ݏܾ ൌ 8, 16 et 32, prennent  les valeurs 1, 2. Ci‐dessous, nous donnons  la  fréquence de 
chacune des valeurs. 
Tableau 4. 1: Fréquence de valeur des trois matrices de diffusion proposée 
Fréquence \valeur  0  1  2  3  4  5 
Cat proposée(8ൈ 8ሻ  0  36  25  3  0  0 
Cat proposée(16ൈ 16ሻ  0  63  134  9  47  3 
Cat proposée (32 ൈ 32ሻ  44  486  479  15  0  0 
 
Couche de confusion intermédiaire 
La  couche de  confusion  intermédiaire  est  réalisée par  la  carte Logistique, dont  l’équation 
peut s’écrire aussi comme suit : 
௜ܲ
௪ ൌ ܮ௥௟ሺܺܭ݀௜
௪ሻ, ݓ ൌ 1,2, … , ݊ݏܾ, et 1 ൑ ݅ ൑ ܾ݊. 
où ݎ݈ est  le nombre d’itérations utilisé de  la carte Logistique, déterminé à partir de  l’étude 
statistique de la sensibilité au texte en clair et à la clé sécrète. 
Suite à cette étape, nous formons les paramètres de contrôle  ௜ܲ ൌ ൛ ௜ܲଵ,  ௜ܲଶ, … , ௜ܲ௡௦௕ൟ de la carte 
Skew tent. 
Étape 4 : Couche de confusion finale  
La  couche  de  confusion  finale  est  réalisée  par  la  carte  Skew  tent  utilisant  l’ensemble  des 
paramètres de contrôle  ௜ܲ ൌ ൛ ௜ܲଵ,  ௜ܲଶ, … , ௜ܲ௡௦௕ൟ, et dont l’équation peut s’écrire comme suit : 
                                ܪ௜
௪ ൌ ܵܶ௥௧ሺܺܭ௜
௪,  ௜ܲሻ , ݓ ൌ 1,2, … , ݊ݏܾ, et 1 ൑ ݅ ൑ ܾ݊.                            ሺ4.6ሻ 
où ݎݐ est  le nombre d’itérations utilisé de  la carte skew  tent, déterminé à partir de  l’étude 
statistique de la sensibilité au texte en clair et à la clé sécrète. 
Étape 5 : Test 
Tant que : ݅ ് ܾ݊  alors :    ܭ௜ିଵ௪ ൌ    ܪ௜௪ et on itère tous les processus.  
Pour ݅ ൌ ܾ݊, le dernier bloc du message est traité et alors, nous obtenons l’empreinte digitale 
 ݁݉ ൌ ܪ௡௕ ൌ ൛ܪ௡௕
ଵ ,  ܪ௡௕
ଶ , … , ܪ௡௕
௡௦௕ൟ 
 de taille ܾܶ, qui servira pour authentifier le message, si le processus de hachage utilise une 
clé sécrète, ou pour vérifier  l’intégrité du message, si  le processus de hachage n’utilise pas 
une clé sécrète.  
La  fonction  de  hachage  proposée  avec  une  empreinte  digitale  de  taille  ܾܶ ൌ 512  bits,  est 
largement suffisante pour toutes les applications de hachage utilisées actuellement. Pour des 
applications  ultra  sécurisées,  on  préconise  d’utiliser  notre  fonction  de  hachage  avec  une 
empreinte digitale de taille  ܾܶ ൌ 1024 bits, qui a l’avantage aussi d’être plus rapide que celle 
de 512 bits.  
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2.3.1.1  Mesure des nombres d’itérations nécessaires ݎ݈ ݁ݐ ݎݐ 
Une  fonction  de  hachage  est  dite  robuste,  si  le  changement  d’un  seul  bit  d’entrée  de  la 
fonction de hachage  (bit de  la clé secrète ou du  texte en clair), et quelques soit sa position, 
provoque le changement de la moitié  des bits de l’empreinte digitale comparée à celle sans 
modification. Ceci démontre que la valeur de chaque bit final de l’empreinte digitale est lié à 
tous  les bits d’entrée (message et clés). Nous présentons dans  la figure 4.5,  la procédure de 
test  de  la  sensibilité  à  la  clé  secrète  (la  procédure  de  la  sensibilité  au  texte  en  clair  est 
similaire), et nous donnons dans les différents tableaux ci‐dessous, les résultats obtenus pour 
ܾܶ ൌ 128.  Pour  plus  de  détail  sur  la  procédure  de  mesure,  voir  le  paragraphe  3.7.2  du 
chapitre 3.  
ݎ݈݈ ൌ 8, ݎݐݐ ൌ 8, ݊݇ ൌ 1000 
Pour ݅ݐ݈ ൌ 1 : ݎ݈݈ 
      Pour ݅ݐݐ ൌ 1 : ݎݐݐ 
                Pour ݅ݐ݇ ൌ 1 : ݊݇ 
//création de la clé sécrète ܭ௝  
// Empreinte digitale de la fonction de hachage proposée 
                     ݁݉ ൌ ܪ݄ܽܿܽ݃݁ሺ݅ݐ݈, ݅ݐݐ , ܭ௝, ݉݁ݏݏܽ݃݁ሻ 
                  Changement d’un bit de façon aléatoire (bit en position ݅) de la clé sécrète  pour obtenir ܭ ௝݅ 
                      ݅ ൌ ݈ܿ݁݅ ሺݎܽ݊݀ ൈ ܾܶሻ  
                      ݁݉݅ ൌ ܪ݄ܽܿܽ݃݁ሺ݅ݐ݈, ݅ݐݐ , ܭ ௝݅, ݉݁ݏݏܽ݃݁ሻ 
// calcule du pourcentage de distance de Hamming 
                   ܲܦܪሺ݅ݐ݈, ݅ݐ݈, ݅ݐ݇ሻ ൌ ܲܦܪ(݁݉, ݁݉݅) 
                ܨ݅݊ ݌݋ݑݎ ݅ݐ݇ 
      ܨ݅݊ ܲ݋ݑݎ ݅ݐݐ 
ܨ݅݊ ݌݋ݑݎ ݅ݐ݈ 
ܯ݋ݕ݁݊݊݁_ܲܦܪ=݉݁ܽ݊ሺܲܦܪԢሻ 
ܧܿܽݎݐ_ܲܦܪ=ݏݐ݀ሺܲܦܪԢሻ 
 
Fig. 4. 5: Procédure de mesure de la sensibilité à la clé secrète 
 
Dans  les  tableaux  4.1  et  4.2,  nous  présentons  les  résultats  obtenus  du  test  de  la 
sensibilité à  la clé secrète, à savoir, respectivement:  la moyenne, sur  les 1000 clés  testés, du 
pourcentage ܯ_ܲܦܪ et de l’écart type ܧ_ܲܦܪ correspondant. 
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Tableau 4. 2 : Moyenne du pourcentage M_PDH en fonction de rt et rl 
ݎݐ \ݎ݈  1  2  3  4 5  6  7  8 
1  49,96881  49,98156  49,99224  50,01098 49,99774  50,05804  49,98309  49,98266 
2  49,99932  50,04559  49,95513  49,98168  50,02484  50,02679  49,99444  50,01843 
3  49,94824  49,92547  49,97473  50,03479  49,97442  49,99768  49,95288  50,00854 
4  49,97259  49,96514  50,03894  49,99548  49,94427  49,94195  50,00891  49,96875 
5  50,01708  50,02026  50,03753  50,00018  50,02178  49,95971  50,03613  49,96368 
6  49,96160  49,97503  50,05517  50,04412  49,91540  49,99658  49,99365  50,05572 
7  50,01959  49,98266  49,96252  50,11914  50,02691  49,97479  50,01196  50,01519 
8  49,96850  49,94610  50,01324  49,94580  50,01812  49,98413  49,97332  50,01245 
 
Tableau 4. 3: Moyenne de l’écart type E_PDH en fonction de rt et rl 
ݎݐ \ݎ݈  1  2  3  4 5  6  7  8 
1  0,326515  0,338126  0,316553  0,279597 0,329582  0,303699  0,316534  0,302522 
2  0,287983  0,305482  0,305655  0,316465  0,330110  0,306095  0,281263  0,286665 
3  0,282552  0,304228  0,316601  0,294944  0,311534  0,316231  0,299729  0,302158 
4  0,332646  0,321320  0,317834  0,313080  0,339186  0,331382  0,290306  0,320784 
5  0,319918  0,341952  0,323141  0,317493  0,328182  0,336230  0,318566  0,317877 
6  0,325738  0,323705  0,323435  0,350275  0,269166  0,322736  0,327636  0,306833 
7  0,309142  0,304798  0,315500  0,284078  0,310286  0,339655  0,331746  0,318446 
8  0,305093  0,323084  0,299070  0,302210  0,339660  0,321553  0,329644  0,302037 
 
Nous remarquons que, même  le couple ሼݎ݈ ൌ 1, ݎݐ ൌ 1ሽ assure  l’effet d’avalanche souhaitée. 
Le meilleur résultat est obtenu pour le couple  ሼݎ݈ ൌ 1, ݎݐ ൌ 4ሽ.  
Dans les tableaux 4.3 et 4.4, nous présentons les résultats obtenus du test de la sensibilité au 
texte en clair, à savoir, respectivement: la moyenne, sur l’ensemble du message (l’image Lena 
512 x512 x 3), du pourcentage ܯ_ܲܦܪ et de l’écart type ܧ_ܲܦܪ correspondant. 
Tableau 4. 4: Moyenne du pourcentage M_PDH en fonction de rt et rl 
ݎݐ \ݎ݈  1  2  3  4 5  6  7  8 
1  48,64461  48,75725  48,99916  49,15181 49,31549  49,41460  49,46168  49,60096 
2  49,18900  49,21430  49,33826  49,41330  49,51634  49,60108  49,63886  49,63287 
3  49,38986  49,45181  49,54179  49,61075  49,62235  49,66858  49,73241  49,75699 
4  49,54011  49,56252  49,67449  49,68187  49,76221  49,74912  49,75786  49,77936 
5  49,69508  49,70564  49,70720  49,75361  49,77912  49,80781  49,79443  49,84865 
6  49,77467  49,75223  49,76299  49,80078  49,79879  49,82648  49,83744  49,87828 
7  49,82675  49,84816  49,85516  49,82895  49,84846  49,89502  49,86472  49,90841 
8  49,83861  49,84308  49,88597  49,86565  49,86400  49,92007  49,91404  49,93168 
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Tableau 4. 5: Moyenne de l’écart type E_PDH en fonction de rt et rl 
ݎݐ \ݎ݈  1  2  3  4 5  6  7  8 
1  0,628446  0,553214  0,527195  0,428644 0,406071  0,346209  0,349215  0,351770 
2  0,492434  0,474022  0,444580  0,419702  0,441403  0,367062  0,383844  0,354614 
3  0,470143  0,428940  0,441429  0,409270  0,414600  0,409482  0,358877  0,355117 
4  0,491663  0,519895  0,419081  0,394367  0,432201  0,389659  0,395411  0,426087 
5  0,497932  0,512064  0,464905  0,447319  0,443571  0,412222  0,460080  0,410018 
6  0,504276  0,477535  0,512610  0,487308  0,447641  0,494716  0,496643  0,478757 
7  0,559399  0,509248  0,548091  0,586460  0,517973  0,499939  0,506755  0,462696 
8  0,585501  0,555361  0,541158  0,533273  0,515644  0,531936  0,437398  0,453642 
 
Nous  remarquons  que,  l’effet  d’avalanche  est  mieux  assuré  pour  les  couples  tels  que  la 
valeur ܯ_ܲܦܪ ൒ 49.5.  
La  sensibilité  à  la  clé  secrète  est plus prononcée  que  celle du  texte  en  clair, du  fait de  la 
structure même de l’algorithme Merkle‐Damgård. 
4.4 Analyse des performances et de  la sécurité de  la  fonction de hachage 
proposée 
Dans cette section, nous effectuons quelques testes nécessaires pour quantifier et analyser la 
sécurité de la fonction de hachage proposée. 
3.4.1 Sensibilité de l’empreinte digitale au message  
Pour  ce  teste,  nous  partons  du  message  proposé  par  [Xiao,  2005  ]  suivant,  dont   le    nombre  des 
caractéres ASCII est  568. 
 “As  a  ubiquitous  phenomenon  in  nature,  chaos  is  a  kind  of  deterministic  random‐like  process 
generated by nonlinear dynamic systems. The properties of chaotic cryptography includes: sensitivity 
to  tiny  changes  in  initial  conditions and parameters,  random‐like behavior, unstable periodic orbits 
with long periods and desired diffusion and confusion properties, etc. Furthermore, benefiting from the 
deterministic property, the chaotic system  is easy to be simulated on the computer. Unique merits of 
chaos bring much promise of application in the information security field.” 
La valeur de la  clé sécrète  utilisée est : 
Clé sécrète  ܭ଴ଵ  ܭ଴ଶ  ܭ଴ଷ  ܭ଴ସ 
Hexadécimale :  A4FC8A60  52EAC9EC  D9328FF6  667F400D 
Décimale   :  2768013920   1391118828  3643969526  1719615501 
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Pour  évaluer  la  sensibilité  de  l’empreinte  digitale  au message,  nous  réalisons  les mêmes 
expériences, au nombre de 6, que [Xiao, 2005 ] : 
C1 : le message original est inchangé; 
C2 : changement du premier caractère (A) du message original par le caractère  (B); 
C3 : changement du mot (unstable) dans le message original par le mot (anstable); 
C4 : changement du point à la fin du message original par une virgule; 
C5 : rajout d’un espace blanc à la fin du message original; 
C6  : découpe de  la partie suivante du message    (nistic  random‐like process generated by 
nonlinear dynamic system), et la remettre au début du message. 
 
Les empreintes digitales  (valeurs de hachage) correspondantes aux différentes expériences, 
en hexadécimal, obtenues par la fonction de hachage proposée, dans le cas de ܾܶ ൌ 128, ݎ݈ ൌ
4, ݎݐ ൌ 1, sont : 
ܥ1 ׷  02݂ܾ݂9݀8݀111ܾ87݁434595ܽ2݁80237ܾ8 
ܥ2 ׷  ܽ8137݁8݀3ܽ9݂6݂݁݀ܽ4݂ܽ9562݀08ܿ݀329 
ܥ3 ׷  6ܿ7ܾܿ15396݂934݂5522݀݁32470݂݁7ܽ41 
ܥ4 ׷  7݀9ܽ394ܾ݂46݁8݂395ܽ0݁ܽ0027ܽ29݂61݂ 
ܥ5 ׷  ݀9407ܿ0165ܽ݀69942ܾܾܽ1ܾ50ܿ5ܿ7ܾ856 
ܥ6 ׷  203݀݁ܽ537ܾ݁37789݂݀4݁݁9ܾ400݁94݁݁݀ 
En  représentation  signal  binaire,  les  différentes  empreintes  digitales  obtenues  sont 
représentées par la figure suivante. 
208 
 
 
Fig. 4. 6 : Sensibilité de l’empreinte digitale au message 
Visuellement,  nous  pouvons  déjà  observer  que  les  différentes  empreintes  digitales 
sont  distinctes.  Pour  quantifier la  différence  entre  ces  empreintes  digitales,  nous  avons 
calculé le pourcentage (en bits) de la distance de hamming entre ces fonctions prises deux à 
deux.Les résultats obtenus, et montrés dans  le  tableau 4.6 suivant, confirment  la sensibilité 
de l’empreinte digitale au message et prouvent que l’effet d’avalanche est achevé.  
Tableau 4.6: Pourcentage en bits de la distance de hamming en bits pour les différentes 
empreintes digitales prises deux à deux. 
%  C1  C2  C3  C4  C5  C6 
C1  ‐  49,2187  57,0312  46,0937  57,8125  55,4687 
C2  49,2187  ‐  59,375  56,25  63,2812  53,125 
C3  57,0312  59,375  ‐  53,125  42,9687  48,4375 
C4  46,0937  56,25  53,125  ‐  47,6562  50 
C5  57,8125  63,2812  42,9687  47,6562  ‐  42,9687 
C6  55,4687  53,125  48,4375  50  42,9687  ‐ 
3.4.2 Distribution de l’empreinte digitale  
La distribution de  l’empreinte digitale  est directement  liée  à  la  sécurité de  la  fonction de 
hachage. Aussi, afin de montrer visuellement la différence entre le message précédent (formé 
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de 568 caractère ASCII) de et l’empreinte digitale (formé de 32 caractère hexadécimal), nous 
avons tracé dans la figure 4. 7 a) et b), les distributions du message et de l’empreinte digitale, 
chacune  en fonction de sa séquence de caractère (respectivement ASCII, et Hexadécimal).   
a)  b) 
Fig. 4. 7 :a) Distribution du message en fonction    b)  Distribution de l’empreinte digitale en 
                    de sa séquence de caractères ASCII             fonction de sa séquence de caractères 
                                                   hexadécimal. 
Nous observons clairement dans  la  figure 4.7 a), que  la distribution du message en 
fonction de sa séquence de caractères ASCII est globalement  localisée dans une zone assez 
faible,  tandis  que  la  figure  4.7  b)  montre  que  la  distribution  de  l’empreinte  digitale  en 
fonction  de  sa  séquence  de  caractères  hexadécimal  est  répartie  de  façon  aléatoire  dans 
l’ensemble de la région concernée. 
Par ailleurs, dans le cas d’un message nul, nous avons calculé son empreinte digitale 
݁݉ ൌ 02݂58ܽ01ܾ08524ܿܿܽ1756ܿ8ܽ03݂3ܾܿ݁3 
et  nous  avons  répété  l’expérience  précédente.  Les  résultats  obtenus  sont montrés  dans  la 
figure 4.8 a) et b). Nous observons clairement, d’après la figure 4.8 b), que malgré l’absence 
de message  à  l’entrée  de  la  fonction  de  hachage,  l’empreinte  digitale  est  non  nulle  et  sa 
distribution  est  aléatoire dans  toute  la  région  concernée. Ceci, montre  encore  une  fois,  la 
robustesse  de  la  fonction  de  hachage  proposée  contre  l’attaque  à  texte  en  clair  choisi  et 
démontre  que  les  processus  de  diffusion‐confusion  sont  d’une  efficacité  telle  qu’aucune 
information  statistique  ou  autre  ne  peut  pas  être  extraite  à  partir  de  l’empreinte  digitale 
produite. 
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a)  b) 
Fig. 4. 8: a) Distribution du message nul              b)  Distribution de son empreinte digitale 
3.4.3 Résistance contre la collision type seconde préimage :  
Seconde préimage : Etant donné un message ܯ choisit aléatoirement, trouvé un message ܯ݅, 
tel que : 
݁݉݅ ൌ ܪሺܯ݅ሻ ൌ ܪሺܯሻ ൌ ݁݉ 
Pour montrer  la  résistance de  la  fonction de hachage proposée  contre  la  collision de  type 
seconde préimage, nous avons réalisé l’expérience suivante : 
D’abord,  nous  générons  de  façon  aléatoire  et  uniforme  100  clés.  Puis,  nous  générons  un 
message ܯ de taille ܶ݋ ൌ 1000 octets (caractères) selon une loi gaussienne de moyenne égale 
؆ 100 à et d’écart type égale à 26 :  ܯ ൌ ݎ݋ݑ݊݀ ൛50 ൅ ൫50 ൅ 26 ൈ ݎܽ݊݀݊ሺ1, ܶ݋ሻ൯ൟ 
Ensuite, pour chaque clé ܭ௝, ݆ ൌ 1 : ݊݇ ൌ 100, nous réalisons les étapes suivantes : 
Calcul de l’empreinte digitale ݁݉ du message ܯ 
Pour ݅ ൌ 1: 1000  
‐ création du message ܯ݅ሺ݅ሻ, à partir du message ܯ, en changeant le bit de poids faible 
de l’octet ݅ du message d’origine 
‐ calcul de l’empreinte digitale ݁݉݅ du message ܯ݅ሺ݅ሻ 
‐ Calcul des collisions des octets identiques se trouvant aux mêmes indices 
‐ Calcul de la moyenne de la différence des intensités des niveaux de gris UACI entre 
les deux empreintes d’origine et modifiée 
    Fin de la boucle ݅ 
Fin de la boucle ݆ 
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Nous donnons ci‐dessous,  le pseudo‐code Matlab,  réalisant  les calculs précédents, et aussi 
des calculs sur les bits : distance de Hamming ܦܪ et sa proportion ܲܦܪ.   
 
Entrée : message ܯ, ݊݇,ܾܶ 
Sortie : ݄݅ݐݏ, ݀, ܶ݋ 
Initialisation : ݎ݈ ൌ 4, ݎݐ ൌ 1 
ܲ݋ݑݎ ݆ ൌ 1 : ݊݇ 
//ܩé݊éݎܽݐ݅݋݊ ݀݁ ݈ܿé ݏéܿݎèݐ݁  ܭ௝ 
 ܭ௝ ൌ ݂݈݋݋ݎሺݎܽ݊݀ሺ1, ܾܶ ܰ⁄ ሻ ൈ 2ேሻ 
// Empreinte digitale de la fonction de hachage proposée 
 ݁݉ ൌ ܪ݄ܽܿܽ݃݁ሺݎ݈, ݎݐ , ܭ௝, ܯሻ 
݁݉௕ ൌ ݎ݁ݏ݄ܽ݌݁ሺ݀݁ܿ2ܾ݅݊ሺ ݁݉, 8ሻ, 1, ܶ݋ ൈ 8ሻ 
   // Création des différentes messages ܯ݅ à partir de M, en changeant le bit de poids faible de chaque 
caractère du message M 
 Pour ݅ ൌ 1 : ݈݁݊݃ݐ݄ሺܯሻ 
            ܯ݅ ൌ ܯ 
              ܯ݅ሺ݅ሻ ൌ ܯ݅ሺ݅ሻ ْ 1 
              ݁݉݅ ൌ ܪ݄ܽܿܽ݃݁ሺݎ݈, ݎݐ, ܭ௝, ܯ݅ሻ 
             ݁݉݅௕ ൌ ݎ݁ݏ݄ܽ݌݁ሺ݀݁ܿ2ܾ݅݊ሺ ݁݉݅, 8ሻ, 1, ܶ݋ ൈ 8ሻ 
ܦܪሺ݆, ݅ሻ ൌ ݏݑ݉ሼ  ݁݉݅௕ ْ ݁݉௕ሽ 
ܲܦܪሺ݆, ݅ሻ ൌ ܦܪሺ݆, ݅ሻ ሺܶ݋ ൈ 8ሻ⁄ ൈ 100% 
//  calcul du nombre de  caractères  (octets)  identiques,  la  somme de  la différence des  intensités des 
niveaux de gris, et UACI. 
                    ܿ݋݈݈݅ݏ݅݋݊൫ሺ݆ െ 1ሻ ൈ ݊݇ ൅ ݅൯ ൌ ݈݁݊݃ݐ݄ ሺ݂݅݊݀ሺ݁݉ ൌൌ ݁݉݅ሻሻ 
                    ݀ሺ݆, ݅ሻ ൌ ݏݑ݉ሺܾܽݏ(݁݉ െ ݁݉݅ሻ)) 
                 ܷܣܥܫሺ݆, ݅ሻ ൌ  ሼ݀ሺ݆, ݅ሻ ሺ255 ൈ ܶ݋ሻ⁄ ሽ ൈ 100% 
     ܨ݅݊ ݌݋ݑݎ ݅ 
ܨ݅݊ ݌݋ݑݎ ݆ 
Fig. 4. 9: Pseudo code Matlab pour le teste de la résistance à la collision 
Dans la figure 4.10, nous montrons en a) la distribution du message généré ܯ en fonction de 
sa séquence d’octets (caractères) et en b) son histogramme. 
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a)  b) 
Fig. 4. 10 : a) Distribution du message M généré                b) Histogramme du message M 
Dans le tableau 4.6, nous donnons la fréquence des collusions, 
݂݋ ൌ ݄݅ݏݐ ሺܿ݋݈݈݅ݏ݅݋݊, ݈݁݊݃ݐ݄ ሺݑ݊݅ݍݑ݁ ሺܿ݋݈݈݅ݏ݅݋݊ሻ ሻ ሻ 
pour différentes tailles ܾܶ, des empreintes digitales ݁݉ et ݁݉݅, créés à partir de ܯ et ܯ݅ pour 
l’ensemble des 100 clés aléatoires. 
Tableau 4. 7: Fréquence des collisions entre les empreintes em et emi 
݂݋ 
ܾܶ  0  1  2  3  4  5 
128  93947  5860  189  4  0  0 
256  88507  10828  641  22  2  0 
512  78138  19321  2352  180  8  1 
 
Nous  remarquons  par  exemple  dans  le  cas   ܾܶ ൌ 128,  que  sur  les  100.000  comparaisons 
entres empreintes digitale ݁݉ et ݁݉݅ , nous avons : 
93947  fois sans aucun octet en commun  (absence de collusions), 5860  fois, un seul octet en 
collision, 189 fois, deux octets en collision, et 4 fois, trois octets en collusion. 
Par ailleurs, plus ܾܶ est grand, plus la fréquence des collusions est grande. 
Cependant, globalement, quelque soit  la  taille ܾܶ, et dans  le pire des cas,  la  fréquence des 
collusions de plus d’un octet est très faible # 2.3%.  
 Dans  la  figure 4.11 a), b) et c), nous présentons  respectivement, pour  trois  tailles de ܾܶ ൌ
128, 256, ݁ݐ 512,  l’évolution de  la moyenne sur  les 100 clés, du paramètre ܷܣܥܫ en  fonction 
de l’emplacement de l’indice ݅ de l’octet modifié du message ܯ : ܯ௎஺஼ூ ൌ ܯ݁ܽ݊ሺܷܣܥܫ’ሻ 
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a)  b) 
 
c) 
Fig. 4. 11: Evolution du  M en fonction de l’emplacement de l’indice i de l’octet modifié 
                 du message  ܯ, et ceci pour a) ܾܶ ൌ 128, b) ܾܶ ൌ 256, et ܾܶ ൌ 512. 
 
Par ailleurs, pour les trois tailles de ܾܶ considérées,  nous présentons : dans le tableau 
4.7,  les  minimum, moyenne, maximum  et  écart‐type  de  ܯ௎஺஼ூ ;    dans  le  tableau  4.8,  les 
minimum, moyenne et maximum de la distance de Hamming ܯ஽ு ; et dans le tableau 4.9, les 
minimum, moyenne, maximum et écart‐type du pourcentage de  la distance de Hamming : 
ܯ௉஽ு. 
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Tableau 4. 8 : Min (MUACI), Moy (MUACI), Max (MUACI) et Ecart‐Type (MUACI) 
ܾܶ  Min (ܯ௎஺஼ூ)%  Moy (ܯ௎஺஼ூ)%  Max (ܯ௎஺஼ூ)%  Ecart‐Type ሺܯ௎஺஼ூሻ% 
128  20.2505  33,3613873  35.6578  0,4631 
256  31.8407  33.2777  34.5793  0.4035 
512  32.7267  33.5717  34.4998  0.2724 
   
Tableau 4. 9: Valeurs des : Min (MDH), Moy (MDH) et Max (MDH) 
ܾܶ  Min (ܯ஽ு)  Moy (ܯ஽ு)  Max (ܯ஽ு) 
128  34  63.982  87 
256  93  127.97  165 
512  204  256.035  305 
 
Tableau 4. 10: Valeurs des : Min (MPDH), Moy (MPDH), Max (MPDH) et Ecart‐Type (MPDH) 
ܾܶ  Min (ܯ௉஽ு)%  Moy (ܯ௉஽ு)%  Max (ܯ௉஽ு)%  Ecart‐Type (ܯ௉஽ு) 
128  26.5625  49.9859  67.9688  0.4377 
256  36.3281  49.9883  64.4531  0.5727 
512  39.8438  50.0068  59.5703  0.8615 
 
Tous ces résultats se concordent et montrent clairement que, quelque soit la valeur de  
ܾܶ, les empreintes digitales ݁݉ et ݁݉݅ possèdent pratiquement une distribution uniforme. En 
effet,    deux  séquences  parfaitement  aléatoires  ont  une  valeur ܷܣܥܫ௢௣௧  ؆ 33.46%,  et  une 
valeur ܲܦܪ ؆ 50%, qui correspond à une modification de la moitié des bits entre ݁݉ et ݁݉݅. 
3.4.4 Flexibilité  
La  fonction  de  hachage  proposée  est  flexible.  En  effet,  elle  est  facilement  adaptable 
pour n’importe quelle taille ܾܶ ൌ ܰ ൈ ݊ݏܾ, de l’empreinte digitale, avec ܰ ൌ 32 bits. En effet, 
dans  la figure 4.4, nous avons  illustré  la structure de  la fonction de hachage proposée pour 
une taille d’empreinte ܾܶ ൌ 128, soit un nombre de sous blocs ݊ݏܾ ൌ 4. Maintenant, si nous 
souhaitons avoir une taille d’empreinte ܾܶ ൌ 512, soit un nombre de sous blocs ݊ݏܾ ൌ 16, il 
suffit de rajouter à la structure précédente de la fonction de hachage, 12 cartes Logistique, et 
12  cartes  Skew  tent,  puis  de  remplacer  la  matrice  de  diffusion  ܦ  pour  une  autre  de 
taille ݊ݏܾ ൌ 16.  Par  ailleurs,  le  traitement  dans  les  différents  sous  blocs  ݊ݏܾ  est  fait  en 
parallèle.  
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4.5 Conclusion  
Dans  ce  chapitre, nous  avons  tout d’abord,  introduit  les généralités, propriétés  et  le 
modèle de Merkle‐Damgard couramment utilisé pour la réalisation des fonctions de hachage 
standard  et  chaotique. Ensuite,  après  avoir  révélé  les  faiblesses des  fonctions de hachages 
chaotiques de [Yang, 2010], et [Xiao et al, 2009], et partant du modèle de Merkle‐Damgard, 
nous  avons  proposé  une  fonction de  hachage  chaotique  plus  performante  que  celles déjà 
étudiées  dans  la  littérature.  En  effet,  les  différents  résultats  obtenus  sur  la  sensibilité  de 
l’empreinte digitale  au message,  la  sensibilité  au  texte  en  clair,  et  à  la  clé  secrète puis,  la 
résistance contre la collision, montrent l’efficacité cryptographique de la fonction de hachage 
proposée. Par ailleurs,  l’architecture de  la  fonction de hachage proposée, admet un certain 
parallélisme en implémentions matérielle et logiciel, lui permettant d’être rapide, et possède 
aussi une flexibilité par rapport à la taille ܾܶ des blocs sous traitement. 
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  Dans  ces  travaux de  thèse, nous avons  étudié,  conçu  et  réalisé, des générateurs de 
séquences  chaotiques,  des  crypto‐systèmes  et  fonctions  de  hachage  basés  chaos,  et  nous 
avons étudié et analysé leurs performances.   
Dans le chapitre 1, nous avons d’abord, introduit les définitions et généralités sur la sécurité 
de  l’information, nécessaires à  la compréhension de  la suite des  travaux. Puis, nous avons 
dégagé les hypothèses et caractéristiques principales de la sécurité et ses services, et montré 
l’intérêt d’utiliser des systèmes basés chaos.  
  Dans  le  deuxième  chapitre,  nous  avons  étudié  la  question  de  la  génération  des 
séquences pseudo‐chaotiques performantes, qui sont utilisées comme clés  dynamiques dans 
les crypto‐systèmes basés chaos ou pour  la production des clés secrètes. A ce propos, nous 
avons  d’abord  étudié  les  performances  en  précision  finie  de  quelques  cartes  chaotiques 
connues (Logistique PWLCM, Skew tent, Cat). Puis, nous avons montré l’effet de la précision 
finie sur les performances obtenues des cartes, et nous avons décrit la procédure de mesure 
des orbites chaotiques. Ensuite, nous avons présenté la technique de perturbation permettant 
de  pallier  l’inconvénient  de  la  précision  finie  et  nous  avons  décrit  la  structure  des  trois 
générateurs  proposés  ainsi  que  leurs  performances,  selon  une  panoplie  de  tests  signal  et 
NIST. 
Chacun  des  trois  générateurs  proposés,  inclut  la  technique  de  perturbation  exposée.  Le 
premier générateur utilise un couplage de fonctions booléennes non  linéaires. Le deuxième 
s’appuie  sur  une  couche  de  diffusion  globale,  flexible  et  efficace,  basée  sur  une  carte  cat 
multidimensionnel. Le  troisième générateur utilise  le   couplage en parallèle de deux  filtres 
récursifs, comprenant chacun une carte chaotique en tant que fonction non linéaire. 
  Dans  le  troisième chapitre, nous avons conçu et  réalisé deux crypto‐systèmes basés 
chaos  robustes  et  rapides.  A  ce  sujet,  nous  avons  tout  d’abord,  présenté  et  analysé  la 
structure des crypto‐systèmes et spécialement celle de type SPN. De cette analyse, il s’avère 
que  les éléments  les plus sensibles de  la sécurité des crypto‐systèmes   sont  les couches de 
confusion et de diffusion. Pour cela, nous avons développé différentes couches (addition de 
clé,  substitution, permutation, diffusion) basés chaos et  les couches  inverses,  très  robustes, 
puisqu’elles sont dynamiques, donc variables au cours des itérations. En nous basant sur ces 
couches,  nous  avons  décrit  ensuite  les  deux  crypto‐systèmes  proposés,  qui  sont  à  la  fois 
robustes  vis‐à‐vis  des  attaques  cryptographiques  et  adéquats  pour  des  applications  de 
confidentialités  en  temps  réel. Dans notre  conception, nous  avons  aussi gardé  à  lʹesprit  la 
nécessité de pouvoir  implémenter  les crypto‐systèmes développés sous  forme    logicielle et  
matérielle (cartes FPGA, cartes à micro‐processeurs). Nous avons quantifié les performances 
des crypto‐systèmes proposés, couche par couche et aussi globalement,   en   nous appuyant 
sur  la panoplie des  tests  existants dans  la  littérature  (bijectivité, non  linéarité,  corrélation, 
indépendance des bits produits en  sortie, critère d’avalanche,  sensibilité à  la clé,  temps de 
calcul, etc). 
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Enfin,  l’analyse des résultats obtenus, démontre  lʹintérêt de  l’approche crypto système basé 
chaos proposé, à la fois pour la confidentialité des données et la rapidité de l’exécution. 
  Dans le quatrième chapitre, nous avons proposé une fonction de hachage basée chaos 
très performante, avec ou sans clé, basée d’une part, sur la structure de Merkle‐Damgard, et 
d’autre  part,  sur  les  couches  de  diffusion  et  confusion  développées  dans  le  deuxième  et 
troisième  chapitres.  L’analyse    des  performances  obtenues  par  la  fonction  de  hachage  en 
question,  a  montré  clairement  son  efficacité  pour  achever  respectivement  le  service  de 
l’authentification de la source des données et le service de l’intégrité des données. 
  En perspective, nous allons  nous intéresser maintenant aux axes suivants :  
‐ La conception et la  réalisation de crypto‐systèmes basés sur la structure Feistel. 
‐  L’adaptation  des  crypto‐systèmes  proposés  en  crypto‐compression,  pour  le 
traitement des différents format d’images compressés JPEG, JPEG 2000, ainsi que les 
vidéo MJP2 et H.264, afin de fournir plus de rapidité et de sécurité.  
‐ L’extension  de  la  méthode  de  construction  des  générateurs  chaotiques,  en    nous 
appuyant sur les primitives cryptographiques utilisées actuellement, comme celle du 
HMAC‐DRBG.  
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Conception et simulation  
des générateurs, crypto-systèmes et fonctions de hachage  
basés chaos performants 
Design and simulation of efficient chaos based generators, crypto-systems and hash functions
 
Résumé 
 
Dans cette thèse, nous étudions la problématique de la 
sécurité de l’information basée sur les séquences 
chaotiques, et ses services à savoir : la confidentialité, 
l’intégrité des données et l’authentification de la source. 
D’abord, le problème de la génération des séquences 
chaotiques performantes est traité. A ce sujet, nous 
proposons trois générateurs performants, incluant 
chacun une technique de perturbation afin de palier aux 
inconvénients de la précision finie. Le premier 
générateur utilise un couplage de fonctions booléennes 
non linéaires. Le deuxième s’appuie sur une couche de 
diffusion globale, flexible et efficace. Le troisième 
générateur utilise le  couplage en parallèle de deux 
filtres récursifs. 
Ensuite la question, de  la conception et de la réalisation 
des crypto-systèmes basés chaos robustes et rapides, 
est étudiée et analysée. A ce propos, nous proposons 
deux crypto-systèmes basés chaos dynamiques, de 
structure SPN, très performants comparés à l’algorithme 
AES. Le deuxième crypto-système, contient par rapport 
au premier, une couche de diffusion efficace, mais ne 
nécessite pas d’opérations de conversion décimal vers 
binaire et binaire vers décimal. La quantification des 
performances est réalisée, aux niveaux de chaque 
couche et globalement, grâce au développement et à 
l’application d’une panoplie d’outils adéquats. Les deux 
crypto-systèmes sont réalisables en logiciel et en 
matériel. 
Enfin, une nouvelle fonction de hachage basée chaos 
performante, avec ou sans clé est  proposée. Elle 
permet d’achever efficacement le service 
d’authentification de la source et l’intégrité des données. 
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fonctions de hachage basées chaos, sécurité, intégrité, 
authentification, critères des performances. 
 
Abstract 
 
In this thesis, we study the problem of chaos based 
information security and its services namely: the 
confidentiality, the data integrity and the source 
authentication. Firstly, the generation of efficient chaotic 
sequences problem is treated. Thus, we propose three 
efficient generators, each one including a perturbation 
technique to overcome the inconveniences of the finite 
precision. The first generator uses a coupling of non 
linear Boolean functions. The second generator is 
based on a flexible and effective layer of global 
diffusion. The third generator uses the parallel coupling 
of two non linear recursive filters. 
Then, the question of the design and the implementation 
of a strong and fast chaos based crypto-systems is 
studied and analyzed. Concerning this issue, we 
propose, two dynamic chaos based crypto-systems of 
structure SPN, very efficient compared with the AES 
algorithm. The second crypto-system contains with 
regard to the first one, a layer of effective diffusion, but 
does not require operations of decimal towards binary 
and binary towards decimal conversions. The 
quantification of the performances is achieved, at every 
layer and globally, using adequate tools. Both crypto-
systems are suitable for software and hardware 
implementations. 
Finally, a new efficient chaos based hash function, with 
or without key is proposed. It allows effectively the 
services of the data integrity and the source 
authentication. 
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Chaotic generators, chaos based cryptosystems, chaos 
based hash functions, security, integrity, authentication, 
performances criteria. 
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