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HO¨LDER REGULARITY AND UNIQUENESS THEOREM ON WEAK
SOLUTIONS TO THE DEGENERATE KELLER-SEGEL SYSTEM
SUNGHOON KIM AND KI-AHM LEE
Abstract. In this paper, we present local Ho¨lder estimates for the degenerate Keller-Segel system
(KSm) below in the range ofm > 1 and q > 1 before a blow-up of solutions. To deal with difficulties
caused by the degeneracy of the operator, we find uniform estimates depending sup-norm of the
density function and modified the energy estimates and intrinsic scales considered in Porous Medium
Equation. As its application, the uniqueness of weak solution to (KSm) is also showed in the class
of Ho¨lder continuous functions by proving L1-contraction in this class.
1. Introduction
We will investigate the regularity theory of solutions to degenerate parabolic equations and derive
the uniqueness of such solutions. More precisely, we consider the following degenerate Keller-Segel
system:
(KSm)


ut = ∇ ·
(
∇um − uq−1∇v
)
, x ∈ Rn, t > 0,
δvt = △v − γv + u x ∈ R
n, t > 0
u(x, 0) = u0(x) x ∈ R
n,
where n ≥ 2 and m ≥ 1, q ≥ 2, γ > 0, δ = 1 or δ = 0. The initial data (u0, v0) is a non-negative
function and in
(
L1 ∩ L∞
)
×
(
L1 ∩H1 ∩W 1,∞
)
with um0 ∈ H
1(Rn). The standard system with
m = 1, q = 2 and δ = 1 was introduced by Keller and Segel [16] in 1970. They presented a
mathematical formulation which is modelling aggregation process of amoebae by the chemotaxis
on the simplest possible assumptions consistent with the known facts. Although they suggested the
general system, these types of systems become the most common formulations which are describing
a part of cellular slime molds with the chemotaxis. Usually u(x, t) stands for the cell density,
v(x, t) refers to as the chemotaxis concentration at place x ∈ Rn, time t > 0. We call (KSm)
the parabolic-elliptic Keller-Segel system and parabolic-parabolic Keller-Segel one when δ = 0 and
δ = 1, respectively. Mathematical modelling for the Keller-Segel system with porous medium type
diffusion can be found in [19] and nonlinear diffusion has been suggested by Hillen and Painter, [6].
In the parabolic-elliptic Keller-Segel system, it was shown by Sugiyama and Kunii [18] that for
every non negative data (u0, v0) ∈
(
L1 ∩ L∞
)
×
(
L1 ∩H1 ∩W 1,∞
)
with um0 ∈ H
1(Rn), there exists
at least one weak solution of (KSm) on [0,∞) when m > q −
2
n
. In the case of 1 ≤ m ≤ q − 2
n
, the
global solution has been guaranteed when the initial data has a sufficiently small L
n(q−m)
2 -norm.
In parabolic-parabolic Keller-Segel system, it was also shown by Sugiyama and Kunii [18], Ishida
and Yokota [7, 8] that, for the same initial data as parabolic-elliptic system, there exists at least one
weak solution of (KSm) on [0,∞) provided m ≥ 1 and m > q−
2
n
. In the case of 1 ≤ m ≤ q− 2
n
, the
local and global existence of weak solutions has been established for large and small initial data,
respectively. It is still in progress to find solution of (KSm) under more general conditions.
Large number of literatures on the regularity theory for the weak solutions of degenerate parabolic
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equations can be found. We refer the readers to the papers [10], [9] for the Schauder and Ho¨lder
estimates of the porous medium equation in a bounded domain, respectively and to the paper
[11] for the Ho¨lder estimates of the non-local version of fast diffusion equation. We also refer
to the papers [12], [13] for the regularity theory of fully nonlinear integro-differential operators
and the paper [14] for the Harnack inequality of nondivergent parabolic operators on Riemannian
manifolds.
The ultimate goal in this article is to establish the regularity theory of the weak solutions of
(KSm) under some regularity conditions on the initial data (u0, v0) and (u, v). Especially, we want
to investigate the local Ho¨lder estimates of um. As an application, we will also show that the weak
solutions of (KSm) are unique in the class of Ho¨lder continuous functions.
Uniqueness results have been achieved under some regularity conditions. Sugiyama and Yahagi
[22] introduced the space Ls(0, T ;Lp(Rn)) with some s and p for the uniqueness and continuity of
weak solution with respect to the initial data. Based on the L1-contraction principle, uniqueness
was shown in [22] when the weak solution u as well as ∂tu and ∇u
q−1 has the additional regularity
in Ls(0, T ;Lp(Rn)).
Since the term uq−1∇v of (KSm) can be thought as the perturbation of △um, it seems to be
reasonable to investigate uniqueness of solution of (KSm) under the setting similar to the one for
porous medium equation. On that point, Kagei, Kawakami and Sugiyama [15] showed that weak
solutions of (KSm) with δ = 0 exist uniquely in spaces of Ho¨lder continuous function in x and t.
Their work was extended to the parabolic-parabolic system by Miura and Sugiyama [17]. In [17],
they adapt the duality method (the existence result for the adjoint equation yields the uniqueness
of solutions to the original equation) coupled with the vanishing viscosity duality method to achieve
the uniqueness result.
As pointed out above, several terms, for example ut and ∇u
q−1, should have some regularity to
obtain the L1-contraction principle. However, at this time, we assume only u, v ∈ L∞. Hence, we
need more steps to improve the regularity conditions of u and v to get the uniqueness of solutions.
On the other hand, since Ho¨lder continuity is optimal regularity for the weak solution of the porous
medium equation, our regularity result will be enough to investigate uniqueness of the solution of
(KSm) with assistance from the L
1 contraction principle.
Throughout the paper, we are going to consider the weak solution of (KSm). The definition of
weak solution is given as follow.
Definition 1.1. Let T > 0. A pair (u, v) of non-negative functions defined on Rn× (0, T ) is called
a weak solution to (KSm) on [0, T ) if
(1) u ∈ L∞(0, T ;Lp(Rn)) (∀p ∈ [1,∞]), um ∈ L2
(
0, T ;H1(Rn)
)
,
(2) v ∈ L∞
(
0, T ;H1(Rn)
)
,
(3) (u, v) satisfies (KSm) in the distribution sense, i.e., for every ϕ ∈ C
∞
0 (R
n × [0, T )),∫ T
0
∫
R
(
∇um · ∇ϕ− uq−1∇v · ∇ϕ− uϕt
)
dxdt =
∫
R
u0(x)ϕ(x, 0) dx,
∫ T
0
∫
R
(∇v · ∇ϕ+ γvϕ− uϕ− δvϕt) dxdt =
∫
R
v0(x)ϕ(x, 0) dx.
In particular, if T > 0 can be taken arbitrary, then (u, v) is called a global weak solution to (KSm).
The paper is divided into three parts: In Part 1 (Section 2), we intorduce some estimates which
will be an important key for the result. In Part 2 (Section 3) we study the Ho¨lder regularity of
solution to the degenerate equation
ut = ∇
(
∇um − uq−1∇v
)
.
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It is simple observation that Ho¨lder estimate of solution will be strongly effected by the coefficients
and extra term ∇v. Hence, proper conditions need to be imposed to q and ∇v for the result. Part
3 (Section 4) is devoted to the proof of L1-contraction of solution to the degenerated Keller-Segel
system. Based on estimates of Section 2 and 3, we will discuss the uniqueness of solution.
2. Preliminary estimates
In this section, we introduce several estimates that will be used repeatedly in the proof of Ho¨lder
regularity and in the uniqueness of solution. We first define the localized weight function ψ, which
is introduced in [21].
Lemma 2.1. We define the localized weight function ψ by
ψ(r) =


1 for 0 ≤ r < 1,
1− 2(r − 1)2 for 1 ≤ r < 32 ,
2(2− r)2 for 32 ≤ r < 2,
0 for r ≥ 2
and define ψl(x) := ψ
(
|x|
l
)
for x ∈ Rn and l = 1, 2, · · · , . Then, there exist positive constants c1
and c2 depending only on n such that
|∇ψl(x)| ≤
c1
l
(ψl(x))
1
2 , |△ψl(x)| ≤
c2
l2
for x ∈ Rn.
Next, we reviews the well-known representation from the elliptic theory. We refer the reader to
the books [20] by Stein and the paper [1] by Aronszajn and Smith.
Lemma 2.2 (cf. Lemma 3 in [22]). Let n ≥ 2, 1 ≤ p ≤ ∞ and f ∈ Lp(Rn) and consider the
problem
(2.1) −△z + γz = f ∀x ∈ Rn
Then, the function z(x) ∈ Lp(Rn) given by
z(x) =
∫
G(x− y)f(y) dy
is the strong solution of (2.1) in Rn. Here, G(x) is the Bessel potential which can be expressed as
G(x) = γ
N
2
−1 · an · e−
√
γ|x|
∫ ∞
0
e−
√
γ|x|s
(
s+
s2
2
)n−3
2
ds
with the constant an given by
an =
(
2 (2π)
N−1
2 Γ
(
N − 1
2
))−1
Hence, for f ∈ L∞(Rn), it holds that z, ∇z ∈ L∞(Rn) with the estimates
‖z‖L∞ ≤ ‖G‖L1 ‖f‖L∞ , ‖∇z‖L∞ ≤ ‖∇G‖L1 ‖f‖L∞ .
For f ∈ L1(Rn), it holds that ∇z ∈ Lp(Rn) for all 1 ≤ p ≤ n
n−1 with the estimates
‖∇z‖Lp ≤ ‖∇G‖Lp ‖f‖L∞ .
By the semigroup theory with Lp−Lq estimates for the heat semigroup, we obtain the following
fundamental estimates of solution to the Cauchy problem for inhomogeneous linear heat equations
which will play an important role in establishing the a priori estimates of solution v in (KSm).
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Lemma 2.3 (cf. Lemma 5 in [18]). Let n ∈ N, T > 0, δ = 1, 1 ≤ p ≤ ∞ and z0 ∈ L
p(Rn). If
f ∈ L1(0, T );Lp(Rn), then {
zt = △z − γz + f, x ∈ R
n, t > 0,
z(x, 0) = z0(x), x ∈ R
n
has a unique mild solution z ∈ C ([0, T ];Lp(Rn)) given by
z(x, t) = e−tet△z0 +
∫ t
0
e−(t−s)e(t−s)△f(x, s) ds, t ∈ [0, T ]
where (et△f)(x, t) = (4πt)−
N
2
∫
Rn
e−
|x−y|2
4t f(y, t) dy.
Moreover, let 1 ≤ p′ ≤ p ≤ ∞, 1
p′
− 1
p
< 1
n
and suppose that z is the solution of{
δzt = △z − γz + f, x ∈ R
n, t > 0,
z(x, 0) = z0(x), x ∈ R
n
where z0 ∈W
1,p(Rn). If f ∈ L∞(0,∞;Lp′(Rn)), then there exists a constant C > 0 such that
‖z(t)‖Lp(Rn) ≤ ‖z0‖Lp(Rn) + CΓ(a) sup
0<s<t
‖f(s)‖Lp′ (Rn)
and
(2.2) ‖∇z(t)‖Lp(Rn) ≤ ‖∇z0‖Lp(Rn) + CΓ(a˜) sup
0<s<t
‖f(s)‖Lp′ (Rn) .
for t ∈ [0,∞), where C is a positive constant independent of p, Γ(·) is the gamma function, and
a = 1−
(
1
p′
− 1
p
)
· N2 , a˜ =
1
2 −
(
1
p′
− 1
p
)
· N2 .
In addition, let
∣∣∇iz0∣∣ ∈ Lp(Rn), and f ∈ L2(0, T ;W i−1,p(Rn)) for i = 1, 2, 3. Then, it holds that
∥∥∇iz(t)∥∥2
Lp(Rn)
≤
∥∥∇iz0∥∥2Lp(Rn) + 2(p+N − 2)
∫ t
0
∥∥∇i−1f(s)∥∥2
Lp(Rn)
ds for t ∈ [0,∞).
3. Ho¨lder continuity
This section will be devoted to proof of Ho¨lder regularity of (KSm). We start by stating our
first result, Sobolev-type inequality.
Lemma 3.1. Let η(x, t) be a cut-off function compactly supported in Br and let u be a function
defined in Rn × (t1, t2) for any t2 > t1 > 0. Then u satisfies the following Sobolev inequalities:
(3.1) ‖ηu‖
L
2n
n−2 (Rn)
≤ C ‖∇(ηu)‖L2(Rn)
and
(3.2) ‖η u‖
2
L2(t1,t2;L2(Rn))
≤ C
(
sup
t1≤t≤t2
‖η u‖2L2(Rn) + ‖∇(η u)‖
2
L2(t1,t2;L2(Rn))
)
|{η u > 0}|
2
n+2
for some C > 0.
Proof. Since the first inequality is a well-known result, it suffices to prove the second inequality.
We will use a modification of the technique of [24] and [11] to prove the lemma. Let χηu(x, t) be
the function with
χηu =
{
1 ηu > 0
0 ηu = 0,
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then we have
‖ηu‖2L(t1 ,t2;L2(Rn) =
∫ t2
t1
∫
Rn
|ηu|2dxdt =
∫ t2
t1
∫
Rn
|ηu|2χηvdxdt.
Thus, by the Ho¨lder inequality, we obtain
‖ηu‖2L(t1 ,t2;L2(Rn) ≤
∫ t2
t1
(∫
Rn
|ηu|2·(
n+2
n )dx
) n
n+2
(∫
Rn
(
χηu
)n+2
2 dx
) 2
n+2
dt
≤
(∫ t2
t1
∫
Rn
|ηu|2·(
n+2
n )dxdt
) n
n+2
|{ηu > 0}|
2
n+2 .
Now we use interpolation inequalities of Lp spaces,
(∫ t2
t1
∫
Rn
|ηu|2·(
n+2
n )dxdt
) n
n+2
≤
[∫ t2
t1
(∫
Rn
|ηu|2dx
)(1−β)p (∫
Rn
|ηu|2qdx
)βp
q
dt
] 1
p
where 1 < p = n+2
n
< q and 1
p
= β
q
+ 1−β1 ,
(
β = 1
p
)
. Thus
(∫ t2
t1
∫
Rn
|ηu|2·(
n+2
n )dxdt
) n
n+2
≤ sup
t1≤t≤t2
(∫
Rn
|ηu|2dx
)
+
∫ t2
t1
(∫
Rn
|ηu|2qdx
) 1
q
dt.
where q = n
n−2 . By (3.1), we have(∫
Rn
|ηu|2qdx
) 1
q
≤ C
∫
Rn
|∇(ηu)|2dx,
which gives the desired result. 
In order to develop the Ho¨lder regularity method, it is necessary to localize the energy inequality
by space and time truncation. Hence, we need to derive Local Energy Estimate in the interior of
R
n× (0,∞) which will be the main tools in establishing Ho¨lder estimates of solutions. Assume that
Br is the ball of radius r centered at 0 ∈ R
n.
Lemma 3.2. Let t1 < t2, q > 1, m > 1 and let (u, v) be a weak solution pair to (3.1). Then, there
exists a constant C < ∞ such that for cut-off function η compactly supported in Br and for every
level k,
(3.3)∫
Br×{t2}
η2
[∫ (um−k)±
0
(k ± ξ)
1
m
−1ξ dξ
]
dx+
∫ t2
t1
∫
Br
|∇(η(um − k)±)|2 dx dt
≤ Cm
(∫ t2
t1
∫
Br
(um − k)2± |∇η|
2 dx dt+
∫ t2
t1
∫
Br
[∫ (um−k)±
0
(k ± ξ)
1
m
−1ξ dξ
]
|ηηt| dx dt
+
∫
Br×{t1}
η2
[∫ (um−k)±
0
(k ± ξ)
1
m
−1ξ dξ
]
dx+
∫ t2
t1
∫
Br∩{(um−k)±>0}
u2(q−1)η2 |∇v|2 dxdt
)
.
Proof. We will use a modification of the technique of [11] to prove the lemma. We have for every
t1 < t < t2:∫
Br
(um − k)± η
2ut dx+
∫
Br
∇
(
(wm − k)± η
2
)
· ∇(um) dx =
∫
Br
uq−1∇
(
(um − k)± η
2
)
· ∇v dx.
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Then,
(3.4)
1
m
∫
Br
d
dt
[∫ (um−k)±
0
(k ± ξ)
1
m
−1 ξ dξ
]
η2 dx+
∫
Br
∣∣∇ ((um − k)± η)∣∣2 dx
≤
∫
Br
(um − k)± |∇η|
2 dx+
∫
Br
uq−1η∇
(
(um − k)± η
)
· ∇v dx
+
∫
Br
uq−1 (um − k)± η∇η · ∇v dx.
By Young’s inequality,
(3.5)
∫
Br
uq−1η∇
(
(um − k)± η
)
· ∇v dx
≤
1
2
∫
Br
∣∣∇ ((um − k)± η)∣∣2 dx+ 12
∫
Br∩{(um−k)±>0}
u2(q−1)η2 |∇v|2 dx
and
(3.6)
∫
Br
uq−1 (um − k)± η∇η · ∇v dx
≤
1
2
∫
Br
(um − k)± |∇η|
2 dx+
1
2
∫
Br∩{(um−k)±>0}
u2(q−1)η2 |∇v|2 dx.
Putting (3.5) and (3.6) in (3.4) and integrating it in over (t1, t2), we have
(3.7)
1
m
∫
Br×{t2}
η2
[∫ (w−k)±
0
(k ± ξ)
1
m
−1ξ dξ
]
dx+
1
2
∫ t2
t1
∫
Br
|∇(η(um − k)±)|2 dx dt
≤
3
2
∫ t2
t1
∫
Br
(um − k)2± |∇η|
2 dx dt+
2
m
∫ t2
t1
∫
Br
[∫ (w−k)±
0
(k ± ξ)
1
m
−1ξ dξ
]
|ηηt| dx dt
+
1
m
∫
Br×{t1}
η2
[∫ (w−k)±
0
(k ± ξ)
1
m
−1ξ dξ
]
dx+
∫ t2
t1
∫
Br∩{(um−k)±>0}
u2(q−1)η2 |∇v|2 dxdt.
and consequently obtain (3.12). 
Lemma 3.3. Let A±l,r(t) = {x ∈ Br : (u
m(x, t)− l)± > 0} and let η be a cut-off function compactly
supported in Br. Then, there exist constants q˜, r˜, κ and I > 0 such that
∫ t2
t1
∫
Br∩{(um−k)±>0}
u2(q−1)η2 |∇v|2 dx < I
(∫ t2
t1
∣∣∣A±k,r(t)∣∣∣ r˜q˜ dt
) 2
r˜
(1+κ)
.
Proof. We use a modification of the technique of [3] to prove the lemma. We first choose constants
a1, a2 ≥ 1 satisfying
(3.8)
1
a2
+
n
2a1
= 1− κ1
HO¨LDER REGULARITY AND UNIQUENESS OF THE DEGENERATE KELLER-SEGEL SYSTEM 7
for some constant 0 < κ1 < 1. Then, by Ho¨lder inequality,
(3.9)∫ t2
t1
∫
Br∩{(um−k)±>0}
u2(q−1)η2 |∇v|2 dxdτ
≤
∫ t2
t1
(∫
Br
u2a1(q−1)η2a1 |∇v|2a1 dx
) 1
a1
∣∣∣A±k,r(τ)∣∣∣1− 1a1 dτ
≤
(∫ t2
t1
(∫
Br
u2a1(q−1)η2a1 |∇v|2a1 dx
) a2
a1
dτ
) 1
a2
(∫ t2
t1
∣∣∣A±k,r(τ)∣∣∣
(
1− 1
a1
)
a2
a2−1 dτ
)1− 1
a2
Since u is a weak solution of (KSm), by Lemma 2.3, there is a constant I > 0 such that(∫ t2
t1
(∫
Br
u2a1(q−1)η2a1 |∇v|2a1 dx
) a2
a1
dτ
) 1
a2
≤ I.
Combining this with (3.9),
(3.10)
∫ t2
t1
∫
Br∩{(um−k)±>0}
u2(q−1)η2 |∇v|2 dxdτ ≤ I
(∫ t2
t1
∣∣∣A±k,r(τ)∣∣∣
(
1− 1
a1
)
a2
a2−1 dτ
)1− 1
a2
For simplification, we let
(3.11) q˜ =
2a˜1(1 + κ)
a1 − 1
, r˜ =
2a2(1 + κ)
a2 − 1
and κ =
2
n
κ1.
Then, by (3.10) and (3.11),∫ t2
t1
∫
Br∩{(um−k)±>0}
u2(q−1)η2 |∇v|2 dx ≤ I
(∫ t2
t1
∣∣∣A±k,r(τ)∣∣∣ r˜q˜ dτ
) 2
r˜
(1+κ)
and the lemma follows. 
By Lemma 3.2 and Lemma 3.3, we have the following Local Energy Estimate.
Corollary 3.4 (Local Energy Estimate). Let t1 < t2, q > 1, m > 1 and let (u, v) be a weak solution
pair to (3.1). We also let p˜, q˜, r˜, κ, I > 0 be given by Lemma 3.3. Then, there exists a constant
C <∞ such that for cut-off function η compactly supported in Br and for every level k,
(3.12)∫
Br×{t2}
η2
[∫ (um−k)±
0
(k ± ξ)
1
m
−1ξ dξ
]
dx+
∫ t2
t1
∫
Br
|∇(η(um − k)±)|2 dx dt
≤ Cm
(∫ t2
t1
∫
Br
(um − k)2± |∇η|
2 dx dt+
∫ t2
t1
∫
Br
[∫ (um−k)±
0
(k ± ξ)
1
m
−1ξ dξ
]
|ηηt| dx dt
+
∫
Br×{t1}
η2
[∫ (um−k)±
0
(k ± ξ)
1
m
−1ξ dξ
]
dx+
(∫ t2
t1
∣∣∣A±k,r(τ)∣∣∣ r˜q˜ dτ
) 2
r˜
(1+κ)
)
.
where A±l,r(t) = {x ∈ Br : (u
m(x, t)− l)± > 0}.
From now on, we start the story of Ho¨lder continuity of the solution u of KSm. To develop the
Ho¨lder regularity method, we need to handle the difficulty from the degeneracy. To get over it, we
use the technique developed in [5], [3], [4], [11].
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The key idea of the proof is to work with cylinders whose dimensions are suitably rescaled to
reflect the degeneracy exhibited by the equation. To make this precise, fix (x0, t0) ∈ R
n × (0, T ],
for some T > 0, and construct the cylinder[
(x0, t0) +Q(2R,R
2−ǫ)
]
⊂ Rn × (0, T ], (0 < R ≤ 1)
where ǫ is a small positive number to be determined later. After a translation we may assume that
(x0, t0) = (0, 0). Set
µ+ = sup
Q(2R,R2−ǫ)
um, µ− = inf
Q(2R,R2−ǫ)
um, ω = osc
Q(2R,R2−ǫ)
um = µ+ − µ−.
and construct the cylinder
(3.13) Q
(
R, a−α0 R
2
)
= BR ×
(
−a−α0 R
2, 0
)
,
(
a0 =
ω
A
, α = 1−
1
m
)
where A is a constant to be determined later only in terms of the data. We will assume that
(3.14) aα0 =
(ω
A
)α
> Rǫ.
By (3.13) and (3.14), it can be easily checked that
Q
(
R, a−α0 R
2
)
⊂ Q(2R,R2−ǫ) and osc
Q(R,a−α0 R2)
um ≤ ω.
To begin the proof for the Ho¨lder estimates, we consider sub-cylinders of smaller size inQ(R, a−α0 R
2)
constructed as follows. For any integer s0 > 0, let s0 be the smallest integer such that
(3.15)
ω
2s0
< 1
and construct cylinders
Q(R, θ−α0 R
2),
(
θ0 =
ω
2s0
)
.
If the number A is chosen larger than 2s0 , These are contained inside Q(R, a−α0 R
2) and, by (3.14),
(3.16) θα0 =
(
ω
θ0
)α
>
(
A
2s0
)α
Rǫ > Rǫ.
We now first state the first alternative in this section states:
Lemma 3.5. There exist positive numbers ρ independent of R, A, µ± and ω such that if
(3.17)
∣∣∣{(x, t) ∈ Q (R, θ−α0 R2) : um(x, t) < µ− + ω2s0
}∣∣∣ < ρ ∣∣Q (R, θ−α0 R2)∣∣ ,
then,
u(x, t) > µ− +
ω
2s0+1
, for all (x, t) ∈ Q
(
R
2 , θ
−α
0
(
R
2
)2)
.
Proof. We will use a modification of the technique of [3] to prove the lemma. Set, for any non-
negative integer i,
Ri =
R
2
+
R
2i+1
and li = µ
− +
( ω
2s0+1
+
ω
2i+s0+1
)
.
We also denote
A(li, Ri) =
{
(x, t) ∈ Q
(
R, θ−α0 R
2
)
: um(x, t) < li
}
.
From the definition, we have
|A(li, Ri)| =
∫ 0
−θ−α0 R2i
|{x ∈ BRi : u
m(x, t) < li}| dt.
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We consider a cut-off function ηi(x, t) such that

0 ≤ ηi ≤ 1 in Q
(
Ri, θ
−α
0 R
2
i
)
,
ηi = 1 in Q
(
Ri+1, θ
−α
0 R
2
i+1
)
,
ηi = 0 on the parabolic boundary of Q
(
Ri, θ
−α
0 R
2
i
)
,
|∇ηi| ≤
2i+2
R
, (ηi)t ≤
22(i+2)θα0
R2
.
We will use the Corollary 3.4 for the function u∗i = (u
m − li)− over the cylinder Q
(
Ri, θ
−α
0 R
2
i
)
where i = 0, 1, 2, · · · . To control the first term in (3.12), we consider the function F (ξ) : R+ → R
defined by
F (ξ) = (k − ξ)
1
m
−1 ξ,
(
k > 0, 0 ≤ ξ ≤ (um − k)− < k
)
.
By simple computation, we have
(3.18) F (ξ) = k(k − ξ)−α − (k − ξ)1−α and 0 < um ≤ k.
Then, by (3.18),
(3.19)
∫ (um−k)−
0
F (ξ) dξ ≥ k1−α(um − k)− −
m
m+ 1
(
k2−α − (um)2−α
)
Since 2− α > 1− α > 0, by (3.19), we get
(3.20)
∫ (um−k)−
0
F (ξ) dξ ≥ (um − k)2−α− −
m
m+ 1
(um − k)2−α− =
1
m+ 1
(um − k)2−α−
By (3.20),∫
Br×{t2}
η2
[∫ (um−k)−
0
(k − ξ)
1
m
−1ξ dξ
]
dx ≥
1
m+ 1
∫
Br×{t2}
(um − k)−α−
[
η (um − k)−
]2
dx.
Applying Corollary 3.4 on A(Ri, li) and multiplying by θ
α
0 , we can get
(3.21)
sup
−θ−α0 R2i<t<0
‖ηiu
∗
i ‖
2
L2(BRi )
+ θα0 ‖∇ (ηiu
∗
i )‖
2
L2(Q(Ri,θ−α0 R2i ))
≤ Cmθα0

22(i+2)ω2
22s0R2i
(1 + 2m)
∫ 0
−θ−α0 R2i
∣∣∣A−li,Ri(t)
∣∣∣ dt+
(∫ 0
−θ−α0 R2i
∣∣∣A−li,Ri(t)
∣∣∣ r˜q˜ dt
) 2
r˜
(1+κ)


for some constant C > 0 where A−l,R(t) = {x ∈ BR : u
m < l}. We introduce the change of time-
variable z = θα0 t which transforms Q(Ri, θ
−α
0 R
2
i ) into
Qi = Q(Ri, R
2
i ).
Setting also
v(·, z) = u
(
·, θ−α0 z
)
and ηˆi(·, z) = ηi(·, θ
−α
0 z),
the inequality (3.21) can be written as
(3.22)
sup
−R2
i
<t<0
‖ηiv
∗
i ‖
2
L2(BRi )
+ ‖∇ (ηiv
∗
i )‖
2
L2(Q(Ri,−R2i ))
≤ Cm

22(i+2)ω2
22s0R2i
(1 + 2m)Zi + θ
α
a2
0
(∫ 0
−R2i
|Zi(z)|
r˜
q˜ dt
) 2
r˜
(1+κ)


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where
Zi(z) = {x ∈ BRi : v(x, z) < li} and Zi =
∫ 0
−R2i
|Ai(z)| dz.
By Lemma 3.1 and (3.22), we get
(3.23)
‖ηiv
∗
i ‖
2
L2(Q(Ri,R2i ))
≤ Cm

22(i+2)ω2
22s0R2i
(1 + 2m)Zi + θ
α
a2
0
(∫ 0
−R2i
|Zi(z)|
r˜
q˜ dt
) 2
r˜
(1+κ)

Z 2n+2i
=
Cm22(i+2)ω2
22s0R2i
(1 + 2m)Z
1+ 2
n+2
i + Cmθ
α
a2
0 Z
2
n+2
i
(∫ 0
−R2i
|Zi(z)|
r˜
q˜ dt
) 2
r˜
(1+κ)
.
We also have
(3.24)
∫
Q(Ri,R2i )
|ηiv
∗
i |
2 dxdt ≥ (li+1 − li)
2
∫ 0
−R2i
∣∣{(x, t) ∈ BRi+1 : vm < li+1}∣∣ dt
=
( ω
2i+s0+2
)2
Zi+1.
By (3.23) and (3.24),
(3.25)
Zi+1 ≤
Cm24i+8
R2i
(1 + 2m)Z
1+ 2
n+2
i + Cm2
2i+4θ
−α
(
2m
m−1
− 1
a2
)
0 Z
2
n+2
i
(∫ 0
−R2i
|Zi(z)|
r˜
q˜ dτ
) 2
r˜
(1+κ)
.
Divide by
∣∣Q (Ri+1, R2i+1)∣∣ and set the quantity
Xi =
Zi∣∣Q (Ri, R2i )∣∣ and Yi =
1
|BRi |
(∫ 0
−R2i
|Zi(z)|
r˜
q˜ dτ
) 2
r˜
.
Then, we obtain from (3.25) that
(3.26) Xi+1 ≤ C16
i
(
X
1+ 2
n+2
1 + θ
−α
(
2m
m−1
− 1
a2
)
0 R
nκX
2
n+2
i Y
1+κ
i
)
.
If we choose ǫ small enough that
ǫ < nκ
(
2m
m− 1
−
1
a2
)−1
,
then by (3.16) and (3.26), we get
(3.27) Xi+1 ≤ C16
i
(
X
1+ 2
n+2
i +X
2
n+2
i Y
1+κ
i
)
∀n ∈ Z+
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where the constant C depends on n, m and κ. By an argument similar to (3.24), we have
(3.28)
Yi+1 (li − li+1)
2 ≤
1∣∣BRi+1∣∣

∫ 0
−R2i+1
(∫
BRi+1
(ηiv
∗
i )
q˜ dx
) r˜
q˜
dτ


2
r˜
≤
1∣∣BRi+1∣∣

∫ 0
−R2i
(∫
BRi
(ηiv
∗
i )
q˜
dx
) r˜
q˜
dτ


2
r˜
.
Observe that, by (3.8) and (3.11),
(3.29)
n
q˜
+
2
r˜
=
n
2
.
Then, by Ho¨lder inequality,
(3.30)(∫
BRi
(ηiv
∗
i )
q˜ dx
) r˜
q˜
=
(∫
BRi
(ηiv
∗
i )
{n( q˜2−1)}+{q˜−n(
q˜
2
−1)} dx
) r˜
q˜
≤
(∫
BRi
(ηiv
∗
i )
2n
n−2 dx
)n( q˜2−1)·n−22n · r˜q˜
·
(∫
BRi
(ηiv
∗
i )
2 dx
) 1
2(q˜−n(
q˜
2
−1))· r˜q˜
=
(∫
BRi
(ηiv
∗
i )
2n
n−2 dx
)n−2
n
·
(∫
BRi
(ηiv
∗
i )
2 dx
)(1− 2r˜ )· r˜2
.
By (3.28), (3.29) and (3.30),
Yi+1 (li − li+1)
2 ≤
1∣∣BRi+1∣∣
(
sup
−R2i<t<0
‖ηiv
∗
i ‖
2
L2(BRi )
)1− 2
r˜

∫ 0
−R2i
(∫
BRi
(ηiv
∗
i )
2n
n−2 dx
)n−2
n
dτ


2
r
≤
1∣∣BRi+1∣∣

 sup
−R2i<t<0
‖ηiv
∗
i ‖
2
L2(BRi )
+
∫ 0
−R2
i
(∫
BRi
(ηiv
∗
i )
2n
n−2 dx
)n−2
n
dτ

 .
Thus, by Sobolev inequality, (3.1),
Yi+1 (li − li+1)
2 ≤
1∣∣BRi+1∣∣
(
sup
−R2
i
<t<0
‖ηiv
∗
i ‖
2
L2(BRi )
+ ‖∇ (ηiv
∗
i )‖
2
L2(Q(Ri,R2i ))
)
.
Therefore, by (3.21),
(3.31) Yi+1 ≤ C16
i
(
Xi + Y
1+κ
i
)
, ∀i ∈ Z+.
Let
Li = Xi + Y
1+κ
i , ∀i ∈ Z
+.
Then, by (3.27) and (3.31),
(3.32)
Li+1 = Xi+1 + Y
1+κ
i+1 ≤ C16
i
(
X
1+ 2
n+2
i +X
2
n+2
i Y
1+κ
i
)
+ C1+κ16i(1+κ)L1+κi
≤ C1+κ16i(1+κ)
[
X
1+ 2
n+2
i +X
2
n+2
i Y
1+κ
i + L
1+κ
i
]
.
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Note that Xi ≤ Li and Y
1+κ
i ≤ Li. Hence, if Li < 1, then
Li+1 = Xi+1 + Y
1+κ
i+1 ≤ C
1+κ16i(1+κ)
[
2L
1+ 2
n+2
i + L
1+κ
i
]
≤ 2C1+κ16i(1+κ)L1+σi ,
(
σ = min
{
κ,
2
n+ 2
})
.
If we choose the constant ρ in (3.17) sufficiently small that
(3.33) L0 = X0 + Y
1+κ
0 ≤
(
1
2C
) 1+κ
σ
(
1
16
) 1+κ
σ2
holds, then
Li ≤
(
1
2C
) (1+κ)(1+σ)
σ
(
1
16
) (1+κ)(1+iσ)
σ2
, ∀i ∈ Z+.
Therefore, Xi and Yi goes to zero as i→∞ and the lemma follows. 
For the alternative case, we follow the details in [3] and [11]. We suppose that the assumption
of Lemma 3.5 is violated, i.e., for every sub -cylinder Q(R, θ−α0 R
2)
(3.34)
∣∣∣{(x, t) ∈ Q(R, θ−α0 R2) : um(x, t) < µ− + ω2s0
}∣∣∣ > ρ ∣∣Q(R, θ−α0 R2)∣∣ ,
Since
µ− +
ω
2s0
≤ µ+ −
ω
2s0
,
we can rewrite (3.34) as
(3.35)
∣∣∣{(x, t) ∈ Q(R, θ−α0 R2) : um(x, t) > µ+ − ω2s0
}∣∣∣ ≤ (1− ρ) ∣∣Q(R, θ−α0 R2)∣∣
valid for all cylinders
Q(R, θ−α0 R
2) ⊂ Q(R, a−α0 R
2).
Then, by arguments similar to the Lemma 4.2 in [11], we get the following lemma.
Lemma 3.6. If (3.17) is violated, then there exists a time level
t∗ ∈
[
−θ−α0 R
2,−
ρ
2
θ−α0 R
2
]
such that ∣∣∣{x ∈ BR : um(x, t) > µ+ − ω
2s0
}∣∣∣ ≤ 1− ρ
1− ρ2
|BR|.
The lemma asserts that, at some time t∗, the set where um is close to its supremum captures
only a portion of the BR. The next lemma give us that this occurs for all time levels near the
Q(R, θ−α0 R
2). Set
H = sup
BR×[t∗,0]
∣∣∣∣(um − (µ+ − ω2s0
))
+
∣∣∣∣ .
Lemma 3.7. There exists a positive integer s1 > s0 such that if
H >
ω
2s1
,
then
(3.36)
∣∣∣{x ∈ BR : um(x, t) > µ+ − ω
2s1
}∣∣∣ ≤ (1− (ρ
2
)2)
|BR|, ∀t ∈ [t
∗, 0] .
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Proof. The proof is similar to that of Lemma 7.1 of the Chapter III in [3]. We introduce the
logarithmic function which appears in Section 2 in [3]
Ψ (H, (um − k)+, c) ≡ max
{
log
(
H
H − (um − k)+ + c
)
, 0
}
for k = µ+ − ω2s0 , c =
ω
2s1 . For simplicity, set Ψ
(
H, (um − k)+ , c
)
= ϕ(um). We next apply to the
first equation of (KSm) the testing function
mum−1
∂
∂u∗
[
ϕ2(u∗)
]
ξ2 = m (u∗)α
[
ϕ2(u∗)
]′
ξ2,
(
u∗ = um, α = 1−
1
m
)
where ξ(x) is a smooth cut-off function such that, for 0 < ν < 1,
ξ = 1 in B(1−ν)R, ξ = 0 on ∂BR
and
|Dξ| ≤
2
νR
.
Then, we have for every t∗ < t < t0∫
BR
(
ϕ2ξ2
)
t
dx = −
∫
BR
∇um · ∇
(
mum−1
(
ϕ2
)′
ξ2
)
dx
−
∫
BR
(
uq−1∇v
)
· ∇
(
mum−1
(
ϕ2
)′
ξ2
)
dx
≤ −2 (m− 1)
∫
BR
u−1ϕϕ′ξ2 |∇um|2 dx− 2m
∫
BR
um−1(1 + ϕ)
(
ϕ′
)2
ξ2 |∇um|2 dx
+ 4m
∫
BR
um−1ϕ
∣∣ϕ′∣∣ ξ |∇um| |∇ξ| dx+ 2 (m− 1) ∫
BR
uq−2ϕ
∣∣ϕ′∣∣ ξ2 |∇v| |∇um| dx
+ 2m
∫
BR
uq+m−2(1 + ϕ)
(
ϕ′
)2
ξ2 |∇v| |∇um| dx+ 4m
∫
BR
uq+m−2ϕ
∣∣ϕ′∣∣ ξ |∇v| |∇ξ| dx
By Young’s inequality,
(3.37)
∫
BR
(
ϕ2ξ2
)
t
dx ≤ − (m− 1)
∫
BR
u−1ϕϕ′ξ2 |∇um|2 dx−m
∫
BR
um−1
(
ϕ′
)2
ξ2 |∇um|2 dx
+ 8m
∫
BR
um−1ϕ |∇ξ|2 dx
+ 6m
∫
BR
(1 + um) (1 + ϕ)
(
ϕ′
)2
u2q−3ξ2 |∇v|2 dx.
Note that
(3.38) ϕ′ =
1
H − (um − k)+ + c
> 0
and by Lemma 3.3
(3.39)∫ 0
t∗
∫
BR
(1 + um) (1 + ϕ)
(
ϕ′
)2
u2q−3ξ2 |∇v|2 dx
≤
(
1 + (µ+)m
)
(1 + (s1 − s0) log 2)
(
2s1
ω
)2 (
µ+ −
ω
2s0
)2q−3(∫ 0
t∗
∣∣A+1 (t)∣∣ r˜q˜ dt
) 2
r˜
(1+κ)
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where ∣∣A+1 (t)∣∣ = ∣∣∣{x ∈ BR : u(x, t) > µ+ − ω2s0
}∣∣∣ .
Thus, by (3.15), (3.37), (3.38), (3.39) and Lemma 3.6,
(3.40)
sup
t∗<t<0
∫
BR
Ψ2(H, (um − k)−, c)(x, t)ξ2(x) dx
≤ (s1 − s0)
2 (log 2)2
(
1− ρ
1− ρ2
)
|BR|+
8m (2s0)α (µ+)
m−1
(s1 − s0) log 2
ωαν2
|BR|
+ 6m
(
1 + (µ+)m
)
(1 + (s1 − s0) log 2)
(
2s1
ω
)2 (
µ+ −
ω
2s0
)2q−3 Rnκ
θ
α
(
1− 1
a2
)
0
|BR|
where a2 is given in (3.8). If we choose ǫ small enough that ǫ
(
1− 1
a2
)
< nκ, then by (3.16) and
(3.40),
(3.41)
sup
t∗<t<0
∫
BR
Ψ2(H, (um − k)−, c)(x, t)ξ2(x) dx
≤ (s1 − s0)
2 (log 2)2
(
1− ρ
1− ρ2
)
|BR|+
8m (2s0)α (µ+)
m−1
(s1 − s0) log 2
ωαν2
|BR|
+ 6m
(
1 + (µ+)m
)
(1 + (s1 − s0) log 2)
(
2s1
ω
)2 (
µ+ −
ω
2s0
)2q−3(2s0
A
)α(1− 1
a2
)
|BR|.
The integral on the left hand side of (3.41) is bounded below by integrating over the small set
{
x ∈ B(1−ν)R : um(x, t) > µ+ −
ω
2s1
}
.
On such a set
(3.42) Ψ
(
H,
(
um −
(
µ+ −
ω
2s0
))
,
ω
2s1
)
≥ (s1 − s0 − 1)
2 (log 2)2 .
Thus, by (3.13), (3.41) and (3.42) , we get∣∣∣{x ∈ B(1−ν)R : um(x, t) > µ+ − ω2s1
}∣∣∣
≤
(
s1 − s0
s1 − s0 − 1
)2( 1− ρ
1− ρ2
)
|BR|+
8m (2s0)α (µ+)m−1(s1 − s0)
ν2ωα(s1 − s0 − 1)2 log 2
|BR|
+ 6m
(
1 + (µ+)m
)( 1 + (s1 − s0) log 2
(s1 − s0 − 1)2 (log 2)
2
)(
2s1
ω
)2 (
µ+ −
ω
2s0
)2q−3(2s0
A
)α(1− 1
a2
)
|BR|.
On the other hand,∣∣∣{x ∈ BR : um(x, t) > µ+ − ω
2s1
}∣∣∣ ≤ ∣∣∣{x ∈ B(1−ν)R : um(x, t) > µ+ − ω2s1
}∣∣∣+ nν|BR|.
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Therefore,
(3.43)∣∣∣{x ∈ BR : um(x, t) > µ+ − ω
2s1
}∣∣∣
≤
(
s1 − s0
s1 − s0 − 1
)2( 1− ρ
1− ρ2
)
|BR|+ nν|BR|+
8m (2s0)α (µ+)m−1(s1 − s0)
ν2ωα(s1 − s0 − 1)2 log 2
|BR|
+ 6m
(
1 + (µ+)m
)( 1 + (s1 − s0) log 2
(s1 − s0 − 1)2 (log 2)
2
)(
2s1
ω
)2 (
µ+ −
ω
2s0
)2q−3(2s0
A
)α(1− 1
a2
)
|BR|.
To prove the lemma, we choose ν so small that nν ≤ 14ρ
2 and s1 so large that(
s2 − s1
s2 − s1 − 1
)2
≤
(
1−
1
2
ρ
)
(1 + ρ) and
8m (2s0)α (µ+)m−1(s1 − s0)
ν2ωα(s1 − s0 − 1)2 log 2
≤
1
4
ρ2.
For such ν and s1, we can also choose A in (3.13) sufficiently large that
6m
(
1 + (µ+)m
)( 1 + (s1 − s0) log 2
(s1 − s0 − 1)2 (log 2)
2
)(
2s1
ω
)2 (
µ+ −
ω
2s0
)2q−3(2s0
A
)α(1− 1
a2
)
≤
1
4
ρ2.
Then, the inequality (3.36) holds and the lemma follows. 
Corollary 3.8 (cf. Corollary 7.1 of Chapter III in [3]). For all t ∈
(
− R
2
2aα0
, 0
)
,
(3.44)
∣∣∣{x ∈ BR : um(x, t) > µ+ − ω
2s1
}∣∣∣ ≤ (1− (ρ
2
)2)
|BR|..
By an argument similar to the proof of Lemma 8.1 of Chapter III in [3], we have the following
lemma.
Lemma 3.9. If (3.17) is violated, for every ν∗ ∈ (0, 1), there exists a number s∗ > s1 + 1 > s0
independent of ω and R such that∣∣∣∣
{
(x, t) ∈ Q
(
R,
1
2
a−α0 R
2
)
: um(x, t) > µ+ −
ω
2s∗
}∣∣∣∣ ≤ ν∗
∣∣∣∣Q
(
R,
1
2
a−α0 R
2
)∣∣∣∣
with the constant A = 2s
∗
.
By Lemma 3.9, ν∗ decided a level and a cylinder so that the measure of the set where um is
above such a level can be smaller than ν∗ on that particular cylinder. Hence, for sufficiently small
number ν∗ we have a similar assumption to the one in Lemma 3.5. Therefore, by an argument
similar to the proof of Lemma 3.5 with(
um −
(
µ+ −
ω
2s
∗
))
+
,
we can have the following result
Lemma 3.10. The number ν∗ can be chosen so that
um(x, t) ≤ µ+ −
ω
2s
∗+1
a.e. Q
(
R
2 ,
1
2a
−α
0
(
R
2
)2)
.
Combining Lemma 3.5 with Lemma 3.10, we can obtain the following Osillation Lemma.
16 SUNGHOON KIM AND KI-AHM LEE
Lemma 3.11 (Oscillation Lemma). There exists constant 0 < λ∗ < 1 such that if
osc
QR
um = ω = µ+ − µ−,
then
osc
Q
(
R
2
, 1
2
a−α0 (
R
2 )
2
)um ≤ λ∗ω.
Theorem 3.12 (Ho¨lder estimates). There exists constant λ⋆ > 1 and β ∈ (0, 1) that can be
determined a priori only in terms of the data, such that for all the cylinders
osc
Q(r, 12a
−α
0 r
2)
um ≤ λ⋆ω
( r
R
)β
(0 < r ≤ R) .
Proof. The proof is very similar to the proof of Theorem 4.10 of [11]. For future references we will
sketch the proof of the Ho¨lder estimates. Let k be positive integer. By the Oscillation Lemma
(Lemma 3.11), we get
osc
Q
(
R
2k
, 1
2
a−α0
(
R
2k
)2)u
m ≤ (λ∗)k ω, (λ∗ < 1) .
Let 0 < r ≤ R be fixed. Then, there is a non-negative integer k such that
R
2k+1
< r ≤
R
2k
.
This immediately implies the inequalities
k ≤ − log2
( r
R
)
< k + 1 and (λ∗)k ≤
1
λ∗
(λ∗)− log2(
r
R) =
1
λ∗
( r
R
)− log2 λ∗
.
Note that (
1−
1
2s0+1
)
≤ λ∗ ≤
(
1−
1
2s∗+1
)
.
Hence
osc
Q
(
R
2k
, 1
2
a−α0
(
R
2k
)2)u
m ≤ λ⋆ω
( r
R
)β
where λ⋆ = 1
λ∗
> 1 and 0 < β = − log2 λ
∗ < 1. To complete the proof, we observe that the cylinder
Q
(
r, 12a
−α
0 r
2
)
is included in Q
(
R
2k
, 12a
−α
0
(
R
2k
)2)
. 
4. Uniqueness
In this section we will prove that under some conditions on the weak solutions u and v of (KSm),
there exists at most one weak solution of (KSm) on [0,∞). We first start with the well-known
lemma.
Lemma 4.1 (cf. Theorem 6 in [23]). Let Qr = Br(0) × (−r
2, 0] be the parabolic cube. If
wt −△w = f ∈ L
p in Q1,
then
wt, D
2w ∈ Lp(Q 1
2
)
and
‖wt‖Lp(Q 1
2
) +
∥∥D2u∥∥
Lp(Q 1
2
)
≤ C
(
‖f‖Lp(Q1) + ‖w‖Lp(Q1)
)
.
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We finish this work with stating the following result.
Theorem 4.2 (Uniqueness of weak solution). Let m > 1, q > max
(
m
2 + 1, 2
)
, γ > 0. Assume that
initial data u0 ∈ L
1∩L∞(Rn) and v0 ∈ L1(Rn) with ∇v0 ∈ L∞(Rn) satisfy the following additional
conditions
u0 ∈ C
α(Rn), v0 ∈ C
2,α(Rn) for some 0 < α < 1.
If u is a weak solution of (KSm) satisfying the properties
ut ∈ L
1(0, T ;L1loc(R
n)), u(·, t) ∈ C(Rn) for a.e. 0 < t < T
and
u ∈ Lq−1(0, T ;L∞(Rn)) ∩ Lq−m−1(0, T ;L∞(Rn)) ∩ Lq−m(0, T ;L∞(Rn)) ∩ Lm(0, T ;Lm(Rn)).
In addition, we assume the following alternatives
(1) In the case of 1 < m < 2 and in the case of m ≥ 2 and q ≤ m+ 1,
u ∈ L2
(
0, T ;L
2n
n+2 (Rn)
)
;
(2) In the case of m ≥ 2 and q > m+ 1,
u ∈ L2q−m−1(0, T ;L∞(R
n)).
Then, the weak solution (u, v) of (KSm) on [0, T ) is unique.
Proof. Note that the proof of Case 1 is very similar to the proof of Theorem 2.1 of [22]. Hence
we only need to prove the Case 2. We will use a modification of the technique of [22] to prove the
theorem. Since (u, v) is a weak solution of (KSm) on [0, T ), we have
(4.1)
∫ t2
t1
∫
Rn
(
∂τu(x, τ) · φ(x, τ) +∇u
m(x, τ) · ∇φ(x, τ)− uq−1∇v(x, τ) · ∇φ(x, τ)
)
dxdτ = 0
for all 0 < t1 < t2 < T and for all φ ∈ L
2
(
0, T ;H1(Rn)
)
∩C ((0, T );L∞(Rn)) compactly supported
in Rn for all t ∈ [0, T ) with φ(·, 0) ∈ L∞(Rn).
Let η ∈ C1(R) be such that 0 ≤ η(s) ≤ 1 for all s ∈ R and 0 < η′(s) < 2 for all s > 0 and
η(s) =
{
0 for s ≤ 0
1 for s ≥ 1.
Let (u, v) and (uˆ, vˆ) be two weak solutions of KSm on [0, T ). We define ηk(r) = η(kr) for all r ∈ R
and all n = 1, 2, · · · .
φ := ηk (u
m − uˆm) · ψl ∈ L
2(0, T ;H1(Rn)) ∩ C ((0, T );L∞ (Rn))
with φ(·, 0) ∈ L∞(Rn). It can be easily checked that suppφ(·, t) is compact in Rn for all t ∈ [0, T ).
As the test function, we apply this φ to (4.1). Then, for all 0 < t1 < t2 < T ,
(4.2)
∫ t2
t1
∫
Rn
ηk (u
m − uˆm)ψl · ∂τ (u(x, τ)− uˆ(x, τ)) dxdτ := I + II
where
I := −
∫ t2
t1
∫
Rn
∇ (um − uˆm) · ∇ (ηk (u
m − uˆm) · ψl) dxdτ,
and
II :=
∫ t2
t1
∫
Rn
(
uq−1∇v − uˆq−1∇vˆ
)
· ∇ (ηk (u
m − uˆm) · ψl) dxdτ.
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By the chain rule,
I = −
∫ t2
t1
∫
Rn
|∇ (um − uˆm)|2 · η′k (u
m − uˆm) · ψl dxdτ
−
∫ t2
t1
∫
Rn
ηk (u
m − uˆm)∇ (um − uˆm) · ∇ψl dxdτ.
Define a domain Dk by
Dk :=
{
(x, t) ∈ Rn × (0, T ) : 0 < um(x, t)− uˆm(x, t) <
1
k
}
.
Then, by Integration by parts and Young’s inequality,
I = −
3
4
∫ t2
t1
∫
Rn
|∇ (um − uˆm)|2 · η′k (u
m − uˆm) · ψl dxdτ
+
∫ t2
t1
∫
Dk∩suppψl
|um − uˆm|2 η′k (u
m − uˆm) ·
|∇ψl|
2
ψl
dxdτ
+
∫ t2
t1
∫
Rn
(um − uˆm) · ηk (u
m − uˆm) · △ψl dxdτ.
Thus,
(4.3) I ≤ −
3
4
I1 +
2c21
kl2
∫ t2
t1
∫
Dk∩suppψl
dxdτ +
c2
l2
∫ t2
t1
∫
Rn
(um + uˆm) dxdτ
where
I1 :=
∫ t2
t1
∫
Rn
|∇ (um − uˆm)|2 · η′k (u
m − uˆm) · ψl dxdτ.
We next pay our attention to II. By simple computations,
(4.4)
II = −
∫ t2
t1
∫
Rn
∇
(
uq−1∇v − uˆq−1∇vˆ
)
· ηk (u
m − uˆm) · ψl dxdτ
= −
∫ t2
t1
∫
Rn
(
∇uq−1 −∇uˆq−1
)
· ∇vˆ · ηk (u
m − uˆm) · ψl dxdτ
−
∫ t2
t1
∫
Rn
∇uq−1 · (∇v −∇vˆ) · ηk (um − uˆm) · ψl dxdτ
−
∫ t2
t1
∫
Rn
(
uq−1 · (△v −△vˆ) +
(
uq−1 − uˆq−1
)
△vˆ
)
· ηk (u
m − uˆm) · ψl dxdτ
= II1 + II2 + II3.
By an argument similar to the (4.16) of [22]
(4.5)
II1 ≤ C
∫ t2
t1
(
‖u(τ)‖q−1L∞ + ‖uˆ(τ)‖
q−1
L∞
)
‖(u− uˆ)‖L1 dτ
+
I1
4
+
Cχm,q
k
2(q−1)
m
−1
∫ t2
t1
(
‖∇vˆ0‖
2
L∞ + ‖uˆ(τ)‖
L
2n
n+2
)
dτ
+ C (1− χm,q)
∫ t2
t1
(
‖v0‖
2q−m−1
L∞ + ‖u(τ)‖
2q−m−1
L∞ + ‖uˆ(τ)‖
2q−m−1
L∞
)
‖(u− uˆ)(τ)‖L1 dτ
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for all 0 < t1 < t2 < T , where C = C(n,M,m, q, γ).
By Lemma 2.3, it holds that
(4.6)
II2 ≤
q − 1
m
∫ t2
t1
‖u(τ)‖q−m−1L∞ ‖∇u
m(τ)‖L2 · ‖(∇v −∇vˆ) (τ)‖L2 dτ
≤ C
∫ t2
t1
‖u(τ)‖q−m−1L∞ ‖∇u
m(τ)‖L2 · ‖(u− uˆ) (τ)‖L2 dτ
for all 0 < t1 < t2 < T with some positive constant where C = C(p, n). Applying Young’s inequality
in (4.6), we get
(4.7)
II2 ≤ Cǫ
∫ t2
t1
‖u(τ)‖q−m−1L∞ ‖∇u
m(τ)‖2L2 dτ +
C
ǫ
∫ t2
t1
(
‖u(τ)‖q−mL∞ + ‖uˆ(τ)‖
q−m
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
for any ǫ > 0.
By Ho¨lder estimates (Theorem 3.12), u, uˆ ∈ Cβ,
β
2 (Rn, (0,∞)) for some constant 0 < β < 1. Then,
by standard Schauder’s estimates for the heat equation, △v and △vˆ are also Ho¨lder continuous in
space and time. Hence, by Lemma 2.3 and Lemma 4.1, we have
(4.8)
II3 ≤ C
(∫ t2
t1
‖u(τ)‖q−1L∞ (‖(v − vˆ)(τ)‖L1 + ‖(u− uˆ) (τ)‖L1) dτ
+
∫ t2
t1
(
‖u(τ)‖q−2L∞ + ‖uˆ(τ)‖
q−2
L∞
)
(‖vˆ(τ)‖L1 + ‖uˆ(τ)‖L1) ‖(u− uˆ) (τ)‖L1 dτ
)
≤ C
(∫ t2
t1
(
‖u(τ)‖q−1L∞ + ‖uˆ(τ)‖
q−1
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
)
where C = C(n, q, γ).
Substituting (4.5), (4.7) and (4.8) into (4.4), we have
(4.9)
II ≤
I1
4
+
Ckχm,q
k
2(q−1)
m
∫ t2
t1
(
‖∇vˆ0(τ)‖
2
L∞ + ‖uˆ(τ)‖
2
L
2n
n+2
) ∫
Dk
ψl dxdτ
+ C (1− χm,q)
∫ t2
t1
(
‖v0‖
2q−m−1
L∞ + ‖u(τ)‖
2q−m−1
L∞ + ‖uˆ(τ)‖
2q−m−1
L∞
)
‖(u− uˆ)(τ)‖L1 dτ
+
C
ǫ
∫ t2
t1
(
‖u(τ)‖q−mL∞ + ‖uˆ(τ)‖
q−m
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
+ C
∫ t2
t1
(
‖u(τ)‖q−1L∞ + ‖uˆ(τ)‖
q−1
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
+ Cǫ
∫ t2
t1
‖u(τ)‖q−m−1L∞ ‖∇u
m(τ)‖2L2 dτ
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for all 0 < t1 < t2 < T where C = C(p, n,m, q, γ).
Putting (4.3) and (4.9) into (4.2),
(4.10)∫ t2
t1
∫
Rn
ηk (u
m − uˆm) · ψl · ∂τ (u(x, τ) − uˆ(x, τ)) dxdτ
≤
2c21
k2l2
∫ t2
t1
∫
Dk∩suppψl
dxdτ +
c2
l2
∫ t2
t1
∫
Rn
(um + uˆm) dxdτ
+
Ckχm,q
k
2(q−1)
m
∫ t2
t1
(
‖∇vˆ0(τ)‖
2
L∞ + ‖uˆ(τ)‖
2
L
2n
n+2
) ∫
Dk
ψl dxdτ
+ C (1− χm,q)
∫ t2
t1
(
‖v0‖
2q−m−1
L∞ + ‖u(τ)‖
2q−m−1
L∞ + ‖uˆ(τ)‖
2q−m−1
L∞
)
‖(u− uˆ)(τ)‖L1 dτ
+
C
ǫ
∫ t2
t1
(
‖u(τ)‖q−mL∞ + ‖uˆ(τ)‖
q−m
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
+ C
∫ t2
t1
(
‖u(τ)‖q−1L∞ + ‖uˆ(τ)‖
q−1
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
+ Cǫ
∫ t2
t1
‖u(τ)‖q−m−1L∞ ‖∇u
m(τ)‖2L2 dτ
By Lebesgue dominated convergence theorem,
∫ t2
t1
∫
Rn
ηk (u
m − uˆm) · ψl · ∂τ (u(x, τ)− uˆ(x, τ)) dxdτ
→
∫ t2
t1
∫
Rn
ψl · ∂τ [u(x, τ)− uˆ(x, τ)]+ dxdτ as k →∞.
Since 2(q−1)
m
> 1, by letting k →∞ in (4.10),
(4.11)∫
Rn
ψl · [u(x, t2)− uˆ(x, t2)]+ dx
≤
∫
Rn
ψl · [u(x, t1)− uˆ(x, t1)]+ dx+
c2
l2
∫ t2
t1
∫
Rn
(um + uˆm) dxdτ
+ C (1− χm,q)
∫ t2
t1
(
‖v0‖
2q−m−1
L∞ + ‖u(τ)‖
2q−m−1
L∞ + ‖uˆ(τ)‖
2q−m−1
L∞
)
‖(u− uˆ)(τ)‖L1 dτ
+
C
ǫ
∫ t2
t1
(
‖u(τ)‖q−mL∞ + ‖uˆ(τ)‖
q−m
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
+ C
∫ t2
t1
(
‖u(τ)‖q−1L∞ + ‖uˆ(τ)‖
q−1
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
+ Cǫ
∫ t2
t1
‖u(τ)‖q−m−1L∞ ‖∇u
m(τ)‖2L2 dτ
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for all 0 < t0 < t1 < T .
Letting t1 → 0 and then l →∞ in (4.11), we have by Fatou’s lemma that
(4.12)∫
Rn
[u(x, t2)− uˆ(x, t2)]+ dx
≤ C (1− χm,q)
∫ t2
0
(
‖v0‖
2q−m−1
L∞ + ‖u(τ)‖
2q−m−1
L∞ + ‖uˆ(τ)‖
2q−m−1
L∞
)
‖(u− uˆ)(τ)‖L1 dτ
+
C
ǫ
∫ t2
0
(
‖u(τ)‖q−mL∞ + ‖uˆ(τ)‖
q−m
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
+C
∫ t2
0
(
‖u(τ)‖q−1L∞ + ‖uˆ(τ)‖
q−1
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
+Cǫ
∫ t2
0
‖u(τ)‖q−m−1L∞ ‖∇u
m(τ)‖2L2 dτ
for all 0 < t1 < T .
By symmetry, we obtain that
(4.13)∫
Rn
[u(x, t2)− uˆ(x, t2)]+ dx
≤ C (1− χm,q)
∫ t2
0
(
‖vˆ0‖
2q−m−1
L∞ + ‖u(τ)‖
2q−m−1
L∞ + ‖uˆ(τ)‖
2q−m−1
L∞
)
‖(u− uˆ)(τ)‖L1 dτ
+
C
ǫ
∫ t2
0
(
‖u(τ)‖q−mL∞ + ‖uˆ(τ)‖
q−m
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
+C
∫ t2
0
(
‖u(τ)‖q−1L∞ + ‖uˆ(τ)‖
q−1
L∞
)
‖(u− uˆ) (τ)‖L1 dτ
+Cǫ
∫ t2
0
‖uˆ(τ)‖q−m−1L∞ ‖∇uˆ
m(τ)‖2L2 dτ
for all 0 < t0 < t1 < T . Since
|u(x, t2)− uˆ(x, t2)| = [u(x, t2)− uˆ(x, t2)]+ + [uˆ(x, t2)− u(x, t2)]+ ,
by (4.12) and (4.13), we establish
‖(u− uˆ) (t2)‖L1 ≤ C
∫ t2
0
(
ǫg1(τ) + g2(τ) ‖(u− uˆ) (τ)‖L1
)
dτ
for all 0 < t2 < T where C = C(n,m, q, γ) and
g1(τ) = ‖uˆ(τ)‖
q−m−1
L∞ ‖∇uˆ
m(τ)‖2L2
and
g2(τ) = ‖u(τ)‖
q−1
L∞ + ‖uˆ(τ)‖
q−1
L∞ +
1
ǫ
(
‖u(τ)‖q−mL∞ + ‖uˆ(τ)‖
q−m
L∞
)
+ (1− χm,q)
(
‖v0‖
2q−m−1
L∞ + ‖vˆ0‖
2q−m−1
L∞ + ‖u(τ)‖
2q−m−1
L∞ + ‖uˆ(τ)‖
2q−m−1
L∞
)
.
By standard O.D.E theory, we obtain that
‖(u− uˆ) (t2)‖L1 ≤ Cǫe
∫ t2
0 g2(τ1) dτ1
∫ t2
0
g1(τ2)
e
∫ τ2
0 g2(τ3) dτ3
τ2 ∀0 < t2 < T.
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Since 0 < t2 < T and ǫ > 0 are arbitrary, we conclude that
u(x, t) = uˆ(x, t) ∀x ∈ Rn, 0 ≤ t < T
and the theorem follows. 
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