The purpose of this paper is two fold. First to establish the Theory of discounted constrained Markov Decision Processes with a countable state and action spaces with general multi-chain structure. Second, to introduce nite approximation methods.
INTRODUCTION
In recent years growing attention was given to solving constrained MDPs (Markov Decision Processes, also known as controlled Markov chains). Such problems frequently arise in computer networks and data communications. Lazar 22] and Hordijk and Spieksma 15] have considered ow control problems with constraints in queueing networks, e.g. maximize throughputs, with constraints on delays of di erent tra c types. Nain and Ross 23 ], Altman and Shwartz 1], Ross and Chen 28] considered optimal priority assignment under constraints in communication networks; a typical problem there is to minimize delay of non-interactive tra c, with constraints on delays of interactive tra c. The theory for solving general constrained MDPs with expected average cost was developed by Hordijk and Kallenberg 19] , 20] who solve the case of nite state and nite action spaces using methods based on Linear Programming (LP), and by Beutler and Ross 8] who considered a single constraint for the case of compact action space. An LP approach for solving the discounted problem is given in Kallenberg 20] and Altman and Shwartz 4] . The LP approach was generalized by Altman and Shwartz 2] and Spieksma 31] to the countable state case, with expected average cost. The Lagrange approach in 8] for treating the case of a single constraint was generalized to the countable state space by Sennott 24] , 25] who considers both the expected average and the discounted cost.
The rst goal of this paper is to establish the theory of constrained MDPs with several constraints for the discounted cost with a general multi-chain structure and with a countable state space. We show that a stationary optimal policy exists, and that the control problem can be reduced to an LP with an in nite number of decision variables and constraints. The second goal of the paper is to obtain methods that enable the numerical solution of the control problem.
It is interesting to note that the LP obtained in in 2] and 31] for the expected average cost (under the unichain assumption) is the same as the one obtained by substituting one for the discount factor in the new LP (for the discounted cost). However, unlike the LP for the expected average cost, the parameters of the new LP depend on the initial state, and thus the optimal value and policies depend on the initial state. The fact that the optimal policies depend on the initial state for the discounted cost was exhibitted in Example 5.3 in 3] , and is in contrast to unconstrained problems.
In order to reduce the control problem to an LP, we rst establish the linear representation of the cost as a function of the \occupation measure" (which generalizes the notion of \state-action frequencies" 13] used for the expected average cost). Under some conditions, it is known for the single chain case, that the set of occupation measures achieved by all admissible policies is equal to the set of occupation measures achieved by the stationary policies. Moreover, it is compact, convex, and its extreme points correspond to stationary deterministic policies (see 2, 9, 13, 19] ). We show that these properties also hold for the multi-chain case with a countable state space and discounted cost. This allows us to establish the optimality of a stationary policy.
Since the number of states and actions in the control problem (and the number of decision variables in the corresponding LP) is not nite, the question of approximations arises. If a nite approximation of the state space is used, a nite LP can be applied to obtain an optimal policy for the approximating model (e.g. 19, 4] Thomas and Stengos 32] . Since in our case additional constraints are introduced in the control problem, the methods described in previous papers (e.g. 12, 16, 32, 33] ) are not applicable, since they are all based on dynamic programming techniques. Unlike the unconstrained problem it is known 19] that there may not exist a stationary deterministic optimal policy for the constrained problem. This, and the fact that constrained MDPs are usually solved using LP methods, imply that new approaches for approximating constrained MDPs should be used.
Finite state approximations techniques may serve other purposes than to solve a problem with a countable number of decision variables. In some problems in queueing networks it is possible to obtain optimal policies for the countable state case, whereas there are no explicit solutions for similar nite state problems. This is the case e.g. in the problem of optimal priority assignment where N in nite queues compete for the attention of a single server. A simple index rule (the \ c" rule, see 7] and references therein) is known to minimize a given weighted sum of the expected waiting times. When additional constraints are added, there exists an optimal policy that multiplexes between di erent strict priority rules ( 1, 23, 28] ). The theory on nite approximations of MDPs which we establish can thus be used to approximate the solution to the case of large queues' sizes by the known solution for in nite queues' sizes. We demonstrate that in Section 9.
We introduce in this paper two approximating schemes, for which we establish conditions for the convergence of optimal values and policies. Moreover, we obtain conditions for the stability of the (almost) optimal policy; i.e. we show that an (almost) optimal policy for the original problem is almost optimal for a nite approximation of the problem.
The structure of the paper is as follows: after presenting the model notation and assumptions in Section 2, we present some properties of the occupation measures in Section 3, and relate them to the cost. Conditions for the existence of a stationary optimal policy are presented in Section 4. In Section 5 we present the LP and establish the relation to the original control problem. In Section 6 we obtain a key Theorem for approximation. In Section 7 we then present a nite approximation scheme based on replacing the countable state space with a nite state space. In Section 8 we introduce another general scheme for nite approximations for constrained problems, based on arbitrarily picking the probabilities of choosing the di erent actions in all but a nite number N of states. Then the probabilities in the remaining N states are chosen so as to optimize the restricted problem. The problem of optimal priority assignment for N competing nite queues is nally treated in Section 9.
Model and Assumptions

The model
We consider a discrete time MDP with a countable state space X and a countable action space A. However, we assume that at each state y 2 X there is only a nite number of available actions, A(y). With some abuse of notation, X A will denote all possible pairs (y; a) : y 2 X; a 2 A(y). The probability to go from state x to y given that action a is used, is given by the transition probabilities P = fP xay g. A policy u in the policy space U is a sequence u = fu 0 ; u 1 ; :::g, where u t is a probability over A conditioned on the whole history of actions and states before t, plus the current state at time t. Each initial state x and policy u de ne a probability measure P u x on which the the state process fX t g 1 t=0 and the action process fA t g 1 t=0 are de ned. Let E u x be the expectation under P u x . (A more detayled de nition and construction of the MDP can be found e.g. in 30]).
A stationary policy g 2 U(S) is characterized by a single conditional distribution p g jx := g( j X t = x) over A, so that p g Ajx = 1; under g, X t becomes a Markov chain with stationary transition probabilities, given by P g xy := P a2A p g ajx P xay .
The class of stationary deterministic policies U(SD) is a subclass of U(S) and, with some abuse of notation, every g 2 U(SD) is identi ed with a mapping g : X ! A, so that p g jx = g(x) ( ) is concentrated at the point g(x) in A for each x.
For any ( nite or countable) set B, let M(B) denote the set of probability measures on B endowed with the topology of weak convergence (B). Note that U(S) can be identi ed with the set Q y2X M(A(y)). Clearly U(S) is compact with respect to the product topology Q y2X (A(y)).
The constrained problem
Let C(x; u) and D(x; u) := fD k (x; u) ; 1 k Kg be cost functions associated with each policy u and an initial state x. The real vector V := fV k ; k = 1; :::; Kg is held xed hereafter.
Call a policy u feasible if D k (x; u) V k ; k = 1; 2; : : : ; K
The constrained control problem is: (COP):
Find a feasible v 2 U that minimizes C(x; u):
C(x; u) and D k (x; u) will stand for either the discounted or the expected average cost, de ned below. Let c(x; a), d(x; a) := fd k (x; a) ; k = 1; :::; Kg be real (IR K resp.) valued instantaneous cost functions, i.e. costs per state-action pair. Let 0 < 1 be a discount factor.
We assume throughout the paper that 8u 2 U; x 2 X, E u x c(X s ; A s ) and E u x d k (X s ; A s ); k = 
(and similarly for D k (x; u)). However, the cost (3) is de ned for cases for which the limit as t ! 1 of the partial sums (till time t) in (4) does not exist. An advantage of using the new de nition (3) is that the additional constant of (1 ? ) that appears in (5) r P u x (X r = y)
By f sa (x; u) := f f sa (x; u; y; a)g ya we denote a generic accumulation point of f t;
sa (x; u). Similarly, we de ne f s (x; u) := f f s (x; u; y)g y to be a generic accumulation point of f t;
s (x; u). These quantities are known as the \occupation measures" (see e.g. 9]) and for the case of = 1 they are also known as the state-action frequencies. For < 1 there is a single accumulation point f sa (x; u; y; a) = 1 ? ]
f s (x; u; y) = 1 ? ]
For each , t, x and u, f t;
sa (x; u) can be considered as a probability measure over X A.
For < 1, f sa (x; u) and f s (x; u) are also probability measures, and hence P y;a f sa (x; u; y; a) = P y f s (x; u; y) = 1. In order to ensure that this property holds for the expected average case i.e. = 1, we need assumptions A3(i) or A3(ii) de ned below.
Assumptions and Notation
The following assumptions are used frequently in the paper: A1: Under any g 2 U(SD), X contains a single ergodic class, and absorption into the positive recurrent class takes place in nite expected time.
A1': Under any g 2 U(SD), X consists of a single ergodic class (with no transient states). (1) jc(X r ; A r )j The following notation is used below: a (x) is the Kronecker delta function. For any set B, 1fBg is the indicator function of the set, jBj the cardinality of this set (if B is nite then jBj is the number of elements in B). For vectors D and V in IR K , the notation D < V stands for D k < V k ; k = 1; 2; : : : ; K, with a similar convention for matrices. For two matrices ; Q of appropriate dimensions, Q stands for summation over common indices (scalar product). Q T denotes the transposed of the matrix Q.
Occupation measures and cost
We relate below the cost to the occupation measure. A similar proof holds for the case that c( ; ) is bounded above.
The proof of (ii) is the same as for the expected average cost, see 2] Lemma 2.2.
Next we quote a similar representation for the expected average case, which is known to hold under condition similar to (ii) of the Lemma above, but in general need not hold under conditions similar to (i).
Lemma 3.2 ( 2] Lemma 2.2 and 2.3) Let = 1. Let u 2 U be such that a single limit exists to f t;1 sa (x; u). Then for any instantaneous cost c( ; ), y 2 X; a 2 A, (10) holds provided that A1 and A3(i) hold and one of the following is true:
(i) fc(X s ; A s )g s are uniformly integrable with respect to P u , (ii) A4(u) holds, c is bounded from either below or from above, and u 2 U(S).
Let L x denote the set f f sa (x; u)g achieved by all policies in U, L x (SD) the set achieved by all policies in U(SD) and L x (S) the set achieved by all policies in U(S). The following Theorem states the \completeness" of stationary policies i.e. L x = L x (S), as well as the compactness of L x (with respect to the topology (X A) de ned in the previous section).
Theorem 3.1 For any 0 < 1, L x is convex. Assume either < 1 or fA1 and A3(i)g.
Then L x (S) = L x is compact and is equal to the convex hull of L x (SD).
For proving the theorem we need the following Lemma Proof of Theorem 3.1: The convexity of L x follows from the fact that for any sequence of policies u(1); u(2); ::: 2 U, initial state x, time t and any distribution on the set of integers, there exists a policy (\Markov" policy) v such that
(see e.g. Theorem 13.2 18]).
Next we prove that L x = L x (S). For the case = 1, the latter is given in 2] Cor. 3.3. Let < 1. ( 9] presents another more complex proof for the in nite case, but for a single recurrent class).
Choose any policy u 2 U and de ne the set 2 IR jX Aj as 
Since (12) Next we show that L x (S) is equal to the convex hull of L x (SD). Since it is compact, by the Krein-Milman theorem it is the convex hull of its extreme points. Choose some g 2 U(S).
Suppose that g is not deterministic. Then there exists a state y where at least two di erent actions have positive probabilities to be chosen by g. But then by Lemma 3.3, g is not an extreme point of L x .
Remarks: 
and hence the stationary policies are \su cient" for COP.
(ii) if COP is feasible then an optimal policy for COP exists within U(S).
Proof: For the case = 1 Altman and Shwartz establish (i) in 2] Thm. 2.8 (and its proof).
Borkar proves in 10] that when restricting COP to U(S), there exists a stationary optimal policy, if COP is feasible. (An alternative proof is given in Cor. 5.4. in 2] with A1' replacing A1). Combining these facts establishes (ii).
For the case of < 1, (i) follows from Lemma 3.1 and Theorem 3.1. The proof of (ii) is exactly the same as the proof for the case = 1, see 2] Cor. 5.4. (which is based on the fact that L x is compact and on showing that the costs C (x; u) and D k (x; u) are lower semicontinuous functions of f sa (x; u)).
In the expected average case, the tightness assumption A3(i) in Theorem 4.1 can be replaced by some structure on the immediate costs, that makes it optimal to use policies for which tightness holds. Remarks:
(i) Borkar 10] has established recently for the average cost under general ergodic conditions that the policy that is optimal among U(S) can be chosen such that the number of randomizations is not greater than the number of constraints plus one. A simple alternative proof for that result (under stronger conditions) is given in Remark 3 in the end of Section 7. This proof establishes this property for discounted costs as well.
(ii) A su cient condition for a cost c to be V -almost monotone for all V , is that for any V , there exists a nite set W V X A such that c(y; a) > V for all (y; a) 6 2 W V .
Equivalent In nite Linear Programming
We show below for the discounted cost criteria that COP is equivalent to a LP with countable number of decision variables and a countable number of constraints. Such equivalence is known in the nite case (see 19] for = 1 and 4] for < 1), and it is then used as a method for computing stationary optimal policies. A similar equivalence was shown to hold also for the countable case with = 1, see 2], 31]; moreover the LP for solving that case is obtained from the LP below just by substituting in it = 1. ( 
Key Theorems for Approximation
In this Section we discuss approximations of constrained Markov Processes. Assume that for a given initial state x and any policy u we have a sequence of approximations C n (x; u) and D k n (x; u); n = 1; 2; ::: of the costs C(x; u) and D k (x; u) with k = 1; 2; :::; K. Below C(x; u) and D k (x; u) will stand for either the expected average cost = 1 or for the discounted cost < 1 ( is omitted from the notation in the following sections), where as C n (x; u) and D k n (x; u); may be arbitrary functions from X U to IR + . (They could be e.g. nite horizon costs, they could be de ned as discounted costs with discount factor that changes in time, or costs related to other transition probabilities and immediate costs).
Consider the following sequence of problems:
COP n : Find C n (x) which is given by: C n (x) := inf u2U fC n (x; u); D k n (x; u) V k , k = 1; 2; :::; Kg. Let C(x) be the optimal value of COP. We shall assume that lim n!1 C n (x; u) = C(x; u) and lim n!1 D k n (x; u) = D k (x; u) for some large set of policies and a given initial state x. We are then interested in the following three questions.
1. convergence of optimal values: When does lim n!1 C n (x) = C(x)? 2. convergence of optimal policies: When is the limit of the policies which are optimal (or \almost" optimal) for COP n , optimal for COP? This question is related to the problem of approximating the optimal policy for COP by a policy which is (almost) optimal for some COP n .
3. Stability of the optimal policy When is an (almost) optimal policy for COP almost optimal for COP n ?
Note that COP n may not have any optimal policy even if it is feasible. Moreover, there may not exist any -optimal stationary policy for COP n . In Theorem 6.1 below, we answer the rst two questions. Its proof is based on ideas from Theorem 6.1 in 4] (which deals with sensitivity of COP to the discount factor in the nite case). In Theorem 6.2 we then use the optimal policy for COP to construct almost optimal policies for COP n . We apply these Theorems in the following section to obtain an Algorithm for nite state approximations of COP.
Let ? U be a set of policies which includes the stationary policies U(S) and is su cient (ii) Choose a sequence n ! 0. Let r(n) be a n -optimal policy for COP n if COP n is feasible, otherwise let it be an arbitrary stationary policy. Let w(n) be a stationary policy that satis es C(x; w(n)) C(x; r(n)); D k (x; w(n)) D k (x; r(n)); k = 1; 2; :::; K:
Let w be an arbitrary accumulation point of w(n); n = 1; 2; ::: i.e. there exists a subsequence fn i g 1 i=1 such that for all y 2 X; a 2 A, Then w is optimal for COP.
Proof: We begin by establishing (i). We rst show that
Assume (21) 
It follows from (27) and (28) From (26) and (28) Since can be chosen arbitrarily small, it follows that C(x; u 0 ) < C(x). But this contradicts the de nition of C(x), which proves (21).
Next we prove that lim n!1 C n (x) C(x)
Let u 2 U be a policy which satis es C(x; u) = c f sa (x; u); D k (x; u) = d k f sa (x; u); k = 1; :::; K; (30) and is -optimal for COP (its existence follows from 
(the existence of a stationary policy satisfying these requirements follows from Theorem 3.1, and Lemma 3.1 or Lemma 3.2). It follows that
for all 1 k K. Therefore there exists some integer N( ) such that for every and n N( ), u( ) is feasible for COP n . Since u( ) may not be optimal for COP n , we clearly have
where the last inequality follows from (31) and the linear representation of the cost. Since this holds for every , (29) follows. This completes the proof of (i).
Next we prove (ii). From Lemma 10.3 in the appendix we have lim i!1 f sa (x; w(i n )) = f sa (x; w). Hence for any k = 1; :::; K,
where the rst inequality follows from Fatou's Lemma, and the second one follows from the fact that COP n is feasible for all large enough n (this follows from (34) Since C(x) is the optimal value of COP, it follows that C(x; w) = C(x).
Remarks: (i) The role of the uniform convergence of the cost (assumption (2) of the theorem)
in approximation methods appears already in previous literature on approximating models of non-constrained MDPs (see e.g. Lemma 5.4 in 17]).
(ii) Note that the convergence of the costs need not be uniform for (29) to hold.
Next we construct a policy which is almost optimal for COP n for all n large enough. Proof: For all n large enough, COP n is feasible (this follows from (34) where the rst and second inequality in (36) follows from (35), and (37) follows from Theorem 6.1 (i).
Approximating the dynamics, nite approximations
In this section we consider the problem of approximating the Controlled Markov Chain (CMC) which is characterized by the dynamics (i.e. the transition probabilities) P xay by a sequence of Controlled Markov Chains CMC n governed by the dynamics fP xay (n)g, n = 1; 2; :::. We denote by C n (x; u) and D n (x; u) the costs (given in (3)) under policy u and initial state x corresponding to CMC n and discount factor , 0 < 1 ( is omitted from the notation). We shall construct the CMC n such that for all x; y 2 X; a 2 A lim n!1 P xay (n) = P xay . We then show that the construction ensures that lim n!1 C n (x; u) = C (x; u) and lim n!1 D k; n (x; u) = D k; (x; u), k = 1; :::; K uniformly in u 2 U(S) which will be shown to imply the conditions of Theorem 6.1
and hence some convergence properties of the optimal values and policies. We shall often use the notation CMC 1 for CMC.
Introduce the following approximation scheme FA:
(i) For each n = 0; ::: the state space is decomposed in two disjoint classes of states: E n , which contains a nite number of states, and T n . The set of actions A(y) do not depend on y.
(ii) Under any stationary policy u, E n is a recurrent class, T n is a transient class, and absorption into the positive recurrent class takes place in nite expected time from any initial state.
(iii) E n E n+1 , n = 1; :::; E 0 := f;g; E 1 = X.
(iv) The following holds:
P xay x; y 2 E n = 0
x 2 E n ; y 6 2 E n = 1fy = 1g
where state \1" is an arbitrary state in E 1 .
(v) There is some partial order on X. For any x, P xa (n) are stochastically nondecreasing in n, n = 1; 2; :::; 1. This is equivalent to the following (see e.g. 26] p. 256): for any function h : X ! IR which is nondecreasing w.r.t. the partial order, we have for 1 n m 1:
(vi) For any n, P xa (n) are stochastically nondecreasing in x, n = 1; 2; :::; 1. This is equivalent to the following (see e.g. 26] p. 256): for any function h : X ! IR which is nondecreasing w.r.t. the partial order, we have for x z (w.r.t. the partial order):
There are two general applications of nite approximations, where FA is used: First application: the objective is to construct an approximating CMC n . In that case FA(v) can be achieved by choosing P xay (n) 8 > > > < > > > : = P xay x 2 E n ; y 2 E n?1 P xay x 2 E n ; y 2 E n nE n?1 = 0
where state \1" is an arbitrary state in E 1 . FA in general, and (41) in particular, imply that a stationary optimal policy can be found for the approximating dynamics using a nite LP 19] , where the state space is composed of fxg E n . Second Application: the objective is to use the original CMC in order to approximate CMC n for n large enough. This is useful in control of queueing networks, where often the control problem with in nite bu ers is much easier than the control problems with nite bu ers. The state space in problems with in nite bu ers is typically multi-dimensional with elements x = (x 1 ; :::; x N ) 2 IN N representing the vector of queues' length, where as for the case of nite bu ers of sizes R = (R 1 ; :::; R N ) the state space is X(R) = Q N j=1 f0; 1; :::; R j g. The partial order could then be the componentwise order, i.e. x y i x i y i for all i = 1; :::; N. FA is then typically satis ed, and P xay (n) has the form of (41). In that case, (v) is typically satis ed since the niteness of the bu ers inhibits in some states to go to larger states, where as transitions to lower states stay unchanged. (vi) is also quite natural in queueing systems, and its intuitive meaning is that if in system 1 there are at least as many customers than in system 2, which is identical, then after one transition we still have at least as many customers in system 1 as in 2.
For u 2 U(S), denote P u xy (n) := P a P xay (n)p u ajx and let f (n; x; u) denote the corresponding occupation measure. (2) Choose some > 0. Let u be an -optimal (or optimal) policy for COP that satis es (30) (e.g. any -optimal stationary policy). There exists some N( ) such that for all n N( ), the policy u( ) satisfying (30) , (31), (32) and (33) is^ -optimal for COP n , where^ is given in Theorem 6.2.
(3) Let w(n) be a stationary optimal policy for COP n if COP n is feasible, otherwise let it be an arbitrary stationary policy. The stationary policy w obtained by applying the limiting procedure in Theorem 6.1 (ii) to the policies w(n) is optimal for COP.
Proof: We show that lim n!1 C n (x; u) = C(x; u) uniformly in U(S). Note that it follows from Theorem 4.1 (i) and the ergodic structure obtained by using FA that ? = U(S) indeed satis es (19) . It follows that for any 0 < 1, f s (n; x; u) is stochastically nondecreasing in n, and so f sa (n; x; u) c are nondecreasing in n. In particular, lim n!1 f sa (n; x; u) c f sa (x; u) c
and similarly with d k , k = 1; :::; K. We shall show that in fact these inequalities are achieved with strict equality. Let K 2 X be a nite set that satis es: if y 2 K and z y then z 2 K. Let h : X ! IR be given by h(y) = 1fy 6 2 Kg. It follows that f s (n; x; u) h f s (x; u) h and hence f f s (n; x; u)g n as well as f f sa (n; x; u)g n are tight. Therefore, by arguments similar to those in Lemma 10.3, lim n!1 f sa (n; x; u) = f sa (x; u). By Fatou's Lemma we thus obtain lim n!1 f sa (n; x; u) c f sa (x; u) c
and combining that with (46) yields lim n!1 C n (x; u) = lim n!1 f sa (n; x; u) c = f sa (x; u) c = C(x; u) and similarly with D k (x; u), k = 1; :::; K. Next we show that this convergence is uniform in U(S). c f sa (n; x; u) is continuous in u 2 U(S) (for n = 1 this follows from assumption (ii)).
Since L x (S) is compact (Theorem 3.1), and since f sa (n; x; u) c is monotone in n, the uniform convergence follows (see 29] p. 150 Thm. 7.13). The theorem now follows from Theorems 6.1 and 6.2.
Remarks: (1) The assumption that the immediate cost are nondecreasing is quite natural in queueing systems whenever the cost represents quantities as delays, holding costs or blocking probabilities.
(2) A su cient condition for Assumption (ii) in the theorem is the uniformly integrability of the immediate costs c and d k w.r.t. f sa (x; u), u 2 U(S). Indeed, it follows from Lemma 10.3 in the appendix that for every 1 n 1, f sa (n; x; u) is continuous in u 2 U(S). This implies by the uniform integrability, that c f sa (n; x; u) is also continuous in u 2 U(S). Other su cient conditions for this continuity (uniform -geometric ergodicity or uniform -geometric recurrence) can be found in 31] p. 97-98. (3) From Theorem 7.1 (3) we deduce that if the conditions of the Theorem hold, then an optimal stationary policy exists for which the number of randomizations required, for either the average or the discounted cost, is at most the number of constraints plus one. This follows by a simple limit argument since for the approximating MDPs this holds true ( 4] p. 9).
Second approximation scheme
We present below a general scheme for nite approximations for constrained problems, based on arbitrarily picking the probabilities of choosing the di erent actions in all but a nite number N of states. Then the probabilities in the remaining N states are chosen so as to optimize the constrained problem. We present conditions under which this scheme indeed approximates the optimal policy for the original constrained problem.
Without loss of generality, we shall assume that the state space is given by X = f0; 1; 2; ::::g. Let w be any stationary policy. Let U(n) be the set of stationary policies that behave exactly like w in states y n, i.e. p u ajy = p w ajy for all y n; a 2 A and u 2 U(n).
Denote by COP n the restriction of COP to U(n). Proof: Clearly lim n!1 C n (x) C(x). We prove below that lim n!1 C n (x) C(x) which establishes the proof. Let u be any policy which is optimal for COP. 
and hence u( ; n) is feasible for COP. But then, since u( ; n) 2 U(n), we have
Since and can be chosen arbitrarily small, we obtain lim n!1 C n (x) C(x), which establishes the proof.
Theorem 8.2 Assume that the conditions of Theorem 8.1 hold. Then for any n, there exists a stationary optimal policy among U(n) (de ned above Theorem 8.1) for COP n . Let w(n) be a stationary optimal policy for COP n if COP n is feasible, otherwise let it be an arbitrary stationary policy. Let w be an arbitrary accumulation point of w(n) (see Theorem 6.1 (ii)). Then w is optimal for COP.
Proof: It follows from (50) that for all large enough n, COP n is feasible. w(n) are thus feasible policies for both COP n and COP for n large. It follows from the continuity of C(x; u) and D k (x; u), k = 1; :::; K in u 2 U(S), and from Theorem 8.1, that C(x) = lim n!1 C n (x) = lim n!1 C(x; w(n)) = C(x; w), which establishes the Proof. 9 Application to a queueing model Each type of arriving packets waits in a large bu er till it gets access to the resource. At the beginning of each time slot, priority is given to one of the tra c types according to some prespeci ed decision rule, and the packet is served for one unit of time.
Service problems and errors due to noise are modeled by allowing the service to fail with positive (class dependent) probability. If the service is successful, the packet disappears from the system; otherwise, it remains in the queue. The problem COP queues is to nd a scheduling policy that minimizes a linear combination of the average delays of some types of tra c (typically, of the noninteractive types) subject to constraints on (linear combination of) average delays of other types (typically the interactive tra c).
All previous research on this constrained model assumed in nite bu ers, for which optimal policies with a simple structure exist ( 1] , 2] Section 6, 23], 28], 31]). There is however no known solution for this constrained (or even unconstrained) problem in case that the bu ers are nite. In that case, an arriving packet that nds its bu er full is lost. Our nite approximations techniques developed in previous sections enable to obtain almost optimal policies for the case that the nite bu ers are large enough.
We begin by considering the model with in nite bu ers. At time t, M i t customers arrive to queue i, 1 i N. Arrival vectors M t = (M slot and form a renewal sequence with nite means ( 1 ; :::; N ). During a time slot (t,t+1) a customer from any class i, 1 i N may be served, according to some policy, which is a prespeci ed dynamic priority assignment. If served, with probability i it completes its service and leaves the system; otherwise it remains in its queue. A generic element of the state is given by x = (x 1 ; x 2 ; :::; x N ) and it represents an N dimensional vector of the di erent queues' sizes. Throughout we restrict to non-idling policies.
We assume the standard stability condition on the tra c intensity : . Let ( ) be the solution of LP with a given . Then^ (0) is an optimal policy for COP queues . Note that (0) may be chosen so as to have at most K +1 non-zero elements, which means that at most K +1 di erent g j 's need to be multiplexed under the optimal policy^ (0). Under A2, it can be shown that there exists some > 0 such that^ ( ) is feasible for COP queues (this follows from the fact that the PTS policies are su cient for COP queues , see 1]).
In the following Theorem we consider a sequence of problems COP n queues for the systems with bu ers of sizes R n = (R n 1 ; :::; R n N ), 1 n 1, where COP 1 queues is the one with all bu ers in nite, and R n < R n+1 (the strict inequality holds for at least one component). Assume without loss of generality that the initial state x satis es x R The conditions of FA are easily seen to hold for this problem. (52) implies that (30) , (31) , (32) and (33) are satis ed under u( ). The proof of (i) and (ii) then follows from Theorem 7.1. Note that A4 is satis ed since there are no transient states under any u 2 U(S) (see 21] ). In the absence of constraints, ( ) = (0) is the \ c" rule and thus (ii) implies (iii).
Remark: It follows from Theorem 4.1 that the stationary policies are optimal for COP queues with in nite bu ers also for the case that < 1. Since the \ c rule is known to be optimal for the discounted unconstrained problem with in nite bu ers, it seems that by appropriately multiplexing between policies in G, using randomization, one can obtain an optimal policy for COP queues for < 1 using a similar LP as above. An -optimal policy can then be obtained for the case of nite bu ers and < 1, as in Theorem 9.1.
Appendix
We present below three Lemmas. The proof of the rst two is given in 6].
Lemma 10.1 Let P be a stochastic matrix on X X. Then (I ? P) ?1 = P 1 j=0 j P j , i.e. Lemma 10.2 Let P n , n = 1; :::: and P be stochastic matrices on X X such that lim n!1 P n = P (the convergence is componentwise or equivalently in the product topology (X) X ). Then 
Proof: It easily follows that the transition probabilities converge pointwise: lim n!1 P w(n) = P w . For < 1, (54) then follows from Lemma 10.2. For = 1, this follows from the continuity of u in u 2 U(S), which holds by A3(ii) see 18] p. 82.
