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Abstract
An evergreen theme in topological graph theory is the study of graph complexes, (Proof of
the Lovász conjecture, arXiv:math.CO/0402395, 2, 2004; J. Combin. Theory Ser. A 25 (1978)
319–324; Using the Borsuk–Ulam Theorem, Lectures on Topological Methods in Combinatorics
and Geometry, Springer Universitext, Berlin, 2003; [17]). Many of these complexes are Z2-spaces
and the associated Z2-index IndZ2 (X) is an invariant of great importance for estimating the chro-
matic numbers of graphs. We introduce WI-posets (Deﬁnition 2) as intermediate objects and em-
phasize the importance of Bredon’s theorem (Theorem 9) which allows us to use standard tools of
topological combinatorics for comparison of Z2-homotopy types of Z2-posets. Among the conse-
quences of general results are known and new results about Z2-homotopy types of graph complexes.
It turns out that, in spite of great variety of approaches and deﬁnitions, all Z2-graph complexes
associated to G can be viewed as avatars of the same object, as long as their Z2-homotopy types
are concerned. Among the applications are a proof that each ﬁnite, free Z2-complex is a graph
complex and an evaluation of Z2-homotopy types of complexes Ind(Cn) of independence sets in a
cycle Cn.
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0. Introduction
By a deep observation of Lovász [15], the chromatic number (G) of a graph can be
approximated from below by integers reﬂecting the topological complexity of associated
graph complexes. The impact of this observation cannot be overestimated and this direction
of topological graph theory has been for decades a vital part of topological combinatorics,
see [16,17] and the references therein.
Theﬁrst in the series of graph complexes is the so-calledneighborhood complexN(G) :={
S ⊂ VG | CN(S) = 
}
, where CN(S) is the set of all common neighbors of S in G.
Currently there exist a dozen of graph complexes, see Refs. [1–4,8–10,14–17,19,21,24].
Many of them originated from the neighborhood complexN(G) and all of them are used to
produce lower bounds for the chromatic number ofG in terms of other numerical invariants.
A central among these invariants is the equivariant index IndZ2(K), which applies to graph
complexes K with ﬁxed point free involutions  : K −→ K . IndZ2(K) is deﬁned as the
minimum integer n such that there exists a Z2-equivariant map f : K −→ Sn. This integer
is an invariant of the Z2-homotopy type of the Z2-complex K and it is not a surprise that
much of the current research is focused on clarifying the mutual relationship of different
graph complexes [9,10,16,17].
In this paper we develop a uniﬁed approach to the problem of comparing Z2-homotopy
types of graph complexes. The so-calledWI-posets (Deﬁnition 2) are designed to capture
the essential features of the neighborhood complex (lattice)N(G) and to serve as a basis for
construction of graph posets. The idea to use posets (lattices) as intermediate objects in the
constructionof graph complexes is not new.Walker introducedortholattices in [24] precisely
for this purpose and was the ﬁrst to emphasize the functoriality of such a construction. The
novelty of our approach is in the systematic use of Bredon’s theorem (Theorem 9) which
allows us to shift from Z2-homotopy types to the ordinary homotopy types of posets. This
change of perspective brings in powerful and elegant tools of topological combinatorics,
notably Quillen ﬁber theorem and its relatives. It also accounts for the greater generality
and conceptual simplicity achieved by the introduction ofWI-posets. Using this approach
we obtain new Z2-homotopy equivalences between graph complexes and posets (Sections
3 and 4) and as a consequence derive new conceptual proofs of related results of Matoušek
and Ziegler [17], Csorba et al. [8,10], and Lovász [17, Section 5]. Among the highlights are
a proof (Section 6) of the fact that each ﬁnite, free Z2-complex is a graph complex (earlier
proved by Csorba [9]) and an analysis (Section 8) of Z2-homotopy types of complexes
Ind(Cn), which appear in Babson and Kozlov solution of Lovász conjecture, [4].
The notation used in the paper is standard [6].G = (VG,EG) is a ﬁnite graphwithVG and
EG as the sets of vertices and edges. All graphs are simple and undirected. The collection
of all chains in a (ﬁnite) posets P forms a simplicial complex called the order complex
(P ) of P. A Z2-space is a topological space X equipped with a continuous involution
 : X → X, 2 = 1X. A Z2-equivariant map f : X −→ Y between two Z2-spaces X and
Y is a continuous map satisfying the condition f (x) = f (x). A Z2-equivariant map, or
a Z2-map for short, is a Z2-equivalence if there exists a Z2-map g : Y −→ X such that
g ◦ f is Z2-homotopic to 1X and f ◦ g is Z2-homotopic to 1Y . A general reference for
G-spaces, G-equivariant maps and related concepts and facts is [11]. Expositions oriented
towards applications in combinatorics can be found in [16,28,27].
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1. Involutive and weakly involutive posets
Deﬁnition 1. A poset (Q, ) is involutive (I-poset) if it is equipped with an involution
C : Q −→ Q which is either monotone or antitone, i.e. which satisﬁes either the condition
xy ⇒ C(x)C(y) or the dual condition xy ⇒ C(x)C(y).We also say that (Q, )
admits a Z2-action or that (Q, ) is a Z2-poset.
Deﬁnition 2. A weakly involutive poset (P, C), or aWI-poset for short, is a ﬁnite poset P
equipped with a function C : P → P such that
xy ⇒ C(x)C(y), (1)
xC(C(x)) = C2x. (2)
Remark 3. The theories of antitone and monotone I-posets are similar but there are also
some important differences. For example only antitone I-posets areWI-posets in the sense
of Deﬁnition 2. Some results in the paper are sensitive to this difference; so whenever
necessary, it will be emphasized what kind of I-posets we are dealing with.
Deﬁnition 4. Suppose that (P, C) is aWI-poset. Then the associated (antitone) involutive
poset L(P ) is a subposet of P deﬁned by L(P ) = {x ∈ P | C2x = x}.
An easy consequence of Eqs. (1) and (2) is the equality C3x = Cx which implies
that L(P ) is non-empty and that C, restricted to L(P ), is a genuine antitone involution
turning (L(P ), C) into an involutive poset in the sense of Deﬁnition 1. The involutive poset
(L(P ), C) is often called the Lovász poset associated to (P, C) for the reasons explained
in Section 5.
Deﬁnition 5. The box poset B(P ) associated to aWI-poset (P, C) is a subposet of P ×P
deﬁned by
B(P ) = B(P, C) = {(x, y) ∈ P × P | xCy& yCx}.
It is desirable to isolate the “correct” notion of amorphism ofWI-posets whichwould turn
P → L(P ) and P → B(P ) into genuine functors. If f : (P, C)→ (Q,C) is a monotone
map of WI-posets such that f (C(x)) = C(f (x)) then obviously there exists a monotone
map f¯ : L(P ) → L(Q) of associated Lovász posets. This condition is unfortunately too
restrictive. Here is a natural condition on a monotone map f : (P, C) → (Q,C) of WI-
posets guaranteeing that the associated map F : B(P )→ B(Q), (x, y) → (f (x), f (y)),
is well deﬁned and monotone.
Deﬁnition 6. A monotone map f : (P, C) → (Q,C) of WI-posets is a WI-morphism if
f (C(x))C(f (x)) for each x ∈ P .
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Deﬁnition 7. The poset of intervals (Int(Q),), associated to a poset (Q, ), is by deﬁ-
nition
Int(Q) = {(x, y) ∈ Q×Q | xy} ,
where (x, y)(x′, y′)⇔ xx′y′y. The elements of Int(Q)may be interpreted as the
intervals
(
y
x
)
Q
= [x, y]Q in the poset Q and  as the reversed containment relation.
As usual, (Q) is the order complex of a poset (Q, ). Given a simplicial complex
K, more generally a polyhedral or a regular CW-complex, the associated face poset is
(K) = ((K),⊇). Note that (K) is ordered by the reversed inclusion, i.e. F1F2 is
equivalent to F1 ⊇ F2.
Deﬁnition 8. The poset Chain(Q) = ((Q)) is called the chain poset associated to
(Q, ). Its elements are chains A = {x1 · · · xk} in Q and AB if B is a subchain
of A.
2. Bredon’s theorem
A fundamental tool in the theory of transformation groups is a theorem of Bredon which
gives necessary and sufﬁcient conditions on a G-map f : X −→ Y to be a G-homotopy
equivalence, cf. [7, Chapter II] or [11, Section II.2]. In this paper we need a Z2-version
of this result. Here and elsewhere throughout the paper we consistently assume that all
spaces are simplicial Z2-complexes (polyhedral, CW) and that the Z2-maps are simplicial
(cellular). Bredon’s theorem holds in higher generality [12] than stated/used in this paper
but in combinatorial applications we can usually restrict our attention to narrower and more
manageable classes of spaces.
Theorem 9. Suppose that f : X −→ Y is a (simplicial) Z2-map of simplicial Z2-
complexes X and Y. Let XZ2 and YZ2 be the associated subspaces of ﬁxed points and
f Z2 : XZ2 −→ YZ2 the map induced by f. Then f is a Z2-homotopy equivalence if and only
if both f : X −→ Y and f Z2 : XZ2 −→ YZ2 are homotopy equivalences.
Corollary 10. If in Theorem 9 the actions of Z2 on both X and Y are free, i.e. if XZ2 =
YZ2 = ∅, then a Z2-map f : X −→ Y is a Z2-equivalence if and only if it is an ordinary
homotopy equivalence.
Corollary 11. Suppose that P and Q are two involutive posets (Deﬁnition 1) and let f :
P −→ Q be a Z2-equivariant map of posets. Let PZ2 andQZ2 be the associated subposets
of ﬁxed elements. Then f : P −→ Q is a Z2-equivalence if and only if both f : P −→ Q
and f : PZ2 −→ QZ2 are homotopy equivalences of posets.
Once we reduced the question of Z2-equivalence to the problem of verifying ordinary
homotopy equivalences, we have at our disposal all the usual combinatorial tools, cf. [6,26].
Our main tool in this paper is the well-known Quillen ﬁber theorem [6,20,26] which says
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that a monotone map f : P −→ Q of posets is a homotopy equivalence if f−1(Qq) is
contractible for each q ∈ Q. Equally important and useful is the following result widely
known as Order Homotopy Theorem, [22,20,6], see also [25] for subsequent developments
and related references.
Proposition 12. Suppose that f and g are two monotone maps of posets P and Q such that
f (x)g(x) for each x ∈ P. Then there is a homotopy equivalence(f )  (g) : (P ) −
→ (Q) between the induced maps of associated order complexes. Moreover, if P = Q
and g = 1P is the identity map, then the subcomplex Im(f ) ⊆ (P ) is a deformation
retract of (P ).
Example 13. The well-known fact that the inclusion map L(P ) −→ P is a homotopy
equivalence, actually an inverse to a deformation retraction, is easily deduced from the
second half of Proposition 12. Indeed, it is sufﬁcient to deﬁne f as the map C2 : P −→ P .
3. 2-homotopy equivalences of 2-posets
Suppose that (P, C) is a WI-poset (Deﬁnition 2). Then the associated Lovász poset
L(P ) is involutive with the action (antitone involution)  : L(P ) −→ L(P ) deﬁned
by (x) := Cx. The box poset B(P ) (Deﬁnition 5) also admits a Z2-action deﬁned by
(x, y) := (y, x). If (Q, ) is a Z2-poset with an antitone involution  : Q −→ Q, then
both the poset of intervals Int(Q) (Deﬁnition 7) and the chain poset Chain(Q) (Deﬁnition
8) admit natural Z2-actions. More precisely, if
(
y
x
) ∈ Int(Q), then  ( y
x
) := ((x)(y)) and
for A = {x1 · · · xk} ∈ Chain(Q),(A) = B where B = {(xk) · · · (x1)} .
Consequently, for eachWI-poset (P, C) there arise four differentZ2-posetsL(P ),B(P ),
Int(L(P )), and Chain(L(P )). Our objective is to demonstrate that all these posets are Z2-
homotopy equivalent.
Proposition 14. Assume that (Q, ) is an I-poset with an antitone involution C : Q −
→ Q. Then the Z2-map  : Int(Q) −→ B(Q) deﬁned by 
(
y
x
) := (x, Cy) is a Z2-
isomorphism of Z2-posets.
Proof. Deﬁne the inverse map ′ : B(Q) −→ Int(Q) by the formula ′(a, b) :=
(
Cb
a
)
.
Note that both  and ′ are well deﬁned. It remains to be shown that one of them, say
, is both monotone and Z2-equivariant. Indeed,  is monotone since
(
y
x
)
( y′
x′ ) ⇐⇒ xx′y′y implies xx′ and CyCy′, i.e. (x, Cy)(x′, Cy′) in B(Q). It is
Z2-equivariant since
(
(y
x
)
) = 
(
Cx
Cy
)
= (Cy,C2x) = (Cy, x) = (x, Cy) = (
(y
x
)
). 
Proposition 15. Let (P, C) be a WI-poset. Then the Z2-map  : B(L(P )) −→ B(P ) of
Z2-posets, induced by the inclusion map L(P ) −→ P, is a Z2-equivalence.
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Proof. By Bredon’s theorem (Theorem 9), we are supposed to show that the following two
conditions are satisﬁed:
•  : B(L(P )) −→ B(P ) is a homotopy equivalence,
• Z2 : B(L(P ))Z2 −→ B(P )Z2 is a homotopy equivalence.
Suppose that (u, v) ∈ B(P ). Then (C2u,C2v) ∈ B(L(P )) and (C2u,C2v)(u, v).
Moreover, if (x, y) ∈ B(L(P )) such that (x, y)(u, v), a consequence of monotonicity of
C2 is (x, y) = (C2x, C2y)(C2u,C2v). In other words −1(B(P ) (u,v)) has aminimum
element (C2u,C2v), hence it is contractible. By Quillen ﬁber theorem  : B(L(P )) −→
B(P ) is a homotopy equivalence.
Let us start with an observation that B(L(P ))Z2 = {(x, x) | x ∈ L(P )}L(P ) and
B(P )Z2 = {(u, u) | u ∈ P }P. It follows fromExample 13 thatZ2 is also an equivalence
of posets. 
Proposition 16. Suppose that (Q,C) is an (antitone) involutive poset (I -poset) in the
sense of Deﬁnition 1. Let  : Chain(Q) −→ Int(Q) be the map of the associated chain and
interval posets deﬁned by (A) =
(
xm
x1
)
where A = {x1 · · · xm} ∈ Chain(Q). Then
 is a Z2-equivalence.
Proof. As before, owing to Bredon’s theorem, it is sufﬁcient to show that both  :
Chain(Q) −→ Int(Q) and Z2 : Chain(Q)Z2 −→ Int(Q)Z2 are homotopy equivalences.
Given
(
b
a
)
∈ Int(Q) and A = {x1 · · · xm} ∈ Chain(Q), we observe that(
b
a
)
(A) ⇐⇒ ax1 · · · xmb.
LetD := −1(Int(Q)( b
a
)). Deﬁne two monotone maps , : D −→ D, by the formulas
(A) = A′ := {ax1 · · · xmb} and (A) := {ab} .
Let 1D : D −→ D be the identity map. Then 1D(A)(A)(A) for each A ∈ D. By
Proposition 12 the posetD is contractible, so byQuillenﬁber theorem is a homotopy equiv-
alence. Let us establish now a similar fact for the map Z2 : Chain(Q)Z2 −→ Int(Q)Z2 .
Observe that
(
b
a
)
∈ Int(Q)Z2 if and only if
(
b
a
)
=
(
Cx
x
)
for some x ∈ Q such that xCx.
Similarly,A ∈ Chain(Q)Z2 if and only if there exist elements x1 · · · xk in Q such that
xkCxk , in which caseA := {x1 · · · xkCxk · · · Cx1}. Note that the inequality
xkCxk is not necessarily strict. Since (A) =
(
Cx1
x1
)
, we observe that
(
Ca
a
)
(A) if
and only if ax1 andCx1Ca. Deﬁne 1(A) = A′ := {ax1 · · · xkCxk · · · 
Cx1Ca} and 1(A) := {aCa} as monotone maps on the poset D1 := (Z2)−1
(Int(Q)Z2

(
Ca
a
)). Since 1D1(A)1(A)1(A) for each A ∈ D1 we deduce from Propo-
sition 12 that D1 is contractible. Hence, by Quillen ﬁber theorem, Z2 is a homotopy
equivalence which completes the proof of the proposition. 
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Corollary 17. Let (P, C) be a WI-poset and L(P ) the associated Lovász subposet. Then
 : Chain(L(P )) −→ Int(L(P )) is a Z2-homotopy equivalence.
Proposition 18. Suppose that (Q,C) is an involutive poset (I-poset). Then there is a Z2-
homotopy equivalence of Z2-complexes (Q) and (Chain(Q)).
Proof. Assume that (Q,C) is antitone, the proof for monotone I-posets is analogous. Note
that (Chain(Q)) is just the ﬁrst baricentric subdivision of the simplicial complex (Q).
Hence, there is awell-knowncanonical homeomorphism : |(Q)| −→ |(Chain(Q))| of
the associated geometric realizations of these complexes.What remains to be done is to show
that isZ2-equivariant. Recall that theZ2-actions onQ andChain(Q) are given by(q) =
Cq and  {x1 · · · xk} = {Cxk · · · Cx1}, respectively. The homeomorphism  is
explicitly deﬁned as follows. Let t = t1x1 + · · · + tkxk ∈ |(Q)|, where x1 < · · · < xk ,
t1+ · · ·+ tk = 1, and tj0. Put the sequence (tj )kj=1in the descending order which means
that for some permutation  : [n] −→ [n] we have inequalities t1 t2 · · ·  tk . Then
X1X2 · · ·Xk , where Xj :=
{
x1 , x2 , . . . , xj
}
is a chain in the poset Chain(Q)
and (t) = s1X1 + s2X2 + · · · + skXk ∈ |(Chain(Q))|, where the relation between
sequences (sj )kj=1 and (tj )
k
j=1 is determined by the following equality:
s1x1 + s2
x1 + x2
2
+ · · · + sk x1 + · · · + xk
k
= t1x1 + · · · + tkxk .
Note that (t) = t1C(x1)+ · · · + tkC(xk), and (t) = s1(X1)+ s2(X2)+ · · · +
sk(Xk ) = ((t)), which implies that  is indeed Z2-equivariant. 
All results in this section together imply that there exists essentially a unique Z2-
homotopy type associated to a givenWI-poset (P, C).
Corollary 19. For a WI-poset (P, C), the order complexes of Z2-posets
L(P ) B(P ) B(L(P )) Int(L(P )) Chain(L(P ))
are all Z2-homotopy equivalent.
4. Relatives of the box poset
As a variation on a theme, motivated by applications in Section 5, we introduce two more
relatives of the box posetB(P ).
Deﬁnition 20. Assume that (P, C) is a WI-poset. Deﬁne P̂ := P ∪ {̂0} as a new poset
obtained by adding to P a possibly new minimum element 0̂. The extended box poset
Bex(P ), associated to the WI-poset P, is a subposet of P̂ × P̂ deﬁned by Bex(P ) :=
B(P ) ∪ {(p, 0̂) | p ∈ P } ∪ {(̂0, q) | q ∈ P }.
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Theorem 21. Suppose that (P, C) is aWI-poset andB(P ),Bex(P ) the box poset, respec-
tively, the extended box poset associated to P. Then the inclusionmap e : B(P ) −→ Bex(P )
is a Z2-equivalence of posets.
Proof. As before, we ought to show that both e : B(P ) −→ Bex(P ) and eZ2 : B(P )Z2 −
→ Bex(P )Z2 are homotopy equivalences of posets. Let us show that for each (p, q) ∈
Bex(P ) the poset Dp,q := e−1(Bex(P ) (p,q)) is contractible. This is obvious if p =
0̂ = q since in that case Dp,q = B(P ) (p,q). Let us establish the contractibility of
D
p,0ˆ; the case of D0ˆ,q is treated similarly. By deﬁnition (x, y) ∈ Dp,0ˆ if and only if
xp, xCy, and yCx. As a consequence we have the inequalities yCxCp. This
means that (p, y) ∈ B(P ) and, since (p, y)(p, 0̂), we conclude that (p, y) ∈ D
p,0ˆ.
The identity map 1D
p,0ˆ
and the map  : D
p,0ˆ −→ Dp,0ˆ deﬁned by (x, y) = (p, y)
satisfy the condition (x, y) = (p, y)(x, y) = 1D
p,0ˆ
(x, y); hence, by Proposition 12,
E
p,0ˆ = Im() = {(p, y) | yCp&pCy} is a deformation retract of Dp,0ˆ. On the other
hand, since (p, Cp) is the maximum element ofE
p,0ˆ, we conclude thatEp,0ˆ is contractible;
so the same holds for D
p,0ˆ.
The case of the map eZ2 : B(P )Z2 −→ Bex(P )Z2 is simpler sinceB(P )Z2 = Bex(P )Z2
= {(p, p) | p ∈ P } and eZ2 is an identity map. 
Deﬁnition 22. Suppose that (P, C) is aWI-poset and that P is a subposet of an auxiliary
poset S. Deﬁne the box poset of P enriched over S as the Z2-subposet of Ŝ × Ŝ described
by the equality
BS(P ) := B(P ) ∪
{
(p, 0̂) | p ∈ S} ∪ {(̂0, q) | q ∈ S} .
Theorem 23. Suppose that (P, C) is a WI-poset, S a superposet of P, andBS(P ) the box
poset of P enriched over S. If S is contractible, then the geometric realization |(BS(P ))|
of this poset is a Z2-space, which is Z2-homotopy equivalent to the suspension Susp(|
(B(P ))|) of the geometric realization of the box posetB(P ).
Proof. Let
←→
B(P ) = B(P ) ∪ {a1, a2} be the poset obtained from the box poset B(P ) by
adding two new incomparable minimal elements a1 and a2. Extend the involution  from
B(P ) to
←→
B(P ) by the requirement that (a1) = a2 and (a2) = a1. Note that each chain
A in B(P ) can be extended to chains A1 = A∪ {a1} and A2 = A∪ {a2}. Since a1 and a2
are incomparable, we observe that the geometric realization of the order complex (
←→
B(P ))
is, as a Z2-space, homeomorphic to the suspension Susp(|(B(P ))|). Deﬁne a monotone,
Z2-map  : BS(P ) −→
←→
B(P ) of posets as follows. If p, q ∈ P then (p, q) = (p, q).
Otherwise (p, 0̂) = a1 and (̂0, p) = a2 for each p ∈ S. The map  is obviously
Z2-equivariant. Let us show that it is a Z2-equivalence. In light of Theorem 9 we ought to
show that both andZ2 are ordinary homotopy equivalences. The mapZ2 turns out to
be essentially an identity map, so we focus our attention on. LetDz := −1(
←→
B(P )z).
If z(x, y) ∈ B(P ), then Dz = BS(P ) (x,y); hence it is contractible. If z = a1 for some
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p ∈ S, then Da1 can be deformed to its subposet S1 := {(p, 0̂) | p ∈ S}. Indeed, such a
deformation is provided by the map  : Da1 −→ S1, where (x, y) := (x, 0̂). Since S1S,
and by assumption S is contractible, we conclude that Da1 is contractible. By a similar
argument Da2 is also contractible and ﬁnally, by Quillen ﬁber theorem,  is a homotopy
equivalence of posets. 
5. Applications to graph complexes
Suppose that G = (VG,EG) is a ﬁnite graph. The poset (PG,⊆), where by deﬁnition
PG :=
{
A ⊂ VG | CN(A) = 
}
, is weakly involutive (aWI-poset) where the weak invo-
lution C : PG −→ PG is deﬁned by C(A):= CN(A). This is precisely the example which
served as a motivation for introducing WI-posets and the development of the associated
Z2-posets (Z2-complexes). By specialization, each of the Z2-posets from Sections 3 and 4
yields the corresponding graph Z2-complex. Here is a partial list of these complexes
L(G) := L(PG) B(G) := B(PG) Bex(G) := Bex(PG) BS(G) := BS(PG).
One of our objectives in this section is to compare these complexes with the existing graph
complexes listed in [17]. More importantly, we demonstrate that in virtually all cases an-
alyzed in [17] (Theorems 1 and 3), the equality IndZ2(X1) = IndZ2(X2) of Z2-indices
of graph complexes is a consequence of the stronger statement that X1 and X2 are Z2-
homotopy equivalent. Similarly, all the inequalities IndZ2(X1)IndZ2(X2)+ 1 are found
to be consequences of the Z2-equivalence X1Susp(X2).
Caveat: We interchangeably use the words posets and complexes for the same objects.
This should not cause any ambiguity since one already talks about the homology and the
homotopy of a posetQ, having in mind the homology and homotopy of the associated order
complex (Q).
The complex L(G) is of course the Lovász original Z2-poset (Z2-complex), denoted by
L(G) in [17]. The poset B(G) is easily identiﬁed as the box complex Bchain(G), while
Bex(G) is clearly the box complex B(G) from [17]. The complex B0(G) is recognized as
our complex BS(G) where S = P ′(VG) := P(VG) \
{

}
is the poset of all non-empty
subsets of VG.
All Z2-equivalences between these complexes (and their suspensions) are immediate
consequences of results from Sections 3 and 4. The complexes from [17] that do not au-
tomatically ﬁt into this scheme are complexes Bedge(G), BKGSark(F), BKGchain(F), listed as
complexes no. 4, 5, and 6 in Section 5 of [17]. Note that the complexes
BKGSark(F) :={B ′ unionmulti B ′′ | B ′, B ′′ ⊆ [n], B ′ ∩ B ′′
= , (∃X ∈ F)X ⊆ B ′ or X ⊆ B ′′},
BKGchain(F) :={B ′ unionmulti B ′′ | B ′, B ′′ ⊆ [n], B ′ ∩ B ′′
= , (∃X, Y ∈ F)X ⊆ B ′& Y ⊆ B ′′},
are deﬁned in terms of the chosen Kneser representative F of the graph G = KG(F)
where, following [17], VKG(F) = F and {A,B} ∈ EKG(F) ⇔ A ∩ B = ∅. This explains
why they cannot be immediately expressed in terms of the associatedWI-posets (PG,C).
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Nevertheless, the approach based on Bredon’s theorem (Theorem 9) is equally efﬁcient and
elegant.
Proposition 24. LetG = KG(F) be the Kneser graph associated to a ﬁnite family of sets
F . LetB(G) = Bchain(G) and BKGchain(F) be the associated box complexes (no. 3 and no.
6 from the list in Section 5 of [17]). Then the map
 : Bchain(G) −→ BKGchain(F)
deﬁned by(aunionmultib) := (AunionmultiB),whereA := ∪a andB := ∪b, is aZ2-homotopy equivalence
of Z2-posets (Z2-spaces).
Proof. The action ofZ2 on bothBchain(G) andBKGchain(F) is free; hence, in light of Theorem
9, it is sufﬁcient to show that is a homotopy equivalence. Again, the Quillen ﬁber theorem
proves to be a very convenient tool. Given A unionmulti B ∈ BKGchain(F), let
DA,B := −1(BKGchain(F)AunionmultiB) := {a unionmulti b ∈ Bchain(G) | ∪a ⊆ A and ∪ b ⊆ B} .
Note that both a′ := {X ∈ F | X ⊆ A} and b′ := {Y ∈ F | Y ⊆ B} are non-empty. More-
over, a′ unionmulti b′ is the maximum element inDA,B ; henceDA,B is contractible. It immediately
follows that  is a homotopy equivalence and, a posteriori by Bredon’s theorem,  is a
Z2-homotopy equivalence. 
Proposition 25. Assume that G = KG(F) is the Kneser graph associated to F and let
B0(G)BP ′(V )(G) and BKGSark(F) be the box complexes (posets) no. 2 and no. 6 from the
list in Section 5 of [17]. Then the map
 : B0(G) −→ BKGSark(F)
deﬁned by(a unionmulti b) := (A unionmulti B) is a Z2-homotopy equivalence.
Proof. The proof is similar to the proof of Proposition 24. If A unionmulti B ∈ BKGSark(F), then by
deﬁnition at least one of the sets A and B contains an element X ∈ F as a subset. If both
A and B satisfy this condition, then, as in the proof of Proposition 24, the set DA,B :=
−1(BKGSark(F)AunionmultiB) has a maximum element and must be contractible. Suppose thatA ⊇
X ∈ F but B does not contain elements from F as subsets. Let c := {Y ∈ F | Y ⊆ A}.
Deﬁne  : DA,B −→ DA,B as the monotone map such that (x unionmulti y) := (c unionmulti y). Since
always xunionmultiycunionmultiy, we conclude that Im() is a deformation retract ofDA,B . On the other
hand Im() has the maximum element c unionmulti; hence it is contractible. This again allows
us to use Quillen ﬁber theorem to conclude that  is a homotopy equivalence. Bredon’s
theorem as before implies that is actually a Z2-homotopy equivalence. 
For completeness we formulate one more result involving the complex Bedge(G), listed
as no. 4 in the list in Section 5 of [17]. Recall that
Bedge(G) := {F ⊂ A′ × A′′ | ∅ = A′, A′′ ⊂ V, A′ ∩ A′′
= ∅, G[A′, A′′] is complete}.
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Proposition 26. LetG = KG(F) be the Kneser graph associated to a ﬁnite family of sets
F . LetB(G) = Bchain(G) and Bedge(G) be the associated box complexes (no. 3 and no. 4
from the list in Section 5 of [17]). Then the map
 : Bedge(G) −→ Bchain(G)
deﬁned by(F ) := (A′ unionmultiA′′) forF ⊂ A′×A′′ is aZ2-homotopy equivalence ofZ2-posets.
Proof. The proof is similar in spirit to the proofs in this and earlier sections so the details
are omitted. 
We have convinced ourselves that all Z2-complexes
L(PG) B(PG) Bex(PG) Bchain(G) Bedge(G) (3)
have the same Z2-homotopy type.
Deﬁnition 27. Given a graphG = (VG,EG), let(G) be the common Z2-homotopy type
of each of the complexes listed in (3). We occasionally, by a slight abuse of language, refer
to (G) as the graph complex associated to G.
6. Which 2-complexes are graph complexes?
Suppose that Lˆ = L∪{0ˆ, 1ˆ} is a ﬁnite lattice with L as its proper part, [6, Section 3]. The
proper part L of Lˆ is a semilattice in the sense that each subsetA ⊂ L, bounded from above,
has a least upper bound, similarly each B ⊂ L bounded from below has a greatest lower
bound. Conversely, each semilattice L is the proper part of the lattice Lˆ := L∪{0ˆ, 1ˆ}where
0ˆ and 1ˆ are added minimum (maximum) elements. Assume that (L, ) is a semilattice
which is also an I-poset (Deﬁnition 1) with a monotone involution C : L → L. Note that
Lˆ = L ∪ {0ˆ, 1ˆ} is also an I-poset where C : Lˆ → Lˆ is an extension of the old involution,
C(0ˆ) = 0, C(1ˆ) = 1ˆ.
If L is free in the sense that C satisﬁes an additional condition, x = C(x) ⇒ x =
0ˆ or x = 1ˆ, or equivalently if the involution C : L → L is ﬁxed-point-free, then we call
L a free I-semilattice. The ortholattices used by Walker [24, Section 4] are very similar
to our free I-semilattices, the main difference being that the involution C : L → L in
an ortholattice is antitone, rather than monotone. The condition xy ⇒ C(y)C(x)
implies that the “orthogonality relation”, x ⊥ y ⇔ xC(y), is symmetric which leads
to an “orthogonality graph” G⊥ = (V ⊥, E⊥) associated to L deﬁned by V ⊥ = L and
(x, y) ∈ E⊥ ⇔ x ⊥ y. The associated (neighborhood) graph complex (lattice) turns out
to be closely related to the original ortholattice L and among the consequences is the result
that each ortholattice arises as the graph complex (lattice) of some graph.
Each free I-semilattice also can be associated to a natural graphGL = (VL,EL) and our
main objective in this section is to analyze its graph complex (GL).
Deﬁnition 28. Suppose that (L, ) is a free I-semilattice, i.e. a semilattice which is a
monotone I-poset with a ﬁxed-point-free involution C : L → L. Deﬁne the associated
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“compatibility graph” GL = (VL,EL) as the graph on the ground set VL := L such that
(x, y) ∈ EL ⇔ yC(x) or xC(y).
The “fat” semilattices or F-semilattices for short are particularly well behaved and admit
a short and transparent description of its “compatibility graph” GL.
Deﬁnition 29. A semilattice (L, ) is an F-semilattice if its intervals [x, y]L are “fat”
in the sense that for each strict chain x < z < y in L there is an element z′ ∈ [x, y]L,
incomparable to z.
Suppose fromhere on that (L, ) is a free I-semilatticewith “fat” intervals. LetN(GL)be
the neighborhood complex ofGL andL(GL) the associated Lovász complex. By deﬁnition
CN({x}) = LC(x) ∪ LC(x) = C(Lx ∪ Lx) = C(Comp({x})),
where Comp(B) is the set of all elements in L which are -comparable with all elements
y ∈ B. Let us observe that for each A ⊂ L, if CN(A) = ∅, then there exists a chain
a1b1a2b2 · · · akbk in Lˆ such that
CN(A) = [a1, b1]L ∪ [a2, b2]L ∪ · · · ∪ [ak, bk]L. (4)
Note that we allow elements in this chain to be 0ˆ or 1ˆ; however, the intervals are always
taken in L so for example [0ˆ, x]L = Lx and [y, 1ˆ]L = Ly . The observation follows by
an easy induction on the size ofA ⊂ L. Indeed, ifA′ = A∪{x′}, thenCN(A′) = CN(A)∩
CN({x′}) = CN(A) ∩ (LC(x′) ∪ LC(x′)) and, if CN(A) admits a decomposition (4),
it is easily checked that CN(A′) also admits such a decomposition. Note that here we did
not use the fact that L has “fat” intervals. This hypothesis is essentially used in the proof of
the following lemma.
Lemma 30. If CN(A) admits the decomposition (4) then
CN(CN(A))= [0ˆ, C(a1)]L ∪ [C(b1), C(a2)]L ∪ · · · ∪ [C(bk−1), C(ak)]L
∪ [C(bk), 1ˆ]. (5)
Proof. Let Comp(CN(A)) be the set of all elements in L comparable to all elements in
CN(A). Since the intervals in L are “fat”, we observe that
Comp(CN(A)) = [0ˆ, a1]L ∪ [b1, a2]L ∪ · · · ∪ [bk−1, ak]L ∪ [bk, 1ˆ]
and the Lemma is deduced from the fact that CN(CN(A)) = C(Comp(CN(A)). 
Theorem 31. Suppose that (L, ) is a free I-semilattice with “fat” intervals, F-semilattice
in the sense of Deﬁnition 29, and let GL = (VL,EL) be the associated “compatibility
graph”. Then the graph complex (GL) (Deﬁnition 27) of GL is Z2-homotopy equivalent
to the order complex (L).
Proof. Let Lˆ(GL) = {♦ ⊂ L | CN(CN(♦)) = ♦} be the Lovász lattice and L(GL) =
Lˆ(GL) \ {0ˆ, 1ˆ} its proper part. We already know that♦ ∈ L(GL) if and only if L = ♦ = ∅
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and ♦ = CN(A) admits a decomposition into a union of L-intervals, described in (4). The
posetL(GL) is ordered by the reversed inclusion, i.e.♦1♦2 ⇔ ♦1 ⊇ ♦2.Our objective is
to compare the semilattice L(GL) and the original semilattice L. Let Chain(L) = ((L))
be the chain poset associated to (L, ), Deﬁnition 8. By Proposition 18, posets L and
Chain(L) are Z2-homotopy equivalent. Deﬁne the map  : L(GL) → Chain(L) by the
formula
([a1, b1]L ∪ [a2, b2]L ∪ · · · ∪ [ak, bk]L)
= (a1b1 · · · akbk) ∈ Chain(L).
Here as before, some of the elements are allowed to be 0ˆ or 1ˆ but in the chain itself they are
neglected. Alternatively, one can agree that each chain in L is enriched by elements 0ˆ and
1ˆ. The map  is Z2-equivariant in the sense that for each ♦ ∈ L(GL), C(♦) = C(♦).
Unfortunately, themap is notmonotone (antitone). This is not a surprise sinceL(GL) is an
antitone while Chain(L) is a monotone I-poset; hence there does not exist a Z2-equivariant
monotone (antitone) map of these posets. In order to get around this difﬁculty we pass to the
I-posetChain(L(GL))which is a monotone I-poset and which, according to Proposition 18,
retains the Z2-homotopy type of the poset L(GL). The map  can be extended to a Z2-
equivariant, monotone map . : Chain(L(GL)) → Chain(L) of posets as follows. Given
a chain♦1♦2 · · · ♦k in L(GL), the associated elements(♦1),(♦2), . . . ,(♦k)
are not necessarily elements of a chain in Chain(L). The obstacle is that they may not be
comparable. However, their union is a well-deﬁned chain in L; so by deﬁnition
.((♦j )kj=1) :=
k⋃
j=1
(♦j ).
We claim that . is a Z2-homotopy equivalence. By Theorem 9, it is sufﬁcient to show
that . is an ordinary homotopy equivalence. As before, the Quillen ﬁber theorem is a
convenient tool. Given a chain  = (c1c2 · · · ck) ∈ Chain(L), our objective is
to show that D := (.)−1(Chain(L)) is a contractible subposet of Chain(L(GL)).
Note that D is itself a chain poset, D = Chain(E). Indeed, E is characterized by the
condition ♦ ∈ E if and only if (♦) is a subchain of . Since D and E have the same
homotopy type, it is sufﬁcient to show thatE is contractible. One way to establish this fact
is to observe that E is a semilattice and that ♦0 := [c1, ck] is an element in E with an
empty set of complements, cf. [6, Theorem 10.15]. One can also note thatE is isomorphic
to the poset F where I ∈ F if I = ♦∩ for some ♦ ∈ E. In other words, elements of
F are unions of intervals in . So there are alternative proofs thatDF is contractible;
for example, one can rely on the Order homotopy theorem, Proposition 12. 
Asa consequence ofTheorem31weobtain the following result of PéterCsorba answering
the question from the title to this section. Our proof is different and relies on a more general
result, Theorem 31. It was discovered independently at almost the same time, actually a
little after Csorba announced his proof in [9].
Theorem 32 (Csorba [9]). For each ﬁnite, free Z2-complex K there exists a graph G such
that the associated graph complex (G) is Z2-homotopy equivalent to K.
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Proof. The result is a consequence of Theorem 31 since obviously the face semilattice
(K) of K is a free I-semilattice with “fat” intervals. 
7. Complexes HomG,H) and the Lovász conjecture
The notion of a box poset associated to a WI-poset (P, C), Deﬁnition 5, admits
several generalizations in different directions. Here is one of the possibilities which
relates this construction to complexes Hom(G,H). Recall that these objects were intro-
duced by L. Lovász whose well-known conjecture about chromatic numbers of graphs
G with k-connected complexes Hom(C2r+1,G) was recently conﬁrmed by Babson and
Kozlov [4].
Deﬁnition 33. Suppose that G = (VG,EG) is a graph on the ground set [n], VG ⊆ [n].
The G-box poset G-B(P ) associated to a WI-poset (P, C) is a subposet of Pn deﬁned
by
G-B(P ) := {(x1, . . . , xn) ∈ Pn | (∀i = j) {i, j} ∈ EG
⇒ xiC(xj )& xjC(xi)
}
.
IfG = K2 is the complete graph on two vertices, theG-box posetG-B(P ) reduces to the
box posetB(P ) from Section 1. More importantly, if P = PH = {B ⊂ VH | CN(B) = ∅}
is theWI-poset associated to a graphH = (VH ,EH ), thenG-B(P ) is the face poset associ-
ated to the polyhedral complexHom(G,H) [3,4]. The fact thatHom(K2,G) is one of the
avatars of the graph complex(G), Deﬁnition 27, is already an indication of the importance
of the complexHom(G,H). Lovász conjectured that ifHom(C2r+1,G) is k-connected for
some r1, whereCd is the d-cycle, then (G)k+4. This conjecture was recently proved
by Babson and Kozlov [4]. The proof is fairly long and quite intricate involving a variety
of different techniques. In particular, it required a detailed combinatorial and homological
analysis of polyhedral complexes Hom(G,Kn) with a special emphasis on the complex
Hom(C2r+1,Kn) [3,4]. Having in mind that the existence of different models for the graph
complex (G) makes them more accessible, it is interesting to ask if Hom(G,H), and in
particular the complex Hom(C2r+1,G), also have different incarnations. Even if the an-
swer is negative, it may be of some interest to establish a “hierarchy theorem” in the spirit
of Theorem 1 in [17].
Let us start with the observation that most of the complexes and posets from Sections 3–5
do have their analogs in the broader context ofHom(G,H) complexes.We will not attempt
to give a complete analysis here. Instead, we select some model cases and give examples
which illuminate potential use of these more general objects. For example the poset G-
Bex(P ) is a relative of G-B(P ) obtained if in the Deﬁnition 33 we allow some, but not all
entries in the vector (x1, . . . , xn), to be equal to an added new minimum element 0ˆ. The
following deﬁnition is just a repetition of the deﬁnition of G-Bex(P ) in the case of the
WI-poset P = PH . The notation emphasizes the fact that the new complexes are relatives
of the poset (complex) Hom(G,H).
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Deﬁnition 34. The extended Hom-poset Homex(G,H) is a poset whose elements are all
functions  : VG → 2VH , such that (i) = ∅ for some i ∈ VG, for each edge {i, j} ∈ EG,
(i) ∩ (j) = ∅ and ∀x ∈ (i)∀y ∈ (j) {x, y} ∈ EH .
The reader familiar with [4] will notice right away that our Homex(G,H) is nothing
but the complex Hom+(G,H) which plays a very important role in the analysis lead-
ing eventually to the proof of Lovász conjecture! Note that Hom(G,H) is a subposet of
Homex(G,H) and, as a consequence of the analysis from [4], one cannot expect that these
two complexes are homotopy equivalent in general. Note also that in the case of a complete
graph H = Kn,  ∈ Homex(G,Kn) iff (i) = ∅ for some i and (i) ∩ (j) = ∅ for
each edge {i, j} ∈ EG. In this case Homex(G,H) can be seen as a subposet (subcomplex)
of a join (n−1)∗VG = n−1 ∗ · · · ∗ n−1 of |VG|-copies of the (n − 1)-simplex n−1
spanned by vertices of the graph Kn. In order to simplify the notation, from here on we
assume that VG = [m], VKn = [n] and to each function  ∈ Homex(G,Kn) we associate
its “graph” () ⊂ [m] × [n], where () ∩ ({i} × [n]) = {i} × (i). In this notation,
Homex(G,Kn) ⊂ (n−1)∗[m]. More importantly, the condition (i) ∩ (j) = ∅ for each
edge {i, j} ∈ EG indicates thatHomex(G,Kn) is, as a simplicial complex, aG-deleted join
of simplices n−1 in the sense of the following deﬁnition.
Deﬁnition 35. Suppose that G is a graph on [n] as a ground set, VG ⊂ [n]. Let {Ki}ni=1
be a collection of n-copies of a simplicial complex K. Then the G-deleted join of K is the
simplicial subcomplexK∗nG ofK ∗· · ·∗K = K∗n, where 1 ∗· · ·∗n ∈ K∗nG iff i ∩j = ∅
for each edge {i, j} ∈ EG.
If G = Km is a complete graph, then G-deleted join K∗mG = K∗m reduces to the usual
deleted join operation of simplicial complexes, [16, Section 5.5], [21,27]. The well-known
relation (K ∗ L)∗kK∗k ∗ L∗k easily generalizes to the following result:
Lemma 36. Suppose that K and L are simplicial complexes and let G = (VG,EG) be a
graph on the ground set [m], VG ⊂ [m]. Then,
(K ∗ L)∗mG K∗mG ∗ L∗mG .
An immediate consequence of Lemma 36 is the relation
Homex(G,Kn) = (n−1)∗mG ((pt)∗n)∗mG ((pt)∗mG )∗n. (6)
The complex (pt)∗mG is well known as the complex Ind(G) of all independent sets in a graph
G. Hence Eq. (6) is nothing but (a half of) Proposition 3.2 from [4] in disguise. This shows
that the study of complexesHomex(Cm,Kn) is reduced to the study of complexes Ind(Cn),
which is the subject of our next section.
8. Ind(Ln) and Ind(Cn) as 2-complexes
Let us denote by ε and 	, respectively, the trivial and non-trivial 1-dimensional real
representations of Z2. Given a Euclidean vector space V, let S(V ) be the associated unit
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sphere. If V is an orthogonal representation of Z2, the sphere S(V ) is a Z2-space. For
example S(ε) and S(	) are both 2-element sets, the ﬁrst with trivial and the second with
non-trivial action of Z2. Recall the well-known fact that S(U ⊕ V )S(U) ∗ S(V ). For
example, if V = pε ⊕ q	, then S(V ) is the sphere in Rp+q equipped with the action of
Z2 = {1,} such that (x1, . . . , xp, y1, . . . , yq) = (x1, . . . , xp,−y1, . . . ,−yq).
Deﬁnition 37. Deﬁne graphs Ln and Cn on [n] = {1, . . . , n} as the ground set by the
conditions
(i, j) ∈ ELn ⇔ |i − j | = 1 and (i, j) ∈ ECn ⇔ |i − j | = 1 (mod n).
Given an interval [p, q] in [n], letL[p,q]Lq−p+1 be the induced subgraph ofLn on [p, q]
as the set of vertices. Deﬁne Z2-actions on both Ln and Cn by the involution : [n] → [n]
which sends i to n − i + 1. Let Ind(Ln) and Ind(Cn) be the associated complexes of
independent sets with inherited Z2-actions.
Homotopy types of spaces Ind(Ln) and Ind(Cn) were determined in [13]. The question
of ﬁnding the associated Z2-homotopy types appeared as a natural step in the approach of
Babson and Kozlov, to the solution of Lovász conjecture, notably in the evaluation of the
height of the ﬁrst Stiefel–Whitney class of the Z2-complex Hom(C2r+1,Kn), [4, Sections
2.2 and 4.1]. Their methods permitted them to evaluate only the homotopy types of the
associated orbit spaces Ind(Cn)/Z2, but this turned out to be sufﬁcient for the intended
application.
In this section we strengthen this result of Babson and Kozlov by demonstrating how
the Z2-homotopy types of these complexes can be determined, again relying on Bredon’s
theorem. We restrict ourselves to the analysis of two important special cases. In the other
cases, corresponding to other values of n, the proofs are similar in spirit and rely on similar
ideas.
Proposition 38 (cf. Babson and Kozlov [4]). Assume that n = 6p − 1 and let S(ε) and
S(	) be 2-element sets (0-dimensional spheres), respectively, with trivial and non-trivial
action of Z2. Then Ind(Ln) is a Z2-complex which is Z2-homotopy equivalent to the join
of p copies of S(ε) and p copies of S(	),
Ind(L6p−1) Z2 S(ε)∗p ∗ S(	)∗p. (7)
Before we commence the proof of the proposition let us introduce some auxiliary def-
initions and useful lemmas. Given a graph G = (VG,EG) and a subset K ⊂ VG, deﬁne
G \K as the graph obtained from G by removing K and all edges incident to vertices in K.
For exampleG \ v is obtained from G by removing a vertex v, whileG \ St (v) is the graph
obtained from G if K = St (v) is the star of v, St (v) = {v} ∪ {w ∈ VG | (v,w) ∈ EG}.
Lemma 39. There is a decomposition Ind(G) = X ∪ Y where X = Ind(G \ v), and
Y = {v} ∗ Ind(G \ St (v)) where X ∩ Y = Ind(G \ St (v)).
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Lemma 40. Suppose that a, b, v ∈ VG are three distinct vertices in a graphG = (VG,EG)
such that both (a, b) ∈ EG and (b, v) ∈ EG.Moreover, we assume that a is not connected
with any other vertex in G, i.e. deg(a) = 1. Then Ind(G)  Ind(G \ v).
Proof. Note that Y in the decomposition Ind(G) = X ∪ Y in Lemma 39 is contractible,
being a cone with vertex v. The space X ∩ Y is also a cone since by assumption G \ St (v)
has an isolated vertex a. The proof is completed by invoking an easily established fact that
if both Y and X ∩ Y are contractible complexes, then X ∪ Y  X. 
Proof of Proposition 38. By successive applications of Lemma 40, we are able to remove
all vertices from the set K = {3, 6, . . . , 3p, . . . , 6p − 3} without changing the homotopy
type of Ind(L6p−1). In other words, Ind(L6p−1)  Ind(L6p−1 \K). Let us show that the
inclusion map e : Ind(L6p−1 \K)→ Ind(L6p−1) is actually a Z2-homotopy equivalence.
By Theorem 9, it is sufﬁcient to show that the inclusion map eZ2 : Ind(L6p−1 \ K)Z2 →
Ind(L6p−1)Z2 of the associated spaces of ﬁxed points is also a homotopy equivalence. Both
Ind(L6p−1) and Ind(L6p−1 \ K) are subcomplexes of the simplex  spanned by vertices
1, . . . , n. Identifying  with its geometric realization ||, assume that vertices of  are
points v1, . . . , vn in some vector space V. Note that  is also a Z2-space with the linear
action which is on vertices deﬁned by (vi) = vn+1−i . It is not difﬁcult to check that
x ∈ Z2 ⇔ x = t1 v1 + v6p−12 + · · · + t3p−1
v3p−1 + v3p+1
2
+ t3px3p, (8)
where tj0 and tj = 1. We conclude that Z2 is a simplex isomorphic to the face 1
of  spanned by the vertices {v1, v2, . . . , v3p}, where the isomorphism I : 1 →  is
the linear extension of the map vi → (vi + v6p−i )/2. The ﬁxed point spaces Ind(L6p−1 \
K)Z2 and Ind(L6p−1)Z2 are subspaces of Z2 which can be viewed, via isomorphism I, as
subspaces of 1. It immediately follows that Ind(L6p−1)Z2Ind(L[1,3p])Ind(L3p) and
Ind(L6p−1 \K)Z2Ind(L[1,3p] \K ′) where K ′ = {3, 6, . . . , 3p}. Again, by applications
of Lemma 40 and successive removal of vertices inK ′, we conclude that the inclusion map
Ind(L[1,3p] \ K ′) ↪→ Ind(L[1,3p]) is a homotopy equivalence; hence eZ2 : Ind(L6p−1 \
K)Z2 → Ind(L6p−1)Z2 is a homotopy equivalence. This, in light of Theorem 9, completes
the proof that e is a Z2-homotopy equivalence. Note that Ind(L6p−1 \K) is isomorphic to
the following join of circles:
Ind(L6p−1 \K)
Ind(L[1,2] ∪ L[6p−2,6p−1]) ∗ · · · ∗ Ind(L[3p−2,3p−1] ∪ L[3p+1,3p+2]).
This, together with the fact that
Ind(L[j,j+1] ∪ L[6p−j−1,6p−j ])S(ε) ∗ S(	)
ﬁnally completes the proof of Proposition 38. 
LetK be a ﬁnite simplicial complex and assume that 
 ∈ K is a simplexwhich is maximal
in the sense that it is not a proper face of any other simplex  ∈ K . Let dim(
) = k.
If K ′ := K \ {
}, then the geometric realization of K ′ is obtained from the geometric
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realization of K by removing the interior ◦
 of 
, |K ′| = |K|\ ◦
. If K ′ is contractible, then
K  K/K ′
/
Sk . In this case we call 
 a generating simplex ofK. Of course, it is not
true that a complex homotopy equivalent to a sphere must have a generating simplex. For
example Sk−1× I is a pure k-dimensional complex homotopic to Sk−1 which consequently
cannot have a ((k − 1)-dimensional) generating simplex. The following lemma gives a
sufﬁcient condition for the existence of generating simplices.
Lemma 41. Let K be a ﬁnite simplicial complex and assume that L ⊂ K is a subcomplex
of K simplicially isomorphic to a triangulation of a k-sphere Sk . Assume that the inclusion
map e : L→ K is a homotopy equivalence and let 
 ∈ L be a k-simplex which is maximal
in K, i.e. such that 
 is not a proper face of a simplex  ∈ K . Then 
 is a generating simplex
for K in the sense that the complex K ′ = K \ {
} is contractible and K/K ′  
/
Sk .
Proof. By assumption, L is a weak deformation retract of K; hence a strong deformation
retract [23, Section I.4]. Since 
 is maximal in K we observe that L \ {
} is a strong
deformation retract of K \ {
}. Since L \ {
} is contractible, K \ {
} is also contractible
and the result follows. 
Example 42. The proof of Proposition 38 reveals that the complexes Ind(L6p−1) and
L = Ind(L6p−1 \K) satisfy the conditions of Lemma 41. A simplex 
 in Ind(L6p−1 \K)
is maximal in Ind(L6p−1) if and only if there are at most two vertices from the ground
set [6p − 1] separating two consecutive vertices in 
. Hence, an example of a generating
simplex is
 = {2, 5, . . . , 3p − 4, 3p − 1, 3p + 1, 3p + 4, . . . , 6p − 5, 6p − 2}.
Proposition 43. The complex Ind(C6p−1) is Z2-homotopy equivalent to the sphere S2p−1
⊂ R2p with the action of Z2 = {1,} given by the formula
(x1, . . . , xp, y1, . . . , yp) = (x1, . . . , xp,−y1, . . . ,−yp).
In other words,
Ind(C6p−1) Z2 S(ε)∗p ∗ S(	)∗p. (9)
Proof. It was shown in [13] that Ind(C6p−1)  S2p−1. Moreover, it was shown that the
simplex

 = {2, 5, . . . , 3p − 4, 3p − 1, 3p + 1, 3p + 4, . . . , 6p − 5, 6p − 2}
is a generating simplex for the complex Ind(C6p−1). The reader is invited to prove this
fact along the lines of proofs of Proposition 38 and Example 42. As a consequence, we
know that Int(C6p−1)\ ◦
 is contractible. Let us note that 
 is Z2-invariant with respect to
the Z2-action on Ind(C6p−1) which, as we recall, arises from the involution  : [n] →
[n], (j) := n + 1 − j . It follows that 
/
Sk is a Z2-space and there is an obvious
Z2-equivariant collapsing map f : Ind(C6p−1) → 
/
. Let us show that this map is a
Z2-homotopy equivalence. Since f is a homotopy equivalence, by Theorem 9 it is sufﬁcient
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to show that f Z2 : Ind(C6p−1)Z2 → (
/
)Z2 is a homotopy equivalence. We follow
the same strategy as in the proof of Proposition 38, in particular we use the map I to
relate the ﬁxed point sets to subspaces of independence complexes. For example, as in the
proof of Proposition 38, Ind(C6p−1)Z2 is isomorphic to the complex Ind(L[1,3p]). Similarly,
(
/
)Z2 is isomorphic to the space
0/
0,where
0 is the simplex in Ind(L[1,3p]) spanned
by vertices {2, 5, . . . , 3p − 4, 3p − 1}. Note that 
0 is a maximal simplex in Ind(L[1,3p]).
Moreover, 
0 is a (p − 1)-dimensional simplex in the (p − 1)-sphere
Sp−1Ind(L[1,2]) ∗ · · · ∗ Ind(L[3p−2,3p−1])
which is a deformation retract of Ind(L[1,3p]). Hence 
0 is a generating simplex in the
complex Ind(L[1,3p]) which shows that the collapsing map f0 : Ind(L[1,3p])→ 
0/
0 is
a homotopy equivalence. This in turn implies that f Z2 : Ind(C6p−1)Z2 → (
/
)Z2 is a
homotopy equivalence and by Bredon’s theorem Ind(C6p−1) is Z2-homotopy equivalent to
the Z2-space 
/
.
In order to determine the Z2-structure of the Z2-space 
/
, note that it was already
done in the proof of Proposition 38. Indeed, the simplex 
 was shown to be a generating
simplex of the complex Ind(L6p−1 \K) and the collapsing map Ind(L6p−1 \K)→ 
/

is a Z2-homotopy equivalence, again by an application of Bredon’s theorem. This ﬁnally
establishes the decomposition (9). 
Remark 44. The fact that both Ind(L6p−1) and Ind(C6p−1) have identical Z2-decompo-
sitions, Propositions 38 and 43, is not an accident. Given a graph G = (VG,EG) and an
edge e = (u, v) ∈ EG, deﬁne G \ e and G \ St (e) as the graphs G \ e = (VG,EG \ {e})
andG\St (e) = G\ (St (u)∪St (v)). Then there is a decomposition, cf. [18], Ind(G\ e) =
Ind(G)∪{u, v} ∗ Ind(G \St (e))where Ind(G)∩{u, v} ∗ Ind(G \St (e))Ind(G \St (e)).
If G = C6p−1 and e = (1, 6p − 1), then
Ind(G \ St (e)) = Ind([6p − 1] \ {1, 2, 6p − 2, 6p − 1})Ind(L6p−5)
is contractible. It follows, along the lines of the proof of Lemma 40, that the natural inclusion
map e : Ind(C6p−1)→ Ind(L6p−1) is a homotopy equivalence. Themap e isZ2-equivariant
and a repetition of the argument already used in the proofs of Propositions 38 and 43 allows
us to conclude that e is a Z2-homotopy equivalence.
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