We develop and validate an algorithm for integrating stochastic differential equations under green noise. Utilizing it and the standard methods for computing dynamical systems under red and white noise, we address the problem of synchronization among chaotic oscillators in the presence of common colored noise. We find that colored noise can induce synchronization, but the onset of synchronization, as characterized by the value of the critical noise amplitude above which synchronization occurs, can be different for noise of different colors. A formula relating the critical noise amplitudes among red, green, and white noise is uncovered, which holds for both complete and phase synchronization. The formula suggests practical strategies for controlling the degree of synchronization by noise, e.g., utilizing noise filters to suppress synchronization.
I. INTRODUCTION
The interplay between noise and deterministic nonlinear dynamics often leads to interesting phenomena in physical systems such as noise-induced chaos ͓1͔, stochastic resonance ͓2͔, coherence resonance ͓3͔, and noise-induced synchronization ͓4-7͔. For example, when a dynamical system is in a periodic window so that it permits two coexisting invariant sets, one a periodic attractor and another a nonattracting chaotic set, noise can connect the two sets dynamically, leading to a chaotic attractor ͑noise-induced chaos͒. In stochastic resonance, noise can enhance and maximize, often significantly, the response of a nonlinear system to weak signals. In coherence resonance, noise can induce and optimize the temporal regularity of the system dynamics, regardless of the presence of any external signal. For a system of nonlinear oscillators, in the absence of coupling or in the weakly coupling regime where synchronization does not occur, noise applied identically to each oscillator can induce synchronization ͓4,5͔. Numerical and experimental evidence has also been presented for noise-induced chaotic phase synchronization ͓6-8͔. For limit-cycle oscillators, rigorous results have been obtained for noise-induced synchronization ͓9,10͔.
The focus of this paper is on synchronization induced by colored noise. Our motivations are twofold. Firstly, in the literature on noise-induced synchronization, Gaussian white noise is often assumed. Such a stochastic process possesses an infinite variance and no time correlation; it thus cannot occur in realistic physical systems. White noise, however, can be viewed as an approximation to "red" noise that possesses an exponentially decaying time correlation. Attention has then been paid to red noise in situations where the issue of time correlation is important ͓11͔. It becomes, however, a tacit working hypothesis in the literature that red noise represents colored noise. In fact, there has been quite limited effort on stochastic processes of other "colors" ͓12,13͔ which are characterized by different power spectra, or equivalently, by different autocorrelation functions according to the Wiener-Khinchin theorem. Our interest is thus in the effect of noise of different "colors" on synchronization. Secondly, stochastic processes of different color are by no means rare but rather, they abound in physical systems such as nonlinear electronic circuits. For example, green noise ͑see Sec. II for a full description͒, which exhibits a negative component in the autocorrelation function, in contrast to red noise that is positively correlated and white noise that has zero correlation, has been identified in circuit systems ͓12,13͔ and in neural networks ͓14͔. A previous study showed that green noise as an internal process can induce abnormal ballistic diffusion due to its vanishing power intensity at zero frequency ͓15͔, while white or red noise can only lead to normal diffusion. When green noise is applied externally to some ratchet system exhibiting Brownian motion, net flow of Brownian particles can be induced in the direction opposite to that induced by red noise, and white noise cannot even generate any directional net flow ͓13͔. These works suggest that the effect of the noise color can be quite significant on physical systems. While there is some work on the effect of red noise on synchronization in dynamical systems ͓16͔, so far there has been only limited work addressing the role of green noise in synchronization ͓17͔. To our knowledge, there has been no work on the effect of green noise on chaotic synchronization.
In this work, we systematically study the effect of colored noise on the onset of synchronization in chaotic systems. While the less treated case of green noise is our focus, we will consider all three processes: green, red, and white for the reason that the sum of the spectra of red and green noise is the spectrum of white noise and, as a result, their effects on synchronization can be related to each other. Our investigation has indeed revealed such a relation. In particular, let D W , D R , and D G denote the threshold amplitude values for the white, red, and green noise, respectively, above which chaotic synchronization can occur. We find the following relation:
which holds for both noise-induced complete synchronization and noise-induced phase synchronization.
In Sec. II, we describe and contrast the properties of white, red, and green noise. While standard numerical algorithms for integrating stochastic differential equations under white and red noise exist, less practiced is integration method for green noise. We thus develop a numerical method to address the integration of dynamical systems under green noise. In Sec. III, we provide evidence and heuristic analysis for relation ͑1͒. Discussions are offered in Sec. IV. In Appendix A, we present detailed steps leading to our algorithm to integrate stochastic differential equations under green noise. In Appendix B we describe the Krylov-Bogoliubov averaging method that we have used to validate our proposed numerical algorithm.
II. COLORED NOISE: GENERATION AND INTEGRATION
Red noise can be generated from the following Langevin equation ͑see, for example, Ref. ͓11͔͒:
where ␥ is a positive constant, represents Gaussian white noise with the properties ͗͘ = 0 and ͗͑t͒͑tЈ͒͘ = D
and D is the noise amplitude. For t → ϱ ͓with the initial condition ͗x͑0͒͘ =0͔, one finds
where I x is the power spectrum of x and I R denotes the power spectrum of red noise of amplitude D. From Eq. ͑4͒, we see that the autocorrelation function of the stochastic process x͑t͒ decays exponentially, which is characteristic of red noise. Physically, the constant ␥ thus represents the inverse correlation time of x͑t͒. For dynamical systems under red noise, the second-order Runge-Kutta algorithm ͓18͔ is adopted to integrate the set of underlying stochastic differential equations.
In a nonlinear electronic-circuit system, the dynamical variables are voltages and currents, which are often related to one another via time derivatives. When noise is present, the time derivative of the underlying stochastic process appears in the system equations. A simple class of stochastic system taking into account this feature is
͑6͒
where also represents Gaussian white noise and ␥ Ͼ 0 is a constant. Note that the stochastic process actually represents violet noise, as its power spectrum has the form I ϳ 2 ͓19͔. After some algebra, we obtain
The power spectrum of the stochastic process x͑t͒, as represented by Eq. ͑9͒, is the defining characteristic of green noise of amplitude D. From Eq. ͑8͒, we see that the autocorrelation function of green noise is mostly negative, indicating that the underlying stochastic process is negatively correlated, with ␥ referred to as the inverse correlation time. Comparison between Eqs. ͑2͒ and ͑6͒ indicates that both red and green noise can be generated by a linear, first-order stochastic differential equation, when the additive stochastic term corresponds to Gaussian white noise and violet noise, respectively. While Eq. ͑6͒ is motivated by circuit-system considerations, its numerical integration is difficult due to the derivative term of a stochastic process. We thus seek for numerically feasible ways to generate green noise. Consider the following stochastic dynamical system:
ͮ ͑10͒
We see from Eq. ͑2͒ that is a stochastic process that generates red noise. Suppose represents Gaussian white noise. The power spectrum of the stochastic process − can be calculated as
which is characteristic of green noise. Since the power spectrum of white noise is a constant: I = D 2 / 2 ϵ I W , we have I G + I R = I W . To solve Eq. ͑10͒ numerically, we have developed the following second-order Runge-Kutta algorithm:
where ϳ N͑0,1͒ is a standard Gaussian random number and
Details of the derivation of this algorithm can be found in Appendix A. Note that our algorithm is naturally reduced to that dealing with red noise if there is no white noise term in the evolutionary equation of y in Eq. ͑10͒, and to that for white noise if Eq. ͑10͒ contains no -related terms ͓18͔. Note also that both green and red noise are limiting cases of broad-band noise and, hence, the general algorithm that deals with broad-band noise in ͓20͔ can in principle be used to integrate dynamical systems under colored noise.
To validate our algorithm, we consider the following model that can be analytically solved by using the KrylovBogoliubov averaging method ͓12͔:
where f͑y͒ = ⍀ − sin y and denotes green noise. Details of the procedure to solve this equation are provided in Appendix B, and here we just present the result. An example of the time-averaged velocity ͗͗v͘͘ϵ͗͗ẏ͘͘ is plotted in Fig. 1 as a function of ⍀ by using our algorithm ͑11͒. The parameters used are D = 2 and ␥ = 5. The numerical result can be compared with analytical result that ͗͗v͘͘ = 0 for ͉⍀͉ Ͻ⍀ eff and ͗͗v͘͘ = ͱ ⍀ 2 − ⍀ eff 2 for ͉⍀͉ Ͼ⍀ eff , where ⍀ eff = exp͑−D 2 / 4␥͒ Ϸ 0.8187. We observe an excellent agreement between the result from our algorithm and the analytic prediction, thereby validating our algorithm ͑11͒ to integrate stochastic differential equations under green noise.
III. CHAOTIC SYNCHRONIZATION INDUCED BY COLORED NOISE
We consider a set of uncoupled chaotic oscillators, each driven by a common noise source, as shown schematically in Fig. 2 . Previous works have demonstrated that, when noise is of the Gaussian white type, synchronization among the oscillators can arise as the noise amplitude is increased through a critical value, say D W ͓6͔. Our focus is on whether colored noise can induce synchronization and if yes, the value of the critical noise amplitude required for synchronization. We shall study red and green noise, as their spectral properties are different but are complementary with respect to the spectrum of white noise. Under noisy driving, each chaotic oscillator can be regarded as a subsystem in a stochastic system that consists of the noise source and the oscillator itself. According to the criterion by Pecora and Carroll ͓21͔, when the largest Lyapunov exponent 1 of the subsystem is negative, synchronization occurs among all oscillators. We shall then compute 1 as a function of the noise amplitude and determine the critical colored-noise amplitudes, D R and D G , required for synchronization if it occurs. For phase synchronization, the criterion is to examine the behavior of the null Lyapunov exponent in the underlying deterministic oscillator as noise is turned on. In particular, let 2 = 0 be the exponent when noise is absent. As the noise amplitude is increased from zero, 2 can become negative. We shall determine the onset of phase synchronization by the zero crossing of 2 .
We choose the classical Lorenz system ͓22͔ as our primary model chaotic oscillator, as described by ẋ =10͑y − x͒, ẏ =28x − y − xz, and ż = xy − ͑8 / 3͒z. To be concrete, we assume that noisy driving occurs in the y equation. Typical trajectories of the system under white, red, or green noise are shown in Fig. 3 . For red or green noise, the parameter ␥ in their spectra is chosen to be 3, and the noise amplitude D is chosen to be 20 for all types of noise. Figures 4͑a͒ and 4͑b͒ show 1 versus the noise amplitude D for red and green noise, respectively ͑␥ = 3 for both types of noise͒. We see that for sufficiently large values of D, becomes negative, indicating that both red and green noise can induce chaotic synchronization. However, the critical noise amplitudes required for synchronization are quite different for red and green noise, as indicated by the arrows in Figs. 4͑a͒ and 
In fact, this approximation relation holds for other values of ␥, as shown in Fig. 5 , where ␥ is varied over nearly 4 orders of magnitude. Note that, since white noise has a flat power spectrum, D W does not depend on ␥. Figure  5͑a͒ shows D R and D G versus ␥, and D W is indicated by the horizontal dotted line. Figure 5͑b͒ shows the quantity D , de- Figs. 6͑a͒ and 6͑b͒ show the deterministically null subsystem Lyapunov exponent 2 versus the noise amplitude for red and green noise, respectively, for ␥ = 3. We observe that colored noise can induce chaotic phase synchronization. For red ͑green͒ noise, this occurs for D Ͼ D R PS Ϸ 9.9 ͑D Ͼ D G PS Ϸ 3.6͒. In both cases, for noise amplitude between zero and the critical value, 2 is in fact positive. This has been understood as being due to the destruction of the neural direction by noise as the trajectory passes through the neighborhood of the unstable steady state that dynamically separates the left and the right scroll in the Lorenz system ͓23͔. For white noise driving, we find D W PS Ϸ 3.4. We again observe that 1 Figure 7͑a͒ shows D R PS and D G PS versus ␥, and relation ͑1͒ apparently holds for all values of ␥ tested.
We have also tested other chaotic oscillators, such as the chaotic Rössler oscillator given by ẋ =−y − z, ẏ = x + 0.15y + n c , and ż = 0.4+ z͑x − 8.5͒, where n c denotes the stochastic process that generates colored noise of interest. Typical trajectories of the system under different kinds of noise are shown in Fig. 8 understanding of Eq. ͑1͒ can be obtained based on the observation that I R + I G = I W . In particular, any external noise can be regarded as random perturbation to the deterministic chaotic oscillator. To make uncoupled oscillators synchronized, certain amount of "energy," denoted by E, is needed. Heuristically, we can write
͑13͒
where i denotes a particular type of colored noise, I i ͑͒ is the power spectrum of the noise, and ͑͒ is a weighting function determined by the underlying chaotic system. The intuitive idea is that, in order for certain collective behavior ͑e.g., synchronization͒ to occur, the energy of the system should at least have the value as given by Eq. ͑13͒. Moreover, such energy is provided weightedly by the external noise; the weight of the noise's each harmonic mode is determined by the property of the chaotic system. The power spectra of red and green noise are given by Eq. ͑5͒ and Eq. ͑9͒, respectively, and the power spectrum of white noise is
, which is Eq. ͑1͒. While this explanation is heuristic, it provides insights into the general phenomenon of chaotic synchronization as induced by colored noise.
IV. CONCLUSION AND DISCUSSION
Motivated by the consideration that existing works on noise-induced synchronization have mostly assumed Gauss- 
ian white noise but colored noise can arise commonly in realistic physical systems, we have investigated the onset of synchronization among chaotic oscillators as driven by common colored noise. We focus on red and green noise, whose power spectra are complementary to each other. While standard numerical methods for integrating stochastic differential equations under white and red noise are available, integrating differential equations under green noise is less practiced. As a prerequisite to addressing the problem of synchronization, we have developed an efficient numerical algorithm to deal with stochastic equations under green noise and validated it using an analytically solvable model. The problem of colored-noise-induced synchronization has then been investigated systematically by using well-known chaotic oscillators. Both complete synchronization and phase synchronization have been taken into account, based on the calculations of the noise-driven Lyapunov exponents as functions of the noise amplitude. Our main result is Eq. ͑1͒, a quantitative expression relating the synchronization thresholds of red, green, and white noise. The result indicates that the critical amplitude required for synchronization is generally smaller for white noise as compared with colored noise. A practical implication is that, in situations where synchronization is undesirable ͑e.g., in certain biomedical applications such as epileptic seizures͒, a simple control strategy is to place filters in the system so as to make the noise source as colored as possible. 
APPENDIX A
Here we sketch our proposed second-order stochastic Runge-Kutta algorithm for integrating differential equations under green noise. Our basic idea is similar to that in ͓18͔ where red or white noise is treated. A general algorithm dealing with broad-band noise, of which green or red noise is a limiting case, can be found in ͓20͔.
Integrating Eq. ͑10͒ from time 0 to time ⌬t, we obtain
and using the identity ͓18͔
we can expand Eq. ͑A1͒ about y 0 to ͑⌬t͒ 2 . We have
where f 0 = f͑y 0 ͒, and
After some algebra, we get the mean and variance of S y and S to the order of ͑⌬t͒ 2 :
Parallelly, starting directly from Eq. ͑10͒ by using a secondorder Runge-Kutta method, we have y͑⌬t͒ = y 0 + 1 2
͑A3͒
where
and 0 , 1 , and 2 are three independent standard Gaussian random numbers with zero mean and unit variance. We then expand Eq. ͑A3͒ about y 0 to order ͑⌬t͒ 2 to obtain
The means and the variances of S y Ј and S Ј are calculated to be
Equating Eq. ͑A2͒ to Eq. ͑A4͒ leads to
Since there are three equations and three unknowns, it is possible to define a standard Gaussian random number such that i = a i , i =0,1,2. To maintain the structure of the Runge-Kutta algorithm, we can conveniently choose a 0 = a 2 = 1 and a 1 = 0. These considerations lead to the algorithm as represented by Eq. ͑11͒.
APPENDIX B
The standard Fokker-Planck equation can be used to analyze dynamical systems under white noise. However, when noise is colored ͑especially green͒, the equation becomes quite complicated. To gain theoretical insights into the properties of dynamical systems under green noise, the Krylov-Bogoliubov averaging method is useful ͓12͔. The application of this method requires the existence of two time scales, fast and slow, in the system. The averaging process picks out the slow motion that is assumed to dominate the evolution of the system. In Eq. ͑12͒, the natural fast time scale is one determined by noise correlation time 1 / ␥. The condition under which the averaging method can be applied is then 1 ӷ 1 / ␥. Equation ͑12͒ can be rewritten as
where L ϵ d / dt, z = y − , and is a stationary process satisfying L = . Taking time average of Eq. ͑B1͒ over a sufficiently long time interval T ͑T ӷ 1 / ␥͒, we obtain
where z is the time average of z within T, and it can be regarded as constant in the right-hand side of Eq. ͑B2͒ when the ensemble average is taken. ͑Here ergodicity of the dynamics is assumed so that time average can be replaced by ensemble average.͒ Since z = ȳ = ͗y͘ + o͑1 / ␥͒, Eq. ͑12͒ becomes L ͗y͘ = ͗⍀ − sin͑͗y͘ + ͒͘ = ⍀ − ⍀ eff sin͑͗y͒͘, ͑B3͒
where ⍀ eff = ͗cos ͘ = exp͑−D 2 / 4␥͒. Equation ͑B3͒ is the Adler equation, one of the simplest forms of averaged phase equations arising in the study of synchronization of periodic oscillators by periodic external driving force ͓5͔, where properties of the solutions to the Adler equation have been analyzed. For example, for ͉⍀͉ Ͻ⍀ eff , the system has one stable fixed point, and so the long time average velocity is ͗͗ẏ͘͘ = 0. While for ͉⍀͉ Ͼ⍀ eff , the solution to Eq. ͑B3͒ can be formally written as This leads to ͗͗ẏ͘͘ = ⍀ y = ͱ ⍀ 2 − ⍀ eff 2 , a property that we have used to validate our numerical algorithm Eq. ͑11͒.
