We have compared the phase synchronization transition of the second order Kuramoto model on 2D lattices and on large, synthetic power-grid networks, generated from real data. The latter are weighted, hierarchical modular networks. Due to the inertia the synchronization transitions are of first order type, characterized by fast relaxation and hysteresis by varying the global coupling parameter K. Finite size scaling analysis shows that there is no real phase transition in the thermodynamic limit, unlike in the mean-field model. The order parameter and its fluctuations depend on the network size without any real singular behavior. In case of power-grids the phase synchronization is stronger and breaks down at lower global couplings, than in case of lattices of the same sizes. But the steady state solution on the higher branch of the hysteresis curve is very unstable at large K-s. The temporal behavior of de-synchronization avalanches has been followed and duration distributions with power-law tails have been detected below the transition in case of quenched, intrinsic frequencies of the nodes. This suggests rare region effects, resulting in scale-free distributions even without a self organization mechanism.
Introduction
Power grids are large complex, heterogeneous dynamical system, built up from nodes of energy suppliers and consumers. These units are interconnected by a network that enables energy distribution in a sustainable way. However, unexpected changes may cause failure that can be described by synchronization events, which may propagate through the whole system as an avalanche causing blackouts if various sizes. As the worst case these can lead to full system desychronization lasting for a long time. 1 To avoid these power-grid systems should be designed to be resilient to local instabilities, failures and disturbances. Studies have shown that valuable insights into the dynamical behavior of power-grids can be obtained by theoretical studies that consider models of electrical generators, coupled in network structures, reproducing the topological and electrical interactions of real power-grids. 2, 3 The so called second order Kuramoto model was proposed to describe power grids 4 and a number of studies exists that focus the synchronization and stability issues, such as in Refs. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] This is the generalization of the Kuramoto model 15 with inertia. One of the main consequences of this inertia is that the second order phase synchronization transition, that can be observed in the mean-field models, turns into a first order one. 16 However, according to our knowledge, the transition type, if any, in lower dimensions has not been studied. It is well known that discontinuous mean-field phase transitions can turn into continuous one as the consequence of fluctuation effects. 17 Fluctuation effects are enhanced in lower spatial dimensions, so it is an open question what happens on a homogeneous, two dimensional system. Therefore power grids can become critical, exemplified especially by the scale-free distributions measured on them. 18 This criticality has been attributed to some self-organization (SOC) mechanism. 20 On the other hand, highly heterogeneous, also called disordered with respect to the homogeneous, system can experience rare-region effects, that smear phase transitions. 21 Rare regions, which are locally in another state than the whole, evolve slowly and contribute to the global order parameter can generate various effects, depending on their relevancy. They can change a discontinuous transition to continuous one, 19 can generate so-called Griffihts Phases (GP) 22 or completely smear the singularity of a critical phase transition. In case of GP-s critical-like power-law (PL) dynamics appears over an extended region around the critical point, causing slowly decaying auto-correlations and burstyness. 23 Furthermore, in GP the susceptibility is infinite for an entire range of control parameters near the critical point. Therefore, we decided to investigate if the topological, and coupling strength heterogeneity of a power-grid are strong enough to generate critical dynamics or a GP.
We generated weighted graphs of power-grids, which are similar to the real ones and large enough to allow reliable statistical physics analysis, including finite size scaling. We generated such networks from N ≃ 10 6 to N ≃ 2.3 × 10 7 nodes and compared the phase synchronization transition of the second order Kuramoto with those of 2D lattices of similar sizes.
Models and methods
We have studied the second order Kuramoto model proposed by 4 to describe network of oscillators with phase θ i (t):
where N i is the number of incoming edges of node i, α is the damping parameter, describing the power dissipation, K is the global coupling, related to the maximum transmitted power between nodes and A i j , which is the weighted adjacency matrix of the network, containing admittance elements. The (quenched) heterogeneity comes into the model in two ways: via ω i,0 -s, as intrinsic frequencies of the nodes and via A i j , which describes both the topology and the admittances of the power grid. As for the intrinsic frequencies we used uncorrelated Gaussian random variables, with the distribution centered around the mean ω i = 50 and unit variances to model real AC system, although the results have been found to be invariant for this value. For the damping parameter we assumed:
We have studied three different types of networks:
• fully connected, to recover mean-field results
• 2D lattices, with periodic boundary conditions, simulating homogeneous electric power-grids
• synthetic hierarchical modular ones, generated randomly, following the characteristics of real electric power grids.
Description and Analysis of the Synthetic power-grids
Analysis of the electric power system often requires the use of network models to a certain extent; however the specific examinations largely affect the nature and the quantity of networks that are necessary to produce authentic results. In certain cases, it is sufficient to perform analysis on one or only a few networks. These usually represent either high-voltage (HV) transmission and sub-transmission systems or medium-and low-voltage (MV and LV) distribution systems; the mixed use of these networks for the same scope is rare. In case of HV networks, analysis can be based on network data acquired from utilities and system operators, since the volume of the data is limited in this case, and most of this information is also openly available. This is partly the reason for the over-representation of HV networks in the field of power grid network analysis. 24 In case of MV and LV networks however, another solution is necessary to perform extensive analysis. One possible solution is to acquire data of so-called representative or reference network models (RNM). RNMs are often used tools, when future grid expansion scenarios have to be compared from the perspective of infrastructural needs, maintenance costs or power losses. Two common methods are used to create such RNMs. The first approach is based on real network data of the utilities; by applying clustering techniques the most typical topological configurations are identified. The literature discusses several methods to create RNMs, a deep and thorough review is presented by. 25 The disadvantage of this method is that it results only a limited number actual networks, which do not provide sufficient variability for our examinations. The second approach is used in case no real network data is available, and synthetic networks are built. Widely used and known examples for such synthetic networks are the IEEE Bus systems, which are long-time cornerstones of network-related studies in the power engineering field. The necessity of synthetic networks has been highlighted by several publications during the last couple of years. Ref. 28 emphasized in their work that future power engineering problems are in the need of appropriate randomly generated grid networks, that have plausible topology and electrical parameters. They have also concluded that the admittance matrix has peculiar features that follow statistical trends. The Generalized Random Graph Model is used to generate synthetic networks by, 27 but the node count of the introduced networks is by magnitudes smaller than it is necessary for our studies. Similar problems are faced with the dual-stage method of, 26 where node count is in the range of thousands. For the examinations shown in present paper, the authors have developed a new power-grid network generator algorithm, which has significant differences compared to the existing ones. As these differences are related to the aim of providing a realistic recreation of real power-gird networks, main modeling assumptions and goals are discussed in the following.
The task of the power system is to provide cooperation between power plants, create interconnection on national and international level and to transmit and distribute the produced electricity. To achieve these goals at minimum ecological and economic costs, the structure of power systems has evolved so that transmission and distribution networks have significantly different characteristics. When designing the sample networks for current work, aim of the authors was to replicate functionality of real power systems, thus those two levels were handled differently. While admittance matrix of the transmission network is based on a real-life example (the Hungarian power system), matrix of the distribution network is the result of synthetic grid modeling. The transmission level of a power system has to handle the largest blocks of power, while interconnecting major generators stations and loads of the system. To achieve best overall operating economy or to serve technical objectives best, energy flows in the transmission system can be routed, generally, in any desired direction. The topology of the transmission system tends to obtain a loop structure, which not just provides more path combinations, as no designated flow directions are found, but ensures an increased level of security. Each node of the network can receive power through multiple connections, thus the system is tolerant to single failures (so-called (N − 1) criterion).
Considering its current functionality and structure, former sub-transmission networks have to be handled similarly to transmission networks, although certain differences are to be noticed. Sub-transmission networks are usually designed to have a designated power flow direction from source to sink and have a mixed loop-radial topology. In Hungary, the transmission network mainly consists of 750, 400 and 220 kV lines and substations, while the nominal voltage of the former sub-transmission level is 120 kV . The security of delivery is increased such that both the 220 − 400 kV and the 120 kV network is meshed, and many parallel (double) lines are also operated.
The distribution level of a power system constitutes the finest meshes in the overall network. The circuits are fed from sub-transmission level (120 kV ) and supply electricity to the small (residential) and medium-sized (small industrial and commercial) customers. The topology of this network is dominantly radial, thus nodes have fewer connections compared to the transmission networks. The primary distribution level (20 and 104 kV ) is fed directly from the 120 kV /MV substations. The MV feeders cover wider supply areas and each feeder supplies multiple distribution transformers. These transformers provide connection between the primary and the secondary distribution level. The latter on is operated at 0.4 kV nominal voltage. Due to the functional and topological characteristics, the node number of distribution networks is by magnitudes bigger than as of transmission networks. On one hand this characteristic makes distribution grids a suitable choice for the examination of synchronization transition of networks. On the other hand, examination of real topologies would require a large collection of electrical and topological data, which is usually not openly available from utility companies, thus synthetic grid modeling is favored to recreate this part of the power system.
As it was shown previously, a number or publications discuss the possibilities of both clustering power grids and creating synthetic topologies for analysis. One of the common weaknesses of these methods is that they dominantly focus on HV and MV networks, which have limited number of nodes, insufficient for our studies. To present a rough comparison, the proportion of the number of HV, MV and LV nodes in a power system is in the range of 1:100:10000, respectively. The only field, where LV networks are extensively studied, is the area of reference networks models, which are used to determine power losses of the network, but in this case usually only a set of representative networks are created, which is limiting the number of topologies to be examined. In contrast for present paper the authors have generated random power system topologies consisting of a few million nodes. The other main difference between the processed literature and our method is that the present work uses solely weighted graphs, while the cited ones rely mostly on unweighted ones, which ignore valuable information on the behavior of the power system. Another significant extension of the authors' model is that transformers are represented as weighted bi-node connections, instead of the typical choice of handling the two terminals of the transformer as a single node. With this extension the node and connection number of the admittance matrix is increased and the node degree distribution is also affected.
To generate the random topologies, the authors have used an iterative process in MATLAB. The initial step of the process it to set up the transmission and sub-transmission levels (lines and transformers) and to mark all 120 kV substations. In the second step a random number is generated to determine the nature of the connected MV network; in Hungary approximately one-third of all MV networks are cable lines (operated on 10 kV ) and two-third are overhead lines (operated on 20 kV ). It is important to distinguish these voltage levels not only because of different admittance values but also because of their different topological characteristics (line length, transformer nominal power, number of feeders, etc.). After the voltage level is determined, the 120 kV /MV transformer is created. Nominal power (and thus admittance) of the unit is selected using the empirical distribution of such units' nominal powers. As the next step, length of the MV feeder main and branch lines is calculated, and the position of MV/LV transformers is selected along the lines. Electrical parameters of the lines are also based on empirical distributions and actual per length line admittances. As the last process of the topology generation, bi-node connections representing MV/LV transformers are created, and the LV radial network is generated in a similar way as it was shown with the MV. In the final step, individual LV consumers are added; this step largely increases the number of nodes with single connection in the network, affecting thus the node degree distribution of the graph representation as well.
The number of nodes in networks that are generated with the previously described process is approximately N = 23 million, which is already sufficient to use for modeling synchronization processes, but computation times are also slowed down significantly. To find the golden mean of network size and computation times, the authors have decided to reduce these networks, while preserving its typical characteristics. As a results, networks with few (1 − 3) million nodes were generated, using the same iterative process as described before. Network analysis was performed on these networks, the result of which is presented in the following, using three example networks with approximately N = 1.5, 2 and 2.5 million nodes. To represent the structure of these networks, Fig. 1 is used an example. The left side of the figure shows the looped HV network, while on the right side the radial network of a HV node is plotted. It can be seen, that the structure of the radial network is similar to a tree, with relatively low node degrees and practically zero clustering coefficient.
The degree distribution of the networks on Fig. 2 shows that only a limited number of nodes have high degrees. This is again due to the radial structure of the system, where only looped sub-networks are considered central parts of the network. The high number of nodes with k = 5 and k = 6 degrees represent LV feeders, where 3 or 4 end-users are connected to the same nodes of a radial network. The admittance distribution on Fig. 3 is composed of a low and a high value region, the latter exhibits a tail, which can be fitted linearly for 17.1001/Ω < Y i j < 93.0001/Ω. To compare our results with those of the weightless networks we used the normalized admittances as weights:
by averaging over the directed edges of the networks. Further graph measures for four example networks is shown in Table 1 , including the most important metrics. The average shortest path length is
where d(i, j) is the graph (topological) distance between vertices i and j. Considering the clustering coefficient, as it was shown previously, as vast majority of the network (including more than 99.995% of the nodes) has a tree structure, the value of the coefficient is near zero and the small differences are caused by the structure of the central looped sub-networks. Thus clustering coefficients of these sub-networks are included in the table. The sub-networks consist of 37, 49, 60 and 539 edges, respectively. The different graph measures are calculated, the first one is based on triangle motifs count and the second is based on local clustering. The Watts-Strogatz clustering coefficient 33 of a network of N nodes is
where n i denotes the number of direct links interconnecting the k i nearest neighbors of node i. An alternative is the "global" clustering coefficient 34 also called "fraction of transitive triplets", C ∆ = number of closed triplets number of connected triplets .
An important measure is the topological (graph) dimension D. It is defined by
where N r is the number of node pairs that are at a topological (also called "chemical") distance r from each other (i.e. a signal must traverse at least r edges to travel from one node to the other). The topological dimension characterizes how quickly the whole network can be accessed from any of its nodes: the larger D, the more rapidly the number of r-th nearest neighbors expands as r increases. To measure the dimension of the network we first computed the distances from a seed node to all other nodes by running the breadth-first search algorithm. Iterating over every possible seed, we counted the number of nodes N r with graph distance r or less from the seeds and calculated the averages over the trials in case of the largest 23M network. As Fig. 4 shows, an initial power law breaks down due to the finite network size. The small N r values are due to the sparsity and directedness of the graph. We determined the dimension of the network, as defined by the scaling law (6), by attempting a PL fit to the data N r for the initial ascent. This suggests a slightly super-linear behavior, increasing with the presence of central nodes. To see the corrections to scaling we determined the effective exponents of D as the discretized, logarithmic derivative of (6)
These local slopes are shown in the inset of Fig. 4 as the function of 1/r and provide an increasing effective dimension due to the HV nodes, before the finite size breakdown. A similar analysis for the undirected US HV power-grid with N = 4941 nodes 29 results in D > 2. That means that this power-grid has higher graph dimension than the embedding space due to some some extra links. In our case the small number of HV links do not provide such contribution but the other, directed ones, which occur in the distribution sub-networks, dominate the whole topology. 
Phase transition results
We applied fourth order Runge-Kutta method (RK4 from Numerical Recipes) 30 to solve Eq. (1) on various networks.
Step sizes: ∆ = 0.1, 0.01, 0.001 as in 16 and the convergence criterion ε = 10 −12 were used in the RK4 algorithm. Generally the ∆ = 0.001 precision did not improve the stability of the solutions except at large K-s, while ∆ = 0.1 was insufficient, so most of the results presented here are obtained using ∆ = 0.01. The initial state was either fully synchronized: θ i (t) = 0 or uniform random distribution of phases: θ i (t) ∈ (0, 2π). We measured the Kuramoto order parameter:
by increasing the sampling time steps exponentially :
where 0 ≤ r(t k ) ≤ 1 gauges the overall coherence and θ (t k ) is the average phase. We solved (1) numerically for 50 independent initial conditions, with different ω i,0 -s and determined the sample average: R(t k ) = r(t k ) . In the steady state, which occurred after t > 100, we measured the standard deviation: σ R of R(t k ) measured at 50 sampling times. It is expected that for an infinitely large population of oscillators the model exhibits a phase transition at some control parameter value K, separating a coherent steady state, with order parameter: R(t → ∞) > 0 from an incoherent one R(t → ∞) = 0 with 1/ (N) finite size corrections. For the fully coupled network we recovered the first order transition, known from the literature, 16 as can be seen on Fig.5 . The synchronization transition occurs around K c ≃ 2.25, for N = 500 and N = 1000 both and large hysteresis curves emerge as the consequence of different (fully ordered vs. randomized) initial conditions. At this resolution no size dependence of the transition point is observable. The σ R (K) peak seems to be slightly sharper in case of the larger lattice, as the inset of Fig.5 shows.
In case of 2D lattices, with periodic boundary conditions, we found signatures of first order phase transitions with wide hysteresis loops (see Fig.6 ). The synchronization emerges very slowly by increasing K. The finite size scaling study showed that the order parameter curves become smoother for larger N and the transition point increases from K ≃ 100 (L = 500) to K ≃ 170 (L = 1000). Changing a = 3 to a = 1 did not cause visible differences. The time dependence of the phase synchronization order parameter can also be seen on the inset of Fig.6 for a lattice of linear size L = 500. There are no signs of PL-s, instead the R(t) curves converge quickly to their steady state values at all K values. The hysteresis decreased slightly by increasing a from 1 to 3. The latter was used in more detailed analyses in the hope of finding continuous phase transitions as the result of network heterogeneity. However, we did not achieve this in goal is case of the power-grids we generated. Fig. 7 shows that the transition in case of our power-grids is smooth, but a critical point with PL time dependencies could not been located. Instead, fast relaxation to steady state values was observed again. The numerical solutions exhibited large fluctuations in the time dependencies and for large K-s the solutions become unstable, even with ∆ = 0.001 precision. The hysteresis here is much narrower than in case of 2D lattices. For example at K = 24 the steady state order parameter relaxed to R = 0.246 in case of synchronized initial condition, while it approached R = 0.23, when we started from random initial state. Note, that without the weight normalization (2) the transition results would have appeared at much smaller K values if we had used the pure admittances as weights. In case of the 1M grid we had the average: Y i j = 854.13/Ω, while for the 2.5M network: Y i j = 763.05/Ω. We have also considered the US HV network, in which case the results are similar to those of our synthetic networks. Fig. 8 shows that the steady state order parameter fluctuations (σ R ) remained bounded and the maximum of the curves decreased when we increased the size of a given network system. Thus we don't see signatures of a singularity, a real phase transition in the thermodynamic limit, like in case of the Kuramoto model in low (D < 4) dimensions.
31 Fig. 8 also shows the results obtained for the US HV power-grid, containing N = 4941 nodes, using a = 3. On this small network the fluctuations are higher than those of the 2D lattices and our power-grid graphs.
Power failure distributions
We have also investigated the avalanche duration distributions by starting the system from a fully synchronous state and measuring the time, when R(t k ) fell below the threshold value: R T = 1/ √ N, related to the order parameter value in the incoherent phase. In this measurement we averaged over ≃ 10 4 runs, using independent random ω i,0 intrinsic frequencies. As we can see on Figs. 9,10 in the incoherent phase K-dependent PL decay tails emerge reminiscent to GPs in other heterogeneous network models. 32 Even with this large sample number the results exhibit oscillations, especially approaching the transition region, where reaching R T requires long times. Thus we limited the range of K-s, where the decay was faster than linear. The range of the PL region can be estimated by the K values, where linear behavior can be fitted on the p(t) tails. This provides K <≃ 5 for the 2D lattice with N = 10 6 , K <≃ 1 for the 1M power-grid and K <≃ 7 for the US HV network. In the latter cases the PL region is enhanced by the quenched topological heterogeneity. In case of a 2D lattice, without any quenched disorder, i.e. ω i,0 = 0, but with an additive, annealed Gaussian frequency noise of unit variance in (1) we could not find PL tails, but fast decaying p(t) distributions only. 
Further extensions
We have studied effects of additional stochastic noise terms in Eq. (1). We added the same, time dependent random variable to ω i,0 p(ω) ∼ ±e −0.06ω (10) which is similar, that can be read-off from the MAVIR data. 35 Another attempt was the addition of a space and time independent uncorrelated Gaussian noise with σ = 3 variances, describing a stochastic Kuramoto model. Neither of these modifications gave relevant changes in the dynamical behavior. The annealed noise decreased the order parameter (Fig. 7) as well as its fluctuations (Fig. 8) slightly.
We have also performed preliminary calculations for bi-modal Gaussian ω i,0 distributions, model ling a coupled consumers/motor systems. 11 Following the initial, large fluctuations the order parameter relaxes in a similar way as before, but to smaller synchronization values. More detailed study of this scenario will be published later.
Conclusions
We compared the phase synchronization of the second order Kuramoto model on fully coupled, 2D lattices and real power-grid networks. For this purpose we generated large synthetic networks in order to extrapolate to infinite sizes, with characteristics or real power-grids. These contain millions of nodes and directed, weighted edges. Our networks exhibit hierarchical modular structure, low clustering and topological dimensions.
Real phase transition could be observed on the fully coupled graph, showing hysteresis and first order transition. On lower graph dimensional systems, like in the power-grids or in 2D lattices smooth crossover occurs at higher global coupling values. The transition peak locations, obtained by the maximum of the fluctuations of R are lower for the power-grids: K ≃ 20 − 30, than in case of the 2D lattices: K ≃ 100 − 170 of similar sizes. The magnitudes of the fluctuations are also lower on the power-grids than in the corresponding 2D lattices, albeit a decreasing tendency can be found by increasing the inertia.
The addition of a stochastic noise to Eq. (1), modeling random frequencies of distributed energy sources does not affect the synchronization too much. Even a strong Gaussian noise with σ = 3 variance decreases the order parameter by 20% few percent at most. These results point out better electrical performances in the heterogeneous networks than what simple homogeneous approximations could predict. Scale-free tails of the avalanche duration can be observed below the transition point with K-dependent slopes. The size of this scale-free region increases with the amount of quenched disorder. For disorderless 2D lattices we could not found PL tails, but quick decays only. This is similar to the Griffiths effects, which can occur in disordered phases of magnets in the presence of slowly decaying, rare, but large ordered regions. However, in the lack of a real critical phase transition in the continuum limit we cannot call this a Griffiths phase. Probably our results are related to the "frustrated synchronization" phenomena, reported recently in case of the Kuramoto model, where modules, as rare regions, synchronize to different phases. 36, 37 Understanding rare region effects in more detail in power-grid models should be a subject of further studies.
We emphasize that mechanism that would create self organized criticality has not been assumed in our model, still we see PL tails of event duration with similar exponents as those of the reported blackout sizes in various electrical failure data. 38 It is an open question how such additional, competing forces would modify our results.
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