In this paper we present techniques to significantly improve the space complexity of several ordered tree comparison algorithms without sacrificing the corresponding time complexity. We present new algorithms for computing the constrained ordered tree edit distance and the alignment of (ordered) trees. The techniques can also be applied to other related problems.
are restricted to tree nodes with zero or one child. Zhang [12] introduced the constrained edit distance which is a bit more general than degree-two edit distance. The (general) edit distance between ordered labeled trees was introduced by Tai [10] . His algorithm has been improved by several authors [3, 6, 15] . The alignment of trees was introduced by Jiang et al. in [5] .
Given two ordered trees T 1 and T 2 , the degree-one edit distance, the degree-two edit distance, and the constrained edit distance can all be computed in (|T 1 ||T 2 |) time and space, where |T | is the number of nodes in T [9, 12, 13] . Richter [7] presented an algorithm for the constrained edit distance with O(|T 1 ||T 2 | deg(T 1 ) deg(T 2 )) time and O(|T 1 | dep(T 2 ) deg(T 2 )) space, where dep(T ) denotes the depth of T and deg(T ) denotes the degree of T . For small degree and low depth trees, this is a space improvement. According to a recent survey on tree edit distance by Bille [1] , the algorithms of Zhang [12] and Richter [7] are currently the best for the constrained tree edit distance. In this paper, we present an algorithm for the constrained tree edit distance with O(|T 1 ||T 2 |) time and O(log(|T 1 |)|T 2 |) space. The techniques used can also be used for the degree-one and the degree-two edit distance to achieve the same time and space complexities.
For alignment of trees, the algorithm in [5] runs in O(|T 1 ||T 2 |(deg(T 1 ) + deg(T 2 )) 2 ) time and needs O(|T 1 ||T 2 |(deg(T 1 ) + deg(T 2 )) space. Recently, there is a strike to reduce the space [11] . The space required for the new algorithm is O(log(|T 1 |)|T 2 |(deg(T 1 )+deg(T 2 )) deg(T 1 )). However, the running time is increased to O(|T 1 | 2 |T 2 |(deg(T 1 ) + deg(T 2 )) 2 ). In this paper, we proposed a new algorithm that runs in time O(|T 1 ||T 2 |(deg(T 1 ) + deg(T 2 )) 2 ) and requires the same space as in [11] O(log(|T 1 
|)|T 2 | (deg(T 1 ) + deg(T 2 )) deg(T 1 )).

Constrained Edit Distance between Ordered Trees
Notations
The nodes in an ordered tree of size n are numbered from 1 to n according to the postorder, where the left siblings are ordered before the right siblings. Given an ordered labeled tree T , the ith node of tree T is represented as t [ 
i], the subtree of T rooted at node t[i] is represented as T [i], and the subforest obtained by deleting t[i] from T [i] is represented as F [i]. The parent of node t[i] in T is denoted as t[p(i)]. The number of nodes in a tree T is denoted as |T |.
Let θ be the empty tree, and λ a space. γ (a, λ), γ (λ, a), and γ (a, b) denote the cost of deleting a, inserting a, and substituting a with b, respectively.
Consider The constrained edit distance metric is based on a constrained edit mapping allowed between two trees. We will first give the definition of constrained editing mapping and then use it to define the constrained editing distance metric.
Formally we define a triple (M, T 1 , T 2 ) to be a constrained edit mapping from T 1 to T 2 , where M is any set of pairs of integers (i, j ) satisfying: This definition adds constraint (3) to the definition of the edit mapping [15] . This is why we call it a constrained edit mapping. The intuitive idea behind this definition is that two separate subtrees of T 1 should be mapped to two subtrees of T 2 and vice versa.
We will use M instead of (M, T 1 , T 2 ) if there is no confusion. Let M be a constrained editing mapping from T 1 to T 2 . We can define the cost of M:
The constrained edit distance between T 1 and T 2 is defined as:
Similarly, the constrained edit distance between
A Simple Algorithm
We now present an algorithm for computing the constrained edit distance between two ordered trees. This algorithm is given in [12] and is the basis of our new space efficient algorithm.
The algorithm in [12] for the constrained edit distance between two ordered trees is given in Fig. 1 . While we do not show the details of the correctness of the algorithm, Fig. 1 . We denote
and will use it in the new algorithm later. In the last case, t 1 Fig. 1 .
Similarly, the computation of
) has several cases. In the first case, Fig. 1 . In the second case, Fig. 1 . We denote
In the third case, there is a matching between
The optimal matching between these subtrees are computed using the sequence edit distance algorithm treating each subtree as an unit. For a given pair of nodes t 1 [i] and t 2 [j ], E(m i , n j ) is the cost for an optimal matching between
The code for the computation of E(m i , n j ] is shown in Fig. 2 . 
The time and space complexity for computing
Hence for any pair i and j , the complexity of computing
. Therefore the complexity of the algorithm is
Reducing the Space Complexity of Algorithm 1
In practice, the space required for Algorithm 1 might be a bottleneck. In this section, we propose a method to modify Algorithm 1 so that the space required is reduced to
The basic idea is straightforward. In order to compute the constrained edit distance, some computed values are no longer useful after they were used. We simply release the space that are no longer useful. To achieve our goal, we use two tricks: (1) We use a new order of nodes for T 1 ; and (2) We also modify the computation of node t 1 Using a New Order of Nodes in T 1 Here we give a more restricted order for the nodes in T 1 . Consider a node t 1 
The computational order of the children of t 1 [i] is that the child with largest number of nodes, which we refer to as the favorable child, would be the first. For the rest of children of t 1 [i], the order is from left to right. This order is applied to all the nodes and if t 1 [u] are ordered before any node in T 1 [v] . Figure 3 gives an example of the new order.
Let use consider a new algorithm, called Algorithm 1.1. Algorithm 1.1 is identical to Algorithm 1 except that the order for T 1 is new. Figure 4 gives the sketch.
Considering the computation for nodes t 1 . In this way, we can avoid storing the values on the dark nodes as in Fig. 5 . Instead, we only have to keep the values on the grey nodes in the path from t 1 [i] to the bottom of the tree. Thus, the space complexity is reduced to be O(log |T 1 | × |T 2 |).
The modified algorithm, Algorithm 2, is shown in Fig. 6 . In the algorithm, we will use this new order for T 1 and the same post order as in Algorithm 1 for T 2 . For each 
and
We Fig. 6 . By using such a new order for T 1 and the above straightforward idea, we now have an algorithm with much less space. The initialization of variables is shown in Fig. 7 . The modified algorithm is called Algorithm 2 and is given in Fig. 6 .
To get the value of c(s, t), we need the values of the three cells c(s − 1, t − 1), c(s − 1, t) and c(s, t − 1). We use E 0 p(i) (t) to store c(s − 1, t) and use E p(i) (t) to store c(s, t). In this way, we do not have to store all c(1, t), c(2, t), . . . , c(m i , t) simultaneously. Instead, we just need to keep E 0 p(i) (t) and E p(i) (t). Therefore at this stage, we set the initial values E p(i) (0) = 0 and E p(i) (t) = E p(i) (t
− 1) + D(θ, T 2 [j t ]) for t = 1, 2, . . . , n j .
Case 2: t 1 [i] is not the favorable child or it is the favorable child and also the leftmost child. In this case, we can use it immediately for the computation of E(p(i), j ). We first pass the value E p(i) (t) to E 0 p(i) (t) and then compute the new values for E p(i) (t) as
The following lemma shows that the space complexity of Algorithm 2 is reduced to O(log(|T 1 |)|T 2 |).
Lemma 1 The time and space complexities of Algorithm
Proof From the algorithm, it is clear that for each i of T 1 , the number of steps is bounded by O(
. Therefore the time complexity of Algorithm 2 is O(
For the space complexity, let us consider the status of a node in T 1 with respect to the space requirement. We say a node t 1 [i] in T 1 is active if the computation of its favorable child is completed and the computation for node t 1 [i] itself has not been completed. Therefore a node is inactive if the computation of its favorable child has not been completed or if the computation for node i is completed.
If a node is inactive because its computation is completed and this node is the favorable child of its parent, then we cannot immediately release the space used since these values will be used for the computation of its parent. However in this situation, we can contribute the space requirement of the favorable child to its parent, which is active, when counting the space requirement. Therefore, we can assume that if a node is inactive, then we can release the space used for that node. This means that we only have to check maximum space used by active nodes during the execution of the algorithm.
For any active node t 1 [p] , assuming that its favorable child is
to store E p f (t) where 1 ≤ t ≤ n j for all j in T 2 . Therefore for each active node, the space required is O(|T 2 |). Because of the new order, if two nodes are active at the same time, then one has to be the ancestor of the other. Therefore all active nodes of T 1 are on a path in T 1 1 |) ) active nodes. Therefore the space complexity is O(log(|T 1 |)|T 2 |).
This means that there are at most O(log(|T
Finding the Optimal Constrained Edit Mapping between Two Trees
In previous section we show that D(T 1 , T 2 ) can be computed in O(|T 1 ||T 2 |) time and O(log(|T 1 |)|T 2 |) space. However in real application the optimal mapping that achieves D(T 1 , T 2 ) maybe required.
Finding the optimal mapping in O(log(|T 1 |)|T 2 |) space is in fact a more difficult task. This is similar to the situation of computing edit distance between two sequences. Computing the edit distance in linear space is easy, but finding the optimal edit script in linear space is more involved. Hirschberg [4] presented a clever way to do this.
In this section we will present a method that can find the optimal mapping between two ordered trees in O(|T 1 ||T 2 |) time and O(log(|T 1 |)|T 2 |) space. When the input is two sequences (trees such that each node only has one child), then our method produces the optimal edit script for sequence edit distance in O(|T 1 ||T 2 |) time and
The main idea is as the follows. Given T 1 and T 2 , there is a unique node, called key node, T 2 ) . With this information, we then decompose the optimal mapping into several components mapping such that for each component the subtree or subforest of T 1 involved has a size less than or equal to half of |T 1 . This means that in the next step if we repeat the same process for each component then the total cost for all the components is O(0.5|T 1 ||T 2 |) time using O(log(|T 1 |)|T 2 |) space. Therefore, repeating this process at most log(|T 1 |) times, we can compute the optimal mapping in O(|T 1 ||T 2 |) time and O(log(|T 1 |)|T 2 |) space.
Given T 1 , the unique key node
, is a node satisfying the following properties.
With a small modification of Algorithm 2, when computing D(T 1 , T 2 ), we can also compute two integers t 1 and t 2 for subtree T 1 [k] and two integers f 1 and f 2 for subforest
We now define the meaning of t 1 and t 2 . If in the optimal mapping 
) with condition that some of the leaves of the two trees are forced to match would not be more difficult then computing
) without any condition. In fact the condition will force the ancestors of these matched leaves of the two trees to match making the computation less expensive. (m k , n l ) . In both cases, since
, we can repeat and get all the subtree matching pairs for
Therefore using c|T 1 ||T 2 | time for some constant c and O(log(|T 1 |)|T 2 |) space we can decompose the optimal mapping for D(T 1 , T 2 ) in to some components such that for each component the involved subtree or subforest of T 1 has a size less or equal to 0.5|T 1 |.
In the next step we will use the same algorithm for all the components and the total time is bounded by c0.5|T 1 ||T 2 |.
The above analysis means that for our algorithm the space complexity is bounded by O(log(|T 1 |)|T 2 |) and the time complexity is bounded by c|T 1 ||T 2 | + c 
Alignment of Trees
The alignment of tree is another measure for comparison of ordered trees [5] . The definition of alignment of trees is as follows: Inserting a node u into T means that for some node v (could be a leaf) in T , we make u the parent of the consecutive subsequence of the children of v (if any) and then v the parent of u. We also allow to directly add/insert a node as a child of a leaf in the tree. Given two trees T 1 and T 2 , an alignment of the two trees can be obtained by first inserting nodes labeled with spaces into T 1 and T 2 such that the two resulting tree T 1 and T 2 have the same structure, (i.e., they are identical if labels are ignored) and then overlaying T 1 and T 2 . A score is defined for each pair of labels. The value of an alignment is the total score of all the opposing labels in the alignment. The problem here is to find an alignment with the optimal (maximum or minimum) value. [11] The basic ideas of the algorithm are similar to that for constrained edit distance. We first use the method in [11] to compute the cost of an optimal alignment. The remaining task is to get the alignment.
Theorem 2 The algorithm in
Let q be the node in T 1 such that |T 1 [q]| ≥ 0.5|T 1 | and for any child q i of node q, |T 1 [q i ]| < 0.5|T 1 |. q is refereed to as a cutting point in T 1 . By definition, there always exists a cutting point for any T 1 .
By the definition of the alignment, node q is either aligned with a node T 2 [j ] or aligned with an inserted node (labeled with empty). We can modify the algorithm for computing the cost of an optimal alignment so that when the cost of an optimal alignment is computed, we immediately know the configuration of node q in the alignment. Thus, we can decompose the alignment of the whole two tree T 1 and T 2 into two parts (1) the alignment of subtree T 1 [q] with a subtree or subforest of T 2 , and (2) the alignment of the remaining parts of T 1 and T 2 .
Repeating the process, we can get the alignment. Similar to Theorem 1, we can show that the time required is still O(|T 1 ||T 2 |(deg(T 1 ) + deg(T 2 )) 2 ). In fact, the running time is twice of that for computing the cost of an optimal alignment.
Conclusion
We have presented space efficient algorithms for the computation of constrained edit distance and tree alignment for ordered rooted trees. The techniques can also be applied to other tree comparison problems such as degree-one and degree-two edit distance between ordered trees.
