Abstract. Quantification of myocardial blood flow (MBF) can aid in the diagnosis and treatment of coronary artery disease. However, there are no widely accepted clinical methods for estimating MBF. Dynamic cardiac perfusion computed tomography (CT) holds the promise of providing a quick and easy method to measure MBF quantitatively. However, the need for repeated scans can potentially result in a high patient radiation dose, limiting the clinical acceptance of this approach. In our previous work, we explored techniques to reduce the patient dose by either uniformly reducing the tube current or by uniformly reducing the number of temporal frames in the dynamic CT sequence. These dose reduction techniques result in noisy time-attenuation curves (TACs), which can give rise to significant errors in MBF estimation. We seek to investigate whether nonuniformly varying the tube current and/or sampling intervals can yield more accurate MBF estimates for a given dose. Specifically, we try to minimize the dose and obtain the most accurate MBF estimate by addressing the following questions: when in the TAC should the CT data be collected and at what tube current(s)? We hypothesize that increasing the sampling rate and/or tube current during the time frames when the myocardial CT number is most sensitive to the flow rate, while reducing them elsewhere, can achieve better estimation accuracy for the same dose. We perform simulations of contrast agent kinetics and CT acquisitions to evaluate the relative MBF estimation performance of several clinically viable variable acquisition methods. We find that variable temporal and tube current sequences can be performed that impart an effective dose of 5.5 mSv and allow for reductions in MBF estimation rootmean-square error on the order of 20% compared to uniform acquisition sequences with comparable or higher radiation doses.
Variable temporal sampling and tube current modulation for myocardial blood flow estimation from dose-reduced dynamic computed tomography Coronary artery disease (CAD) is commonly detected via invasive catheter-based angiography or noninvasive computed tomography angiography (CTA) or magnetic resonance angiography. 1 These techniques can detect the presence of stenoses in the coronary arteries caused by atherosclerosis. Clinically, however, knowing the downstream effect of a stenosis on myocardial perfusion is more important in terms of prognosis and appropriate treatments than simply detecting the presence of a stenosis. 2, 3 The addition of myocardial blood flow (MBF) information to the diagnostic process has been shown to lead to better outcomes and reduced costs in the treatment of CAD. 4 Considering coronary CTA is a common tool to evaluate stable chest pain, 5 there is an increasing interest in adding the capability of myocardial perfusion evaluation to these exams. 6 Dynamic contrast-enhanced (DCE) cardiac CT has the capability of achieving quantitative MBF imaging. 7 This procedure involves obtaining a series of myocardial CT images as the iodinated contrast agent passes through the myocardium. Timeattenuation curves (TACs) of the contrast agent are obtained from the CT image series, and they are analyzed using a physiological model of iodine exchange to quantitatively estimate MBF. 8 However, the multiple scans associated with dynamic CT potentially causes a high radiation dose to the patient. 9 Numerous different acquisition protocols have been employed in DCE cardiac CT and there is little evaluation of the relative trade-offs of different settings. For example, in animal studies, George et al. 7 used uniform temporal sampling acquisitions over 70 s at 2 frames∕s, with a fixed tube current (60 mAs, 120 kVp). They reported accurate perfusion estimates, but the acquisition protocol would impart effective doses in excess of 100 mSv to patients. In human studies, Ho et al. used one frame every 2 to 4 s, with fixed tube currents (370 mAs, 80 kVp) and reported effective dose levels of 6 mSv. 10 Similarly, Bamberg et al. 11 acquired one frame every 1 to 2 s over 30 s with fixed tube settings of 300 mAs (100 kVp). Kikuchi et al. 12 used one frame every 1 to 2 s with fixed tube settings of 33 or 175 mAs (80 kVp) depending on rest or stress state, resulting in dose levels of 3 to 7 mSv.
We have explored techniques to reduce the patient dose by either reducing the tube current or by reducing the number of temporal frames in the dynamic CT sequence or a combination of both. 8 However, these dose reduction techniques result in lower-quality data. In order to extract the myocardial blood flow (MBF) data from the noisy sinograms, we have investigated several smoothing techniques. In that work, we explored the use of sinogram restoration techniques in both the spatial and temporal domains as well as the use of the Karhunen-Loeve transform to provide temporal smoothing in the sinogram domain. 13 We employed uniform temporal samples at a single tube current in that work.
In this work, we investigate whether one can obtain better MBF estimation performance by varying the temporal sampling rate and tube current during an acquisition, informed by the knowledge of the sensitivity of the variation of myocardial CT number with respect to MBF. We hypothesize that increasing the sampling rate and/or tube current during critical time frames while reducing them elsewhere can achieve comparable or higher estimation accuracy at a reduced dose. Our goal is to reduce the overall dose from dynamic CT while keeping the RMSE in MBF estimates to a clinically acceptable value. We perform dynamic cardiac CT simulations of numerous conditions to evaluate the performance of MBF estimation and identify optimal acquisition protocols.
Methods

Dynamic Simulations
We generated dynamic material digital phantoms to mimic the exchange of iodine in the myocardium. Simulated CT projection data were generated using our polychromatic projector and dynamic material phantoms. 13 The polychromatic projector used a 120-kVp x-ray tube spectrum, and system parameters were matched to a CT scanner at the University of Washington (GE Lightspeed 16-slice, GE Healthcare, Waukesha, Wisconsin). The projector used ray tracing based on Siddon's algorithm 14 to compute the projection data. We used 888 bins and 984 view angles spanning 360 deg. Noise matching was done on the simulator to model the photon fluence with various tube currents by matching the standard deviation in 10 regions of interest (ROIs) in a uniform water phantom obtained from the CT scanner. Photon counting noise was compound Poisson, and electronic noise was Gaussian with zero mean and a standard deviation of 10. The noise power spectrum was also matched by varying the image reconstruction filter cutoff. The best match was provided by a Hann filter with a cutoff of 0.94 times the Nyquist frequency and this filter was used for all filtered backprojection (FBP) reconstructions in this work.
In order to simulate different noise levels, noisy projection data were generated with tube currents of 30 to 100 mA in steps of 10 mA, as well as at 25 and 55 mA, for 30 1-s time frames. 15 In order to simulate different disease states, we looked at four different MBF rates of 0.5, 1.0, 2.0, and 3.0 mL∕g∕min with a cardiac output of 8.0 L∕min. For each flow rate, we simulated dynamic phantom data for five different phases, where phase refers to a 0-and 1.0-s shift in acquisition start time. Figure 1 shows select frames in our simulated dynamic CT images. Noisy and noiseless image data were reconstructed using FBP onto a 512 × 512 grid of 0.97 mm 2 pixels. After reconstruction, additional beam hardening correction was performed, using temporal information to distinguish bone and iodine, following the iterative method of Stenner et al. 16 We selected a set of beam-hardening correction thresholds that minimized the bias in estimated MBF from noiseless data. Additional details of our simulations are described in our previous paper. 8 In order to analyze the reconstructed images with respect to the task of estimating MBF, four different ROIs of size 5 × 5 pixels were chosen in the left myocardial regions in the image. The four ROIs were in the basal, lateral, apical, and septal regions of the left myocardium as shown in Fig. 2 . The average CT number was computed for these ROIs and this value was extracted as a function of time to obtain TACs. The shape and magnitude of these curves are used to estimate MBF based on models of iodine transport in the myocardium. 17 We used a full two-compartment model to estimate the MBF in this paper. 8 We examined the cases of having 6, 10, 15, and 24 frames out of 30 frames. For our simulated data, the effective dose was estimated using the ImPACT CT Dosimetry Calculator. 18 
Sensitivity Analysis
Contrast is transported to the myocardium via the epicardial vessels from the aorta. By observing the blood pool contrast dynamics in the left ventricle or aorta (the input function TAC), we observe the contrast concentration available to enter the coronary circulation at that time. How much of this contrast arrives in the myocardium and how quickly (as measured by the myocardial TAC) is determined by the MBF. The change in myocardial CT number at a moment in time is sensitive to changes in MBF. We refer to the percent change in myocardial hounsfield unit (HU) with percent change in MBF as the myocardial sensitivity curve. The details of the sensitivity calculation are as follows. For a standardized input bolus and typical patient parameters (the same ones that were used in our simulated driving model patients), we do one driving model run at a specified flow state (0.5, 1, 2, or 3 mL∕min∕g) and a paired run with a specified flow state that is increased by 1% (0.505, 1.01, 2.02, and 3.03 mL∕min∕g). Each point on the sensitivity curve is calculated as the % change in HU between the two paired runs [e.g., f100 Ã ½HU MBF¼0.505ðtÞ −HU MBF¼0.5ðtÞ HU MBF¼0.5ðtÞ
g divided by the % change
The sensitivity is, therefore, an approximation of the local derivative of the relative change in measured attenuation as a function of the relative change in perfusion value. The way to understand this is that a sensitivity value of 0.2 at time t implies that a 5% increase in MBF should be expected to lead to a 1% (¼ 0.2 Ã 5%) increase in measured attenuation at time t. This is helpful to know because measurement at a time with a higher sensitivity will have greater signal to noise ratio than measurement at a time with lower sensitivity. Figure 3 shows input function (as recorded in an ROI in the left ventricle) and myocardial TACs as well as relative myocardial sensitivity as a function of time postinjection for different flow rates. The driving model used to generate the dynamic phantoms was also used to generate the sensitivity curves. We present several curves because the sensitivity varies with the true MBF. Since we do not know the flow rate for a given patient a priori, we computed the average of the sensitivity curves for flow rates of 1.0 and 2.0 mL∕g∕min. Based on the average curve, we observe that the myocardial HUs are most sensitive (sensitivity > 2.1) to flow rate during the interval from 2 s prior to 10 s postinput function peak time. The most sensitive frame times (in relation to the input function peak time) were found to be about the same for cardiac outputs ranging from 5 to 11.0 L∕min in simulated data. Cardiac output variability was considered only to generate the myocardial sensitivity curves. It was not used for the simulations and MBF estimations. We hypothesize that increasing the sampling rate and/or tube current during this time period while reducing them elsewhere can achieve comparable or higher estimation accuracy at a reduced dose. In addition to the frames in this time range, the first time frame is important because it is treated as the background value for the task of MBF estimation. To test this, we investigated several different combinations of tube currents and temporal sampling based on the generated simulated CT data. Our goal was to keep the overall dose for a given dynamic CT sequence to be around 5.5 mSv.
We explored the following acquisition schemes:
1. uniform temporal sampling with single tube current (uniform-uniform);
2. uniform temporal sampling with multiple tube currents (uniform-variable);
3. nonuniform temporal sampling with single tube current (variable-uniform); and 4. nonuniform temporal sampling with multiple tube currents (variable-variable).
We will refer to sequences 2 to 4 that have at least one variable component as "variable" and sequences that have both uniform components as "uniform." Figure 4 shows the difference between uniform temporal sampling at a single tube current and variable temporal sampling at multiple currents. In this figure, we show a sequence where seven frames are sampled at 25 mAs, two frames during the peak period sampled at 100 mAs, and six other peak frames at 40 mAs. In the uniform case, the frames are 2 s apart at 40 mAs. Both sequences use 15 frames and impart an identical radiation dose. Figure 5 shows a sample myocardial TAC for noiseless data with different time frames being picked for MBF estimation. In Fig. 5 , the black line uses uniform sampling with frames 2 s apart. The blue line uses nonuniform temporal sampling with fewer frames being acquired during the first 9 s and more being acquired around the peak uptake time period and no frames after 28 s. 
Performance Metric
We obtain a TAC from each of the four myocardial ROIs that incorporate the variation in the myocardium due to beam hardening as well. From each TAC, we estimate MBF using a twocompartment model of iodine transport and compare it to the true simulated values. For a scanning protocol to be considered viable, it should perform well over a variety of disease states (four flow rates) in various phases (five of them). In addition, its performance should be robust against the presence of noise variability (five noisy states). We use the root-mean-square percent error (%RMSE) in MBF estimates over four flow rates, five phases, five noisy realizations for each phase, and four ROIs for each noisy realization as the metric (N ¼ 400) to determine the best possible sampling sequences. There were some cases where the MBF optimization estimated erroneously high flow rates; we thresholded all erroneous estimates to have a maximum value of 5.0 mL∕g∕min. These results were also included in the %RMSE and RMSE calculations. 95% confidence intervals (CIs) on %RMSE were generated using bootstrapping performed using the MATLAB function "bootci" (resampling with replacement) with N ¼ 10;000.
Results
Uniform Temporal Sampling with a Single
Current (Uniform-Uniform)
Allowing a total effective dose budget of 5.5 mSv, we first examined the effect of distributing that dose among different numbers of frames and placing those frames at different times. CT acquisition tube current was held constant across all frames for a given number of total frames, such that the total dose was as close as possible to 5.5 mSv. Table 1 lists the results for uniform temporal sampling data with a total dose of 5.5 mSv. We use a compact notation to characterize uniformly sampled frames, for example, "1∶2∶30" means that a frame was acquired at the first second and every two seconds thereafter until the 30'th second after injection.
Comparing sequence 1b to sequence 1c and sequence 1d to sequence 1e, we see that the inclusion of the first frame in TACs gives slightly more accurate MBFs because it allows for more accurate background estimation. On comparing sequences 1a and 1d, we see that using fewer frames each at a higher tube current give a slightly lower %RMSE. However, there is a limit to how few frames we can use and still get a reasonable %RMSE. Sequence 1f uses only six frames at 100 mAs and gives a much higher %RMSE. We also note that using 24 frames but at a much lower tube current, in sequence 1a, does not give us a better MBF estimate.
Uniform Temporal Sampling with Multiple
Currents (Uniform-Variable)
We explored uniform temporal sampling with various combinations of tube currents with the goal of keeping the effective dose around 5.5 mSv. The notation for the current-frame(s) combination in column 2 is [frames acquired] at a specific tube current. Comparing 15-frame sequences 2a and 2b, we observe that using a higher tube current of 55 mAs for more of the peak frames gives a lower %RMSE. From sequences 2b, 2c, and 2d, we see that using the higher current for the first frame also gives a slightly lower %RMSE. Looking at 10-frame sequences 2e and 2f, we see that the inclusion of the first frame is important Table 1 ) and one of the nonuniform temporal sampling (sequence 3b in Table 3 ) strategies showing slightly higher density samples on the rising edge and near peak enhancement. Table 1 ) versus variable sampling (sequence 4b in Table 4 ) showing various time frames being picked at various tube currents. for more accurate MBF estimates. Comparing the data in Table 2 to that in Table 1 , we observe that we can obtain a lower % RMSE using a combination of two or three currents with the higher tube currents being used for the most sensitive frames, including the first frame. These results make sense since MBF estimation requires accurate uptake values for both the first and the peak frames. So, inclusion of the first frame and peak frames at higher tube currents will give us more accurate MBF estimates.
Nonuniform Temporal Sampling with a Single Current (Variable-Uniform)
There are numerous ways to choose the required number of frames out of 30 frames. Table 3 lists four of the best results we obtained using nonuniform temporal sampling with a single tube current. Nonuniform sampling at a single current (sequences 3a and 3d) give us more accurate MBFs than uniform sampling at a single current (sequences 1a and 1f, respectively) for 24 and 6 frames. For 15 and 10 frames, the %RMSE values are about the same between uniform (sequences 1b to 1e) and nonuniform sampling (sequences 3b to 3c). However, %RMSE in all the sequences in Table 3 are higher than what we obtained using multiple currents and uniform sampling as listed in Table 2 .
Nonuniform Temporal Sampling with Multiple Currents (Variable-Variable)
In this case, we chose the more sensitive frames at higher tube currents. Table 4 shows some of the results that we obtained using nonuniform temporal sampling at multiple tube currents.
Comparing sequences 4b and 4c, we observe that acquiring the peak frames at a higher tube current (100 versus 70 mAs) gives a more accurate MBF estimate. From sequences 4d and 4e, we observe that acquiring more of the peak frames at a higher tube current gives slightly more accurate MBF estimate.
Comparing Across Approaches
We want to compare the three best variable sequences (with lowest %RMSE) from Tables 2-4 to the best uniform-uniform sequence result from Table 1 . These results are shown in Fig. 6 along with 95% CIs for the %RMSE values. From this figure, we observe that one can obtain multiple tube current sequences using both uniform and nonuniform temporal sequences (sequences 2a, 4b, and 2d), which give MBF estimates that are lower than the 95% CI of the best MBF estimate obtained from uniform temporal sampling at a single current (sequence 1d). Figure 7 shows box plots for bias in MBF estimates, defined as the difference between MBF estimate and true flow, distributed by flow rates (N ¼ 100) for these two sequences. We observe that the lower flow rates have more outliers. We also note that the uniform sequence 1d has many more outliers compared to sequence 2a. This could help explain why sequence 2a performs better than the uniform sequence 1d. Figure 8 breaks down the RMSE and %RMSE values by flow rates for the best uniform and variable sequences. From Figs. 7 and 8, we observe that the bias in MBF estimates does not vary much by flow rates. Increase in RMSE with flow rates seems to arise mainly from the increase in variance in flow estimates. Table 5 breaks down the RMSE and %RMSE values by flow rates for the best uniform-uniform and variable sequences. Overall, the lowest % RMSE that we obtained was 50%, using 15 uniformly sampled frames at 55 and 25 mAs tube currents, which is 20% lower than the %RMSE that was obtained using a uniform sampling of 10 frames at 60 mAs. In addition, this performance improvement comes with negligible increase in patient radiation dose, 5.6 mSv compared to 5.5 mSv for uniform sampling at 60 mAs for 10 frames.
Discussion
In this work, we explored the use of variable sampling of temporal frames and tube current modulation for the task of MBF estimation using dynamic CT. We found the best technique employed uniform temporal sampling using variable tube currents, with higher currents being used for the most sensitive frames. This suggests that uniform sampling with variable tube currents can be quite robust. In general, the following patterns emerged based on the sequences we looked at: 1. The first frame is important since it is used for background estimation in the MBF estimation.
2. Frames that are myocardially most sensitive (from 2 s earlier until 10 s after the input function peak time based on varying cardiac outputs) should be included and sampled at higher tube currents.
3. Use of multiple tube currents gives better MBF estimates than using a single tube current for the same dose.
4. There is a limit to how few frames can be used: we found that using six frames at a high tube current of 100 mAs for the same dose gives much worse results.
5. There is a limit to using more number of frames but at a low tube current (to get the same dose): using 24 frames at 25 mAs did not give better results than using 15 frames with variable tube currents.
The best %RMSE values that we obtained were on the order of 50%. Absolute MBF estimation with dynamic myocardial perfusion CT, or any other candidate modality (PET or MR), does not have clear clinical guidelines about acceptable %RMSE values. We know that this reported error will be strongly a function of the size of the tissue of interest, with global MBF estimates (averaging the whole myocardium) with much less error than the small 0.24 cc ROIs used in this study. Clinically, global MBF estimates are used to characterize small vessel, microcirculatory disease and regional flow estimates that characterize macrovascular, focal-epicardial disease. 19, 20 The goal of our current work is to rank sampling schemes, not to demonstrate absolute performance of methods. For this work, we purposely choose a challenging task, very low-dose conditions, and a relatively small tissue size of interest, to elucidate any performance differences between different acquisition strategies.
This work presents broad acquisition recommendations based on evaluation of a controlled simulation experiment. The simulation experiment does not include numerous degrading effects present in clinical studies including myocardial attenuation and flow heterogeneity, patient motion, and metallic artifacts. These effects, while impacting clinical perfusion studies, should not affect our results suggesting dose acquisition strategies. Furthermore, our experiment modeled a single injection strategy (5 mL∕s injection of 50 cc of Omnipaque 350 contrast). Different optimal acquisition times may be expected with other injection strategies, although the overall trends are expected to be consistent.
Conclusions
We explored variable temporal and current acquisition schemes in dynamic CT for the task of MBF estimation using simulated data. We found that for temporal sampling, it is important to include the first time frame and other frames during the times when the myocardial sensitivity is higher (typically from around 2 s earlier until 10 s after the input function peak time) to get more accurate MBF estimates. The choice of tube current or flux is also important. In general, using a higher tube current for the most important time frames gave us more accurate MBF estimates. Since the sensitive frames can vary between patients and disease states, including most of the possible sensitive frames at a higher tube current can provide a more robust MBF estimate. We found that variable temporal and tube current sequences can be performed that impart an effective dose of 5.5 mSv and allow for reductions in MBF estimation RMSE on the order of 20% compared to uniform acquisition sequences with comparable radiation doses. These results suggest that more tailored temporal and current sampling techniques could provide more dose efficient acquisitions than uniform sampling for dynamic CT for the task of MBF estimation.
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