Abstract Predictions of coastal evolution driven by episodic and persistent processes associated with storms and relative sea-level rise (SLR) are required to test our understanding, evaluate our predictive capability, and to provide guidance for coastal management decisions. Previous work demonstrated that the spatial variability of long-term shoreline change can be predicted using observed SLR rates, tide range, wave height, coastal slope, and a characterization of the geomorphic setting. The shoreline is not sufficient to indicate which processes are important in causing shoreline change, such as overwash that depends on coastal dune elevations. Predicting dune height is intrinsically important to assess future storm vulnerability. Here, we enhance shoreline-change predictions by including dune height as a variable in a statistical modeling approach. Dune height can also be used as an input variable, but it does not improve the shoreline-change prediction skill. Dune-height input does help to reduce prediction uncertainty. That is, by including dune height, the prediction is more precise but not more accurate. Comparing hindcast evaluations, better predictive skill was found when predicting dune height (0.8) compared with shoreline change (0.6). The skill depends on the level of detail of the model and we identify an optimized model that has high skill and minimal overfitting. The predictive model can be implemented with a range of forecast scenarios, and we illustrate the impacts of a higher future sea-level. This scenario shows that the shoreline change becomes increasingly erosional and more uncertain. Predicted dune heights are lower and the dune height uncertainty decreases.
Introduction
Decadal to centennial scale coastal change integrates many processes, some of which take place over long time periods, such as relative sea-level rise (SLR, which includes eustatic, isostatic, and other climatic and non-climatic effects [Church et al., 2013]) , and some of which take place over very short time periods, such as during storms. Long-term shoreline change along low-lying coastal barrier islands like those found along the U.S. Gulf of Mexico can be extremely rapid, with erosion rates exceeding 10 m/year (Figure 1 ). These extreme rates of erosion almost certainly involve both high rates of relative SLR [Penland et al., 1988; Morton et al., 2004] and storms [Fearnley et al., 2009; Stockdon et al., 2012] . Long-term shoreline change also depends on the local sediment budget and sediment texture, such that barrier islands with less available sediment and finer sediments will erode more quickly than barriers with abundant or coarse sediment [Twichell et al., 2009; Twichell et al., 2013] .
Short-term storm impacts that affect shoreline change are largely controlled by the height of dunes [Sallenger, 2000; Stockdon et al., 2007; Long et al., 2014] , which controls the frequency of overwash, dune erosion, and landward barrier migration or rollover. The details of exactly how much shoreline change might result from a particular storm depend on a number of other factors such as beach width, dune width, and island width [Donnelly et al., 2006; Plant and Stockdon, 2012] . These details can be accounted for with detailed numerical models [Roelvink et al., 2009; Lindemer et al., 2010; Mccall et al., 2010; Sherwood et al., 2014] if the topography, bathymetry, and storm conditions are known, which tends to be true only after storms have occurred but not for future conditions. For future projections, storm processes and SLR can be coupled in a number of ways to predict barrier island evolution [Stolper et al., 2005; Lorenzo-Trueba and Ashton, 2014] . These models all require extracting a number of calibration parameters from observations. The parameters often have relatively high uncertainties [Apotsos et al., 2008] and the calibration data (main figure) and change rates based on a synthesis (coastal vulnerability index [CVI] ) of studies [Gutierrez et al., 2014] (inset 1). Both data sets span the U.S. Gulf of Mexico coastline (inset 2).
themselves (e.g., measured shoreline changes) also have substantial uncertainties [Moore et al., 2006; Passeri et al., 2014] .
Other influences on shoreline change in this region result from societal processes, such as artificial berm-building and ecosystem restoration in response to recent hurricanes and impacts of the Deepwater Horizon oil spill [Gulf Coast Ecosystem Restoration Council, 2014] . The restoration efforts are intended to increase the economic and ecologic sustainability of the Gulf of Mexico coast, and they typically consider storms, SLR, and associated land loss. The threats posed by SLR to sustainability have been investigated in a number of ways, often related to flooding of the current coastal landform [Smith et al., 2010; Mousavi et al., 2011; Hagen and Bacopoulos, 2012; Atkinson et al., 2013] . We wish to predict how aspects of that landform will change as sea level changes. For example, changing sea-level and landforms affect tides and hurricane storm surge dynamics [Bilskie et al., 2014; Passeri et al., 2015a Passeri et al., , 2015b . These hydrodynamic analyses require a definition of the shoreline as lateral boundaries in the model domains and elevations are required along barrier islands to account for how these boundaries might be inundated. We develop and test a model that simultaneously predicts shoreline-change rates and dune height by coupling historical observations of these variables to SLR, wave height, and tides, and geomorphic classification data sets.
A previous approach used a statistical model to test the coupling of these variables and showed that SLR and geomorphology were most important for predicting the variability of shoreline change [Gutierrez et al., 2011] . This model was applied across all U.S. Coastlines [Gutierrez et al., 2014] where hindcast predictions were shown to have about a 70% success rate. But, when just the Gulf Coast was considered, the success rate was only about 30%. For the previous model, the geomorphology was classified in five broad categories, only one of which included barrier islands. Because much of the Gulf of Mexico is described by this one category, different geomorphologies along the Gulf of Mexico coast were not distinguished and potentially important relationships between geomorphology and the other variables were not resolved. We augment the geomorphic description with historical averages of the dune-crest height to make simultaneous predictions of shoreline change and dune height. We investigate the potential to improve shoreline-change predictions. We will show that there is substantial spatial variability in these variables, and that we must estimate this variability as well as the joint correlations between shorelines, dunes, and SLR. We then test predictions of historical shoreline-change rates and dune heights driven by spatial variability in relative SLR PLANT ET AL.
SHORELINES, DUNES, AND SEA-LEVEL RISE and develop a method for extending the hindcast predictions to forecast scenarios that show how dune height affects shoreline change (and vice versa) under two alternative SLR scenarios.
Methods

Statistical Model
Based on several previous modeling approaches [Gutierrez et al., 2011 [Gutierrez et al., , 2014 , we use a Bayesian network (BN) to develop a predictive model for future dune-height, shoreline-change rate, and shoreline positions that are driven by SLR and conditioned on two other oceanographic variables (tide range and wave height, averaged over historical records) and the coastal-plain slope and geomorphic classification (which, as mentioned earlier is not particularly informative in this study area because the majority of the cases fall in a single class: barrier islands). The model (Figure 2 ) accounts for joint correlations between some of the variables (shown graphically in Figure 2b ) such that
where the left side of equation (2a) represents the marginal distribution, which is the probability of a particular shoreline-change rate, P(E i ), given the joint probability distribution with the other variables ( = broad-scale coastal slope, G = geomorphic classification, D = dune height, SLR, T = tide range, and W = wave height). The dune-height variable is based on an average of values extracted from lidar surveys over the past decade and the other variables are described by Thieler and Hammar-Klose [1999] . The index, i, denotes a discrete range of shoreline-change rates (Figure 2b) , and the full range of observed values are divided into this set of discrete ranges, or bins. The summation is over all PLANT ET AL. SHORELINES, DUNES, AND SEA-LEVEL RISE10.1002/2015EF000331 input variables, which are also divided into discrete bins. The BN stores the joint probability information in tables that describe the conditional probability of each variable given the state value (bin) of the other variables ( Figure 2) . Thus, the conditional relationships are decomposed as follows:
(1b) where the last four terms (probabilities of , SLR, T, and W) are external inputs that are treated as if they were statistically independent of each other. Shoreline-change rate, dune height, and geomorphology depend on each other and on the external inputs. In our case, geomorphology for the Gulf of Mexico distinguished barrier islands from mainland coastlines and more detail about the geomorphology is added by including the dune-height variable. In this form, a prediction of the probability of shoreline change occurring in each of several ranges (i = 1, 2, 3, 4; see Figure 2b ) can be computed. Equation 1b can be re-arranged to get a similar prediction for dune height, using Bayes rule:
where the index, i, indicates the discrete ranges of dune heights (i = 1, 2, 3, 4; see Figure 2b ) and the summation is over all shoreline-change rates after using 1b. These equations allow prediction of shoreline change by specifying the probability of all the other variables including or omitting dune height as an input. Dune height can be predicted, either including or excluding shoreline-change probabilities. If no conditional constraints are supplied, shoreline-change rate and dune height (and all the other variables) are predicted with prior distributions, which simply represent the frequency of occurrence of each variable's value in the data set that is used to estimate the conditional probabilities. Finally, the prediction of the change in shoreline position, Δ = E, at any point in time is
where is the elapsed time since some reference time. We use 2010 as the reference time. 
Data
The conditional probabilities required by the BN can be estimated from data sets and model calculations. Two data sets contain estimates of historical shoreline change along the Gulf of Mexico coast ( Figure 1 ) and we include both in order to identify uncertainties in shoreline-change information and to test for differences in predictability resulting from using one or the other as inputs (e.g., predicting dune height) or to verify model-prediction output. Because the BN requires discretization of each variable into bins (or classes-such as is already the case for geomorphology), we start with a very simple discretization (Figure 2b ). In the simple scheme, the inputs (SLR, T, W, , and G) are given two states (high and low) and the outputs (D and E) are allowed four states. The choice of the number of bins per variable affects the ability of the model to fit the data. Too few bins impede accurate representation of the data and the corresponding joint probability relationships. However, because the model is trained on data, too many bins may lead to model overfitting [Fienen and Plant, 2015] . The boundary between bins was chosen somewhat subjectively correspond to apparent threshold values (see Section 3). The sensitivity of the choice of number of bins and bin boundaries is addressed in Section 4.
Shoreline-change data come from an assessment of shorelines at nominally four time periods spanning the mid-1800s to 2002 Morton et al., 2004] . The shorelines were used to estimate a long-term change rate using linear regression, hereinafter referred to as the linear regression rate (LRR), at a number of discrete locations (Figure 1 ). The second data set comes from the same source as was used to develop a BN model for the entire U.S. coastline [Gutierrez et al., 2014] , which included shoreline-change rates nominally spanning the past 100 years and incorporated data used to develop a coastal vulnerability index (CVI) [Thieler and Hammar-Klose, 1999] . We discretized the shoreline changes into four bins (Figure 2b ) to resolve extreme erosion (<−5 m/year), moderate erosion (−5 to −1 m/year), no change (−1 to 1 m/year), and accretion (>1 m/year). The Gutierrez et al. [2014] data set also included estimates of relative SLR, tide range, wave height, slope, and geomorphology, which we used with both of the shoreline-change rate data sets by spatial interpolation to nearby points in the LRR data set. The BN is tolerant of missing data and hence, we did not attempt to interpolate where the nearest data were missing. The BN learns conditional probabilities through fitting the data that are not missing. Predictions from the BN replace missing data with the prior distributions, which generally leads to increased uncertainty in predictions at locations where data are missing.
Comparing the data across the entire Gulf of Mexico region ( Figure 1 , inset 2) shows that there are some differences between the two shoreline-change data sets (Figure 3) , with a correlation between the two explaining only 39% of the variance of the LRR. Nonetheless, when the synthesis rates (hereinafter called CVI rates) are less than -5 m/year, the LRR rates are likely to represent extreme erosion. And both data sets show correspondence for no-change and accretion. It is not clear which data set is most useful for capturing the joint correlations between shoreline change and the other variables, hence, we will retain both and explain differences in the uncertainty with the BN. The broad correlation of the shoreline-change rates with SLR is very similar between the two data sets (Figure 3b ), and this suggests that the differences between the two data sets may not affect the predictions. For low SLR, the shoreline-change rates are generally low and are more negative (e.g., erosion), but are more variable for higher SLR.
(a) (b) The dune-height data were obtained from an analysis of the Gulf Coast's storm vulnerability . The dune-height is the height of the primary dune crest relative to mean sea level and we averaged data where there were multiple estimates, which come from baseline studies and re-surveys associated with specific storms Sallenger et al., 2009; Mccall et al., 2010; Plant et al., 2010; Guy et al., 2013] . Dune-height data were extracted from airborne lidar acquired during the time period between 2002 and 2012. Thus, the dune-height data are averaged over a much shorter time period than the shoreline-change data, but we found that the dune heights depended on the longer-term parameters (Figure 4 ), implying that there is a systematic relationship that can be exploited for prediction and that current dune heights are relevant to the future response of the coast. In particular, where dune height exceeded 3-4 m, the long-term shoreline-change rates were generally small. Where dune height was low, shoreline-change rates could be extremely erosional (<−5 m/year) but could also be accretional (>1). For SLR exceeding 5 mm/year, dunes tend to be low ( Figure 4b ). We will test for systematic relationships that we could capture in the statistical model.
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Model Testing
The BN is trained on the data sets described in the previous section to make estimates of the terms required in equations (1a)- (3). We use the expectation maximization method within the Netica software package [Norsys Software Corp, 2012] probabilities by first estimating the expected value of the likelihood function given the current conditional probabilities and then maximizing this expected value by varying the conditional probabilities until the expected likelihood converges [Dempster et al., 1977; Lauritzen, 1995] . Once trained, the model can be tested against data to see how well the joint correlations can explain the spatial variability of the data. We perform four tests, each having several variations to explore sensitivity to parameters. The first test is a hindcast prediction of the shoreline-change rates given all of the other variables, compared to the LRR and the CVI shoreline-change rates, and either including or excluding the dune height as a constraint. The second test is a hindcast prediction of the dune height, using either the LRR or CVI rate as input, or omitting the shoreline-change input. The third test explores the robustness of the BN to an increase in complexity by increasing the number of discrete ranges for the input from two bins to six bins. We use a calibration/validation approach that withholds data from the training and tests on both the training and withheld validation data [Fienen and Plant, 2015] . We withheld one-third of the data, trained on the remaining two-thirds, and repeated (bootstrapped) for all permutations of training and withheld sets. Finally, we conduct a sensitivity test for predictions of future shoreline position and dune height (and corresponding uncertainty) by applying different SLR scenarios rather than using the historical values.
The predictions are not the values of each parameter, but are instead the probability that the value falls within each bin. To compare to observed values, we must convert the prediction to a Bayesian-mean (i.e., E = ∑ E i p[E i ]) and standard deviation ( ). The standard deviation can be used as a weight such that predictions that are uncertain (high standard deviation) are weighted less than confident predictions. We report the skill of the correlation between the mean of the prediction using the weights and without the weights. The skill is computed as
where msr is the mean-square residuals of the linear regression between the Bayesian-mean value and the data, and msd is the mean-square of the data. The weights are applied to each data value in calculating the mean-square values: msd = d T Q d [Priestly, 1981] , where d is the data vector, Q is a diagonal matrix with 10.1002/2015EF000331 elements (n 2 ) − 1 , and n is a normalizing coefficient so that the sum of the weights equals unity. Predictions with large uncertainties are weighted less than more confident predictions in this calculation. If both the Bayesian-mean values and the Bayesian uncertainty are accurate, the weighted skill will be higher than the unweighted skill. The maximum skill is unity. The unweighted skill is computed by replacing with unity. Another way to measure the skill of the prediction is to compare it to the prior probabilities to assess whether constraining the prediction with inputs actually increases the certainty. We use the likelihood ratio (LR) [Weigend and Bhansali, 1994 ] to measure the change in certainty:
where the first term is the updated probability evaluated at the kth observation location and the second term is the probability of the prior at that location. We sum over all locations. Positive LR values indicate improvement over the prior with both accurate predictions and high confidence. Negative LR values indicate either inaccurate but overly confident predictions (i.e., precise but wrong), or excessively uncertain predictions.
Results
Example Scenarios
A trained BN will make a prediction in the form indicated by equations (1a)- (3). Without imposing any conditional probabilities on the input variables, this prediction is called the prior (shown in Figure 2b ), which gives probabilities for each variable falling in each bin. Thus, the most likely shoreline-change rate is −5 to −1 m/year (36% likely) and the most likely dune height is 0.5-2 m (33% likely). The prior probabilities for all the variables can be determined from Figure 2b . By constraining some of the variables, the prior probabilities are updated to reflect specific scenarios or conditions at specific locations. For example, Figure 5a shows that if we select a high SLR, low wave height, tide range, and slope and restrict consideration to barrier island geomorphology, the updated prediction is virtually certain that the dunes will be low (0.5-2 m with 99% likelihood) and the most likely shoreline-change rate will correspond to extreme erosion (−25 to −5 m/year with 46% likelihood). However, there is some uncertainty in the shoreline-change prediction and there is significant likelihood of accretion (1-9 m/year with 21% likelihood). Alternatively, we can examine the lower SLR scenario (1.8-6 mm/year) and change the coastal slope to be steeper (also with 100% likelihood). In this scenario, we find that the shoreline-change rate is much more likely to be stable (−1 to 1 m/year with 49% likelihood) and dunes are likely to be higher (>2 m with 91% probability). These examples also illustrate how shoreline change and dune height are predicted simultaneously as we did not constrain either of these variables.
Hindcasting Evaluation
We can extract inputs from the data set and, at each location, sequentially apply the input as constraints to the BN to extract probabilities of shoreline change and dune height (Figures 6 and 7) . Locations are presented from west to east around the U.S. Gulf Coast (Figure 1, inset 2) . The first prediction uses all the inputs, including the dune height, and compares to the LRR and CVI shoreline-change data (Figures 6a and 6b , respectively). These results were obtained using the baseline BN (Figure 2b ). This shows that predictions can be made everywhere, even if one of the input variables is not constrained (e.g., dune height). Unconstrained data result in the prior being used in the updated prediction. There are variations in the most-likely predictions (indicated by the dark band of the inner 50% of the probability distribution). The BN gives an identical prediction in the comparison to both the LRR and CVI cases because the inputs did not differ. If dune height is removed from the input, the prediction is not changed substantially (Figure 6c ), other than reducing the spatial variability in the uncertainty, with more occurrences of relatively high uncertainty. The uncertainty increased markedly in some cases when we remove the additional constraint that is supplied by the dune height (e.g., at the location near longitude 86 ∘ , between Choctawhatchee Bay and Panama City, where dunes are relatively high). Thus, shoreline change does not depend uniformly on dune height. Dune height can be predicted in the same manner as shoreline-change rates (Figure 7) where we use either the LRR or CVI shoreline-change rates as input (Figures 7a and 7b, The robustness of the BN predictions was examined by training on LRR or CVI rate data and then testing against these data (Table 1) . If the BN is trained on the LRR data it predicts LRR with a weighted skill of 0.6, but predicts the CVI data with a skill of 0.25. (We do not assess the significance of these skill metrics as this requires a formal estimate of independence in the observations. Our intent here is to use the skill to compare competing models.) If the dune height is omitted, the LRR skill drops to 0.5 while the CVI skill drops to 0.1. The value of the spatially varying uncertainty that accompanies each prediction is illustrated by comparing the weighted skill values (which use the confidence band to give more weight to more confident predictions). The unweighted skill values are always less than the weighted skill values. This indicates that the more confident predictions are actually more accurate. The LR score is positive for the LRR data set, explicitly indicating that the prediction is more accurate than using the prior probability of shoreline-change rate and the prediction is also more confident than the prior. The LR score is negative for the CVI data that are predicted with the BN trained on the LRR data, indicating poor accuracy, overconfidence, or both. The situation is similar if the BN is trained only on the CVI data and tested against the LRR data. To create a reliable model (which was used to generate the results shown in Figures 2, 5-7) , the data sets are assimilated into one model. This reduces the skill (0.3 against both data sets) but the LR score is positive for both, indicating predictions that are accurate and confident. Using the model trained on both CVI and LRR data, the dune height predictions ( Figure 7) were evaluated ( Table 2) . Predictions with either LRR or CVI shoreline-change rate as input were similar and dune height was predicted with a higher skill (about 0.6) compared with shoreline-change rates. Removing the shoreline-change rate reduced prediction skill only slightly (Table 2 , "none" case).
The predictive skill for shoreline-change rate was low, but comparable to the skill obtained for the Gulf of Mexico region using a model that assimilated data from many coastlines, not just the Gulf of Mexico [Gutierrez et al., 2014] . So far, we used a BN that was less complex than that used previously [Gutierrez et al., 2011 [Gutierrez et al., , 2014 because we chose to restrict the input to just two bins. We explored BN models with more bins per variable and this analysis showed that the hindcast skill increased until there are four to five bins per input. (More details of finding an optimal BN are presented in Section 4) The hindcast skill for the shoreline-change rates for the optimized BN (Figure 5c ) increased to 0.6 (Table 1 ) and the skill was less sensitive to including or omitting the dune-height input. The corresponding dune-height prediction skill was nearly 0.8 (Table 2 ). The increased resolution of the input variables, particularly SLR, explained more variability of both data sets and was sufficient to provide improved prediction skill for shoreline change and dune height without PLANT ET AL.
SHORELINES, DUNES, AND SEA-LEVEL RISE10.1002/2015EF000331 needing one to explicitly support the prediction of the other. Also, the LR increased, indicating improved confidence of the predictions even if the accuracy was not improved when one variable is used to predict the other.
Forecast Scenarios
The optimized model was used to predict shoreline-change rate, dune height, and corresponding shoreline-position changes in the future for two SLR scenarios. At this stage of the analysis we focus on a (a)
(c) Figure 7 . Dune-height prediction using Bayesian network trained with linear regression rate (LRR) and coastal vulnerability index (CVI) data and using (a) LRR data as input, (b) the CVI data as input, and (c) omitting any shoreline-change rate input. Blue dots represent the data. Abbreviations for each coastal state (TX, LA, MS, AL, and FL) are labeled for location reference (and see Figure 1 ).
sub-region between Chandeleur Island, LA and Apalachicola, FL (Figure 1 , main panel and inset 1), where the results of the present method have been used in two related studies Passeri et al., 2016] . The first scenario replaces the observed relative SLR rate [i.e., the spatially varying rate, Thieler and Hammar-Klose, 1999 ] with a spatially uniform value of 1.8 mm/year, which is the approximate 20th century global average rate of SLR [Church and White, 2011] and is generally lower than the historical rate (3.9mm/year, the average of values obtained from Gutierrez et al. [2014] ) in the sub-region. The second scenario, corresponding to the average SLR for 2050 to 2100 "intermediate low" scenario of Parris et al. [2012] , increased the SLR rate to 6.2 mm/year, which is generally higher than the observed rates. These scenarios can be applied to the entire domain, but we restrict our analysis to the sub-region to illustrate the impact of the different scenarios.
Compared with the predictions and observations based on the historical SLR rate, the predicted shorelinechange rate becomes more negative (indicating increased erosion). The change is, on average, from −1.9 to −3.4 m/year (Table 3 ). In addition, the uncertainty of the prediction, measured as the average standard deviation of the prediction, increases from 4.4 to 6.5 m/year under the higher SLR scenario. The spatial variability of the forecast becomes generally more uniform as a result of the increased uncertainty (Figure 8 ). There is a region of the Florida coast (near 85 ∘ longitude) that is an exception to this generalization, where extremely confident predictions of no-change were made. By inspecting the data used to build the BN, we find that there are two actual locations that match the input SLR conditions corresponding to this scenario. The first is along the Texas coast near Matagorda (Figure 1, inset 2) , where the shoreline change is between −1 and 0 m/year . The other location with relatively high SLR is the Chandeleur Islands (Figure 1 ) off the coast of Louisiana, which is eroding rapidly. In this prediction example, the dune-height prediction is confident that dunes will be about 2.5 m high (Figures 8e) and this interacts with the shoreline-change prediction to yield a scenario that is more similar to the Texas coast than the Chandeleur Islands as a whole.
The dune-height prediction at the location with the confident no-change prediction is accurate (Figure 8b) , hence, we conclude that the scenario is a valid solution. Overall, the dune height is predicted to be reduced by about 1 m for the high SLR scenario, and dune height would increase, relative to current conditions, by about half a meter for the low SLR scenario (Table 3 ). The dune-height prediction is actually more confident PLANT ET AL.
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for the high SLR scenario (average standard deviation is 1.2 m) compared with either the hindcast or the low SLR scenario. Note that dune-height predictions depend on shoreline change, sea-level, storms, and other factors, but do not have an explicit time component because we do not estimate rates of dune-height change. This exposes an implied assumption that dunes will respond rapidly and be in equilibrium with the SLR and shoreline-change rates. See Section 4 for further elaboration of this point.
The prediction of the change in shoreline position (employing equation (1a)), evaluated in the year 2050 shows that the mean prediction is about 90 m of erosion (Table 3) we applied this method in related studies Passeri et al., 2016] . The uncertainty in the shoreline-change rate prediction is propagated to the shoreline change and we see that there is higher uncertainty with the high SLR rate (Table 3, Figure 8 ). In fact, the uncertainty is so high in most locations that there is more than a 10% chance that the shoreline could recede by over 500 m (Figure 8f ), which may exceed the actual barrier width. This implies either that there could be significant barrier island migration, barrier island loss (e.g., similar to that projected by Gutierrez et al. [2009] for the U.S. Mid-Atlantic barrier islands), or, particularly where there is infrastructure or important ecosystems, that humans may engineer the coast at these locations should a high SLR rate affect this region [Reed and Wilson, 2004] .
Discussion
We have developed an enhanced, statistical prediction of shoreline-change rates that can utilize dune height as input, predict the dune height using shoreline change (and other variables) as input, or predict shoreline change and dune height simultaneously and consistently. Using a BN approach to develop statistical predictions allows assimilation of data from a wide area (much of the U.S. Gulf of Mexico coastline) that spans diversity in shoreline-change rates (including multiple data sets), geomorphology, dune height, tidal and wave conditions, and relative SLR. We show that prediction skill can be improved most by optimizing the BN model to improve the resolution of the input variables. With the optimized model, the primary value of including dune height to predict shoreline-change rates (and vice versa) was to improve the prediction confidence. Prediction confidence is important to understand for future scenarios where we use the model to predict response to higher SLR rates. Here, we discuss in detail the optimized model, the role, and origin of dune-height and shoreline-change rate correlations, and the implications of the results with respect to understanding uncertainty for decision making and understanding the outcome of complicated geomorphological processes.
The optimized model had increased resolution of most inputs variables and was capable of making the most skillful predictions of both shoreline change and dune heights. One explanation for the improved skill of the optimized model is that it simply over-fit the data and was not robust. This is almost always true to some extent. We evaluated the degree of overfitting using a calibration/validation approach [Fienen and Plant, 2015] that trained the model on a portion of the shoreline-change data and tested it on a withheld portion ( Figure 9 ). The validation was performed by training on two-thirds of the data, and testing on the remaining, withheld third of the data set, and doing this for all three permutations of training and testing PLANT ET AL. SHORELINES, DUNES, AND SEA-LEVEL RISEdata. The skill statistic was then averaged across all three permutations. The calibration skill improved as the number of bins increased until about five bins. The bin boundaries were automatically assigned to give equal prior probability to each bin. The validation skill improved most when four bins were used, and then degraded as the number of bins increased. Hence, the optimal model has four input bins (Figure 5c ), except for the geomorphology and slope variables, which, as already mentioned, had very little variability and were well resolved with just two bins. The baseline BN (plotted at "0" bins coordinate for comparison in Figure 9 ) included two bins for all input variables and actually had a validation skill that was twice as good as the skill estimated using the automatically generated, two-bin and three-bin BNs. This suggests that there are important thresholds in the input variables that were resolved in the baseline net, but not in the automatically generated two-bin and three-bin nets. Adding more bins ensures that these thresholds are resolved. For example, the baseline net split SLR bins at 6 mm/year while the automatically generated net split SLR bins at 4 mm/year (giving an equal number of data points above and below this threshold). Because there is a large amount of scatter in the relationship between shoreline change and SLR (Figure 3) , the higher threshold used in the baseline net gave a stronger shoreline-change rate response. Similarly, joint correlations between SLR, shoreline-change rate, and dune height point to generally lower dunes if SLR > 5 mm/year-resolving this threshold behavior is important for improving the prediction skill.
By testing how much all variables contributed to uncertainty reduction in both the baseline and optimized BNs [Marcot et al., 2006; Norsys Software Corp, 2012] , we found that SLR was the most important input for shoreline-change rate and dune-height predictions. The next most important variables were dune height to predict shoreline-change rate and vice versa. We showed in the hindcast tests that, for the optimized model, the addition of one variable (dune height or shoreline-change rate) as input to predicting the other did not substantially improve the predictive skill. This reflects the joint correlation between all three variables (E, D, and SLR), suggesting that when any two are known, the third is redundant. While dune height does not contribute much to prediction skill, the prediction confidence was improved, as indicated by increases in the LR (by 30% for shoreline change and by 20% for dune-height). This result makes sense because the uncertainty can be reduced by adding redundant information with independent errors. For example, dune heights greater than 4-5 m are strongly correlated with lower shoreline-change rates and lower SLR rates (Figure 4) . On the other hand, lower dune heights are associated with rapidly eroding shorelines (and higher SLR rates) but there is also higher uncertainty in these relationships. The conditional probabilities of these two cases results in variable uncertainty estimates and the LR metric measures how well these variations are predicted.
Understanding prediction uncertainty is important for the forecasting applications (e.g., coastal resource management decisions) because there will be (1) uncertainty in the future conditions (such as SLR) and (2) uncertainty in the coastline response even if the future conditions are known. Some components of spatial and temporal variability in dune heights are an intrinsic and likely unpredictable feature of barrier islands, as demonstrated by analysis of historical observations [Gutierrez et al., 2015] and recent experiments [Lazarus and Armstrong, 2015] . The BN approach is capable of propagating the first type of uncertainty to describe its impact on the second type. Uncertainty in shoreline-change rate and, therefore, shoreline positions tended to increase under the higher SLR scenario (Figures 8d and 8f ) . However, high SLR was likely to lead to a confident prediction of low dune heights (Figure 8e) . Thus, the BN approach can be used to determine the likelihood of negative outcomes. A high likelihood of extreme outcomes (e.g., shoreline erosion and low dunes) can result from high uncertainty (the outcome cannot be ruled out) and high confidence (e.g., low dunes). Another application of probabilistic predictions that account for joint correlation is to provide specific shoreline change and dune-height scenarios [e.g., to support more detailed modeling investigations, Passeri et al., 2016] that are mutually consistent and consistent with future SLR. Hence, this model approach has broad value in characterizing future modification of the coast given a wide range of possible SLR rates that are represented in many SLR projections [e.g., Parris et al., 2012] .
The joint correlation between dune height, SLR, and shoreline-change rate can be interpreted as the statistical representation of morphologic feedbacks. Capturing these relationships can support both statistical models, as used here, and idealized dynamical models [e.g., Lorenzo-Trueba and Ashton, 2014] . For statistical models, correlations can be related to causation (i.e., physical processes), such as major storms, that drive shoreline and dune-height changes. For much of the northern Gulf of Mexico, a typical hurricane is expected to yield combined extreme water levels, including storm surge and wave runup, that reach about 4 m in elevation . For coastlines with dunes that are lower than this level, each hurricane can be expected to cause dune overwash barrier-island rollover, and shoreline retreat. The combination of storms and SLR will drive future changes [Wahl and Plant, 2015] . This may explain why dune height did not contribute much to shoreline-change predictions skill (and vice versa) . If the dunes respond rapidly to the combined impacts of SLR and storms, then they will be in statistical equilibrium with the longer-term processes. This may also be true for accreting and eroding shorelines. Our predictions of shoreline change under high SLR resulted in an increased probability of shoreline accretion as well as erosion, even if erosion is more likely (Figure 5a ). Under high SLR, regardless of whether the shoreline is accreting or eroding, the dune heights were most likely to be low. A physical explanation is that accreting coastlines allow foredune growth, which depends on positive sand supply and a wide beach, among other factors [Durán and Moore, 2013; Zarnetske et al., 2015] . The dune-crest height data that we used always corresponded to the seaward most dune , which may be newly formed and relatively low on accreting coasts. Thus, under high SLR, dunes are either overwashed often and this reduces their height or the coast is evolving rapidly and this also maintains a low elevation. This is a possible explanation for the high confidence in low dune heights under the future SLR scenario.
We acknowledge that we do not explicitly incorporate physical processes, which typically requires a model that conserves fluxes of fluid momentum and sediment. But this is not our intent. Instead, we use observations of the real coastal system to identify multivariate states that emerge from natural (or even combined natural and anthropogenic) processes. Our modeling approach resolved 900 different possible states, which is the number of possible combinations of input and output bins for which conditional probabilities are computed in the baseline BN-there are 3256 possible states in the optimized BN. There were 565 data locations and seven variables, yielding approximately 3900 data values used to calibrate the BNs. Many of the conditional probabilities were nearly zero and it is possible to train a model with more states than data points if the true correlations are localized in the BN parameter space. Where the correlations are not localized, our approach identifies results for which we may want to develop a better process-based understanding that demonstrates improved predictive skill and reduced uncertainty.
Conclusions
Previous work has demonstrated that spatial variability of long-term shoreline change can be predicted using observed SLR rates, average tide range, wave height, coastal slope, and a characterization of the geomorphic setting. We compared two different data sets describing centennial-scale shoreline change in the Gulf of Mexico and showed that about 40% of the data variance was correlated to each other and both data sets were assimilated into a predictive model because it was not clear that one data set was more accurate than the other. The correlations of each data set to other variables (SLR and dune height) were similar (e.g., Figures 3 and 4) . We developed an enhanced BN model that includes coastal dune height as a way to add additional information to improve shoreline-change predictions. Dune height is also intrinsically important for predicting changes in storm vulnerability as sea level rises. We showed that adding dune-height information improves the prediction skill of shoreline-change rates only if the BN under-resolves the input variables. The under-resolved model illustrated broad trends in the joint correlation between the primary variables PLANT ET AL.
SHORELINES, DUNES, AND SEA-LEVEL RISE10.1002/2015EF000331 of interest (SLR, shoreline change, and dune height, Figure 5 ), but predictions explained only 30% and 50% of shoreline-change rate and dune-height variability, respectively. An optimized model was developed for application to forecasting scenarios and it predicted dune height with better skill (0.8) compared with shoreline change (0.6). In the optimized model, the value of using dune height to predict shoreline-change rates (and vice versa) was to reduce prediction uncertainty while having little impact on prediction skill (Tables 1  and 2 ). The predictive model can be implemented with a range of forecast scenarios, and we illustrate this by imposing two SLR rates, one that was low and one that was high. Predicted shoreline-change rates were extrapolated to predict future shoreline positions. Future conditions may lead to more uncertainty in some predictions (e.g., shoreline change under high SLR) and reduced uncertainty in other predictions (dune heights under high SLR). Thus, forecast predictions can be used to evaluate the probability of adverse impacts of future SLR and to select mutually consistent shoreline-change and dune-height scenarios under future SLR. their roles in guiding our BN model developments. Specifically, Ben has demonstrated to us the value of using storm-related metrics (e.g., dune height) along with long-term change metrics that have been part of our earlier collaboration. Erika exposed the fact that the BN approach included several types of mathematical operations, and that not all of them actually rely on Bayes rule. We are also grateful for the efforts of Elizabeth Pendleton, who assembled much of the data that we relied on and Peter Howd who assembled the data for the first incarnation of the BN model that we utilized here. Thomas Wahl reviewed an early draft of the manuscript and we thank him and two anonymous reviewers for their careful reading and constructive comments that improved the clarity and accuracy of this paper. This work was supported by the USGS Coastal and Marine Geology Program and the USGS Southeast Regional Assessment Project. All data for this paper are properly cited and referred to in the reference list. The use of trade, firm, or product names is for descriptive purposes only and does not imply endorsement by the U.S. Government.
