Arita and Kobayashi proposed a method for constructing comma-free DNA codes using binary templates, and showed that the separation d of any such binary template of length n satisfies d n/2. Kobayashi, Kondo and Arita later produced an infinite family of binary templates with d 11n/30. Here we demonstrate the existence of an infinite family of binary templates with d > n/2 − (18n log e n) 1/2 . We also give an explicit construction for an infinite family of binary templates with d > n/2 − 19n 1/2 log e n.
Introduction
Suppose x = (x 1 , . . . , x n ) ∈ F n and y = (y 1 , . . . , y m ) ∈ F m are words of length n and m, respectively, over an alphabet F. If n = m, we let D(x, y) denote the Hamming distance between x and y, i.e., the number of positions in which they differ. If n < m we define A comma-free code [5, 6] is a subset C of F n with the property that D(x, yz ) > 0 for all (not-necessarily distinct) x, y, z ∈ C. A code C is comma-free of index d [9] if D(x, yz ) d for all (not-necessarily distinct) x, y, z ∈ C. Comma-free codes were introduced by Crick et al. [5] as a model for a non-overlapping, self-synchronizing genetic code. Comma-free codes of index greater than 1 can provide error-correction in addition to self-synchronization-see [11] for a recent overview.
Although the genetic code turned out not to be comma-free (see [7] for a historical account), comma-free binary codes have found other applications in communications (see e.g. [17] ) and in bioengineering. DNA codes, with distance constraints imposed to reduce the probability of unwanted hybridizations, have been synthesized for use as molecular barcodes in yeast deletion libraries [15] , and for encoding problem-instances in DNA computing [1] . For some applications in which codewords may concatenate, it is desirable to have a large set C of words in {A, C, G, T } n for which
is large [3] . We will call this minimum, say d, the separation of C. A code C with separation d is comma-free of index d in the sense described above, with the additional properties that C ∩ C RC = ∅, that the minimum Hamming distance between distinct codewords in C ∪ C RC is at least d, and that C ∪ C RC is also comma-free of index d. (Here C RC = {x RC : x ∈ C}.) Arita and Kobayashi [3] proposed a "template-code" strategy for constructing comma-free DNA codes with fixed GCcontent (a rough indicator of melting temperature) and large separation. They combine a binary template word x with a binary error-correcting code C to form x ⊗ C := {x ⊗ y : y ∈ C}, where (x 1 , . . . , 
and define d n to be the maximum value of x taken over all x ∈ {0, 1} n . The separation of the DNA code x ⊗ C is the smaller of x and the minimum Hamming distance of C (i.e., min{D(x, y) : x, y ∈ C, x = y}). As there are binary codes C of length n having any minimum Hamming distance up to n, d n is the largest attainable separation for a DNA code of the form x ⊗ C. Arita and Kobayashi [3] showed that d n n/2 for all n. They also computed d n exactly for n 32 by exhaustive search, and together with Kondo [10] showed that d n 11n/30 for infinitely many n. Here we show that d n > n/2 − (18n log e n) 1/2 for infinitely many n (specifically, for n prime) using a non-constructive counting argument. We also give explicit constructions with d > n/2 − 19n 1/2 log e n when n is a prime of the form 4k + 3, using Legendre sequences.
Random constructions
Fix n, and for i = 0, . . . , n and k = 0, . . . , n define
Note that
so that d n is the largest integer d for which the cardinality of the set
is strictly less than 2 n . (For R n i (k) the index i starts at 0 to account for D(x, x R ).) By the union bound, this cardinality is at most
so if this sum (or any upper bound for this sum) is less than 2 n then d n d. Below we give upper bounds for each term in this sum, which may be used to compute a lower bound for d n . To simplify the arguments, we consider only the case of prime n > 2. 
Proof. Let : {1, . . . , n} → {1, . . . , n} (not necessarily one-to-one), and consider a directed graph G with nodes v 1 , . . . , v n and with an edge from vertex v r to v (r) for r = 1, . . . , n. Given a bitstring x = (x 1 , . . . , x n ), we will color the edge from v r to v (r) black if x r = x (r) and gray otherwise. Note that the number of gray edges in G is exactly the Hamming distance between the bitstrings (x 1 , . . . , x n ) and (x (1) , . . . , x (n) ). The bitstring x is completely determined once we specify which edges are gray and also specify the value x r for a single node v r from each weakly connected component of G. Note also that since the x r are binary valued, the number of gray edges in any cycle in G must be even.
For the remainder of this proof we suppose n = 2m + 1 is prime, and we interpret n mod n as n rather than 0.
(a) To compute #S n i (k) for 0 < i < n, we define (r) = (i + r) mod n, so that (x (1) . . .
Since n is prime, gcd(i, n) = 1, and so i has order n in the additive group Z/nZ. Thus the resulting graph G consists of a single weakly connected component, which is a cycle of length n (and is in fact strongly connected). The total number of gray edges must therefore be even, but the gray edges can be specified arbitrarily otherwise. The number of ways to specify the value for one element in each connected component is 2, and the number of ways to specify which k of the n edges are gray is ( n k ) for k even and 0 otherwise.
. Note that is in this case an involution with a single fixed-point (since n is odd), so the resulting graph G consists of m + 1 weakly connected components (which are again strongly connected). One of them is a node with an edge to itself, and the remaining m are disjoint cycles of length 2. The edge from the node to itself cannot be gray, and for each cycle of length two either both edges are gray or neither are. Hence the number of ways to specify the value for one element in each connected component is 2 m+1 , and the number of ways to specify which k of the n edges are gray is ( m k/2 ) for k even and 0 otherwise. (c) To bound #T n i (k) for 0 < i < n, we define (r) = (i + r) mod n for 1 r n − i and (r) = (n + 1 − i − r) mod n for n − i < r n, so that (x (1) . . . x (n) ) = (x 1 , . . . , x n , x n , . . . , x 1 ) [i:n] . Note that the restriction of G to just the i vertices v s with n − i < s n consists of i/2 weakly connected components including i/2 cycles of length 2. Also, since n is prime, each vertex v r with 1 r n − i is in the same weakly connected component as some vertex v s with n − i < s n (otherwise the order of i in the additive group Z/nZ would be less than n). Hence the entire graph G consists of at most i/2 weakly connected components and has at least i/2 cycles of length 2. If we let j denote the number of these i/2 cycles of length 2 for which both edges are gray, the number of ways to specify which k of the n edges are gray is at most
Next we will give a simpler lower bound on d n , using the following bound for large deviations of the binomial distribution:
Lemma 2 (Chernoff [4]; see also e.g. [2, Theorem A.1.1] for a proof). If c > 0, then
We will also use the weaker result that ( n k ) < 2 n e −2c 2 for k n/2 − c n 1/2 , and the trivial observation that ( n k ) 2 n for any k.
Theorem 3. Suppose
Proof. Fix c > 0 and suppose for the remainder of this proof that d n/2 − cn 1/2 . Then by Proposition 1(a) and Lemma 1,
so we have
Similarly, d n/2 − cn 1/2 implies that
so by Proposition 1(b) and Lemma 1
and so
Next, note that for any 0 < i < n, any k d and any j k/2, either
In the former case we have
and trivially
Hence in either case we have
so by Proposition 1(c)
(Here we used that
which one can check by induction is at most n 3 /4 when n 3 and d n/2.)
Now note that if n 2 then n n 3 /4, so if d n/2 − cn 1/2 we have 
