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Abstract
Covalency and ionicity are orthogonal rather than antipodal concepts. We demonstrate for
the case of siloxane systems ( (R2Si O)n) that both covalency and ionicity of the Si-O bonds
impact on the basicity of the Si-O-Si linkage. The relationship between the siloxane basicity
and the Si-O bond character has been under debate since previous studies have presented
conflicting explanations. It has been shown with natural-bond-orbital methods that increased
hyperconjugative interactions of LP(O)!  ⇤(Si-R) type, i.e. increased orbital overlap and
hence covalency, are responsible for the low siloxane basicity at large Si O Si angles. On
⇤Dedicated to Prof. Gerald V. Gibbs on the occasion of his 90th birthday.
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the other hand, increased ionicity towards larger Si O Si angles has been revealed with
real-space bonding indicators. To resolve this ostensible contradiction, we perform a comple-
mentary bonding analysis that combines orbital-space, real-space and bond-index considera-
tions. We analyze the isolated disiloxane molecule H3SiOSiH3 with varying Si O Si angles,
and n-membered cyclic siloxane systems Si2H4O(CH2)n-3. All methods from quite diﬀerent
realms show that both covalent and ionic interactions increase simultaneously towards larger
Si O Si angles. In addition, we present highly accurate absolute hydrogen bond interaction
energies of the investigated siloxane molecules with water and silanol as donors. It is found
that intermolecular hydrogen bonding is significant at small Si O Si angles and weakens as
the Si O Si angle increases until no stable hydrogen bond complexes are obtained beyond
 SiOSi = 168
 , angles typically displayed by minerals or polymers. The maximum hydrogen
bond interaction energy, which is obtained at an angle of 105 , is 11.05 kJ·mol 1 for the
siloxane-water complex and 18.40 kJ·mol 1 for the siloxane-silanol complex.
1 Introduction
The siloxane linkage Si O Si is the most common functional group in the earth’s crust, where
Si and O are the two most abundant elements. [1, 2] Polysiloxanes (silicones  (R2Si O)n ) are
indispensable in a wide variety of products used in industry and our everyday lives, e.g. supports
for heterogeneous catalysts, cosmetics and coating materials. [3] The oxygen atom linking the
siloxane units exhibits low Lewis basicity which results in hydrophobic material properties, whereas
the analogous oxygen atom in organic ethers (R3C O CR3) is considerably more basic. [4] The
Si O Si angle in most siloxane compounds is between 140  and 180 , [5–7] which is far higher than
the tetrahedral angle of ⇡ 110  adopted by ethers. [8] In previous studies, it has been shown that
decreasing the Si O Si angle leads to a significant increase in the basicity of siloxanes. [4, 9–12]
The Si O Si angle shows a high dynamic flexibility stemming from a low Si O Si bending
potential. [13] Therefore, much smaller Si O Si angles can be imposed in strained cyclic siloxane
systems. As suggested by the angle-basicity correlation, their basicity will be substantially higher
in comparison to the basicity of siloxane units incorporated into chains and consequently they have
diﬀerent material properties. [9, 14–18] Hence, the coordination chemistry of cyclic siloxanes has
been in the focus of very recent research. [19–23]
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What is the cause of the low siloxane basicity and why does it depend on the Si-O-Si angle?
The answer to these questions and also the nature of the Si O bond, which are two inherently
related aspects, are still under debate. The question has been addressed by West and Gibbs from
1960 on. [4, 24, 25] The case was reopened in 2009 with an experimental electron-density study
of a siloxanol molecule, [9] which triggered recent theoretical investigations. [11, 12, 26–30] Still,
diverging viewpoints are present and unreconciled: [31] While some authors ascribe a highly ionic
character to the Si O bond [9, 32], others state that it has a "substantial covalent character".
[11,12,33] Gibbs et al. regard it as the "elusive bond". [34]
Figure 1: Possible resonance structures of disiloxane. a) Classic Lewis formula, b) obsolete hyper-
valent Lewis formula, c) Lewis formula resulting from hyperconjugative interactions and d) ionic
Lewis formula (equivalent formulas are not depicted).
Figure 1 depicts four diﬀerent Lewis structures for disiloxane H3Si O SiH3 which is the sim-
plest member of the siloxane family [35, 36] and therefore a popular model system. Historically,
it has been argued that the hypervalent Lewis structure b) is responsible for the low basicity
of siloxane systems, because the electron population of the oxygen lone pairs is diminished as a
consequence of n(O)!d(Si) back-bonding. [37] However, this Lewis structure is considered obso-
lete, because d-orbitals at the silicon atom only serve as polarization functions. [32, 38] Instead,
Weinhold & West attribute the low siloxane basicity to n(O)!  ⇤(Si-R) negative hyperconjugative
interactions. Lewis structure c is a schematic representation of this bonding model which may be
3
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regarded as a three-center four-electron bond. [11, 12] Weinhold & West state that the siloxane
basicity decreases at linear Si-O-Si angles due to the increase in intramolecular hyperconjugative
interactions of LP(O)!  ⇤(Si R) type, which competes with the hydrogen bonding (which is an
intermolecular negative hyperconjugation of n(O)!  ⇤(H-O) type). [39] While this bonding model
supports a covalent Si O bond (high degree of electron sharing) that becomes more covalent with
increasing Si O Si angle, Lewis formula d) suggests an ionic Si O bond which is supported by
studies based on various real space bonding indicators (Quantum Theory of Atoms in Molecules,
electron localization functions) carried out by Grabowsky et al. and Gillespie & Johnson. [9,10,32]
These indicators unambiguously suggest that the Si O bond is highly ionic and becomes more
ionic as the Si O Si angle increases. This study contributes towards finally resolving this ostensi-
ble contradiction. First, reliable absolute hydrogen bond interaction energies (computed from the
high level, ab initio W1-F12 thermochemical protocol [40]) between the disiloxane molecule and
HOX species (X = H and SiH3) were calculated at a range of Si O Si angles. In addition, a vari-
ety of bonding indicators were applied to examine the bonding situation in the isolated disiloxane
molecule with the Si O Si angle fixed between values of  SiOSi = 105  and  SiOSi = 180 . The
optimized geometry of the isolated disiloxane molecule is depicted in Figure 2a). In cyclic siloxane
systems, smaller Si-O-Si angles and therefore a higher basicity may be imposed. Thus, the same
analyses are carried out for n-membered cyclic siloxanes (Si2H4O(CH2)n-3 with n = 3, 4, 5), see
Figure 2b)-d).
Since chemical bonds are not uniquely defined in quantum mechanics, there are many diﬀerent
bonding descriptors that attempt to extract bonding information from a molecular wavefunction.
[41–43] Previous studies have shown that it is crucial to regard a variety of those bonding indicators
simultaneously, because the properties obtained from them might complement and/or contradict
each other, so that a reliable picture of bonding can only be obtained if all aspects are considered.
[44] In this study, real-space indicators, natural bond orbital (NBO) indicators and a selection
of bond indices are applied. The Quantum Theory of Atoms in Molecules (QTAIM) [45] and
the analysis of the electron localizibility indicator (ELI-D) [46], both of which are applied in this
study, may be classified as real-space indicators, because a real space function, which corresponds to
either the electron density (in the QTAIM approach) or the ELI-D, is analyzed topologically. One
4
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Figure 2: The structures regarded in this study with the angles from full geometry optimization: a)
disiloxane (155.8 ), b) 3-membered- (80.8 ), c) 4-membered- (96.2 ) and d) 5-membered (116.1 )
siloxane rings
can look at critical points, where the gradient of the real-space function disappears (rf(~r) = 0),
and integrate properties for basins that are defined topologically by the zero-flux surface, where
rf(~r) ·~r = 0. In QTAIM, these basins may be related to atoms and their integration yields atomic
charges (Bader charges). In the ELI-D, basins are related to the shell structure, bonds and lone
pairs and, through integration of the electron density inside them, their electron populations are
obtained. The source function is an extension of the QTAIM where the contribution of atomic
basins to the electron density at a reference point (mostly a bond critical point) may be revealed.
[47]. Natural bond orbitals (NBOs) may be associated with features of Lewis structures such
as bonds and lone pairs. [39, 48] There are also non-Lewis NBOs such as valence anti-bonds or
extravalent Rydberg-type NBOs which normally have a low electron population. In this study, it is
of particular interest to investigate the interaction between donor (Lewis-type) and acceptor (non-
Lewis-type) NBOs in the context of negative hyperconjugation in the siloxane systems (LP(O)!
 ⇤(Si-R)). We will also analyze the results from natural resonance theory (NRT) which attempts to
approximate the true density matrix with the sum of weighted localized density matrices. [49–51]
This method yields the natural bond order which is analyzed alongside another four bond indices:
The NLMO/NPA bond order (from the NBO analysis) [39], the delocalization index (from the
QTAIM analysis) [52], the Hirshfeld-I shared electron density index (SEDI) [53] and the Roby-
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Gould bond index. [54] In Section 4, the procedure of the complementary bonding analysis is
described and a theoretical background is provided for diﬀerent definitions of atoms in molecules
and bond indices.
2 Results and discussion
2.1 Hydrogen bond energies of siloxane···HOX complexes
Figure 3 shows the interaction energies of the two hydrogen bond complexes plotted against the
Si O Si angle. The energies were obtained according to Equation 1, where E(siloxane) refers
to the molecular energy of the fully optimized cyclic siloxane or partially optimized disiloxane
molecule (with frozen Si O Si angle), E(H2O) refers to the energy of a fully optimized water
molecule and E(siloxane···HOX) refers to the fully optimized cyclic siloxane···H2O complex or
partially optimized disiloxane···HOX complex.
Eint = E(siloxane) + E(H2O)  E(siloxane···HOX) (1)
Figure 3: The hydrogen bond energies (ZPVE corrected) of disiloxane···HOX (X = H and SiH3 and
n-membered cyclic siloxane···HOH (n = 3,4,5) complexes at the W1-F12/A’VTZ level of theory
The interaction energies of both complexes decrease continuously up to an Si O Si angle of
 SiOSi = 168 , above which no convergence for the complex geometries was achieved. Conse-
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quently, hydrogen bonding becomes unfeasible for angles higher than  SiOSi = 168 , which is sim-
ilar to previous findings. [9,10] In contrast to previous results, the absolute values of the hydrogen-
bond energy are reliable and can be used as thermochemical reference properties because of the
substantially higher level of theory used. It is also evident that H3SiOH is a significantly better
hydrogen bond donor than water, because the corresponding interaction energies are higher. [55]
The maximum hydrogen bond interaction energy, which is obtained at an angle of 105 , is 11.05
kJ·mol 1 for the siloxane-water complex and 18.40 kJ·mol 1 for the siloxane-silanol complex. At
 SiOSi = 156 , which is the calculated point closest to the fully relaxed geometry of free disiloxane
H3SiOSiH3 (155.8 , see Figure 2), the values drop to 5.75 kJ·mol 1 for the siloxane-water complex
and 11.17 kJ·mol 1 for the siloxane-silanol complex, before they become insignificant at Si O Si
angles larger than 168 .
Figure 3 also shows the hydrogen bond interaction energies of the n-membered (n = 3, 4, 5)
cyclic siloxane···HOH complexes. As expected from the angle-basicity correlation, the interac-
tion energies decrease with increasing Si O Si angle: The highest interaction energy is obtained
for the 3-membered ring (15.80 kJ·mol 1), an intermediate energy for the 4-membered ring (15.01
kJ·mol 1), while the 5-membered ring shows the lowest interaction energy (12.78 kJ·mol 1). Over-
all, the trend of the cyclic siloxane systems is shifted towards higher interaction energies in relation
to the disiloxane···HOH complexes, i.e. hydrogen bonding is more favorable in the cyclic systems.
The Si O Si angle is not the only factor determining the basicity of siloxanes, i.e. the substi-
tution on the silicon also plays an important role, especially if hyperconjugative interactions of
LP(O)!  ⇤(Si-R) type are regarded as the main cause of the low siloxane basicity.
2.2 Bonding analysis of the siloxane systems
NBO analysis. The NBO analysis enables us to look at the interaction between Lewis-type and
non-Lewis-type NBOs, and, thus, it may reveal the negative hyperconjugation of n(O)!  ⇤(Si R)
type in a straightforward way (Figure 4) as it has previously been done by Weinhold and West for
permethylated siloxanes. [11,12] In the following, the NBOs which are involved in this interaction
are inspected in detail.
The NBO analysis yields two diﬀerent types of oxygen lone pair NBOs. One is completely of
7
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
Figure 4: Hyperconjugative interaction at the linear Si O Si angle of the disiloxane model com-
pound visualized as overlap of an oxygen lone-pair NBO (LP(O)) and the Si-H anti-bonding NBO.
At the linear geometry, both oxygen LP(O) NBOs are identical, see Figure 5.
Figure 5: The hybridization in terms of percentage s- and p-character of the sp -type oxygen lone
pair NBO (  = %p/%s) and the oxygen atomic hybrid orbital that is involved in the Si-O bonding
NBO BD(Si-O) plotted against the Si O Si angle. The second LP(O) is of pure p-character and
therefore not shown here.
p-character for the whole range of Si O Si angles, while the hybridization of the other changes
from ⇡sp1.4 to completely p-character as the Si O Si angle becomes larger (Figure 5, green and
blue). Consequently, the oxygen hybrid orbital that forms the Si O bond must also undergo
rehybridization (Figure 5, black and red). As the oxygen lone pair gains in p-character, the p-
character of the oxygen bonding hybrid orbital decreases. At  SiOSi = 105  the oxygen bonding
hybrid is ⇡sp2.4 which changes smoothly to sp-character as the Si O Si angle opens, which
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is in agreement with Coulson’s orthogonality theorem. [56] Since the hybridization of the two
oxygen lone pairs diﬀers, particularly at bent Si O Si angles, their contribution to the negative
hyperconjugation is diﬀerent. This may be revealed by inspecting the oxygen lone pair populations
N(LP(O)), previously considered by Weinhold et al. [11], and delocalization energies related to
the LP(O)!  ⇤(Si-H) interactions (Figure 6). If N(LP(O)) is low, it follows that the negative
hyperconjugation is strong, since electron density is shifted from the oxygen lone pairs to the
 ⇤(Si-H) NBOs.
Figure 6: The oxygen lone pair populations, N(LP(O)), and the summed delocalization energies,P
E2, which can be attributed to the LP(O)!  ⇤(Si-H) interactions of the siloxane systems plotted
against the Si O Si angle
Figure 6 shows that N(LP(O)) of the sp -type oxygen lone pair decreases with increasing
Si O Si angle, i.e. its involvement in the negative hyperconjugation becomes more significant
as it gains in p-character. For the p-type lone pair, the opposite trend is observed: Its electron
population increases slightly. This is in agreement with the LP(O) delocalization energies. For
the sp -type lone pair the delocalization energy increases, which causes a higher stabilization of
the molecule resulting from this interaction, while the delocalization energy of the p-type oxygen
lone pair decreases slightly. At nearly linear Si O Si angles, the two lone pairs become indistin-
guishable in terms of their hybridization, their electron populations and delocalization energies. A
natural bond orbital analysis of the disiloxane-water complexes shows that the hydrogen bonding is
related to the hyperconjugative interaction involving the sp -type oxygen lone pair (donor orbital)
and one anti-bonding O H orbital of H2O (acceptor orbital). Consequently, the rehybridization
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Figure 7: NBO bond ionicity parameter
of the sp -type lone pair to completely p-character is responsible for the weakening of hydrogen
bonding at higher Si O Si angles. In the Supporting Information the interacting orbitals are
depicted alongside the respective E2 values, which are a measure of the strength of the interaction.
The results for the n-membered cyclic siloxane systems support the conclusion of the previous
paragraph. For these ring systems Figure 5 shows that the sp -type oxygen lone pair has a higher
p-character and the oxygen bonding hybrids have, in turn, higher s-character than suggested by the
angular trend in the disiloxane molecule. For the disiloxane molecule, an increase in p-character is
indicative of the stronger intramolecular hyperconjugation and thus a lower basicity. However, in
the ring systems the jump in p-character as compared with the open siloxane molecule is associated
with a decrease in hyperconjugation as evidenced by increased sp  electron populations of the ring
systems shown in Figure 6 and the lower delocalization energies from the LP(O) !  ⇤(Si-R)
delocalization, also shown in Figure 6. This decrease in hyperconjugation correlated with the
increased basicity shown by the higher hydrogen bond energies of the ring system, illustrated in
Figure 3, reinforces the conclusion that from the point of view of NBO analysis LP(O)!  ⇤(Si-
R) negative hyperconjugation is the driver of the basicity. While there is a  ⇤(Si C) acceptor
bond in the 4- and 5-membered rings, there is a  ⇤(Si Si) acceptor bond in the 3-membered ring.
Therefore one should not expect the 3-membered ring values to align with the 4- and 5-membered
10
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rings.
The NBO analysis showed that there is an overall increase in hyperconjugative interactions
and hence covalent contributions with increasing angle. This is in line with decreased basicity.
However, the very same NBO analysis also reveals a diﬀerent trend, namely an increase in ionicity
with increasing Si O Si angle (Figure 7). Weinhold et al. defined the bond ionicity in terms of
the polarization coeﬃcients of the silicon and oxygen hybrid atomic orbitals which form the Si-O
NBO and already applied it to the disiloxane molecules at varying Si-O-Si angle, [11,39] shown in
Figure 7 for our calculations.
Bond critical point properties. The electron density at the Si O bond critical points (⇢bcp(Si-O))
and the Si O bond length r(Si-O) are plotted against the Si O Si angle in Figure 8. The increase
Figure 8: The electron density at the Si O bond critical point, ⇢bcp(Si-O), and the silicon-oxygen
bond length, r(Si-O), of the disiloxane and n-membered cyclic siloxane systems plotted against the
Si O Si angle
in ⇢bcp(Si-O) and the simultaneous decrease in r(Si-O) in the disiloxane molecules may be related
to an increase in the partial Si-O double bond character, as shown in Lewis structure c) in Figure
1, which is a representation of the negative hyperconjugative interactions. For the ring system,
the same trend is observed for ⇢bcp(Si-O), although shifted to higher values which implies an even
higher partial Si-O double bond character, and, thus, overall stronger hyperconjugative interac-
tions. At first glance, this is contradictory to the higher hydrogen bond energies of the ring systems
because stronger hyperconjugative interactions should lead to a lower siloxane basicity. However,
in the preceding section, it was shown that the low siloxane basicity is caused by intramolecular
11
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hyperconjugation that the sp -type oxygen lone pair is involved in, but when regarding ⇢bcp(Si-O)
we see the eﬀect from both the sp - and p-type lone pairs.
Figure 9 shows the Laplacian (the second derivative of the electron density) at the Si-O bond
critical point r2⇢bcp(Si-O) plotted against the Si O Si angle. The Laplacian is highly positive for
Figure 9: The Laplacian of the electron density at the Si O bond critical point, r2⇢bcp(Si-O), of
the disiloxane and n-membered cyclic siloxane systems plotted against the Si O Si angle
all Si O Si angles which is an indication for a highly polarized Si O bond [44,45]. The increase
in r2⇢bcp(Si-O) indicates that the Si-O bond becomes even more polarized as the Si O Si angle
becomes more linear. Interestingly, two properties at the bond critical point of the electron density
give two opposing characterizations of the Si-O bond. While ⇢bcp(Si-O) suggests an increase in
covalency, r2⇢bcp(Si-O) implies an increase in ionicity. In the Supporting Information, we show
the total energy density at the Si O bond critical point plotted against the Si O Si angle. This
plot also implies the Si O bond to become increasingly ionic.
Analysis of the source function. The source function is analyzed with respect to the con-
tribution of the QTAIM oxygen basin to the electron density at the Si H bond critical points.
This is of particular interest because this contribution may be related to the hyperconjugative
interactions of LP(O)!  ⇤(Si-H) type. Figure 10 depicts the sum of the percentage contributions
of the oxygen basin to the electron density at the bond critical points of all Si-H bonds of a SiH3
group plotted against the Si O Si angle.
The contribution of the oxygen basin to the electron density at the Si H bond critical points
12
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
Figure 10: Source function given as the sum of the percentage contributions of the oxygen basin
to the electron density at the bond critical points of all Si-H bonds of a SiH3 group
is exceptionally high for the whole range of Si O Si angles, [47] which is a measure of negative
hyperconjugation. The remaining contributions come almost exclusively from the neighboring
silicon and hydrogen atoms. After no clear trend is recognizable for the first three data points,
the contribution of the oxygen atom increases steadily with increase in the Si O Si angle which
correlates with an increase in negative hyperconjugation.
Analysis of the ELI-D. The electron localizibility indicator ELI-D is a measure of electron
localization – electrons are less perturbed in regions where values of the ELI-D are high. The
analysis yields diﬀerent types of basins that are defined by the topology of the ELI-D: there are
core basins, monosynaptic basins (in contact with one core basin) which may be related to lone
pairs and disynaptic basins (in contact with two core basins) which may be related to bonds. These
ELI-D basins are diﬀerent to those from QTAIM associated with the electron density, and they also
have no direct relation to the bonds and lone pairs from the NBO analysis, which correspond to
the localized orbital picture rather than to the real space picture. This is because of the completely
diﬀerent techniques used for dividing space.
Figure 11 shows the electron populations of the valence basins, i.e. the oxygen lone pair and
Si O bond basins, plotted against the Si O Si angle. The total number of electrons inside
the valence basins of the disiloxane molecules is approximately the same for all Si O Si angles.
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Figure 11: The ELI-D oxygen lone pair and Si O bond populations of the disiloxane and n-
membered cyclic siloxane systems plotted against the Si O Si angle
Figure 12: ELI-D iso-surfaces showing the oxygen lone pair (V1(O)) and Si O bond (V2(Si-O))
localization domains of the disiloxane molecules at Si O Si angles of a)  SiOSi = 105  (ELI-Diso
= 1.53), b)  SiOSi = 170  (ELI-Diso = 1.52) and c)  SiOSi = 180  (ELI-Diso = 1.52)
Starting from  SiOSi = 105  up to  SiOSi = 145 , the lone pair population decreases while the
bond population increases. The initial trend is then reversed until a sudden jump appears at
 SiOSi = 166  which is in close proximity to the angle after which hydrogen bonding becomes
unfeasible. After that jump the lone pair population increases steeply. This is accompanied by
a steep decrease in the Si O bond population. The total number of electrons inside the oxygen
lone pairs is lowest in the region where hydrogen bonding is feasible. This shows that the total
charge around the oxygen atom is not decisive for its basicity, but that this charge must both be
concentrated and localized in a suitable way to allow the oxygen atom to act as a base.
The iso-surfaces of the ELI-D may be visually analyzed to understand the way charge is localized
around the oxygen atom. In Figure 12, three iso-surfaces at diﬀerent Si O Si angles are depicted.
At  Si O Si = 105  (Figure 12a), there is a cashew-shaped lone pair domain located at the
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oxygen atom. The shape remains that way throughout all the angles that allow stable hydrogen
bond complexes. Here, electrons are localized in a region where a proton would approach in an
electrophilic attack. Starting from  Si O Si = 166 , which is the angle where the ELI-D valence
population shows a jump and close to the angle where hydrogen bonding ceases, an additional
attractor located underneath the oxygen atom opposite to the cashew-like lone pair appears (Figure
12b). The localization of electrons at this position may be related to the sp -type lone pair NBO
which is almost of complete p-character at this angle (see Figure 5). The s-character of this lone
pair NBO is higher at lower Si O Si angles, which explains why the appearance of this attractor
occurs only at high angles when the p-character far outweighs the s-character. As the angle opens
even further, the three oxygen lone pair domains become increasingly indistinguishable until they
are identical at  Si O Si = 180 . Figure 12c shows that the three equivalent lone pair domains
form a ring at this angle. The formation of a ring at angles  Si O Si   168  and a high electron
population of N   4 is characteristic for an oxygen atom that is involved in an ionic bond [44],
here corresponding to resonance form d) in Figure 1.
For the cyclic siloxane systems, the lone pair populations are lower and Si O bond populations
higher compared to the trend of the disiloxane molecules. Here, we cannot make the same argument
we made in the NBO analysis: A lower ELI-D lone pair basin population does not result in a lower
basicity.
Atomic charges. Since there are many diﬀerent approaches to define an atom inside a molecule
as discussed in the Theoretical methods part, there is no unambiguous definition for an atomic
charge. The QTAIM and NBO analysis yield the Bader and NPA charges, respectively. Another
approach to obtain atomic charges are the Hirshfeld-I charges which are retrieved by iteratively
applying Hirshfeld’s stockholder partitioning scheme. [57] It is always beneficial to regard a variety
of diﬀerent approaches, because the magnitude of these charges is conflicting, e.g. the Bader charges
are known to suggest a substantially more ionic picture compared to the other charges. [58]
Figure 13 shows the Bader, NPA and Hirshfeld-I charges plotted against the Si O Si angle.
The Si charges of the n-membered rings are not shown here since the Si atoms have diﬀerent
bonding partners. Despite the diﬀerent methods used in obtaining these charges, they show the
same trend as the angle increases. The charge of the silicon atom becomes more positive while the
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Figure 13: The Bader, Hirshfeld-I and NPA charges of the silicon (top) and oxygen (bottom) atoms
plotted against the Si O Si angle
charge of the oxygen becomes more negative. Thus, the charge separation between the silicon and
oxygen atom increases – the Si O bond becomes more ionic, which is confirmed by the Laplacian
values at the Si O bond critical point. This would suggest that Lewis formula 1d in Figure 1
becomes more significant at increasing Si O Si angle which, at first glance, is contradictory to
an increase in hyperconjugative interactions. If the increase in ionicity is related to increased
electronegativity of the oxygen atom, then electrons should also be withdrawn from the hydrogen
atoms of the SiH3 group. However, Figure 14 shows that the total charge of the hydrogens becomes
more negative with increasing Si O Si angle. This increase can be related to the increase in
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Figure 14: The sum of the Bader, Hirshfeld-I and NPA charges of the three hydrogen atoms of one
SiH3 group plotted against the Si O Si angle
hyperconjugative interactions because they result in a shift in electron density into the  ⇤(Si H)
bonds thus increasing the charge of the hydrogen atoms and corresponding to the resonance form
1c in Figure 1.
Bond indices. In the following, five diﬀerent types of bond indices – the Hirshfeld-I SEDI, the
Roby-Gould bond index, Bader’s delocalization index (DI), the NLMO/NPA bond order and the
natural bond order based on a natural resonance theory (NRT) analysis – will be analyzed. Figure
15 shows these bond indices plotted against the Si O Si bond angle. All values of the Hirshfeld-I
SEDI are above a value of one, while the DI, which is also a SEDI, is substantially lower than one.
The diﬀerence between the Hirshfeld-I SEDI and the DI is the definition of the atom applied in
each of these approaches. The charges of the respective atoms (the Hirshfeld-I and Bader charges)
have been discussed in the preceding section, where the Bader charges have been found to imply
a substantial charge separation between the silicon and oxygen atoms, i.e. highly ionic Si O
bonds. The DI shows substantially lower values compared to the Hirshfeld-I SEDI, which directly
follows from the diﬀerent nature of Bader and Hirshfeld-I charges. A highly positive Bader charge
of the silicon atom comes with a small atomic volume, and, thus, the number of electron pairs
exchanged between the silicon and oxygen atom is lower, because they are contained in the larger
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oxygen atom. The Hirshfeld-I silicon atom is larger and the oxygen atom is smaller compared to
the corresponding Bader atoms. Consequently, more electron pairs are exchanged between these
atoms, which results in larger bond indices.
The NLMO/NPA bond order is defined as the overlap of natural localized molecular orbitals
(NLMO) and atomic populations obtained from the natural population analyis (NPA); therefore,
it is derived in a substantially diﬀerent way compared to the other bond indices. Its values are
even lower than the DI, and, thus, suggest an even more ionic Si O bond. On the other hand, the
natural bond order is similar to the Hirshfeld I SEDI, whereas the Roby-Gould index is higher.
The Roby-Gould bond index, Hirshfeld-I SEDI and the natural bond order increase with in-
creasing Si O Si angle, suggesting the partial Si O double bond character to gain in significance.
The DI, on the other hand, decreases with increasing Si O Si angle, which may be attributed to
the fact that the Si O bond becomes even more ionic with increasing Si O Si angle thus reducing
the number of exchanged electron pairs. Just as the DI, the NLMO/NPA bond order decreases
with increasing Si O Si angle. It is interesting that out of the five bond orders considered in this
study, three support an increase in partial Si O double bond character with increasing Si O Si
angle, while the other two support a highly ionic Si O bond description. Consequently, the defini-
tion of the atom greatly influences the picture of the bonding situation provided to us and makes
meaningful chemical interpretation very diﬃcult.
Figure 15: Five diﬀerent bond indices (Hirshfeld-I SEDI, Roby-Gould bond index, delocalization
index, NLMO/NPA bond order and natural bond order) of the disiloxane and n-membered cyclic
siloxane systems plotted against the Si O Si angle.
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Figure 16: Covalent, ionic and total Roby-Gould bond indices
The Roby-Gould bond index has a total, a covalent and an ionic part as derived in the Theo-
retical methods part. This allows comparison of the behaviour of covalent and ionic contributions
to the bonding within the same definition of an atom, avoiding the problems discussed in the
previous paragraph. Figure 16 clearly shows that ionic and covalent contributions have about the
same importance for the overall description of the Si-O bond character, and that both increase
simultaneously with increasing angle. Hence, covalency and ionicity support and complement each
other in increasing the bond order, and consequently bond strength, of the Si-O bond.
The cyclic siloxane systems agree well with the trend of the Roby-Gould bond index. The
Hirshfeld-I SEDI, however, implies that the nature of the Si O bond is diﬀerent in the ring systems
(Figure 15). For the 3-membered ring, the Hirshfeld-I SEDI is substantially higher, while it is
slightly lower for the 4- and 5-membered rings which may be related to the weaker intramolecular
hyperconjugative interactions. The trend of the NLMO/NPA bond order shifts to lower values
than suggested by the disiloxane molecules. While this shift is also true for the 5- and 4-membered
rings in the delocalization index, the 3-membered ring shows an anomalously high delocalization
index. These shifts may be attributed to the higher ionic nature of the Si O bond in the cyclic
siloxane systems. This does, however, not apply to the delocalization index of the 3-membered
ring.
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3 Conclusion
In contrast to all previous studies on siloxanes, a wide range of bonding indicators has been used in
the present study in the sense of a complementary bonding analysis to understand the nature of the
Si O bond and the reason for the strong dependence of the siloxane basicity on the Si O Si angle.
Various bond indicators present diﬀerent pictures of bonding and relating these to each other is
not simple. Especially when sigificantly diﬀerent definitions of an atom are used, charges and bond
indices diﬀer so significantly in terms of absolute values and in terms of trends in dependence of
the Si O Si angle that chemical interpretation becomes a gamble. If one relies on a single one of
these bonding descriptors or methods for chemical interpretation, as we and others have done in
the past in the field of siloxanes, incomplete and insuﬃcient pictures arise.
We have found in this study that in four diﬀerent methods a simultaneous covalent and ionic
description of the Si-O bond and a simultaneous increase in both covalency and ionicity with
increasing Si O Si angle is present. As this is inherent to the same method, all inconsistencies
of definitions discussed in the previous paragraph are irrelevant. i) In NBO, increased negative
hyperconjugation with increasing Si O Si angle is accompanied by an increase in the bond ionicity
which is defined through the same weighting coeﬃcients that determine the NBOs which are
engaged in the negative hyperconjugative interactions. ii) In QTAIM, electron density accumulates
in the Si-O bond with increasing Si O Si angle, and the Laplacian indicates increased closed-shell
interactions simultaneously. iii) The Si – O charge separation increases with increasing Si O Si
angle revealing an increase in ionicity, while the hydrogen atoms become more negative which
represents increased negative hyperconjugation. These trends are the same in QTAIM, NPA and
Hirshfeld-I charges. iv) The total Roby-Gould bond index is made up of a covalent and an ionic
bond index, both of which increase simultaneously with increasing Si O Si angle. Their absolute
values are also very similar indicating that ionicity and covalency have about the same importance
for the Si-O bond. All of the findings summarized in this paragraph clearly show that covalency
and ionicity do not oppose each other, but are two complementing properties of the Si-O bond.
This study is an example of the fact that a single Lewis formula can never fully reflect the
bonding situation in a molecule especially when lone pair or bond delocalizations are of great
significance. For the siloxane molecules, Lewis formula c) in Figure 1 indicates negative hypercon-
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jugation, i.e. covalency, whereas Lewis formula d) represents an ionic Si O bond. Both resonance
forms have about the same importance for the bonding situation, and both gain in importance
simultaneously when the Si O Si angle increases. We believe that also in chemical systems other
than the siloxanes, more insights into bonding situations can be obtained when the textbook notion
of covalency and ionicity as antipodes is dropped.
For the chemistry of siloxanes, we plan to synthesize a systematic array of molecular compounds
with diﬀerent Si O Si angles to study the tuning of material properties based on the findings of
this study. Design of materials with hydrophilic properties might be possible if a desired Si O Si
angle can be manifested in a template ring structure. This could have implications for heteroge-
neous catalysis where siloxanes are used as supports. Certainly, further insights into the properties
of minerals can be gained this way since Gibbs has argued for many years that "molecules [are]
models for bonding in silicates". [25]
4 Methodology and theoretical background
4.1 Geometry optimizations
Geometry optimizations of the disiloxane molecule and the n-membered cyclic siloxane systems
Si2H4O(CH2)n-3 were carried out at the B3LYP/A’VTZ level of theory, [59, 60] using the Gaus-
sian 09 program suite. [61] The resulting structures were confirmed to be equilibrium structures
via harmonic vibrational calculations (i.e. they have all real frequencies). In addition, a relaxed
potential-energy surface scan was carried out for the disiloxane molecule between Si O Si angles
of  SiOSi = 105  and 160  in 5  intervals and  SiOSi = 160  and 180  in 1  intervals.
4.2 Bonding analysis
NBO analyses were carried out with NBO6.0. [62] The program suite AIMall was applied for the
QTAIM analysis and the calculation of the source function. [63] The computation of the ELI-D
and its topological analysis were performed with DGrid-4.6 [64]. Related ELI-D isosurfaces were
plotted with the program Moliso. [65] The Roby-Gould bond index was calculated using the Tonto
software package. [66] Hirshfeld-I charges and SEDIs were calculated with self-written software.
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4.3 Hydrogen bond interaction energies
In order to obtain reliable absolute hydrogen bond interaction energies between the siloxane and
HOX species (X = H and SiH3), calculations were carried out using the high-level ab-initio W1-F12
thermochemical protocol with the Molpro 2012.1 program suite. [67] The W1-F12 thermochemical
protocol [68] and its earlier version W1 [40] are widely used for the calculation of thermochemical
and kinetic properties. [69, 70]
The calculations were performed on the B3LYP/A’VTZ geometries of the fully optimized cyclic
siloxanes, water and silanol molecules as well as of the partially optimized disiloxane molecules
and their HOX (X = H or SiH3) complexes from PES scans with Si-O-Si angles constrained to
 SiOSi = 105  to 180  in 1  intervals. Energy diﬀerences according to Eq. 1 at the W1-F12 level
were calculated with and without zero-point vibrational energy (ZPVE) correction.
4.4 Theoretical background
One of the main problems in analyzing chemical bonding is that many of the ideas and concepts
that are so central to chemistry, for instance identifying atoms in molecules or chemical bonds, do
not emanate so simply from quantum mechanics. [71] In fact, quantum mechanics does not give a
unique recipe to distinguish atoms in molecules [72] or chemical bonding and the best one can do, if
one values these concepts, is to propose models or algorithms that rely on sane arguments such as
variational principles or projection operators to extract atoms and bonds from the wavefunction.
Still, this will not lead to a unique description. As one of the main purposes of the present study
is the comparison of methods, we now introduce these methods to the level of detail required here.
The NBO method is well known and has been described in detail elsewhere, [39,48] therefore, it is
not discussed further.
A key role will be played by the density operator and matrix. Denoting the wavefunction as
 , the density operator is given by:
Dˆ = | i h | . (2)
Stepwise integration over all electronic coordinates except one or two electronic position coordi-
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nates, leads to the first and second order reduced density operators which may be expressed in the
basis of the natural orbitals (NOs) as
 ˆ =
X
i
|ii ⌘i hi| (3)
and
 ˆ =
X
ijkl
|iji ijkl hkl| . (4)
⌘i are the natural orbital occupation numbers, and  ijkl are the second order density matrices
expressed in terms of the NOs. At the Hartree-Fock level of theory the ⌘i equal 2 or 0 for a
restricted closed shell calculation. In Density Functional Theory (DFT) no density matrix is
defined although we pragmatically use the same expressions as at the Hartree-Fock level, but with
Kohn-Sham orbitals, as experience has shown that this also gives chemically useful results [73].
At both these levels of theory, the second order reduced density matrix can be easily expressed
in terms of the first order reduced density matrix (1RDM) which will help deriving bond indices.
Atoms in Molecules (AIMs) can be obtained in many diﬀerent ways from Eq. 3. Most generally,
for the atomic electronic population on atom A, denoted NA, one takes the expectation value of
an operator PˆA
NA =
n
PˆA
o
= Tr(PˆA ˆ). (5)
One can think of this equation loosely as “projecting” out an atom A from a density operator. The
reason why many diﬀerent AIMs exist is that diﬀerent authors introduced diﬀerent forms of PˆA,
e.g.
1. Mulliken [74,75]:
PˆA =
X
 2A
X
 
 | i  S 1 
  
h |  (6)
where S 1 is the inverse overlap matrix and Greek letters signify non-orthogonal (often
Gaussian) basis functions.
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2. Roby [76]:
PˆA =
X
iA2A
|iAi hiA| (7)
where the functions |iAi are occupied natural orbitals for atom A, i.e. those eigenstates
obtained from a spherically averaged unrestricted Hartree-Fock or DFT calculation on atom
A with eigenvalue ⌘Ai greater than 0.05.
Note the diﬀerence in these two Hilbert space operators for the atom A. For the Mulliken case, one
summation is over all nonorthogonal basis functions centered on a specific atom and the second
summation over all basis functions. The Mulliken formulation is not applicable for basis functions
which do not have a natural center such as plane wave basis functions. Also, the summation
over   is over the entire basis set, which may become arbitrarily large. The Roby operator on
the other hand always makes use of a limited number of orthogonal atomic functions. Both the
Mulliken operator (Eq. 6) and the Roby projection operator (Eq. 7) are projection operators in the
mathematical sense, i.e. that PˆA is idempotent, Pˆ 2A = PˆA. Note however, that whereas the sum of
the atomic populations NA equals the number of electrons N in the Mulliken case, this electron
population conservation does not hold true of the Roby populations.
Besides these Hilbert-space methods, one also has real space methods whose population oper-
ators can be written in the form
PˆA =
Z
dr |riwA(r) hr| . (8)
Substituting the population operator from Eq. 8 in Eq. 5 gives
NA =
X
i
⌘i
Z
dr hi|riwA(r) hr|ii (9)
where, for example, hi|ri =  ⇤i (r). Diﬀerent methods that work directly in coordinate space exist.
In the present paper both the QTAIM method [45, 77] is used where wA(r) is binary, i.e. either 1
or 0, and the Hirshfeld-I method [57, 78, 79] that uses a model of overlapping AIM and hence has
0  wA(r)  1. In both cases real space is exhaustively partitioned, i.e. 8r :
P
A wA(r) = 1 and
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electron population is conserved.
Turning to bonding indices, we use two types of methods in the present study. These can be
distinguished by the type of density matrices used. The first type relies on the 1RDM only, and
uses the Roby populations [54,76]. First a two-atom (mathematical) projection operator for atoms
A and B is introduced as
PˆAB =
X
k2(A,B)
X
l2(A,B)
|ki  S 1AB kl hl| (10)
where S 1AB is the inverse of the overlap matrix formed from the occupied natural orbitals on atoms
A and B. Then the Roby-Gould bond index is defined as [54]
⌧AB =
q
c2AB + i
2
AB , where (11)
cAB =
(
PˆA + PˆB   PˆAB
2|PˆA + PˆB   PˆAB |
)
, and (12)
iAB =
(
PˆA   PˆB
2|PˆA   PˆB |
)
(13)
are the covalent and ionic bond indices. The Roby-Gould bond index is best thought of as a
two-dimensional quantity. The above equations involve functions of operators; such operator func-
tions are fully characterized as having the same eigenstates as the original operator, except with
eigenvalues which are the same function of the original operators’ eigenvalues. In the present case,
zero and unit eigenvalues are ignored in all equations as they would lead to infinities in one or the
other denominator. As explained more fully elsewhere [54,80], these formulae arise naturally from
the algebra of projection operators, and they generalise the notion of a chemical bond order as
“the number of electrons in bonding orbitals minus the number of electrons in antibonding orbitals,
divided by two”. In practice, for simple organic or ionic compounds, they produce numerical results
which are very compatible with those obtained by drawing standard Lewis structures. [54,80]
In contrast, Wiberg, Giambiagi, Mayer, Bader and co-workers [52, 81–84] introduced several
indices that can all be gathered under the same umbrella [85] in the sense that they are integrals
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over diatomic condensed exchange-correlation density matrices (XCD). The XCD is defined as
⇢xcd(r1, r
0
1; r2, r
0
2) = ⇢(r1, r
0
1)⇢(r2, r
0
2)  2
X
ijkl
 ijkl 
⇤
i (r1) k(r
0
1) 
⇤
j (r2) l(r
0
2). (14)
All these bond indices can be called shared electron density indices (SEDI) [53] and essentially
come down to diﬀerent ways of projecting out the two atoms. In the present work only position-
space operators are considered, notably the QTAIM operator and the Hirshfeld-I operator. At the
closed shell single determinant level of theory (Hartree-Fock and pragmatically also Kohn-Sham
DFT), the bond indices are given as:
 AB = 4
N/2X
i,j
hi|wA|ji hj|wB |ii (15)
where the QTAIM and Hirshfeld-I data diﬀer due to the diﬀerence in wA.
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