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Abstract. The effective sample size (ESS) is widely used in sample-
based simulation methods for assessing the quality of a Monte Carlo
approximation of a given distribution and of related integrals. In this
paper, we revisit and complete the approximation of the ESS in the
specific context of importance sampling (IS). The derivation of this
approximation, that we will denote as ÊSS, is only partially available
in Kong [1992]. This approximation has been widely used in the last 25
years due to its simplicity as a practical rule of thumb in a wide variety
of importance sampling methods. However, we show that the multiple
assumptions and approximations in the derivation of ÊSS, makes it
difficult to be considered even as a reasonable approximation of the
ESS. We extend the discussion of the ESS in the multiple importance
sampling (MIS) setting, and we display numerical examples. This paper
does not cover the use of ESS for MCMC algorithms.
Key words and phrases: Monte Carlo methods, effective sample size,
importance Sampling, Bayesian inference.
1. INTRODUCTION
A usual problem in statistics, signal processing, and machine learning consists
in approximating an intractable integral w.r.t. a targeted distribution. In the
simplest Monte Carlo algorithm, the integral is approximated by random samples
simulated from the targeted distribution itself [e.g., Robert and Casella, 2004,
Section 3.2]. However, in many problems it is not possible to simulate from the
targeted distribution or it is not efficient to do so. Importance sampling (IS) is a
well-established Monte Carlo technique where samples are drawn from a different
distribution (called proposal distribution), and an importance weight is assigned
to each sample to take into account the mismatch between proposal and targeted
distributions [e.g., Robert and Casella, 2004, Section 3.3].
Monte Carlo methods are usually evaluated by the mean square error (MSE)
of the estimators that approximate the integral of interest. In many cases, these
estimators are unbiased (as, e.g., for the plain Monte Carlo estimator) or the
bias quickly vanishes when the number of samples increases (as, e.g., for the self-
normalized IS (SNIS) estimator). Therefore, Monte Carlo estimators are most of-
ten characterized and compared through their variance [Owen, 2013, Chapter 9].
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2However, computing these variances usually requires solving integrals of a similar
complexity as the (intractable) integral at the source of the analysis. Hence, the
problem to solve is two-fold. First, the integral of interest is intractable. Second,
characterizing the method that approximates the integral best is also impossi-
ble, because of a second intractable integral. An alternative that bypasses this
deadlock consists in a relative comparison of the performances of different Monte
Carlo estimators. In other words, instead of characterizing in absolute terms a
specific estimator, one can compare two or more Monte Carlo estimators. How-
ever, a na¨ıve if natural comparison of these via a second Monte Carlo experiment
is almost always too costly to be considered.
Since the technical report of Kong [1992] and the follow-up paper by Kong,
Liu and Wong [1994], some 25 years ago, the effective sample size (ESS) has
been widely used (and sometimes misused) as a relative measure of performance
between the self-normalized IS estimator and the vanilla Monte Carlo estimators.
While it is hard to identify the number of publications where the ESS is used,
the authors estimate it to be in the thousands. It is therefore of clear interest
to understand the derivation of ÊSS, including its approximations, assumptions,
and resulting limitations. Conceptually, the ESS can be and often is interpreted
as the number of particles/samples that would need to be drawn from the target
(direct or raw Monte Carlo) in order to yield the same variance as that from
the self-normalized IS estimator under study [Kong, 1992; Liu and Chen, 1995].
However, this relative measure is itself impossible to obtain in a closed form in
most cases. Indeed, it is proportional to the ratio of the variances of the two
aforementioned estimators, variances that are impossible to compute. For this
reason, an approximation of the ESS has been used instead for the last two
decades in the Monte Carlo literature. Its simple expression is given by
(1.1) ÊSS =
1∑N
n=1 w¯
2
n
,
where w¯n represent the normalized importance weights associated with the N
samples. The approximation from ESS to ÊSS is partially sketched in Kong [1992]
but remains incomplete (see more details in next section). To the best of our
knowledge it has never been properly published in a compact way. Moreover, the
approximations and assumptions behind it (and the associated implications) have
never been thoroughly discussed.
In this paper, we first completely derive ÊSS, revisiting Kong [1992] and filling
the gaps. Note that in this work, we focus on the definition of ESS in IS, and
not in the ESS used in Markov Chain Monte Carlo (MCMC) which was first
defined in Sokal [1997]. We then expose all assumptions and approximations that
are introduced with the goal of simplifying intractable terms and producing a
computable expression. We summarize the (undesirable) consequences from using
ÊSS, due to the aforementioned assumptions and approximations. We show that
even in toy examples, those assumptions are not realistic, which explains for the
resulting loose approximation. Once again, we stress that the paper does not
cover the case of MCMC algorithms and outputs.
The rest of the paper is organized as follows. In Section 2, we briefly describe
IS and the ESS. In Section 3, we completely derive the approximated ÊSS from
ESS, and the assumptions, approximations, and consequences are clearly listed.
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We analyze other derivations and connections of ÊSS in Section 4, along with its
extension in MIS. We conclude the paper with a discussion and some possible
future lines in Section 5.
2. EFFECTIVE SAMPLE SIZE IN IMPORTANCE SAMPLING
2.1 Importance sampling
Let us consider the problem of estimating the integral
(2.1) I =
∫
h(x)p˜i(x)dx,
where p˜i is a targeted pdf that can be evaluated up to a normalizing constant,
and h is an integrable function w.r.t. p˜i. We thus assume that p˜i is known to an
unknown normalizing constant Z,
p˜i(x) =
pi(x)
Z
,
where obviously Z =
∫
pi(x)dx, meaning that only the non-negative function pi
can be evaluated. In the simplest version of IS, p˜i(x) is approximated with a set of
N weighted samples as follows. First, N samples Xn are drawn from a proposal
density q(x). Second, each sample is assigned with an importance weights as
Wn =
pi(Xn)
q(Xn)
. An unbiased estimator of I is
(2.2) Iˆ =
1
NZ
N∑
n=1
Wnh(Xn), Xn ∼ q(x),
if the normalizing constant Z is known. In the general case where Z is unknown,
the self-normalized IS (SNIS) estimator can always be used:
(2.3) I˜ =
N∑
n=1
Wnh(Xn), Xn ∼ q(x),
where Wn =
Wn
1
N
∑N
i=1Wi
are the normalized weights. Note that implicitly, p˜i is
approximated by the random measure
pˆi(x) =
N∑
n=1
Wnδ(x−Xn)
where δ(·) denotes the Dirac mass. The quality of IS estimators is directly related
to the discrepancy between p˜i(x)|h(x)| and q(x) [see, e.g., Robert and Casella,
2004; Kahn and Marshall, 1953]. Note also that the variances of Iˆ and I˜ differ,
with no universal ordering. It is therefore a legitimate question to examine the
efficiency of the set of weighted samples simulated from a specific proposal q.
2.2 The effective sample size
The effective sample size (ESS) is an indicator of the worth of the IS estimator
defined as the number of samples simulated from the target pdf p˜i that would
provide an estimator with a performance equal to the performance of the IS
4estimator based on N samples (drawn from the proposal pdf). More precisely, if
it were possible to simulate samples from the target p˜i, the integral I could also
be approximated by
(2.4) I¯ =
1
N
N∑
n=1
h(Xn), Xn ∼ p˜i(x).
In Kong [1992], the ESS is defined as the ratio between the variance estimator with
N samples from the target, and the variance of the IS estimator. In particular,
the ESS of the self-normalized estimator is given by
(2.5) ESS = N
Var[I¯]
Var[I˜]
,
which is approximated in Kong [1992] and applied in Kong, Liu and Wong [1994]
for a missing data problem. Note that ESS depends on a specific integrand h(·),
which means that the same set of weighted samples can be suitable for a specific
function h1(·) but disastrous for another function h2(·).
When devising IS-based methods, an assessment of the ESS is of considerable
interest, since it provides a direct measure of the efficiency of a potential method.
Unfortunately, obtaining analytically this ESS is not possible in most of the
scenarios where IS methods are applied; similar integrals to that of Eq. (2.1)
need be computed, e.g., the variance of I¯ is given by
Varp˜i[I¯] =
1
N
(
Ep˜i[H
2]− (Ep˜i[H])2
)
,(2.6)
where we denote H ≡ h(Xn) to alleviate notations.1 Unfortunately, neither
Ep˜i[H
2] =
∫
h2(x)p˜i(x)dx nor Ep˜i[H] =
∫
h(x)p˜i(x)dx can be computed in most
problems of interest. Moreover, the exact variance of the SNIS estimator, I˜, has
almost never a closed form. Due to the intractability of the ESS, the ratio in Eq.
(2.5) is most often approximated in the Monte Carlo literature by the expression
(2.7) ÊSS =
1∑N
n=1 w¯
2
n
.
In the following we describe the path leading from (2.5) to the approximation in
(2.7).
3. APPROXIMATING THE EFFECTIVE SAMPLE SIZE
The first part of the approximation in Eq. (2.7) of Eq. (2.5) is partially devel-
oped in Kong [1992]. However, in the Kong’s manuscript, the final steps of the
derivation have been omitted. In the following, we first detail all the steps in the
derivation of the approximation ÊSS. Then, we summarize the different assump-
tions and approximations behind ÊSS. Finally, we analyze the consequences of
these assumptions and approximations.
1Note that, here, all samples are i.i.d. so we can drop the subindex n from the summation.
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3.1 From ESS to ÊSS
First, note that I˜ is a biased estimator, as a a ratio of two unbiased estimators.
The bias of I˜ can be considered negligible w.r.t. its variance when N grows,
since the bias is typically O(N−1) so that the bias squared is O(N−2), while
the variance is O(N−1). Nevertheless, for low or intermediate N , the bias might
be far from negligible [see, e.g., Robert and Casella, 2004; Owen, 2013]. A more
relevant expression for the effective sample size might be
ESS∗ = N
Var[I¯]
MSE[I˜]
.
Otherwise, using IS with N simulations does not exactly produce the same MSE
as using direct simulation with ESS samples from the target. Therefore, a first
approximation involved in the handling of ESS is
MSEq[I˜] ≈ Varq[I˜].(3.1)
Second, the variance of I˜ cannot be computed in a closed form in general. The
variance is then most commonly approximated using a delta method [Rice, 2006]
that performs a Taylor expansion of second order:
Varq[I˜] ≈ 1
N
((
Eq[HW ]
Eq[W ]
)2
Varq[W ] + Varq[HW ]− 2
(
Eq[HW ]
Eq[W ]
)
Covq[W,HW ]
)
=
1
N
(
I2Varq[W ] + Varq[HW ]− 2ICovq[W,HW ]
)
,
(3.2)
where we use the identities Eq[HW ] = ZI and Eq[W ] = Z.
However, in the following it is assumed that the target is normalized, i.e.,
Z = 1 (see the next two equations). Note that this assumption will be later
relaxed, which means that the approach fails to discriminate between normalised
and self-normalised versions despite them having different variances for most
integrand functions. Let us expand the expressions
Covq[W,HW ] = Eq[HW
2]− Eq[W ]Eq[WH]
= Eq[HW
2]− I
= Ep˜i[HW ]− I
= Covp˜i[W,H] + IEp˜i[W ]− I,(3.3)
and
Varq[HW ] = Eq[W
2H2]− E2q [WH]
= Ep˜i[WH
2]− I2.(3.4)
The delta method is again applied to approximate Ep˜i[WH
2] using the first two
moments of W and H:2
Ep˜i[WH
2] ≈ Ep˜i[W ]E2p˜i[H] +
1
2
Varp˜i[H](2Ep˜i[W ]) + Covp˜i[W,H](2Ep˜i[H])
= I2Ep˜i[W ] + Varp˜i[H]Ep˜i[W ] + 2ICovp˜i[W,H].(3.5)
2The remainder term in this approximation is Ep˜i[(W − Ep˜i[W ])(H − Ep˜i[H])2] = Ep˜i[(W −
Ep˜i[W ])(H − I)2]
6Therefore, plugging Eqs. (3.3), (3.4), and (3.5) in Eq. (3.2), we obtain
Varq[I˜] ≈ 1
N
(
Varp˜i[H]Ep˜i[W ] + I
2 (1 + Varq[W ]− Ep˜i[W ])
)
= Varp˜i[I¯] (1 + Varq[W ]) ,(3.6)
where in the last equality, we use 1NVarp˜i[H] = Varp˜i[I¯] (see estimator of Eq. (2.4))
and Ep˜i[W ] = Eq[W
2] = Varq[W ] + 1 (again we assume that Eq[W ] = 1, i.e., the
target is normalized). Therefore, using Eq. (3.6), the ESS is approximated as
ESS = N
Varp˜i[I¯]
MSEq[I˜]
≈ NVarp˜i[I¯]
Varq[I˜]
≈ N
1 + Varq[W ]
.(3.7)
which implies that ESS is always less than N , a drawback discussed below. Note
that the derivation of Kong [1992] ends at this point. In [Kong, Liu and Wong,
1994, Section 4.1], the authors state that “although there is no guarantee that
the remainder term in this approximation is ignorable, what is nice about Eq.
(3.7) is that it does not involve h”. First, note that the authors acknowledge
that there are no guarantees about the quality of the approximation. Second, the
fact that the expression does not depend on h indicates that it is necessarily a
loose approximation, since the quality of the IS approximation depends on the
mismatch of the proposal q(x) w.r.t. |h(x)|pi(x) [e.g., Robert and Casella, 2004;
Kahn and Marshall, 1953]. Third, other approximations can be derived from
the simulated sample, including unbiased estimates of Eq[W
2H2] and E2q [WH],
obtained at the same cost as the original estimates, as well as bootstrap versions.
At last, we point out the most detrimental aspect of (3.7), namely that it always
increases the variance from the i.i.d. simulation reference, when it is well-known
that there always exist IS versions that on the contrary decrease the variance (see
Section 3.3 for more details).
The further approximation from Eq. (3.7) to ÊSS = 1
/∑N
n=1 w¯
2
n does not
appear in Kong [1992] nor is explicit in Kong, Liu and Wong [1994]. Note that
for the approximation of Eq. (3.7), we have assumed (twice) a normalized target.
If Z 6= 1 is known, Eq. (3.7) can be adapted (a posteriori) as
ESS ≈ N
1 +
Varq [W ]
Z2
(3.8)
= N
Z2
Eq[W 2]
,(3.9)
where we have used Varq[W ] = Eq[W
2] − E2q [W ] = Eq[W 2] − Z2.3 In practical
scenarios, neither Z or Eq[W
2] is known. A particle approximation can be used
as
ÊSS = N
(
1
N
∑N
n=1wn
)2
1
N
∑N
n=1w
2
n
=
1∑N
n=1 w¯
2
n
,(3.10)
where we use Z ≈ 1N
∑N
n=1wn and Eq[W
2] ≈ 1N
∑N
n=1w
2
n.
3The authors have unsuccessfully tried to find a published article with the remaining deriva-
tion from (3.7) to (3.10). The first and only reference from this final part can be found in the
blog post of one of the authors [Robert, 2010].
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3.2 Summary of assumptions and approximations
The question at this stage is whether or not ÊSS is a good mathematical
approximation of the effective sample size, but also whether or not it keeps some
of its desirable properties. Let us summarize the assumptions and approximations
behind the derivation of ÊSS:
1. The ESS is conceptually defined as the ratio between the performance of
two estimators, the direct Monte Carlo estimator, I¯, where samples are
drawn from the target p¯i, and the SNIS estimator I˜. The expression ESS =
NVarp˜i[Î]
/
Varq[I˜] in Eq. (3.7) does not take in account the bias of I˜ (which
can be significant for small N). Then, the ratio of variances overestimates
the theoretical value ESS = NVarp˜i
[
I¯
]/
MSEq
[
I˜
]
, especially for low N .
This can be particularly dangerous since the approximated ESS can report
a good performance in a scenario with large bias.
2. In the derivation of Kong [1992], all the samples are considered to be i.i.d.
from a unique proposal q, i.e., Xn ∼ q(x), for n = 1, ..., N . Nevertheless,
ÊSS is used mostly in algorithms with multiple proposals, as in adaptive im-
portance sampling (AIS) or sequential Monte Carlo methods (SMC) meth-
ods [Djuric´ et al., 2003; Doucet and Johansen, 2008; Chen, 2003; Cappe´
et al., 2004; Doucet, de Freitas and Gordon, 2001; Elvira et al., 2017; Gor-
don, Salmond and Smith, 1993; Martino et al., 2017]. Extensions to depen-
dent samples as in MCMC are even more delicate.
3. A first delta method is applied in order to approximate Varq[I˜] in Eq. (3.2).
4. The delta method is applied a second time to approximate Ep˜i[WH
2] in Eq.
(3.5).
5. In the approximation from ESS to (3.7), the target is assumed to be nor-
malized in two steps, i.e. the approximation is only valid for Z = Eq[W ] =∫
pi(x)dx = 1, which is not the case of most problems of interest (see for
instance Eq. (3.2)). However, in Eq. (3.9) this restriction is relaxed for gen-
eralizing the result. In summary, the approximation is derived under the
strong assumption of a normalized target, but later in the derivation the
assumption is relaxed for convenience.
3.3 Some (undesirable) consequences
As a consequence of unrealistic assumptions and inappropriate approximations
in the derivation of ÊSS, this approximated ESS exhibits some flawed features
that parallel the flaws in its derivation.
1. The approximation is bounded:
1 ≤ ÊSS ≤ N
• Even when the sample approximation to the integral I is very poor,
we have that ÊSS ≥ 1. Note that the lower bound of the (exact) ESS
is 0, corresponding to the case when the IS estimator has infinity vari-
ance and is completely inappropriate. That ÊSS cannot detect infinite
variance estimator appears to us as a major defect of this indicator.
• The bound of ÊSS ≤ N is equally limiting. In many settings, Varq(I˜) ≤
Varp˜i[I¯] for an adequate choice of the proposal q. For instance, in con-
nection with several advanced IS techniques such as PMC [Cappe´
8et al., 2004], AIS methods [Bugallo et al., 2017], a smart choice of
MIS schemes [Elvira et al., 2018], or variance reduction techniques
[Owen, 2013, Section 8], importance sanplijng estimates can signifi-
cantly lower the variance of the i.i.d. solution. In such scenarios, ESS
is larger than N , but ÊSS cannot capture this variance reduction. Note
that in the extreme case where the theoretically optimal proposal is
used, the (not self-normalised) IS estimator can achieve zero variance.
Hence, ESS should never be upper bounded.
2. ÊSS does not depend on the function h. While this is an advantage for
practical reasons, the ESS conveys the efficiency or lack thereof of the ap-
proximation of the moment in h of p˜i, but this dependence is completely
lost in the approximation. For the same target distribution, a particle ap-
proximation can provide a low-variance estimator of some moment h1 and
be disastrous for another moment h2. See Section 3.5 for a toy example of
estimation of rare events.
3. ÊSS does not depend on the set samples {Xn}Nn=1, but only in their as-
sociated (normalized) weights {w¯n}Nn=1. Again, this might seem to be a
feature, but ÊSS clearly lacks the ability to assess the diversity of the sam-
ple approximation, which is key to evaluate its worth. Note that, despite
a potential inadequacy of the sampling approximation, the ESS is always
equal to N after a resampling step (since all the weights are then set equal),
even if the same particle was replicated N times (potentially, in the worst
scenarios, in an area of the target with low mass or where h can be zero).
3.4 An example of increasing mismatch between target and proposal
Let us consider the target p˜i(x) = N (x; 0, 1). In Figure 1, we show both the
ESS and ÊSS of the SNIS estimator of the target mean, i.e. h(x) = x, with
N ∈ {4, 16, 256} samples, when q(x) = N (x;µq, 1), varying µq in the interval
[0, 3]. The values of ESS and ÊSS are normalized over N , so all cases can be
compared. In the right subplot, we display the ratio between ÊSS and ESS (i.e.,
when the line is above 1, the ÊSS overestimates the true ESS). Note that the
efficiency deteriorates for large N . In all cases, ÊSS overestimates the ESS, with
a larger gap when the mismatch between target and proposal increases. In this
example, all estimators have finite variance.
Figure 2 shows the results of the same experiment when there is a mismatch
between the variances of target and proposal. In particular, the proposal is now
q(x) = N (x; 0, σ2q ), and we vary σq in the interval [0.6, 3.6] (note that too small a
proposal variance can yield IS estimators with infinite variance). Note that again
there is a gap between ESS and ÊSS. Interestingly, for high values of N , and for
high values of σq, the ÊSS now underestimates the ESS (contrary to the example
with mean mismatch). This toy example contradicts the broad belief that states
that if the ÊSS is high, it is unclear if the quality of the approximation is good but
if the ÊSS is low, then necessarily the IS method is failing. One of the reasons for
this contradiction is that in this example, the optimal proposal is broader than
the target, since q∗(x) ∝ pi(x)|h(x)|, with h(x) = x. As discussed above, the ÊSS
is blind to h(x) and also to cases where ESS > N . Note that in the left subplot
of Fig. 2, for N ∈ {16, 256} and in the range σq ∈ [1, 2.5], the ESS is larger than
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N (larger than 1 in the normalized version displayed in the figure).4
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Fig 1. Left plot shows the ESS and the ÊSS for the SNIS estimator of the mean of the target
p˜i(x) = N (x; 0, 1), when the mean of the proposal, µq, is different from that of the target. The
right plot shows the ratio between ÊSS and ESS. In all situations, the ÊSS overestimates ESS.
Note that both ESS and ÊSS are normalized by the number of samples (divided by N), so they
can be compared across different values.
1 1.5 2 2.5 3 3.5
10-3
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100
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Fig 2. Left plot shows the ESS and the ÊSS for the SNIS estimator of the mean of the target
p˜i(x) = N (x; 0, 1), when the variance of the proposal, σ2q , is different from that of the target. The
right plot shows the ratio between ÊSS and ESS. Note that now the ÊSS sometimes underesti-
mates and sometimes overestimates the true ESS. Note that both ESS and ÊSS are normalized
by the number of samples (divided by N), so they can be compared across different values.
4When σq < 1, the variance of SNIS estimator can be infinite. This situation should be
detected more easily with a different approach, while the ÊSS is clearly ineffective in detecting
the malfunctioning.
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3.5 An example of estimation of rare events
Let us take a case with no mismatch between target and proposal, for instance,
p˜i(x) = q(x) = N (0, 1). In this scenario, regardless of N , all weights are always
equal to 1, and hence ÊSS = N . Note that the estimator I˜ of Eq. (2.3) becomes
the estimator I¯ of Eq. (2.4). Hence, the original effective sample size of (3.1) also
yields ESS = N . Let us know focus on the estimation of the integral (2.1) with
hα = I|x|>α(x). The top plot of Fig. 3 shows the variance of the raw Monte Carlo
estimator (we recall it is the same as the variance of the SNIS estimator). The
bottom plot shows the relative root MSE (RRMSE) that normalizes the square
root MSE by the true value of the integral Iα. Note that when α grows, the
efficiency decays: the RRMSE grows to infinity with α while ESS = ÊSS = N .
0 1 2 3 4
0
0.1
0.2
0.3
0 1 2 3 4
0
50
100
150
Fig 3. Estimation of rare event with p˜i(x) = q(x) = N (0, 1), and hα = I|x|>α(x). Top: Variance
of raw Monte Carlo (and SNIS estimator) when α grows. Note that for high values of α, although
the efficiency keeps deteriorating, the variance decays because the true value of the integral Iα
becomes close to zero faster. Bottom: Relative root MSE (RRMSE) of both estimators defined
as RRMSE = V ar(Iˆ)
Iα
.
4. BEYOND ÊSS FOR IS DIAGNOSTICS
In this section, we provide alternative derivations/interpretations of the ÊSS
and we discuss its use when several proposals are used for simulating the samples.
4.1 Alternative derivations of ÊSS
The broad applicability of the ÊSS in the literature of particle-based methods
has motivated alternative derivations or connections with other metrics. In the
following, we present two of them.
4.1.1 Relation of ÊSS with the discrepancy of the normalized weights Let us
consider the Euclidean distance L2 between the uniform probability mass function
(pmf) on U{1, 2, . . . , N}, denoted as w¯∗, and the pmf described by w¯ = {w¯n}Nn=1
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on the same support:
L2 = ||w¯ − w¯∗||2
=
√√√√ N∑
n=1
(
w¯n − 1
N
)2
.
Developing the square and re-arranging terms:
L2 =
√√√√( N∑
n=1
w¯2n
)
+N
(
1
N2
)
− 2
N
N∑
n=1
w¯n
=
√√√√( N∑
n=1
w¯2n
)
− 1
N
=
√
1
ÊSS
− 1
N
.(4.1)
From this relation, it is clear that decreasing the mismatch between the pmf
described by the normalized weights, wn, and the uniform pmf is equivalent to
increasing the ÊSS. This perspective of approximated ESS as a discrepancy mea-
sure of the normalized weights, is exploited in Martino, Elvira and Louzada [2017]
to propose novel discrepancy measures with similar properties to ÊSS but with
beneficial behavior in different situations. Another family with similar spirit is
also proposed in Huggins and Roy [2015].
4.1.2 ÊSS as loss of efficiency in a convex combination of independent r.v.’s
In [Owen, 2013, Section 9.4], the following interesting toy example is proposed.
Let us consider N i.i.d. r.v.’s Zi, with i = 1, ..., N with variance σ
2
Z and mean
µZ . Let us assume a set of unnormalized weights w = {wn}Nn=1 that are used to
build the following linear combination
(4.2) Cw =
∑n
i=1wiZi∑n
i=1wi
.
Note that if all weights were the same, denoting w∗ as a vector with equal non-
negative entries, the variance of Cw∗ would be σ
2
Cw∗ =
σ2
N . The question is, to
how many Neff i.i.d. samples (instead of N), the weighted combination Cw is
equivalent to? The variance of Cw can be readily computed as
σ2Cw =
∑N
n=1w
2
nσ
2
Z
(
∑n
n=1wn)
2
=
σ2Z
ÊSS
,(4.3)
i.e., the variance of the combination Cw is equivalent to the variance of the equal-
weights combination of ÊSS samples. Note that this example is far from being
realistic in the intricate case of IS. In the case of single-proposal IS, the weights are
also r.v.’s and not deterministic as in the previous example. Moreover, the weights
are also dependent of the r.v.’s they are weighting, i.e., Wn =
pi(Xn)
q(Xn)
and h(Xn)
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are usually dependent r.v’s. Finally, in the previous example, the variance of Zn
is fixed, while in IS, depending if the samples are simulated from the proposal or
the target, the r.v. h(Xn) has a different variance. However, this interesting and
illustrative derivation highlights the lost of efficiency resulting from having a few
weights dominate over the others.
4.1.3 Relation of ÊSS with the coefficient of variation The derivation of Liu
and Chen [1995] starts defining the coefficient of variation (CV) of the normalized
weights as
(4.4) CV =
√√√√ 1
N
N∑
n=1
(Nw¯n − 1)2.
Then, by basic manipulations, it can be shown that
(4.5) ÊSS =
N
1 + CV 2
=
1∑N
n=1 w¯
2
n
.
The authors of Liu and Chen [1995] discuss that CV 2 is a reasonable approxi-
mation of Varq[W ], assuming that Eq[W ] = 1 (see the list of assumptions and
approximations in Section 3.2). Note the relation of this derivation with the min-
imum square distance of Section 4.1.1. In fact, the relation between CV and the
Euclidean distance L2 previously defined is CV = N
√
L2.
4.2 ESS in Multiple Importance Sampling
As discussed in Section 3.2, the derivation of ÊSS assumes i.i.d. samples from
a single proposal. However, ÊSS is used in situations where this is clearly not the
case. The extension of single IS to multiple IS (MIS) is not unique, and many
possible weighting and sampling schemes are possible (see a thorough review
in [Elvira et al., 2018]). This means that the N samples and weights are r.v.’s
that can follow a large set of possible distributions, and still build consistent
estimators. Obviously, the assumptions and approximations from (3.1) to (2.7)
are in this case even more unrealistic than in single-proposal IS. For instance, if
N proposals are available and N samples must be simulated, one can decide to
deterministically sample once per proposal as xn ∼ qn(x), n = 1, ..., N , among
many other options [Elvira et al., 2018, Section 3]. For this sampling scheme,
several weighting schemes are also possible, e.g., the traditional interpretation of
MIS (denoted as N1 in [Elvira et al., 2018])
(4.6) wn =
pi(xn)
qn(xn)
, n = 1, ..., N.
while the deterministic mixture scheme (N3) implements the weights as
(4.7) wn =
pi(xn)
1
N
∑N
j=1 qj(xn)
, n = 1, ..., N.
More details can be found in [Elvira et al., 2018], where it is shown that the UIS
of N3 always present a better performance than N1. The effect in the ÊSS of the
different sampling and weighting schemes is yet to be understood as we show in
the next example.
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4.2.1 Toy example. Let us consider the multimodal target distribution,
pi(x) =
1
3
N (x; ν1, c2) + 1
3
N (x; ν2, c2) + 1
3
N (x; ν3, c2),
with means ν1 = −3, ν2 = 0, and ν3 = 3, and variance c2. We implement MIS
estimators with three proposals, qi(x) = N (x;µi, σ), i = 1, 2, 3.
We select three scenarios depending on the mismatch between the target and
the mixture of proposals:
1. Scenario 1: no mismatch. The proposal means are µi = νi and i = 1, 2, 3
and the variance is σ2 = c2 = 1, i.e., the proposal pdfs can be seen as
a whole mixture that exactly replicates the target, i.e., pi(x) = ψ(x) =
1
3q1(x) +
1
3q2(x) +
1
3q3(x).
2. Scenario 2: mild mismatch. The proposal means are µ1 = −3, µ2 = −1,
and µ3 = 3, and the variance is σ
2 = 2.
3. Scenario 3: large mismatch. The proposal means are µ1 = −4, µ2 = −1,
and µ3 = 1, and the variance is σ
2 = 2.
In all situations, the goal is estimating the mean of the target pdf with the six
MIS schemes proposed in [Elvira et al., 2018, Section 5]. The schemes N1 and N3
are described above, and the R3 index refers to the schemes where samples are
simulated from the mixture of proposals, ψ(x), and all the weights are computed
as wn =
pi(x)
ψ(x) .
Figure 4 shows, for the case of no mismatch (Scenario 1), the ESS, the ÊSS,
and the ratio of both quantities, for all MIS schemes and for different values of
total number of samples N (from 3 to 3×29). Both ESS and ÊSS are normalized
(divided by N) so the behavior of the later can be analyzed. First, note that
in this example, the scheme R3 corresponds to direct sampling from the target
distribution and its ESS is 1 regardless of the number of total samples drawn,
which explains why it is the only scenario and scheme where ÊSS is accurate. Note
that the ÊSS of N3 is around 7 times smaller than the true ESS. The reason is that
the N3 proposal in this scenario samples from the target with variance reduction
(there are the same number of samples for each component of the mixture, rather
than a random number as in an i.i.d. simulation from the mixture). Note that
for most schemes, ÊSS overestimates the ESS, when N grows, but this is not the
case for low values of N .
It is very illustrative that ÊSS is blind to the difference between N3 and R3.
In both schemes, due to the perfect match between the target and the mixture
of proposals, all weights are always equal to 1, and hence the ÊSS is maximum.
However, N3 simulates the samples with variance reduction, which cannot be
captured by ÊSS since the samples play no role in its calculation.
Figure 5 shows the same curves for the case of mild mismatch between the
target and the mixture of proposals (Scenario 2). In this scenario, all MIS schemes
loose efficiency due to the mismatch, but ÊSS keeps underestimating the ESS in
N3. Finally, Figure 6 shows the same curves when the mismatch between the
target and the mixture of proposals is large (Scenario 3). In this scenario, the
ÊSS underestimates the ESS in all MIS schemes except for N3.
4.2.2 An alternative ÊSS in MIS. An appropriate extension of Eq. (3.7) to
MIS is not straightforward, since the samples are drawn from different proposal
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Fig 4. MIS example (Scenario 1) True ESS and ÊSS of the self-normalized IS estimator of
the target mean, for the different MIS schemes. Note that ESS is normalized, i.e. divided by the
number of samples N .
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Fig 5. MIS example (Scenario 2) True ESS and ÊSS of the self-normalized IS estimator of
the target mean, for the different MIS schemes. Note that ESS is normalized, i.e. divided by the
number of samples N .
pdfs. Noting that in standard IS Varq[Zˆ] =
Varq [w]
N , we propose the following
natural extension of the ESS to the MIS approach:
(4.8) ESSMIS ≈ N
1 + Var[Zˆ]
,
where the variance of Zˆ is now calculated taking into account the whole set of
proposals. In this case, Var[Zˆ] needs to be still estimated. Note also that the
approximation from the true ESS to Eq. (3.7) assumes a single proposal (and a
normalized target).
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Fig 6. MIS example (Scenario 3) True ESS and ÊSS of the self-normalized IS estimator of
the target mean, for the different MIS schemes. Note that ESS is normalized, i.e. divided by the
number of samples N . Target: mixture of three Gaussians.
5. DISCUSSION AND FUTURE LINES
The generalized discrepancy measures proposed in Martino, Elvira and Louzada
[2017] offer alternatives to the traditional ÊSS with different statistical proper-
ties. However, several of the disadvantages of ÊSS are inherited. In the following
we propose several extensions to overcome these limitations.
First, the function h(x) plays an important role in the ESS and should ap-
pear in its particle approximation. Note that for the optimal proposal q∗(x) ∝
|h(x)|p˜i(x), all evaluations |h(xn)|p˜i(xn)q∗(xn) are identical regardless of the value of xn.
Hence, a natural extension of the ÊSS is considering
(5.1) ÊSS
(h)
=
1∑N
n=1
(
w¯
(h)
n
)2
where
(5.2) w¯(h)n =
|h(xn)|wn∑N
j=1 |h(xj)|wj
.
Note that when samples are simulated from the optimal proposal q∗(x), always
ÊSS
(h)
= N , which is the maximum value.
We would like the set samples {xn}Nn=1, to play a role in the approximated
ESS. Intuitively, when the samples are farther apart this should yield larger ESS
(for a fixed set of weights). An approximated ESS that would remain constant
(in average) after a resampling step would be also desirable in order to avoid the
paradox that ÊSS = N after a resampling step.
We would like to use the unnormalized IS weights to evaluate a sequence of
particle approximates. Even if they do not have an absolute measure of perfor-
mance (because Z is unknown), in adaptive IS schemes, one could exploit this
information in iterative schemes.
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Finally, it would be desirable to have a more stable particle approximation.
Note that the unnormalized IS weights often follow a right skewed distribution,
which translates into having many zeros in the normalized weights. We could
either use the median instead of the mean. We could also nonlinearly transform
the unnormalized weights before normalizing them as in Ionides [2008]; Koblents
and Mı´guez [2013]; Vehtari and Gelman [2015].
REFERENCES
Bugallo, M. F., Elvira, V., Martino, L., Luengo, D., Mı´guez, J. and Djuric, P. M.
(2017). Adaptive Importance Sampling: The past, the present, and the future. IEEE Signal
Processing Magazine 34 60–79.
Cappe´, O., Guillin, A., Marin, J. M. and Robert, C. P. (2004). Population Monte Carlo.
Journal of Computational and Graphical Statistics 13 907-929.
Chen, Z. (2003). Bayesian Filtering: From Kalman Filters to Particle Filters, and Beyond.
technical report 1-69.
Djuric´, P. M., Kotecha, J. H., Zhang, J., Huang, Y., Ghirmai, T., Bugallo, M. F. and
Mı´guez, J. (2003). Particle Filtering. IEEE Signal Processing Magazine 20 19-38.
Doucet, A., de Freitas, N. and Gordon, N., eds. (2001). Sequential Monte Carlo Methods
in Practice. Springer, New York.
Doucet, A. and Johansen, A. M. (2008). A Tutorial on Particle Filtering and Smoothing:
fifteen years later. technical report.
Elvira, V., Martino, L., Luengo, D. and Bugallo, M. F. (2017). Improving Population
Monte Carlo: Alternative Weighting and Resampling Schemes. Signal Processing 131 77-91.
Elvira, V., Martino, L., Luengo, D. and Bugallo, M. F. (2018). Generalized Multiple
Importance Sampling. Statistical Science (to appear), preprint: arXiv:1511.03095.
Gordon, N., Salmond, D. and Smith, A. F. M. (1993). Novel Approach to Nonlinear and
Non-Gaussian Bayesian State Estimation. IEE Proceedings-F Radar and Signal Processing
140 107-113.
Huggins, J. H. and Roy, D. M. (2015). Convergence of sequential Monte Carlo based sampling
methods. arXiv preprint arXiv:1503.00966.
Ionides, E. L. (2008). Truncated importance sampling. Journal of Computational and Graphical
Statistics 17 295–311.
Kahn, H. and Marshall, A. W. (1953). Methods of reducing sample size in Monte Carlo
computations. Journal of the Operations Research Society of America 1 263–278.
Koblents, E. and Mı´guez, J. (2013). A population Monte Carlo scheme with transformed
weights and its application to stochastic kinetic models. Statistics and Computing 1–19.
Kong, A. (1992). A note on importance sampling using standardized weights. University of
Chicago, Dept. of Statistics, Tech. Rep 348.
Kong, A., Liu, J. S. and Wong, W. H. (1994). Sequential imputations and Bayesian missing
data problems. Journal of the American Statistical Association 9 278-288.
Liu, J. S. and Chen, R. (1995). Blind Deconvolution Via Sequential Imputations. Journal of
the American Statistical Association 90 567-576.
Martino, L., Elvira, V. and Louzada, F. (2017). Effective sample size for importance sam-
pling based on discrepancy measures. Signal Processing 131 386 - 401.
Martino, L., Elvira, V., Luengo, D. and Corander, J. (2017). Layered adaptive importance
sampling. Statistics and Computing 27 599-623.
Owen, A. (2013). Monte Carlo theory, methods and examples.
http://statweb.stanford.edu/∼owen/mc/.
Rice, J. (2006). Mathematical statistics and data analysis. Nelson Education.
Robert, C. (2010). Effective Sample Size. Christian P. Robert’s blog:
https://xianblog.wordpress.com/2010/09/24/effective-sample-size/.
Robert, C. P. and Casella, G. (2004). Monte Carlo Statistical Methods. Springer.
Sokal, A. (1997). Monte Carlo methods in statistical mechanics: foundations and new algo-
rithms. In Functional integration 131–192. Springer.
Vehtari, A. and Gelman, A. (2015). Pareto smoothed importance sampling. arXiv preprint
arXiv:1507.02646.
