Abstract-We propose an algorithm for solving quadratic programming (QP) problems with inequality and equality constraints arising from linear MPC. The proposed algorithm is based on the 'alternating direction method of multipliers' (ADMM), with the introduction of slack variables. In comparison with algorithms available in the literature, our proposed algorithm can handle the so-called sparse MPC formulation with general inequality constraints. Moreover, our proposed algorithm is suitable for implementation on embedded platforms where computational resources are limited. In some cases, our algorithm is division-free when certain fixed matrices are computed offline. This enables our algorithm to be implemented in fixed-point arithmetic on a FPGA. In this paper, we also propose heuristic rules to select the step size of ADMM for a good convergence rate.
I. INTRODUCTION
Model Predictive Control (MPC) is an optimization-based control strategy which has been applied widely in industry since its appearance in the 1980s. Usually a QP problem is solved at each sampling time instant to determine the control action. In some cases, this QP problem can be solved offline by multi-parametric programming [1] . In other cases, where online solution of this QP is needed, second order methods such as Interior Point Method (IPM) and Active Set Method (ASM) are two commonly employed approaches [2] , [3] . The main computational load of IPM and ASM is the solution of a set of linear equations at every iteration, and this can be the bottleneck for embedded systems with limited resources. Recently, first order QP solvers, such as gradient-based method or the 'alternating direction method of multipliers' (ADMM), have received significant interest [4] - [6] because of their simpler computational structure. Interest in ADMM for quadratic linear MPC can be found in [7] - [9] .
In MPC, if the system model is linear and the cost function is quadratic, one can formulate the MPC optimisation problem as a sparse QP problem, keeping both the states and controls as decision variables. In contrast, MPC can also be formulated as a dense QP problem keeping only the controls as decision variables [10] . The sparse QP will have both equality and inequality constraints while the dense QP will have only inequality constraints. One main advantage of formulating a sparse QP is that the Hessian matrix has a banded structure and this can be exploited for computational advantage [11] QP formulations does not have this property. In [12] and [13] , an ADMM-based QP solver was proposed for the dense QP, whereas in [9] [14] ADMM-based QP solver relying on splitting techniques of [7] has been proposed for sparse QP problem.
The limitation of the method proposed in [9] [14] for sparse QP is that a projection onto the polytopic set that represents the inequality constraints is needed. If this set is not simple, the projection is computationally very demanding. As a consequence, the algorithm in these works are not suitable for embedded implementation for general inequality constraints. A common work-around is to restrict the inequalities to be simple box-type constraints so that this projection can be computed easily at each iteration.
In this paper, we consider solving the sparse QP problem arising from MPC. We propose an ADMM-based algorithm to solve this class of QP using the slack variables approach. ADMM with slack variables to solve dense QP has been discussed in [12] . A key motivation for introducing slack variables is to convert the polytopic set arising from general inequalities into a simpler positive orthant constraint set so that projection onto this postive orthant set can be handled even on an embedded platform where computational resources are limited. In some cases, our algorithm is divisionfree when some fixed matrices are computed offline. This enables our algorithm to be implemented in fixed-point arithmetic on a FPGA.
In ADMM-based algorithms, the step-size affects the convergence rate of the algorithm. A good choice of this parameter will significantly improve the convergence rate. In [12] the suggested choice of this parameter was derived for dense QP problems. For sparse QP, in [9] step-size selection is not addressed.
By writing our algorithm in a matrix recurrence form, we analyse the convergence rate and propose methods of choosing the step size parameter of our ADMM-based algorithm. Although the recurrence form of our algorithm is similar to that of [12] , we cannot directly apply the stepsize selection method proposed there, because the Hessian matrix arising from sparse MPC formulations is usually not positive-definite. In this paper, we derive heuristic step-size selection methods for our algorithm.
The rest of the paper is organized as follows. In Section II we summarise the method of using ADMM to solve sparse QP.
Step size selection is investigated in Section III. Section IV discusses the implementation aspects with fixed-point arithmetic for embedded platform. In Section V, an example is used to illustrate our algorithm. Conclusions are given in Section VI. 
II. ADMM ALGORITHM FOR SPARSE QP
In this section, we propose our algorithm for solving QP of the following form
where
A. Slack variable approach
We now formulate an ADMM-based QP solver for sparse QP problems arising from MPC using the slack variable approach. The slack variable approach was described in [12] for ADMM-based QP solver for dense QP problems arising from MPC.
By introducing the slack variable z to the inequality constraint (2), we obtain the following problem:
The augmented Lagrangian for the ADMM iteration is defined as
The selection of step-size ρ > 0 will be discussed later. Define τ = 1 ρ y, the scaled dual variable. The ADMM iterations for problem (4) are
The sub-problem for the x-update in (9) is an unconstrained QP and has the unique solution
Here, we have assumed that Assumption 1: A is invertible or full column-rank 1 . The solution of sub-problem (10) is
) (next p elements) and we have used the following notation for projection:
For a projection on the box type set, it reduces to a clipping operation, and (12) is simply:
Then, our algorithm for solving (1) is as follows:
where r k = Ax k + Bz k − c, and s k = ρA T B(z k+1 − z k ) are the primal and the dual residual, respectively.
B. Comparison with algorithm of [9]
In [9] , the authors maintain z as a copy of x and set up the problem as follow:
where the constraints, including inequality and equality constraints are split into two sets: A : {x|F x = f } and
This results in an ADMM-based algorithm as Algorithm 2 in [9] . For comparison:
• In term of flops count (floating point operations), our algorithm requires about 3 times more.
• The advantage of our algorithm is in the second step of the ADMM iterations. It is the sub-problem for the z-update (15) of our algorithm, compared with the second step of Algorithm 2 in [9] , which in general requires a projection onto a polytopic set. For general constraints, this projection is very complex and not suitable for embedded implementation. Hence most embedded implementations assume box-type constraints. In contrast, our algorithm requires only a projection onto the positive orthant.
III. STEP-SIZE SELECTION
The convergence rate of ADMM depends on the step size. To devise a step size selection method, [12] used the sign matrix of the variable technique of [15] , to write the ADMM iterations in a matrix recurrence form. In this section, we also present our algorithm in a matrix recurrence form and propose a method to select the step-size for our algorithm.
A. Matrix Recurrence form
The ADMM iterations (14)- (16) can be rewritten as follows:
Introduce (18) and (19) , it can be seen that
Then, (17)-(19) become
After some calculations (which we have omitted because of space constraints), we obtain the following compact iterative formulation:
By defining the matrices as
(21) is written as (23) is the matrix recurrence form of Algorithm 1. This is the same as equation (22) of [12] . However, the step-selection method proposed in [12] requires the existence of Q −1 , but in sparse QP formulation arising from MPC problems Q is usually only semi-definite. Hence we propose heuristic rules to select the step-size for our proposed algorithm based on the following analysis.
B. Step-size selection
From (23) we havē
By taking norm 2 (which will be chosen later) of both sides of (24), and since ||t k − t k−1 ||≤ ||S k t k −S k−1 t k−1 ||, we get:
Therefore, the optimal ρ can be obtained by minimising η ρ over ρ. Different norms can be used, and in this paper, we investigate using (a) the 2-norm and (b) the max-norm to select the step-size parameter.
B.1.
Step-size selection with respect to 2-norm M is symmetric, since Q is symmetric. As the 2-norm of a real symmetric matrix is the same as the spectral radius, we will analyse the eigenvalues of the matrices appearing in the expression for η ρ . Defining T = 1 2 I − M , we see that T always has maximum eigenvalues at 1 2 and minimum eigenvalues equal or greater than − 1 2 because M always has minimum eigenvalue at 0 independent of ρ. If Q is only (positive) semidefinite, M will have eigenvalues at 1, hence, η ρ = 1 regardless of the choice of ρ. However, we observed that if we try to shift the other eigenvalues of T as close as possible to 0, or equivalently, move the eigenvalues of M as close as possible to 2 . In order to solve Problem 1, we can express the eigenvalues of matrix M explicitly as a function of ρ. This can be achieved as follows: Since Q 0, there exists P 0 such that Q = P T P ( [16] p8.3) . Using the matrix inversion lemma [17] , M can be written as
After some algebraic manipulations, M can be expressed as
where A = U SV T , the singular value decomposition of A.
, and the fact that the eigenvalues of two similar matrices are the same, we obtain
As S is diagonal and singular, and S d is diagonal, it can be shown thatΨ ρ = Ψ ρ 0 0 0 . Hence
Then problem 1 is equivalent to the following problem: Problem 2: Find ρ such that the elements of λ(Ψ ρ ) are as near as possible to 0.5. One way to solve Problem 2 is by solving:
We have, based on [12] , the eigenvalues of Ψ ρ related to the eigenvalues of P d as:
Hence, (32) is equivalent to:
It is not easy to solve (34). Since 
3 S d is diagonal matrix, since S T S is diagonal and positive definite (Assumption 1) Solving ∂(.)/∂ρ = 0 leads to the solution of the following polynomial equation:
In principle, one can obtain an analytical expression for the roots ρ of this 4th-degree equation. More practically, we obtain a numerical solution, selecting the positive root. We outline the procedure for determining ρ offline since A and Q (see (1) and (7)) do not change for MPC problems with linear time invariant models and fixed costs: 1) Given A and Q 2) Calculate P d as in (29), calculate non-zero eigenvalues
3) Solve (36) for ρ B.2.
Step-size selection with respect to max-norm Since we can determine the step-size parameter offline, we perform a simple line search over ρ to minimise η ρ directly, using the max-norm 4 . The advantage of using the maxnorm is that it may handle general A and Q in the iterative form (25). We believe that this max-norm approach may be equally applicable to the method proposed in [12] . A more detailed analysis is the topic of current research. In section V, our experiments suggest that the max-norm and the 2-norm criteria are both effective.
IV. IMPLEMENTATION ON AN FPGA
Field Programmable Gate Arrays (FPGA) have emerged as popular platforms for real-time embedded MPC applications [18] - [20] . The simplicity of ADMM, and the parallel processing capability of FPGA, offer a promising combination for high speed embedded MPC. In this section, we discuss some implementation aspects of our proposed algorithm on an FPGA.
A. Offline and online computations
For MPC based on a linear time invariant model and with fixed costs and constraints, certain matrices can be computed offline, such as M = −(Q + ρA
Variables which depend on measurements must of course be computed online, but the computations are relatively fast if matrices have been pre-computed. In particular, for the following algorithmq = M q −M c must be computed once each sampling time, when a new state measurement becomes available. Note also that Bz = [z; 0]. Algorithm 1.1 Customized for embedded implementation
Remark 1: Equation (37) is one way to carry out the calculation step (14) which is the most computational step of Algorithm 1. This approach will result a matrix-vector product, hence favourable for efficient parallelism computation on FPGA. However, the sparsity of the matrices will be destroyed. An alternative option can be offline computation of the Cholesky factorisation of the banded matrix Q+ρA T A and then (14) can be carried out by back-substitution. This approach will reduce the computational cost and memory cost since the sparsity will be preserved.
B. Fixed-point Arithmetic Implementation
Since Algorithm 1.1 is division-free, it can be implemented in fixed-point arithmetic on a FPGA. Compared with floating point implementation, a fixed point implementation not only runs faster but also requires fewer hardware resources. In order to implement the algorithm using fixed-point arithmetic, we must establish the range of variables and the accuracy requirements, in order to decide on the word length and number of fractional bits. We establish an analytical bound of the variables as following: From equation (25), we have:
where γ is defined as equation (22), and K max is the maximum number of iterations, a design choice. We can have the upper bound for ||γ|| 2 for a particular system. Once we have a bound for ||t k || 2 , we will have a bound for ||t k || ∞ , i.e ||t k || ∞ ≤t since ||t k || ∞ ≤ ||t k || 2 . Based ont, we can obtain the range of all variables as well as intermediate variables involved when implementing the algorithm. Due to space constraints, we do not give the details in this paper.
V. CASE STUDY
A. Illustrative Example We designed an MPC controller with the following cost function and parameters:
We added the constraint |y 1 + y 2 |≤ 6 to demonstrate the advantage of our algorithm in handling non-box type constraints. In addition, to ensure Assumption 1 holds, we set a constraint on the velocities to a large value: |ẏ i |≤ 100. With horizon N = 5, the sparse QP formulation has 120 decision variables, 80 equality constraints, and 250 inequality constraints. Algorithm 1 was used to solve the QP problem online. 215 ms) to solve one QP on the FPGA 5 , when the stepsize ρ = 2.0815 was chosen based on the 2-norm method proposed in Section III.
B. Result and Discussion
• Figure 3 (a) plots, as a function of ρ, the average number of iterations needed to solve QP problems arising from the first 10 sampling instants 6 .
• Figure 3(b) shows that the max-norm of matrix T (Section III.B.1) is a good indicator for the number of ADMM iterations. Although our heuristics did not give the optimal ρ, they nevertheless gave values that are close to the optimal ρ.
C. Comparison between 2-norm and max-norm
In Figure 4 we generated additional QP problems with randomly selected MPC parameters. This shows an example where although different values of were selected depending on whether the 2-norm or the max norm were used, the resulting number of ADMM iterations were fairly similar. From Figure 4 (b) , it appears that the max-norm could be a better indicator for selecting the step size parameter ρ, although experience needs to be gained with a greater variety of examples. VI. CONCLUSION An ADMM-based algorithm for QP with inequality and equality constraints arising from MPC problems was proposed in this paper. By introducing slack variables, the algorithm is greatly simplified because the projection is now onto a positive orthant rather than a general polytopic set. Hence our algorithm can handle general inequality constraints without the complexity of polytope projection. We also proposed heuristic methods based on 2-norm and max-norm criteria to select the step-size of the ADMM iteration for good convergence rates. Simulations confirmed that our heuristics are effective and that the max-norm approach may be more successful. Since the algorithm has simpler computational structure, as well as being divisionfree if some offline computations are performed, it allows an efficient implementation, with fixed-point arithmetic, on embedded platforms such as an FPGA.
