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ABSTRACT
Eddy current nondestructive evaluation (NDE) is usually carried out by exciting
a time harmonic ﬁeld using an inductive probe. However, a viable alternative is to
use transient eddy current NDE in which a current pulse in a driver coil produces
a transient ﬁeld in a conductor that decays at a rate dependent on the conductivity
and the permeability of the material and the coil conﬁguration. By using transient
eddy current, it is possible to estimate the properties of the conductive medium and
to locate and size potential ﬂaws from the measured probe response. The fundamental
study described in this dissertation seeks to establish a theoretical understanding of the
transient eddy current NDE. Compared with the Fourier transform method, the derived
analytical formulations are more convenient when the transient eddy current response
within a narrow time range is evaluated. The theoretical analysis provides a valuable
tool to study the eﬀect of layer thickness, location of defect, crack opening as well as
the optimization of probe design.
Analytical expressions have been developed to evaluate the transient response due
to eddy currents in a conductive plate based on two asymptotic series. One series
converges rapidly for a short time regime and the other for a long time regime and
both of them agree with the results calculated by fast Fourier transform over all the
times considered. The idea of asymptotic expansion is further applied to determine the
induced electromotive force (EMF) in a pick-up coil due to eddy currents in a cylindrical
rod.
Starting from frequency domain representation, a quasi-static time domain dyadic
xv
Green’s function for an electric source in a conductive plate has been derived. The
resulting expression has three parts; a free space term, multiple image terms and partial
reﬂection terms. The dyadic Green’s function serves as the kernel of an electric ﬁeld
integral equation which deﬁnes the interaction of an ideal crack with the transient eddy
currents in a conductive plate. The crack response is found using the reciprocity theorem.
Good agreement is observed between the predictions of the magnetic ﬁeld due to the
crack and experimental measurements.
1CHAPTER 1. INTRODUCTION
1.1 Transient Eddy Current Nondestructive Evaluation
Eddy current nondestructive evaluation is usually carried out by exciting a time har-
monic ﬁeld using an inductive probe. In transient eddy current nondestructive evalua-
tion, by contrast, the source coil carries a pulse excitation current instead of a sinusoidal
alternating current of a certain frequency. A current pulse in the driver coil produces a
transient ﬁeld in a conductor, which migrates according to a vector diﬀusion equation
and decays at a rate that depends on the coil size, the conductivity and the permeability
of the conductor. The signal is equivalent of a continuum of frequencies. It is possible
to estimate layer thicknesses, locate and size the subsurface ﬂaws by taking advantage
of the full characteristic of the transient eddy current response.
1.2 Transient Eddy Current Signal
1.2.1 Data Category
The transient response can be measured either by a pick up coil or Hall device.
The former measures the induced EMF and the latter generally monitors the normal
component of the magnetic ﬁeld. The Hall device has some advantages compared with
induction coil. Firstly, it measures the magnetic ﬁeld itself instead of the change rate of
the magnetic ﬁeld and possess constant sensitivity down to direct current (DC). Second,
the size of Hall device is generally smaller than an induction coil, which contributes to
2higher resolution. The Hall device signal, however, is band limited.
1.2.2 Signal Interpretation
The transient responses due to a ﬂaw is found by subtracting a reference signal from
the measured signal. A reference signal may be collected by scanning the probe over
a ﬂaw free specimen. Figure 1.1 gives the typical transient eddy current response due
to a conductive plate. Any ﬂaws, or conductivity and dimensional changes produce a
change in the signal. Peak amplitude, peak arrival time and zero crossing time have been
identiﬁed as important characteristics of the signal giving indications of the location and
size of defects. Intuitively, the peak amplitude is dependent on the ﬂaw size and depth.
Variations in the depth of a ﬂaw cause the signal to shift in time and the location of
the peak amplitude of a transient Hall signal can be used to gain information about the
depth of a feature of interest.
Peak arrival time 
Peak amplitude
t
(a) 
Zero crossing time 
(b)
tOO
M
ag
ne
tic
 fi
el
d 
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f 
Figure 1.1 Typical transient eddy current signal: (a) magnetic ﬁeld (b)
induced EMF
The transient eddy current measurement has a number of advantages over time har-
monic eddy current inspection as claimed by Smith and Hugo [1], [2]. Some of the
important ones are quantitatively characterization of defect, fast data acquisition, con-
veniently response interpretation, low cost test equipment, and deep penetration depth.
3In conventional eddy current measurement, all the information is contained in the real
and imaginary parts of the impedance change at a number of discrete frequencies. Tran-
sient eddy current response contains a spectrum of frequency and potentially provides
suﬃcient information to distinguish defect and structure changes and evaluate them
quantitatively. A transient system gives the equivalent information as a multi-frequency
measurement in just 10ms. A multiple-frequency measurement usually takes several
seconds and depends on the number of frequency. The transient eddy current response
can be presented by C-scan image that allows us to inspect an intersection within the
specimen at certain depth. Some structure eﬀects, including lift-oﬀ and edge, may be
compensated by post signal processing. The instrument cost of a transient system may
be lower than a multi-frequency eddy current system. In latter case, the cost increases
linearly with the number of frequency channels. The application of Hall device provides
deeper penetration depth due to its high sensitivity to low frequency signal. Much higher
total energy level can be used to excite the transient probe since the driven source is
pulse instead of continuous.
In spite of the listed advantages, transient eddy current measurement has shortcom-
ings as well. The absolute sensitivity may be lower than conventional eddy current
because the signal to noise ratio in a wide band system is generally lower than that in
a narrow-band system. The most challenge issue associated with transient-eddy current
NDE is signal processing, which extracts ﬂaw and structure features from the measured
response containing abundant information.
1.2.3 Transient Eddy Current Theory
Numerous work have tried to establish a fast and accurate model that describes the
interaction between the transient external source and any conducting medium with or
without the presence of ﬂaw. Most of the models are either integral equation based or
diﬀerential equation based. In these models, the geometry of the source range from an
4inﬁnite wire or rod, current loop to pancake axisymmetric coil with rectangular cross
section. The excitation function could be of any shape, but usually sinusoidal, ramp or
step current is assumed. Complex conductor geometry, like ﬂawed multi-layer plates,
can be analyzed as the models become more and more sophisticated.
In ﬁnite element scheme, the diﬀerential equation deﬁning the magnetic vector poten-
tial and electric scalar potential are transformed into algebraic matrix equations. These
matrix equations are, then, solved using appropriate solvers, such as conjugate gradient
method, at each time step. A large number of models [3] - [4] fall into this category.
In 1990, Ludwig et al. [3] developed a weighted residual ﬁnite element model, implic-
itly employing ﬁnite diﬀerence time stepping, to calculate the two dimensional transient
magnetic vector potential and eddy current distribution within a half space conductor.
Their formulation was veriﬁed by comparing against two analytical models solved by
inverse Laplace transform. However, the sources were relatively simple. Only an inﬁnite
wire and current loop excited by a step function were considered. No comparison was
made with experimental data. Later, Xiao et al. [5] extended the analysis to more com-
plex and realistic testing situations. For example, the axisymmetric pancake coil was
excited by a pulsed Maxwell-distributed current. The variation of the induced voltage in
a pickup coil was studied against the change of crack size and position. Allen et al. [6]
compared two ﬁnite element based methods by computing the transmission of transient
signal when it passed a conductive plate. The ﬁrst model made use of the Fourier expan-
sion of the source current, solved a steady-state problem for each signiﬁcant frequency,
then summed up all the harmonic component to compute the EMF in a pickup coil. It
is reported that the frequency dependent discretization of the solution region may intro-
duce errors. The transient time stepping method solved the magnetic vector potential
matrix equation at each time step and eliminate the discretization problem. Patel et
al. [7] computed the transient EMF in an absolute coil due to a conductive plate via
three dimensional (3D) time stepping ﬁnite element method and suggested that it may
5be beneﬁcial to detect ﬂaw by comparing the spectrum of the computed time domain
EMF and that of experimental data. In their analysis, few sampling points were taken
due to restrictions on the computational time. Under the ﬁnite element framework, edge
element [8] - [9] was developed to calculate the transient magnetic ﬁeld due to a half
space conductor. The edge elements are vector ﬁnite elements whose tangential com-
ponent is continuous at the interface of two adjacent elements, but jump is allowed for
the normal component. Therefore, it is more suitable for describing the behavior of the
magnetic ﬁeld. The ﬁnite element methods are usually time consuming and needs a lot
of computational resources. This situation may be allowed in solving forward problem,
but is unacceptable for inversion when numerous forward predictions are required. An-
other point is that the ﬁnite element method, in nature,has diﬃculties in simulating the
singular behavior of the ﬁeld at the source. On the other hand, the integral equation
based method is more suitable for simple geometry problem, which is the case in this
thesis. For these reasons, the ﬁnite element method will not be discussed further in this
report.
In boundary or volume element method, the unknown, usually a ﬁeld quantity repre-
senting the scatter, is deﬁned by an integral equation. Although these two methods are
not as popular as the ﬁnite element method, they have their own advantages. Tsuboi et
al [10] showed that the boundary element method could obtain the same computational
accuracy as the ﬁnite element method with larger time step. Pa´vo´ [11] presented a com-
putational method to evaluate the transient eddy current response due to planar ﬂaw in
a two plate system. The current pulse driving the pancake coil was decomposed into a
series of time harmonic components. The ﬂaw is assumed to be inﬁnitesimally thin and
represented by two imaginary sources, tangential magnetic and electric surface current.
These imaginary sources are solved by boundary element method applying impedance
type interface condition. Once the time harmonic response of the system was obtained
the time domain induced voltage or magnetic ﬁeld can be calculated by the inverse
6Fourier transform. To investigate the application of transient eddy current technique
in inspecting the corrosion of pipes used in petrochemical industry, S. M van den Berg
[12] described a 3D forward model, which gives the induced EMF in a pick-up coil due
to a volume defect in a planar layered conﬁguration in frequency domain and the time
domain signal is recovered using FFT. Both the conductivity and permeability contrast
are considered in S. M van den Berg’s work, and thus, his model can be applied to
ferromagnetic materials. On the other hand, the curved surface of pipe is approximated
by a planar surface, which leaves space for improvement. The computational cost of this
model is relatively high, more than 100 hours for one forward calculation.
Bowler and Johnson [13], [14] have derived analytical expressions for the induced
EMF and integrated EMF in an absolute coil excited by a step current due to a half
space conductor using the inverse Laplace transform. Bowler [15] further developed a
quasi-static dyadic Green’s function for an electric source in a homogeneous conductive
half space using transverse potential decomposition, which provides the kernel of an
electric ﬁeld integral equation deﬁning the interaction between a volumetric ﬂaw and
the transient eddy currents induced in the half space. In practical application, it would
be more desirable to consider the plate geometry instead of the half space case and the
central goal of this thesis is to extend the analysis in [14], [15], [16] to a conductive plate.
There are some other methods that have been developed. Demens el at. [17] have
applied the ﬁnite integration (FI) method to solve TEAM Workshop Problem 7. A set
of matrix equation, called Maxwell-Grid Equation (MGE), were generated by mapping
the Maxwell’s equations in integral form on a dual grid-duplet {G,G’}. The ﬁeld com-
ponents were equivalently represented by facet ﬂuxes and grid voltage with appropriate
time-stepping technique. The matrix equation are solved eﬃciently by the precondi-
tioned conjugate gradient method. Again, this method is time expensive to implement.
Davey et al. [18] extended the surface impedance method to the transient regime. The
time dependent response was built from the eigenvalues extracted from transient surface
7impedance method. Recently, the Markov chain Monte Carlo method (MCMC) was
introduced by Netter [19] in the transient eddy current calculations. This method is
claimed to be more eﬃcient than the ﬁnite element method since it can estimate the
solution at any position without the knowledge of the whole ﬁeld. To improve the ac-
curacy, however, more random numbers need to be generated, which adds a signiﬁcant
amount of time cost. It was also reported that the MCMC method converges very slow.
It is deserved to mention that the TEAM Workshop Problem 27 has been proposed
to facilitate the validation of various models that are able to predict the transient re-
sponse due to a constant volume crack starting from screw holes at a certain depth in a
conductive plate.
1.2.4 Transient Eddy Current Experiment
The ﬁrst recorded practise of transient eddy current NDE was measuring the dif-
ference in the properties of the test and reference specimen. The transient signal was
introduced by a clock and connected to two coils, one on a reference specimen and the
other on a specimen to be tested. The measured diﬀerential signal was sent to a tele-
phone receiver and adjustment was made such that no sound can be heard. The degree
of adjustment reﬂected the relative diﬀerence in the properties of the test and reference
specimen.
Recently, Smith and Hugo [1], [2] studied the capabilities and limitations of transient
eddy current nondestructive evaluation through extensive experiments seeking methods
to characterize defects and structural variations. Moulder et al. [20] tried using transient
eddy current signal to identify the eﬀect of metal loss and inter-layer separation. They
found the quantity of metal loss can be estimated from the amplitude of the pulsed
eddy current (PEC) signal and the gap eﬀect can be read from the zero-crossing time.
Bieber et al. [21], [22] used the peak amplitude data to evaluate the metal loss caused
by corrosion. However, it is found that variations of lift-oﬀ and inter-layer gap can
8cause noise which may overwhelm the material loss signature. Gigue`re et al. [23], [24],
[25], [26] minimized the eﬀect of lift-oﬀ by taking advantage of the amplitude of transient
response at the lift-oﬀ point of intersection which occurs at a time following the initiation
of the transient when the lift-oﬀ signal is at a null. Similarly, at later time, there is a
narrow region where the eﬀect of plate separation is at a null allowing the detection of
material loss, which is insensitive to plate separation. Based on the asymptotic behavior
of transient response in short and long time limit, Burke et al. [27] corrected the lift-
oﬀ eﬀect by multiplying the signal by a time varying function, called the lift-oﬀ scaling
factor. To determine the conductive plate parameters, Johnson et al. [28], [29] developed
a parameter based inversion scheme on the basis of a veriﬁed fast forward model. As
a preliminary step, a database storing the information of plate conductivity, liftoﬀ and
magnetic ﬁeld was constructed by the model. The plate parameters may be determined
by minimizing a penalty function. A review of the early development of transient eddy
current experimental technology is found in [30] by Beiber et al and [31] by Johnson.
1.3 Modiﬁed Dodd and Deeds’s Formulae
Dodd and Deeds’s model [32] has been widely referred to solve eddy current related
problems in nondestructive evaluation, such as the analysis of coil impedance or magnetic
ﬁeld change due to a planar or cylindrical layered structure. Setting the boundary of
interest to inﬁnity, the electromagnetic ﬁelds are expressed in closed form in terms of
Fourier-Bessel integral, which converges slow when evaluated numerically. One way of
reducing the computational cost is to transform the integral into series form, where
the accuracy and speed can be partly controlled by adjusting the number of turns. To
achieve this goal, the solution region is truncated by imposing a magnetic boundary at
appropriate distance from the source coil, for example, 10 times the outer radius of the
excitation coil. It has been studied [33] that the replacement of the integral with a series
9would not sacriﬁce the computational accuracy as long as suﬃcient terms are included.
Usually, less than one hundred terms would give accurate results.
As a preparation for subsequent analysis, region truncation method is used to refor-
mulate Dodd and Deeds’s expressions for a two layered planar structure in this section.
The magnetic ﬁeld above the conductive region and the induced EMF in a pick-up coil
due to the layered structure are expressed in series form. The results for the case of
a conductive plate are obtained when the conductivity of the bottom layer reduces to
zero.
1.3.1 Magnetic Vector Potential
Our analysis starts from the magnetic vector potential due to a ﬁlament above a two
layered conductive region, which is shown in Figure. 1.2 (a). The axis of the ﬁlament is
coincident with the z axis. The radius of the ﬁlament is r0 and the distance between the
ﬁlament and top surface of conductive region is z0. The top layer has a thickness of d and
the bottom layer is inﬁnite in the −z direction. The region of interest is truncated by a
cylindrical surface, with a diameter 2b, where the magnetic vector potential is assumed
to vanish. For the convenience of matching interface conditions, the region within the
truncated domain is divided into four parts along the z axis.
Neglecting the displacement current, the magnetic vector potential A(r, z), in an
isotropic, linear and homogeneous medium due to a ﬁlament coil at (r0, z0) satisﬁes
∂2A
∂r2
+
1
r
∂A
∂r
+
∂2A
∂z2
− A
r2
− jωµσA = −µIδ(r − r0)(z − z0)φˆ, (1.1)
where µ and σ are the permeability and conductivity of the medium. I is the amplitude
of excitation current. The magnetic vector potential has azimuthal component Aφ(r, z)
only because of symmetry, which satisﬁes
∂2Aφ
∂r2
+
1
r
∂Aφ
∂r
+
∂2Aφ
∂z2
− Aφ
r2
= 0 (1.2)
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Figure 1.2 A ﬁlament (a) and a driver and pick-up coil (b) above a two
layer conductive region with the domain in the radial direction
truncated by a cylindrical boundary.
in air and
∂2Aφ
∂r2
+
1
r
∂Aφ
∂r
+
∂2Aφ
∂z2
− Aφ
r2
− jωµσAφ = 0 (1.3)
in conductive region.
Separation of variable shows that Aφ(r, z) has the form [33]
Aφ(r, z) = [A(κi)J1(κir) +B(κi)Y1(κir)][C(κi)e
γiz + D(κi)e
−γiz], (1.4)
where J1(x) and Y1(x) are the the ﬁrst order Bessel function of the ﬁrst and second
kind. A(κi), B(κi), C(κi) and D(κi) are the coeﬃcients to be determined. Note that
γi =
√
κ2i + jωµ0µrjσj, where µrj and σj are the relative permeability and conductivity of
jth layer. The discrete eigenvalue κi is introduced instead of the continuous κ in Dodd
and Deeds’ s model due to the imposed Dirichlet boundary for the magnetic vector
potential at r = b. The eigenvalues are found by J1(κib) = 0. Due to the divergence of
Y1(κir) at the origin, B(κi) vanishes in all regions. Since the ﬁelds converge at inﬁnity
either C(κi) or D(κi) goes to zero in region 1 or 4. Therefore, the solution of Aφ(r, z)
in each region is simpliﬁed as
A1φ(r, z) =
∞∑
i=1
J1(κir)e
−κizD1, (1.5)
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A2φ(r, z) =
∞∑
i=1
[J1(κir)e
κizC2 + J1(κir)e
−κizD2], (1.6)
A3φ(r, z) =
∞∑
i=1
[J1(κir)e
γ1zC3 + J1(κir)e
−γ1zD3], (1.7)
and
A4φ(r, z) =
∞∑
i=1
J1(κir)e
γ2zC4. (1.8)
where
γ1 =
√
κ2i + jωµ0µr1σ1 and γ2 =
√
κ2i + jωµ0µr2σ2. (1.9)
Note that D1, C2, D2, C3, D3 and D4 are dependent on κi and they are solved by six
linear equations generated from the continuity conditions of Aφ(r, z) at the interfaces
z = z0, z = 0 and z = −d, which are
A1φ(r, z0) = A
2
φ(r, z0), (1.10)
∂A1φ(r, z0)
∂z
=
∂A2φ(r, z0)
∂z
− µ0I(jω)δ(r − r0), (1.11)
A2φ(r, 0) = A
3
φ(r, 0), (1.12)
∂A2φ(r, 0)
∂z
=
1
µr1
∂A3φ(r, 0)
∂z
, (1.13)
A3φ(r,−d) = A4φ(r,−d) (1.14)
and
1
µr1
∂A3φ(r,−d)
∂z
=
1
µr2
∂A4φ(r,−d)
∂z
. (1.15)
The orthogonality of Bessel function can be used to obtain the equations deﬁning
the unknown coeﬃcients in (1.5) – (1.8).
∫ b
0
rJ1(κjr)J1(κir)dr =
{ b2
2
J20 (κib) i = j
0 i = j
(1.16)
For example, substitute (1.10) into (1.6), multiply both side of the resulted equation
by rJ1(qkr) and integrate from 0 to b we get
e−κiz0D1 = eκi z0C2 + e−κiz0D2 (1.17)
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Similarly,
−κi b
2
2
J20 (κib)e
−κiz0D1 = κi
b2
2
J20 (κib)(e
κiz0C2 − e−κiz0D2)− µ0I(jω)r0J21 (κir0), (1.18)
C2 + D2 = C3 + D3, (1.19)
κi(C2 −D2) = γ1
µr1
(C3 −D3), (1.20)
e−γ1dC3 + eγ1dD3 = e−γ2dC4 (1.21)
and
γ1
µr1
(
e−γ1dC3 − eγ1dD3
)
=
γ2
µr2
e−γ2dC4 (1.22)
Solving the linear equations (1.17) – (1.22) gives
D1 =
Ψ(κi)e
−κiz0J1(κir0)r0
κi
[
(e2dγ1 − 1)(e2κiz0 − 1)µr2γ21
+ (e2dγ1 + 1)[(e2κiz0 − 1)γ2 + (e2κiz0 + 1)κiµr2]µr1γ1
+ (e2dγ1 − 1)(e2κiz0 + 1)γ2κiµ2r1
]
, (1.23)
C2 =
e−κiz0J1(κir0)I(jω)r0µ0
b2J20 (κib)κi
, (1.24)
D2 =
Ψ(κi)e
−κiz0J1(κir0)r0
κi
[
− (e2dγ1 − 1)µr2γ21 − (e2dγ1 + 1)(γ2 − κiµr2)µr1γ1
+ (e2dγ1 − 1)γ2κiµ2r1
]
, (1.25)
C3 = 2Ψ(κi)e
−κiz0J1(κir0)r0µr1e2dγ1(γ2µr1 + γ1µr2), (1.26)
D3 = −2Ψ(κi)e−κiz0J1(κir0)r0µr1(γ2µr1 − γ1µr2), (1.27)
C4 = 4Ψ(κi)e
−κiz0J1(κir0)r0µr1µr2γ1ed(γ1+γ2), (1.28)
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where
Ψ(κi) =
i(jω)µ0
b2J20 (κib)
[
(e2dγ1 − 1)µr2γ21 + (e2dγ1 + 1)(γ2 + κiµr2)µr1γ1 + (e2dγ1 − 1)γ2κiµ2r1
]
(1.29)
and i(jω) is deﬁned as
i(jω) =
N1I(jω)
(r2 − r1)(z2 − z1) . (1.30)
Note that I(jω) is the Fourier transform of the excitation current, N1 is the number of
turns of the driver coil and r1, r2, z1, z2 are deﬁned in Figure 1.2 (b). Substitute (1.23)
– (1.30) into (1.5) – (1.8), Aφ(r, z) due to a ﬁlament is determined. For a pancake coil
with rectangular cross section, the total magnetic vector potential Atotalφ (r, z) is obtained
by integrating the ﬁlament response over the coil cross section [32] ,
Atotalφ (r, z) =
∫ r2
r1
∫ z2
z1
Aφ(r, z, r0, z0)dr0dz0. (1.31)
1.3.2 Electromagnetic Fields
With Atotalφ (r, z) in each region derived, the electromagnetic ﬁelds can be obtained by
standard routines, such as E = jωA and H = 1
µ
∇×A. In this thesis, we are interested
in the magnetic ﬁeld above the conductive region and the induced EMF in a pickup coil.
It is straightforward that Hφ = 0 because of the curl operator on A
total
φ (r, z). The radial
component Hr(r, z) is
Hr(r, z) = −
∞∑
i=1
J1(κir)Ψ(κi)
µ0κ3i
χ(κir1, κir2)e
−2κiz ·{
e−κiz1
[
(γ1µr2 − γ2µr1)[eκi(z+2z1)(−γ1 + κiµr1)− (e−κiz − 2eκiz1)(γ1 + κiµr1)]
+ e2dγ1(γ1µr2 + γ2µr1)[e
κi(z+2z1)(γ1 + κiµr1) + (e
κiz − 2eκiz1)(γ1 − κiµr1)]
]
− e−κiz2
[
(γ2µr1 − γ1µr2)[e3κiz(γ1 − κiµr1) + (eκiz − 2eκiz2)(γ1 + κiµr1)]
+ e2dγ1(γ1µr2 + γ2µr1)[e
3κiz(γ1 + κiµr1) + (e
κiz − 2eκiz2)(γ1 − κiµr1)]
]}
,(1.32)
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where χ(x1, x2) is deﬁned as
χ(x1, x2) =
∫ x2
x1
xJ1(x)dx. (1.33)
Note that (1.33) can be evaluated through the Struve and Bessel function. The z com-
ponent of the magnetic ﬁeld Hz(r, z) is
Hz(r, z) =
∞∑
i=1
2J1(κir) + rκi[J0(κir)− J2(κir)]
2rµ0κ4i
Ψ(κi)χ(κir1, κir2)e
−2κiz ·{
(eκi(z−z1) − 1)
[
(e2dγ1 − 1)(eκi(z+z1) − 1)µr2γ21
+ (e2dγ1 + 1)[−γ2 + κiµr2 + eκi(z+z1)(γ2 + κiµr2)]γ1µr1
+ (e2dγ1 − 1)(eκi(z+z1) + 1)γ2κiµ2r1
]
+ (−eκi(z−z2) + 1)
[
(e2dγ1 − 1)(e2κiz − 1)µr2γ21
+ (e2dγ1 + 1)[(e2κiz − 1)γ2 + (e2κiz + 1)κiµr2]γ1µr1
+ (e2dγ1 − 1)(e2κiz + 1)γ2κiµ2r1
]}
. (1.34)
For a ﬁlament of radius r, the induced EMF is related to Aφ(r, z) by V (r, z) =
jω2πrAφ(r, z). The total induced EMF, V , in a pick up coil with N2 turns in region 1-2
can be found by superposition, which gives
V =
jω2πN2
(r4 − r3)(z4 − z3)
∞∑
i=1
Ψ(κi)χ(κir1, κir2)χ(κir3, κir4)
κ6i
(Θ1 +Θ2), (1.35)
where
Θ1 =
[
z4 − z3 + e
−2κiz3 − e−2κiz4 + 4(e−κiz4 − e−κiz3) cosh(κiz1)
2κi
][
(e2dγ1 − 1)µr2γ21
]
+
[
z4 − z3 + e
κiz1(e−κiz4 − e−κiz3)
κi
][
(e2dγ1 + 1)(γ2 + κiµr2)µr1γ1
]
+
[
z4 − z3 + e
−2κiz4 − e−2κiz3 + 4(e−κiz4 − e−κiz3) sinh(κiz1)
2κi
][
(e2dγ1 − 1)γ2κiµ2r1
]
+
[
e−2κiz4 − e−2κiz3 − 2e−κiz1(e−κiz4 − e−κiz3)
2κi
][
(e2dγ1 + 1)(−γ2 + κiµr2)µr1γ1
]
(1.36)
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and
Θ2 =
[
z4 − z3 + e
−2κiz4 − e−2κiz3
2κi
+
2e−κiz2 [cosh(κiz3)− cosh(κiz4)]
κi
]
·[
(e2dγ1 − 1)µr2γ21 + (e2dγ1 + 1)µr1γ2γ1
]
+
[
z4 − z3 − e
−2κiz4 − e−2κiz3
2κi
+
2e−κiz2 [sinh(κiz3)− sinh(κiz4)]
κi
]
·[
(e2dγ1 − 1)γ2κiµ2r1 + (e2dγ1 + 1)κiγ1µr2µr1
]
. (1.37)
1.3.3 Fields Due to a Conductive Plate
Based on the formulation derived in previous section, we can write down the results
when the conductive region is a conducting plate. In this case, the conductivity of the
bottom layer is zero, which gives γ2 = κi and µr2 = 1. The electric ﬁeld within the plate
is of interest when an eddy current forward problem is considered. For reference, it is
shown here,
Eφ =
∞∑
i=1
2jωN1J1(κir)µ0I(jω)
(r2 − r1)(z2 − z1)b2κ3iJ20 (κib)
χ(κir1, κir2)(e
−κiz2 − e−κiz1) ·
e−zγ1 [e2(d+z)γ1(γ1 + κiµr1) + (γ1 − κiµr1)]
e2dγ1(γ1 + κiµr1)2 − (γ1 − κiµr1)2 . (1.38)
In later analysis, we focus on the z component of the magnetic ﬁeld on the coil axis
generated by the eddy currents in the plate ∆Hz, which is the diﬀerence of the magnetic
ﬁeld with and without plate in (1.34),
∆Hz = −
∞∑
i=1
N1χ(κir1, κir2)I(jω)
(r2 − r1)(z2 − z1)b2κ3iJ20 (κib)
·
e−κiz(e−κiz2 − e−κiz1)(−1 + e2dγ1)(γ21 − κ2iµ2r1)
e2dγ1(γ1 + κiµr1)2 − (γ1 − κiµr1)2 . (1.39)
Similarly, the induced EMF due to eddy currents in the plate ∆V is
∆V =
jω2πN1N2µ0I(jω)
(r2 − r1)(z2 − z1)(r4 − r3)(z4 − z3) ·
∞∑
i=1
χ(κir1, κir2)χ(κir3, κir4)
b2κ7iJ
2
0 (κib)
·{
(e−κiz4 − e−κiz3)(e−κiz2 − e−κiz1)(−1 + e2dγ1)(γ21 − κ2iµ2r1)
e2dγ1(γ1 + κiµr1)2 − (γ1 − κiµr1)2
}
. (1.40)
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The jω in (1.39) and (1.40) is replaced by the Laplace variable s in Appendix B and
Chapter 2, which serve as the starting point of followed analysis in time domain.
1.4 Evaluation of Partial Fractions
In Chapter 2, the partial fraction expansion of the power of hyperbolic cotan-
gent function, cothn(z), is required to evaluate the terms in calculating the transient
eddy current response using large time approximation formulae. However, this work
is equivalent to expanding cot(z) into partial fraction series by taking advantage of
cothn(z) = in cotn(iz) [34] and we focus on the latter task in this section.
1.4.1 First Order Poles
Cauchy integral theorem shows that if a function f is to be analytic within and on
a simple closed contour C, then the values of f interior to C are completely determined
by the values of f on C,
f(z) =
1
2πi
∮
C
f(w)
w − z dw. (1.41)
More generally, if f(z) has n simple (ﬁrst order) poles in C, Cauchy integral theorem
can be written as
f(z) + S
(0)
C =
1
2πi
∮
C
f(w)
w − z dw (1.42)
using residue theorem. S
(0)
C (z) is deﬁned as
S
(0)
C =
∑
m
bm
zm − z , (1.43)
where zm is the ﬁrst order poles of f(z) and bm is the residue of f(z) at zm.
Res[f(z), zm] = bm. (1.44)
As a example, let’s consider f(z) = csc(z). we know that csc(z) has poles am = πm
where m = −∞... − 2,−1, 0, 1, 2..∞ with residues (−1)m. Assuming that the contour
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C encloses all poles and that the contour integration vanishes in the limit as it extends
to inﬁnity, (detailed consideration must be given to the vanishing of the integral as
describes in text books [35], [36]. We shall omit these considerations here) applying
(1.42) to csc(z) gives
csc(z) = −
∞∑
m=−∞
(−1)m
πm− z or csc(z) =
1
z
+ 2z
∞∑
m=1
(−1)m
(z2 − π2m2) (1.45)
Similarly, cot(z) has poles am = πm where m = −∞...−2,−1, 0, 1, 2..∞ with residues
1 at all poles. Assuming again that the contour C encloses all poles and that the contour
integration vanishes in the limit as it extends to inﬁnity, we get
cot(z) = −
∞∑
m=−∞
1
πm− z or cot(z) =
1
z
+ 2z
∞∑
m=1
1
(z2 − π2m2) . (1.46)
1.4.2 Higher Order Poles
An extension of Cauchy’s theorem is [36]
f (n)(z) =
n!
2πi
∮
C
f(w)
(w − z)n+1 dw (1.47)
where f(w) is analytic in the region bounded by the contour C and the function f (n)(z)
is the n th derivative of f(z). Since f(z) is an analytic function, the same is true of its
derivatives, including f (n)(z).
The above relationship can be extended to the more general case in which f(z) has
simple (ﬁrst order) poles in C, which gives
f (n)(z) + S
(n)
C =
n!
2πi
∮
C
f(w)
(w − z)n+1 dw, (1.48)
where S
(n)
C (z) is the sum of the residues of the poles of f(z) in C and
S
(n)
C (z) =
∑
m
n!bm
(zm − z)n+1 . (1.49)
One notes that because f(z) has ﬁrst order poles, then f (n)(z) has poles of order n + 1
as can be seen immediately by expressing f(z) in the form of a Laurent expansion and
diﬀerentiate n times.
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The task we set ourselves is to express the functions cotn(z) in the form of partial
fraction expansions and this is done on a case-by-case basis because the general power
of the cotangent function seems too diﬃcult to evaluate without ﬁrst studying some
examples. Section 1.4.1 gives the result for n = 1 hence we proceed to the case n = 2.
For n = 2, we consider cot2(z) = csc2(z)−1. Clearly we need only to write csc2(z) as
a partial fraction expansion to achieve our aim of expressing cot2(z) as an expansion in
partial fractions. Note that the poles of csc2(z) are second order, and that
∫
csc2(z) dz =
− cot(z). Hence we choose f(z) = − cot(z), the poles of which are at zm = πm and as
noted earlier the residues are bm = 1. Assuming the integral on the right hand side of
(1.48) vanishes, we immediately get
csc2(z) =
∞∑
m=−∞
1
(πm− z)2 (1.50)
For n = 3, we consider cot3(z) = cos(z) csc3(z) − cot(z). Since we already have an
expansion for cot(z) and can easily see that the remaining term has third order poles, we
shall let f (2)(z) = cos(z) csc3(z). Integrating twice gives 1
2
[z+cot(z)], but the analytical
term z/2 can be discarded. Thus we assign f(w) = 1
2
cot(z). Using the same poles and
residues as before for this function to give
cos(z) csc3(z) = −
∞∑
m=−∞
1
(πm− z)3 (1.51)
and
cot3(z) = −
∞∑
m=−∞
1
(πm− z)3 +
∞∑
m=−∞
1
(πm− z) . (1.52)
For n = 4, we consider cot4(z) = csc4(z) − csc2(z) − 1. Since the partial fraction
expansion of csc2(z) is known it would seem that csc4(z) should be expanded. However,
integrating csc4(z) twice gives a log[sin(z)] term, among others. The oﬀending log term
cannot be used in the Cauchy integral nor will the third integration help us recover a
function who singularities are just poles. The way round this diﬃculty is to note that
csc2(z) when integrated twice gives the same unwanted term, log[sin(z)]. By assigning
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f (3)(z) = csc4(z)− 2
3
csc2(z), the oﬀending term cancels and the three stages of integration
yield −1
6
(cot(z) + z). Discarding the analytical term, −z/6, we put f(z) = −1
6
cot(z),
and use the same poles and residues as before to give
csc4(z)− 2
3
csc2(z) =
∞∑
m=−∞
1
(πm− z)4 (1.53)
and
cot4(z) =
∞∑
m=−∞
1
(πm− z)4 −
1
3
∞∑
m=−∞
1
(πm− z)2 − 1. (1.54)
For n = 5, we consider cot5(z) = cot(z) csc4(z)−2 cot(z) csc2(z)+cot(z). Let f(z) =
cot(z)/24, then we get
cot(z) csc4(z)− 1
3
cot(z) csc2(z) = −
∞∑
m=−∞
1
(πm− z)5 (1.55)
and
cot5(z) = −
∞∑
m=−∞
1
(πm− z)5 +
5
3
∞∑
m=−∞
1
(πm− z)3 −
∞∑
m=−∞
1
(πm− z) . (1.56)
For n = 6, we consider cot6(z) = csc6(z) − 3 csc4(z) + 3 csc2(z) − 1. Let f(z) =
− cot(z)/120, and then we get
csc6(z)− csc4(z) + 2
15
csc2(z) =
∞∑
m=−∞
1
(πm− z)6 (1.57)
and
cot6(z) =
∞∑
m=−∞
1
(πm− z)6 − 2
∞∑
m=−∞
1
(πm− z)4 +
23
15
∞∑
m=−∞
1
(πm− z)2 − 1. (1.58)
For n = 7, we consider cot7(z) = cot(z) csc6(z)− 3 cot(z) csc4(z) + 3 cot(z) csc2(z)−
cot(z). Let f(z) = cot(z)/720, then we get
cot(z) csc6(z)− 2
3
cot(z) csc4(z) +
2
45
cot(z) csc2(z) = −
∞∑
m=−∞
1
(πm− z)7 (1.59)
and
cot7(z) = −
∞∑
m=−∞
1
(πm− z)7 +
7
3
∞∑
m=−∞
1
(πm− z)5
− 98
45
∞∑
m=−∞
1
(πm− z)3 +
∞∑
m=−∞
1
(πm− z) . (1.60)
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1.5 Scope of the Dissertation
This thesis begins with a general introduction of the transient eddy current NDE
technique and is followed by four chapters which are essentially four manuscripts to be
published or submitted to the journal of IEEE Transactions on Magnetics.
The four chapters discuss the following problems in sequence: the calculation of the
transient EMF induced in a pick-up coil due to a conductive plate, the derivation of a
time domain dyadic Green’s function due to an electric source in a plate, the calculation
of the magnetic ﬁeld due to a subsurface open crack in a plate, and the induced EMF
in a pick up coil encircling an inﬁnite rod.
In Chapter 1, the concept of the transient eddy current nondestructive evaluation
is introduced as well as its advantages and disadvantages. Given two dissertations that
have studied the similar topic [12], [31], only the most recent research work has been
reviewed and this process is organized in terms of theoretical models and experimental
studies. An emphasis has been given to the theoretical aspect which relates more closely
to the work to be described. Two mathematic formulations have been addressed as a
preliminary derivation for those involved in Chapter 2. To save the computational cost,
the inﬁnite integrals given in Dodd and Deeds’s work are transformed into series form by
imposing a cylindrical magnetic boundary at a certain distance from the source. Next,
the Cauchy integral theorem has been used to write the power of the cotangent function
cotn(z) as partial fraction expansions.
In Chapter 2, analytical formulas are derived for the temporal variation of the induced
EMF in a normal coil due to eddy currents in a plate excited by a coaxial driver coil.
Based on a frequency domain expression, the time dependent response is written in series
form using the inverse Laplace transform where the transformation is performed term
by term both in the short and long time limits.
In Chapter 4, a time domain plate dyadic Green’s function is derived using trans-
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verse potential decomposition. With a pre-deﬁned direction, the electromagnetic ﬁelds
are represented by TE and TM potential, which satisfy the Helmoltz equation in the
conductive region and the Laplace equation in the air. The scalar potentials are solved
in the Laplace and Fourier domain by applying appropriate interface conditions. The
derived formulae contains three parts, the free space terms, the multiple image terms
and the partial reﬂection terms.
In Chapter 5, we calculate the magnetic ﬁeld due to a subsurface open crack in the
plate. Based on an ideal crack assumption, the crack is represented as a surface layer
of current dipole, which is deﬁned by an electric ﬁeld integral equation with the dyadic
Green’s function derived in Chapter 4 as the kernel. The integral equation is solved
using the moment method and time stepping and the crack response found by using
reciprocity theorem.
In Chapter 6, the transient EMF induced in a pick-up coil encircling an inﬁnite
rod with the ﬁelds excited by a step or exponential electric current in a driver coil
are evaluated. Two asymptotic series in time domain are derived based on a suitable
expansion of the Laplace domain formula or its poles. The work in this chapter made a
step forward towards the evaluation of transient response due to a pipe or defects in a
cylindrical rod.
In Chapter 7, the major accomplishments of this dissertation are summarized and
future work suggested.
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CHAPTER 2. TRANSIENT EDDY CURRENT DRIVER
PICK-UP PROBE RESPONSE DUE TO A CONDUCTIVE
PLATE
2.1 Introduction
In transient eddy current nondestructive evaluation, the source coil carries a pulse
excitation current instead of a time harmonic current. A current pulse in the driver
coil produces a transient ﬁeld in a conductor which migrates according to a vector
diﬀusion equation and decays at a rate that depends on the coil size, the conductivity
of the material and the permeability. The signal sensed by the pick-up coil, equivalent
to a continuum of frequencies, may be used to estimate layer thicknesses and locate
subsurface ﬂaws by relating time delays in the response with ﬂaw depth.
Smith and Hugo [1], [2] studied the capabilities and limitations of transient eddy
current nondestructive evaluation through extensive experiments seeking methods to
characterize defects and structural variations. Theoretical eﬀorts in this direction led
Burke, Hugo and Harrison [37] to evaluate the asymptotic behavior of the magnetic
ﬁeld at the surface of a layered conductor. They showed that the long time tail of the
magnetic ﬁeld varies as t−3/2 for a half-space conductor but decays as t−3 for a plate and
for a ﬁnite thickness stack of plates. By measuring the long time tail, they were able
to estimate the total metal thickness, the result being insensitive to air gaps between
layers. This work has implication for assessing the loss of material due to corrosion in
23
layered structures such as aircraft skins.
In a markedly diﬀerent approach Yioultsis, Charitou, Antonopoulos, and Tsiboukis [38]
calculated the transient electromagnetic ﬁeld inside a conductor using a hybrid method
combining a ﬁnite diﬀerence scheme for the diﬀusion equation with a boundary element
method for the open regions. Their work focuses on the search for eﬀective methods
of formulating the ﬁnite diﬀerence algorithm to achieve both stability and accuracy.
Hybrid approaches can potentially deal with complex structures but the computational
cost may be high even when the desired accuracy is modest. For this reason, we have
preferred to proceed via an analytical treatment for elementary structures such as a de-
fect free plate while acknowledging that ﬂaw calculations will usually require a numerical
scheme. Time domain ﬂaw calculations can be done eﬃciently if analytical expressions
are available for a representing the fundamental solution in the unﬂawed structure. The
elementary solution is a point dipole ﬁeld which can be regarded as the time domain
Green’s function for the plate. Such solutions, can be represented conveniently using
the asymptotic techniques used in the present study.
Setting aside the fundamental solution and the calculation of ﬂaw signals for the
future, our immediate goal is to extend results from earlier work in which the tran-
sient eddy current probe response due to a half-space conductor was evaluated [14].
A simple, explicit time domain solution is available for a half-space ﬁeld because the
necessary inverse Laplace transform can be carried out analytically without forming a
series expansion. From a practical point of view in nondestructive evaluation however,
it is more useful to have temporal solutions for a conducting plate as described in the
present article.
Our starting point is the integral expression for the frequency domain electromotive
force (EMF) induced in a normal pick-up coil due to a electric current in conductive
plate excited by a normal driver coil coaxial with the pick-up. A normal coil is one
whose axis is normal to the surface of the conductor. Here the integral expression for
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Figure 2.1 Driver coil (1), pick-up coil (2), and conductive plate.
the EMF is approximated as a summation by limiting the domain of the ﬁeld to one
with a ﬁnite radius, Section 2.2. This approximation reduces the computational cost [33]
and is therefore a useful option, although not essential. Our primary task however, is
to express the frequency domain induced EMF due to a conductive plate in a form that
allows an analytical transformation to a time domain. There is more than one way of
doing this as has been shown by de Haan and de Jong [39]. Here we present alternatives
to their short and long time solutions due to a step current excitation and, in addition,
treat the more general case of an exponential drive current, Section 2.3 and 2.4.
2.2 Field Formula
A coaxial driver coil and pick-up coil above a conductive plate are shown in Figure
2.1.
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For the coils shown, the induced EMF in the pick-up is given by [32]
∆V˜ (s) = πµ0I0
∫ ∞
0
sR˜(κ, s)
κ6
J1(κ)J2(κ)dκ, (2.1)
where
sR˜(κ, s) = sI˜(s)Γp(κ, s)/I0 (2.2)
contains the frequency dependence expressed in terms of the Laplace variable s, including
the normalized coil current I˜(s)/I0 and the plate reﬂection coeﬃcient Γp(κ, s). The driver
and pick-up coil functions are deﬁned by
J1(κ) = N1χ(κr1, κr2)(e
−κz2 − e−κz1)
(r2 − r1)(z2 − z1) (2.3)
and
J2(κ) = N2χ(κr3, κr4)(e
−κz4 − e−κz3)
(r4 − r3)(z4 − z3) (2.4)
respectively where
χ(x1, x2) =
∫ x2
x1
xJ1(x)dx, (2.5)
which can be evaluated using standard functions. N1 and N2 are the number of turns in
the driver and pick-up coils respectively. Spatial parameters used in equations (2.3) and
(2.4) are shown in Figure 2.1. For a plate with thickness d, the reﬂection coeﬃcient is
Γp =
Γ(e−2γλ − 1)
Γ2e−2γλ − 1 , (2.6)
where λ = κd and Γ is the reﬂection coeﬃcient of a half-space conductor;
Γ =
1− cγ
1 + cγ
, (2.7)
in which c = 1/µr and γ = (1 + sτ)
1/2, with τ = µ0µrσ/κ
2. A formula for the EMF in
the pick-up of parallel axis coils oﬀset from one another has been given by Burke and
Ibrahim [40].
Equation (2.1) contains a spatial-frequency integral from zero to inﬁnity that takes
some time to evaluate. As indicated in the introduction, to speed up the computation
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and better control the accuracy, the solution region is truncated at a cylindrical boundary
at a suitable distance b from the axis of the probe [33]. A condition that the tangential
electric ﬁeld vanishes on the boundary is imposed (Perfect Electric Conductor) . This
additional condition means that the magnetic vector potential representing the ﬁeld of
a circular current ﬁlament of radius r0 in the plane z = z0 is of the form
A˜(r, z, s) =
∞∑
i=1
J1(κir)e
−κi|z−z0|A(0)i (s), (2.8)
where the κi are chosen such that J1(κib) = 0. The artiﬁcial boundary condition ap-
proximates the unbounded domain solutions but the error involved is easily controlled
by making b as large as desired. The coeﬃcients in the expansion are determined from
the discontinuity in the magnetic ﬁeld at the plane of the ﬁlament. Writing the ﬁlament
current density as J = Iδ(r − r0)δ(z − z0)φˆ, from Ampe`re’s law we get
∂A˜φ
∂z
∣∣∣∣∣
+
− ∂A˜φ
∂z
∣∣∣∣∣
−
= −µ0I(s)δ(r − r0). (2.9)
where the ± superscripts indicates that the limiting value of the z-coordinate is ap-
proached from above or below the ﬁlament plane respectively. Substituting for the
vector potential from (2.8), multiplying by rJ1(κjr) and integrating between zero and b
gives
A˜
(0)
i (s) = µ0I(s)
J1(κir0)r0
κib2J0(κib)
, (2.10)
where we have used the orthogonality condition (11.4.5 of reference [34])
∫ b
0
J1(κjr)J1(κir)r dr =

b2
2
J20 (κib) i = j
0 otherwise.
(2.11)
The ﬁeld produced by a current in a coil of rectangular cross-section can be calculated
by linear superposition of the ﬁlament ﬁeld and eﬀects of the conductor on the ﬁeld at
the pick-up coil taken into account by including a reﬂection term. In this way it is found
that the induced EMF due to a conductive plate is
∆V˜ (s) = 2πµ0I0 ·
∞∑
i=1
sR˜(κi, s)
b2κ7iJ
2
0 (κib)
J1(κi)J2(κi). (2.12)
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The inverse Laplace transform of (2.12) is written
∆V (t) = 2πµ0I0 ·
∞∑
i=1
R′(κi, t)
b2κ7iJ
2
0 (κib)
J1(κi)J2(κi) (2.13)
where, using the prime denoting the time derivative, R′(κi, t) is the inverse Laplace
transform of sR˜(κi, s):
R′(κi, t) =
1
2iπ
∫
Br
sR˜(κi, s)e
st ds. (2.14)
The path of integration, denoted by Br, is the Bromwich contour following a path in the
complex s plane parallel to the imaginary axis and passing to the right of any poles. In
order to carry out the inverse Laplace transform for both short and long time regimes,
R˜(κ, s) is expanded as uniformly convergent series:
R˜(κ, s) =
∞∑
m=0
R˜m(κ, s). (2.15)
In the next two sections, expansions are derived which allow a term-by-term transfor-
mation to the time domain giving explicit results in the form
R′(κ, t) =
∞∑
m=0
R′m(κ, t). (2.16)
We investigate the accuracy of a large time series solution truncated at mmax = 2 and a
short time series truncated at mmax = 4. The large time series is more complicated and
diﬃcult to extend beyond the 3 terms used here but is reasonably accurate.
2.3 Short Time Approximation
First, a step current excitation is considered and later in this section, an exponential
current pulse is analyzed for the short time regime. It should be noted however that the
expansions derived in this section can be used well beyond times that might ordinarily
be considered “short”. The ﬁrst term in the series is identical to the term one ﬁnds when
dealing with a half-space. Physically intuition indicates that this is the only term require
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until the ﬁeld migration from the top to the bottom of the plate and back produces a
signiﬁcant eﬀect on the pick-up coil signal. Then an addition term is needed for accurate
results. Further terms in the series correspond to further migration of the ﬁeld between
upper and lower surface of the plate.
2.3.1 Step Current
For this subsection it is assumed that the coil carries a prescribed current varying in
time as
I(t) = I0u(t), (2.17)
where u(t) is a unit step function. The Laplace transform of the current is simply
I˜(s) = I0
1
s
. (2.18)
For the short time regime, the reﬂection coeﬃcient of the plate, equation (2.6), is written
as
Γp = Γ− 1− Γ
2
Γ
∞∑
m=1
(
Γe−γλ
)2m
. (2.19)
This expansion converges because |Γe−γλ| < 1. Following further steps we get
Γp =
1− cγ
1 + cγ
+
4
cγ
∞∑
m=1
(1− 2
1 + cγ
)2m
+
1
(1 + cγ)2
(
1− 2
1 + cγ
)2m−1 e−2mγλ. (2.20)
In view of the deﬁnition (2.2) and the frequency dependence of the current (2.18),
sR˜(κ, s) = Γp(κ, s). Terms in the series whose general form is given by (2.15) are here
assigned as follows:
sR˜0(κ, s) =
1− cγ
1 + cγ
(2.21)
and, for m > 0,
sR˜m(κ, s) =
4
cγ
 2m∑
j=0
Cj2m
( −2
1 + cγ
)j
+
1
(1 + cγ)2
·
2m−1∑
j=0
Cj2m−1
( −2
1 + cγ
)j e−2mγλ (2.22)
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where the Cjn = n!/(n− j)!j! are the binomial coeﬃcients. The corresponding time
domain terms can be written in the form of (2.16). R′0(κ, t) is identical to the result that
arises for a half-space conductor and R′m(κ, t) (m > 0) is due to multiple reﬂections in
the plate.
By using the inverse Laplace transform 29.3.37 in [34] and a linear transformation
of the variable commonly known as the shift theorem, 29.3.14 [34], it is found that the
inverse Laplace transform of sR˜0(κ, s) is
R′0(κ, t) = −δ(t) +
2
c2τ
e−t/τ ·
√c2τ
πt
− et/c2τerfc
1
c
√
t
τ
 , (2.23)
where erfc(x) is the complimentary error function.
In order to evaluate R′m(κ, t) from (2.22), consider
Ψ˜n(a, k, s) =
1√
s(a +
√
s)n+1
e−k
√
s. (2.24)
Note that
(−1)n d
n
dkn
[e−akΨ˜n(a, k, s)] =
1√
s(a +
√
s)
e−k(a+
√
s) (2.25)
which can be inverted according to 29.3.90 of [34], and integrated n times to give
Ψn(a, k, t) = (4t)
n
2 eak+a
2t inerfc
(
a
√
t +
k
2
√
t
)
, (2.26)
where ikerfc(x) is the kth integral of the complimentary error function. Thus transform-
ing (2.22) gives
R′m(κ, t) = −
2
c2τ
e−t/τ
[
2m∑
j=0
Cj2m
(−2)j+1
cj−1
·Ψj−1
(
1
c
, 2mλ,
t
τ
)
+
2m−1∑
j=0
Cj2m−1 ·
(−2)j+1
cj+1
Ψj+1
(
1
c
, 2mλ,
t
τ
) ]
. (2.27)
Equation (2.23) and (2.27) are combined with (2.13) to give the induced EMF in the
pick-up coil due to a plate excited by a step function current in a driver coil. Note that
R′(κ, t) is here expressed as a double summation whereas in reference [39] it is a triple
summation.
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2.3.2 Exponential Current
Consider a prescribed exponential coil current
I(t) = I0(1− e−t/τ0)u(t), (2.28)
where τ0 is the characteristic rise time of the current. The Laplace transform of equation
(2.28) is
I˜(s) = I0
(
1
s
− τ0
sτ0 + 1
)
(2.29)
and in this case equation (2.2) becomes
sR˜(κ, s) =
1
sτ0 + 1
Γp(κ, s). (2.30)
Clearly, the presence of the term 1/(sτ0 + 1) make the inverse Laplace transform more
complicated. Terms in the series whose general form is given by (2.15) are here assigned
as follows:
sR˜0(κ, s) =
1
sτ0 + 1
· 1− cγ
1 + cγ
(2.31)
and, for m > 0,
sR˜m(κ, s) =
1
sτ0 + 1
· 4
cγ
[
2m∑
j=0
Cj2m
( −2
1 + cγ
)j
+
1
(1 + cγ)2
2m−1∑
j=0
Cj2m−1
( −2
1 + cγ
)j ]
· e−2mγλ. (2.32)
From (2.31) it is found that the inverse Laplace transform of sR˜0(κ, s) is [14]
τ0R
′
0(κ, t) =
2
(1− c2ντ)
{
e−t/τ0
[
1− c√ντerf√νt
]
− e(1−c2)t/c2τerfc
1
c
√
t
τ
}− e−t/τ0 (2.33)
where
ν =
1
τ
− 1
τ0
. (2.34)
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To evaluate R′m(κ, t) (m > 0) from the inverse Laplace transform of (2.32), we follow
a similar procedure to that followed in the step current case. Consider
Φ˜n(a, b, k, s) =
1√
s
1
(
√
s + a)n(
√
s + b)
e−k
√
s (2.35)
and note that a standard form is obtain by diﬀerentiating n times with respect to k to
give
(−1)n d
n
dkn
[e−akΦ˜n(a, b, k, s)] =
1√
s(
√
s + b)
e−k(a+
√
s). (2.36)
Taking the inverse Laplace transform and integrating n times gives
Φn(a, b, k, t) = (−1)neakeb2t
∫ ∫
. . .
∫ n
e(b−a)k ·
erfc
(
b
√
t +
k
2
√
t
)
dkdk . . . dk. (2.37)
Using the standard integral 7.4.36 in [34]
∫
eaxerf(bx)dx =
1
a
[
eaxerf(bx)− e a
2
4b2 erf
(
bx− a
2b
) ]
, (2.38)
we get
∫
e(b−a)kerfc
(
b
√
t +
k
2
√
t
)
dk =
e−b
2t−ka
(b− a) ·
[
Ψ0(b, k, t)−Ψ0(a, k, t)
]
. (2.39)
Integrating a further n−1 times and multiplying by (−1)neakeb2t gives the inverse Laplace
transform of (2.35)
Φn(a, b, k, t) =
1
(a− b)n
[
Ψ0(b, k, t)−
n−1∑
j=0
(a− b)jΨj(a, k, t)
]
. (2.40)
This results is then used to write the inverse Laplace transform of (2.32) as
τ0R
′
m(κ, t) = ϕ
(√
τν, 2mλ,
t
τ
)
+
2m∑
j=1
Cj2m(−2)j+2φj
(
1
c
,
√
τν, 2mλ,
t
τ
)
+
2m−1∑
j=0
Cj2m−1(−2)j+2φj+2
(
1
c
,
√
τν, 2mλ,
t
τ
)
, (2.41)
where
ϕ(b, k, t) =
2e−t
bc
[Ψ0(−b, k, t)−Ψ0(b, k, t), ] (2.42)
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and
φn(a, b, k, t) =
e−t
cn+1
[
1
a2 − b2Ψn−1(a, k, t) +
1
2b(a + b)
Φn−1(a,−b, k, t)
− 1
2b(a− b)Φn−1(a, b, k, t)
]
n > 0. (2.43)
In equation (2.41), the argument
√
τν is imaginary if τ0 < τ, see (2.34). However, the
imaginary parts cancel with each other because in both (2.42) and (2.43), they appear
as the sum of a function and its complex conjugate. Equations (2.41-2.43) complete the
deﬁnition of the terms in (2.16) for the short time series.
2.4 Long Time Approximation
2.4.1 Step Current
A series expansion in the large time regime, can be found following the approach
used by de Haan and de Jong [39] by expressing the plate reﬂection coeﬃcient from
equations (2.6) and (2.7) as
Γp =
1− c2γ2
1 + c2γ2 + 2cγ coth(γλ)
. (2.44)
For a step function current excitation in the drive coil, this leads to the expansion
sR˜(κ, s) =
3
2u + 3
u2 − γ2λ2
γ2λ2 + a
·
∞∑
m=0
[(
2u
2u + 3
)
H(γλ)
γ2λ2 + a
]m
, (2.45)
where
a =
3u(u + 2)
2u + 3
, u = λ/c, (2.46)
and
H(z) = z2 + 3− 3z coth(z), (2.47)
The function H(z) can be represented as a polynomial in even powers starting at the
forth power of its argument, see 4.5.67 in [34]. It can therefore be approximated by a
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few terms if its argument is small. Below we use a linear transformation to get a change
of variable γλ → √s which shows that the summation in (2.45) may be approximated
by a few term provided only low temporal frequencies s are needed. This will be the
case in the long time regime where the induced EMF varies slowly. Comparing (2.45)
with the general form, equation (2.15), one ﬁnds that the terms of the expansion are
given by
sR˜m(κ, s) =
3(2u)m
(2u + 3)m+1
u2 − γ2λ2
(γ2λ2 + a)m+1
m∑
k=0
Ckm(−3γλ)k ·
(γ2λ2 + 3)m−k cothk(γλ). (2.48)
For m = 0, it is straightforward to get the inverse Laplace transform since there is only
a ﬁrst order pole to deal with associated with the factor (γ2λ2 + a) in the denominator
of (2.48):
R′0(κ, t) =
3
(2u + 3)
{
e−t/τ
λ2τ
(u2 + a)e−
a
λ2τ
t − δ(t)
}
. (2.49)
For higher order terms, cothj(z) can be expressed as partial fraction expansions using
dn
dzn
coth(z) = −n!
∞∑
ν=−∞
1
(iπν − z)n+1 . (2.50)
For example with n = 0,
coth z =
1
z
+ 2z
∞∑
j=1
1
z2 + j2π2
, (2.51)
see 4.5.12 and 4.3.91 of [34]. Equation (2.50) can be derived by taking the nth order
derivative of coth(z) and the partial fraction expansion of coth(z) derived using a gen-
eralization of Cauchy’s theorem [35]. Apart from the pole of order m + 1 in (2.48), the
coth function gives rise to a kth order poles (k = 1, 2...m) written as (γ2λ2 + j2π2)−k
which means R˜m(κ, s) takes the form
sR˜m(κ, s) =
3(2u)m
(2u + 3)m+1
{
fm(γ
2λ2, u, a)
(γ2λ2 + a)m+1
− 1 +
m∑
k=1
∞∑
j=1
1
(a− j2π2)m+k
gm,k(γ
2λ2, u, a, j2π2)
(γ2λ2 + a)m+1(γ2λ2 + j2π2)k
}
(2.52)
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where fm(z, u, a), and gm,k(z, u, a, b) are a polynomials in z of order m and m + k
respectively. Applying the Heaviside expansion theorem gives
R′m(κ, t) =
3(2u)m
(2u + 3)m+1
{
e−t/τ
λ2τ
Fm
(
t
λ2τ
, u, a
)
e−
a
λ2τ
t − δ(t)
+
e−t/τ
λ2τ
m∑
k=1
∞∑
j=1
[
Pm,k
(
t
λ2τ
, u, a, j2π2
)
e−
a
λ2τ
t
(a− j2π2)m+k
+
Qm,k
(
t
λ2τ
, u, a, j2π2
)
e−
j2π2
λ2τ
t
(a− j2π2)m+k
]}
. (2.53)
For m = 0 we get
F0(t, u, a) = u
2 + a. (2.54)
For m = 1, we get
F1(t, u, a) = −at(a+ u2) + 2a + u2 − δ(t), (2.55)
P1,1(t, u, a, b) = −6
[
at(a− b)(u2 + a)− a2 + 2ab + bu2
]
, (2.56)
and
Q1,1(t, u, a, b) = 6b(u
2 + b). (2.57)
For m = 2, we take advantage of 4.3.92 of [34] and expand coth2(z) as
coth2(z) = 1 +
1
z2
+
∞∑
j=1
2(z2 − j2π2)
(z2 + j2π2)2
. (2.58)
Also, we need
F2(t, u, a) =
t2
2
a(a− 9)(u2 + a)− t(2u2a− 9u2 + 3a2 − 18a) + u2 + 3a− 9, (2.59)
P2,1(t, u, a, b) = −12
{
t2
2
a(a− 3)(a− b)2(u2 + a)− t(a− b) ·[
u2(a2 − 2ab + 3b) + a[2a2 − 3a(b + 1) + 6b]
]
+ a3 − 3a2b + 3ab2 + b
[
u2(b− 3)− 3b
]}
, (2.60)
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Q2,1(t, u, a, b) = 12b(b− 3)(u2 + b), (2.61)
P2,2(t, u, a, b) = 9
{
at2(a+ b)(a− b)2(u2 + a)
− 2t(a− b)
[
a(a2 − 3ab− 2b2)− bu2(3a + b)
]
+ 2b
[
3u(a2 + b) + b(5a + b)
]}
, (2.62)
and
Q2,2(t, u, a, b) = 18b
[
2bt(a− b)(u2 + b)− 3u2(a + b)− b(5a + b)
]
. (2.63)
In this way, R′0(κ, t), R
′
1(κ, t) and R
′
2(κ, t) are obtained. Usually, three terms give results
of good numerical accuracy. For an exponential driving current, a similar derivation can
be given starting with sR(κ, s) = 1/(sτ0 + 1)Γp(κ, s). The formulas for this case are
given in the Appendix.
2.5 Numerical Results
The results given in this section are based on the plate parameters given in Table 2.1
and the probe parameters given in Table 2.2. The radius of the truncation boundary,
b, was set at 40 times the outer radius of the coil and the inﬁnite series approximating
the spatial frequency integration, equation (2.13), truncated at sixty terms. Both step
and exponential current excitations are considered in these calculations. Figures 2.2 and
2.3 show the EMF in a pick-up coil due to a step excitation calculated using both short
time and long time asymptotic solutions. The small time and large time approximation
agree with each other very well at intermediate times however, the short time algorithm
starts to become unstable at large times.
Figure 2.4 shows the discrepancy of the results in comparison with calculations using
a fast Fourier transform (FFT) with 217 sample points. Note that in order to represent
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Table 2.1 Plate parameters.
Thickness Relative Conductivity
d Permeability σ
(mm) µr (MS/m)
1 1 22.5
Table 2.2 Probe parameters.
Coil parameters Pick-up coil Drive coil
Inner radius (mm) 2.5 7.10
Outer radius (mm) 5.0 11.41
Length (mm) 2.5 5.0
Number of turns 100 2550
Liftoﬀ (mm) 2.5 1.5
τ0 (µs) - 250
1 2 3 4 5
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Figure 2.2 Induced voltage in a pick up coil due to eddy currents in a con-
ducting plate excited by a step current in a drive coil. Time
range of data 20ns to 5µs.
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Figure 2.3 Induced voltage in a pick up coil due to eddy currents in a con-
ducting plate excited by a step current in a drive coil. Time
range of data 5µs to 1200µs.
the discontinuity in the response at t = 0 accurately, the FFT requires a large bandwidth.
The errors in the FFT can be reduced by increasing the number of sample points as shown
in Figure 2.5, but a very large number of points is needed to achieve a accuracy similar
to that of the short time series which is exact in the limit as t→ 0. The computational
time for the FFT plus the assignment of data values to arrays is roughly the same as for
the direct short time solution. For example 1024 values are calculated using the short
time series in 155 sec. To achieve similar accuracy using the FFT, we need to evaluate
the results at more than 217 sample points but even this number of points requires 207
seconds. These results were obtained on a 2 GHz personal computer using Mathematica.
Although the computational time for the FFT varies as N logN, most of the time for
both the series solution and the FFT is taken up with the evaluation of functions, the
processing time being proportional to the number of sample points N.
It can be seen from Figure 2.4 that the short time solution gives better accuracy
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Figure 2.4 Error relative to the FFT prediction of the induced EMF in a
pick-up coil due to eddy currents in a conducting plate excited
by a step current in a driver coil.
than the long time solution even in the range up to 1 msec. and beyond. This is partly
because we are able to use more terms; 5 or more for the short time expansion compared
with 3 for the long time expansion. A practical range for the truncated short time series
is limited to a time t such that t < m0cλτ where m0 is order beyond which terms are
negligible. Using the estimate κ ≈ 1/r¯ where r¯ is the mean radius of the probe, we ﬁnd
that cλτ ≈ 200µsec for the parameters in Table II. As Figure 2.6 shows, the solution
represented by (2.23) and (2.27) with (2.16) is accurate at early times even when only
one term of the expansion is used. It remains accurate at a longer time if a suﬃcient
number of terms is used. The solutions found by terminating at diﬀerent value of mmax
give practically the same result at 200µsec. For later times, however, results generated
with diﬀerent values of mmax give rise to divergent results. After 400µsec the solution
with mmax = 2 starts to diverge from the higher order responses and after 600µsec the
transient estimated with mmax = 3 diverges from that with mmax = 4.
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Figure 2.5 Comparison of the relative error in the induced EMF calculated
using the FFT compared with the results for the short time series
solution. This shows the error in the FFT result decreasing as
the number of sample points is increased from 216 to 217 and
ﬁnally 218 points.
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Figure 2.6 Small time approximation for mmax = 0, 1, 2, 3, 4.
The solution deﬁned by (2.49) and (2.53) with (2.16) is described as large time series
because it is accurate at large times even when only one or two terms are used. It
is usually accurate over a wide range of time if the plate thickness is relatively small
compared with the coil radii. However it is diﬃcult to quantify this range more precisely
due to the complexity of the series. A conservative estimate would be to require t >>
cλτ . As Figure 2.7 shows, the solution is insensitive to the choice of mmax if this criterion
is adopted (in the case considered cλτ ≈ 200µsec). However it is also evident from Figure
2.7 that the series converges rapidly and can be used to estimate the response for t < cλτ.
An exponential current is shown in Figure 2.8 in which the time constant is τ0 =
275µs and Figure 2.9 gives the corresponding response of the pick-up coil for a probe
above a 1 mm thick plate. The result shows that the small time and large time approxi-
mation agree very well for all times considered. Figure 2.11, shows a response calculated
using the large time approximation. The variation of EMF in a pick-up coil due to a
exponential excitation in a drive coil is shown for various values of plate thickness. Note
that for small plate thicknesses the response decays more rapidly.
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Figure 2.7 Large time approximation for mmax = 0, 1, 2.
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Figure 2.8 Exponential driving current in the driver coil
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Figure 2.9 Induced voltage in a pickup coil due to a conducting plate excited
by an exponential current in the driver coil; drive current time
constant τ0 = 275µs.
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Figure 2.10 Error relative to the FFT prediction of the induced EMF in a
pick-up coil due to eddy currents in a conducting plate excited
by an exponential current (τ0 = 275µs) in a driver coil.
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Figure 2.11 Eﬀect of plate thickness on the induced voltage in a pickup
coil due to induced current in a conducting plate excited by
an exponential current in the driver coil; drive current time
constant τ0 = 275µs.
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2.6 Conclusion
Analytical formulas have been derived for the temporal variation of induced EMF in
a normal coil due to eddy currents in a plate excited by a coaxial driver coil. Asymptotic
series expressions for short and long time regimes give consistent results at intermediate
times.
The case of an exponential drive coil current has been considered here, the step
current being a special case in which the rise time is zero. Other functional forms for
the drive current can be accommodated by using the principle of superposition and
approximations. For example, the present analysis can be extended to the case of a
linear ramp current excitation of ﬁnite duration. An arbitrary current proﬁle can then
approximated as piecewise linear, and an approximate solution for an arbitrary drive
current variation expressed as a superposition ﬁnite-duration ramp solutions.
Predictions of the coil signals due to a plate can also be made by the traditional
method of transforming the frequency domain solutions numerically using the fast Fourier
transform. However, the series representation oﬀers new possibilities for signal and ﬁeld
analysis. Examples include the derivation of signals for more complex conductive layers
and the representation of the Green’s function for a plate in the form of a temporal
asymptotic series.
2.7 Appendix: Long Time Approximation for Exponential
Current
Here the long time approximation of Section 2.4 is extended to the case where the
coil driver current is exponential in time. With a exponential rise time τ0, equation
(2.52) becomes
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sR˜m(κ, s) =
3(2u)m
(2u + 3)m+1
1
sτ0 + 1
{
fm(γ
2λ2, u, a)
(γ2λ2 + a)m+1
+
m∑
k=1
∞∑
j=1
1
(a− j2π2)m+k ·
gm,k(γ
2λ2, u, a, j2π2)
(γ2λ2 + a)m+1(γ2λ2 + j2π2)k
}
. (2.64)
Following the approach used for step current case, R′m(κ, t) is written
R′m(κ, t) =
3(2u)m
(2u + 3)m+1
·
{
Em(u, a)e
−t/τ0 + Fm( tλ2τ , u, a)e
−t/τe−
a
λ2τ
t
[(λ2ντ + a)τ0]m+1
+
m∑
k=1
∞∑
j=1
[
Om,k(u, a, j
2π2)e−t/τ0
[(λ2ντ + a)τ0]m+1[(λ2ντ + b)τ0]k
+
e−t/τ
(a− j2π2)m+k
[
Pm,k(
t
λ2τ
, u, a, j2π2)e−
a
λ2τ
t
[(λ2ντ + a)τ0]m+1
+
Qm,k(
t
λ2τ
, u, a, j2π2)e−
j2π2
λ2τ
t
[(λ2ντ + b)τ0]k
]]}
. (2.65)
For m = 0, we get
E0(u, a) = u
2 − λ2ντ, (2.66)
and
F0(u, a) = −(u2 + a), (2.67)
where ν has been deﬁned in (2.34). For m = 1, it is found that
E1(u, a) = λ
2νττ0(u
2 − λ2ντ), (2.68)
F1(t, u, a) =
at
τ0
(u2 + a)(λ2ντ + aτ 20 )− λ2νττ0(u2 + 2a)− a2τ0, (2.69)
O1,1(u, a, b) = −6λ2νττ0(u2 − λ2ντ)τ0, (2.70)
P1,1(t, u, a, b) = 6
at
τ0
(a− b)(u2 + a)(λ2ντ + aτ 20 ) + 6a2τ0(u2 + b)
− 6λ2νττ0(a2 − 2b− bu2), (2.71)
and
Q1,1(t, u, a, b) = −6b(u2 + b). (2.72)
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Finally, for m = 2,
E2(u, a) = λ
2νττ 20 (λ
2ντ − u2)(λ2ντ + 9), (2.73)
F2(t, u, a) = −t
2
2
a(a− 9)(u2 + a)(λ2ντ + a)2τ 20 + t(λ2ντ + a)τ0
[
a2τ0(u
2 + 2a− 9)
− λ2νττ0[u2(2a− 9) + 3a(a− 6)]
]
− λ4ν2τ 2τ 20 (u2 + 3a− 9)
− 3λ2νττ 20 (a2 + 3u2)− a3τ 20 , (2.74)
O2,1(u, a, b) = 12λ
2νττ 30 (λ
2ντ + 3)(λ2ντ − u2), (2.75)
P2,1(t, u, a, b) = −6at2(a− 3)(u2 + a)(a− b)2(λ2ντ + a)2τ 20 + 12t(a− b)2(λ2ντ + a)τ0 ·{
λ2νττ0[u
2(a2 − 2ab + 3b) + a[2a2 − 3a(b + 1) + 6b]]
}
− 12
{
λ4ν2τ 2τ 20 b[u
2(b− 3)− 3b] + λ4(τ 2 + τ 20 )(a3 − 3a2b + 3ab2)
− λ2ττ0[a2(3b− a)(u2 − 2λ2 + b− 3) + 3ab(2bλ2 − 3u2) + 3b2u2]
+ τ 20
[
− λ2
[
a2(a− 3b)(b− 3) + u2[a3 − 3ab(a− 3)− 3b2]
]
+ a3(b− 3)(u2 + b)
]}
, (2.76)
Q2,1(t, u, a, b) = 12b(u
2 + b)(b− 3), (2.77)
O2,2(u, a, b) = −18λ2νττ 40 (λ2ντ − b)(λ2ντ − u2), (2.78)
P2,2(t, u, a, b) = −9at2(a− b)2(a + b)(u2 + a)(λ2ντ + a)2τ 20
+ 18t(a− b)
{
λ2τ 20 (λ
2ντ + a) ·
[
a(a2 − 3ab− 2b2)− bu2(3a + b)
]
−λ2ττ0 ·
[
a2(a2 − 6ab− 3b2)− au2(a2 + 6ab + b2)
]
− τ 20 (λ2 + a)
[
a2u2(a+ 3b) + a2b(3a + b)
] }
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− 18τ 20
{
bλ4ν2τ 2
[
3u2(a+ b) + b(5a + b)
]
+ λ2ντ ·[
a4 − 4a3b− 9a2b(u2 + b)− 4ab2u2 + b3u2
]
−a3
[
u2(a+ 5b) + 3b(a + b)
] }
, (2.79)
and
Q2,2(t, u, a, b) = 18bτ0
{
− 2bt(a− b)(u2 + b)(λ2ντ + b) + λ2ντ
[
3u2(a + b) + b(5a + b)
]
+ b
[
u2(a + 5b) + 3b(a + b)
] }
. (2.80)
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CHAPTER 3. EVALUATION OF TRANSIENT
MAGNETIC FIELD DUE TO A PLATE USING
ASYMPTOTIC SOLUTIONS
3.1 Introduction
Transient eddy current measurements provide a simple and convenient means of
sensing ﬂaws and estimating their depth below the surface of a conductor. The transient
responses are usually measured in diﬀerential mode by subtracting a reference signal
obtained from a defect free region. Peak amplitude, peak arrival time and zero crossing
time have been identiﬁed as important characteristics of the signal giving indications
of the location and size of defects. Bieber et al [21] used the peak amplitude data
to evaluate the metal loss caused by corrosion. However, it is found that variations
of lift-oﬀ and inter-layer gap can cause noise which may overwhelm the material loss
signature. Gigue`re et al [23], [26] minimized the eﬀect of lift-oﬀ by taking advantage
of the amplitude of transient response at the lift-oﬀ point of intersection which occurs
at a time following the initiation of the transient when the lift-oﬀ signal is at a null.
Similarly, at a later time there is a point where the eﬀect of plate separation is at a
null allowing detection of material loss at a point in time that is insensitive to plate
separation. Based on the asymptotic behavior of transient response in short and long
time limit, Burke et al [27] corrected the lift-oﬀ eﬀect by multiplying the signal by a time
varying function, called the lift-oﬀ scaling factor. More extensive analysis, however, is
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required to improve the reliability of quantitative transient eddy current nondestructive
evaluation.
Due to the nature of electromagnetic ﬁeld migration in a conductor, the reﬂected
electromagnetic pulse is delayed in time and broadened spatially. As a result, the struc-
tural features nearer the material surface aﬀect the initial part of eddy current response
and deeper structure perturbs the long time signal behavior. According to recent studies
[41], [39], the short and long time regimes lend themselves to analytical treatments using
series expansions. Although transient ﬁelds can be computed from multi-frequency time-
harmonic data, it is often more eﬀective and accurate to calculate the ﬁeld directly from
time domain solutions. In this chapter, we extend the short and long time asymptotic
series analysis in Chapter 2 to compute the transient magnetic ﬁeld due to a conducting
plate.
3.2 Theory
The probe and conductive plate used in this analysis are shown in Figure 3.1. The
plate is assumed to have constant thickness and be inﬁnite in the radial direction. The
driver and pick-up coil share the same axis, which is deﬁned as the z axis. The
frequency domain coil response due to a multi-layer structure has been derived by ﬁrst
deducing the ﬁeld of a circular ﬁlament and then superimposing ﬁlament solutions to
ﬁnd the ﬁeld of a coil [32]. For the case of a coil above a half-space conductor, the
frequency domain solution has been transformed analytically to the time domain [14]
using the inverse Laplace transform. In the case of a conducting plate, the magnetic
ﬁeld on the axis of a driver coil has the form
∆H˜z(z, s) =
I0
2
∫ ∞
0
R˜(κ, s)
κ2
J1(κ)e−κzdκ, (3.1)
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Figure 3.1 Driver coil and Hall sensor above a conductive plate.
where the frequency dependence is written in terms of the Laplace variable s. The
function
R˜(κ, s) = I(s)Γp(κ, s)/I0 (3.2)
contains frequency dependent terms, including the normalized coil current I(s)/I0 and
the plate reﬂection coeﬃcient, Γp(κ, s). The coil functions are deﬁned by (2.3). The
reﬂection coeﬃcient for a plate with thickness d is given in terms of the half-space
reﬂection coeﬃcient Γ by
Γp =
Γ(1− e2γλ)
Γ2 − e2γλ with Γ =
1− γc
1 + γc
, (3.3)
where γ = (1 + sτ)1/2, τ = µ0µrσ/κ
2, λ = κd and c = 1/µr. Equations (3.1)
involve spatial-frequency integrals from zero to inﬁnity that are time consuming to eval-
uate. However, the computation cost can be reduced and better control of the accuracy
achieved by truncating the solution region. This is done by imposing a cylindrical mag-
netic boundary at a chosen distance b from the axis of the probe [42], which means that
the magnetic vector potential is set to zero at r = b. The presence of the boundary
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introduces an error in the solution but the value of b can be made as large as necessary
to reduce the domain truncation error. As a result, the coil solution is expressed in the
form of series instead of an integral. Thus, the magnetic ﬁeld on the coil axis is
∆H˜z(z, s) = I0
∞∑
i=1
R˜(κi, s)
b2κ3iJ
2
0 (κib)
· J1(κi)e−κiz. (3.4)
The discrete eigenvalue, κi, is introduced instead of the continuous κ due to an imposed
homogeneous Dirichlet boundary condition on the magnetic vector potential: Aφ = 0 at
r = b [42]. The eigenvalues are deﬁned by the roots of the J1 Bessel function:
κi =
xi
b
, J1(xi) = 0. (3.5)
The inverse Laplace transform of (3.4) gives the time domain response as
∆Hz(z, t) = I0
∞∑
i=1
R(κi, t)
b2κ3iJ
2
0 (κib)
· J1(κi)e−κiz. (3.6)
where R(κi, t) is the inverse Laplace transform of R˜(κi, s),
R(κi, t) =
1
2iπ
∫
Br
R˜(κi, s)e
st ds. (3.7)
In order to carry out the inverse Laplace transform for both short and long time limits,
R˜(κ, s) is expanded as asymptotic series assuming a prescribed coil current. Here the
analysis is limited to brief account of the expansion method to determine R(κ, t).
3.2.1 Short Time Approximation
For the short time range, we use the series representation of Γp derived in (2.20),
Γp =
1− cγ
1 + cγ
+
4
cγ
∞∑
m=1
(1− 2
1 + cγ
)2m
+
1
(1 + cγ)2
(
1− 2
1 + cγ
)2m−1 e−2mγλ. (3.8)
3.2.1.1 Step Current
Noting that sR˜(κ, s) = Γp, for the case of a current step coil excitation, we get
R˜(κ, s) =
∞∑
m=0
R˜m(κ, s) where sR˜0(κ, s) =
1− γc
1 + γc
(3.9)
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and for m > 0,
sR˜m(κ, s) =
4
γc
 2m∑
j=0
Cj2m
( −2
1 + γc
)j
+
1
(1 + γc)2
2m−1∑
j=0
Cj2m−1
( −2
1 + γc
)j e−2mγλ, (3.10)
Cj2m being the binomial coeﬃcients [34]. Thus the corresponding time-domain reﬂection
terms can be written as
R(κ, t) =
∞∑
m=0
Rm(κ, t). (3.11)
R0(κ, t) is the contribution of a half space conductor and Rm(κ, t) is caused by
multiple reﬂections in the plate. By using (29.3.37) in [34] and the shift theorem, we get
R0(κ, t) = 2
[√
t
πτ
e−t/τ +
1
2
(
1 +
2t
τ
)
erf
√ t
τ
− t
τ
]
− u(t) (3.12)
and
Rm(κ, t) = ϕ
(
1, 2mλ,
t
τ
)
+
[
2m∑
j=1
Cj2m(−2)j+2φj
(
1
c
, 2mλ,
t
τ
)
+
2m−1∑
j=0
Cj2m−1(−2)j+2φj+2
(
1
c
, 2mλ,
t
τ
) ]
(3.13)
with
φn(a, k, t) =
ane−t/τ
2
[Φn(a,−a, k, t)−Ψn(a, k, t)] (3.14)
where ϕ(a, k, t), Ψn(a, k, t) and Φn(a, b, k, t) have been deﬁned in (2.42), (2.26), and
(2.40).
3.2.1.2 Exponential Current
An exponential coil current can be described by
I(t) = I0(1− e−t/τ0)u(t) (3.15)
with τ0 being the characteristic rise time. The Laplace transform of equation (3.15) is
I˜(s) = I0
(
1
s
− τ0
sτ0 + 1
)
. (3.16)
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Therefore, we get
R˜(κ, s) =
(
1
s
− τ0
sτ0 + 1
)
Γp(κ, s). (3.17)
As we can see, the inverse Laplace transform of the ﬁrst part on right hand side of (3.17)
has been derived in Section 3.2.1.1 and time domain expression of the second part in
Section 2.3.2.
3.2.2 Long Time Approximation
3.2.2.1 Step Current
For large time region, we adopted approach used by de Haan and de Jong and express
Γp as [39]
Γp =
1− γ2c2
1 + γ2c2 + 2 c
λ
+ 2γ
2cλ
3
·
∞∑
m=0
 H(γλ)
1 + 3c
2λ
+ 3
2γ2λc
+ 3
γ2λ2
m (3.18)
where
H(z) = 1 +
3
z2
− 3 coth(z)
z
. (3.19)
When m = 0, we get
R˜0(κ, s) =
1
s
· 3
2u + 3
−γ2λ2 + u2
γ2λ2 + a
(3.20)
where
a =
3u(u + 2)
2u + 3
, and u = λ/c. (3.21)
R˜0(κ, s) can be inverted to time domain easily since (3.20) contains partial fraction only
and it is found
R0(κ, t) =
3
2u + 3
· 1
λ2 + a
[
u2 − λ2 − (u2 + a)e−t/τe− atλ2τ
]
. (3.22)
When m = 1, we take advantage of the expansion of coth(z) in (2.51) and write
R˜1(κ, s) as
R˜1(κ, s) =
1
s
· 36u
(2u + 3)2
· γ
4λ4(u2 − γ2λ2)
(γ2λ2 + a)2
·
∞∑
j=1
1
j2π2(γ2λ2 + j2π2)
. (3.23)
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As a result, we get
R1(κ, t) =
36u
(2u + 3)2
∞∑
j=1
[
C1(j
2π2, u, a)
+
A1
(
j2π2, u, a, t
λ2τ
)
e−
a
λ2τ
t + B1(j
2π2, u, a)e−
j2π2
λ2τ
t
j2π2(a− j2π2)2
 e−t/τ] (3.24)
where
A1(b, u, a, t) =
a
(a + λ2)2
[
at(a− b2)(a + u2)(a + λ2)
−a(a2 − 2ab2 − b2u2)− λ2
[
a(2a− 3b2) + u2(a− 2b2)
] ]
, (3.25)
B1(b, u, a) = −b
4(b2 + u2)
(b2 + λ2)
(3.26)
and
C1(b, u, a) =
λ4(u2 − λ2)
b2(b2 + λ2)(a+ λ2)2
. (3.27)
When m = 2, we take advantage of the series representation of both coth(z) and
coth2(z) in (2.51) and (2.58) and get
R˜2(κ, s) =
1
s
· 12u
2
(2u + 3)3
· γ
4λ4(u2 − γ2λ2)
(γ2λ2 + a)3
·
[
1 +
9
γ2λ2
−12(γ
2λ2 + 3)
γ2λ2
∞∑
j=1
1
γ2λ2 + j2π2
− 9
γ2λ2
∞∑
j=1
2(γ2λ2 − j2π2)
(γ2λ2 + j2π2)2
]
. (3.28)
The inverse Laplace transform of R˜2(κ, s) gives
R2(κ, t) =
12u2
(2u + 3)3
·
{
f21(u, a) + f22
(
u, a,
t
λ2τ
)
e−
a
λ2τ
te−t/τ
+
∞∑
j=1
[
e−t/τ
(a− j2π2)4
[
A2
(
j2π2, u, a,
t
λ2τ
)
e−
a
λ2τ
t
+ B2
(
j2π2, u, a,
t
λ2τ
)
e−
j2π2
λ2τ
t
]
+ C2(j
2π2, u, a)
]}
(3.29)
where
f21(u, a) = −λ
2(λ2 + 9)(λ2 − u2)
(λ2 + a)3
, (3.30)
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f22(u, a, t) =
1
(λ2 + a)3
·
{
− at
2
2
(a− 9)(u2 + a)(λ2 + a)2
+ t(λ2 + a)
[
a2(u2 + 2a− 9) + λ2
[
u2(2a− 9) + 3a(a− 6)
]]
−
[
λ4(u2 + 3a− 9) + 3λ2(a2 + 3u2) + a3
] }
, (3.31)
A2(b, u, a, t) = − 1
(λ2 + a)3
{
at2
2
(a− b2)2
[
3b2 + a(−2b2 + 2a− 9)
]
(u2 + a)(λ2 + a)2
− t(a− b2)(λ2 + a)
[
a2
[
b4(2u2 − 3)− 6a2b2 + 3u2b2 + 2a3
+ a[4b4 + b2(15− 2u2) + 9u2]
]
+ λ2
[
u2[b4(4a− 3)− 3ab2(2a− 5) + 2a3]
+ a[6b4(a− 1)− ab2(10a− 27) + a2(4a− 9)]
]]
+ λ4
[
− 6ab6 + 3b6 + 12a2b4 − 21ab4 − 8a3b2
− u2b2(2b4 − 2ab2 + 3b2 + 15a) + 2a4
]
− λ2
[
a2[6b6 − b4(8a− 9) + 2ab2(a+ 18)− 9a2]
+ u2[3b6 + 6ab4(a− 2)− a2b2(8a− 45) + 2a4]
]
+ a3
[
− 2b6 + b4(2a− 3)− 15ab2 + u2[−2b4 + b2(2a− 9)− 9a]
]}
, (3.32)
B2(b, u, a, t) = − 6b
2
(b2 + λ2)2
{
6b2t(b2 − a)(b2 + u2)(b2 + λ2) + 2b8 + b6(2u2 + 3)
+ λ2
[
2b6 + b4(2u2 − 3) + 3u2b2 + a[−2b4 + b2(21− 2u2) + 15u2]
]
+ a[−2b6 + b4(15− 2u2) + 9u2b2] + 9u2b4
}
, (3.33)
and
C2(b, u, a) =
6λ2(λ2 − u2) [2λ4 + λ2(2b2 + 9) + 3b2]
(λ2 + a)3(b2 + λ2)2
. (3.34)
When the driving current is exponential, similar derivation can be obtained by simply
replacing the 1/s in (3.20), (3.23), and (3.28) with 1/s− τ0/(sτ0 + 1).
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3.3 Results
The transient response is calculated by series expansion formula, (3.6), directly in
the time domain for the coil parameters shown in Table 3.1. The chosen conductivity,
22.5MSm−1 is roughly that of an aluminum plate and the thickness is 1mm. The distance
between the bottom of driver coil and upper plate surface (lift-oﬀ) is 1.5mm. The driver
coil is excited by an exponential current with a time constant 250µs.
Table 3.1 Probe parameters.
Coil parameters Drive coil
(mm)
Inner radius 7.10
Outer radius 11.41
Length 5.0
Number of turns 2550
To verify the series expansion results, data computed using the spectrum domain
expressions, (3.4), were transformed to the time domain by fast Fourier transform (FFT).
In performing the FFT we used 216 points in time domain and the time step was 0.1µs.
Increasing the number of points made no signiﬁcant diﬀerence to the results. Predictions
for the normal component of magnetic ﬁeld at the coil axis were calculated and shown
in Figures 3.2. The corresponding relative errors with respect to the FFT results are
given in Figures 3.3. The ﬁeld point is 0.25mm below the bottom of the driver coil
in all cases. As expected, the short and large time asymptotic approximations have a
signiﬁcant overlap at intermediate times. Both of them agree with the Fourier transform
result very well.
Having veriﬁed the series expansion formulae for both short and long time limits,
we studied how the key parameters of the transient response; peak amplitude, peak
arrival time and zero-crossing time, relating them to the properties of plate thickness
and coil lift-oﬀ. Figure 3.4 shows that the peak amplitude of the magnetic ﬁeld decreases
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Figure 3.2 Variation of ∆Hz at coil axis due to eddy currents in a conduct-
ing plate excited by an exponential driver coil current with time
constant, τ0 = 250µs.
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Figure 3.3 Error relative to the FFT prediction of ∆Hz at the coil axis due
to eddy currents in a conducting plate excited by an exponential
driver coil current with time constant, τ0 = 250µs.
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Figure 3.4 Variation of the peak amplitude of ∆Hz on the axis of coil with
lift-oﬀ.
exponentially with lift-oﬀ. Figure 3.5 shows the plate thickness eﬀect on the magnetic
ﬁeld above the plate. The peak amplitude of the ﬁeld tends to saturate as the thickness
increases gradually and approaches the half space limit. From Figure 3.5 it can be seen
that the metal below 10mm deep plays negligible role in the transient response for the
given current rise time, 250 µs.
3.4 Conclusion
Time domain transient eddy current responses have been derived in series form both
for the short and long time regime. At intermediate times, both solutions are accurate,
agree with the fast Fourier transform results and therefore they combine to cover the
entire time domain with a considerable region of overlap. Most of the key parameters,
including peak amplitude, peak arrival time and zero-crossing time of transient response
are found to be nonlinearly dependent on the plate thickness and lift-oﬀ. These nonlinear
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Figure 3.5 Variation of the peak amplitude of ∆Hz at the axis of coil with
plate thickness.
relationships can be used to evaluate the plate parameters.
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CHAPTER 4. TIME DOMAIN DYADIC GREEN’S
FUNCTION FOR AN ELECTRIC SOURCE IN A
CONDUCTIVE PLATE
4.1 Introduction
Dyadic Green’s functions are used to transform directly an electric or magnetic source
into an electric or magnetic ﬁeld through an integral over a source region or a boundary
or both. Although the formalism is widely used in electromagnetic wave theory, it is
less often applied to quasi-static problems yet for eddy current calculations in simple
structures where the perturbation of the ﬁeld due to a local inhomogeneity is sought,
it can be an eﬀective approach for formulating a numerical scheme. In eddy current
nondestructive evaluation (NDE), the ﬁeld is excited by an inductive probe in air which
interacts with an embedded ﬂaw in a conductor. Usually the ﬁeld is time harmonic,
but here we deﬁne a kernel that will be used for the computation of transient ﬁelds and
probe signals.
For a unbounded domain, the time domain dyadic kernel is relatively simple, rep-
resenting for example, the electric ﬁeld due to an impulsive electric dipole of arbitrary
orientation in an unbounded conductor. The diﬀerential equation for the electric ﬁeld,
contains a ﬁrst order time derivative, which means that the dipole ﬁeld can be expressed
in terms of a three dimensional Gaussian function satisfying the diﬀusion equation.
For a ﬂaw in a half-space conductor it is advantageous to use a dyadic kernel which
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satisﬁes the interface conditions at the surface. By using a dedicated kernel for the
half-space [15], the corresponding electric ﬁeld integral equation (EFIE) has a solution
that automatically satisﬁes the interface conditions at the surface. Therefore numerical
solutions can be found by rendering only an inhomogeneous region in a discrete form
thereby limiting number of unknowns needed for a given accuracy. It is important to
limit the number of unknowns because the discrete approximation of the problem leads
to a dense matrix equation whose solution can have a high computational cost. The
dedicated kernel approach has a computational cost beneﬁt if the eﬀort of computing a
matrix approximation of the integral equation does not outweigh the advantage gained
in reducing the number of unknowns. This is a reasonable expectation but there is a
need to represent the kernel in a way that promotes eﬃcient computation.
We seek here a kernel for a transient quasi-static ﬁeld in a homogeneous conductive
plate taking as a guide the literature on dyadic Green’s functions for time-harmonic
wave ﬁelds. In a piecewise constant layered structure, the ﬁeld can be represented in
terms of transverse electric (TE) and transverse magnetic (TM) scalar potentials deﬁned
with respect to a preferred direction [43] and the kernel expressed in terms of the corre-
sponding scalar Green’s functions. Equivalently, a dyadic kernel can be constructed from
a set of solenoidal electric and magnetic vector potentials [29, 44] and recently, dyadic
eigenfunctions have been used [45]. Although the dyadic Green’s function formalism
has been used mainly for time harmonic ﬁelds, transient ﬁelds have also been evaluated
using this approach. In computing broadband signals, the calculations are simpler and
more eﬃcient if performed directly in the time domain than through frequency domain
solutions that eventually recover the transient ﬁeld using a Fourier transformation. The
reason is that multi-frequency numerical solutions need a matrix for each frequency but
in the equivalent time stepping calculation, only one matrix is required. The aim is to
ensure that the matrix is small enough to be inverted or decomposed rapidly in order
that multiple solutions can be generated.
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Early work on the calculation of quasi-static ﬁelds in conductive media using the
present formalism was done for application to geophysics [46]. Later the quasi-static
dyadic Green’s function for transient ﬁelds for a source in a homogenous conductive
half-space was derived by transforming frequency domain expression directly to the time
domain using the inverse Laplace transform [15]. In NDE, a plate kernel is more useful
than a half space kernel but the frequency domain expressions are more complicated
making it diﬃcult to perform the inverse transform analytically. However, an approach
using rapidly converging asymptotic expansions provides a way forward. These were
used by de Jong and de Haan to determine the electromotive force in a pick-up coil
due to a transient excitation in a driver coil over a conductive plate [39]. Series ex-
pansions were developed for both short and long time regimes the latter being deﬁned
with reference to a relaxation time determined by the plate thickness. Both series are
accurate at intermediate times with a considerable region of overlap even when they are
approximated by a small number of terms. Subsequently, a simpler short time expansion
was developed by Fu and Bowler [41] for calculating the unﬂawed plate signal response.
Here a similar short time series will be used for representing the plate dyadic kernel in
a form suitable for computations.
In Section 4.2, the quasi-static dyadic Green’s function for transforming an electric
source in a plate into an electric ﬁeld is expressed in terms of TE and TM scalar poten-
tials. In Section 4.3, the scalar solutions for a singular source in a conductive plate are
given and used to construct a dyadic integral kernel. In Section 4.4, expressions for the
magnetic ﬁeld above the plate due to point source are given. Ultimately these will be
used to compute the external magnetic ﬁeld due to a ﬂaw in a plate. The formula for
the electric ﬁeld kernel contains a free space term and multiple image terms plus two
partial reﬂection terms. The partial reﬂection terms are potentially costly to compute
since they are expressed in terms of inﬁnite integral but we show how such integrals can
be approximated by series to improve the overall computational eﬃciency of evaluating
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Figure 4.1 Conductive plate of thickness d with non-conductive regions
above and below it. The point P is a source point in the plate
whose coordinates are represented as {r′, t′}
both the electric and magnetic kernels. Numerical results are discussed in Section 4.5
followed by the conclusions.
4.2 Dyadic Kernels
4.2.1 Maxwell’s Equations in Dyadic Form
Figure 4.1 shows an inﬁnite homogenous plate with linear material properties having
a conductivity σ0, permeability µ0, and thickness d. The conductivity in the regions
above and below the plate is zero. In the quasi-static regime, the dyadic electric Green’s
function G(ee)(r, r′, t, t′) and its magnetic counterpart G(me)(r, r′, t, t′) due to a singular
electric source at a point in the plate (−d < z′ < 0) are related by Maxwell’s equations
written as
∇× G(ee)(r, r′, t, t′) = −µ0 ∂
∂t
G(me)(r, r′, t, t′) (4.1)
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and
∇× G(me)(r, r′, t, t′) = σ0G(ee)(r, r′, t, t′) + Iδ(r− r′)δ(t− t′), (4.2)
where I = xˆxˆ + yˆyˆ + zˆzˆ is the unit dyadic. Equation (4.1) implies that
∇ · G(me)(r, r′, t, t′) = 0 (4.3)
everywhere, whereas from (4.2) we ﬁnd
∇ · G(ee)(r, r′, t, t′) = − 1
σ0
∇δ(r− r′)δ(t− t′). (4.4)
First we consider for completeness the fundamental solution for an unbounded do-
main. Then the general form of the plate kernel is expressed in terms of scalar functions
using a derivation based on source decomposition. Finally we determine the scalar func-
tions explicitly and assemble the dyadic kernels for transforming an electric source in
the conductor into an electric and magnetic ﬁeld.
4.2.2 Unbounded Domain Solution
Combining (4.1) and (4.2) to eliminate G(me)(r, r′, t, t′), using the identity ∇×∇× ≡
∇∇ · −∇2 and equation (4.4) gives(
∇2 − µ0σ0 ∂
∂t
)
G(ee)(r, r′, t, t′) =
(
µ0
∂
∂t
I − 1
σ0
∇∇
)
Iδ(r− r′)δ(t− t′). (4.5)
By direct substitution one shows that
G0(r, r′, t, t′) = −
(
µ0
∂
∂t
I − 1
σ0
∇∇
)
G0(r, r
′, t, t′), (4.6)
is a solution where G0(r, r
′, t, t′) vanishes for t < t′, and satisﬁes the scalar diﬀusion
equation (
∇2 − µ0σ0 ∂
∂t
)
G0(r, r
′, t, t′) = −δ(r− r′)δ(t− t′). (4.7)
Equation (4.7) can be solved using the Fourier-Laplace transform to give [15]
G0(r, r
′, t, t′) =
1
8
√
µ0σ0
π3(t− t′)3 e
−µ0σ0|r−r′|2/4(t−t′)H(t− t′), (4.8)
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vanishing as |r − r′| → ∞, where H(t) is the Heaviside step function; H(t) = 1.0 for a
nonnegative argument and is otherwise zero.
4.2.3 Piecewise Homogeneous Layered Structure
The decomposition of the solution will be accomplished by establishing a link between
TE and TM ﬁelds and their corresponding sources. According to Lindell [47], a source
can be characterized as TE, TM or non-radiating or a combination of all three. By
deﬁnition, the non-radiating source does not contribute to the ﬁeld outside a surface
surrounding the source region. Because it is inaccurate to use the term ‘radiation’ to
describe ﬁelds that satisfy a vector diﬀusion equation, the evolution of the ﬁeld in space
and time is called ‘migration’, a term used in geophysics. Hence the quasi-static sources
are here characterized as TE, TM and non-migrating. As with radiating ﬁelds, it is
convenient to add a non-migrating term to either TE or TM modes. In fact we have
found it convenient to group a non-migrating and a TM source together.
The singular electric source in the system of equations (4.1) and (4.2) is Iδ(r −
r′)δ(t− t′). Choosing a preferred direction as the z−direction, we decompose the unity
dyadic using the identity, [43] p. 18,
I = zˆzˆ + ∇t∇t∇2t
+
∇× zˆ∇× zˆ
∇2t
(4.9)
where ∇t represents the transverse gradient,
∇t = xˆ ∂
∂x
+ yˆ
∂
∂y
. (4.10)
Operating with the scalar product of the unity dyadic on an electric source vector P and
expanding according to right side of (4.9), decomposes the source. The z−component
represents a z-directed electric dipole giving rise to a TM ﬁeld. The components trans-
verse to zˆ give rise to the equivalent of a magnetic dipole in the z−direction generating
a TE ﬁeld, unless they are expressible as the transverse gradient of a scalar in which
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case we have a non-migrating source [47]. Similarly, the singular source on the right side
of (4.2) can be viewed as the sum of terms that are TM, non-migrating and TE.
In general, the solution of (4.5) is a superposition of TE and TM modes expressible
in terms of scalar functions that satisfy the same inhomogeneous diﬀusion equation but
diﬀerent boundary conditions. By deﬁning modes with respect to a preferred direction
normal to the interfaces of a piecewise uniform isotropic stratiﬁed structure, we ensure
that they are not coupled. Therefore a TE source will produce a TE ﬁeld everywhere and
likewise a TM source will produce a TM ﬁeld everywhere. Because they are uncoupled,
we can develop separately dyadic solutions corresponding to the distinct modes and then
added them together to form the complete solution.
4.2.3.1 TE mode
The equation for TE solution is found by replacing Iδ(r − r′)δ(t − t′) in (4.5) with
the TE source to give
(
∇2 − µ0σ0 ∂
∂t
)
G ′(r, r′, t, t′) = µ0 ∂
∂t
∇× zˆ∇× zˆ
∇2t
δ(r− r′)δ(t− t′). (4.11)
By direct substitution one shows that the solution is of the form
G ′(r, r′, t, t′) = −µ0 ∂
∂t
∇× zˆ[∇′ × zˆU ′(r, r′, t, t′)], (4.12)
where U ′(r, r′, t, t′) satisﬁes(
∇2 − µσ0 ∂
∂t
)
∇2tU(r, r′, t, t′) = δ(r− r′)δ(t− t′). (4.13)
4.2.3.2 TM mode
The equation for the TM kernel is found in a similar way by replacing the source
term Iδ(r− r′)δ(t− t′) in (4.5), this time with the TM and non-migrating term(
zˆzˆ +
∇t∇t
∇2t
)
δ(r− r′)δ(t− t′).
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In addition the identity [43]
∇∇ =
(
aˆaˆ +
∇t∇t
∇2t
)
∇2 − [∇× (∇× aˆ)][∇× (∇× aˆ)]∇2t
(4.14)
is used to transform the right side of (4.5) to give
(
∇2 − µ0σ0 ∂
∂t
)
G ′′(r, r′, t, t′) = − 1
σ0
(
zˆzˆ +
∇t∇t
∇2t
)
(
∇2 − µ0σ0 ∂
∂t
)
δ(r− r′)δ(t− t′) +
1
σ0
[∇× (∇× zˆ)][∇× (∇× zˆ)]
∇2t
δ(r− r′)δ(t− t′). (4.15)
By direct substitution, one veriﬁes that the solution has the form
G ′′(r, r′, t, t′) = − 1
σ0
(
zˆzˆ +
∇t∇t
∇2t
)
δ(r− r′)δ(t− t′)
+
1
σ0
[∇×∇× zˆ][∇′ ×∇′ × zˆU ′′(r, r′, t, t′)], (4.16)
where U ′′(r, r′, t, t′) satisﬁes (4.13).
4.2.3.3 Complete formal solution
The electric-electric dyadic Green’s function is the sum of TE and TM terms, equa-
tions (4.12) and (4.16), thus having the form
G(ee)(r, r′, t, t′) = − 1
σ0
(
zˆzˆ +
∇t∇t
∇2t
)
δ(r− r′)δ(t− t′)
− µ0 ∂
∂t
[∇× zˆ][∇′ × zˆU ′(r, r′, t, t′)]
+
1
σ0
[∇×∇× zˆ][∇′ ×∇′ × zˆU ′′(r, r′, t, t′)]. (4.17)
Note that the divergence of this result agrees with equation (4.4). For the nonconductive
region, we write the solution of
∇×∇× G(ee)(r, r′, t, t′) = 0 (4.18)
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as
G(ee)(r, r′, t, t′) = −µ0 ∂
∂t
[∇× zˆ][∇′ × zˆU ′(r, r′, t, t′)]
+
1
σ0
[∇×∇× zˆ][∇′ ×∇′ × zˆU ′′(r, r′, t, t′)], (4.19)
where U ′(r, r′, t, t′) and U ′′(r, r′, t, t′) satisfy
∇2∇2tU(r, r′, t, t′) = 0. (4.20)
Here in (4.20) and elsewhere, the primes are suppressed when we refer to both TE
and TM modes. In general, the possibility exists of adding no-trivial solutions of
∇2tU(r, r′, t, t′) = 0 to a U(r, r′, t, t′) that satisﬁes the diﬀusion equation but on an
inﬁnite plane where z is constant, where the potentials vanish as |r| → ∞ and there are
no sources at the interface, for example injected current, the two dimensional Laplace
problem has only a trivial zero solution.
4.3 Solutions for a Plate
4.3.1 Scalar Potentials
To ﬁnd U ′(r, r′, t, t′) due to the TE source or U ′′(r, r′, t, t′) due to the TM source, it
is convenient to deﬁne
G(r, r′, t, t′) = −∇2tU(r, r′, t, t′). (4.21)
Then from (4.20) and (4.13), the scalar Green’s function satisﬁes
∇2G(r, r′, t, t′) = 0, (4.22)
for the nonconductive regions (z > 0, and z < −d) and[
∇2 − µσ0 ∂
∂t
]
G(r, r′, t, t′) = −δ(r− r′)δ(t− t′), (4.23)
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for the conductive region (−d < z < 0). The scalar Green’s functions are found by
taking a Laplace transform with respect to time and Hankel transforms of (4.22) and
(4.23) with respect to the cylindrical radial coordinate to give(
∂2
∂z2
− κ2
)
G˜(κ, z, z′, s) = 0, z > 0 & z < −d (4.24)
[
∂2
∂z2
− (κ2 + k2)
]
G˜(κ, z, z′, s) = −δ(z − z′), −d < z < 0 (4.25)
where k2 = sµ0σ0,
G˜(κ, z, z′, s) =
1
2π
∫ ∞
0
∫ ∞
0
G(r, r′, t, t′)e−s(t−t
′)J0(κρ)ρ dρ d(t− t′) (4.26)
with ρ = [(x − x′)2 + (y − y′)2]1/2 the cylindrical polar radial coordinate. Using Br to
denote the Bromwich integral contour,
G(r, r′, t, t′) =
1
(2π)2i
∫ ∞
0
∫
Br
G˜(κ, z, z′, s)es(t−t
′)J0(κρ)κ dκ ds. (4.27)
The solution of (4.24) and (4.25) vanishing as |z| → ∞ has the form
G˜(κ, z, z′, s) =
1
2γ
A(κ, z′)e−κz (4.28)
G˜(κ, z, z′, s) =
1
2γ
[
e−γ|z−z
′| + B(κ, z′)e−γz + C(κ, z′)eγz
]
(4.29)
G˜(κ, z, z′, s) =
1
2γ
D(κ, z′)eκ(z+d) (4.30)
for z > 0, −d < z < 0, and z < −d respectively, where γ = √κ2 + sµ0σ0, taking the
root with a positive real part. The coeﬃcients in (4.30) are found by imposing interface
conditions deduced from the continuity of the tangential electric and magnetic ﬁelds at
these two interfaces. It is found that
µG′,
∂G′
∂z
, σG′′, and
∂G′′
∂z
(4.31)
are continuous. By applying the continuity conditions at z = 0 and z = −d, we get
A(κ, z′) =
γ
κ
(1− Γ)[eγz′ + Γe−γ(z′+2d)]
1− Γ2e−2γd , (4.32)
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B(κ, z′) =
Γe−2γd(e−γz
′
+ Γeγz
′
)
1− Γ2e−2γd , (4.33)
C(κ, z′) =
Γ
[
eγz
′
+ Γe−γ(z
′+2d)
]
1− Γ2e−2γd , (4.34)
and
D(κ, z′) =
γ
κ
(1− Γ)e−γd(e−γz′ + Γeγz′)
(1− Γ2e−2γd) , (4.35)
where Γ, the reﬂection coeﬃcient for an electromagnetic disturbance originating in the
conductor, is given by
Γ′ =
γ/µr − κ
γ/µr + κ
and Γ′′ = −1, (4.36)
for the TE and TM modes respectively.
From (4.29), (4.33), (4.34), and (4.36), the TM mode for the conductive region
(−d < z < 0) is
G˜′′(κ, z, z′, s) = G˜0(κ, z, z′, s) + G˜−(κ, z, z′, s)− G˜+(κ, z, z′, s) (4.37)
where the unbounded domain term is represented as
G˜0(κ, z, z
′, s) =
1
2γ
e−γ|z−z
′| (4.38)
and can be transformed using (4.27) to give (4.8) [15]. In addition we have
G˜−(κ, z, z′, s) =
1
2γ
e−2γd
1− e−2γd
[
eγ(z−z
′) + e−γ(z−z
′)
]
(4.39)
and
G˜+(κ, z, z
′, s) =
1
2γ
1
1− e−2γd
[
e−γ(z+z
′+2d) + eγ(z+z
′)
]
(4.40)
On expanding (1 − e−2γd)−1 these can be seen as a series of fundamental solutions,
expressible in terms of G0(r, r
′, t, t′), equation (4.8), emanating from multiple image
sources at regular intervals in the z-direction.
The TE Green’s functions for the conductive region (−d < z < 0) is written as
G˜′(κ, z, z′, s) = G˜0(κ, z, z′, s) + G˜−(κ, z, z′, s) + G˜+(κ, z, z′, s)
+ κ2V˜−(κ, z, z′, s) + κ2V˜+(κ, z, z′, s) (4.41)
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where
V˜−(κ, z, z′, s) =
1
2γκ2
(
Γ′2
1− Γ′2e−2γd −
1
1− e−2γd
) [
eγ(z−z
′) + e−γ(z−z
′)
]
e−2γd (4.42)
and
V˜+(κ, z, z
′, s) =
1
2γκ2
(
Γ′
1− Γ′2e−2γd −
1
1− e−2γd
) [
eγ(z+z
′) + e−γ(z+z
′+2d)
]
. (4.43)
4.3.2 Explicit Dyadic Kernel for a Plate
From (4.19) and (4.21) with (4.37) and (4.41), G(ee)(r, r′, t, t′) can be rewritten as
G(ee)(r, r′, t, t′) = G0(r, r′, t, t′) + G−(r, r′, t, t′) + G+(r, r′, t, t′)
+ µ0
∂
∂t
[∇× zˆ][∇′ × zˆV−(r, r′, t, t′)]
+ µ0
∂
∂t
[∇× zˆ][∇′ × zˆV+(r, r′, t, t′)] (4.44)
Equation (4.44) is found by operating on terms that are common to both (4.37) and
(4.41) using the identity
−
[
µ0I ∂
∂t
− 1
σ0
∇∇
]
∇2t =
1
σ0
(zˆzˆ∇2t +∇t∇t)
(
∇2− µ0σ0 ∂
∂t
)
− µ0 ∂
∂t
[∇× zˆ][∇× zˆ]
− 1
σ0
[∇×∇× zˆ][∇×∇× zˆ], (4.45)
derived from (4.9) and (4.14). Operating ﬁrst on U0 = −∇−2t G0 and using the deﬁnition
(4.6) gives the ﬁrst term in (4.44). Operating on U− = −∇−2t G− and deﬁning
G−(r, r′, t, t′) = −
[
µ0I ∂
∂t
− 1
σ0
∇∇
]
G−(r, r′, t, t′) (4.46)
gives the second term. The contribution from G˜+, which is negative in the TM potential,
equation (4.37), is dealt with by operating on I ′U+ = I ′∇−2t G+, where I ′ = xˆxˆ+ yˆyˆ− zˆzˆ
and deﬁning
G+(r, r′, t, t′) = −
[
µ0I ′ ∂
∂t
+
1
σ0
∇∇′
]
G+(r, r
′, t, t′). (4.47)
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Next consider terms representing multiple images. To evaluate G−(r, r′, t, t′), we
shall use
1
1− e−2γd =
∞∑
n=0
e−2nγd (4.48)
to show that G˜−(κ, z, z′, s) may be expanded to give
G˜−(κ, z, z′, s) =
1
2γ
∞∑
n=1
{
e−γ[2nd−(z−z
′)] + e−γ[2nd+(z−z
′)]
}
. (4.49)
The inverse Laplace transform and Hankel transform of (4.49) gives
G−(r, r′, t, t′) =
∞∑
n=1
[G0(r, r1n, t, t
′) + G0(r, r2n, t, t′)] , (4.50)
where r1n denotes a point at (x
′, y′, z′+2nd) and r2n denotes a point at (x′, y′, z′−2nd).
Following a similar procedure, we get
G+(r, r
′, t, t′) =
∞∑
n=1
[G0(r, r3n, t, t
′) + G0(r, r4n, t, t′)] , (4.51)
where r3n denotes a point at [x
′, y′,−z′ − 2nd] and r4n denotes a point at [x′, y′,−z′ +
2(n−1)d]. As we can see, the contribution of multiple images is simply the sum of inﬁnite
free space terms centered at the image positions. The structure of the plate kernel in
this section is somewhat simpler than the comparable results for the time harmonic case
in [48].
4.3.3 Asymptotic Expansions
The evaluation of V−(r, r′, t− t′) and V+(r, r′, t− t′) needs more attention due to the
complexity of the Laplace domain expression. In eddy current nondestructive evaluation,
the electric ﬁeld scattered by a ﬂaw can be written as an integral over the ﬂaw region
with the dyadic Green’s function G(ee)(r, r′, t, t′) as the kernel. In anticipation of the z
integral V˜−(κ, z, z′, s) is expressed as a derivative with respect to z. Thus we write
V˜−(κ, z, z′, s) =
1
2κ2
∂
∂z
[
F˜2(κ, 2d− (z − z′), s) − F˜2(κ, 2d + (z − z′), s)
]
, (4.52)
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where
F˜m(κ, ζ, s) =
e−γζ
γ2
[
Γ′m
1− Γ′2e−2γd −
1
1− e−2γd
]
. (4.53)
Similarly,
V˜+(κ, z, z
′, s) =
1
2κ2
∂
∂z
[
F˜1(κ,−(z + z′), s) − F˜1(κ, 2d + (z + z′), s)
]
. (4.54)
To facilitate the inverse Laplace transform, we expand (4.53) to give
F˜m(κ, ζ, s) =
e−γζ
γ2
∞∑
n=0
e−2nγd
2n+m∑
j=1
Cj2n+m(−2)j
(
κ
γ + κ
)j
(4.55)
where Cjn = n!/(n− j)!j! is the binomial coeﬃcient. A term-by-term inversion of (4.55)
gives
Fm(κ, ζ, t) =
e−t/τ
µ0σ0
∞∑
n=0
2n+m∑
j=1
Cj2n+m(−2)jΦj (1, 0, κ(2nd + ζ), t/τ) , (4.56)
where τ = µ0σ0/κ
2 and Φn(a, b, k, t) is the inverse Laplace transform of
Φ˜n(a, b, k, s) =
1√
s(
√
s + a)n(
√
s + b)
e−k
√
s. (4.57)
By writing
1
(
√
s + a)(
√
s + b)
=
1
a− b
[
1
(
√
s + b)
− 1
(
√
s + a)
]
it can be seen that Φ˜n(a, b, k, s) satisﬁes the recursive relationship
Φ˜n(a, b, k, s) =
1
a− b
[
Φ˜n−1 − Ψ˜n−1
]
, (4.58)
where
Ψ˜n(a, k, s) =
1√
s(a +
√
s)n+1
e−k
√
s. (4.59)
By repeated use of (4.58) we ﬁnd that [41]
Φn(a, b, k, t) =
1
(a− b)n
[
Ψ0(b, k, t)−
n−1∑
j=0
(a− b)jΨj(a, k, t)
]
(4.60)
where
Ψn(a, k, t) = (4t)
n
2 eak+a
2t inerfc
(
a
√
t +
k
2
√
t
)
. (4.61)
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For numerical evaluation, ikerfc(z) can be calculated by lower order integral of the
complimentary error function using the recursive relationship, 7.2.5 [34].
The combination of (4.52), (4.54), (4.56) and (4.27) gives
V−(r, r′, t, t′) =
1
4π
∂
∂z
∫ ∞
0
1
κ
[F2(κ, 2d− (z − z′), t)
− F2(κ, 2d + z − z′, t)] J0(κρ)dκ (4.62)
and
V+(r, r
′, t, t′) =
1
4π
∂
∂z
∫ ∞
0
1
κ
[F1(κ,−(z + z′), t)
− F1(κ, 2d + (z + z′), t)] J0(κρ)dκ. (4.63)
This completes the deﬁnition of the terms in the expression for the dyadic kernel, equa-
tion (4.44), that transforms an electric source in a plate into the quasi-static electric
ﬁeld.
4.4 Magnetic ﬁeld of an embedded electric source
4.4.1 Evaluation of G(me)(r, r′, t, t′)
In order to evaluate the transient magnetic ﬁeld above plate due to an embed-
ded electric dipole, we use an expression for magnetic-electric dyadic Green’s function
G(me)(r, r′, t, t′) with z > 0 and the the source point is in the plate; −d < z′ < 0. The
main role of the function is to compute the magnetic ﬁeld in air due to a ﬂaw in the
conductor and thus predict ﬁeld and impedance measurements. Substituting (4.19) into
the left side of (4.1), and using (4.20) gives
G(me)(r, r′, t, t′) = [∇×∇× zˆ][∇′ × zˆU ′(r, r′, t, t′)] (4.64)
which contains the TE mode only and when used as a scalar product to operate on a
vector source, annihilates the z component of the source.
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The Laplace and Hankel transform of U ′(r, r′, t, t′) for z > 0 and −d < z′ < 0 can be
derived from (4.21), (4.28) and (4.32), giving
U˜ ′(κ, z, z′, s) =
1
κ2
G˜′(κ, z, z′, s) =
e−γz
′
(Γ′e−2γd + e2γz
′
)
κ2(γ + κ)(1− Γ′2e−2γd) e
−κz. (4.65)
To perform the inverse Laplace transform of U˜ ′(κ, z, z′, s), deﬁne L˜m(κ, ζ, s) and expand
it into series:
L˜m(κ, ζ, s) =
1
γ + κ
Γ′me−γζ
(1− Γ′2e−2γd) =
∞∑
n=0
2n+m∑
j=0
Cj2n+m(−2κ)j
e−(2nd+ζ)γ
(γ + κ)j+1
. (4.66)
Then by using (4.61) to transform (4.66), it can be shown that
Lm(κ, ζ, t) =
e−t/τ
κτ
∞∑
n=0
2n+m∑
j=0
Cj2n+m(−2)j [Ψj−1 (1, κ(2nd + ζ), t/τ)
− Ψj (1, κ(2nd + ζ), t/τ)] . (4.67)
Using (4.67), the inverse Laplace transform of (4.65) may be written as
U˜ ′(κ, z, z′, t) =
e−κz
κ2
[L0(κ,−z′, t) + L1(κ, 2d + z′, t)] (4.68)
Hence the required function expressed as a Hankel transform of a time dependent func-
tion is
U ′(r, r′, t, t′) =
1
2π
∫ ∞
0
e−κz
κ
[L0(κ,−z′, t) + L1(κ, 2d + z′, t)] J0(κρ) dκ. (4.69)
Equation (4.69) combined with (4.64) can be used to determine the magnetic ﬁeld due
to a point source above a plate. In order to perform numerical calculations eﬃciently,
(4.69) is approximated as described in the following section.
4.4.2 Integral Approximation
The evaluation of the Hankel transforms, (4.62), (4.63) and (4.69), is potentially
time consuming but the computational cost can be reduced using an approximation
which limits the range of allowed values for the radial coordinate ρ. This leads to
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a series approximation of the corresponding integral that is accurate for a truncated
range of the argument. The truncation of a region or the range of a variable has been
used to approximate solutions of the electromagnetic ﬁeld equations in integral form by
eigenfunction expansions [42]. Here, however, the range truncation is simply used to
approximate Hankel integral transforms.
In general, the numerical value of a function F (r) given by
F (r) =
∫ ∞
0
f(κ)Jm(κr)κdκ, (4.70)
is sought using the approximation
F (r) 	
∞∑
i=1
A(κi)f(κi)Jm(κir), (4.71)
where the coeﬃcients A(κi) are to be determined. From (4.70), we know that f(κ) is
the inverse Hankel transform of F (r) having the form
f(κ) =
∫ ∞
0
F (r)Jm(κr)r dr. (4.72)
Assuming that F (r) decays suﬃciently fast such that F (r) is negligible for r > b means
that the integral (4.72) can be approximated by setting the upper limit to b. Substituting
for F (r) using (4.71) and using the orthogonality properties of Bessel function, see for
example [34] equation 11.4.5, shows that
A(κi) =
2
b2J2m+1(κib)
. (4.73)
Therefore,
F (r) 	
∞∑
i=1
2Jm(κir)
b2J2m+1(κib)
f(κi), (4.74)
where κi are the zeros of the m th order Bessel function, satisfying Jm(κib) = 0. Thus
(4.69) can be approximated a truncation of the series
U ′(r, r′, t, t′) =
1
πb2
∞∑
i=1
e−κiz
κ2iJ
2
1 (κib)
[L0(κi,−z′, t) + L1(κi, 2d + z′, t)] J0(κiρ). (4.75)
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Figure 4.2 The evolution of the magnetic ﬁeld component Hz(r, t), at
r = [5, 5, 1] mm due to an impulsive embedded electric dipole
at r′ = [0, 0,−1] mm orientated in the x-direction. The circles
denote the FFT results and the solid line denotes the asymptotic
solution.
Equations (4.62), (4.63) are evaluated using similar approximations.
To complete the discussion of the magnetic ﬁeld kernel, note that the z-component of
the magnetic ﬁeld above the plate due to an x-orientated electric dipole, can be expressed
from (4.64) as
zˆ · G(me)(r, r′, t, t′) · xˆ = G(me)zx (r, r′, t, t′) = −zˆ∇2t
∂
∂y′
U ′(r, r′, t, t′). (4.76)
Evaluating the partial derivatives explicitly and using (4.75), it is found that
G(me)zx (r, r
′, t, t′) =
y − y′
πb2
∞∑
i=1
κie
−κizJ1(κiρ)
J20 (κib)
[L0(κ,−z′, t) + L1(κ, 2d + z′, t)] (4.77)
which can be used to determine the magnetic ﬁeld above the plate due to a buried
electric point source or an extended source due to a ﬂaw [16].
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Figure 4.3 The evolution of the relative error in Hz(r, t) computed from
the asymptotic solution and compared with FFT result at
r = [5, 5, 1] mm due to an impulsive electric dipole at
r′ = [0, 0,−1] mm orientated in the x-direction.
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4.5 Numerical Results
The numerical results summarized here are for a 2 mm thick aluminum plate of
conductivity 22.5 MS/m and relative permeability 1. The source point is located at
r′ = [0, 0,−1] mm at the mid-plane of the plate and the ﬁeld point is at r = [5, 5, 1] mm.
The series in (4.75) is formed on the assumption that the electric potential is negligible
beyond |r−r′| = 200 mm. In the calculations, this series is truncated at 250 values of κi
and the series in equation (4.67) truncated at n = 3. Figure 4.2 shows the z-component
of the magnetic ﬁeld calculated from (4.77) and the corresponding time dependence
computed using a FFT. Figure 4.3 displays the discrepancy in (4.77) relative to FFT
results computed using 200k data points, showing good numerical agreement.
Figure 4.4 to Figure 4.7 show the z-component of the magnetic ﬁeld evolving in time
at the plane z = 1 mm due to a subsurface impulsive dipole in the mid-plane of the
plate. The ﬁeld, which exhibits the characteristics of a dipole, is initially localized and
rising to a maximum while spreading laterally and eventually relaxing towards zero.
4.6 Conclusion
Time domain electric and magnetic dyadic Green’s functions for an electric source in
a plate has been derived by using a decomposition into TE and TM modes. Asymptotic
series expansions are used to facilitate the transformation of frequency domain expres-
sions to the time domain. The series converge faster at shorter times but are accurate
also for intermediate times which means that predictions of a typical transient ﬂaw re-
sponse can be made for all epochs except in the long time regime where the signals
are likely to be very small. The kernel is needed for numerical calculations based on a
transient electric ﬁeld integral equation.
The electric ﬁeld dyadic kernel has been presented in a form that is convenient for
inclusion in a time stepping algorithm for computing numerical approximations of a
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Figure 4.4 Variation of Hz(r, t) in the plane z = 1 mm at t = 1µsec due to
to an impulsive electric dipole at r′ = [0, 0,−1] mm orientated
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Figure 4.5 Variation of Hz(r, t) in the plane z = 1 mm at t = 50µsec due to
to an impulsive electric dipole at r′ = [0, 0,−1] mm orientated
in the x-direction.
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Figure 4.7 Variation of Hz(r, t) in the plane z = 1 mm at t = 500µsec due
to an x oriented impulsive electric dipole whose coordinates are
r′ = [0, 0,−1] mm .
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transient electric ﬁeld using a boundary or volume integral method. In such a scheme,
a discrete representation of the transient ﬁeld is updated at each step using the solution
of a matrix equation. With a ﬁxed time interval for each step, the coeﬃcient matrix is
also ﬁxed. The costly process of performing an LU decomposition [49] on the matrix
may then be justiﬁed because the decomposed matrix can produce multiple solutions
eﬃciently. The matrix elements can be computed by integrating in space over discrete
cells with the integrand formed by a produce of the explicit time domain kernel and a
basis function.
The fast Fourier transform gives results that agree with the asymptotic expansions
but one is often forced to use a large number of data points to achieve good accuracy
with an FFT even when only a few points are needed. When a sequence of numerical
results is the required outcome, the times taken for the FFT and the asymptotic series
expressions is of a similar magnitude. The main advantage of the asymptotic series is
the ﬂexibility of being able to compute the ﬁeld at an arbitrary point in space using an
expression that involves the time dependence explicitly and to be able to integrate the
expression spatially at a ﬁxed time.
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CHAPTER 5. TRANSIENT EDDY CURRENT RESPONSE
DUE TO A SUBSURFACE CRACK IN A CONDUCTIVE
PLATE
5.1 Introduction
In eddy current nondestructive evaluation, ﬂaws can be detected by measuring the
changes in the magnetic ﬁeld that occur when an induced current is perturbed. Usually
alternating current is used for eddy current testing but in the problem considered in this
article, the ﬁeld is excited by an induction coil carrying current pulses. The excitation
coil generates a transient ﬁeld which interacts with a crack in a conductive plate giving
rise to a perturbed ﬁeld. The disturbance of the ﬁeld can be detected by using magnetic
ﬁeld sensors. In order to predict the observed signals for comparison with experiment,
it is necessary to calculate the time dependent scattered ﬁeld.
Closely related time domain problems are to be found in the literature on geophysi-
cal surveying where volume element [46] and ﬁnite diﬀerence time domain [50] methods
have been used to compute the evolution of the electromagnetic ﬁeld. Many researchers
choose to compute the time dependent response by using the inverse Fourier transform
and therefore formulate the problem in the frequency domain. Tsuboi [9] calculated
the frequency response of a crack in a plate based on an edge-element ﬁnite element
method (FEM) using the Fourier transform and time stepping. Within this category,
various formulations have been developed to address diﬀerent issues such as the do-
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main discretization, computation eﬃciency, and accuracy [51], [52], [53]. The ﬁnite
element method is advantageous when dealing with nonlinear or inhomogeneous media
and problems with complex geometries. However, these calculations typically require
large computer resources, and therefore it is important to consider strategies for re-
straining the computational cost where integral equation based method may be utilized
[52], [54], [11]. Recently, a boundary meshless method has been introduced to calculate
two dimensional transient eddy current distributions within a rectangular bar [55]. The
boundary is represented by a number of scattered points instead of discretized elements.
The formulation is based on an electric ﬁeld integral equation with an unbounded domain
kernel.
There are few studies that have addressed the situations encountered in transient
eddy current nondestructive evaluation either using diﬀerential equation based or in-
tegral equation based methods. The interaction between transient eddy currents with
the crack has been evaluated using an electric ﬁeld integral equation [16] [56] with half
space dyadic Green’s function kernel [15]. Given a plate Green’s function, our goal in
this paper is extending the analysis in to more practical case.
An ideal crack, by acting as a barrier to current, introduces a discontinuity in the
electric ﬁeld. The continuity of the normal component of the magnetic ﬁeld allows the
jump in the electric ﬁeld to be represented as the gradient of a surface scalar function
[57]. This scalar function represents a volume of current dipoles whose orientation is
normal to the crack surface and whose density changes with time as the incident ﬁeld
changes. Note that a similar relationship between the jump in the tangential electric ﬁeld
at a surface and a surface dipole density arises in electrostatics as discussed in Stratton’s
textbook [58]. By representing the eﬀect of the crack in terms of an equivalent source,
the scattered ﬁeld can be written as an integral of the source density over crack volume
and over time, using a dyadic Green’s kernel [59].
For the case of a narrow crack, the computational burden is reduced by treating
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ﬂaw as a surface scatterer and by representing the ﬁeld on the crack by scalar function.
In this way, a three dimensional vector ﬁeld problem is reduced to the evaluation of
a surface scalar deﬁned on an open surface, S0, referred to as the crack surface. The
justiﬁcation for this scalar reduction is based on the properties of the ﬁeld at an ideal
crack. By using a Green’s kernel that is tailored to the conductor geometry, such as that
for an unbounded domain, a half-space or an inﬁnite plate [60], the problem reduces to
one of ﬁnding the current dipole density at the surface S0.
The fact that the crack is a perfect barrier implies that it is impenetrable to eddy
currents. Consequently, the normal component of the current density at a point on
the crack surface is zero. This condition means that the normal component of the
incident and scattered electric ﬁelds are equal and opposite at such a point. Because
the scattered ﬁeld is expressed in integral form, the boundary condition on the electric
ﬁeld leads to a Fredholm integral equation of the ﬁrst kind for the dipole density on the
crack. This integral equation, Section 5.2, is expressed in a form suitable for numerical
approximation and a solution sought using the moment method [61].
An equation expressing the external magnetic ﬁeld in terms of the dipole density has
been derived [60]. This equation allows ﬁeld predictions to be calculated for comparison
with experimental measurements once the dipole density has been found. However,
before any predictions can be made, the unperturbed electric ﬁeld must be calculated.
These calculations are carried out for a conductive plate, Section 5.3. It is assumed
that the unperturbed ﬁeld is excited by a normal coil carrying a current pulse that rises
exponentially to a constant value. A special case is one where the coil current rise time
is zero, in which case the current excitation is a step function in time.
In order to approximate the integral equation by a discrete form, it is assumed that
the dipole density can be represented, with reasonable accuracy, as piecewise constant
in space and piecewise linear in time, the regions of constant density in space being
deﬁned on a rectangular lattice of boundary elements covering the crack surface. This
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piecewise constant approximation, together with the process of point matching, dictates
the deﬁnition of a matrix derived from the integral kernel. The evaluation of this matrix
is carried out for unbounded domain in Section 5.6, and plate domain in Appendix.
Thus a linear system of equations, Section 5.7, is deﬁned and solved to give a numerical
approximation of the dipole density. Because the number of unknowns is relatively small,
a few thousand at most, and the same matrix is used for many diﬀerent excitations, the
solutions are obtained by matrix inversion via a LU decomposition [49]. The relatively
high computational cost of the matrix inversion is justiﬁed because the subsequent cost
of calculating numerous solutions is low.
Calculations have been carried out to determine the time variation of the magnetic
ﬁeld at a point on the axis of an excitation coil due to interaction with a subsurface
rectangular slot in a conductive plate. These results are presented in Section 5.8 and
agree with the experimental measurements.
5.2 Field Formula
5.2.1 Magnetic Vector Potential
Neglecting the displacement current, the magnetic ﬁeld in a linear nonmagnetic con-
ductor containing a local conductivity variation satisﬁes Faraday’s induction law
∇× E(r, t) = −µ0∂H(r, t)
∂t
(5.1)
and Ampere’s law in diﬀerential form,
∇×H(r, t) = σ0 E(r, t) +P(r, t), (5.2)
where σ0 is the host conductivity and P(r, t) = [σ(r) − σ0]E(r, t) is a current dipole
distribution representing the eﬀect of the ﬂaw as an equivalent source.
A solution of Maxwell’s equations for a conductor with linear material properties will
be sought using the magnetic vector potential by following standard electromagnetic
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theory. The vector potential is deﬁned such that B(r, t) = ∇ × A(r, t), hence, for a
medium with the permeability of free space
H(r, t) =
1
µ0
∇×A(r, t). (5.3)
By substituting for µ0H(r, t) in the induction law, one concludes that the electric ﬁeld
has the form
E(r, t) = −∂A(r, t)
∂t
−∇ψ(r, t), (5.4)
where ψ(r, t) is a scalar potential. Substituting (5.3) and (5.4) into (5.2) and choosing
the gauge condition ψ(r, t) = −∇ · A(r, t)/µ0σ0 it is found that the vector potential
satisﬁes a three dimensional vector diﬀusion equation
∇2A(r, t) + µ0σ0∂A(r, t)
∂t
= −µ0P(r, t). (5.5)
Combining the gauge condition with (5.4) shows that the electric ﬁeld is given by
E(r, t) = −
(
I ∂
∂t
− 1
µ0σ0
∇∇
)
·A(r, t) (5.6)
where I = xˆxˆ + yˆyˆ + zˆzˆ is the unit dyad. The solution of (5.5) can be written in the
form
A(r, t) = A(0)(r, t)
+ µ0
∫ t
0
∫
Ω
GA(r, r′, t, t′) ·P(r′, t′) dr′ dt′, (5.7)
where A(0)(r, t) is the unperturbed ﬁeld and the dyadic Green’s function GA(r, r′, t, t′)
is the vector potential due to a point electric current source.
5.2.2 Dyadic Kernal
In general, GA(r, r′, t, t′) is related to the electric ﬁeld dyadic Green’s function G(ee)(r, r′, t, t′)
by
G(ee)(r, r′, t, t′) = −
(
µ0
∂
∂t
I − 1
σ0
∇∇
)
·GA(r, r′, t, t′), (5.8)
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reﬂecting (5.6). The expression for G(ee)(r, r′, t − t′) for a conducting plate has been
given in [60], from which it can be deduced that
GA(r, r′, t, t′) = IG−(r, r′, t, t′) + I ′G+(r, r′, t, t′)−∇× zˆ[∇′ × zˆ]V−(r, r′, t, t′)
−∇× zˆ[∇′ × zˆ]V+(r, r′, t, t′) (5.9)
where I ′ = xˆxˆ + yˆyˆ − zˆzˆ. The ﬁrst and second term in (5.9) are deﬁned as [60],
G−(r, r′, t, t′) =
∞∑
n=−∞
G0(r, r1n, t, t
′) (5.10)
and
G+(r, r
′, t, t′) =
∞∑
n=−∞
G0(r, r2n, t, t
′) (5.11)
where r1n and r2n denote image points at (x
′, y′, z′ + 2nd) and (x′, y′,−z′ + 2nd) with d
being the plate thickness. The scalar Green’s function G0(r, r
′, t− t′) has a similar form
to that used in heat conduction problems and is given by [15]
G0(r, r
′, t− t′) = 1
π3/2µ0σ0α3
e−R
2/α2H(t− t′), (5.12)
with α = 2
√
(t− t′)/µ0σ0 being the migration length, R2 = (x−x′)2+(y−y′)2+(z−z′)2,
H(t) is the Heavyside step function. The third and fourth terms in (5.9) are deﬁned as
[60]
V−(r, r′, t, t′) =
1
4π
∂
∂z
∫ ∞
0
1
κ
[F2(κ, 2d− (z − z′), t)
− F2(κ, 2d + z − z′, t)] J0(κρ) dκ (5.13)
and
V+(r, r
′, t, t′) =
1
4π
∂
∂z
∫ ∞
0
1
κ
[F1(κ,−(z + z′), t)
− F1(κ, 2d + (z + z′), t)] J0(κρ) dκ. (5.14)
where
Fm(κ, ζ, t) =
e−t/τ
µ0σ0
∞∑
n=0
2n+m∑
j=1
Cj2n+m(−2)jΦj (1, 0, κ(2nd + ζ), t/τ) (5.15)
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with τ = µ0σ0/κ
2, Cjn = n!/(n− j)!/j! being the binomial coeﬃcient. Φn(a, b, k, t) is
deﬁned as [41]
Φn(a, b, k, t) =
1
(a− b)n
[
Ψ0(b, k, t)−
n−1∑
j=0
(a− b)jΨj(a, k, t)
]
, (5.16)
which is derived from its Laplace transform,
Φ˜n(a, b, k, s) =
1√
s(
√
s + a)n(
√
s + b)
e−k
√
s, (5.17)
and
Ψn(a, k, t) = (4t)
n
2 eak+a
2t inerfc
(
a
√
t +
k
2
√
t
)
. (5.18)
5.2.3 Electric Field Integral Equation
From (5.6) and (5.7), the electric ﬁeld in the presence of a volumetric ﬂaw is written
as
E(r, t) = E(0)(r, t)−
(
µ0I ∂
∂t
− 1
σ0
∇∇
)
·∫ t
0
∫
Ω
GA(r, r′, t, t′) ·P(r′, t′) dr′ dt′, (5.19)
The variation of dipole density P(r′, t′) across the crack is negligible when the crack
opening is much smaller than crack length. In this case, the volume integral in the right
hand side of (5.19) can be approximated by a surface integral. Multiplying equation
(5.19) by σ0 and using the fact that the normal component of the current at the surface
of an ideal crack is zero gives
J (0)x (r±, t) = limr→r±
(
µ0σ0xˆ
∂
∂t
− ∂
∂x
∇
)
·
∫ t
0
∫
S0
LA(r, r
′
0, t, t
′)p(r′0, t
′) dS ′0 dt
′ (5.20)
where xˆ denotes the normal direction to the crack surface, see Fig. 5.1, and J (0)x (r, t) =
σ0xˆ ·E(0)(r, t) is the normal component of the incident ﬁeld on crack surfaces. Note that
P(r, t) has normal component only and P(r′0, t) 	 xˆp(r′0, t)(x+ − x−). In (5.20), r′0 is a
coordinate in the direction normal to xˆ; r′0 = r
′ − xˆx. r± is a limiting point on one or
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other of the crack surfaces S0 approached from within the conductor. LA(r, r
′
0, t, t
′) is
deﬁned as
LA(r, r
′
0, t, t
′) =
∫ x+
x−
GA(r, r′, t, t′)dx′ · xˆ (5.21)
where x− and x+ denote the lower and upper limit of crack in the normal direction.
5.3 Incident Field
Integral expressions for the time-harmonic ﬁeld due to an axially symmetric coil
whose axis is perpendicular to the surface of the conductor are well known and used
extensively in eddy current calculations [32]. These solutions can be transformed to the
time domain giving the ﬁeld excited by a normal coil carrying a transient current [14].
Thus transforming the time-harmonic azimuthal electric ﬁeld in a homogeneous planar
conductor, gives the form
E(0)(ρ, z, t) = µ0I0
∫ ∞
0
1
κ2
χ(τ0, κ,−z, t)J (κ)J1(κρ) dκ (5.22)
where J (κ) is called the coil function and deﬁned by
J (κ) = Nχ(κr1, κr2)(e
−κz2 − e−κz1)
(r2 − r1)(z2 − z1) (5.23)
for a normal coil above a conductive plate [41], see Figure 5.1. I0 is a reference current
such that the Laplace transform of the current in the coil is I0i(s). The waveform of the
excitation current and the structure of the conductive medium are reﬂected in function
χ(τ0, κ,−z, t). For the electric ﬁeld within a conductive plate, thickness d, excited by an
exponentially rising current with a time constant τ0, χ(τ0, κ,−z, t) can be sought from
its Laplace transform [32]
χ˜(τ0, κ, ζ, s) =
1
1 + sτ0
1
κ + γ
1 + Γe−2γ(d−ζ)
1− Γ2e−2γd e
−γζ (5.24)
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where Γ is the reﬂection coeﬃcient for an electromagnetic disturbance originating in the
conductor and deﬁned by
Γ =
γ − κ
γ + κ
(5.25)
where γ =
√
κ2 + sµ0σ0 with positive real part, and ζ = −z.
It is convenient to deﬁne
η˜m(τ0, κ, ζ, s) =
1
1 + sτ0
1
κ + γ
Γme−γζ
1− Γ2e−2γd (5.26)
with m = 0 or m = 1. Then, (5.24) is written as
χ(τ0, κ, ζ, t) = η0(τ0, κ, ζ, t) + η1(τ0, 2d− ζ, t). (5.27)
Expand η˜m(τ0, κ, ζ, s), m = 0, 1 into a series such that the inverse Laplace transform can
be performed analytically in a term by term manner,
η˜m(τ0, κ, ζ, s) =
1
1 + sτ0
∞∑
n=0
2n+m∑
j=0
Cj2n+m(−2)j ·
κj
(κ + γ)j+1
e−(2nd+ζ)γ. (5.28)
To ﬁnd the inverse Laplace transform of each term in (5.28) we deﬁne
φ˜n(a, b, k, s) =
∂
∂k
Φ˜n(a, b, k, s) (5.29)
where Φ˜n(a, b, k, s) is deﬁned in (5.17). The time domain version for φ˜n(a, b, k, s) is given
by taking the k derivative of (5.16) to give
φn(a, b, k, t) =
1
(a− b)n ·
[
ψ0(b, k, t)−
n−1∑
j=0
(a− b)jψj(a, k, t)
]
(5.30)
where
ψn(a, k, t) = aΨn(a, k, t)−Ψn−1(a, k, t) (5.31)
and Ψn(a, k, t) is deﬁned in (5.18). To apply (5.30), equation (5.28) is split into two
parts by partial fractions and its inverse Laplace transform is found to be
ηm(τ0, κ, ζ, t) =
e−t/τ
2κτ0
√
ντ
∞∑
n=0
2n+m∑
j=0
Cj2n+m(−2)j ·
[
φj+1
(
1,
√
ντ , κ(2nd + ζ), t/τ
)
− φj+1
(
1,−√ντ , κ(2nd + ζ), t/τ
) ]
(5.32)
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where
ν =
1
τ
− 1
τ0
. (5.33)
Substitute (5.27) into (5.22) the incident electric ﬁeld in a plate can be evaluated by a
radial integral with respect to κ.
5.4 Flaw Response
A ﬂaw is detectable through measurements of the magnetic ﬁeld above the surface
of the conductor. For the case of an ideal crack, where the source of the perturbed ﬁeld
is a surface layer of current dipoles, the perturbed magnetic ﬁeld can be written in the
form
H(r, t) =
∫ t
0
∫
S0
G(me)(r, r′, t− t′) · p(r′, t′) dS ′ dt′, (5.34)
where G(me)(r, r′, t− t′) is the magnetic ﬁeld due to a point electric source whose coor-
dinate is r′. With the ﬁeld point in air, the magnetic-electric dyad is given by [60]
G(me)(r, r′, t− t′) = [∇×∇× zˆ][∇′ × zˆU ′(r, r′, t− t′)], (5.35)
where U ′(r, r′, t − t′) is the TE scalar potential above the plate due to a point electric
source in the plate satisfying
∇2tU ′(r, r′, t− t′) =
1
2π
∫ ∞
0
χ(0, κ,−z′, t− t′) ·
e−κzJ0(κρ)κ dκ (5.36)
with ρ2 = (x− x′)2 + (y − y′)2. The function χ(0, κ, ζ, t) is deﬁned by [60]
χ˜(0, κ, ζ, s) =
1
κ + γ
1 + Γe−2γ(d−ζ)
1− Γ2e−2γd e
−γζ . (5.37)
In due course, predictions will be compared with measurements of the magnetic ﬁeld
component normal to the surface of the conductor as measured using a Hall device.
Taking the z−component (5.34), it is found that
Hz(r, t) =
∫ t
0
∫
S0
E(m)(r, r′, t− t′) · p(r′, t′) dS ′ dt′, (5.38)
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where E(m)(r, r′, t− t′) = φˆE(m)(ρ, z, z′, t− t′), φˆ being the azimuthal unit vector and
φˆ E(m)(ρ, z, z′, t− t′) = zˆ · G(me)(r, r′, t− t′) = ∇2t∇′ × [zˆU ′(r, r′, t− t′)]. (5.39)
From (5.35), (5.36) and (5.39), it is found that
E(m)(ρ, z, z′, t− t′) = −∇2t
∂
∂ρ
U ′(r, r′, t− t′)
=
1
2π
∫ ∞
0
χ(0, κ,−z′, t− t′) · e−κzJ1(κρ)κ2 dκ. (5.40)
It is convenient to deﬁne
ξ˜m(κ, ζ, s) =
1
κ + γ
Γme−γζ
1− Γ2e−2γd (5.41)
such that
χ(0, κ, ζ, t) = ξ0(κ, ζ, t) + ξ1(κ, 2d− ζ, t). (5.42)
Expanding (5.41) gives
ξ˜m(κ, ζ, s) =
∞∑
n=0
2n+m∑
j=0
Cj2n+m(−2)j ·
κj
(κ+ γ)j+1
e−(2nd+ζ)γ. (5.43)
The time domain expression of the terms in (5.43) requires a consideration of the inverse
Laplace transform of
ψ˜n(a, k, s) =
1
(
√
s + a)n
e−k
√
s, (5.44)
which is a special case of φ˜n(a, b, k, s) with b = 0 as can be seen from the k derivative
of (5.17). It is found that
ξm(κ, ζ, t) = −e
−t/τ
κτ
∞∑
n=0
2n+m∑
j=0
Cj2n+m(−2)j · ψj (1, κ(2nd + ζ), t/τ) . (5.45)
With (5.38), (5.40), (5.42), and (5.45), the normal component of the induced magnetic
ﬁeld due to an buried ﬂaw in a plate can be evaluated.
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5.5 Regularization
In order to avoid using diﬀerence formulae for the derivatives in a numerical approx-
imation of (5.20), the diﬀerential operators are brought inside the integrals to act on the
kernel directly. The integral operator with the modiﬁed kernel can then be approximated
numerically by a matrix. However, there is a potential problem with this procedure as
illustrated by the following general relationship:
H(t, t0) =
∂
∂t
∫ t
t0
F (t, t′) dt′ =
∫ t
t0
∂F (t, t′)
∂t
dt′ + F (t, t) (5.46)
If one is to evaluate H(t, t0) from the second form, then it is necessary to evaluate F (t, t
′)
at t′ = t and this is not always possible. For example, in equation (5.20), the integral
over S± may be identiﬁed with F (t, t′):
F (t, t′) =
∫
S0
LA(r, r
′, t− t′)p(r′, t′) dS ′0, (5.47)
but the transformation in (5.46) cannot be carried out. To see that this is the case,
note that when t− t′ is small, the Gaussian kernel is highly localized. Therefore, for an
arbitrary point r0 away from the crack edge where the dipole density varies smoothly,
the following approximation can be made:
F (t, t′) 	
∫
S0
LA(r0, r
′, t− t′)dS ′0p(r0, t′)
= (2πµ0σ0)
−1/2(t− t′)−1/2p(r0, t). (5.48)
where, in view of the localization of the kernel, the limits integration about the point
whose coordinate is r0 has been extended to inﬁnity. Clearly, the time dependence
(t− t′)−1/2 means that F (t, t′) cannot be evaluated at t′ = t.
Before the diﬀerential operator can be moved inside the integrals, equation (5.20)
must be recast. Subtracting an identical expression from the right and left hand sides
gives
J (0)x (r±, t)− limr→r±
(
µ0σ0xˆ
∂
∂t
− ∂
∂x
∇
)
·
∫ t
tn
∫
S±
LA(r, r
′
0, t− t′)p(r′0, t) dS ′ dt′ =
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lim
r→r±
(
µ0σ0xˆ
∂
∂t
− ∂
∂x
∇
)
·
∫ tn
0
∫
S±
LA(r, r
′
0, t− t′)p(r′0, t′) dS ′ dt′ +
lim
r→r±
(
µ0σ0xˆ
∂
∂t
− ∂
∂x
∇
)
·
∫ t
tn
∫
S±
LA(r, r
′
0, t− t′) · [p(r′0, t′)− p(r′0, t)] dS ′ dt′.
(5.49)
where an arbitrary breakpoint in time, tn, has been introduced. It is convenient to
specify tn such that the interval t − tn is constant. In so doing, the integral operator
acting on p(r′0, t) on the left hand side of equation (5.49) is time independent. The
signiﬁcance of the time invariance of the operator is that its matrix approximation also
does not change with time. As a result, the linear system to be solved at each time step
involves the same matrix.
Equation (5.49) is rewritten in terms of a function referred to as the integrated kernel
and deﬁned by
K(r, r′0, t− tn) = −µ0σ0xˆ · LA(r, r′0, t− tn) + g(r, r′0, t− tn), (5.50)
where
g(r, r′0, t− t′) =
∂
∂x
∇ ·
∫
LA(r, r
′
0, t− t′) d(t− t′). (5.51)
The transformation of (5.49) is brought about by changing the order of the integration
on the left hand side and integrating with respect to time. On the right hand side the
diﬀerential operators are moved inside the temporal and spatial integrals, allowing them
to act on the vector potential kernel. As a results, it is found that
J (0)x (r±, t) + limr→r±
∫
S±
K(r, r′0, t− tn)p(r′0, t) dS ′ =
− lim
r→r±
∫ tn
0
∫
S±
G(r, r′0, t− t′)p(r′0, t′) dS ′ dt′
− lim
r→r±
∫ t
tn
∫
S±
G(r, r′0, t− t′) · [p(r′0, t′)− p(r′0, t)] dS ′ dt′ (5.52)
where the function
G(r, r′0, t− t′) = −
(
µ0σ0xˆ
∂
∂t
− ∂
∂x
∇
)
·LA(r, r′0, t− t′) (5.53)
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has been introduced which will be referred to as the primary kernel to distinguish it
from K(r, r′0, t− tn). Note that
K(r, r′0, t) =
∫ t
0
G(r, r′0, t
′) dt′ (5.54)
hence the designation of K(r, r′, t) as the integrated kernel. Conﬁrmation of (5.54) is
found by reference to equations (5.50) and (5.51).
5.6 Discrete Approximation of the Unbounded Domain
Integral Operator
5.6.1 Integrated Kernel
For a current dipole source in an unbounded conductor, equation (5.21) gives the
vector potential kernel used in (5.50) to deﬁne the integrated kernel K(r, r′0, t). Thus,
for a volume crack between two planes x = x− and x = x+, it is found that
K0(r, r
′
0, t) =
∫ x+
x−
−µ0σ0G0(r, r′, t, t′)
+
∂2
∂x2
∫
G0(r, r
′, t− t′) d(t− t′) dx′. (5.55)
With U(s) = π−1/2e−s
2
, equation (5.55) may be expanded to give
4πK0(r, r
′
0, t) =
2
α2
exp
[
−(y − y
′)2 + (z − z′)2
α2
]
·
[
erf
(
x− x+
α
)
− erf
(
x− x−
α
)]
+
x− x+
R3+
[
erfc
(
R+
α
)
+ 2
R+
α
U
(
R+
α
)]
− x− x−
R3−
[
erfc
(
R−
α
)
+ 2
R−
α
U
(
R−
α
)]
(5.56)
where R2+ = (x− x+)2 + (y− y′)2 + (z− z′)2 and R2− = (x− x−)2 + (y− y′)2 + (z− z′)2.
With source and ﬁeld point in the plane x = x±, (5.56) becomes
4πK0(r, r
′
0, t) = −
2
α2
exp
[
−(y − y
′)2 + (z − z′)2
α2
]
· erf
(
a
α
)
− a
R3a
[
erfc
(
Ra
α
)
+ 2
Ra
α
U
(
Ra
α
)]
(5.57)
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where a = x+ − x− and R2a = a2 + (y − y′)2 + (z − z′)2.
Using the moment method, the integral equation for the dipole density is approxi-
mated by a matrix equation. This process has been carried out by expressing the dipole
density as an expansion in pulse functions deﬁned with respect to a set of rectangu-
lar boundary elements. The equation for the expansion coeﬃcients is found by point
matching. In this scheme, the matrix elements of the integrated kernel are given by
K
(0)
αβ (t) =
∫
Sβ
K0(rα, r
′
0, t) dS
′
0 (5.58)
where rα is the matching point and Sβ is the area of surface element β. In the case
of the self element, a variation on the deﬁnition, equation (5.58) is adopted, as shown
below. This is necessary because the singularity in the integrand means that the limit
in equation (5.20) must be taken following the integration.
K
(0)
00 (t) =
∫
S00−Sx
K0(0, r
′
0, t) dS
′
0 + I00 (5.59)
where Sx is the exclusion region, centered at the origin of a local coordinate system and
I00 is the integral over the exclusion zone given by
I00 = lim
r→r±
∫
Sx
K0(0, r
′
0, t) dS
′
0. (5.60)
The integral over the exclusion zone is evaluated assuming that the dimensions of Sx
are small compared with the diﬀusion length α.
Initially (5.57) is expanded as a power series in R0/α and integrated term by term.
The result is expressed as a power series in a small dimensionless parameter  = b/α
where b is a linear dimension of the exclusion zone. For a square exclusion zone of
dimension 2b× 2b it is found that [16]
I00 = c− 3
∞∑
ν=0
cν
2ν + erf
(
a
α
)
2
∞∑
ν=0
dν
2ν . (5.61)
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Provided  is small, only a few terms in the summation are needed to get a reasonable
approximation of I00. The coeﬃcients in the series are given by
c = lim
x0→x±
1
π
∫ b
0
∫ b
0
x0 − x+
[(x0 − x+)2 + y2 + z2]3/2
− x0 − x−
[(x0 − x−)2 + y2 + z2]3/2 dy dz (5.62)
In addition,
cν =
a
bπ
4√
π
(−1)ν+1
ν!(2ν + 3)
∫ 1
0
∫ 1
0
[(
a
b
)2
+ y2 + z2
]ν
dy dz (5.63)
and
dν = − 2
π
(−1)ν
ν!
∫ 1
0
∫ 1
0
[y2 + z2]ν dy dz. (5.64)
Evaluating c gives
c =
1
2
− 1
π
arctan
[
b2
a
√
2b2 + a2
]
. (5.65)
Evaluating the other coeﬃcients gives
c0 = − 4a
3bπ3/2
, and c1 =
8a
15bπ3/2
+
4a3
5b3π3/2
, (5.66)
d0 = − 2
π
, and d1 =
4
3π
, (5.67)
Note that it is necessary to ensure that the condition b << α is valid even at the ﬁrst
time increment where α is smallest. For the numerical calculations, the series (5.61)
is terminated at ν = 2. The arbitrary parameter b may be varied, subject to the
requirement that it is much smaller than the diﬀusion length, yet the numerical value
of K
(0)
00 (t) should remain largely unchanged. Numerical experiments conﬁrm that this
consistency check is satisﬁed.
5.6.2 Primary Kernel
From (5.53), it is found that for the unbounded domain term
G(0)(r, r′0, t− t′) = limx→x±
∫ x+
x−
−
(
µ0σ0
∂
∂t
− ∂
2
∂x2
)
·G0(r, r′, t, t′) dx′
= − erf(
a
α
)
2(t− t′)α2U
(
y
α
)
U
(
z
α
)
·
[
(y − y′)2 + (z − z′)2
α2
− 1
]
. (5.68)
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In general, the primary matrix elements are deﬁned by
Gαβ(t) =
∫
Sβ
G(0)(rα, r
′
0, t) dr
′
0. (5.69)
For an unbounded domain, a shift in the coordinates may be carried out to give
Gαβ(t) = G
(0)
α−β(t) =
∫
Sα
G(0)(rβ, r
′
0, t) dr
′
0 =
∫
Sβ−α
G(0)(0, r′0, t) dr
′
0, (5.70)
where G(r, r′0, t) is given by (5.68). For the self element
G
(0)
00 (t− t′) = −
2
(t− t′)α2 erf
(
a
α
) ∫ ∆y/2
0
∫ ∆z/2
0
[
y2 + z2
α2
− 1
]
U
(
y
α
)
U
(
z
α
)
dy dz
= − erf(
a
α
)
(t− t′)
∫ ∆y/2α
0
∫ ∆z/2α
0
(−1 + y2 + z2)U(y)U(z) dy dz
=
erf( a
α
)
2(t− t′)
[(
∆y
2α
)
U
(
∆y
2α
)
erf
(
∆z
2α
)
+
(
∆z
2α
)
U
(
∆z
2α
)
erf
(
∆y
2α
)]
(5.71)
For a general matrix element
G
(0)
jk (t− t′) =
−erf( a
α
)
2(t− t′)
∫ (j+1/2)∆y/α
(j−1/2)∆y/α
∫ (k+1/2)∆z/α
(k−1/2)∆z/α
(−1 + y2 + z2)U(y)U(z) dy dz
=
erf( a
α
)
8(t− t′){[yjU(yj)− yj−1U(yj−1)][erf(zk)− erf(zk−1)]
+ [erf(yj)− erf(yj−1)][zkU(zk)− zk−1U(zk−1)]} (5.72)
where yj = (j + 1/2)∆y/α and zk = (k + 1/2)∆z/α.
The image and partial reﬂection terms of the integrated and primary kernel are given
in Section 5.10.
5.7 Linear System
In the process of approximating equation (5.52) for the surface dipole density by a
discrete form, it is assumed that the ﬁeld can be represented with reasonable accuracy
as piecewise constant in space and piecewise linear in time. The discrete solution is
imposed by ﬁrst expanding the solution in terms of a superposition of pulse functions
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in space and forming a time dependent matrix equation by point matching. This gives
the form
J(t) + K(t− tn)p(t) = −
∫ tn
0
G(t− t′)p(t′) dt′ −
∫ t
tn
G(t− t′)[p(t′)− p(t)] dt′ (5.73)
where the matrix elements of G(t) and K are deﬁned by (5.69) and (5.58) respectively.
In parallel with equation (5.54),
K(t) =
∫ t
0
G(t′) dt′. (5.74)
The discrete equation with a piecewise linear approximation of the time variation requires
a further matrix deﬁned by
M(t) =
∫ t
0
G(t′)t′ dt′. (5.75)
The dipole density is approximated as piecewise linear, in equal time intervals, ∆.
As such it can be expanded as
p(t) =
k∑
j=1
p(tj)ψj(t), (5.76)
where tj = j∆, t ≤ tk and
ψj(t) =
{
1− |tj − t|/∆,tj−1 ≤ t < tj+1
0, otherwise.
(5.77)
Substitute (5.76) into (5.73) and let tk − tn = ∆t to give
J(tk) +K(∆t)p(tk) = −
k−1∑
j=1
p(tj)
∫ tj+1
tj−1
G(tk − t′) dt′
+
1
∆t
k−1∑
j=1
p(tj)
∫ tj+1
tj−1
G(tk − t′) |tj − t′| dt′
+
1
∆t
∫ tk
tk−1
G(tk − t′)p(tk)|tk − t′| dt′. (5.78)
Next, we evaluate the three terms in right hand side of (5.78) explicitly. The ﬁrst term
is evaluated using equation (5.74), which gives
−
k−1∑
j=1
p(tj)
∫ tj+1
tj−1
G(tk − t′) dt′ =
k−1∑
j=1
p(tj)
[
K(tk − tj+1)−K(tk − tj−1)
]
, (5.79)
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The second term is determined by taking advantage both (5.74) and (5.75),
1
∆t
k−1∑
j=1
p(tj)
∫ tj+1
tj−1
G(tk − t′)|tj − t′| dt′
=
1
∆t
k−1∑
j=1
p(tj)
{
(tk − tj)
[
K(tk − tj)−K(tk − tj−1)
]
−
[
M(tk − tj)−M(tk − tj−1)
]
− (tk − tj)
[
K(tk − tj+1)−K(tk − tj)
]
+
[
M(tk − tj+1)−M(tk − tj)
] }
, (5.80)
and the third term is found to be
1
∆t
∫ tk
tk−1
G(tk − t′)p(tk)|tk − t′|dt′ = p(tk)
∆t
M(∆t). (5.81)
Combing (5.78), (5.79), (5.80) and (5.81) gives
L(∆t)p(tk) = Y (tk), (5.82)
where
L(∆t) = K(∆t)− 1
∆t
M(∆t), (5.83)
and
Y (tk) = −J(tk) +
k−1∑
i=1
L(tk − ti)p(ti) (5.84)
with
∆tL(tk − ti) = (tk − ti−1)[K(tk − ti)−K(tk − ti−1)]
− (tk − ti+1)[K(tk − ti+1)−K(tk − ti)]
+ M(tk − ti+1) + M(tk − ti−1)− 2M(tk − ti) (5.85)
Initially p(t1) is calculated by solving (5.82) with Y (t1) = −J(t1). At the next time
interval p(t1) is used to in calculating Y (t2) but the same matrix, L(∆t) is used to ﬁnd
the new solution p(t2) and so on. Because the same matrix is used at each stage, it is
worthwhile computing the inverse of L(∆t) via an LU decomposition [49] allowing p(tk)
to be determined very quickly for all k.
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Figure 5.1 Experimental setup for measuring the induced magnetic ﬁeld
due to a subsurface crack in a conductive plate. The driver coil
has an exponentially rising current I = I0(1 − e−t/τ0) with the
time constant τ0 = 250µs.
Table 5.1 Probe C29 parameters
Inner radius r1 (mm) 8.72
Outer radius r2 (mm) 15.50
Length of windings z2 − z1 (mm) 6.88
Number of turns N 1008
Coil lift-oﬀ z1 (mm) 2.62
Hall lift-oﬀ zH (mm) 0.82
Current rise time τ0 (µs) 250
DC coil resistance R0 (Ω) 123
Isolated coil inductance L0 (mH) 23.13
Table 5.2 Aluminum alloy plate F5 and slot parameters
Plate thickness d (mm) 6.45
Conductivity σ0 (S/m) 2.28×107
Permeability µ0 (H/m) 4π × 10−7
Ligament thickness g (mm) 1.55± 0.05
Slot width a (mm) 0.35
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Table 5.3 Aluminum alloy plate F6 and slot parameters
Plate thickness d (mm) 6.45
Conductivity σ0 (S/m) 2.28×107
Permeability µ0 (H/m) 4π × 10−7
Ligament thickness g (mm) 1.09± 0.05
Slot width a (mm) 0.35
5.8 Numerical Results
A calibrated Hall sensor, mounted on the axis of an excitation coil was used to
determine the variation of the axial magnetic ﬁeld with time. The probe was placed
on a conducting plate containing a subsurface slot used to simulate a crack and eddy
currents excited by passing regular, well deﬁned current pulses through the coil via a
transconductance ampliﬁer [14]. The current pulses rise exponentially to 70mA with a
time constant, 250µs., according to component value in an RC ﬁlter. By subtracting the
background plate signal, Figure 5.2, the perturbed magnetic ﬁeld due to eddy current
interaction with the subsurface slot is found.
Simulations have been performed to study the normal component of the magnetic
ﬁeld along the coil axis perturbed by crack. The integral equation deﬁned in (5.20) is
approximated as a matrix equation and solved using the method of moment where the
crack region is divided into 40 cells in y axis and 30 cells in z axis. Note that the crack is
bisected by the xz plane. The matching points are located at the center of each element.
Assuming the dipole density within each cell is piecewise linear in the time and piecewise
constant in space, equation (5.38) can be approximated as
Hz(r, tk) =
∆t∆y∆z
6
k∑
i=1
N∑
j=1
{
[
2E(m)(r, r′j, tk−i+1) + E
(m)(r, r′j, tk−i)
]
· p(r′j, ti−1)
+
[
E(m)(r, r′j, tk−i+1) + 2E
(m)(r, r′j, tk−i)
]
· p(r′j, ti)
}
(5.86)
where N = Ny ×Nz, r′j is the center of each cell and E(m)(r, r′j, 0) = p(r, 0) = 0. Four
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Figure 5.2 Induced magnetic ﬁeld due to unﬂawed region of plate F5 and
F6.
even images and ﬁve odd images are considered in the evaluation of plate integrated
and primary kernel. The partial reﬂection terms are represented as asymptotic series
where the ﬁrst 3 terms are taken for numerical calculation. It has been tested the results
would not change much with more terms added. The radial spatial integral deﬁned in
(5.22), (5.40), (5.102), and (5.108) are approximated as series to save the computational
cost using the method described in [60] where the boundary is set to be 0.2m and the
series is truncated at 250 terms. Figure 5.3 and 5.4 plot the estimated magnetic ﬁeld
due the slots in plate F5 and F6 together with associated experimental measurements.
They show that numerical calculations successfully predict the induced magnetic ﬁeld
due to crack. The predications are only 2% and 6% higher than the experimental data
at the peak for the ideal crack case and the crack with 0.05mm opening. Instability
issue occurs when the crack opening continue to increase, as it is shown in Figure 5.4.
It is observed that the induced magnetic ﬁeld reaches its peak at about three times
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the time constant of the excitation current. The theoretical predictions are expected to
increase 10% when the crack opening is considered. The errors may be introduced in a
number of ways. The size of the cell, especially in y axis, may be too large to represent
the ﬁeld within the cell accurately. The experiment was performed assuming that the
slots in plate F5 and F6 are inﬁnite long along y axis. However, they are truncated to
be 120mm in the numerical modelling. Due to limited computational resources, only
40 cells are used in the y axis. On the other hand, Figure 5.5, 5.6, and 5.7 show the
distribution of dipole density evolving with time. It can be seen that the dipole density
varies signiﬁcantly along ρ direction at early times, whereas the dipole density is assumed
constant within each cell. Another source of numerical error may arise from the non-
vanishing behavior of the dipole density along the buried top edge due to the piecewise
constant discretization of the crack. A special element forcing the zero dipole density
at crack edge is being developed to overcome this problem. A critical parameter in
measurements on subsurface cracks is the distance from the crack edge to the surface of
the conductor, known as the ligament size. The results are sensitive to the value of this
parameter therefore a small error in its value may lead to signiﬁcant diﬀerences between
theory and experiment.
Figure 5.8, 5.9, and 5.10 show the induced electric current density on the crack
surface excited by the driver coil at three time moments. At early times, the ﬁeld is
localized near the plate surface. As time goes by, the ﬁeld penetrates into the plate
deeper and spreads out. Figure 5.11 shows the eﬀect of coil displacement. The induced
magnetic ﬁeld due to the crack in plate F5 decays very rapidly when the coil is moved
away from the coil.
106
0 0.5 1 1.5 2 2.5 3
0
200
400
600
800
Time (ms)
∆ 
H
z 
(A
/m
)
Expt.
Ideal crack
Open crack
Figure 5.3 Transient magnetic ﬁeld due to a subsurface crack in plate F5
when the coil is centered above the crack. The amplitude of
∆Hz is normalized to an excitation current of 1A.
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Figure 5.4 Transient magnetic ﬁeld due to a subsurface crack in plate F6
when the coil is centered above the crack. The amplitude of
∆Hz is normalized to an excitation current of 1A.
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Figure 5.5 Distribution of dipole density p(r, t) at 30 µs in plate F5.
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Figure 5.6 Distribution of dipole density p(r, t) at 750 µs in plate F5.
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Figure 5.7 Distribution of dipole density p(r, t) at 2250 µs in plate F5.
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Figure 5.8 Incident current density J(r, t) on crack surface at 30 µs in plate
F5.
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Figure 5.9 Incident current density J(r, t) on crack surface at 750 µs in
plate F5.
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Figure 5.10 Incident current density J(r, t) on crack surface at 2250 µs in
plate F5.
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Figure 5.11 Variation of ∆Hz due to a long crack in plate F5 when the coil
moves away from the crack.
5.9 Conclusion
An integral formulation has been developed to calculate the interaction of an ideal
crack with transient eddy currents in a conductor. By using the moment method, the
integral equation for the ﬁeld at the crack is approximated by a matrix equation and a
numerical solution computed. The discontinuity in the ﬁeld at the crack is expressed in
terms of a current dipole density which is found from the numerical approximation and
used to predict the external magnetic ﬁeld. These predictions have been compared with
measurements for the case of a subsurface rectangular slot which is used to simulate the
eﬀects of a crack on the eddy current distribution. The prediction and the experiment
show reasonable agreement.
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5.10 Appendix
5.10.1 Plate Integrated Kernel
In Section 5.6, matrix elements are evaluated from the unbounded domain integral
kernels. In this Appendix, the matrix elements for plate kernels are evaluated assuming,
as in the main text, that the crack lies between the plane x = x±. Initially, the integrated
kernel, deﬁned by equation (5.50), is written in an expanded form. Combining (5.9),
(5.21), (5.50) and (5.51) gives
K(r, r′0, t, t
′) = K−(r, r′0, t, t
′) +K+(r, r′0, t, t
′)
− Vyy−(r, r′0, t, t′)− Vyy+(r, r′0, t, t′)
(5.87)
The terms in (5.87) are deﬁned by
K−(r, r′0, t, t
′) =
∞∑
n=−∞
K0(r, r1n, t, t
′), (5.88)
K+(r, r
′
0, t, t
′) =
∞∑
n=−∞
K0(r, r2n, t, t
′), (5.89)
with the free space kernel K0(r, r
′
0, t, t
′) being given by (5.55),
Vyy−(r, r′0, t, t
′) = µ0σ0
∫ x+
x−
∂2
∂y2
V−(r, r′, t, t′) dx′, (5.90)
and
Vyy+(r, r
′
0, t, t
′) = µ0σ0
∫ x+
x−
∂2
∂y2
V+(r, r
′, t, t′)dx′, (5.91)
Note that K−(r, r′, t − t′) contains a term relating to the fundamental solution and re-
ﬂection contributions from the even images which means they are produced by an even
number of reﬂections. K+(r, r
′, t− t′) is due to odd images resulting from 2n− 1 reﬂec-
tions. Vyy− and Vyy+ are the second order derivative of V−(r, r′, t, t′) and V+(r, r′, t, t′),
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see (5.13) and (5.14). The matrix elements sought are expressed in terms of a function
Π(x, y, z, t) deﬁned such that
∂Π±(x− x′, y − y′, z ± z′, t− t′)
∂z
∣∣∣∣∣
x=x±
=
[
∂V±(r, r′, t− t′)
∂y
]
x=x±
. (5.92)
Using J ′0(x) = −J1(x), it is found that
Π−(x, y, z, t) = − y
4πρ
∫ ∞
0
[
F2(κ, 2d− z, t)− F2(κ, 2d + z, t)
]
J1(κρ) dκ (5.93)
and
Π+(x, y, z, t) = − y
4πρ
∫ ∞
0
[
F1(κ,−z, t)− F1(κ, 2d + z, t)
]
J1(κρ) dκ (5.94)
where Fm(κ, ζ, t) is deﬁned in (5.15) and ρ =
√
x2 + y2.
The corresponding matrix form of (5.87) is written as
Klm,LM(t) = K
(−)
l−L,m−M(t) + V
(−)
l−L,m−M(t) + K
(+)
l−L,m+M+1(t) + V
(+)
l−L,m+M+1(t) (5.95)
where l, L = 0, 1, . . . Ny − 1, m,M = 0, 1 . . . Nz − 1.
5.10.1.1 Even Image Terms
The ﬁrst term in (5.95) is evaluated by
K
(−)
l−L,m−M(t) =
∞∑
n=−∞
∫
SLM
K0(rlm, r1n, t) dS
′
=
∞∑
n=−∞
∫ (L+1/2)∆y
(L−1/2)∆y
∫ (M+1/2)∆z
(M−1/2)∆z
K0(yl − y′, zm − z′ − 2nd, t) dy′ dz′.
(5.96)
where rlm denotes a ﬁeld point on the crack surface (x±, y, z). Let yl− y′ = p, zm− z′−
2nd = q. Then dy′ = −dp, dz′ = −dq. Therefore,
K
(−)
l−L,m−M(t) =
∞∑
n=−∞
∫ (l−L−1/2)∆y
(l−L+1/2)∆y
∫ (m−M−1/2)∆z−2nd
(m−M+1/2)∆z−2nd
K0(p, q, t) dp dq (5.97)
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By collapsing l − L to l and m−M to m we further write
K
(−)
l,m (t) =
∞∑
n=−∞
∫ (l+1/2)∆y
(l−1/2)∆y
∫ (m+1/2)∆z+2nd
(m−1/2)∆z+2nd
K0(y, z, t)dydz (5.98)
where l = 0, · · · , Ny− 1 and m = −Nz +1, · · · , Nz− 1. K0(y, z, t) is derived from (5.57),
4πK0(y, z, t) = − 2
α2
exp
[
−y
2 + z2
α2
]
erf
(
a
α
)
− a
R3a
[
erfc
(
Ra
α
)
+ 2
Ra
α
U
(
R0
α
)]
. (5.99)
Note that R2a = a
2 + y2 + z2.
5.10.1.2 Even Partial Reﬂection Terms
The second term in (5.95) is evaluated by
V
(−)
l−L,m−M(t) = −µ0σ0
∫
SLM
∫ x+
x−
∂2
∂y′2
V−(rlm, r′0, t, t
′) dx′ dS ′
= −µ0σ0
∫ x+
x−
∫ (L+1/2)∆y
(L−1/2)∆y
∫ (M+1/2)∆z
(M−1/2)∆z
∂2Π−(x± − x′, yl − y, zm − z, t− t′)
∂y∂z
dy dz dx′ (5.100)
Following a transformation of integral variable illustrated in deriving (5.97) we get
V
(−)
l−L,m−M(t) = −µ0σ0
∫ x+
x−
∫ (l−L+1/2)∆y
(l−L−1/2)∆y
∫ (m−M+1/2)∆z
(m−M−1/2)∆z
∂2Π−(x± − x′, p, q, t− t′)
∂p∂q
dp dq dx′ (5.101)
and
V
(−)
l,m (t) =
µ0σ0
4π
∫ ∞
0
∫ x+
x−
[
ylJ1(κρl)
ρl
− yl−1J1(κρl−1)
ρl−1
]
dx′[
F2(κ, 2d− zm, t)− F2(κ, 2d + zm, t)
− F2(κ, 2d− zm−1, t) + F2(κ, 2d + zm−1, t)
]
dκ (5.102)
where yl = (l + 1/2)∆y, zm = (m + 1/2)∆z and ρl =
√
(x± − x′)2 + y2l .
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5.10.1.3 Odd Image Terms
The third term in (5.95) is evaluated by
K
(+)
l−L,m+M+1(t) =
∞∑
n=−∞
∫
SLM
K0(rlm, r2n, t)dS
′
=
∞∑
n=1
∫ (L+1/2)∆y
(L−1/2)∆y
∫ (M+1/2)∆z
(M−1/2)∆z
K0(yl − y′, zm + z′ +∆z + 2g + 2nd, t) dy′ dz′ (5.103)
where g is the ligament. Let yl − y′ = p, zm + z′ +∆z +2g +2nd = q. Then dy′ = −dp,
dz = dq and (5.103) becomes
K
(+)
l−L,m+M+1(t) = −
∞∑
n=−∞
∫ (l−L−1/2)∆y
(l−L+1/2)∆y∫ (m+M+3/2)∆z+2g+2nd
(m+M+1/2)∆z+2g+2nd
K0(p, q, t) dp dq. (5.104)
Again, we write
K
(+)
l,m (t) =
∞∑
n=−∞
∫ (l+1/2)∆y
(l−1/2)∆y
∫ (m+1/2)∆z+2g+2nd
(m−1/2)∆z+2g+2nd
K0(y, z, t) dy dz (5.105)
where l = 0, · · · , Ny − 1 and m = 1, · · · , 2Nz − 1.
5.10.1.4 Odd Partial Reﬂection Terms
The fourth term in (5.95) is evaluated by
V
(+)
l−L,m+M+1(t) = −µ0σ0
∫
SLM
∫ x+
x−
∂2
∂y′2
V+(rlm, r
′
0, t, t
′) dx′ dS ′
= µ0σ0
∫ x+
x−
∫ (L+1/2)∆y
(L−1/2)∆y
∫ (M+1/2)∆z
(M−1/2)∆z
∂2Π+(x± − x′, yl − y, zm + z +∆z + 2g, t− t′)
∂y∂z
dy dz dx′ (5.106)
Let yl − y = p, zm + z +∆z + 2g = q. Then dy = −dp, dz = dq and (5.106) becomes
V
(+)
l−L,m+M+1(t) = −µ0σ0
∫ x+
x−
∫ (l−L−1/2)∆y
(l−L+1/2)∆y
∫ (m+M+3/2)∆z+2g
(m+M+1/2)∆z+2g
∂2Π+(x± − x′, p, q, t− t′)
∂p∂q
dp dq dx′. (5.107)
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Further, we get
V
(+)
l,m (t) =
µ0σ0
4π
∫ ∞
0
∫ x+
x−
[
ylJ1(κρl)
ρl
− yl−1J1(κρl−1)
ρl−1
]
dx′[
F1(κ,−zm, t)− F1(κ, 2d + zm, t)
− F1(κ,−zm−1, t) + F1(κ, 2d + zm−1, t)
]
dκ (5.108)
where yl = (l + 1/2)∆y and zm = (m + 1/2)∆z + 2g.
5.10.2 Plate Primary Kernel
The primary kernel, combining (5.9), (5.21) and (5.53), is given by
G(r, r′0, t, t
′) = −
∫ x+
x−
(
σ0µ0
∂
∂t
− ∂
2
∂x2
)
·
∞∑
n=−∞
[
G0(r, r1n, t, t
′) + G0(r, r2n, t, t′)
]
− µ0σ0 ∂
2
∂y2
∂
∂t
V−(r, r′0, t, t
′)− µ0σ0 ∂
2
∂y2
∂
∂t
V+(r, r
′
0, t, t
′) dx′. (5.109)
From the primary matrix deﬁnition (5.69) we write
Glm,LM(t) = G
(−)
l−L,m−M(t) + G
(V−)
l−L,m−M(t)
+ G
(+)
l−L,m+M+1(t) + G
(V +)
l−L,m+M+1(t). (5.110)
The explicit expression of each terms in (5.110) can be derived by following the exact
methodologies used in deriving the integrated kernel.
The even image term G
(−)
l−L,m−M(t) is given by
G
(−)
l,m(t) =
∞∑
n=−∞
∫ (l+1/2)∆y
(l−1/2)∆y
∫ (m+1/2)∆z+2nd
(m−1/2)∆z+2nd
G0(y, z, t) dy dz (5.111)
where l = 0, · · · , Ny− 1 and m = −Nz +1, · · · , Nz− 1. G0(y, z, t) is derived from (5.68),
G0(y, z, t) = − erf(
a
α
)
2(t− t′)α2
[
y2 + z2
α2
− 1
]
U
(
y
α
)
U
(
z
α
)
. (5.112)
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The even partial reﬂection kernel term G
(V−)
l−L,m−M(t) is given by
G
(V−)
l−L,m−M(t) =
µ0σ0
4π
∫ ∞
0
∫ x+
x−
[
ylJ1(κρl)
ρl
− yl−1J1(κρl−1)
ρl−1
]
dx′[
F ′2(κ, 2d− zm, t)− F ′2(κ, 2d + zm, t)
− F ′2(κ, 2d− zm−1, t) + F ′2(κ, 2d + zm−1, t)
]
dκ (5.113)
where F ′m(κ, ζ, t) is the derivative of Fm(κ, ζ, t) with respective to t,
F ′m(κ, ζ, t) =
κ2e−t/τ
(µ0σ0)2
∞∑
n=0
2n+m∑
j=1
Cj2n+m(−2)j[Φ′j (1, 0, κ(2nd + ζ), t/τ)
− Φj (1, 0, κ(2nd + ζ), t/τ) ] (5.114)
with
Φ′n(a, b, k, t) =
1
(a− b)n
[
Ψ′0(b, k, t)−
n−1∑
j=0
(a− b)jΨ′j(a, k, t)
]
(5.115)
and
Ψ′n(a, k, t) =
(
n
2t
+ a2
)
Ψn(a, k, t) +
(
a− k
2t
)
Ψn−1(a, k, t). (5.116)
Note that yl = (l + 1/2)∆y, zm = (m + 1/2)∆z, and ρl =
√
(x± − x′)2 + y2l .
The odd image term G
(+)
l−L,m+M+1(t) is given by
G
(+)
l,m(t) =
∞∑
n=−∞
∫ (l+1/2)∆y
(l−1/2)∆y
∫ (m+1/2)∆z+2g+2nd
(m−1/2)∆z+2g+2nd
G0(y, z, t) dy dz (5.117)
where l = 0, · · · , Ny − 1, and m = 1, · · · , 2Nz − 1.
The odd partial reﬂection term G
(V +)
l−L,m+M+1(t) is given by
G
(V +)
l,m (t) =
µ0σ0
4π
∫ ∞
0
∫ x+
x−
[
ylJ1(κρl)
ρl
− yl−1J1(κρl−1)
ρl−1
]
dx′[
F ′1(κ,−zm, t)− F ′1(κ, 2d + zm, t)
− F ′1(κ,−zm−1, t) + F ′1(κ, 2d + zm−1, t)
]
dκ. (5.118)
where yl = (l + 1/2)∆y, and zm = (m + 1/2)∆z + 2g. []
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CHAPTER 6. INDUCED VOLTAGE IN AN ENCIRCLING
COIL DUE TO TRANSIENT EDDY CURRENTS IN A
CYLINDRICAL ROD
6.1 Introduction
A fundamental problems in eddy current nondestructive evaluation is to determine
the response measured by an induction coil due to its electromagnetic interaction with
a homogeneous conductive workpiece. For simple conductor geometries, closed form
analytical solutions can be used to compute probe signals and these solutions may form
a component of a numerical scheme to determine the probe response due to ﬂaws [32].
Using analytical methods and integrating such solutions into numerical code often en-
ables the accuracy and reliability of at least part calculation to be maintained while
keeping the computational cost low. This is especially true of transient ﬁeld calculations
since these are likely to be an order of magnitude more computer intensive than the
corresponding single frequency calculations.
An examples of analytical results for modelling transient eddy currents includes the
calculation of the normal coil voltage above a half-space conductor [14]. Similarly the
electromagnetic ﬁeld in a half-space excited by a normal coil can be determined directly
from time domain expressions. An eﬃcient calculation of the signal due to a ﬂaw in a
half-space can be achieved using integral methods and a dedicated half-space integral
kernel [15] but it is more general and more useful in a planar geometry to work with
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a plate as the host. In the case of a plate, the frequency domain expressions are more
complicated making it more diﬃcult to transform to the time domain directly using
the inverse Laplace transform. However, by expanding the expression for the pick-up
voltage as an asymptotic series, it is possible to transform to the time domain term-
by-term [39]. For numerical computations it is necessary to terminate such series and
because they converge rapidly, only a few terms are needed [41], [62]. An alternative
way of examining the asymptotic series for large time regime is to ﬁnd the poles of the
frequency expression and represent the time domain solution as a sum of exponential
functions [63]. This method has been used to determine the conductivity of a tube using
the long time tail of the transient magnetic ﬁeld within the tube where a single pole
was considered [64]. Two basic types of asymptotic series are available, one based on
the short time limit and one based on the long time limit. Thus a short or long time
asymptotic series
∑N
n=1 fn(t) is one that is asymptotic to a function F (t) in sense that the
diﬀerence vanishes in the limit as the time t goes to zero or inﬁnity, respectively. There
is a considerable region of overlap in their useful time range allowing tests consistency
to be made.
Here we examine short and long time series for describing the quasi-static electro-
magnetic ﬁeld interaction with a homogeneous conducting rod of inﬁnite length. This is
the most basic cylindrical conductor geometry providing a test case for examining the
feasibility representing solutions for more complex situations that may arise for in the
modelling to transient eddy current inspection of pipelines, bore holes and tubing.
6.2 Induced Electromotive Force
We consider the induced voltage in a pick-up coil due to eddy currents in an inﬁnite
rod of radius r. A driver coil carries current pulses and a pick-up coil senses changes in the
ﬁeld by electromagnetic induction. Both driver and pick-up are concentric with the rod,
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Figure 6.1 Driver and pick up coil circling a conductive rod
Figure 6.1. The ﬁeld in air satisﬁes the Laplace equation and can be found by separation
of variables. Expressing the solution for a coil in terms of a Fourier transform in the axial
direction, means that the radial dependence is represented by associate Bessel functions.
In the standard theory, one represents the ﬁeld in air due to eddy currents in the rod as an
integral superposition of terms having the form A(κ)K0(κρ) cos(κz). Similarly, the ﬁeld
in the conductor, which satisﬁes the Helmholtz equation, is written as an integral with
respect to the spatial frequency κ of an expression having the form B(κ)I0(γρ) cos(κz),
where γ =
√
κ2 + sµrµ0σ, s being the Laplace variable. An elementary ﬁeld due to a
current ﬁlament can be found in this way. The ﬁeld due to a coil of ﬁnite axial and
radial extent is then determined by integrating over the coil cross section. The pick-up
coil voltage can then be found by integrating the electric ﬁeld over the cross section of
the pick-up coil. Using the Laplace variable s to represent frequency, the result is given
by [32]
v(s) = sI(s)µ0
∫ ∞
0
J1(κ)J2(κ) κµrI0(κr)I1(γr)− γI1(κr)I0(γr)
κµrK0(κr)I1(γr) + γK1(κr)I0(γr)
dκ (6.1)
where I(s) is the driver current. The coil geometry is represented by the coil functions
J1(κ) and J2(κ) for driver and pick-up respectively and given by
J1(κ) = 4N1
κ3l1(r2 − r1)K(κr1, κr2) sin
(
κl1
2
)
, (6.2)
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J2(κ) = 4N2
κ3l2(r4 − r3)K(κr3, κr4) sin
(
κl2
2
)
(6.3)
and
K(x1, x2) =
∫ x2
x1
xK1(x)dx. (6.4)
For a unit current step function excitation I(s) = 1/s, the inverse Laplace transfor-
mation of (6.1) gives a result of the form
V (t) =
1
µrσ
∫ ∞
0
J1(κ)J2(κ)R(κr, tr/τ)e−t/τκ2dκ (6.5)
where τ = µ0µrσ/κ
2,
R(r, t) = L−1{R(r, s), t} = 1
2πi
∫
Br
R(r, s)est ds, (6.6)
R(r, s) = I0(r)I1(
√
sr)− c√sI1(r)I0(√sr)
K0(r)I1(
√
sr) + c
√
sK1(r)I0(
√
sr)
, (6.7)
and c = 1/µr.
6.3 Short Time Series
6.3.1 Large Argument Regime
To determine the inverse Laplace transform of the function (6.7), it is convenient to
write it in the form
R(r, s) = I1(r)
K1(r)
{
p(r) + q(r)
q(r) + c
√
sp(
√
sr)
− 1
}
(6.8)
where
p(z) = I0(z)/I1(z) and q(z) = K0(z)/K1(z). (6.9)
Now, the frequency dependent part is contained in the denominator of the ﬁrst term
in (6.8) and we focus on obtaining the time domain expression of F (s) = 1/[q(r) +
c
√
sp(
√
sr)]. For the large argument regime, we write
p(z) = 1 +
1
2z
+
3
8
1
z2
+
3
8
1
z3
+
63
128
1
z4
+ · · · = 1 + 1
2z
+
1
z
∆(z) (6.10)
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where
∆(z) =
3
8
1
z
+
3
8
1
z2
+
63
128
1
z3
+ · · · . (6.11)
Then, substituting (6.10) into F (s) gives
1
q(r) + c
√
sp(
√
sr)
=
1
q(r) + c
√
s
[
1 + 1
2
√
sr
+ 1√
sr
∆(
√
sr)
]
=
1
q(r) + c/2r + c
√
s
[
1 +
c∆(
√
sr)/r
q(r) + c/2r + c
√
s
]−1
=
1
c
1√
s + a
[
1 +
∆(
√
sr)
r(
√
s + a)
]−1
=
1
c
[
1√
s + a
− ∆(
√
sr)
r(
√
s + a)2
+
∆2(
√
sr)
r2(
√
s + a)3
− ∆
3(
√
sr)
r3(
√
s + a)4
+ · · ·
]
(6.12)
where
a =
q(r)
c
+
1
2r
. (6.13)
Since ∆(
√
sr) decreases with s, equation (6.12) is valid when s is suﬃciently large. The
inverse Laplace transform of (6.12) represents an asymptotic solution of R(r, t) for short
time regime.
6.3.2 Partial Fraction Series
Equation (6.12) can be inverted to the time domain term by term and this process
requires considering the inverse Laplace transform of
ψ˜mn =
1
(
√
s)m(
√
s + a)n
, (6.14)
which can be expressed as a partial fraction series
ψ˜mn =
1
an
m∑
i=1
(−1)i−1
ai−1
Cn, i
(
√
s)m−i+1
+
(−1)m
am
n∑
i=1
1
ai−1
Cm, i
(
√
s + a)n−i+1
(6.15)
where Ci,1 = C1, i = 1 and Ci, j = Ci−1, j +Ci, j−1, or Ci, j = (i+ j−2)!/(i−1)!/(j−1)!.
The ﬁrst summation is a linear combination of the term 1/(
√
s)n whose time domain
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expressions can be looked up from the Laplace transform table [34]. For the second
summation, it has been derived that [41]
L−1
[
1
(
√
s + a)n+1
]
= (4t)
n−1
2 ea
2tin−1erfc
(
a
√
t
)
− a(4t)n2 ea2tinerfc
(
a
√
t
)
(n = 0, 1, 2, · · ·). (6.16)
6.4 Long Time Series
For large time regime, we’d like to rewrite R(r, s) in (6.7) as
R(r, s) = R1(s)R2(s) =
I0(r)I1(
√
sr)/
√
s− cI1(r)I0(√sr)
K0(r)I1(
√
sr)/
√
s + cK1(r)I0(
√
sr)
, (6.17)
The nature of I1(
√
sr) and I0(
√
sr) reveals that both R1(s) and R2(s) are polynomials
of s. Inspired by the Heaviside expansion theorem, we write
R(r, t) 	
m∑
n=1
R1(an)
R′2(an)
e−t/τn (6.18)
where an is the n
th zeros of R2(s) and τn = −1/an. The series on the right hand side of
(6.18) represents an asymptotic solution of R(r, t) for large time regime.
6.5 Results
Equation (6.1) is reformulated for a truncated domain to give
v(s) =
π
h
sI(s)µ0
∞∑
i=1
J1(κi)J2(κi) · κiµrI0(κir)I1(γir)− γiI1(κir)I0(γir)
κiµrK0(κir)I1(γir) + γiK1(κir)I0(γir)
. (6.19)
where h is the length of rod being truncated. Note that κi satisﬁes sin(κih) = 0,
κi = iπ/h and γi =
√
κ2i + sµrµ0σ. For a step electric current excitation,
v(s) =
πµ0
h
∞∑
i=1
J1(κi)J2(κi)R(κir, γir). (6.20)
A comparison with (6.19) shows how R(κir, γir) is deﬁned. Using the shift theorem
gives
V (t) =
π
hµrσ
∞∑
i=1
κ2iJ1(κi)J2(κi)R(κir, tr/τi)e−t/τi . (6.21)
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Figure 6.2 Zeros of R2(s) for aluminum rod
Numerical calculations have been carried out to verify the short time series and large
time series using FFT results. The zeros ofR2(s) are found iteratively using a subroutine
“FindRoot” provided by Mathematica. Starting from the largest κi, the initial guess of
zeros are found visually by a plot of R2(s) verse s. When the zeros of R2(s) for κi are
found they are input as the initial guess of the zeros of R2(s) for κi−1 until i reaches
2, see Figure 6.2 and 6.3. The zeros of R2(s) for smaller κ spread wider as κ increases.
The time constants for each κ are partially listed in Table 6.3 and 6.4.
When the driver coil is excited by a step current the induced voltage V (t) in the pick-
up coil is evaluated using (6.21), where the series is truncated at 60 terms. The inﬁnite
Table 6.1 Probe parameters.
Driver coil (mm) Pick-up coil (mm)
Inner radius 16.0 12.5
Outer radius 20.0 15.0
Length 10.0 10.0
Number of turns 400 800
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Table 6.2 Rod parameters.
Material σ (MS/m) µr r (mm)
Aluminum 16.45 1 10.0
Steel 0.85 80 10.0
Table 6.3 Partial list of the time constant τn for aluminum rod.
n 1 2 3 4 5 6
κ1 1.705E-04 3.238E-05 1.318E-05 7.098E-06 4.427E-06 3.022E-06
κ2 6.799E-04 1.295E-04 5.270E-05 2.839E-05 1.771E-05 1.209E-05
κ3 1.524E-03 2.911E-04 1.185E-04 6.386E-05 3.984E-05 2.720E-05
κ4 2.698E-03 5.170E-04 2.107E-04 1.135E-04 7.081E-05 4.835E-05
κ5 4.194E-03 8.071E-04 3.290E-04 1.773E-04 1.106E-04 7.553E-05
...
...
...
...
...
...
...
κ58 4.098E-01 1.000E-01 4.272E-02 2.340E-02 1.470E-02 1.008E-02
κ59 4.237E-01 1.033E-01 4.417E-02 2.420E-02 1.521E-02 1.043E-02
κ60 4.348E-01 1.066E-01 4.564E-02 2.502E-02 1.573E-02 1.078E-02
rod is truncated to 100 times the coil length, h = 1m. The coil and rods parameters are
shown in Table 6.1 and 6.2. For short time regime, the ﬁrst three terms in the series
(6.12) are taken and two terms in ∆(z) are used. For large time series, the ﬁrst 33 zeros
are used for aluminum rod and ﬁrst 42 zeros are used for steel rod. Note that V (t) can
also be evaluated through the Fourier transform, which is used to verify the short and
large time series solutions described in this paper. The time step used in the Fourier
Table 6.4 Partial list of the time constant τn for steel rod.
n 1 2 3 4 5 6
κ1 1.561E-04 3.180E-05 1.308E-05 7.070E-06 4.416E-06 3.017E-06
κ2 5.364E-04 1.224E-04 5.147E-05 2.803E-05 1.756E-05 1.202E-05
κ3 1.048E-03 2.630E-04 1.134E-04 6.231E-05 3.922E-05 2.691E-05
κ4 1.666E-03 4.460E-04 1.969E-04 1.093E-04 6.911E-05 4.754E-05
κ5 2.392E-03 6.670E-04 3.003E-04 1.683E-04 1.070E-04 7.378E-05
...
...
...
...
...
...
...
κ58 2.300E-01 6.861E-02 3.263E-02 1.902E-02 1.245E-02 8.775E-03
κ59 2.379E-01 7.097E-02 3.375E-02 1.968E-02 1.288E-02 9.077E-03
κ60 2.460E-01 7.338E-02 3.489E-02 2.034E-02 1.331E-02 9.385E-03
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Figure 6.3 Zeros of R2(s) for steel rod
transform is 0.1µs and a total of 217 − 1 points are taken. The Fourier transform was
performed on a PC with Pentium IV 1.6GHz processor and 640M bytes memory and
took approximately 54 minutes. Most of the time is spent on evaluating function values
at each frequencies.
Figure 6.4 shows an excellent agreement between the short time series and FFT
results at short time regime while the large time series is consistent with FFT results over
all the time range considered. The two series agree with each other over a considerable
time range, from 1µs to 1000µs. The time cost for the results shown in Figure 6.4
calculated by short and large time series is typically less than 1 minute given all the
zeros of R2(s). Therefore, it is advantageous to use the series solution rather than FFT
when the values of only few points on the curve are required. Figure 6.5 plots the relative
error of the two series against FFT results for the aluminum rod. The error of short
time series solution decreases rapidly as the time decrease, which agrees with the fact
that the short time series is accurate at short time limit. The error of large time series
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decreases as time increases since the series is more accurate at long time limit. Figure
6.6 show the comparison for a steel rod where the curves maintain the similar shape to
those of the aluminum rod, but with much higher magnitude. Figure 6.7 plots the errors
of the curves in Figure 6.6 relative to FFT results.
Figure 6.8 and 6.10 show the induced EMF in the pick-up coil for the aluminum and
steel rod when the ﬁelds is excited by an exponentially rising current in the driver coil.
Again, the analytical solution of short time and large time series are veriﬁed.
6.6 Conclusion
Two asymptotic series have been developed to evaluate the transient electromagnetic
force induced in a pick-up coil encircling an inﬁnite rod with the ﬁelds excited by a step
electric current in a driver coil. Numerical calculations show that both series agree with
FFT results very well at their valid regimes respectively and have a considerable overlap
with each other over intermediate time range. For limiting case, only one or two terms
in the series are enough to give out accurate results. The work in this paper made a step
forward towards the derivation of time domain dyadic Green’s function in the cylindrical
coordinate.
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Figure 6.4 Aluminum rod: induced EMF in a pick-up coil. The ﬁelds is
excited by a step current in a driver coil.
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Figure 6.5 Aluminum rod: relative error of the short and large time series
solutions in Figure 6.4 compared with FFT results.
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Figure 6.6 Steel rod: induced EMF in a pick-up coil. The ﬁelds is excited
by a step current in a driver coil.
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Figure 6.7 Steel rod: relative error of the short and large time series solu-
tions in Figure 6.6 compared with FFT results
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Figure 6.8 Aluminum rod: induced EMF in a pick-up coil. The ﬁelds is
excited by an exponentially rising current I(t) = I0(1 − e−t/τ0)
with I0 = 1 and a time constant τ0 = 275µs in a driver coil.
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Figure 6.9 Aluminum rod: relative error of the short and large time series
solutions in Figure 6.8 compared with FFT results.
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Figure 6.10 Steel rod: induced EMF in a pick-up coil. The ﬁelds is excited
by an exponentially rising current I(t) = I0(1 − e−t/τ0) with
I0 = 1 and a time constant τ0 = 275µs in a driver coil.
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Figure 6.11 Steel rod: relative error of the short and large time series solu-
tions in Figure 6.10 compared with FFT results.
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK
The method of asymptotic series expansion has been developed to formulate the
transient response due to a conductive plate and a cylindrical rod for short and large time
regime. Numerical calculations based on the two asymptotic series have been validated
by the results computed using FFT and experimental measurements. A quasi-static time
domain dyadic Green’s function with its partial reﬂection part in asymptotic series form
has been derived for an electric source in a plate by transverse potential decomposition.
The acquisition of the Green’s function enables us to evaluate the transient response due
to a subsurface crack in a conductive plate using integral equation method. Predictions
of the external magnetic ﬁeld are in good agreement with experimental data.
The work conducted in this dissertation could be reﬁned and extended in a number
of ways. Special elements are desired on the top edge of the crack, which ensures the
vanishing of dipole density there. For a benchmark problem, it would be useful to
compute the transient response due to a curved crack instead of a rectangular one. An
eﬃcient inversion algorithm that recovers the crack position and shape could be the next
step along this line. The analytical formulation of the transient response due to a rod is
considered as a preliminary step in solving transient eddy current problems in structures
with cylindrical symmetry. In practical situation, a derivation of the transient response
due to a pipe would be more useful. To evaluate the time domain response of defects in
the rod or pipe a dyadic Green’s function tailored to corresponding geometry is required.
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Abstract
A structure representing an idealized through crack was formed by placing two copla-
nar aluminum rectangular plates next to one another with their edges separated by a
small distance. The coil impedance variation with position was measured as a coil was
moved over the adjacent plate edges. An analytical theory is used to evaluate the coil
impedance change due to the gap between the plates. This theory is based on the trun-
cated region eigenfunction expansion method. The diﬀerence between the eddy current
probe signal due to a notch compared with that of a crack can be partly accounted for by
the diﬀerence in the opening. We have investigated the eﬀect of varying the opening of
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the simulated crack and shown theoretically and experimentally how the coil impedance
changes with position, opening and frequency.
Introduction
For practical purposes, it is of great interest to evaluate the eﬀect of crack opening
in eddy current nondestructive evaluation. A number of models have been proposed to
predict the impedance change of a eddy current probe due to cracks with or without
opening. Often, a numerical scheme is used based on an integral equation formulation
[57]- [65] or diﬀerential equation formulation [66]. In the case of an ideal crack, its
opening is assumed to be zero and no current is allowed to ﬂow across it. Based on these
assumptions, the crack has been represented as a surface layer of current dipoles, which
is determined by an electric integral equation (EIFE) with dyadic Green’s function
kernel. An approximate numerical solution was found by using a boundary element
method [57], [67] and the impedance change of an eddy current probe due to the crack
was found using reciprocity theorem. In this approach, the crack is the only region
that needs to be meshed. Alternatively, in the work of Albanese et al [68], an integral
formulation in terms of a two component vector potential was used and a solution found
using an edge element scheme where the whole of conductive plate was discretized.
Again, a reciprocity theorem was used to calculate the crack signal. Later, this work
was extended to consider cracks with ﬁnite opening and the eﬀect of crack opening was
investigated [69]. The diﬀerential equation formulation is often associated with ﬁnite
element solution, which approximates Maxwell equations in their diﬀerential form by a
sparse matrix equation [66]. The discretization involves both the crack and conductive
parts. Such numerical schemes that require a discrete approximation of the ﬁeld over a
large region require large computational resources.
Recently, a method based on eigenfunction expansion and region truncation has
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been proposed to determine the impedance of an eddy current probe over a right angle
conductive wedge [70]. This new technique has a number of advantages. First, it allows
the match of interface conditions at two perpendicular surfaces simultaneously. Second,
it signiﬁcantly reduces the computational cost while the accuracy is well under control.
Based on this new method, an alternative to traditional numerical methods has been
developed to compute the impedance change of an eddy current probe due to through
cracks simulated by using two coplanar plates.
Formulation
Figure A.1(a) shows the geometry of the problem to be investigated in this paper.
An idealized through crack was formed by placing two coplanar aluminum rectangular
plates next to one another with their edges separated by a small distance 2c. A coil,
Figure A.1(a), is placed on the plates with its axis normal to the plate faces and d denotes
the distance between the axis of coil and z axis. The dimensions of plates in x and y
direction are large compared with the coil radius such that end eﬀects are negligible.
The plates have a thickness of 2b in z direction and the plane x = 0 bisects the gap
between the plates. An analytical model is outlined here to evaluate the impedance
variation of the coil as it moves across the gap.
Scalar Decomposition
In solving electromagnetic problems, it is often desirable to express the vector ﬁelds
in terms of scalar quantities. It is well known [71] that the magnetic ﬂux density can be
written as
B = ∇×∇×W (A.1)
and
W = xˆWa + xˆ×∇Wb (A.2)
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Figure A.1 An eddy current coil over two coplanar conductive plates next
to one another with their edges separated by a small distance.
Note that in (c), (d), (e), (f), the arrow pointing to the left indi-
cates the current in the coil ﬂows in clockwise direction viewed
from above and the arrow pointing to the right indicates current
ﬂows in counterclockwise direction.
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with the x axis as the preferred direction. Note that W has two components, the
transverse electric potential Wa and the transverse magnetic potential Wb, both of which
satisfy the Laplace equation in a nonconductive source free region in the quasi-static
limit.
With the Fourier transformation with respect to y deﬁned as
W˜a,b(x, v, z) =
∫ ∞
−∞
Wa,b(x, y, z)e
−vy dy, (A.3)
and its inverse as
Wa,b(x, y, z) =
1
2π
∫ ∞
−∞
W˜a,b(x, v, z)e
vy dv, (A.4)
W˜a and W˜b satisfy the Helmholtz equation,[
∂2
∂x2
+
∂2
∂z2
− (v2 + k2)
]
W˜a,b = 0, (A.5)
in the Fourier domain for the region of a homogeneous plate having a conductivity σ
and a permeability µ0. Note that k
2 = ωµ0σ and k
2 = 0 for air.
It is helpful to consider the electromagnetic ﬁeld in this problem as the sum of a
predeﬁned source ﬁeld generated by the coil and the ﬁeld due to the induced current in
the conductive plate. To complete the formulation, the source ﬁeld in the absence of the
plate is speciﬁed next.
Source Field
The problem can be largely simpliﬁed by considering four identical coils at the image
positions of the original coil with respect to x = 0 plane and z = 0 plane, see Figure
A.1(c). A solution is said to be of even parity if the current in the symmetrically placed
coils ﬂows in the same azimuthal direction. On the other hand, a solution is said to be
of odd parity if the current in an image coils ﬂows in the opposite azimuthal direction.
Thus, the electromagnetic ﬁeld produced by the coil in Figure A.1(a) is the sum of the
four ﬁelds whose sources and parity are depicted in Figure A.1(c), (d), (e) and (f). For
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each combination of even and odd parity, we only need to work out the solution in the
region x > 0 and z > 0, as it is shown in Figure 1(b), and write down the solutions
in other regions using symmetry considerations. Therefore, we focus on deriving the
solution of the even (x = 0) - even (z = 0) case, Figure A.1(c). A truncation boundary
is imposed at x = a where the normal component of magnetic ﬂux density vanishes. To
solve for the electromagnetic ﬁeld, the boundary conditions of transverse electric and
transverse magnetic potential must be identiﬁed. The magnetic ﬂux density components
are given by
Bx =
∂2Wa
∂x2
− k2Wa, By = ∂
2Wa
∂x∂y
+ k2
∂Wb
∂z
and Bz =
∂2Wa
∂x∂z
− k2∂Wb
∂y
. (A.6)
It can be inferred from the continuity of magnetic ﬂux density that the transverse electric
potential satisﬁes :
∂2Wa
∂x2
∣∣∣∣∣
x=0
= 0, and
∂2Wa
∂z2
∣∣∣∣∣
z=0
= 0 (A.7)
for even parity boundaries at x = 0 and z = 0 and
∂Wa
∂x
∣∣∣∣∣
x=0
= 0, and
∂Wa
∂z
∣∣∣∣∣
z=0
= 0 (A.8)
for odd parity boundary. With the parity boundary and truncation boundary condition
in view, the transverse electric potential representing the even-even source solution in
the absence of the plate is a solution of (A.5) having the form
∂W˜ (0)a
∂x
=
1
2
sinh(vz)C
(0)
0 +
1
2
∞∑
i=1
cos(uix) sinh(κiz)C
(0)
i , (A.9)
where κi =
√
u2i + v
2 with a positive real part. This form guarantees that the normal
component of the magnetic ﬂux density on the domain boundary at x = 0 is zero since
∂2W˜
(0)
a
∂x2
is zero on this boundary. Choosing the eigenvalues ui = iπ/a ensures that the
normal magnetic ﬂux density at the boundary plane x = a, is zero, see Figure A.1(b).
The coeﬃcients C
(0)
i are the same as those found for a single coil given [70]. Equation
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(A.9) represents a quarter of the ﬁeld due to a coil with N turns and carrying a current
I. For a coil whose geometrical parameters are given in Figure A.1(a),
C
(0)
i = iπµ0I
N cos(uid)
a(r2 − r1)(h2 − h1)
χ(κir1, κir2)(e
−κih1 − e−κih2)e−κib
κ4i
, (A.10)
where 0 = 1 and i = 2 for i = 1, 2, 3... Also we have deﬁned
χ(a1, a2) =
∫ a2
a1
J1(r) rdr, (A.11)
which can be computed from a numerical representation of a Meijer G-function or using
numerical routines for Struve and Bessel functions [72].
Impedance
The region above the plane z = b is designated region 1 and the region in which
0 ≤ z ≤ b is region 2, Figure 1(b). Correspondingly, potentials due to induced current
and their associated expansion coeﬃcients are given superscripts “(1)” whereas the su-
perscript “(0)” refers to the prescribed whole domain coil solution for a non-conductive
region deﬁned in previous section.
The solution of (A.5) for the region above the plane z = b but below the upper coil
(b ≤ z ≤ b + h1), Figure 1(b), is written
∂W˜ (1)a
∂x
=
1
2
sinh(vz)C
(0)
0 + e
−v(z−b)C(1)0 +
1
2
∞∑
i=1
cos(uix)
[
sinh(κiz)C
(0)
i + e
−κi(z−b)C(1)i
]
,
(A.12)
where the C
(0)
i are prescribed in terms of the source parameters by (A.10). To ensure
that the x-component of the magnetic ﬂux at the boundary x = a is zero, we retain the
discrete values ui = iπ/a. In satisfying (A.5), the correct z-dependence again requires
that κi =
√
u2i + v
2, where the root with positive real part is taken. The coeﬃcient C
(1)
0
and C
(1)
i for an even source have been found by applying the continuity condition of
tangential magnetic ﬁeld at z = b and x = c interfaces [70].
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The impedance change due to the presence of induced current in a conductor is
derived by calculating the rate of change of ﬂux linkage to the coil from the z-component
of magnetic ﬂux density due to eddy currents:
I∆Z=− j2πωN
(r2 − r1)(h2 − h1) ×
[∫ ∞
−∞
(e−vh1 − e−vh2)
v3
χ(vr1, vr2)C
(1)
0 dv +∫ ∞
−∞
∞∑
i=1
(e−κih1 − e−κih2)
κ3i
cos(uid)χ(κir1, κir2)C
(1)
i dv
]
. (A.13)
The contributions from Figure A.1(d), (e) and (f) can be worked out in a similar way
using diﬀerent boundary conditions at x = 0 and z = 0. Finally, the sum of these four
parts gives the coil impedance change due to the gap.
Result
The change in coil impedance ∆Z = Z(d)−Z0 was measured as a function of coil the
coordinate d when a cylindrical air-cored coil was scanned across the idealized through
cracks formed by placing two coplanar aluminum 2024 plates parallel to each other. The
axis of the coil bisects the gap when d = 0. The reference impedance Z0 is the coil
impedance measured above the plate, which is obtained by averaging the impedance
measurements at the start and end points at each scan. Constant width air gaps were
produced by inserting appropriate color coded shims with uniform thickness between
the two plates. The parameters of coil and plates are shown in Table 1, where the
conductivity of the plates was measured by a commercial conductivity meter Zetec MIZ-
21A. The dimension of the coil was signiﬁcantly larger than the width of air gap which
means the eﬀects of the imperfections of the plate edge are small. The impedance of coil
was measured by an Agilent 4294A Precision Impedance Analyzer. The experiments
were carried at frequencies far below the resonant frequency of the coil such that no
correction is required for the eﬀect of stray capacitance.
Figure A.2 and Figure A.3 show good agreements between theoretical predictions
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Figure A.2 Change in coil resistance and inductance as a function of coil
center position for coil C5 scanned across two gaps between two
coplanar Al 2024 plates at 480Hz with constant coil liftoﬀ. The
circles represent the experimental measurement and the lines
are theory prediction. (a) Resistance change. (b) Inductance
change.
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Figure A.3 Change in coil resistance and inductance as a function of coil
center position for coil C5 scanned across two gaps between two
coplanar Al 2024 plates at 9980Hz with constant coil liftoﬀ. The
circles represent the experimental measurement and the lines
are theory prediction. (a) Resistance change. (b) Inductance
change.
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and experimental results at low and high frequencies. Equation (A.13) was coded in
Mathematica and it took less than two minutes for the algorithm to compute the coil
impedance at 40 positions. It can be seen that the coil resistance variation is very
diﬀerent at low and high frequencies. At low frequency, the resistance change increases
to a peak, then decreases to a minimum as the coil is moved towards and across the
crack. At high frequency, the resistance increases monotonically to a maximum at d = 0.
Figure 4 shows the eﬀect of crack opening on the coil impedance change with coil C5
centered over the crack. The ﬁgure shows that both the resistance and reactance vary
almost linearly with the width of the gap. This result indicates that crack opening may
be deduced from eddy current probe impedance measurements.
Conclusion
The truncated region eigenfunction expansion method has been used to compute
the impedance of an eddy current probe due to through cracks formed by two coplanar
plates. The derived formulae have been validated by demonstrating a good agreement
between theoretical predictions and experimental results. The eﬀect of crack opening
was investigated and it was found that coil impedance varies linearly with crack opening.
Coil impedance scans measured at diﬀerent frequencies show that the resistance change
Table A.1 Parameters for coil C5 and conductive plate
Coil
Outer radius 18.04 mm Inner radius 9.33 mm
Coil length 10.05 mm Coil lift-oﬀ 1.92 mm
Free space inductance (Exp) 84.8 mH Number of turns 1910
Free space resonant frequency 125 kHz
Plate
Conductivity 17.40 MS/m Permeability 1.0
Dimensions 203.20 x 152.40 x 6.57 mm
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Figure A.4 Normalized coil resistance change with coil C5 centering over
the crack. (a) Resistance change. (b) Reactance change.
varies diﬀerently at the low and high frequency limit.
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