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Topological phases in classical wave systems, such as photonic and acoustic, have been actively 
investigated and applied for wave guiding, lasing, and numerous other novel phenomena and 
device applications Topological phase transitions enable robust boundary states, and the field has 
been broadening recently into a vast variety of systems with temporal modulations and 
interactions. Floquet modulation, for example, is the modulation applied periodically in time 
which may break symmetries and leads to novel topological phases.  
Introducing non-Hermitian Floquet modulation enables more interesting phenomena including 
bandgap in imaginary part of the spectrum and gainy/lossy topological edge states with complex 
energy values. An example of interactions, on the other hand, is introducing excitons or phonons 
to create polaritons - half-light and half-matter quasiparticles - in respective photonic systems. In 
the latter case, the strong coupling between photonic and solid-state degrees of freedom 
introduces avoided crossing and band repelling, opening bandgaps where topological properties 
transit partly from photonic bands to polaritonic bands. 
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Recently, a new kind of topological states in topological structures, known as higher order 
topological insulators (HOTIs), have drawn attention of research. HOTIs hold higher order 
topological boundary states, including 0D corner states in 2D structures, as well as 0D and 1D 
states in 3D systems, which are induced by non-zero bulk polarization. We investigated different 
types of HOTIs, including Wannier-type and multipolar HOTIs, in acoustic and photonic systems, 
as well as the effect of long-range interaction in photonic HOTI system.  
The layout of this dissertation is as follows. The first section contains the basic, introductory 
concepts of topological insulators, topological invariants, Floquet topology, higher order 
topological insulators, and exciton/phonon polaritons. 
In Chapter 2, we introduced a new type of Floquet modulation, which is diagonal and non-
Hermitian, to an analytically treatable classical wave system based on kagome lattice, which has 
potential implementations in photonic, acoustic of mechanic systems. In the case of purely 
imaginary on-site Floquet modulation, novel phases and transitions take place with the 
increasing amplitude of modulations, including a pseudo-Hermitian phase induced by a small 
modulation, and distinguishable bands in complex space under larger modulations, which give 
rise to the emergence of complex edge states, thus enabling the possibilities of new edge state 
applications, including edge-state lasing. 
In Chapter 3, we look into Wannier type higher-order topological states. We observed a new kind 
of corner state that had not been seen in other classical systems such as acoustic. By conducting 
analytical, numerical, and experimental studies, we confirmed this new corner state is induced by 
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long-range interactions in photonic systems. We designed and experimentally studied two 
photonic metasurfaces, one is the design in waveguide under microwave, and the other is for 
near and mid IR which also is an all-dielectric structure distinguish from the previous one. The 
observation of corner modes in both photonic systems, especially this new type II corner mode, 
is a strong prove of the existence and formation of long-range interaction induced corner mode. 
Chapter 4 is a follow-up on higher order topological (HOT) states, but we present a broader 
variety of HOTIs in this chapter, with higher dimensions such as 3D octupole system. Different 
from Wannier type in the previous chapter, multipole HOT states are induced by nontrivial 
nested Wilson loop in a hierarchy of gapped boundary states. We overcame the technical and 
design difficulties and successfully fabricated 3D octupole lattice, and we experimentally 
observed 0D corner states in the proposed 3D system.  
Chapter 5 includes examples of interactions between exciton or phonon with photonic 
topological systems. While different in the origin of quasi-particle flat bands, their interactions 
are very similar and leads to novel results under strong coupling, including topological 
transitions from photonic bands to polaritonic bands, and edge states carrying exciton or phonon 
fractions. Both types of polaritons have been observed experimentally, and related techniques, 
such as tuning the position of flat band by temperature, which enabled a more flexible approach 
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Basic concepts of classical wave topological systems 
1.1 Topological Insulators 
In the field of physics, it is not uncommon that we borrow concepts from mathematics to explain, 
express, or even analog certain physical ideas and phenomena. The word topology in 
“topological insulator” is such an analog derived from a mathematical concept. As an important 
topic in mathematics, topology studies the geometric properties preserved under continuous 
deformations. If such a continuous deformation and its inverse map exists between two 
topological spaces, we call such mapping a homeomorphism, and the two topological spaces are 
homeomorphic to each other. A famous example of homeomorphism considers the question on 
whether you can change a mug into a donut through continuous deformation, to confirm that they 
have the same topological properties, or are topologically identical. A mathematical description 
of such property is given by the Gauss-Bonnet theorem, which shows the relation between the 
curvature of a manifold 𝑀 and its topology via the expression  
∫ Κ 𝑑𝑆 = 2𝜋 𝜒𝑀 =𝑀 4𝜋(1 − 𝑔),                                      (1.1) 
where 𝑔 is the genus (number of “holes”) of the surface. Two manifolds with the same genus 𝑔 
can deform continuously to each other, and since 𝑔 is an integer, the integral will always give a 
result of 4𝜋 times an integer. We thus call the genus 𝑔 a topological invariant, since this quantity 
cannot change under continuous deformation not involving intersection of boundaries of the 
body [9]. In our previous donut and mug example, these two surfaces both have one “hole”, 
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indicating an equal genus 𝑔 = 1, thus have the same topology and can continuously deform into 
each other. 
 
Figure 1.1 – Demonstration of topology and continuous deformation. A donut and a mug are 
topologically equivalent, both has g=1 thus they can continuously deform into each other. 
 
In topological insulators, we also study a similar kind of invariants related to the phases, which 
are preserved under any adiabatic transformation of the Hamiltonian until the energy surfaces 
“cross”, thus we borrow the concept from mathematical topology and call them topological 
invariants. One of the earliest establishments of the concepts of topological insulators dates back 
to 1980s [10], where physicists used a topological invariant to explain the Quantum Hall effect. 
The Quantum Hall effect was discovered in a system of 2D electron gas under a strong magnetic 




the Fermi level lies in the gap between Landau Levels, and D. J. Thouless, M. Kohmoto, M. P. 
Nightingale, and M. den Nijs related the number to an invariant of phase factor change [10]. This 
invariant, later named as Chern number, is a topological variant that does not change if the 




1.2 Berry phase  
The phase of physical quantities is an important aspect in modern physics. Berry phase, a widely 
used concept in topological insulator studies today, was named after Sir Michael Berry who 
studied the geometrical phases in adiabatic quantum systems [11]. Berry phase (geometric phase) 
defines the global phase difference that occurs when tracing along a closed path adiabatically in 
the Bloch vectors space, and the physical quantities will remain the same except for an extra 
phase difference [12].  
Starting from a spatial periodic Hamiltonian of quantum phases 𝐻(𝐫, 𝐤), where 𝐻(𝐫 + 𝑎0, 𝐤) =
𝐻(𝐫, 𝐤). The periodic Hamiltonian follows Bloch theorem [13,14] 
𝜓𝑛,𝐤(𝑟) = 𝑒
𝑖𝑘∙𝑟𝑢𝑛,𝐤(𝑟)                                              (1.2) 
Where 𝑢𝑛,𝐤(𝑟) is the 𝑛-th eigenstate of the Bloch wave function 
𝐻𝑘 = 𝑒
−𝑖𝑘∙𝑟𝐻(𝑟, 𝑘)𝑒𝑖𝑘∙𝑟                                              (1.3) 
𝐻𝑘𝑢𝑛,𝐤(𝑟) = 𝐸𝑛𝑢𝑛,𝐤(𝑟)                                              (1.4) 
𝐸𝑛 represents the nth energy band of the spectrum. 
Berry phase can get from calculating a path integral of Berry Connection 𝓐𝑛(𝑘) 
𝜙 = ∮𝓐𝑛(𝑘)𝑑𝑘                                                    (1.5) 
Where 𝓐𝑛(𝑘) can get from 
𝓐𝑛(𝑘) = 𝑖⟨𝑢𝑛,𝐤|∇𝑘𝑢𝑛,𝐤⟩                                             (1.6) 




𝜙 =  −Im∮⟨𝑢𝜆|𝜕𝜆𝑢𝜆⟩ 𝑑𝜆 =  ∮⟨𝑢𝜆|𝑖𝜕𝜆𝑢𝜆⟩ 𝑑𝜆                                (1.7) 
In classical wave system, Hamiltonian can be expressed in discrete parametric space. Berry 
phase can also be expressed as [12] 
𝜙 = −𝐼𝑚 ln [⟨𝑢𝑘+𝑑𝑘|𝑢𝑘⟩],                                              (1.8) 
where |𝑢𝑘⟩  is parametrized wave vector eigenmode of the Hamiltonian. We will see more 
examples in the following sections and chapters. 
 
1.3 Berry curvature, Chern number 
When we calculate the Berry phase along a loop which is small enough in the momentum space, 
the Berry phase can be treated as a local curvature at certain point in the momentum space. This 
local curvature is called Berry curvature. The graph of the curvature would show the 
characteristic of topology of the respective band throughout the whole Brillouin Zone [12].  
The relationship of Berry connection (Eq. (1.6)) and Berry Curvature is given by: 
Ω𝑛(𝑘) = ∇ ×𝓐𝑛(𝑘)                                                  (1.9) 
In 2D parameter space, Eq. (1.9) can also be written as 
Ω𝑛(𝑘) = 𝜕𝑘𝑥𝓐𝑛(𝑘𝑦) − 𝜕𝑘𝑦𝓐𝑛(𝑘𝑥) = −2Im ⟨𝜕𝑘𝑥𝑢𝑛,𝐤|𝜕𝑘𝑦𝑢𝑛,𝐤⟩            (1.10) 
Using Stokes’ theorem, we can define Berry flux through a surface S, and relate it to Berry phase 
Φ𝑆 = ∫ Ω𝑛(𝑘)𝑑𝑆 = ∮ 𝓐𝑛(𝑘)𝑑𝑝 = 𝑝𝑆 𝜙𝑝                               (1.10) 
A summation/integration of the Berry curvature of a certain band in the entire Brillouin Zone 
gives a topological invariant, and in a Chern insulator, the total phase is always an integer times 
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2𝜋, and that integer is unchanged if the system does not go across the boundary of topological 





∮ Ω𝑛(𝑘)𝑑𝑆𝑆 .                                                (1.10) 
A non-zero Chern number indicates non-trivial topology of the system. 
 
 
Figure 1.2 - Berry curvature demonstration. In discrete space calculation, Berry phase can be 
calculated via the summation of infinitesimal loops of Berry curvatures. As the phases between 
the shared edge of two nearby units cancel out, it’s easy to see that the summation of the phase is 
equal to the phase through the outer loop. 
 
1.4 Bulk-boundary correspondence 
Since both the topological invariant we calculated from bulk Hamiltonian (Chern number, etc.) 
and the number of edge states in a topological system indicate the topological status of the 
system and keep unchanged under adiabatic deformation, we can establish a correspondence that 
the invariant we calculate from the wavefunction of the bulk state can predict the edges invariant 
or number of edge states in our system. Thus, there is the relationship between the two quantities 
referred to as Bulk-boundary correspondence [2,15]. 
6 
 
We define the Chern number of a bandgap as the summation of all Chern numbers of the bands 
below the bandgap (lower energy bands). As a result, the number of edge states is equal to 
bandgap Chern number, thus by calculating the bulk Chern number, topological edge states 
(boundary states for other dimensions) can be predicted. 
 
1.5 Polarization theory, bulk polarization 
We start studying the relationship between polarization and topology from a simple 1D Su-
Schrieffer-Heeger (SSH) model [16]. SSH model is a unit cell with two sites connected linearly, 
with a difference in the intercell and intracell coupling strengths. The Hamiltonian of SSH model 
is a 1D tight binding model: 
𝐻𝑆𝑆𝐻 = ∑ 𝑡1𝑐𝑎,𝑖
† 𝑐𝑏,𝑖 + 𝑡2𝑐𝑎,𝑖+1
† 𝑐𝑏,𝑖,                                       (1.11) 
where  𝑡1 and 𝑡2 representing intracell and intercell hopping, respectively. 
In classical electromagnetics, the polarization P is defined as the dipole moment of unit volume: 
𝜌 =  −∇ ∙ 𝐏, and at the boundary of one-dimensional system, the polarization is related to the 
boundary charge  [17]. Now we investigate two extreme cases, where intercell hopping 𝑡2 is zero, 
and intracell hopping 𝑡1 is zero, respectively. When t2 = 0, we can see the chain as a series of 
individual unit cells. The average position of eigen mode would be at the center of the unit cell 
without a shift. However, when t1 = 0, the energy center will shift out of the unit cell, and at 
each end of the structure, there will be “dangling sites” with charges at the boundary, yielding a 
nontrivial polarization  [15]. 
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This is a simple and figurative way to describe the emergence of nontrivial polarization, but it 
cannot be used in periodic structures as the boundary charge is ill defined. Therefore, we need to 
look into the physical formulation of polarization [18], and introduce description methods and 
topological invariants including Wilson loop and Wannier Center. 
We describe the polarization using Wilson loop, which follows a similar formation of calculating 
Berry phase, that we loop over a direction ks and find the phase difference. 
𝑊2𝜋+𝑘𝑠←𝑘𝑠,𝑘𝑡 = 〈𝑢2𝜋+𝑘𝑠,𝑘𝑡|𝑢2𝜋+𝑘𝑠−𝛿𝑘,𝑘𝑡〉〈𝑢2𝜋+𝑘𝑠−𝛿𝑘,𝑘𝑡|𝑢2𝜋+𝑘𝑠−2𝛿𝑘,𝑘𝑡〉 … 〈𝑢𝑘𝑠+2𝛿𝑘,𝑘𝑡|𝑢𝑘𝑠+𝛿𝑘,𝑘𝑡〉 
〈𝑢𝑘𝑠+𝛿𝑘,𝑘𝑡 |𝑢𝑘𝑠,𝑘𝑡〉.                                                                                                               (1.12) 
In two dimension and higher systems, bulk polarization is defined as  
𝑝𝑠 = 1/𝑁𝑘 ∑ 𝑣𝑠
𝑗




(𝑘𝑡)|𝑣𝑗,𝑘〉,                                    (1.14) 
where 𝑣𝑠
𝑗
(𝑘𝑡) is the eigenvalue of the Wilson loop 𝑊2𝜋+𝑘𝑠←𝑘𝑠,𝑘𝑡, which we define as Wannier 
center, describing the electron position shift along direction ks at momentum kt. Eq.(1.13) thus 
indicates that bulk polarization is the average position of the Wannier center along direction ks.  
 
Fig 1.3 - The unit cell of SSH model. (a) SSH lattice with 2 sites per unit cell, with 𝑡1 and 𝑡2 as 
the intracell and intercell hopping, respectively. (b) the case where 𝑡2 = 0, the polarization in this 
case is zero. (c) the case where 𝑡1 = 0, the polarization in this case is non-zero as the dangling 
sites at the boundary exist and contribute to the boundary charge. 
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1.6 Topology and symmetry 
The occurrence of topology is often related with symmetries of a system [19]. The presence of 
symmetry forbids a topological state transforming adiabatically to a topological trivial state 
without closing gap, so states of topological insulators are also called symmetry-protected 
topological phase. 
There are several kinds of symmetry that are common and crucial to topological systems, 
including time-reversal (TR) symmetry (𝒯), particle-hole symmetry (𝒞), and chiral symmetry 
(𝒫). 
Whether a system has these three kinds of symmetries can be examined by corresponding 
symmetric operator on the Hamiltonian 
𝒯2 = ±1, 𝒯: 𝑈𝑇
†𝐻∗𝑈𝑇 = 𝐻 
𝒞2 = 1, 𝒞: 𝑈𝐶
†𝐻𝑇𝑈𝐶 = −𝐻 
𝒫 = 𝒯 ∙ 𝒞,        𝒫: 𝑈𝑆
†𝐻𝑈𝑆 = −𝐻                                          (1.15) 
By definition, topological trivial and nontrivial states cannot deform to each other without phase 
transition under certain symmetry conditions. There will be a gapless state at the spatial 
boundary separating the two domains with distinct phases, and this gapless boundary state is 
robust against defect if bulk gap and symmetry is preserved, we call the gapless boundary state 
protected by symmetry [19]. This is again the connection between bulk topology and emergence 




1.7 Topological insulator models in graphene-like lattices 
In this dissertation, we mainly designed and discuss our topological systems based on two kinds 
of lattice structures, both of which similar to or being a derived version of graphene lattice and 
has C3 or C6 rotational symmetry. One of them is Kagome lattice, which gets its name on its 
similarity of basket patterns. In a Kagome lattice, each unit cell contains 3 sites, forming a 
triangle with the same length at each side, and the unit cell forms a triangular lattice. The 
geometry of Kagome lattice has C3 rotational symmetry and reflection, parity symmetry.  
Another geometry is a modified Graphene (honeycomb) lattice, first proposed by L.H. Wu and X. 
Hu [20]. This geometry is similar to graphene lattice, but instead of 2 sites in a unit cell, such a 
unit cell contains 6 sites, and unit cell again forms a triangular lattice. The expansion in real 
space unit cell leads to a shrinkage in reciprocal k space, results in a folding of Brillouin zone 
and the previously distributed at K and K’ point Dirac cones degenerate at Gamma point.  
While the main purpose of choosing these types of lattices in our research is mainly for taking 
advantage of the spin and angular momentum of different valleys, or more straightforwardly, the 
polarized dipole (and/or quadrupole) modes, the C3 symmetry of a lattice does play an important 
part in Wannier-type High-order topological systems, which derives generalized chiral 




Figure 1.4 - Geometry of (a) Kagome and (b) honeycomb lattices. (Figure (b) from F. D. M. 
Haldane, Model for a Quantum Hall Effect without Landau Levels: Condensed-Matter Realization of the 
“Parity Anomaly,” Phys. Rev. Lett. 61, 2015 [1].) 
 
Here we introduce some classical graphene-like models demonstrating the physics that can exist 
in the corresponding photonic designs. 
 
1.7.1 Chern insulator, Haldane model 
A simple triangular lattice example is Haldane model, which achieving the quantum Hall effect 
and breaking time reversal symmetry in Graphene lattice (Honeycomb lattice) without applying 
magnetic field. The unit cell of graphene lattice consists of two sites, and a triangle lattice of 
such unit cell forming a honeycomb like lattice. The Hamiltonian of the Haldane model is  
𝐻 = 𝐻0 + 𝐻𝑁𝑁 + 𝐻𝑁𝑁𝑁 = 𝑀𝜎𝑧 + 𝑡1∑ 𝑐𝑖
†𝑐𝑗<𝑖,𝑗> + 𝑡2𝑒
𝑖𝜙 ∑ 𝑐𝑖
†𝑐𝑗≪𝑖,𝑗≫ .         (1.16) 
The system described by Haldane model is Chern insulator, the Chern number of topological 
regime yields non-trivial topology. When time-reversal symmetry of the system is broken, a one-
way propagating chiral edge state appear at the boundary of two regimes with different topology 
(as shown in Figure 1.5(a)), which is robust against distortion or perturbation under the 
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protection of topological invariant and immune to backscattering. 
 
1.7.2 Z2 topological insulator, BHZ model 
While Haldane model requires breaking time-reversal symmetry, typically by applying magnetic 
field, after taking into account of a new mass term induced by spin-orbit coupling, topological 
edge state can emerge when TR symmetry is preserved. This is named as Quantum Spin Hall 
(QSH) effect. 
In Z2 topological insulators, the time reversal symmetry operator follows  𝒯2 = −1 , this 
requirement constrained the eigenstate of the Hamiltonian are at least 2-fold degenerated, 
according to Kramer’s theorem, which represents spin-up and spin-down states respectively. 
A distinct difference between QSH model and Haldane model is the edge state(s). Haldane model 
broke time reversal symmetry, leading to a single one-way chiral edge state in the band gap, 
while QSH model hold helical edge states propagating in two directions.    
 
Figure 1.5 – Edge states of (a) quantum hall effect model and (b) quantum spin hall effect model. 
(Figure adapted from C. Kane and MZ Hasan, Colloquium: Topological Insulators, Rev. Mod. Phys. 82, 
3045 [2]) 
 
Other than Kane’s QSH model, another example of QSH insulator is BHZ model, initially 
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discovered and discussed in HgTe quantum well system [22], describing a Z2 topological system 
with spin Hall effect. 











2) 𝐴(𝑘𝑥 − 𝑖𝑘𝑦)









2) 𝐴(𝑘𝑥 + 𝑖𝑘𝑦)







From the Hamiltonian we can clearly see the two block-diagonal parts are degenerated and 
corresponding to spin-up and spin-down states. 
 
1.8  Floquet topological insulators 
Besides the Hamiltonians describing equilibrium time stationary states, time periodic 
perturbations may also lead to topological insulator spectra, which is called Floquet topological 
insulators (FTI), that exhibit chiral edge currents [23]. 
Since Hamiltonian in Floquet potential modulated system is time dependent, an effective 
Hamilton is introduced. Consider the Schrodinger equation for a time periodic Hamiltonian 
ℋ̂0(𝑡) = ℋ̂0(𝑡 + 𝑇), where T is the period [23] 
ℋ̂0(𝑡)|𝜓0⟩ − 𝑖𝜕𝑡|𝜓0⟩ = 0,                                         (1.18) 
The evolution operator Û(𝑡1, 𝑡2) between two arbitrary time is given by: 
Û(𝑡1, 𝑡2) = ?̂? exp [−∫ 𝑖𝐻0(𝑘, 𝑡)𝑑𝑡
𝑡2
𝑡1
],                               (1.19) 
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where ?̂?  being the time-ordering operator, and 𝐻0(𝑘, 𝑡) = 𝐻0(𝑘) + 𝑉(𝑘, 𝑡)  is the full time-
dependent Hamiltonian. The Floquet Hamiltonian of the crystal is defined as the stationary Bloch 




log [Û(𝑇 + 𝑡0, 𝑡0)]                                          (1.20) 
A characteristic worth mentioning about the Hamiltonian bands is, that the bands calculated by 
the effective Hamiltonian repeat themselves periodically in the frequency domain [4]. We call it 
different orders of Floquet bands, and since a randomly select band doesn’t necessarily 
expressing the true frequency of the system, we often describe it as quasi-frequency.  
Floquet systems can be experimentally achieved by emulating time modulation by the 
equivalence of z-directional periodic change. At different z cut plane, the different “time” field 
profile can be observed [3]. Moreover, we also proposed a system with imaginary gain/loss 





Figure 1.6 - Demonstration of Floquet topological insulator geometry and band structures. (a)-(d) 
lattice structure and 3D band structure of a photonic Floquet system where z direction emulates 
time periodically modulation. (e)-(g) design and band gap of an acoustic Floquet system, 
showing the different orders of repeating Floquet bands in the frequency domain. (Figure (a-d) 
adapted from M. C. Rechtsman et.al., Photonic Floquet Topological Insulators, Nature 496, 196 [3], (e-
g) adapted from R. Fleury et.al., Floquet Topological Insulators for Sound, Nat. Commun. 2016 71 7, 
1 [4]) 
 
1.9  Higher-order topological insulators 
In most of the topological studies, boundary states that are 1-dimension lower than the bulk 
material are studied, such as edge states in 2D crystals, and surface states in 3D crystals. 
Recently, boundary states that are 2-dimensions (or more) lower than bulk dimension has been 
discovered [25], such as 0D corner states in 2D crystals, as well as corner (0D) and edge (1D) 
states in 3D bulk crystals. There are two types of originations of Higher-order topological (HOT) 
states, one is Wannier-type, induced by the nontrivial topology polarization of bulk, and the other 
is multipole HOT states, induced by the nested nontrivial polarization of states one dimension 
higher.  
There are distinguishable differences in band structures of these two types of HOTI. Induced by 
nested nontrivial Wannier center polarization, the band structure of multipole HOTI follows a 
hierarchy of gapped states, from the highest dimensional (lowest order) bulk states, up until the 
second lowest edge/hinge states, they are all gapped, and next order states appeared in the gap. 
However, Wannier type HOTI is induced by nontrivial bulk polarization, and only bulk states 




Figure 1.7 - Two types of HOTI and their polarization. (a) Demonstration of bulk polarization 
induced Wannier-type HOTI. (b)  Demonstration of multipolar type HOTI. (Figure (b) adapted 
from W. A. Benalcazar et.al., Quantized Electric Multipole Insulators, Science 357, 61 [5]) 
 
1.10 Excitonic materials and transition metal dichalcogenides 
Exciton is a quasi-particle form by excitation of electrons in semiconductors. When an electron 
excited from the valence band to higher energy conductance band, a plus sign charged hole 
emerges in the valence band, and attraction between such electron-hole pair form the exciton. 
Binding energies of excitonic states can be expressed as 𝐸𝑛 = 𝐸𝑒𝑥 − 𝐸𝑞, where 𝐸𝑒𝑥 and 𝐸𝑞 are 
the nth exciton state energy and bandgap respectively. Excitons in 2D materials are strongly 
confined to a plane, forming excitonic Rydberg series and non-Hydrogenic excitonic bandgap. 
Limited by the selection rules and depend on the coupling of charged particles, there are different 
kinds of excitons being discovered and studied, including trions, dark excitons, etc. Since 
excitons have constant energy of the width of material bandgap, its spectrum profile is non-
dispersive, yielding a flat band on the band spectrum. 
Transition metal dichalcogenides (TMDs) is a kind of monolayer 2D material where excitons 
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have been discovered. TMDs have similar atomic structures with chemical formula MX2, where 
M is a transition metal (such as W, Mo) and X a chalcogen atom (S, Se). Some TMD materials 
have been identified as semiconductors with band gaps in the infrared and visible spectral 
regions and strong light-matter coupling.  [6,26,27]  
The 2D TMD layer has a lattice structure of hexagonal symmetry, with two different atoms in a 
unit cell, thus TMD layers have different band structures at K and K’ points and valley selective 
excitation under different circular polarizations. Due to the strong spin-orbit coupling in the 2D 
layer structure, the bandgap of spin-up and spin-down states are different, thus if excited by one 




Figure 1.8 - (a) TMD unit cell and single layer lattice structure, (b) TMD lattice band structure, 
demonstrating the bandgap differences of two spins. (c) and (d) Two different kind of TMD 
molecule, their different valley bands at K and K’, and selection rules. (Figure from G. Wang et.al, 
17 
 
Colloquium: Excitons in atomically thin transition metal dichalcogenides) [6] 
 
Recent experiments have discovered more kinds of excitons in these materials, such as dark 
excitons which two selection-rule forbidden charges binding and forming electron-hole pairs, 
and trions, formed by not only charge pair of two charges, but three charges possibly at different 
spin or valley. The interaction between photonic and excitonic modes and the exciton-polaritons 
also got some recent attention, as we are going to introduce in Chapter 5. 
 
1.11 Phonon polariton and hexagonal Boron Nitride 
Phonon polariton occurs when the lattice vibration in the material, also known as IR active 
optical phonon, strongly couple with IR electromagnetic field [28–30]. When two atoms with 
different sign of charges binding and forming a lattice, their vibration mode will be driven by the 
incident EM field. 
Thin film layered hexagonal Boron Nitride (hBN) is a kind of 2-atomic graphene-like van der 
Waals crystal which different atomic layers are coupled weakly by van der Waals 
interactions [28–30]. This weak interlayer coupling induced the anisotropic in in-plane and out-
of-plane crystal directions, resulting distinct resonance in different directions, as shown in Fig. 
1.9. The anisotropic induced hyperbolicity, which is a strong birefringence where permittivity 
along orthogonal directions are opposite in sign. The permittivity of hBN of both the in-plane 
and the out-of-plane direction can be described by Lorentzian [31]: 











),                          (1.21) 
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𝛼 = par, and per represents two different directions in hBN permittivity tensor. 𝜖per = 𝜖xx =
𝜖yy is the perpendicular component to the crystal axis in the hBN film, and 𝜖par = 𝜖zz represents 
the direction parallel to the crystal axis. For hBN material, we have material parameters from 







= 825cm−1 ,  𝜔TO
par
= 760cm−1 ,  𝛾per = 7cm
−1 ,  𝛾par = 2cm





 are the two resonance frequencies of phonon mode of two lattice 
directions respectively  [31].  
While phonon mode is also dispersive under different momentum, the atomic structural 
parameter in the lattice is much smaller than the lattice constant of subwavelength photonic 
crystal, in reciprocal space the dispersion of phonon is neglectable under the scale of Brillouin 
zone. So again, phonon band can be treated as a non-dispersive flat band when studying phonon 
polariton in photonic crystal. 
Since phonon-photon interaction is a driven behavior of the atomic lattice, the phonon mode that 




Figure 1.9 - hBN crystal structure and vibrational modes, hBN dispersion and the two different 
resonance mode. (a)-(c) hBN structure and the supporting phononic modes. (d) the dispersion 
and resonance of hBN. (Figure (a)-(c) adapted from S. Foteinopoulou et.al., Phonon-Polaritonics: 
Enabling Powerful Capabilities for Infrared Photonics, Nanophotonics 8, 2129 [7], (d) adapted from T. 





Non-Hermitian Floquet topological insulators1 
The discovery of novel topological phases in quantum systems has triggered active research in a 
broad range of classical systems, including acoustic, mechanic and photonic 
systems [3,13,14,32–50]. Characterized by the presence of robust edge states, their classical 
counterparts open the opportunity of unusual signal transport and wave manipulation in optical 
and mechanical metamaterials. In this regard, designed topological materials hold a special 
promise for new ways of transmitting, manipulating, and processing information. However, due 
to their very nature, no classical topological phases can be induced by time-reversal symmetry 
alone. Two common approaches to overcome this limitation have been explored: breaking time-
reversal symmetry or exploiting symmetry protected phases relying on underlying spatial 
symmetries.  
Unfortunately, the ways of breaking TR symmetry for mechanical or optical waves are quite 
limited and are often hard to implement in practice due to the charge neutrality of phonons and 
photons, leading to their weak interaction with magnetic fields, and weak magneto-optical and 
magneto-elastic effects. Symmetry protected topological phases, on the other hand, have obvious 
limitations imposed by the restricted nature of their robustness, which is vulnerable to any 
symmetry violating perturbations, as they are bound to obey reciprocity. For this reason, there is 
currently an ongoing pursuit in establishing classical potentials capable of inducing topological 
 
1 This chapter is adapted from M. Li, X. Ni, M. Weiner, A. Alù, and A. B. Khanikaev, Topological Phases and 
Nonreciprocal Edge States in Non-Hermitian Floquet Insulators, Phys. Rev. B 100, 045423 (2019). 
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nontrivial phases in practical technological platforms. In this respect, Floquet topological phases 
in classical systems with periodically varying potentials can be considered as a viable alternative 
to the approaches relying on symmetries [3,4,23,40,49–59]. Moreover, Floquet systems can show 
new rich physical properties, for example, in addition to topological Chern-class phases, Floquet 
systems have been reported to host another unique topological phase, referred to as anomalous 
topological phase [53,55,60].  
Floquet topological insulators are topological insulators with Floquet time-period modulations. 
In 2013, the implementation of Floquet topology in photonic system, as well as the experimental 
realization has been proposed by M. Rechtsman [3]. Floquet modulation can be used to emulate 
the electromagnetic field oscillation, and thus raised interests in classical wave systems. 
Besides aspects related to topological properties, due to the urgent need in nonreciprocal devices 
for photonic and acoustic applications, there is a significant interest in utilizing time-modulation 
to achieve nonreciprocal propagation [3,4,49,61]. For this reason, combining nonreciprocity with 
topological robustness may open exciting opportunities for practical technology. Indeed, it has 
already been shown that such an approach allows to achieve high performance and broadband 
nonreciprocal isolators and one-way leaky antennas in Hermitian acoustic Floquet systems [4]. 
However, temporal modulation itself in either optical or mechanical systems is a rather nontrivial 
task, especially at high frequencies. This is particularly problematic in photonics, due to the 
extremely weak character of electro-optical and nonlinear phenomena, which could be used to 
modulate dielectric permittivity or high-frequency conductivity of materials. Interestingly, this 
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limitation does not necessarily apply in such strong terms to the imaginary part of the dielectric 
constant [62], as both gain and loss can be modulated with relatively large amplitude, e.g., in 
systems with saturable absorption such as graphene and reduced graphene oxide, as well as in 
optically active media, such as quantum wells and quantum dots, where one can achieve reversal 
of loss to gain by increasing the amplitude of the modulating pump signal. Also, the modulation 
of Drude conductivity can be achieved by electron-hole plasma generation using ultrafast optical 
pumping. Fast relaxation time in these systems may further enable modulation at rates high 
enough to yield topological Floquet phases in infrared and terahertz domains, provided that 
modulation of dissipative or amplifying responses in time yields topological properties.  
Gain and loss modulation thus could be exploited to induce topological responses, although it is 
not at all obvious that such modulation may yield topologically nontrivial phases. The role of 
non-Hermitian corrections to Hermitian topological Hamiltonians has been recently explored, 
and it was shown that some interesting phenomena, including exceptional points in bulk and 
edge topological spectra, and topological transitions induced by gain and loss, have been 
demonstrated [63–74].  
In this chapter, we demonstrate our theoretical and numerical results of time-periodic non-
Hermitian potentials on topologically trivial Hermitian systems, which we proposed is possible 
to implement in classical wave systems [24]. We demonstrate that, in the case of time-driven 
non-Hermiticity, time-modulation can indeed result in topologically nontrivial Floquet phases of 
Chern and anomalous types, supporting nonreciprocal edge states propagating without 
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dissipation by effectively averaging gain and loss over the modulation period, where the pseudo-
Hermiticity of the effective Hamiltonian guarantees the existence of real spectra. Non-Hermitian 
Floquet systems can thus be driven into new regimes of dissipative and amplifying topological 
edge transport, which can be important for applications, such as in topological lasers [75–78].  
 
2.1  Analytical results of non-Hermitian Floquet TI 
Before proceeding to our numerical results demonstrating the topological regimes in the non-
Hermitian Floquet TI of interest, we start with the analytical theory of the non-Hermitian Floquet 
system. We consider a topologically trivial time-independent Hermitian Hamiltonian ℋ̂0, whose 
eigenstates satisfy the time-dependent Schrodinger equation  
ℋ̂0|𝜓0⟩ = 𝑖𝜕𝑡|𝜓0⟩,                                                  (2.1) 
and its temporal evolution is described by the unitary operator 
?̂?0(𝑡) = exp[−𝑖ℋ̂0𝑡]                                                (2.2) 
Now we apply the non-Hermitian modulation part to the Hamiltonian. The time-periodic non-
Hermitian perturbation ?̂?(𝑡) = 𝑖?̂?𝑆(𝑡), where ?̂?𝑆(𝑡) = ?̂?𝑆(𝑡 + 𝑇) is the Hermitian time-periodic 
operator, added to ℋ̂0 to describe modulation of gain and loss, and thus ?̂?(𝑡) represents the anti-
Hermitian operator.  
The periodic character of the perturbation implies that the standard stroboscopic evolution 
approach can be utilized to describe the system dynamics. The trivial dynamics of the system 
(described by ?̂?0(𝑡)) can be conveniently eliminated in the interaction representation picture, in 
which the Schrodinger equation assumes the form 
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 𝑖?̂?𝐼(𝑡)|𝜓𝐼⟩ = 𝑖𝜕𝑡|𝜓𝐼⟩,                                                 (2.3) 
 ?̂?𝐼(𝑡) = ?̂?0
−1(𝑡)?̂?𝑆(𝑡)?̂?0(𝑡)                                            (2.4) 
Since the evolution operator ?̂?0(𝑡) is unitary, the operator ?̂?𝐼(𝑡) is Hermitian and periodic in time. 
The evolution of the perturbed system is then described by the evolution operator  
?̂?𝐼(𝑡1, 𝑡2) = ?̂? exp[∫ ?̂?𝐼(𝑡)𝑑𝑡
𝑡2
𝑡1
],                                      (2.5) 
which represents a time ordered product of exponents of Hermitian operators, and therefore in 
general can be non-unitary (as opposed to the case of unitary evolution operators with anti-
Hermitian exponents). Stroboscopic evolution of the system allows us to describe the effects of 






log[?̂?𝐼(0, 𝑇)],                                                (2.6) 
in which case the system can be characterized by an effective Hamiltonian ?̂?𝑒𝑓𝑓 by transforming 
back to Schrodinger Picture. ?̂?𝑒𝑓𝑓 can be divided into two parts, the unperturbed Hamiltonian 
ℋ̂0 and effective potential ?̂?
𝑒𝑓𝑓 = ?̂?𝑒𝑓𝑓 − ℋ̂0. If ?̂?𝐼
𝑒𝑓𝑓
 commutes with ?̂?0 (which is true for our 
case), then ?̂?𝐼
𝑒𝑓𝑓
equals to effective potential  ?̂?𝑒𝑓𝑓  in Schrodinger picture, with ?̂?𝑒𝑓𝑓 of the 
form [58]  
?̂?𝑒𝑓𝑓 = ℋ̂0 + ?̂?𝐼
𝑒𝑓𝑓
                                                   (2.7) 
Interestingly, despite that neither ℋ̂0 nor the instantaneous perturbing potential ?̂?(𝑡0 = const) 
may yield topological phase, the resultant time-modulated system described by the effective 
Hamiltonian ?̂?𝑒𝑓𝑓  can in fact be topological. For this statement to be correct, the effective 
potential ?̂?𝑒𝑓𝑓 should contain a (topologically non-trivial) Hermitian part. This is indeed possible, 
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due to the fact that Hermitian operators do not form closed commutative algebra; therefore, in 
general, the product of exponents of Hermitian operators ?̂?𝐼(𝑡) in Eq. (2.5) may give rise to an 
effective stroboscopic potential ?̂?𝑒𝑓𝑓  containing both Hermitian and anti-Hermitian parts. 
Surprisingly, as we show below, the effective Hamiltonian may have vanishing imaginary part of 
its eigenvalues (for some distributions of gain and loss modulation), in which case we refer to the 
system to as pseudo-Hermitian [64,79], thus the system behaves as dissipationless on average. 
This case has some similarity with PT-symmetric systems, but applies to a broader class of non-
Hermitian topological systems. 
To further show that time-modulated gain and loss may induce the effective Hamiltonian 
topologically nontrivial, we first consider the lattice illustrated in Figure 2.1. It consists of a 
Kagome lattice with unit cell containing three identical single-mode resonators with resonant 
frequency 𝜔0 coupled to each other. For the simplicity we assume that a0 = 1 [𝑚], which is 
equivalent to working with the dimensionless momentum 𝐤 → 𝐤a0. Assume intra-cell and inter-
cell hopping amplitudes are 𝜅 and 𝑗, respectively, and the sites have equal resonant frequency 𝜔0. 

































𝑘𝑦) 𝜅 + 𝑗𝑒𝑖𝑘𝑥 𝜔0 )
 
 
,          (2.8) 
where 𝐤 = (𝑘𝑥, 𝑘𝑦) is the two-dimensional Bloch vector. The spectrum of ℋ̂0 is shown in Figure 
2.1(c) and it reveals three bands, corresponding to one monopolar and two dipolar states. The 
triangular symmetry of the lattice yields two Dirac points, due to degeneracies between dipolar 
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and monopolar modes at the K and K’ points at the corners of the hexagonal Brillouin zone (BZ). 
In addition, due to rotational and time-reversal symmetries, the system possesses a degeneracy 
between dipolar modes at the Γ point of BZ.  
 
 
Figure 2.1 - Non-Hermitian Floquet Kagome lattice. (a), (b) unit cell and periodic arrangement 
of time-modulated Kagome lattice with on-site frequency (energy) 𝜔𝑛(𝑡) = 𝜔0 + 𝑖𝑣𝑛(𝑡), and 
inter-cell and intra-cell coupling 𝑗 and 𝜅. Modulation of gain and loss 𝑣𝑛(𝑡) follows the 
rotational pattern shown in (a) and is periodic with modulation period T with 120-degree phase 
shift between sites in the trimer. (c) Band structure and modal profiles of the states supported by 
the unmodulated Kagome lattice, revealing degeneracies at K, K′, and Γ points. 
 
Non-Hermitian periodic modulation is introduced by adding a piecewise time-dependent 





















, 1) for the last one-third of the period (𝑡 ∈ (2𝑇/3, 𝑇]), i.e., the on-site loss/gain in the 
three resonators is modulated with a phase delay of 120 degrees [80], and parameter 𝑣 is the 
depth of the non-Hermitian modulation. The scheme of ?̂?𝑆(𝑡) is also shown in Figure 2.2. Similar 
modulation protocol of Hermitian modulation has been previously shown to yield nonreciprocal 
and topological effects [4,81]. 
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For illustrative purposes, here we limit the analytical treatment and effective Hamiltonian 
description to the proximity of the degeneracy between dipolar modes at the Γ point. In this case, 
the two-band approximation can be used, and the model yields a simple analytical result. 
To disentangle dipolar modes from the lower-frequency monopole, the unitary transformation is 




















),                                            (2.9) 
At Γ-point, the two doublets are degenerated, and the singular mode is decoupled with the 
dipolar modes. We don’t consider the singular mode in this Γ-point perturbation discussion. 
Under the condition 𝜅 = 𝑗, where intra-cell and inter-cell hopping are equal, the resultant 2x2 
reduced dimension Hamiltonian acts on circularly polarized dipolar modes and up to the second 




























),       (2.10) 
while the resultant reduced piecewise potential in interaction picture has the form 
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),        (2.11) 
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At the Γ point, assuming a weak modulation (𝑣 ≪ 1), we find that the largest corrections are of 
the 2nd order in 𝑣, and the gain-loss induced modulation leads to the correction to the effective 











) + 𝑂(𝑣3) + ⋯ ,                       (2.12) 



















𝑣2𝑇?̂?𝑧,                  (2.13) 
with ?̂?𝑧 term playing the role of an effective magnetic field opening topological band gap at Γ 
point. Note that around Γ point the commutator [ℋ̂′0(𝐤), ?̂?𝐼
𝑒𝑓𝑓′
] only contains higher order terms 







𝑣2𝑇?̂?𝑧 . The ?̂?𝑧  term can be 
interpreted as an effective magnetic bias opening a topological bandgap between dipolar bands at 
the Γ  point. Importantly, the effective potential 
√3
72
𝑣2𝑇  is a real number, despite that the 
modulation applied to the system is purely imaginary. As we confirm below by numerical 
calculations, this conclusion holds beyond our approximations, and regimes exist when both bulk 
and edge states have purely real spectra. 
 
Figure 2.2 - Scheme of the step function non-Hermitian modulation. Each modulation has a 120-
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degree phase shift between each other, and the average modulation of a periodic cycle is zero. 
 
2.2  Numerical results 
The analytical results above are validated with numerical simulations, in which we assume a 
continuous periodic time-dependent potential ?̂?(𝑡) = 𝑖?̂?𝑆(𝑡), where ?̂?𝑆(𝑡) has a harmonic form. 
As before, the on-site gain/loss is modulated with a phase shift of 120 degrees between 
resonators diag(?̂?𝑆(𝑡)) = 𝑣 [sin(𝜔𝑡) , sin(𝜔𝑡 +
2𝜋
3
) , sin(𝜔𝑡 +
4𝜋
3
)] , and the unperturbed 
Hamiltonian ℋ̂0 in Eq. (2.8) is unchanged. 
We use tight-binding Hamiltonian of Kagome lattice with nearest neighbor hopping and apply 
Floquet periodic modulation numerically according to Eq. (2.5), with discrete time steps in a 
period. At large time steps the spectrum starts to converge and we get our final spectrum. The 
effective Hamiltonian is calculated by numerically evaluating the product of matrix exponents at 
discrete times, with 1800 steps per modulation period, ensuring excellent convergence. The band 
structures obtained for the effective Hamiltonian for different modulation depths are shown in 
Figure 2.3. We clearly see that, in the case of weak modulation 𝑣 = 0.09𝜔0, the band structure is 
primarily affected near the points of former degeneracies, at K/K′  and Γ  points of BZ, 
respectively, where complete bandgaps are open by the modulation. Inspection of the complex 
band structure in Figure 2.3(d) shows that the bands retain their purely real character, despite the 
presence of gain and loss. Note that while having similar band structure characteristics, this is 
not due to PT symmetry, but rather due to averaging of gain and loss over one modulation period, 
which, for this specific choice of modulation protocol, appears to balance off the effects of gain 
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Figure 2.3 -- Complex photonic band structure of non-Hermitian Floquet Kagome lattice. (a), (b), 
(c) Real part of eigenvalues of the quasi-frequency (quasi-energy) of time-modulated gain and 
loss in the structure, with progressively increasing modulation depth 𝑣. (d), (e), (f) Complex 
eigenvalues of quasi-frequency of cases shown in (a), (b), and (c), respectively. The green bands 
indicate the band gap between doublets, and the violet bands indicate the Dirac cone bandgaps. 
The gray dashed lines are the unperturbed bands. 
 
As seen from Figs. 2.3(b), (d) and 2.3(c), (f), the pseudo-Hermitian regime does not hold for 
larger values of modulation depth, and some dramatic changes appear in the band structure. As 
the modulation depth is increased, we first observe increased separation between higher 
frequency dipolar bands, and eventually collision happen between one of the bands and lower 
lying monopolar band when modulation depth is 𝑣 = 0.12𝜔0. In the quasi-frequency description, 
this is due to the high frequency band entering the diagram from the low-frequency side. The 
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collision of bands leads to degeneracy in the real quasi-frequency, with degeneracy being lifted 
in the imaginary part of the spectrum. Therefore, the wavenumbers exist where the spectrum 
experiences transitions from real to complex valued, which represent exceptional points of the 
Floquet spectrum. Interestingly, the closure of the band gap separation of former high frequency 
and low frequency bands does not affect bandgaps open by the modulation at the K and K’ points. 
In addition, one of the former dipolar bands remains purely real-valued, even for increased 
modulation strength.  
The further increasement in the modulation depth (𝑣 = 0.155𝜔0) leads to even more nontrivial 
changes in the spectrum. In particular, the exceptional points gradually move towards the edges 
of the BZ, until the degeneracy in imaginary quasi-frequency is completely removed (lastly at 
the K/K’-points). At this point, the real spectrum is completely degenerate, and the bandgap 
exists only in the imaginary quasi-frequency direction. This regime resembles the anomalous 
Floquet regime of Hermitian Floquet systems, since the gap appears between bands of different 
Floquet orders, with the difference that in our case the gap appears in the imaginary and not the 
real part of the spectrum. This raises the question of whether such a transition, accompanied by 
gap opening in the imaginary plane, leads to topological features, and to the emergence of 




Figure 2.4 - Complex photonic band structure of non-Hermitian Floquet Kagome supercell for 
weak modulation. (a), (c) Complex eigenvalues of quasi-frequency (quasi-energy) of the time-
modulated structure with modulation depth 𝑣 = 0.09𝜔0 and 𝑣 = 0.12𝜔0 respectively. The edge 
modes of both geometries are shown in (b) (note that the supercell was truncated from 20 to 10 
to highlight better the mode profile). For the edge states in (b), we mapped the wave function on 
the corresponding sites in Kagome supercell to visualize the field distribution. 
 
Emergence of band-crossing edge states is one of the main signatures of topologically nontrivial 
regimes. In order to see whether such states emerge within the bandgaps (both in real and 
imaginary frequency directions), we calculated the band structure of a supercell consisting of 
1x20 trimers (unit cells) of modulated crystals terminated on upper (bearded-like) and lower 
(straight) edges, and with periodic boundary conditions imposed in the horizontal direction. The 
resultant complex band structure for the cases of weak and intermediate modulation is shown in 
Fig. 2.4, and it clearly reveals a set of new states within the bulk band gaps. The wave-functions 
of these states appear to be localized at the edges of the system (Fig. 2.4(b)), and therefore 
represent edge states induced by the gain-loss modulation. Their dispersion is nonreciprocal, due 
to the selected rotating modulation scheme, and one-way transport along the upper (lower) edge 
takes place in the positive (negative) direction. Just as for Hermitian Floquet systems, the 
propagation direction reverses when the rotation direction is flipped [4]. Note that the edge 
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spectrum for two cuts is not symmetric, and the respective bands do not transform one into 
another under 𝑘∥ → −𝑘∥ transformation. This asymmetry in edge spectrum is related to the fact 
that the upper (bearded) and lower (straight) cuts are not equivalent. 
For the case of weak modulation, the edge states appear to be purely real, thus indicating that 
gain and loss are compensated on average over a single period for the given cuts. Note that a 
different modulation protocol, in particular a different modulation phase, may correspond to edge 
states with a small imaginary quasi-frequency component. The real bulk spectrum also allows us 
to immediately apply the standard approach of calculating Berry curvature (Fig. 2.4 (a)-(c)) and 
Chern numbers for the bands, which are found to be 𝐶 = (1,−2,1) for three bands counted from 
lowest eigenfrequency up in Figs 2.2(a) and 2.3(a). In accordance with the bulk-boundary 
correspondence principle, these numbers agree well with the number of edge states, and with the 
direction of the modes on a particular cut, thus further confirming that non-Hermitian time-





Figure 2.5 -- Berry curvature for weak (0.09𝜔0) and strong (0.155𝜔0) modulation bands. Chern 
numbers for weak modulation (a), (b), and (c) and strong modulation (d), (e), and (f) cases are 
calculated, with the same group of values 𝐶 = (1,−2,1) for each case. 
 
With an increase in modulation depth, the topological character of the edge states ensures that 
they will prevail, as long as the gaps remain open. This is confirmed by our calculation for the 
“intermediate” modulation depth  𝑣 = 0.12𝜔0 shown in Fig. 2.4(c), where, despite closure of a 
trivial gap between different Floquet orders (between lowest and highest bands), and emergence 
of exceptional points and complex-valued bulk spectrum, the edge spectrum remains purely real-
valued. Note that, although for intermediate modulation we have effectively entered the 
anomalous Floquet regime, due to the crossing of bulk bands belonging to different Floquet 
orders, this crossing does not lead to a new topological phase, as no new gaps arise in either the 





Figure 2.6 - Complex photonic band structure of non-Hermitian Floquet Kagome Supercell for 
strong modulation. (a), (c) Complex eigenvalues of quasi-frequency (quasi-energy) of the time-
modulated gain and loss in the structure with modulation depth 𝑣 = 0.155𝜔0. The typical edge 
modes of both cases are shown in (b). No. 3 and 4 represent the two branches of the complex 
valued edge band. 
 
This picture is dramatically modified if we further increase the modulation depth and enter the 
regime of “strong” modulation (𝑣 = 0.155𝜔0), which is characterized by opening of a complete 
band gap between the first and third bands of different Floquet orders in the imaginary quasi-
frequency dimension (Fig. 2.6(a)). As the bands appear to be spectrally separable again, this 
allows us to calculate Chern numbers, which appear to be 𝐶 = 1 for complex valued bulk bands 
and 𝐶 = −2 for real valued band, and corresponding Berry curvatures are shown in Fig. 2.5(d)-
(f).  This agrees well with the previous calculation in the pseudo-Hermitian regime; indeed, the 
real-valued band is still separated from the other two, and its topological invariant is therefore 
preserved. The other two bands merge together and split again, now in the imaginary frequency 
direction, but, under this transition, they again acquire the same values of topological invariant, 
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which we tend to attribute to the symmetry of the spectrum. Indeed, the sum of Chern numbers 
of all three bands vanishes, leaving us with the total Chern number of the two complex bands 
equal to 2, which guarantees topological character of at least one of these bands. However, as the 
complex bands are clearly symmetric, i.e., they have identical real part of the spectrum, and 
complex conjugate imaginary part, they are poised to have identical Chern numbers. This 
heuristic argument is confirmed by a direct inspection of the wave-functions in the complex bulk 
bands, which appear to be identical up to a similarity transformation (inversion in the direction 
parallel to the edge). Note, however, that this is not a general argument and it has been shown 
that the symmetry of the spectrum can yield non-identical topological invariants of the two bands. 
The above conclusions about the Chern numbers directly translate to the properties of the edge 
spectrum in the strongly modulated non-Hermitian case. However, the complex spectrum 
contains an important difference from the case of Hermitian (and pseudo-Hermitian) systems, 
which should affect the way the edge and bulk states interconnect in both real and imaginary 
parts of the spectrum. Thus, according to the bulk-boundary correspondence, we should observe 
two edge bands each interconnecting one of the complex bulk bands with the real-valued bulk 
band. We indeed see that the edge bands interconnect the bulk bands, but this connectivity takes 
place via a new set of states within the complex spectrum that interconnect the two complex bulk 
bands with each other. These new states are not found in the bulk spectrum calculated for an 
infinite crystal (Fig. 2.3(f)), thus implying that they are related to the presence of the edges. 
Indeed, an inspection of the wave-function of these states shows that they are localized to the 
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edges (Fig. 2.6(b)). We therefore conclude that the connectivity of the edge and bulk spectra 
takes place via exceptional points in the edge spectrum. The main consequence of this 
observation is that the edge spectrum of the same system can be either real or complex valued.  
As a result, the edges of the system can support either (i) a conventional lossless (and gainless) 
topologically robust edge transport via edge states with real spectrum, (ii) topologically robust 
propagation exponentially attenuating in time, and, finally, the most intriguing regime (iii) 
topologically robust propagation that amplifies exponentially in time. The latter regime can be of 
importance for practical applications, in particular, for designing topologically robust active 
optical devices, including topological lasers. 
 
 
Figure 2.7 -- Edge states of finite Kagome structure. We use a source at one site on the boundary 
(red arrow) to excite the edge states. 𝜔𝑒 is the excitation quasi-frequency of the source. (a). Edge 
state induced by weak modulation, with excitation quasi-frequency at the edge between two 
doublet bands. (b). Same as (a), but with a defect at the edge, highlighting the robustness of the 
edge state. (c). Edge state for strong modulation. We picked an excitation quasi-frequency 
corresponding to the real part of the complex valued edge states and observe exponential growth 
in time. 
 
To further understand the behavior of the edge states, we performed modelling of large domains 
of crystals, shown in Fig. 2.7, with edge states excited by a point source located in the proximity 
of one of the edges (indicated by arrow in Figure 2.7). As expected, only edge modes within the 
quasi-frequency range of the topological bandgap are excited, and we observe their reflectionless 
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propagation across sharp corners of different cuts, and around deliberately introduced defects. 
Note that the spatial distribution of edge states in Figure 2.7 can be misleading at first, as it 
appears to be different for different but equivalent boundaries. This behavior, however, is 
attributed to the non-trivial temporal dynamics in the modulated non-Hermitian lattices. Thus, 
the evolution in time is presented not by a simple 𝑒𝑖𝜖𝑡  dynamics, but should be properly 
calculated by applying the non-unitary evolution operator ?̂?(𝑡). As a result of this non-unitary 
dynamics, the wave-function exhibits additional variations in time due to alternating attenuation 
and growth cycles, which take place at different times for different atoms of the lattice. The 
complex dynamics can be understood in a simple language as the result of amplification and 
decay when a particular atom of the lattice enters a period of gainy or lossy response, leading to 
a local growth or decay of the field amplitude. Direct application of the evolution operator to the 
instantaneous (stroboscopic) wavefunction confirms that the field profiles on different cuts are 
equivalent, with a phase shift of ±120 deg. (and temporal shift of T/3) between them. Moreover, 
the energy density averages over one cycle of gain-loss modulation, leading to a uniform field 
profile of the edge states (not shown). The case of temporal dynamics of the edge states with 
complex-valued spectrum is of special interest. The non-vanishing imaginary part of their quasi-
frequency implies that the edge states exponentially grow or decay in time. Indeed, directly 
applying the evolution operator to complex edge states, we find that over time the energy density 




2.3  Conclusions 
The proposed non-Hermitian Floquet scheme can be readily implemented in a variety of systems. 
In particular, radio-frequency (RF) and acoustic systems with gain and loss have been of 
significant recent interest in the context of PT symmetric structures, and a number of successful 
experimental realizations have been reported. On the other hand, modulation of Hermitian RF 
and acoustic systems was of a separate interest, due to the possibility to achieve non-reciprocal 
responses and a few prototype non-reciprocal devices have been presented [4]. Combining these 
two ideas should be straightforward. A more challenging task, however, is to translate this 
concept to higher frequencies, for example aiming at optical applications. Here, the main 
restriction comes from the limited modulation speed of the material parameters. For graphene, 
the modulation of absorption with a periodically modulated pump field through saturable 
absorption is possible, yet it is limited by the relaxation time of carriers in graphene 𝜏𝑟~1 ps, 
which sets the upper limit of modulation of a few to ten THz, and therefore the proposed scheme 
may be realized in the mid-IR domain. A promising path to push this idea further into near-IR 
and visible frequencies is to utilize optomechanically induced coherent photon–phonon gain, 
which has been recently used in the experimental realization of nonreciprocal amplifying 
responses [80,82]. 
In summary, we have shown that time-modulated non-Hermitian potentials can lead to the 
emergence of unique topological regimes associated with the presence of exceptional points in 
the edge spectrum. New topological Floquet regimes have been shown to yield amplifying edge 
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transport and lossless robust edge propagation, despite the non-Hermiticity of the lattice. These 
results can therefore be of immense importance for practical applications, such as for robust 









Higher order topological insulators: Wannier type2 
Topological systems exhibit unique and often counterintuitive properties, such as robust 
electronic transport and wave propagation, which promise to revolutionizing technologies across 
different fields [2,3,13,14,20,33,37,41,42,46,48–50,83,84]. Photonic topological insulators (TIs) 
enable topological boundary modes that are resilient to defects and disorder [3,13,33,41–
43,46,48–50], irrespective of manufacturing precision, the property known as topological 
protection. Thus, photonic TIs [14] offer novel approaches to confine and control 
electromagnetic radiation at boundaries of topologically distinct materials, in analogy with exotic 
condensed matter phenomena [13,14,20,46,48,49,84–86]. In the past decade, several approaches 
to guide electromagnetic waves in a robust way have been demonstrated in a variety of platforms, 
including silicon ring resonator [48,87], coupled waveguide arrays [3,88], as well as photonic 
crystals [20,46,85,89,90] and metamaterials [13,37,86].  
While early work on topological photonic materials was focused on trapping topological modes 
along interfaces with their dimensionality one order lower than the dimension of the system, 
recently HOTI as a new class of topological systems has been introduced. As opposed to 
conventional topological insulators, HOTIs support topological states two and more dimensions 
 
2 This chapter is adapted from M. Li, D. Zhirihin, M. Gorlach, X. Ni, D. Filonov, A. Slobozhanyuk, A. Alù, and A. 
B. Khanikaev, Higher-Order Topological States in Photonic Kagome Crystals with Long-Range Interactions, 
Nat. Photonics 14 2, 89-94 (2020), and A. Vakulenko, S. Kiriushechkina, M. Wang, M. Li, D. Zhirihin, X. Ni, S. 
Guddala, D. Korobkin, A. Alù, and A. B. Khanikaev, Near-Field Characterization of Higher-Order Topological 
Photonic States at Optical Frequencies, Adv. Mater. 33, 2004376 (2021). 
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lower than the system itself, referred to as higher-order topological (HOT) states. HOTIs have 
opened a wider range of topological modes confined to even lower dimensional 
boundaries [5,25,91,92]. 
Following the early theoretical predictions of HOTIs, several experimental realizations have 
been reported in electromagnetics, both in the microwave [93–95] and optical spectral 
domains [88,96–98]. The significant interest in HOTIs stems from the possibility of confining 
light in a robust way in any number of dimensions. For instance, in 2D topological photonic 
systems, higher-order topological 0D states can be used as resilient resonators, which can be 
farther interconnected through topological boundary modes, thus offering robustness in both 
trapping and propagation of light. 
In this chapter, we discuss our new discoveries and designs on Wannier type HOTIs, which is 
one of the two main types of HOTIs, induced by non-trivial bulk polarization [95]. We first 
introduce our design and experimentally demonstrated photonic higher-order corner states in a 
microwave photonic crystal with topological bulk polarization. In addition to higher-order states 
consistent with those observed recently in acoustics, we show that in electromagnetic systems 
where far-field interactions among non-neighbouring unit cells are inevitable, the coupling 
beyond nearest neighbours leads to the emergence of a new class of higher order topological 
corner states, which split from the topological edge states continuum. Our findings therefore 
open new opportunities for topological photonic metamaterials, demonstrating photonic 
topological system goes beyond an analogy with electronic systems, and richer physics emerges 
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due to electromagnetic nature compared to their condensed matter counterparts. This new type of 
HOTI corner state thus envision devices whose functionality relies on multiplicity of topological 
states of different nature and dimensionality interacting with each other in a controllable manner.  
Following our discovery and theoretical prove on the new type of topological HOTI states 
enabled by long-range interactions in microwave system, we propose a new mechanism to 
establish all-dielectric infrared HOTI metasurfaces exhibiting both types of HOTI states, 
supported by a topological transition accompanied by the emergence of topological Wannier-type 
polarization [99]. We perform two kinds of near-field experimental studies: (i) the solid 
immersion spectroscopy and (ii) near-field imaging using scattering scanning near-field optical 
microscopy (s-SNOM) to directly observe the topological transition and the emergence of HOTI 
states of two types. We show that the near-field profiles indicate the displacement of the Wannier 
center across the topological transition leading to the topological dipole polarization and 
emergence of the topological boundary states. The proposed all-dielectric HOTI metasurface 
offers a new approach to confine optical field in micro- and nano-scale topological cavities and 




3.1 Theoretical formulations of Wannier Type Corner states and symmetries 
3.1.1  Full symmetry analysis of Wannier bands of Kagome lattice 
I. Generalized chiral symmetry 
Kagome lattice with full symmetry has reflection symmetries, C3  rotational symmetry, TR 
symmetry and generalized chiral symmetry [21]. We briefly summarize the definition of 
generalized chiral symmetry and its related properties below, 
Γ3H0Γ3
−1 = H1, 
Γ3H1Γ3
−1 = H2, 
Γ3H2Γ3
−1 = H0,                                     
H0 + H1 + H2 = 0.                                                   (3.1) 
where H0 is the original Hamiltonian of Kagome lattice, and Γ3 is the unitary chiral operator, if 
H0 meets the conditions in Eq. (3.1), the Γ3 symmetry is preserved. The eigenvalues of Γ3 are 
obtained as 1, 𝑒𝑖2𝜋/3, 𝑒−𝑖2𝜋/3.   
Based on this definition, we have proven that once Γ3 symmetry is preserved, the system has the 
following important properties: (1) if |𝜓〉 is an eigenstate, then Γ3|𝜓〉 and Γ3
2|𝜓〉 are also the 
eigenstates, and the sum of respective eigenenergies is equal to zero; (2) if zero energy state 
exists, it is necessarily triply degenerate and has to localize at only one of the sublattices in the 
coordinate space.  
Note that the condition in Eq. (3.1) should be understood with respect to the ground frequency 
(energy) level, which is not necessarily zero. Thus, in the case of photonic or acoustic Kagome 
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lattice with the nearest neighbor coupling, the ground frequency is defined as the frequency of an 
individual resonator (site) of the lattice, and the symmetry ensures if the states with ground 
energy exist, then they are triply degenerate.  
Even more interestingly, we find out that the inclusion of far-field interactions like next-nearest 
neighbor (NNN) interaction doesn’t break generalized chiral symmetry. We have confirmed this 
conclusion both analytically and numerically, as shown by the energy diagram of a finite 
Kagome lattice as a function of NNN coupling strength J2/K in Fig. 3.1, which indicates that 
these far-field interactions do not destroy the existence and degeneracy of type I corner states, 
keeping them pinned to the “zero energy” level (the resonance frequency of single resonators). 





),                                              (3.2) 
We first analyze the effect the NNN coupling. In our Kagome system, the NN coupling 
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while the NNN correction is 
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This correction obviously belong to a broader class of corrections leading to the Hamiltonian 
without coupling within the same sublattice, which is evidenced by vanishing diagonal terms, 






)                                                (3.5) 
We can then calculate the transformed Hamiltonians ℋ̂1
𝑎𝑟𝑏𝑖 and ℋ̂2






















)               (3.6) 
It can be easily observed that ℋ̂0
𝑎𝑟𝑏𝑖 + ℋ̂1
𝑎𝑟𝑏𝑖 + ℋ̂2
𝑎𝑟𝑏𝑖 = 0 despite the disparate off-diagonal 
coupling terms in this arbitrary Hamiltonian. Thus the NNN coupling as a Hermitian specificized 
case, does not break generalized chiral symmetry. 
The next correction, which is responsible to the spectral shift of the corner states (with the triple 
degeneracy preserved), is the third nearest neighbor (3rdNN) coupling within the same sublattice. 
Such interactions are described by the correction of the form  

















)                                                                                                 (3.7) 
which is proportional to the identity matrix. It is obvious that the only effect of this correction is 
to shift the “zero energy” (ground frequency/energy) due to self-interaction within the same 
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sublattice. This correction can be k-dependent in the infinite periodic lattice, but it attains a fixed 
value in the finite structure with corners. As the result, the corner states only exhibit some 
marginal spectral shift while retaining triple degeneracy.  The exact analytic solution for the 
nearest neighbor (NN) TB model allows to analytically approximate this spectral shift. Thus, the 






. Assuming that the modes are strongly localized (
𝐾
𝐽
≪ 1), we can use 
𝐾
𝐽
 as the small 
parameter and we can restrict our consideration only to the nearest sites to the corner, in which 
case the correction takes the value of 4𝐽3
𝐾
𝐽
  for all three corners, and the chiral symmetry and the 
triple degeneracy are preserved. 
We can conclude that the generalized chiral symmetry is present as long as the resonant 
frequencies of the individual resonators have the same frequency, and not affected by long range 
interaction either within or outside the same sublattice. This is related to the fact that the chiral 
symmetry represents the robust symmetry of the Kagome lattice, similar to the regular chiral 
(sublattice) symmetry in the SSH model, where the only mechanism to break it is by introducing 
a detuning in the sublattice energies (𝜖𝑎 ≠ 𝜖𝑏) described by the ?̂?𝑧 term of the SSH Hamiltonian. 
Such symmetry breaking corrections would immediately lift the degeneracies of the edge and 
corner states in bipartite 1D SSH model or tripartite 2D Kagome lattice, respectively.  
To summarize, the symmetry breaking terms reducing the generalized chiral symmetry, which 




















)                                                                                    (3.8) 
are not induced by the long-range interactions, and therefore the generalized chiral symmetry is 
preserved by the corresponding corrections. 
 
Fig 3.1 - Tight binding calculations with long range interactions considered. 𝐽/𝐾 = 3.5 in this 
system. (a) Coupling scheme in Kagome lattice. Intra-cell coupling 𝐾, inter-cell coupling 𝐽, 
NNN coupling 𝐽2, and 3
rd NN coupling 𝐽3 are marked on the graph. (b) Energy spectrum of finite 
triangle of Kagome structure with nonzero NNN coupling. (c) Energy spectrum of Kagome finite 
triangle structure with up to 3rd NN coupling. Constant value of  𝐽3 = 0.1𝐾 is applied. (d), (e) 
corner states (I and II) field profile in TB calculation up to NNN coupling. We used  𝐽2/𝐾 = 0.6 
in this case making sure the upper bulk band doesn’t merge with corner states. 
 
II. Bulk polarization 
The relevant quantity to characterize the topology of bands in the Kagome lattice with full 
symmetry is the bulk polarization, which is defined as 
𝑝𝑠 = 1/𝑁𝑘 ∑ 𝑣𝑠
𝑗
(𝑘𝑡)𝑗,𝑘𝑡 ,                                                  (3.9) 
where 𝜈𝑠
𝑗
(𝑘𝑡) is the eigenvalue (Wannier center) of the Wilson loop, which is defined as [18]  
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𝑊2𝜋+𝑘𝑠←𝑘𝑠,𝑘𝑡 = 〈𝑢2𝜋+𝑘𝑠,𝑘𝑡|𝑢2𝜋+𝑘𝑠−𝛿𝑘,𝑘𝑡〉〈𝑢2𝜋+𝑘𝑠−𝛿𝑘,𝑘𝑡|𝑢2𝜋+𝑘𝑠−2𝛿𝑘,𝑘𝑡〉 … 〈𝑢𝑘𝑠+2𝛿𝑘,𝑘𝑡|𝑢𝑘𝑠+𝛿𝑘,𝑘𝑡〉 
〈𝑢𝑘𝑠+𝛿𝑘,𝑘𝑡 |𝑢𝑘𝑠,𝑘𝑡〉,                                                                                                             (3.10) 





. 𝑗  represents the index of the occupied bands, 
𝑗 = 1,2, … ,𝑁𝑜. Following the above formula, we evaluate the Wannier bands corresponding to 
the lowest energy band of Kagome lattices with full symmetry, without and with NNN hopping 
included, which are shown in Fig. 3.2. In the trivial case, that is, when the inter-cell coupling K 
is larger than intra-cell coupling J (shrunken lattice), the zero value of bulk polarization indicates 
modes pinned to the center of every unit cell, and hence there are no modes localized at the 
boundaries. However, in the topologically nontrivial case (K<J) (expanded lattice), the bulk 
polarization is nonzero (1/3 for the Kagome lattice with full symmetries, i.e. C3  rotational 
symmetry, TR symmetry and the generalized chiral symmetry being present), giving rise to the 
modes at the boundaries away from the bulk as well as to localized states (including corner states) 
at the appropriate sites at the boundaries of the structure. Note the NNN hopping does not 




Fig 3.2 - Wannier bands in TBM for the cases of Kagome lattice with only nearest neighbour 
(NN) coupling considered, with both NN and NNN coupling considered, and considering up 
to 3rd nearest order coupling in topological expanded Kagome lattice. For both cases, the bulk 
polarization is quantized as 1/3. 𝐽/𝐾 = 2.5 is used in this calculation, and when NNN 
coupling is applied, NNN coupling strength versus intra-cell coupling strength is fixed at  
𝐽2/𝐾 = 0.6 , and 3
rd NN coupling versus NNN coupling is given by  𝐽3/𝐽2 = 0.6. 
 
III. Symmetry constraints over bulk polarization 
In general, the symmetry operator over the Wilson loop satisfies the following relation [25]  
𝑩𝑔,𝑘𝑗𝑊𝑙𝑖,𝑘𝑗𝑩𝑔,𝑘𝑗
† = 𝑊𝐷𝑔𝑙𝑖,𝐷𝑔𝑘𝑗 ,                                          (3.10) 
𝑙𝑖  is the starting point of the path in the Brillouin zone, where 𝑩𝑔,𝒌
𝑛,𝑚 = 〈𝑢𝐷𝑔𝒌
𝑛 |𝑔𝒌|𝑢𝒌
𝑚⟩ is the 
unitary sewing matrix in which the unitary operator 𝑔𝒌 transforms the Hamiltonian following the 
formula 
𝑔𝒌ℎ𝒌𝑔𝒌
† = ℎ𝐷𝑔𝒌,                                                     (3.11) 
and the symmetry operator 𝐷𝑔 transforms 𝒌 to 𝐷𝑔𝒌.  
Based on Eqs. (3.10-3.11), we performed the analysis of symmetry constraints over bulk 
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polarization for the Kagome lattice with full symmetry, and these constraints are summarized 
below: 
Constraint of reflection symmetries Mi over vi(kj)                                                       
M𝑖: 𝑣𝑖(𝑘𝑗) = 𝑣𝑖(𝑘𝑡) mod 1.                                          (3.12)                                                                                              
Therefore, under the reflection operation Mi, the bulk polarizations between different paths in 
Brillouin zone have the relation 
                M𝑖: 𝑝𝑖,𝑙𝑗 = 𝑝𝑖,𝑙𝑡.                                                   (3.13)                                                                                          
Constraint of reflection symmetries Mi over vj(kt) 
M𝑖: 𝑣𝑗(𝑘𝑡) = 𝑣𝑡(𝑘𝑗) mod 1.                                          (3.14)                                                                                           
Accordingly, the polarization of the lowest energy band is 
M𝑖: 𝑝𝑗 = 𝑝𝑡,                                                        (3.15) 
Constraint of 𝐶3 symmetry over 𝑣𝑖(𝑘𝑗)  
The Wannier bands under 𝐶3 symmetry satisfy the condition 
𝐶3: 𝑣𝑖(𝑘𝑗) = 𝑣𝑗(𝑘𝑡) mod 1.                                           (3.16) 
And due to the equivalence of the three reciprocal lattice vectors of Kagome lattice, the 
polarizations of the bands for the three choices are equivalent 
𝐶3: 𝑝𝑖 = 𝑝𝑗 = 𝑝𝑡.                                                     (3.17) 
Constraint of time reversal symmetry 𝑇 over 𝑣𝑖(𝑘𝑗).  




𝑇: 𝑣𝑖(𝑘𝑗) = 𝑣𝑖(−𝑘𝑗).                                                 (3.18)                                                                    
Therefore, on the polarization 
𝑇: 𝑝𝑖(𝑘𝑗) = 𝑝𝑖(−𝑘𝑗).                                                 (3.19)                                                                                                         
If the direction of path integration in momentum space is reversed, 𝑊𝑐𝑖,𝑘𝑗 → 𝑊−𝑐𝑖,𝑘𝑗, the Wannier 
center changes correspondingly 
                  𝑣𝑖(𝑘𝑗) = −𝑣−𝑖(𝑘𝑗).                                                   (3.20)                                                                                           
Based on these equations, the polarization of bands for the Kagome lattice is determined solely 
by the constraints of spatial symmetries and TR symmetry, and the absolute value for the lowest 




, 0.                                                         (3.21) 
As long as the interactions don’t break the symmetries discussed above, the same analysis should 
apply, and the NNN hopping just like the role of NN hopping indeed preserves these symmetries, 
which means the inclusion of NNN hopping (and higher order couplings as long as they are 
isotropic) does not affect the quantization of bulk polarization (1/3 or 0). Specifically, as 
discussed above, the introduction of 3rdNN coupling is equivalent to the self-energy correction 
applied equally to each sublattice, and as the result the Wannier band won’t change compared to 
the case without 3rd NN coupling.  
 




Since the unit cell of Kagome lattice includes three sites, we can adopt the basis |𝜓⟩ = (𝑎, 𝑏, 𝑐)𝑇 
with the amplitudes 𝑎, 𝑏 and 𝑐 illustrated in Fig. S5 and present Bloch Hamiltonian in the form  
?̂? = ?̂?0 + ?̂?𝑁𝑁𝑁.                                                     (3.22) 
























































































































where the choice of the coordinate system is depicted in Fig. S5, and the lattice period 𝑎0 is 
equal to 1. 
 
 
Fig. 3.3 - (a) Illustration of Kagome lattice geometry. Red triangles show the boundaries of the 
unit cell, black dashed line is the bisectrix of the corner. (b-d) If 𝐾 = 𝐽2 = 0, the lattice splits into 
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isolated set of coupled (b) trimers in the bulk; (c) dimers at the edge; (d) single isolated sites at 
the corners. In what follows we consider the terms proportional to 𝐾 and 𝐽2 as a perturbation. 
 
Solving an eigenvalue equation ?̂?|𝜓⟩ = 𝐸|𝜓⟩ , we can immediately obtain the dispersion 
𝐸(𝑘𝑥, 𝑘𝑦) of the bulk modes in a two-dimensional lattice. In the case of a finite lattice tight-
binding 𝑁 × 𝑁 Hamiltonian is used instead, where 𝑁 is the total number of sites. Our goal here 
is to provide a theoretical interpretation of the corner states which emerge in the system due to 
the nonzero next-nearest neighbor hopping 𝐽2. 
 
II. Eigenstates of the lattice in the case 𝑲 = 𝑱𝟐 = 𝟎 
In the limiting case when 𝐾 = 𝐽2 = 0 , an entire lattice splits into isolated clusters of sites 
connected with each other only via 𝐽 links.  
 
Fig. 3.4 - (a) Eigenmodes of a finite lattice consisting of 630 sites calculated for 𝐽/𝐾 = 10 and 
for the ratio 𝐽2/𝐾 varying in the range from 0 to 2. All modes split into four groups well-
separated from each other. (b) Spectrum of the same system as in (a), showing the band of edge 
states and the emergence of a corner-localized state as the value of 𝐽2 is increased. Red and black 
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dashed lines show the analytical result for the energies of corner states obtained with first-order 
perturbation theory. 
 
Bulk of the lattice consists of trimers [Fig. 3.3(b)] which support three types of multiply 
degenerate modes: one of them has equal amplitudes in all three sites of triangle and has the 
energy equal to 𝐸 = −2 𝐽 [see the inset of Fig. 3.4 (a)]; two other bulk modes with the amplitude 
distribution shown near the corresponding red triangles have energy equal to 𝐽. Once we assume 
some small but nonzero values of 𝐾 or 𝐽2, these modes give rise to the bulk bands depicted in Fig. 
3.4.  
In contrast, edge of the lattice consists of isolated dimers which support symmetric and 
antisymmetric modes with the energies scaling as −𝐽 and 𝐽, respectively. Note that this set of 
modes gives rise to the edge states of the lattice. 
Finally, corners of the lattice are represented by the isolated sites, and the energy of triply 
degenerate corner mode is equal to zero. Numerical calculation suggests that the energy of the 
corner mode remains zero even when both 𝐽2 and 𝐾 assume nonzero values as dictated by the 
symmetry of the lattice. This zero-energy corner mode appears even in the absence of next-
nearest neighbor coupling, and we do not explore it any further. 
Thus, in the limiting case 𝐽2 = 𝐾 = 0 we can easily calculate all modes of the lattice (which are 
simply the modes of the isolated trimers, dimers and monomers) and their respective energies. As 
a next step, we employ degenerate perturbation theory and deduce energy and the localization 




III. Degenerate perturbation theory in 𝑱𝟐 and 𝑲 
Since we are looking only for the first-order corrections to the energies and wave functions of the 
lattice modes, it is sufficient to consider a single degenerate band neglecting its interactions with 
the rest of the bands. Indeed, the effects of band interaction result only in corrections quadratic 
with respect to 𝐽2 and 𝐾. Hence, we have to consider only the degenerate set of symmetric dimer 
modes with the energy equal to −𝐽. For example, this set includes six edge modes in the situation 
of Fig. 3.3(a).  
Including into the perturbation operator ?̂? all terms of the Hamiltonian proportional to 𝐾 and 𝐽2, 
we can immediately evaluate its matrix elements in the basis of symmetric modes of different 












𝐽2 + 𝐾/2 0 0










First-order corrections to the energies of the edge modes are then found as eigenvalues of the 
matrix Eq. (3.25). To simplify our analysis further, we notice that this problem corresponds 
precisely to the tight-binding 1D lattice depicted in Fig. 3.4(c) and having modified coupling 
between the middle sites. Straightforward calculation yields the energies of defect-localized 














where upper and lower signs correspond to symmetric and antisymmetric modes of the 
equivalent problem Fig. 3.4(c), respectively. In the original 2D problem, these modes translate to 
corner-localized modes with the field amplitude in the dimers decaying exponentially away from 
the corner as described by Eq. (3.27) and with the energy given by 
 
𝐸 = −𝐽 ∓
(𝐾 + 2𝐽2)
2 + 𝐾2
2𝐾 + 4 𝐽2
, (3.28) 
whereas symmetric or antisymmetric nature of the corner modes is defined with respect to 
reflection relative to the bisectrix of the corner. For comparison, the energies of symmetric and 
antisymmetric corner modes calculated from Eq. (3.28) are plotted by the black and red dashed 
lines in Fig. 3.4 (b). It is seen that the lower energy symmetric mode strongly interacts with the 
continuum of the bulk states with energy −2𝐽, and for larger 𝐾 and 𝐽2 quickly hybridizes with 
the continuum. At the same time, an antisymmetric corner mode appears to be more robust, 
featuring less pronounced interaction with the bulk bands and showing much better agreement 
with the first-order perturbation theory developed here. Note that it is this mode that was 
observed experimentally. 
 
3.2. Structural design, simulations and experimental observation of Type II 
corner modes 
3.2.1 Structural design and simulations 
We explore a two-dimensional topological photonic crystal with topological bulk 
polarization [92,100], supporting a topological phase protected by lattice symmetries. The lattice 
represents an array of dielectric cylinders arranged to form Kagome lattice between two parallel 
aluminium plates, as shown in Fig.3.5(a). Dielectric cylinders are formed by filling the patterned 
Styrofoam mould with a high index dielectric material. In this geometry, the dielectric cylinders 
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support a vertical dipolar mode that is also the lowest frequency mode we choose to work with 
when designing the topological photonic crystal. In addition to the near-field coupling of the 
dipolar modes in the lattice, the modes also couple to the transverse electromagnetic mode 
supported by the parallel plate host waveguide formed by aluminium plates, thus giving rise to 
far-field radiative coupling. The latter coupling renders previous analytical treatments of 
topological Kagome lattices inadequate for the photonic system at hand, as we need to consider 
interactions beyond nearest neighbour approximations and apply first principles methods to 
rigorously analyse the system. Nonetheless, the coupling strength between cylinders can still be 
tuned by shifting the cylinders closer to or farther away from one another, thus enabling control 
over the coupling within the lattice. By comparing the analytical tight-binding model (TBM) and 
first-principles simulations (using the finite-element-method (FEM) software COMSOL 
Multiphysics and the Radio Frequency module), we find that the system is qualitatively well 
described by the tight-binding model (TBM) with next nearest-neighbour (NNN) coupling 
considered. 
For the case of an ideal (unperturbed) Kagome lattice, for which the distances between cylinders 
in the same and nearby unit cells are equal (Fig.3.5(b) inset, position 1), i.e., the inter-cell and 
intra-cell couplings are the same, the band diagram with FEM simulations (blue solid lines in Fig. 
3.5(b)) exhibits a Dirac-like degeneracy at the K (and K′) point in the Brillouin zone. When the 
crystalline symmetry is reduced by shifting the dielectric cylinders as shown in Fig. 3.5(b) inset 
(positions 2 and 3), the inter-cell and intra-cell couplings between neighbouring trimers are no 
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longer equal. This induces a topological transition and leads to the opening of a complete 
photonic band gap at K and K’ points. 
The topologically nontrivial expanded structure (position 3) and trivial shrunken structure 
(position 2) have identical band structures, shown in Fig. 3.5b by red solid lines. Therefore, the 
two cases cannot be distinguished by frequency dispersion alone. However, these two 
configurations exhibit two distinct topological phases, separated by the gapless (position 1) 
transition point corresponding to the ideal Kagome lattice. The topological transition appears due 
to the symmetry reduction caused by the “trimerization” of the lattice, giving rise to the 
hybridization and band inversion of formerly degenerate bands. The topological transition can be 
demonstrated directly by calculating the topological bulk polarization through a Wilson loop, and 
by investigating the C3 symmetry related properties at high-symmetry points in the Brillouin 
zone.  
The topological bulk polarization characterizes the displacement of the average position of 
Wannier centre from the centre of the unit cell [25,101]. In the trivial case, the zero value of bulk 
polarization implies that Wannier centre is pinned to the centre of the unit cell, and no modes can 
dangle at the boundaries. However, in the topological nontrivial case, the non-vanishing bulk 
polarization induces a shift of the Wannier centre, so that, when the boundaries are introduced, 
dangling states emerge at the boundaries [21]. The bulk polarization difference of the expanded 
Kagome lattice is (1/3,1/3) relative to the shrunken lattice. We have also proven that with the 
inclusion of long-range interactions, bulk polarization remains quantized and equals (1/3,1/3), 
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leading to the emergence of boundary states in finite crystals surrounded by trivial domains.  
Given the bulk-boundary correspondence for our system [21], the nontrivial polarization 
difference across domains induce the emergence of topological edge states, which appear at the 
domain walls separating shrunken and expanded domains of the crystal. These states can be 
clearly seen in the eigenfrequency simulations of a supercell of 20 unit cells with domain wall in 
the centre, and at the outer edges (due to periodic boundary conditions applied at the outer 
vertical boundaries). The field profiles in Fig. 3.5(c) show two modes localized at the inner and 
outer interfaces, respectively, and the corresponding bands are clearly visible in the band 
diagram, Fig. 3.5(d) (blue solid lines), within the topological band gap separating the bulk 






Fig. 3.5 - Kagome lattice and corresponding bulk and edge band spectra. (a) Kagome lattice with 
dielectric pillars as sites, with top and bottom bounded by aluminium plates. (b) Bulk band 
diagrams of unperturbed (1), shrunken (2) and expanded (3) Kagome lattices. Complete bandgap 
formed in shrunken and expanded case due to the symmetry reduction. Corresponding lattice unit 
cells are shown in b inset. (c), (d) Simulations of edge states at the boundary between nontrivial 
(expanded) and trivial (shrunken) lattices. (c) Kagome supercell structure with 
shrunken/expanded domain walls, and (d) the corresponding band diagrams for the supercell. 
 
More interestingly, the distorted Kagome lattice is expected to exhibit higher-order topological 
states for the case of the finite structure. These states represent 2nd order topological states 
confined to 0D corners of our 2D system when the angle of the corner equals 60°. As 
demonstrated in Ref. [21], in the case when only NN coupling is present, these HOT states 
appear to be pinned to a single frequency, which exactly equals the resonance frequency of a 
single isolated resonator in the lattice and is referred to as “zero-energy”. These states appear to 
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be protected by the generalized chiral symmetry which guarantees that the corner states are 
pinned to “zero-energy” and ideally localized at one of the sublattices. The generalized chiral 
symmetry for the present case of 2D Kagome lattice is described by the operator Γ̂3, with the 
property Γ̂3
3
= 1 , connecting a sequence of inequivalent Hamiltonians ?̂?n  with the same 
spectrum Γ̂n?̂?0Γ̂
−n = ?̂?n, where 𝑛 = 1,2, and 𝐻0 + 𝐻1 + 𝐻2 = 0. Importantly, in the context of 
electromagnetic systems, when long-range interactions are inevitable, our analysis shows that the 
generalized chiral symmetry is retained as long as interactions within the same sublattice are 
negligible.  
The results of first principles simulations for the distorted crystal of triangular shape bounded by 
trivial (shrunken) domain in Fig. 3.6(a) show the evolution of the band structure as the system 
undergoes a topological transition when the ratio of inter- to intra-cell distance (from shrunk to 
expanded) is gradually detuned. As expected from the above discussion, the topological states 
appear only in the nontrivial case of the expanded lattice, characterized by non-vanishing bulk 
polarization. In Fig. 3.6(b) One can indeed see the corner states, which are referred to as type I 
HOT states, and are indeed appear to be localized on a particular sublattice within the topological 
domain [21], indicating the presence of the generalized chiral symmetry. The triply degenerate 
and flat spectral position of type I corner states for all three corners (Fig. 3.6(a)) confirms that 3rd 
order and longer-range interactions within the same sublattice, which break the generalized chiral 
symmetry, are very weak. We attribute this to the screening of such interactions by the rods of 





Fig. 3.6 - Simulation results of topological edge states and type I&II corner states. (a) Energy 
spectrum for triangle Kagome lattice with coupling detuning parameter 𝜅 = 2𝑑/𝑎0 in trivial and 
topological regimes. (b), (c) and (d) Field profiles and their corresponding frequencies. Both 
corner states (type I as red band and type II as magenta band in (a)) and edge states (dark blue 
band in (a)) appear in band gap of topological region and are gapped from each other. Both type I 
and II corner states are triply degenerated states. 
 
 
3.2.2 Higher-order topological states induced by long-range interactions  
Besides type I corner modes, observing the case of finite domain band structure Fig. 3.6(a) and 
corresponding eigenmodes field profiles Fig. 3.6(d) reveals another interesting phenomenon. 
Three degenerated modes follow closely the spectrum of the topological edge states as the 
coupling detuning parameter 𝜅 = 2𝑑/𝑎0 increases within the topological regime. For values of 
𝜅 ≈ 1.1, the corresponding eigenmodes have a field profile similar to the one of edge states, but 
they tend to localize to corners as 𝜅 increases, establishing a new type (type-II) of HOT corner 
states. Interestingly, the tight binding model that considers only NN coupling fails to predict 
these states, thus suggesting that their nature is specific to systems with long-range interactions, 
i.e. these new states can be linked to the electromagnetic interactions beyond nearest-
neighbouring cylinders. Indeed, the tight binding model simulations with NNN interactions 
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reveal this new type II corner modes, which, just as in the case of first-principles electromagnetic 
studies, split off from the edge states continuum (Fig. 3.7(b),(d),(e)) and have their field profiles 
resembling those of the topological edge states, but exponentially decaying away from the 
corners. This observation allows us to draw the conclusion that type II HOT corner states appear 
due to the localization of the topological edge states at the corners, which is caused by long-
range interactions. 
To better understand the origin of type II HOT states we developed the perturbation theory 
starting from the limiting case of fully “trimerized” (in analogy with fully dimerized limit of 1D 
SSH model) topological lattice with intra-cell coupling 𝐾 = 0 and the NNN hopping 𝐽2 = 0. In 
this case an entire structure splits into isolated clusters of sites connected with each other only 
via inter-cell coupling 𝐽 as illustrated in Fig. 3.7(a). Thus, the bulk of the lattice consists of 
trimers, which support three types of modes: a singlet monopolar mode with equal amplitudes in 
all three sites and the energy 𝐸 = −2 𝐽 (see the inset of Fig. 3.7(b)), and two dipolar modes with 
the energy equal to 𝐽. Once we assume some small but nonzero values of 𝐾 or 𝐽2, these discrete 
modes give rise to the formation of dispersive bulk bands depicted in Fig. 3.7(b).  
The edges of the structure, on the other hand, consist of isolated (dangling) dimers which support 
symmetric and antisymmetric modes with the energies −𝐽  and 𝐽 , respectively. Note that the 
former set of modes gives rise to the topological edge states of the lattice, while the latter set 
overlaps and merges with the continuum of upper (dipolar) bulk bands. 
Finally, corners of the structure in Fig. 3.6(a) represent isolated sites, consequence of which is 
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the triply degenerate corner modes with the energies of isolated sites. As mentioned above, these 
modes represent type I HOT states protected by the generalized chiral symmetry which ensures 
that their energy remains pinned to “zero-energy” level even when both 𝐽2 and 𝐾 take nonzero. 
As this type of zero-energy corner mode appears even in the absence of next-nearest neighbour 
coupling, and we do not explore it any further. 
 Since in the limiting case of the trimerized lattice (𝐽2 = 𝐾 = 0) the eigenmodes of the lattice can 
be written down analytically, as shown in section C, one can immediately apply the degenerate 
perturbation theory to reveal the role of the next-nearest-neighbour coupling in the formation of 
the Type II HOT corner modes and to deduce energy and the localization length of these modes. 
 
 
Fig. 3.7 - Localization mechanism of type-II corner states. (a) Finite triangle-shaped geometry of 
Kagome lattice. Red triangles show boundaries of the unit cell, black dashed line is the bisectrix 
of the corner. Inset shows isolated sets of interacting sites: trimers in the bulk, dimers at the 
edges, and single isolated sites at the corners. (b) Eigenmodes of a finite lattice (630 sites) for 
𝐽/𝐾 = 10, and with varying ratio 𝐽2/𝐾. (c) Illustration of coupling between dimers at a corner 
forming type II corner states. (d) Enlarged section of (b) shows the band of edge states and the 
emergence of type II HOT states as 𝐽2 increases. Red and black dashed lines show the analytical 
result for the energies of corner states obtained with first-order perturbation theory. € Result of 
tight binding model for the same structure as in (b) but far from the limit of trimerized lattice. 
 
The result of the first-order perturbation theory is schematically shown in Fig. 3.7(c), which 
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illustrates that the boundary problem reduces to the effective 1D problem with two edges (blue 
sectors) meeting at the corner (green sector). The analysis shows that the interaction among 
(symmetric) modes of the individual dimers along the edges, which equals 𝐾/2 , appears to be 
weaker than the interaction between the proximal dimers across the corner by the strength of the 





, where upper and lower signs correspond to two type-II HOT states, which are 
symmetric and antisymmetric, respectively, with respect to reflection relative to the bisectrix of 
the corner. The calculations also demonstrate that these states decay exponentially away from the 
corner.  
For comparison, the energies of symmetric and antisymmetric corner modes calculated using 
such reduction to the effective 1D problem are plotted by the black and red dashed lines in Fig. 
3.7(d) alongside with the exact solution to the tight-binding problem. It is seen that the lower 
energy (symmetric) Type II mode strongly interacts with the continuum of the lower-energy bulk 
states, and for larger 𝐾 and 𝐽2 it strongly hybridizes with the continuum. At the same time, an 
antisymmetric corner mode always appears within the bandgap and nicely follows the analytic 
solution of the perturbation theory. Considering more realistic regimes far from the fully 
trimerized lattice, shown in Fig. 3.7(e), the results perfectly agree with our conclusions and 
explain why the (symmetric) lower-energy mode is not observed in the first-principles FEM 
simulations. Indeed, for our case of less trimerized photonic lattice with stronger NNN coupling 





3.2.3 Experimental observation of Type II Corner in microwave system  
In order to experimentally validate our theoretical predictions, we have fabricated crystal with 10 
unit cells per triangle side-length placed in a parallel-plate waveguide and performed near-field 
measurements. Fig. 3.8(a) presents the extracted local density of states, which were retrieved 
from the measured field profiles by applying different spatial filter functions that take into 
account the field profiles of the respective modes. For type I corner states (Fig. 3.8(b)), the 
spatial filter is the Heaviside step functions placed over the three corner cylinders. For type II 
corner states (Fig. 3.8(c)), the filter is the step functions over pairs of cylinders adjacent to the 
corner site. For the topological edge states (Fig. 3.8(d)), all edge cylinders except those at and 
adjacent to the corner are included into the spatial filter, while for bulk states, all internal 
cylinders are considered. The extracted experimental densities of states are in excellent 
agreement with the results of theoretical calculations,0o as they all peak at the respective 
frequencies of the type I and II corner states and overlap spectrally with the edge band. The field 
profiles corresponding to the frequencies of the maximal density of corner states are also 
consistent with the theoretical results in Fig. 3.6(c),(d). In particular for type I states, both 
theoretical and experimental results clearly reveal localization of the field to the sublattice of 
upper cylinders in the topological region, indicating the presence of the generalized chiral 
symmetry. Moreover, the interactions beyond nearest neighbours clearly give rise to the 
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emergence of a new type II topological higher order state whose field profile (Fig. 3.7(c)) 
confirms its origin from the edge continuum, localized due to such interactions. 
 
 
Fig. 3.8 - Experimental observation of HOT Type I and Type II corner and edge states. (a) 
Density of states experimental results and comparison to eigenstate simulations. Coloured areas 
are experimental results of corner excitation, and the corresponding coloured dots at the top of 
the figure are first principle calculations of the eigenvalues for the same structure. (b), (c) and (d) 
different types of topological corner and edge state observed in experiment at corresponding 
frequencies when the system is excited by a source placed at the left bottom corner, log scaled 
field profiles from experiment are shown in these figures. 
 
To ensure the generality of our findings in the context of electromagnetics, we examined two 
additional cases of boundary conditions specific to electromagnetic problems. In the first case we 
studied an open topological crystal bounded by empty space (unfilled parallel plate waveguide). 
This type of boundary enables coupling between modes of the crystal and the waveguide and is 
known to give rise to radiative losses and finite lifetime of the modes, the subject of its own 
interest in the context of non-Hermitian topological phases [102,103]. We found that for our 
system, the leakage did not bring any new physics besides spectral broadening of the HOT and 
topological edge states, thus evidencing their robustness with respect to the open boundary 
condition. The second boundary condition studied was the case of topological domain 
surrounded by a metal wall. In these cases, the experimental studies confirmed the presence of 
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both types of HOT states, as well as topological edge states, but the chiral symmetry was clearly 
broken leading to spectral shift of the modes.  
 
3.2.4 Additional simulation and experimental results 
A. Verification of the existence of the topological states for the open system and system 
bounded by trivial crystal. Experimental results.  
In addition to the closed expanded Kagome crystal (with metallic boundaries) we have 
experimentally investigated the case of open system and the system bounded by trivial (shrunken) 
Kagome lattice. To this aim we first have removed the metallic walls from the lateral sides of the 
structure. This lead to the out-coupling of modes of the structure to the modes of the parallel-
plate waveguide (continuum of the guided modes) – the interaction which may potentially break 
the topological phase. In the second experiment, we have surrounded the crystal with three layers 
of trivial (shrunken) Kagome crystal, in which case the modes remain confined due to the band 
gap in this trivial outer domain. 
With the goal to verify the presence of topological states in these system we performed the 
experimental measurements in the microwave frequency range using the same near-field 
scanning technique as for the bounded case outlined in the main text. The results for the case of 
triangle bounded with the trivial domain are shown in the Fig. 3.9 which displays the measured 
near-field maps for three types of topological boundary modes: edge, corner I-type and corner II-
type alongside with the results of numerical calculations. The experimental results are found to 
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be in an excellent agreement with the numerical predictions which proves that the emergence of 
both type of HOT states is independent of the applied boundary conditions. 
Similar conclusion can be made for the case of open system with the experimental results 
presented in Fig. 3.10. As can be seen, the topological modes still persist in open systems in spite 
of leakage into the parallel-plate waveguide, although we do observe spectral broadening of the 
corner states due to the radiative leakage, which leads to the finite lifetime of the modes. Thus 
we conclude that the open character of the system does not destroy the HOT states but only leads 
to their spectral broadening. 
 
Fig. 3.9 - Higher order topological states in Kagome triangle structure with domain wall 
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boundary, simulation and experimental results. (a), (b) and (c) shows the simulation results of 
corner and edge states in finite, triangle shaped array. (d), (e) and (f) shows the corresponding 




Figure 3.10 - Experimental observation of topological states and density of corner, edge and bulk 
states for open system. (a) Retrieved density of states from experimental results. (b), (c) and (d) 
represents near-field profiles of two different types of corner states and edge state. The system is 
excited by a source placed at the left bottom corner. 
 
3.2.5. Conclusion 
In this present work we have demonstrated that the physics of higher-order topological states in 
photonic structures can be quite distinct from their condensed matter and acoustic counterparts, 
despite a similar geometry and topological phase. In particular, the presence of near- and far-field 
interactions in electromagnetic systems provides richer opportunities by enabling topological 
states not immediately available in electronic systems. In the photonic Kagome crystal 
considered here, we discovered type I HOT corner states, protected by the generalized chiral 
symmetry. More importantly, we found theoretically and confirmed experimentally that long-
range interactions can result in the formation of a new class of type II HOT corner states. Our 
studies also reveal an inherent robustness of corner states to different boundary conditions, 
making photonic HOTIs suitable for integration into different device platforms. In particular, we 
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have experimentally confirmed that the HOT corner states persist when the crystal is bounded by 
topologically trivial crystal, is surrounded by free space or is terminated by a conductor. The first 
two cases clearly show that the proposed designs can be immediately realized in optical domain 
where metals are lossy.   
Our study demonstrates significant potential of photonic HOTIs for revealing new fundamental 
phenomena stemming from physics that is specific to electromagnetic systems. It also shows that 
photonic HOTIs represent an exceptional platform for the realization of tuneable and robust 
devices with highly controllable field localization and spectral characteristics, across entire 
electromagnetic spectrum. The peculiar interplay between long-range interactions and topology 
has been shown to lead to the transformation of edge states into a new class of HOT corner states, 
which enables coupling topological states of different dimensionalities. Extension of our ideas to 
higher-dimensional photonic systems, as well as to synthetic dimensions, opens even broader 
opportunities for novel photonic HOTIs. Originating from lower-order topological states due to 
their localization induced by long-range interactions, such states can be tailored on demand to 




3.3 Experimental observation of Corner states in all dielectric IR system  
In this section, we propose an all-dielectric HOTI metasurface, in which by applying two near-
field experimental techniques we observe a topological transition and the emergence of two types 
of localized corner states, one of which is purely electromagnetic in nature [95,99], i.e., it does 
not have an analogy in condensed-matter systems. Near-field techniques have been shown to be 
very useful in studies of topological photonic systems: for instance, they have allowed the 
accurate extraction of subwavelength-detailed field structures evidencing the topology of the 
boundary modes at microwaves [104–106]. The use of s-SNOM to directly map near-fields in the 
optical domain, which was successfully used to study the properties of complex optical 
media [107,108], was recently applied to characterize topologically robust transport in valley 
photonic crystal waveguides [109].  
 
3.3.1 Design of all-dielectric HOTI metasurface 
The HOTI metasurface proposed here is fabricated on a Silicon-on-insulator (SOI) chip, which is 
ultrathin and compact, and therefore it can be easily integrated with on-chip photonic 
components. More importantly, its topological boundary states offer a new approach for trapping 





Figure 3.11 - Topological boundary modes of a higher-order topological metasurface. (a) 
Photonic band structure calculated by finite-element method (FEM) for topological (red solid 
lines) and gapless cases (black dashed lines) shown in the inset (yellow – expanded, gray – 
unperturbed, and purple – shrunken). (b) Band diagram showing the position of corner and edge 
states as a function of the lattice distortion (shrinkage or expansion). (c), (d), (e) show field 
profiles for edge, Type-I and Type-II corner modes, respectively, calculated for a finite 
topological lattice surrounded by the trivial lattice. 𝑎0 is the lattice constant. Parameters used: the 
long size of the diamond hole is 0.71𝑎0 the short one is 0.41𝑎0. The structure is expanded or 
shrunken by 10%. The numbers on top of (c), (d), (e) are the eigenfrequencies of the boundary 
modes (relative to the Dirac-point frequency). (f), (g) Wannier center calculated for topological 
and trivial case on the lower-frequency bulk band, respectively. The Wannier center near the 
Gamma point is ill defined due to the Dirac point at 𝜔 = 0. The calculated bulk polarization 
yields 0.3354 (-0.0060) for the expanded (shrunken) case. For (f), (g) insets, field in the holes 
has been removed to make comparison with s-SNOM data in Figure (3.12) easier. 
 
The proposed metasurface geometry is shown in the inset of Figure 3.11(a), and it consists of a 
photonic crystal with lattice formed by trimers of diamond-shaped holes (filled with air ε=1) in 
high-index silicon (ε=12) matrix. The triangular symmetry of the array ensures that the lattice 
possesses a Dirac-like degeneracy at the K-(K’) point in the Brillouin zone (Figure 1a, dashed 
black lines). Similar to other photonic systems with hexagonal symmetry [20,89,95,110], this 
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structure exhibits a topological transition when the lattice symmetry is trimerized (by either 
expanding, i.e. moving the holes farther apart, or shrinking, i.e. bringing the holes closer), which 
is accompanied by the opening of the band gap in place of the Dirac point (Figure 1a, solid red 
lines).  
In our case, the expanded system exhibits a HOTI phase characterized by Wannier type dipolar 
polarization, [25] while shrunken system is trivial and has no polarization (Figure 3.11(f),(g)). 
Thus, the transition is accompanied by the displacement of the Wannier center from the center of 
the unit cell to the corner of the unit cell (insets of Figure 3.11(f), (g). These two topologically 
distinct phases are characterized by the bulk polarization of 𝒑 = (1/3,1/3) and 𝒑 = (0,0), 
respectively [25,92,95]. The bulk-interface correspondence [25] ensures that our topological 
metasurface hosts topological boundary modes. However, in addition to 1D edge modes and 
higher-order 0D corner states (referred to as Type-I), known to exist in condensed matter 
Kagome latices [92], our metasurface exhibits a new class of corner states (referred to as Type-II) 
enabled by long range interactions, which are unique to photonics [95].  
The numerical calculations for the case of a triangular-shaped topological domain (surrounded 
by the trivial structure) confirm the emergence of edge (Figure 3.11(c)) states, and more 
importantly, predict the existence of both Type-I and Type-II higher-order corner states. (Figure 
3.11(d), (e)). 
 
3.3.2 Experimental Results  
76 
 
The proposed metasurface design was fabricated on two different SOI substrates: (i) buried 
silicon oxide and (ii) silicon on sapphire (SOS), with two different scales to exhibit modes at 
near-IR (~1.5 µm) and mid-IR (~6 µm) frequencies, ideally suited to perform two types of 
experimental studies – solid immersion spectroscopy and s-SNOM imaging, respectively. The 
use of SOS as a substrate allowed to eliminate leakage of modes into the high-index Si handle at 
mid-IR wavelengths, which would inevitably take place for 3um buried silicon oxide layer at 
6um. On the other hand, the refractive index of SiO2 in near-IR is 1.46 and of Al2O3 for mid-IR 
(6um) is 1.56, which makes these systems nearly identical (up to scaling) in these two 
experiments.  
Since the Dirac cone, and the associated bandgap opening after symmetry breaking, occur both 
below the air and the substrate light lines, the bulk states are evanescent and cannot be probed 
with far-field probes. For this reason, we need to excite the structure with near-fields that match 
the momentum of the bulk modes of the metasurface. We achieve this via an Otto-like scheme 
excitation using solid immersion spectroscopy. The incident radiation is passed through a high-
index (n=2.45) ZnSe hemispherical lens brought in close proximity with the sample, such that 
the light exhibits total-internal reflection at the interface between the lens and an air gap 
separating it from the metasurface and couples evanescently to its modes. The air gap is tuned to 
~ 300nm to ensure that the coupling between the lens and the structure is sufficiently strong to 




Figure 3.12 - Topological transition of bulk evanescent modes supported by the HOTI 
metasurface. (a), (b) Band surfaces corresponding to evanescent bulk states near the K point 
obtained from: (a) FEM simulations; (b) reconstructed by coupling to the near-field via solid 
immersion spectroscopy. In both panels, red surfaces reveal Dirac cones for the unperturbed 
metasurface, and the blue bands show a bandgap for the topological lattice. Red and blue dots are 
the extracted experimental data. The surfaces in (b) are obtained by fitting the experimental 
points with the Dirac cone function with the (5th degree) polynomial corrections. (c) Near-field 
distribution for the lower bulk state measured as the amplitude of s-SNOM signal (3rd 
harmonics) at 6550 nm. The blue dashed line shows the domain wall between topological 
(yellow unit cell) and trivial (purple unit cell) domains. 
 
Subsequently, attenuated total reflection (ATR) measurements through the lens with varying 
angle of incidence (θinc from 35° to 65°) and azimuthal angle (φ from -5° to 5°) allowed us to 
scan the momentum-space of the bulk evanescent modes of the metasurface with wavenumbers 
in the proximity of the K-point, 𝐤K = (
4𝜋
3𝑎0
, 0). The experimentally recovered surface of the 
bands for the case of Dirac (unperturbed) and gapped (expanded) metasurfaces are plotted in 
Figure 3.12(b), alongside with the results of numerical calculations in Figure 3.12(a). The 
experimental data clearly reveal the presence of a point degeneracy and of a Dirac cone for the 




While the band structures of the shrunken and expanded crystals are identical, the opening of the 
gap alone is not sufficient to deduce the topological state of the system. The solid-immersion 
spectroscopy is thus insufficient and a different type of near-field measurement capable of 
revealing the displacement of the field profiles is required.  
 
Figure 3.13 - Near-field imaging of first- and higher-order topological boundary states. (a) SEM 
image of a metasurface showing the topological domain surrounded by the trivial domain. 
Yellow dashed triangle shows the domain wall separating topological (yellow unit cell) and 
trivial (purple unit cell) domains. (b) near-field amplitude distribution of the topological edge 
states at 6240 nm, (c) near-field images of the Type-I corner state, and (d) near-field of the Type-
II topological corner state induced by the long-range interactions at 6200 nm, 6210 nm, 
respectively. The topological band gap is observed from 6010 nm to 6410 nm. The near-field 
profiles are plotted (in color) over AFM topographic (grayscale) images, and all were obtained 
from scattering amplitude signals demodulated at the 3rd harmonics of the tapping frequency to 
remove the background signal.  
 
To this aim we performed a direct near-field imaging using a commercial s-SNOM (Neaspec 
GmbH) tool, aimed at experimentally observing the displacement of the Wannier center and, 
subsequently, the existence of topological boundary modes due to the Wannier type dipolar 
polarization (see the supporting information for details). We fabricated a the triangular shaped 
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topological metasurface surrounded by a trivial domain and characterized its bulk and boundary 
modes using s-SNOM technique (see Figure 3.13(a) for the SEM picture). The comparison of the 
excitation of the bulk modes in the topological region (inside the triangle) and in the trivial 
region (outside the triangle) clearly shows the displacement of the field profiles (Figure 3.12(c)). 
Similar behavior was observed for the phase of the near-field measurements, which relates to the 
local density of states in the structure and the same displacement of the maxima was observed. 
Next, we obtained near-field profiles of the topological boundary modes, which are shown in 
Figure 3.13(b) and Figure 3.13(c),(d) for the edge and corner states, respectively. The strong 
localization of the modes at the boundaries of the triangle is distinctly observed for all the modes. 
The higher-order corner states of both types are of particular interest, especially Type-II photonic 
corner states induced by the long-range interactions [95]. As expected, the Type-I corner mode in 
Figure 3.13(c) is strongly localized at the corner and it is predominantly trapped within the 
corner unit cell and immediately across it in the trivial region. In contrast, the Type-II state in 
Figure 3.13(d) is less localized to the corner and has the field profile resembling the one of the 
edge state, but exhibits clear decay along the edge (Figure 3.13(b)). This field profile emphasizes 
the origin of this state, which stems from the topological edge state localized to the corner by 
long-rage photonic interactions in the system [95]. Note that the s-SNOM technique does not 
allow picking up the field in the hole regions, which is responsible for the difference between the 
theoretical and experimental figures. However, the comparison of the fields over the Si alone 
shows a good agreement between the theoretical and experimental results. 
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In summary, in this study we have used two complementary near-field techniques to 
experimentally investigate higher-order topology in optical domain. We proposed an original 
design of all-dielectric SOI-based HOTI metasurface supporting first-order edge states and two 
types of higher-order corner states. The performed near-field studies revealed (i) the topological 
transition accompanied by the emergence of the Wannier-type dipole polarization, and (ii) the 
presence of topological modes at the boundaries, and (iii) they confirmed the existence of a new 
type of corner states enabled by long-range interactions ubiquitous in photonic systems. The 
proposed metasurface with multiple topological states confined in one and zero dimensions 
paves the way towards novel applications of topological photonics for robust trapping and 
guiding of light. Our results may enable future designs of topological metasurfaces and lay the 
foundation for a new active nanophotonic platform [111] for resilient control of optical radiation 





Multipolar Type Higher-Order Topological Insulator3 
4.1 Introduction 
As we have mentioned in the previous chapters, stemming from the traditional condensed matter 
systems [1,2,10,22,83,112–116], classical wave systems have been proven to be powerful and 
versatile platforms to realize a wide variety of topological 
phases [3,13,14,32,36,39,42,44,46,48,49,87,117–119]. The inherent advantage in realizing 
topological phases in classical systems stems from the possibility of implementing a wide range 
of artificial potentials and gauge fields acting on engineered synthetic degrees of freedom. Thus, 
classical systems not only offer the possibility of emulating known quantum topological 
phenomena, but also allow to test new topological phases that may be hard or even impossible to 
find in naturally occurring materials. This is especially important in the context of recent 
predictions of a variety of novel topological phases of matter, which can be immediately tested 
using designer acoustic or photonic materials. One of such topological phases, as the main topic 
of this chapter which is of significant theoretical and practical interest, is the class of quantized 
multipole topological insulators (QMTIs) [5,25].  
Recently extended from the theory of electric polarization [18,120–122], QMTIs describe higher-
order multipole moments, lying in nested Wilson loops, which are quantized by lattice 
symmetries. The concept of electric dipole moment is essential to understanding the behavior of 
 
3 This chapter is adapted from X. Ni, M. Li, M. Weiner, A. Alù, and A. B. Khanikaev, Demonstration of a 
Quantized Acoustic Octupole Topological Insulator, Nat. Commun. 2020 111 11, 1 (2020). 
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foundational topological phenomena such as polarization-induced boundary charge in 
polyacetylene chains [16] and edge currents in quantum Hall systems [10,123,124]. In contrast to 
previously studied topological systems in Chapter 3, where the topological phase arises from 
bulk energy bands and the associated 1st order Wannier band, the topology of QMTIs emerges 
from a hierarchy of gapped bulk, surface, and hinge bands, and associated nested (higher-order) 
Wannier bands. The unique property of such multipole TIs is manifested in higher-order 
topological (HOT) states localized not only at the surface, but also at edges and corners of the 
system. In fact, the emergence of quantized charge corner states represents a hallmark of 
multipole TIs.  
The dimensionality of a topological system plays a determining role in defining its symmetry 
classification and, therefore, the topological invariants that identify the topological phase specific 
to such system. While corner, edge and surface states can also be found in systems with 
topological bulk polarization [21,92,97,100,125–130], as well as the second order modes 
protected by crystalline [88,131,132], it is only in QMTIs that higher multipole moments are 
enforced by the lattice symmetries to be quantized to 0 or 1/2. This property has been 
experimentally confirmed in 2D microwave, mechanical and circuit-based 
systems [93,94,96,133,134]. However, the observation of HOT states in higher dimensional bulk 
systems is harder to achieve. The extension to 3D quantized octupole TIs is not straightforward 
for multiple reasons: first, because of the requirement that octupole TIs must provide a synthetic 
magnetic flux of 𝜋 through every plaquette of a 3D crystal, second, because they must possess 
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dimerized inter-cell and intra-cell hopping in all three dimensions, and third, because, at the same 
time, they must preserve reflection symmetries to protect the topological phase.  
In this chapter, using a versatile additive manufacturing platform, we successfully tackle all the 
technical obstacles and experimentally implement these requirements in a 3D acoustic 
metamaterial, demonstrating for the first time an acoustic TI with quantized octupole moment 
supporting a hierarchy of topological states, including third-order corner states. In this work, I 
mainly worked on the theoretical and simulation part, including the octupole structural design 
and simulations, as well as some additional experimental work. Besides experimentally 
demonstrating the spectral evidence of non-trivial octupole moment, we also show through First-




4.2 Higher order Wilson loop (nested Wilson loop) of multipole HOTI systems 
In multipole HOTIs, we calculate the nested Wilson loop of the system to understand the 
topology of the system. We first consider a one-dimensional (1D) lattice with a lattice constant 




† |0〉,                                                   (4.1)  
where 𝑐𝑘,𝛼(𝑐𝑘,𝛼
†
) is the annihilation(creation) operator in momentum representation, and 𝑢𝑘,𝛼
𝑛
 is 
the coefficient of the Bloch state at site 𝛼, 𝛼=1,2,…,𝑁, and 𝑛=1,2,…,𝑁𝑜, where 𝑁𝑜  is the number 
of occupied bands, and 𝑁𝑜≤𝑁. We now define the position operator as 
 x̂ = Σk,α𝑐𝑘+δk,𝛼
† |0〉〈0|𝑐𝑘,𝛼,                                                      (4.2)  
where 𝑘 is discretized in 𝑁𝑘  steps, and 𝛿𝑘 = 2𝜋/𝑎0𝑁𝑘. The projection operator into the occupied 
bands can be represented as  
𝑃?̂?  = Σ𝑛,𝑘|𝑣𝑘
𝑛〉〈𝑣𝑘
𝑛|,                                                       (4.3)  
The position operator projected into the occupied bands becomes  
𝑃?̂??̂?𝑃?̂? = Σ𝑛,𝑛′,𝑘𝐺𝑛,𝑛′(𝑘 + 𝛿𝑘, 𝑘)|𝑣𝑘+𝛿𝑘
𝑛 〉〈𝑣𝑘
𝑛′| ,                               (4.4)  
where 𝐺𝑛,𝑛′(𝑘 + 𝛿𝑘, 𝑘) = Σ𝛼𝑢𝑘+𝛿𝑘,𝛼
𝑛 ∗𝑢𝑘,𝛼
𝑛′   is not unitary. However, this problem can be solved 
by singular value decomposition (SVD) method  
𝐺 = 𝑈𝐷𝑉† ,                                                                 (4.5) 
Redefine the unitary operator 𝐹 = 𝑈𝑉† such that 
𝑃?̂??̂?𝑃?̂?|𝑣𝑘〉 = 𝐹(𝑘 + 𝛿𝑘, 𝑘)|𝑣𝑘+𝛿𝑘〉 




𝑃?̂??̂?𝑃?̂?|𝑣𝑘+2𝜋−𝛿𝑘〉 = 𝐹(𝑘 + 2𝜋, 𝑘 + 2𝜋 − 𝛿𝑘)|𝑣𝑘+2𝜋〉                             (4.6) 
Since |𝑣𝑘 + 2𝜋〉 = |𝑣𝑘〉, and we define 1st order Wilson loop over 1D Brillouin zone as  
𝑊2𝜋+𝑘←𝑘 = 𝐹(2𝜋 + 𝑘, 2𝜋 + 𝑘 − 𝛿𝑘)…𝐹(𝑘 + 2𝛿𝑘, 𝑘 + 𝛿𝑘)𝐹(𝑘 + 𝛿𝑘, 𝑘),  (4.7)  
Thus, Eq. 4.6 becomes  
𝑊2𝜋+𝑘←𝑘|𝑣𝑘〉 = (𝑃?̂??̂?𝑃?̂?)
𝑁𝑘
|𝑣𝑘〉,                                                (4.8)  




𝑛〉.                                                          (4.9)  
where 𝜆𝑛  is the eigenvalue of projected position operator, 𝜆𝑛
𝑁𝑘 = 𝑒𝑖2𝜋𝑣
𝑛
 since Wilson loop is 
unitary. 𝑣𝑛  is the Wannier center of energy band indexed by 𝑛, and dipole moment is the 
summation of 𝑣𝑛 over the occupied bands. Similarly, Wilson loop eigenvalue problem in three-
dimensional case can be generalized as  
𝑊2𝜋+𝑘𝑥←𝑘𝑥,𝐤|𝑣𝑥,𝐤
𝑛 ⟩ = 𝑒𝑖2𝜋𝑣𝑥,𝐤
𝑛
|𝑣𝑥,𝐤
𝑛 ⟩,                                        (4.10)  
where 𝐤=(𝑘𝑥,𝑘𝑦,𝑘𝑧),  𝑘𝑥,𝑘𝑦,𝑘𝑧=0, 𝛿𝑘,…,(𝑁𝑘 − 1)𝛿𝑘. 𝑛=1,2,…,𝑁𝑜. 𝑣𝑥,𝐤
𝑛  is the Wannier band of 
the occupied energy band indexed by 𝑛, which describes the average position of the electron 
from the center of the unit cell in the direction of 𝑘𝑥 at momentum vector 𝐤. The polarization 










𝑛(𝑘𝑦, 𝑘𝑧).                                              (4.11)  
Polarizations in other directions can be acquired in a same manner. The bulk polarization (dipole 
moment), 𝐩 = (𝑝𝑥, 𝑝𝑦 , 𝑝𝑧) has important physical consequence in the material. First, when bulk 
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polarization is nonzero, boundary states like surface states in 3D crystal or edge states in 2D 
crystal might appear at the boundaries of a finite structure. Moreover, for 1D crystal, the 
quantized electric current will cross the bulk if it is periodically pumped through the unit cell by 
an adiabatic evolution of an insulating Hamiltonian over time. 
To calculate the topological invariant of boundary states which are one dimensional lower than 
that of the bulk, the technique called nested Wilson loop (2nd order Wilson loop) has been 
invented recently which is performed over the subspace of Wannier-sector, for example, on 
Wannier-sector ±𝜈𝑥 with 1st order Wannier bands considered, and along 𝑘𝑦 in the Brillouin zone,  
𝑊𝑦,𝑘
±𝑥 = 𝐹𝑘
±𝑥(2𝜋 + 𝑘𝑦, 2𝜋 + 𝑘𝑦 − 𝛿𝑘𝑦)…𝐹𝑘
±𝑥(𝑘𝑦 + 2𝛿𝑘𝑦, 𝑘𝑦 + 𝛿𝑘𝑦)𝐹𝑘
±𝑥(𝑘𝑦 + 𝛿𝑘𝑦, 𝑘𝑦),                                                                                                               
(4.12) 
In which [𝐹𝑘




𝑚′ 〉 , 𝑚,𝑚′=1,2,…,𝑁𝑤1 , where the 1st 
order Wannier state over Wannier-sector ±𝜈𝑥 is defined as  
|𝑤±𝑥,𝐤









 is the 𝑛𝑡ℎ component of the 𝑚th 1st order Wilson loop eigenstate. Finally, we 






±𝑥,𝑚⟩,                                         (4.14)  
in which 𝑣𝑦,𝐤
±𝑥,𝑚
 is the 2nd order Wannier center for Wannier sector +𝜈𝑥. The polarization over 











±𝑥,𝑚(𝑘𝑧 , 𝑘𝑥),                                    (4.15)  






±𝑖, 𝑖, 𝑗 = 𝑥, 𝑦, 𝑧, 𝑖 ≠ 𝑗,                                        (4.16)  
and it is quantized as either 1/2 or 0 because of the constraint by reflection symmetries. The 
physical consequence of the nontrivial quadrupole moment of the 2D crystal is the presence of 
corner charges robustly localized at the corners of the surface, and of quadrupole-induced edge 
polarization which has its own topology.  
Furthermore, to get the topological invariant for the boundary states two dimension lower 
compared to the bulk, 3rd order Wilson loop need to be constructed over the subspace of 
Wannier-sector ±𝜈𝑦
±𝑥  with 𝑁𝑤2  2nd order Wannier bands considered, and along 𝑘𝑧  in the 





(2𝜋 + 𝑘𝑧 , 2𝜋 + 𝑘𝑧 − 𝛿𝑘𝑧)…𝐹𝐤
±𝑦,±𝑥
(𝑘𝑧 + 2𝛿𝑘𝑧 , 𝑘𝑧 + 𝛿𝑘𝑧)𝐹𝐤
±𝑦,±𝑥
(𝑘𝑧 +
𝛿𝑘𝑧 , 𝑘𝑧),                                                                                                                              (4.17)  
in which [𝐹𝐤




𝑡′ 〉 , 𝑡,𝑡′=1,2,…,  𝑁𝑤2 , where the 
2nd order Wannier state over Wannier-sector ±𝜈𝑦
±𝑥 is defined as  
|𝑤±𝑦,±𝑥,𝐤










 is the 𝑚 𝑡ℎ component of the eigenstate of the 𝑡th 2nd order Wilson loop. 









⟩,                                   (4.19)  
in which 𝜈𝑧,𝐤
±𝑦,±𝑥,𝑡
  is the 3rd order Wannier center for Wannier-sector ±𝜈𝑦
±𝑥. The polarization 
over the Wannier-sector ±𝜈𝑦













(𝑘𝑥, 𝑘𝑦),                                  (4.20)  
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, 𝑖, 𝑗, 𝑘 = 𝑥, 𝑦, 𝑧, 𝑖 ≠ 𝑗 ≠ 𝑘,                       (4.21)  
and it is quantized as either 1/2 or 0. As explained in the main text, the topological evidences of 
nontrivial quantized octupole moment are the fractional corner charges localized at the corners of 
the structure, with the accompanying of polarization-induced gapped hinge states and 
quadrupole-induced surface states.  
The reflection symmetries in the octupole TI have anti-commuting relation among each other, 
which not only determine the degeneracy of energy bands, but also play an important role in the 
properties of 1st order Wilson loop over occupied bands, of 2nd order Wilson loop over 1st order 





4.3 Higher order topological states in 3D octupole lattice 
4.3.1 Theoretical model and design of acoustic octupole TI 
A 3D acoustic octupole TI proposed here emulates the tight-binding model (TBM) shown in Fig. 
4.1(a), which was originally introduced in refs [5,25]. The model is emulated using unit cells 
consisting of eight coupled acoustic resonators of cylindrical shape, as schematically shown in 
Fig. 4.1(b). We choose to work with the lowest-order axial acoustic mode, whose pressure 
oscillates along the cylinder (see Fig. 4.1(d) as an example profile). To form the lattice, the 
resonators are coupled through narrow cylindrical channels, whose position on the resonator is 
carefully chosen to respect the crystalline symmetries. A 𝜋 synthetic magnetic flux through each 
plaquette is achieved by bending the channels connecting the resonators based on the protocol 
shown in Fig. 4.1(b). Assuming the simplest case, the bent channels (blue colored connectors in 
Fig. 4.1(b)) provide a zero phase shift in the coupling, while the straight channels (red colored 
connectors in Fig. 4.1(b)) connect the bottom of one cylinder with the top of the other cylinder in 
the xy-plane, providing an additional 𝜋 phase shift in the hopping due to the odd symmetry of the 
modes of interest. More general scenarios are examined in the Fig. 4.5, which shows that the 
protocol implemented here always ensures a synthetic magnetic flux of 𝜋 through each plaquette. 
In addition, the channel lengths are chosen to be identical in all directions, in order to guarantee 
no dynamic phase difference in the coupling channels due to propagation. At the same time, the 
dimerization of intra-cell coupling 𝛾𝑖 and inter-cell coupling 𝜆𝑖 in all directions is achieved by 
varying the diameter of the coupling channels, such that |𝛾𝑖| < |𝜆𝑖|. Since the acoustic modes are 
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strongly bound to the resonators and the design of the structure only allows nearest neighbor 
coupling, the tight-binding model (TBM) in Fig. 4.1(a) is nicely reproduced in our acoustic 
crystal. COMSOL Multiphysics (Acoustic Module) has been used to verify our results with full-
wave finite element method (FEM) simulations, and the bulk acoustic band structure along high-
symmetry directions of the tetragonal Brillouin zone (BZ) of the proposed octupole TI is shown 
in Fig. 4.1(c), revealing two sets of four-fold degenerate bands split around the frequency of a 
single isolated resonator (“zero energy” of our system), spectrally separated from other modes. 
The symmetry of the band structure with respect to the frequency of a single resonator, and the 
degeneracy of the bulk bands, further confirm the presence of essential reflection, inversion, and 
sublattice (chiral) symmetries. The bulk field profile shown in Fig. 4.1(d) clearly reveals the 




Fig. 4.1 - Acoustic octupole topological insulator. (a) geometry for minimal tight-binding model 
of octupole topological insulator, 𝛾⊥ and 𝜆⊥ are the intra-cell and inter-cell couplings in the plane 
perpendicular to 𝑧 axis, and 𝛾𝑧 and 𝜆𝑧 are the intra-cell and inter-cell couplings in the 𝑧 direction. 
(b) unit cell design of acoustic tetragonal crystal that guarantees the negative coupling at each 
plaquette of the lattice, geometry parameters are provided in the Methods. (c) band structures of 
the acoustic unit cell in (b) shaded grey region indicates the frequency bandwidth of interested 
bands (orange colored), inset figures show four-fold degenerate band structures of interest (slight 
deviation due to meshing in numerical calculation) and high symmetry lines and points in the 
tetragonal Brillouin zone, respectively. (d) Acoustic pressure profile of the acoustic coupled 
dipolar modes taken at the high symmetry point A. 
 
To prove that the proposed acoustic structure indeed possesses quantized octupole topological 
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phase, we carried out calculations of the higher-order Wannier bands based on first-principle 
FEM simulations. As shown in Fig. 4.2(a-c), the structure supports gapped two-fold degenerate 
first-order Wannier bands (𝜈𝑧), gapped second-order Wannier bands (𝜈𝑥
−𝑧), and importantly, a 
third-order Wannier band (𝜈𝑦
−𝑥,−𝑧) quantized as 1/2. The same conclusions are obtained for 
Wannier bands with arbitrary order in 𝑥, 𝑦, 𝑧. Thus, the octupole topological phase (Wannier-















).                                     (4.22)                      
Since the Wannier bands are adiabatically connected to the energy spectrum of corresponding 
boundary states, surface states and hinge states are expected to be gapped, while the corner states 
which arise from quantized bulk octupole moment are anticipated to be in the mid-gap of the 
energy spectrum due to the chiral symmetry. We emphasize that it is only the corner states are 
pinned to “zero energy” and protected by the chiral symmetry, and the vanishing dipole moment 
and quadrupole moment enforced by inversion symmetries in our system make hinge and surface 
states trivial. All these predictions are indeed confirmed by first-principle simulations of our 
structure in Fig. 4.2(d-f), which clearly reveal gapped spectra with nested surface (yellow bands), 
hinge (blue bands), and corner states (red bands). The associated field profiles for (i) the top 
surfaces of the crystal (Fig. 4.2(g)), (ii) the corresponding edges of top surfaces (Fig. 4.2(h)), and 
(iii) the corners of top surfaces (Fig. 4.2(i)) verify the boundary nature of these states. Note that, 
due to the anisotropy of the crystal, the surface and hinge states of vertical boundaries support a 
wider bandgap (Fig.4.2(f), gray-colored bands). In addition, the frequency splitting of corner 
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states (~10Hz) in Fig. 4.2(f) is due to finite size of the system and hybridization of the corner 
modes localized at different corners.  
 
 
Fig. 4.2 - Higher-order topology and corresponding boundary states of the acoustic tetragonal 
crystal. (a-c) n-th order Wannier bands obtained based on the first principle FEM simulation. (a) 
1st order Wannier bands 𝜈z of the selective energy bands below the bandgap shown in Fig. 5.1(c). 
(b) 2nd order Wannier bands 𝜈𝑥
−𝑧 of the Wannier-sector −𝜈𝑧. (c) 3
rd order Wannier bands 𝜈𝑦
−𝑥,−𝑧
 
of the Wannier sector −𝜈𝑥
−𝑧. (d-f) energy bands show hierarchy topological states in which (d), 
energy bands of the supercell lattice (110) supporting the surface states (yellow colored bands). 
(e), energy bands of the supercell lattice (010) supporting the hinge states (blue colored bands). 
(f), energy diagram of a finite lattice composed of 3 × 3 × 3 unit cells supporting mid-gap edge 
polarization induced corner states. (g-i), surface, hinge and corner field distributions over the 
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finite lattice integrated from the respective boundary eigenstates inside the bulk bandgap in (f). 
Surface and hinge states in the vertical boundaries are mixed and represented by grey colored 
bands in (f). 
 
4.3.2 Experimental results 
The experimental sample implementing our octupole TI was fabricated with the use of a high-
resolution stereolithographic (STL) 3D printer (see Methods). The unit cells were printed and 
snapped together using interlocking features deliberately introduced in the design, thus allowing 
for the assembly of a rigid and stable large-scale crystal. The assembled structure consists of 27 
unit cells (216 resonators in total), as shown in Fig. 4.3(a). The modes of the fabricated structure 
were probed with a local excitation in each resonator by placing an air transducer at the side-hole, 
intentionally introduced into every resonator. The strength of the local response was measured 
using a microphone attached to the second side-hole. The holes are small enough not to introduce 
excessive loss, but sufficiently large to probe the acoustic pressure field. The resultant frequency-
response spectra for selected groups of resonators (Fig 4.3(b) inset), internal bulk, and external 
surface, hinge, and corner resonators, are shown in Fig. 4.3(b) by color-coded bands, and clearly 
reveal four distinct types of states (see Methods for detailed measurement and data analysis). The 
average quality factor of the modes of resonators is about 90 due to loss in the resin and leakage 
through probe holes giving the mean resonant bandwidth of about 120 Hz. Compared to the gaps 
of bulk (~1500 Hz), surface and hinge states (~400 Hz), these resonant peaks are narrow enough 
to clearly distinguish the corner states in the spectra. As predicted by our theoretical calculations, 
the corner states appear to be nested within gapped hinge, surface, and bulk spectra. The field 
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profiles at the specific frequencies corresponding to bulk, surface, hinge, and corner states are 
shown in Fig. 4.3(c-f), and confirm the localization of these states to the corresponding boundary 
resonators. Frequency response spectra for eight corners are shown in Fig. 4.6, providing further 
evidence of octupole topological phase in our structure, and Fig. 4.7 confirms localization of the 
corner mode and emphasizes the role of chiral symmetry as the field predominantly localizes on 
a particular sublattice. We point out the resonant peaks of corners fluctuate around the mid-gap 
frequency since 3D printing used in fabricating the sample has resolution of ~70 μm, which is 
the main mechanism of the chiral symmetry reduction due to fluctuations of the resonant 
frequency of the cylinders. Together with other mechanisms, such as non-uniform focusing of 
light in stereolithographic 3D printer, leads to the resonant frequency variations exceeding 100 
Hz. However, we minimize the role of such chiral symmetry reduction by individually testing the 
resonators to ensure approximately the same resonant frequency, such that the frequency splitting 
of corner modes stays within 100 Hz, which is sufficiently small even with respect to the 




Fig. 4.3 - Experimental demonstration of acoustic octupole TI. (a) photograph of the assembled 
structure consisting of 3 × 3 × 3 unit cells. Location of probe holes is shown by red squares. (b) 
Normalized acoustic frequency response spectra for the selective bulk (orange), surface (yellow), 
edge (blue) and corner sites (red) of a finite structure. Grey colored spectra represent surface and 
hinge states in the vertical boundaries perpendicular yellow colored surface. Inset is the 
schematic of selective groups of resonators, in which their respective topologies are shown, like 
bulk has octupole moment 𝑜𝑥𝑦𝑧, top surface has octupole moment 𝑞𝑥𝑦, and top edges have dipole 
moment 𝑝𝑥 and 𝑝𝑦. (c-f). The field profiles of (c), bulk states, (d), surface states, (e), hinge states 
and (f), corner states extracted from the frequency responses of all resonators and chosen at 
selected frequencies indicated by dashed lines in (b). 
 
4.3.3. Extended topological phases 
The insulator with non-commuting reflection symmetries possesses rich topological classes, as 
illustrated by our first-principle FEM studies summarized in Fig. 4.4(a), where the dimerization 
between 𝜆𝑖 and 𝛾𝑖 are changed along the selected direction 𝑖. When the ratio |
𝜆𝑖
𝛾𝑖
| crosses one, the 
corresponding 2nd order Wannier bandgap 𝜈𝑗
±𝑘  closes and reopens, implying a topological 
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transition, therefore inferring that the Wannier-sector polarization 𝑝𝑖
±𝑗,±𝑘
 switches between 1/2 
and 0. For example, the quantized octupole moment 𝑜𝑥𝑦𝑧 = 1/2 lies in the topological class 




| < 1, the insulator enters into the topological class of blue block in Fig. 4.4(a), 













), which supports surface and hinge states induced by such 
quadrupole moment nested in the bulk bandgap in Fig. 4.4(b). However, the combined 
quadrupole moment vanishes, and therefore, these states are not protected and are spectrally 
gapped. Since the octupole moment becomes trivial in this class, no mid-gap topological corner 
states are observed. The reversal of dimerization along y, x and then z-direction one by one leads 
to a sequence of topological transitions, accompanied by a sequence of closing and reopening of 
2nd order Wannier bands, corresponding to the disappearance of corner, hinge, and the surface 
states accordingly, as shown in Fig. 4.4(b,c,d). 
 
Fig. 4.4 - Topological classes of the 2nd order Wannier bands. (a) diagram of the topological 
classes for the 2nd order Wannier bands as a function of |
𝜆𝑖
𝛾𝑖
| , 𝑖 = 𝑥, 𝑦, 𝑧. (b-d), energy spectra of a 






























To conclude, in this section we discussed the design, fabrication and experimental verification of 
a 3D octupole topological insulator using a classical acoustic platform. We confirmed that the 
octupole topological moment leads to the emergence of a hierarchy of higher-order boundary 
states, topological 3nd order states confined to corners, 2nd order states localized at the edges, and 
1st order states localized at the surface of the crystal. The corner modes appear in the gap of all 
lower-order states, making them good candidates for precise control of energy localization in the 
lattice. The versatile engineering of synthetic magnetic flux and acoustic potentials in 3D 
enabled by the complex geometries of the 3D printed metamolecules implemented in this work 
further facilitates design and control of sound based on topological properties. Our results open a 
direction in exploring topological physics in metamaterials and offers approaches to localizing, 




Fig. 4.5 - Flux π through each plaquette for a simple case which can be extended to arbitrary 
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case. (a) a simple distribution of acoustic dipole modes in the xy-plane of our structure. If we 
assume interaction between high pressure and lower pressure (+,-) is negative, and interaction 
(+,+) or (-,-) is positive, then the plaquette has flux 𝜋 due to the negative coupling. If 𝑛 number 
of dipole modes flip their phases, varied flux caused by such change is 2𝑛𝜋, where 𝑛 = 1,2,3,4, 
thus the total flux 𝜋 is invariant. (b) a simple distribution of acoustic dipole modes in the xz-
plane (yz-plane) of our structure. The same analysis can be applied and we get the conclusion 
that total flux is always 𝜋 through the plaquette in xz-plane (yz-plane). 
 
 
Fig. 4.6 - Frequency responses of single resonator at eight corners. Orange and blue colored 
spectra are for corners at the top and bottom surfaces of the structure in Fig. 4.3(a), dashed lines 
indicate the bandgap range of topological hinge states (~400Hz). The limited resolution of 3D 
fabrication as well as the loss induced by material absorption and leaky channels lead to the 
fluctuation of resonant peaks and non-uniform broadening of corner modes located at different 
corner sites. The overall higher loss for lower surface are due to purely technical reasons, 
including larger surface roughness inside the resonators and the deliberate lower print quality (to 






Chapter 5.  
Systems with light-matter interactions and topological transitions4 
Following the discussions in the previous chapters about novel topological phases in classical 
wave systems, we now expand our attention to a new regime of classical wave system interacting 
with condensed matter systems. Strong light-matter interactions under moderate light intensities 
would benefit the research and applications in studying quantum behaviors [135–137]. One such 
possible platform is polaritonic metasurface, designed to support polaritons – quasiparticles 
behave half-light half-matter like. Topological polaritons (TPs) [138–141] offer such an ideal 
platform, especially providing unique properties originate from topological phases of light 
strongly coupled with matter. Moreover, enriching topological photonics by mixing light with 
condensed matter provides even more exciting avenues for controlling exotic states of light and 
matter. The combination of photonic topological properties (one-way pseudo-spin-polarized 
transport, topological protection against scattering) and strong interactions arising from light-
matter hybridization, may support phenomena such as topological solitons, modulation 
instability and generation of squeezed topological light [78,89,138,142–150]. Moreover, TPs 
pave the way towards the development of active topological nanophotonic devices with giant 
 
4 This chapter is adapted from M. Li, I. Sinev, F. Benimetskiy, T. Ivanova, E. Khestanova, S. Kiriushechkina, A. 
Vakulenko, S. Guddala, M. Skolnick, V. M. Menon, D. Krizhanovskii, A. Alù, A. Samusev, and A. B. Khanikaev, 
Experimental Observation of Topological Z2 Exciton-Polaritons in Transition Metal Dichalcogenide 
Monolayers, Nat. Commun. 2021 121 12, 1 (2021), and S. Guddala, F. Komissarenko, S. Kiriushechkina, A. 
Vakulenko, M. Li, V. Menon, A. Alù, and A. B. Khanikaev, Topological phonon-polariton funneling in mid-
infrared metasurfaces, Science abj5488 (2021). (Accepted and undergoing publication process as of the 
dissertation is submitted.) 
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optical nonlinearity enabling control of light by light at small intensities, down to the single 
photon level.  
Consistent with their non-topological cousins, TPs represent “half-light and half-matter” 
excitations emerging as the result of strong coupling between electromagnetic and solid-state 
degrees of freedom. Overall, polaritonic systems serve as an ideal interface between photonics 
and solid-state systems, facilitating control of spin- and valley-degrees of freedom in future 
quantum devices [26,151–158]. TPs, enriched with additional degrees of freedom, inherited from 
nanoscale structured photonic materials thus offer uniquely versatile control of quantum states 
with photons. 
In this context, TPs have been an active subject of research with several recent theoretical and 
experimental findings, especially in systems based on quantum wells integrated into photonic 
nanostructures [76,140,141,159–161]. The realization of TP is straightforward, where we design 
2D topological metasurface accordingly to the characteristics of the material holding 
quasiparticles, enabling strong interaction, but leading to fascinating results of transition of 
topological invariants, and polaritonic boundary states.  
However, the topological polaritonic systems reported so far have been mostly limited to 1D 
systems, and a 2D system characterized by 1D topological invariants. On the other hand, spin-
Hall [22,112] TPs, a different 2D topological polaritonic phase that does not require magnetic 
field and therefore has significantly more opportunities for broad applicability and integration in 
nanophotonic systems, has so far evaded experimental realization.  
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We studied two types of quasiparticles that interacts with topological photonic metasurfaces. One 
of them is exciton, found in semiconductors and monolayer 2D materials. TMD monolayer is a 
type of such material that rise interests in related fields. Its valley selective nature yield 
interesting results when interacting with spin-Hall [22,112] topological photonic structures. We 
enable a spin-Hall topological polaritonic phase by strongly coupling valley polarized in-plane 
excitons in a TMD monolayer with an all-dielectric topological photonic metasurface [162]. We 
first show that the strong coupling between topological photonic bands supported by the 
metasurface and excitonic bands in TMDs yields an effective phase winding and transition to a 
topological polaritonic spin-Hall state. We then experimentally realize such phenomena and 
confirm the presence of one-way spin-polarized edge TPs in metasurfaces integrating MoSe2 and 
WSe2. Combined with the valley polarization in TMD monolayers, the proposed system enables 
a new approach to engage the photonic angular momentum and valley degree of freedom, 
offering a promising platform for photonic/solid-state interfaces for valleytronics and spintronics. 
The other kind of quasiparticle-photon interaction we studied is phonon-photon interaction in 
hBN thin layer. We conducted (the corresponding paper is accepted and undergoing publish 
process by the time this dissertation is finished) the first observation of topological polaritonic 
phase with resilient helical boundary states representing half-light half-phonons trapped to a 
topological mid-IR integrating a few-layer hBN. Our discovery opens novel opportunities to 
manipulate phonons by endowing them with topological characteristics via their hybridization 
with topological light. Topological phonon-polaritons pave the way for robust and unidirectional 
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heat sinks and can lay the foundation for Raman spectroscopy with helical edge phonons 




5.1 General analytical methods for non-dispersive quasiparticle interaction 
and topology transitions 
 
5.1.1 Tight-binding model calculation 
Tight-binding model (TBM) is widely used to describe atomic and classical systems, and by 
introducing non-dispersive flat band coupling with photonic lattice, we can describe exciton or 
phonon flat bands under the subwavelength scale of photonic lattices quite well, and thus enable 
the analytical studies of band structures, finding coupling strengths of the interacting system, as 
well as observe topological transitions. 
The breathing (expanded or shrunken) honeycomb lattice has 6 sites in a single unit cell and is 
described (in momentum Bloch space) by the following Hamiltonian, which follows directly 









𝜔0 −𝜅 0 −𝑗𝑒
−𝑖𝑘𝑥 0 −𝜅







































where 𝜔0 is on-site energy (frequency), which is set to be zero in what follows, 𝜅  and 𝑗 are 
intracell and intercell coupling (hopping) coefficients, respectively, and 𝑘𝑥  and 𝑘𝑦  are the 
components of the dimensionless (normalized by the lattice constant 𝑎0) Bloch vectors. 
For simplicity, in what follows we apply k-p approximation near the Γ-point, where we introduce 
105 
 








1 1 1 1 1 1
1 𝑒𝑖𝜋/3 𝑒2𝑖𝜋/3 −1 𝑒−2𝑖𝜋/3 𝑒−𝑖𝜋/3
1 𝑒2𝑖𝜋/3 𝑒−2𝑖𝜋/3 1 𝑒2𝑖𝜋/3 𝑒−2𝑖𝜋/3
1 −1 1 −1 1 −1
1 𝑒−2𝑖𝜋/3 𝑒2𝑖𝜋/3 1 𝑒−2𝑖𝜋/3 𝑒2𝑖𝜋/3




,                        (5.2)  
This operator transforms the original Haimltonian breathing honeycomb lattice 𝐻𝑐𝑖𝑟 =
𝑈6×6𝐻0𝑈6×6
−1 , and diagonalizes it at the Γ  point with the left and right circularly polarized 
eigenstates 𝑝± and 𝑑±, where the p and d letters correspond to the orbital momentum of photon 
of 𝑙 = 1 (dipole) and 𝑙 = 2 (quadrupole), respectively, and the subscript indicates handedness 
(pseudo-spin 𝑠 = ±1) of the modes.  
We then expand the Hilbert space to span the excitonic degrees of freedom with the orbital 
momentum 𝑚 = ±1 at K/K’ valleys of the transition metal dichalcogenide (TMD) monolayer, 
respectively. To this aim the Hamiltonian dimensions are increases by 2 (from 6x6 to 8x8) by 
adding two exciton states with energies 𝜔+ ≡ 𝜔𝐿, 𝜔− ≡ 𝜔𝑅, whose coupling to photonic degrees 
of freedom is characterized by the coefficients 𝑞𝑝±, 𝑞𝑑±. Here for simplicity, we consider only 
the case of coupling to the photonic band of interest. We also note that the exciton dispersion can 
be neglected due the small values of photon wavenumber compared to the exciton wavenumber, 
and the excitons are always considered as having momentum close to K and K’ point in the TMD. 
In the case we are discussing below the TR symmetry is preserved, and, therefore, these two 
excitonic states are always degenerate, 𝜔𝐿 = 𝜔𝑅 = 𝜔, and 𝑞𝑝(𝑑)+ = 𝑞𝑝(𝑑)− = 𝑞𝑝(𝑑). We thus get 






) = 𝜔 (
1 0
0 1
).                                         (5.3) 
It is known that these six photonic bands contain six different kind of modes: two singular modes, 





),                                                  (5.4) 
𝑄† = (
0 𝑞𝑝 𝑞𝑑 0 0 0
0 0 0 0 𝑞𝑝 𝑞𝑑
),                                         (5.5) 
where the form of 𝑄 is dictated by the conservation of the angular momentum 𝑠 = 𝑚, that is the 
photonic of the left 𝑠 = 1 (right 𝑠 = −1) helicity interact only with the excitons at K valley with 
𝑚 = 1 (K’ valley with 𝑚 = −1) due to the valley polarization. 





),                                                     (5.6) 
Then, in order to reveal the structure of excitons-photon interactions in the original basis, we 
perform a reverse transformation back to original basis 
𝐻8×8 = 𝑈8×8
−1 𝐻8×8




),                                  (5.7) 







𝑞𝑝 + 𝑞𝑑 𝑞𝑟𝑞𝑝 + 𝑞𝑟
2𝑞𝑑 𝑞𝑟
2𝑞𝑝 − 𝑞𝑟𝑞𝑑 −𝑞𝑝 + 𝑞𝑑 −𝑞𝑟𝑞𝑝 + 𝑞𝑟
2𝑞𝑑 −𝑞𝑟
2𝑞𝑝 − 𝑞𝑟𝑞𝑑
𝑞𝑝 + 𝑞𝑑 −𝑞𝑟
2𝑞𝑝 − 𝑞𝑟𝑞𝑑 −𝑞𝑟𝑞𝑝 + 𝑞𝑟
2𝑞𝑑 −𝑞𝑝 + 𝑞𝑑 𝑞𝑟




where 𝑞𝑟 = 𝑒
𝑖𝜋/3 , for equation simplicity. This gives us the form of coupling between the 
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polaritonic bands and photonic bands with this 𝑄𝑐 coupling block.  
By introducing interaction of polaritonic bands with the photonic bands in the Dirac cone 
(without shrinking or expansion) states 𝑝± and 𝑑±, by placing them both mid-gap and to cross 
with the upper bands, and we calculate the band structure of the resultant system. The respective 
results are given in Figure 5.1 and Figure 5.2. 
 
 
Figure 5.1 - Band structure of infinite lattice with polaritons obtained from TBM model for 
exciton frequencies exactly at the Dirac point (mid-gap for shrunken/expanded lattice). (a) and (b) 
unperturbed honeycomb lattice interacting with excitonic bands, q=0 (no interaction) and q=0.5 
(with interaction) cases. (c) and (d), topological (expanded) honeycomb lattice with excitonic 




Figure 5.2 - Band structure of infinite lattice with polaritons obtained from TBM for exciton 
frequencies crossing the upper photonic bands. (a) and (b), topological (expanded) photonic 




Figure 5.3 - Band structure of a supercell with 10 trivial and 10 topological unit cells with the 
domain wall in the middle obtained from TBM for exciton frequencies crossing the upper 
photonic bands. (a) no coupling between exciton and photonic bands (𝑞 = 0), (b) a strong 
coupling between polariton bands and photonic bands 𝑞 = 1.5, which is 60% of the average 
coupling strength between sites (𝜅 + 𝑗)/2. 
 
To observe the emergence of the edge states, we also preformed calculations for the honeycomb 
supercell consisting of 10 shrunken (trivial) and 10 expanded (topological) unit cells, with the 
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domain wall in the middle. The results in Figure 5.3 clearly show that the edge states are 
transferred from photonic bandgap to the gap between the lower photonic bands and the new 
band corresponding to the exciton-polaritons, while there is no edge state at the upper gap, 
indicating the transfer of topological invariant from the former photonic bulk band to the 
polaritonic band. This is indeed confirmed by the direct calculation of the spin-Chern numbers 
for the new polaritonic bands, which yields 𝐶𝑠 = ±1 for the two bands. 
 
5.1.2 Photonic treatment: plane wave expansion near the 𝚪 point and the Berry curvature 
and spin-Chern number calculations 
Without distortion (shrinkage or expansion), the band structure forms two Dirac cones at K and 
K′. After the distortion is introduced, the Brillouin zone folding occurs, the four-fold degeneracy 
at the Γ point is lifted and a gap opens. Following Refs. [110,162], we performed a plane-wave 
expansion around Γ point and reduced the dimension of resultant matrix to 6x6 by getting rid of 
the two singlet bands, and then further reduced the dimension of this matric to 3 by 3 matrix by 
focusing on a particular block corresponding to 𝑠 = 1. 
In our system corresponding to experiment, electric field is in-plane, therefore we chose to work 





∇ ×)𝐻𝑧 + 𝑘0




. In the following equations we replaced 𝑘0 with parameter 𝑝. 
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𝐻𝑧(𝐫) = ∑ 𝐻𝐺 𝑒
𝑖(𝐆+𝐤)∙𝐫
𝐺                                                 (5.10) 
1
(𝐫) = ∑ 𝜅𝐺  𝑒
𝑖𝐆∙𝐫
𝐺                                                     (5.11) 
𝑘0
2𝐻𝐺 − ∑ 𝜅𝐺−𝐺′  [(𝐺𝑥 + 𝑘𝑥)(𝐺𝑥
′ + 𝑘𝑥) + (𝐺𝑦 + 𝑘𝑦)(𝐺𝑦
′ + 𝑘𝑦)]𝐻𝐺′ = 0𝐺′ .       (5.12) 






𝑒−𝑖𝐆∙𝐫 𝑑𝒓, we can obtain all orders of refractive index Fourier 
components needed, 𝑆0 is the unit cell area. 𝐺 =
4𝜋
√3𝑎
 is the length of reciprocal lattice vectors, 
and we dropped the subscript z for the magnetic field for simplicity as it is redundant. 
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√3 0 0 0 0 0 0
0 0 1 0 1 0 1
0 1 0 1 0 1 0
0 0 1 0 𝑒4𝑖𝜋/3 0 𝑒2𝑖𝜋/3
0 0 1 0 𝑒2𝑖𝜋/3 0 𝑒4𝑖𝜋/3
0 1 0 𝑒4𝑖𝜋/3 0 𝑒2𝑖𝜋/3 0





 ,                         (5.14) 
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which block diagonalized this matrix into 3x3 and 4x4 blocks at Gamma point 
?̂?3×3 = (
−𝑝2 0 0
0 −𝑝2 + 𝐺2(𝜅0 − 𝜅2) 𝐺
2(𝜅1 − 𝜅3)
0 𝐺2(𝜅1 − 𝜅3) −𝑝
2 + 𝐺2(𝜅0 − 𝜅2)
),                    (5.15) 
?̂?4×4 = (
ℎ1𝑎 0 ℎ1𝑏 0
0 ℎ1𝑎 0 ℎ1𝑏
∗
ℎ1𝑏
∗ 0 ℎ1𝑎 0
0 ℎ1𝑏 0 ℎ1𝑎
),                                          (5.16) 
where ℎ1𝑎 = −𝑝
2 + 𝐺2(𝜅0 + 𝜅2/2) and ℎ1𝑏 = (1 + 𝑖√3)𝐺
2(𝜅1/2 + 𝜅3). The 4x4 block H4×4 
corresponds to the 4 bands forming the Dirac cone [110,162]. 
Addition of k-dependent term obtained from the 𝑘 dot 𝑝 theory yield the effective Hamiltonian 








2) 2𝐺(−𝑖𝑘𝑥 + 𝑘𝑦) 0 0
2𝐺(𝑖𝑘𝑥 + 𝑘𝑦) 𝑢2 + 𝐵(𝑘𝑥
2 + 𝑘𝑦
2) 0 0
0 0 𝑢1 − 𝐵(𝑘𝑥
2 + 𝑘𝑦
2) 2𝐺(−𝑖𝑘𝑥 − 𝑘𝑦)







Where 𝑢1 = 𝐺
2(𝜅1 + 2𝜅3 + 2𝜅0 + 𝜅2) − 2𝑝
2 , 𝑢2 = 𝐺
2(−𝜅1 − 2𝜅3 + 2𝜅0 + 𝜅2) − 2𝑝
2 , 𝐵 =
2(𝜅3 − 𝜅1), and 𝐵2 = 2(𝜅0 − 𝜅2). 
This expression is analogous to the Hamiltonian of the BHZ model [22]. We then shift the Dirac 






𝑀 −𝐵|𝐤|2 𝐴(−𝑖𝑘𝑥 + 𝑘𝑦) 0 0
𝐴(𝑖𝑘𝑥 + 𝑘𝑦) −𝑀 + 𝐵|𝐤|
2 0 0
0 0 𝑀 − 𝐵|𝐤|2 𝐴(−𝑖𝑘𝑥 − 𝑘𝑦)

























2) 𝐴(−𝑖𝑘𝑥 + 𝑘𝑦) 0 0 𝑞𝑝 0
𝐴(𝑖𝑘𝑥 + 𝑘𝑦) −𝑀 +𝐵(𝑘𝑥
2 + 𝑘𝑦
2) 0 0 𝑞𝑑 0
0 0 𝑀 − 𝐵(𝑘𝑥
2 + 𝑘𝑦
2) 𝐴(−𝑖𝑘𝑥 − 𝑘𝑦) 0 𝑞𝑝
0 0 𝐴(𝑖𝑘𝑥 − 𝑘𝑦) −𝑀 + 𝐵(𝑘𝑥
2 + 𝑘𝑦
2) 0 𝑞𝑑
𝑞𝑝 𝑞𝑑 0 0 𝜔𝐿 0








The bands of ?̂?𝐷
𝑐  are spin-degenerate forming two groups of Dirac cone on top of each other 
spectrally, therefore we can further focus on the spin-up block establishing the 3x3 Hamiltonian 





2) 𝐴(−𝑖𝑘𝑥 + 𝑘𝑦) 𝑞𝑝




)                         (5.20) 
We also calculated the Berry curvature and the spin-Chern numbers of each bands of the 






                                                 (5.21) 
where Berry curvature Ω(𝑛)(𝐤) at wave vector 𝐤 is Ω(𝑛)(𝐤) = 𝑖∇𝐤 × 〈𝜓
(𝑛)(𝒌)|∇𝐤𝜓
(𝑛)(𝐤)〉 . The 
Berry curvature of the upper polaritonic band (𝐶(2) = 1) is shown in Fig. 5.4 and it clearly 
demonstrated that the dominant contribution arises from the region of avoided crossing, 




Figure 5.4 - Berry curvature of the polaritonic band. Berry phase shows a ring-shaped maximum 
that appears at the points of avoided crossing, revealing the role of the effective phase winding in 
the coupling between photons and excitons. 
 
When 𝑢1 > 𝑢2  and 𝐵 > 0 , or 𝑢1 < 𝑢2  and 𝐵 < 0 , the system is topological, otherwise it is 
trivial, yielding zero spin-Chern numbers on any band. We again see that the nontrivial spin-
Chern number transfers to the polariton bands. Thus, the spin-Chern number for spin-up states 
without coupling are {1,0,-1} when the polariton frequency is at midgap and not crossing any 
band, while after applying a strong coupling with the upper photonic bands, the spin-Chern 
number for spin-up states transform into {0,1,-1}, and we can see that the nonzero topology 
invariant has indeed been transferred from upper photonic band to the polaritonic band. 
 
5.1.3 Circular wave excitation in TBM 
To emulate the experimental conditions, a model of coupled mode theory with excitation source 
in Tight-Binding Model is introduced. In the experiment, a circular polarized source is applied on 
the whole structure, and measurements of field took place on the boundary of topological and 
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trivial domains, the EM field of a few boundary unit cells are collected. 
In TBM model introduced in Section 5.1.1 (Equations 5.1, 5.7, 5.8), the Hamiltonian of a 
periodic lattice with excitons 𝐻8×8 contains 8 degrees of freedom, 6 of which are photonic and 
the other 2 are excitonic. We apply excitation source 𝑆𝑖𝑛 on these 6 photonic bands. 










,                    (5.22) 
Where plus and minus indicates different field rotation directions, or directions of circular 
polarizations of light source. 





= (?̂?8×8  + iγ̂)ψ + α𝑆𝑖𝑛,                                           (5.23) 
Where α is the coupling coefficient of the excitation source, and γ̂ describes is the total loss of 
the modes of the system. By solving Eq. 5.23 we can get energy distribution |ψ|2 and reflectivity 
𝑟 = 𝑆𝑜𝑢𝑡 = αψ, 𝑅 = α
2|ψ|2 of the system. Moreover, we can also separate the photonic part and 
excitonic part in ψ by corresponding index (e.g. in this case, the first 6 elements in ψ is photonic, 
and the last 2 are excitonic, corresponding to Hamiltonian 𝐻8×8 ), and the contribution of 
photonic and excitonic part of the bulk or edge spectrum can thus be shown separately. This 
method can also be used in supercell Hamiltonian in TBM, where the structure is periodic in one 
direction, the domain boundaries appeared in the other direction. In the main text, by fitting with 
bands and linewidths in experimental results, we estimated the coupling coefficients, Rabi 




5.1.4 Exciton modes coupling evaluation  
It’s known that excitons in monolayer TMDs are doubly degenerate modes with angular 
momentum 𝑚 = ±1 which represent pairs of electrons and holes at K and K’ point, in the atomic 
Brillion zone, respectively. Consisting of a pair of charged particles, these excitonic states have 
nonzero dipole moment and can be described as two dipolar modes of opposite helicity. The 
photonic metasurface in hands, however, possesses more rich structure, with four photonic bands 
in the frequency range of interest, corresponding to two dipolar 𝑝±  (𝑙 = 1) modes and two 
quadrupolar 𝑑± (𝑙 = 2) modes of opposite helicities (𝑠 = ±1). It is intuitive to think that the 
dipolar exitonic modes will couple to the dipolar photonic modes, respectively. However, 
whether the coupling would happen between exitonic and quadrupolar 𝑑±  modes is not as 
straightforward because of a completely different spatial scales on which variation of photonic 
and excitonic wavefunctions occurs, and therefore, it should be carefully analyzed. In this section 
we aim at finding the coupling between modes various photonic modes and excitonic modes. 
The response of a TMD monolayer is homogeneous on the scale of variation of photonic field, 
and, therefore, it can be expressed by dielectric constant, or, equivalently, by the following 













),                                 (5.24) 
where 𝜎𝑇𝑀𝐷 is the total high-frequency (optical-frequency) surface conductivity of a monolayer, 
and ?̂?+ and ?̂?− are contributions to the conductivity from K-valley excitons (𝑚 = +1) and K’-
valley excitons (𝑚 = −1), respectively. The structure of these tensors is dictated by the selection 
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rule on exciton-photon interaction due to the angular momentum conservation, which ensures 
that the pseudo-spin of photon should equal the angular momentum of excitons (𝑠 = 𝑚). It is 
also clear that the cumulative response of the TMD monolayer ?̂?𝑇𝑀𝐷 = ?̂?+ + ?̂?− = 𝜎𝑇𝑀𝐷 , i.e. 
isotropic, unless TR symmetry is broken (?̂?+ ≠ ?̂?−). 
Note that, because the conductivity tensors ?̂?± do not vary in space, TMD does not mix dipolar 
and quadrupolar photonic states since they are orthogonal. 













),                                    (5.25) 
where 𝑓(𝒓) describes the field distribution within the photonic unit cell, and 𝑓(𝒓) ≈ 1 in the 
weak crystal regime used in the plane wave expansion above. The field vectors are also 
normalized such that ⟨𝑬𝑝𝑠|𝑬𝑝𝑠⟩ = ∫𝑑𝑉 𝑓(𝒓) = 1, where integration is over the unit cell volume 
(𝑑𝑉 = 𝑑𝑆𝑑𝑧). 
The interaction strength between the excitons (𝑚 = ±1) and the dipolar photonic states (𝑠 = ±1) 
can be then calculated as 𝑞𝑝(𝑚,𝑠)
2 = 𝑁∫𝑑𝑆𝑇𝑀𝐷 ⟨𝑬𝑝𝑠|𝑱𝑝𝑚⟩ = 𝑁 ∫𝑑𝑆𝑇𝑀𝐷 ⟨𝑬𝑝𝑠|?̂?𝑚|𝑬𝑝𝑚⟩, where 
we used the expression for the excitonic current modes in the TMD monolayer |𝑱𝑝𝑚⟩ =
?̂?𝑚|𝑬𝑝𝑚⟩ driven by the electric field |𝑬𝑝𝑚⟩, the integration is over the surface of 2D material in 
the unit cell, and 𝑁 is the normalization factor. Then, since the conductivity is homogeneous over 





𝛿𝑠𝑚. This confirms that 
the form of the TMD response chosen yields interactions with exciton-photon interactions which 




Considering the photonic quadrupolar modes (𝑙 = 2), the field profiles have more elaborate form 
with the spatial distribution (𝑑± = 𝑑𝑥2−𝑦2 ± 𝑖𝑑𝑥𝑦), where, as before, ± indicates the photon 
pseudo-spin 𝑠 = ±1, and the field profiles for the case of the weak modulation in the crystal 







).                                       (5.26) 
Then, the coupling of the excitons and quadrupolar photonic states can be found by evaluating 
the following expressions: 𝑞𝑑(𝑚,𝑠)
2 = 𝑁∫𝑑𝑆𝑇𝑀𝐷 ⟨𝑬𝑑𝑠|𝑱𝑑𝑚⟩ = 𝑁 ∫𝑑𝑆𝑇𝑀𝐷 ⟨𝑬𝑑𝑠|?̂?𝑚|𝑬𝑑𝑚⟩, which 
can be readily evaluated to yield 𝑞𝑑(+,+)
2 = 𝑞𝑑(−,−)
2 ~∫2(𝑥2 + 𝑦2) 𝑑𝑠 ≠ 0 , while  𝑞𝑑(+,−) =
𝑞𝑑(−,+) = 0 , which again establishes a section rule on interactions between excitons and 
quadrupolar photons ensuring condition 𝑠 = 𝑚. Therefore, the orbital degree of freedom 𝑙 does 
not play any significant role in defining selection rules of exciton-photon interactions, which can 
be interpreted as the result of the orders of magnitude difference in the length scales on which 
these quantities are defined. Note, however, that the orbital degree of freedom of light 𝑙 is crucial 
for the topological photonic phase stemming from the spin-orbit interactions of light. 
As we can see here, the two conclusions we arrive at from considerations of this section: (i) there 
are the spin selection rules for exciton-photon coupling with both dipolar and quadrupolar 
photonic modes, and (ii) coupling of excitons with quadrupole modes is not equal to zero since 




5.1.5. Effective phase winding in exciton-photon interactions 
To demonstrate the emergence of phase winding in coupling between photonic and excitonic 
bands, here we investigate a massive Dirac Hamiltonian interacting with exciton state for one 
particular spin. The parabolic corrections to the energies (term B in BHZ Hamiltonian) is thus 
neglected (𝐵 = 0), which, however, does not affect the generality of our conclusions, since the 
parabolic correction is known to only change the Chern number by 1/2 [110], which, as our 
numerical calculations show, remains true for the more general cases of BHZ and tight-binding 
models. Thus, we investigate the pseudo-spin-up (𝑠 = +1 ) subsystems of photonic system 
described by the Hamiltonian 
?̂?2×2
+ = ?̂?𝑥𝑘𝑥 + ?̂?𝑦𝑘𝑦 +𝑀?̂?𝑧 = (
𝑀 𝑘𝑥 − 𝑖𝑘𝑦
𝑘𝑥 + 𝑖𝑘𝑦 −𝑀
),                     (5.27) 
where ?̂?𝑛 are Pauli matrices, and Dirac velocity was assumed to be 𝑣𝐷 = 1 without any loss of 
generality. The two degrees of freedom in Eq. (5.27) are implicitly associated with the angular 
momentum 𝑙 = 1 and 𝑙 = 2 for the case of our system 
We can find the eigenmodes of this Hamiltonian for the eigenvalue problem ?̂?+?̅?𝑛
+ = 𝜔𝑛?̅?𝑛
+, 













−𝑖𝜃),                                      (5.28) 








, and 𝑁1(2) = |?̅?1(2)| is the normalization factor.  
Thus, the Hamiltonian (E1) can be diagonalized by the unitary transformation 
?̂?2×2 = [?̅?1, ?̅?2].                                                      (5.29) 
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By expanding the Hamiltonian to include 𝑚 = +1  exciton with the energy 𝜔𝑒𝑥 = −𝑀  and 
exciton-photon interactions 𝑞 = 𝑞∗ with the lower band, we obtain 
?̂?3×3
+ = (
𝑀 𝑘𝑥 − 𝑖𝑘𝑦 0
𝑘𝑥 + 𝑖𝑘𝑦 −𝑀 𝑞
0 𝑞 −𝑀
 ),                                    (5.30) 
which can be block diagonalized by applying the expanded unitary transformation 









 ),                             (5.32) 
Where one can clearly see the phase to emerge in the coupling between the (diagonalized) 
photonic eigenstate and the exciton. Then, we consider the fact that the exciton is degenerate at 
k=0 with the lower (2nd) band and use the degenerate perturbation theory. Therefore, interaction 







),                                            (5.33) 
where ?̃?(𝑘) = 𝑞𝑓2/𝑁2 is the strength of the effective exciton-photon coupling. 
We consider the effect of such interactions near 𝑘 = 0, where the degeneracy takes place, to 
understand the structure of the eigenmode and energy splitting. In this case the energy 𝜔2 can be 
approximated with 𝜔2 = −𝑀 −
𝑘2
2𝑀








) ?̃? = ?̃??̃?,                                              (5.34) 
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which, for 𝑘~0, gives eigenvalues ?̃? ≈ −
𝑘2
4𝑀
± ?̃?, indicating avoided crossing with the splitting 




5.2 Results for Z2 topological exciton-polariton 
In this section, we put forward a new path to spin-Hall topological polaritonics based on the 
versatile platform of polaritonic metasurfaces containing monolayer transition metal 
dichalcogenides (TMDs). Our approach leverages the large exciton dipole moment in a 
monolayer semiconductor and the remarkable compatibility of 2D materials with various 
photonic structures to realize strong coupling between light and matter. We show that the strong 
coupling regime between a topological spin-Hall photonic metasurface and a TMD monolayer 
featuring a pair of degenerate TR partner excitons gives rise to a topological transition and the 
formation of a topological polaritonic phase characterized by nonvanishing spin-Chern numbers. 
Introduction of domain walls separating topological and trivial phases is then shown to produce 
spin-polarized polaritonic boundary modes. Spin-locking of these modes and their selective 
coupling to circularly polarized light of opposite handedness enables unique polaritonic spin-
Hall phenomena that we demonstrate experimentally.  
The broadband spin-Hall TPs are experimentally realized here by integrating unpatterned MoSe2 
and WSe2 monolayers into spin-Hall type photonic structures. Very large exciton dipole moments 
in TMD monolayers lead to the formation of bulk TPs with large Rabi splitting (20-30 meV). In 
addition, by studying photoluminescence of WSe2 topological metasurface, we confirm valley 
polarization of edge polaritons. Thus, our work demonstrates Z2 2D topological polaritonic phase 
which does not require magnetic field and exhibits a large topological bandgap hosting one-way 
topological polaritonic boundary modes. In our work the topological bandgap amounts to 20-30 
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meV, which is especially important for potential applications leveraging topological polariton 
nonlinearities, e.g., for generation of topological solitons which require a broad range of 
frequencies. 
 
5.2.1 Structural description of topological polaritonic metasurface  
The structure we consider here is schematically shown in Fig. 5.5(a) and represents a Si photonic 
metasurface [89,163] supporting photonic topological spin-Hall-like phase [20] with MoSe2 and 
WSe2 TMD monolayer placed on top of it. The leaky character of the modes allows a direct 
excitation and probing both photonic and polaritonic modes supported by such a 
metasurface [164,165]. A TMD monolayer encapsulated with a thin hBN layer is placed on top 
of the metasurface which was adjusted to hold topological modes near the exciton frequencies. 
Apart from the general purpose of enhancing the quality of the exciton in the monolayer, the 
hBN layer enables tuning of the parameters of our system. 
In order to induce a topological transition in the structure [20,110,163], its symmetry is reduced 
by shrinking (Fig. 5.5(a), blue unit cells) or expanding the six nearest triangular holes (Fig. 5.5(a), 
red unit cells), which leads to the opening of trivial and topological photonic band gaps, 
respectively [89,110,165,166]. It is important to mention that the topological polaritonic phase 
reported here is enabled by the structure of the modes of the metasurface. Thus, the pairs of 
upper and lower cones in unperturbed structure correspond to the clockwise and 
counterclockwise 𝑠 = ±1  circularly polarized dipolar 𝑝± = 𝑝𝑥 ± 𝑖𝑝𝑦  ( 𝑙 = ±1 = 1 × 𝑠 ) and 
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quadrupolar 𝑑± = 𝑑𝑥𝑦 ± 𝑖𝑑𝑥2−𝑦2 (𝑙 = ±2 = 2 × 𝑠) modes, where the polarization handedness 𝑠 
takes the role of a photonic pseudo-spin, essential for the spin-Hall phase [20]. 
By adding a TMD monolayer on top of this photonic structure we introduce excitonic degrees of 
freedom [110,167]. It is important to stress that excitons in TMDs (MoSe2 and WSe2 in our case) 
are (i) characterized by non-zero angular momentum (the spin of s-excitons) of 𝑚 = +1 and 
𝑚 = −1  (at K and K’ valleys, respectively), and thus form TR partners essential for the 
topological polaritonic spin-Hall phase engineered here, and (ii) polarized in the plane of the 
monolayer, which allows to efficiently couple the in-plane electric field of the modes of the 
metasurfaces to the excitons [164]. We note that the characteristic size of excitons (~ 1 nm) and 
the scale of spatial variation of the photonic modes are orders of magnitude apart, which implies 
that excitons can interact with both dipolar and quadrupolar photonic modes, and there are no 
selection rules with respect to the orbital momentum of photonic modes. Nonetheless, the 
selection rules with respect to the photon pseudo-spin 𝑠 do apply to interactions of optical and 
excitonic modes due to the conservation of angular momentum. 
 
5.2.2 Theoretical description for exciton polariton case 
The topological polaritonic system under study can be described by an effective Hamiltonian of 
the form 
ℋ̂ = ℋ̂𝑝ℎ + ℋ̂𝑒𝑥 + ∑ (𝑔(𝒌,𝑙,𝑚,𝑠)?̂?𝑚
+ ?̂?𝒌,𝑙,𝑠𝛿𝑠,𝑚 + 𝑔(𝒌,𝑙,𝑚,𝑠)
+ ?̂?𝑚 ?̂?𝒌,𝑙,𝑠
+ 𝛿𝑠,𝑚)𝒌,𝑙,𝑚,𝑠 ,       (5.35a) 
 ℋ̂𝑝ℎ = ∑ ?̂?(𝒌,𝑙,𝑙′,𝑠,𝑠′)?̂?𝒌,𝑙′,𝑠′
+ ?̂?𝒌,𝑙,𝑠𝒌,𝑙,𝑙′,𝑠,𝑠′ ,                                   (5.35b) 
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ℋ̂𝑒𝑥 = ∑ ?̃?𝑒𝑥?̂?𝑚′
+ ?̂?𝑚 𝑚,𝑚′ ,                                               (5.35c) 
where the photonic Hamiltonian ℋ̂𝑝ℎ  is obtained from electromagnetic theory (detailed in 
Section 5.1.2) and it assumes the form of the well-known Bernevig-Hughes-Zhang (BHZ) 
Hamiltonian [22] of the two-dimensional 𝑍2 topological insulator as Eq. (5.17). 
Here, an energy shift 𝜔0, equal to the frequency of the Dirac point for the unperturbed lattice, 
was introduced so that the Dirac point arises at zero energy. In what follows we express 
frequency in electron-volt units. In Eqs. (5.35) ?̂?𝒌,𝑙  and ?̂?𝒌,𝑙  (?̂?𝒌,𝑙
+  and ?̂?𝒌,𝑙
+ ) are the annihilation 
(creation) operators for photons and excitons, respectively, and the label 𝒌 corresponds to the 
Bloch momentum of photonic modes, ?̃?𝑒𝑥 = 𝜔𝑒𝑥 − 𝜔0 is the exciton frequency shifted by 𝜔0, 
and 𝑔(𝒌,𝑙,𝑚,𝑠) describes the coupling between photonic and excitonic degrees of freedom in our 
system. 
We note that the subscript 𝑚 = ±1 simultaneously describes the orbital momentum of excitons 
and their valley degree of freedom (K or K’) due to the valley polarization in the TMD 
monolayer. The 4x4 structure of the photonic Hamiltonian Eq. (5.17) incorporates both pseudo-
spin 𝑠 and orbital momentum 𝑙 degrees of freedom of photonic modes, while the mass term 𝑀 
reflects the band inversion. 
The exciton-photon coupling and its form are crucial for generating the TPs reported here, as it 
induces the topological charge transfer from a photonic to a polaritonic band. In our case, this 
coupling, described by the 2x4 matrix  
𝑔(𝒌,𝑙,𝑚,𝑠) = (
𝑞𝑝+ 𝑞𝑑+ 0 0
0 0 𝑞𝑝− 𝑞𝑑−
),                                    (5.36)                 
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ensures that angular momentum is conserved, which is also reflected by the 𝛿𝑠,𝑚 factors in Eq. 
(5.35), and 𝑞𝑝+ = 𝑞𝑝−, 𝑞𝑑+ = 𝑞𝑑− (when the TR symmetry is preserved). This ensures that the 
spin-orbital coupling in the original photonic system is effectively transferred to exciton-
polaritons once the hybrid system is in the strong coupling regime.  
The form of coupling in Eq. (5.36) ensures preservation of the two TR partners for excitons and 
photons and that the coupling takes place only between pseudo-spin-up (-down) photons and 
spin-up (-down) excitons. Consequently, the presence of spin-orbital coupling in the photonic 
metasurface leads the indirect coupling between the orbital momentum of photons and the spin 
of excitons. This indirect spin-orbital coupling represents the main mechanism behind the 
topological polaritonic Z2 phase reported here. Thus, the form of coupling described by Eq. (5.36) 
can be shown to yield an effective phase winding in the interaction between topological photons 
and excitons. This winding leads to the transfer of the topological invariants from the bulk 





Figure 5.5 - Topological polaritonic metasurface integrating transition metal dichalcogenide 
monolayer. (a) Schematic image of topological metasurface with hBN spacer and MoSe2 
monolayer on top. Lattice constant is a0=460nm, Si layer thickness is h=75nm. (b) First-principle 
calculated photonic band structure for the cases of gapless (black dotted lines), topological (red 
lines) and trivial (blue dashed lines) metasurfaces. The spectral position of the exciton is shown 
by the dashed horizontal line (here, at 1.65 eV in absolute value, which corresponds to exciton in 
MoSe2 at low temperature). The righthand y-axis is in relative energy units (as measured from 
the Dirac point). (c) Bulk band structures of topological polaritonic system obtained for one 
(pseudo-)spin from the analytical model for cases without (blue dashed lines) and with exciton-
photon coupling 𝑞𝑑 (read solid lines). In the uncoupled case, horizontal black dashed line (?̃?𝑒𝑥 =
−0.1 eV here to better illustrate the avoided crossing and the Berry curvature distribution near it) 
shows the spectral position of exciton. Shaded magenta curve shows distribution of the Berry 
curvature over the upper polariton band with the corresponding (magenta) y-axis on the right 
side. (d) Excitonic fraction (color coded) of the band structure calculated by TBM on a supercell 
lattice with topological and trivial domains (10 unit cells each) separated by domain walls for the 





As a confirmation, in Fig. 5.5(c) we show the band structure calculated for the spin-up domain of 
the effective Hamiltonian Eq. (5.35) for the case of the (𝑚 = 1) exciton crossing lower dipolar 
photonic (𝑠 = 1) band. For the case of the expanded (topological) photonic lattice, without 
coupling to excitons, the photonic bands are known to have the spin-Chern numbers 𝐶𝑝ℎ = +1 
and 𝐶𝑝ℎ = −1  for the lower and upper bands, respectively. Turning on the exciton-photon 
coupling leads to the transition to the topological polaritonic phase. Thus, we observe that the 
strong coupling gives rise to the avoided crossing of excitonic and photonic bands, and the 
formation of lower and upper polaritons. Calculation of the spin-Chern numbers for the upper 
polaritonic band yields nonzero values identical to those of the crossed photonic bands before 
coupling (as in Fig. 5.5(c) for the spin-up upper polariton). Inspection of the Berry curvature in 
momentum space confirms that the topological transition arises due to the exciton photon 
coupling since the main contribution comes from the region of avoided crossing (Fig.5.5(c)). 
Similar calculations for the spin-down upper polariton yields opposite sign of the Berry 
curvature and of the spin-Chern number, as expected for the Z2 phase. 
Band structure calculated for the supercell with two domains, topological and trivial, obtained 
with the tight-binding model (TBM) is shown in Fig. 5.5(d), where the degree of the excitonic 
component of the modes is encoded in the color of the bands. As expected for this scenario, the 
flat section of the upper polariton (the remnant of the excitonic flat bands) is close to 100% 
excitonic, and the excitonic fraction fades away as we move into the parabolic portion of the 
band (having an increasing photonic fraction of the band). For the special case of the excitonic 
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bands touching the tip of the photonic bands (𝜔𝑝ℎ(𝑘 = 0) = 𝜔𝑒𝑥) allows for an exact analytical 
treatment which shows that both upper and lower polaritonic bands appear to be ~50% excitonic 
at Γ point (𝑘 = 0). Remarkably, this scenario also yields topological boundary states with largest 
excitonic component. Indeed, as can be seen from Fig. 5.5(d), the topological polaritonic 
boundary modes appear to be highly excitonic in a wide range of wavenumbers and energies 
below the mid-gap frequency, and even have a significant excitonic fraction in the mid-gap and 
at higher frequencies. 
 
Below we focus on the experimental observation of these phenomena in two scenarios: when 
such crossing occurs (i) between the lower (dipolar) photonic band and excitons in MoSe2, and 
(ii) between the upper (quadrupolar) photonic band and excitons in WSe2.  
 
Figure 5.6 - Experimental samples of topological polaritonic metasurfaces. (a) SEM images of 
topological photonic metasurface with unit cells of trivial and topological domains indicated by 
hexagons and the domain wall shown by the armchair shaped black line. (b) and (c), optical 
microscope images of the two topological polaritonic metasurface samples (black) with TMD 
monolayers (orange) and hBN spacers (green, crimson). (b) MoSe2 monolayer transferred 
directly onto the metasurface and covered with a 12 nm hBN flake. (c) WSe2 monolayer 
incapsulated by 10 nm (bottom) and 30 nm (top) hBN flakes on top of another metasurface. 
 
5.2.3 Experimental results 
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The designs of our topological photonic metasurfaces were optimized to exhibit band crossing of 
the exciton resonances in MoSe2 with lower photonic band and in WSe2 with upper photonic 
band near the Γ-point. The final designs were fabricated by patterning Silicon on Insulator (SOI) 
substrates with the use of e-beam lithography followed by reactive ion etching. The fabricated 
samples consist of shrunken and expanded regions forming an array of armchair-shaped domain 
walls [110]. The bulk regions of at least 10 periods were confirmed to be wide enough to 
eliminate possible coupling between the edge states confined at the domain walls. One of such 
domain walls separating topological and trivial regions is shown in an SEM image in Fig. 5.6(a).  
Optical microscope images of the samples prepared for lower and upper band crossing scenarios 
are shown in Figs. 5.6(b) and (c), and correspond respectively to (i) the case of the MoSe2 
monolayer on top of the metasurface with subsequent transfer of a 12 nm hBN layer and (ii) the 
case of a WSe2 monolayer incapsulated by a 10 nm (bottom) and 30 nm (top) hBN layers. The 
boundaries of both TMD monolayers and hBN flakes on top of the metasurfaces are indicated by 
color lines in Figs. 5.6(b,c). The leaky character of the photonic and polaritonic bands allows 
their optical characterization by the back focal (Fourier) plane imaging in our custom-built 
experimental setup, which enables the extraction of the band diagrams in frequency-momentum 




Figure 5.7 - Formation of topological polaritonic bands and edge states with the onset of strong 
coupling with MoSe2 exciton. (a) and (b), normalized angle-resolved differential reflectivity 
measured in the vicinity of two domain walls of a metasurface for TM polarization. The map at 
the domain wall covered only with hBN (a) represents purely photonic scenario, while at the 
domain wall with MoSe2/hBN heterostructure (b), TPs are formed due to onset of strong 
coupling regime at 7K. The spectral position of MoSe2 exciton (1.65 eV) is marked with 
horizontal dashed line. (c) cross-polarized reflectivity (TM excitation, TE detection, CPR) maps 
in logarithmic scale revealing the modification of the edge state dispersion between photonic 
(left) and topological polaritonic (right) regimes. (d) dispersion of the edge modes extracted from 
cross-polarized reflectivity maps for photonic edge state (red dots) and at 7K in strong coupling 
regime (polaritonic edge state, blue dots) compared with the edge state dispersion calculated with 
tight binding model with and without coupling to the exciton (blue and red lines, respectively). 
 
We observe the formation of TPs by comparing the angle-resolved differential reflectivity spectra 
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from different domain walls of our metasurface (Fig. 5.7). The data from a domain wall without 
MoSe2 (Fig. 5.7(a)) reveal the photonic band gap of the metasurface (~1.65-1.77 eV) with two 
gapless modes inside the bulk bandgap, which correspond to the pseudo-spin-up and pseudo-
spin-down topological photonic edge states propagating along the domain wall in the opposite 
directions. In this case, no polaritonic bands appear, yielding purely photonic topological edge 
states. In contrast, the spectra measured at 7K from the domain wall covered by MoSe2 (Fig. 
5.7(b)) demonstrate strong coupling between the lower energy photonic band of the topological 
metasurface and the exciton, which crosses it close to the band edge (1.65 eV) and gives rise to 
the transition to the topological polaritonic phase. The experimental spectra reveal the formation 
of polaritonic bands with Rabi frequency of Ω𝑅 =27.3 meV (exact value obtained by fitting the 
PL data as shown further). This is corroborated by the cross-polarized reflectivity data (Fig. 
5.7(c)) which has greatly enhanced contrast due to suppression of the background Fabry-Perot 
interference from the oxide layer. These data confirm the formation of TP bulk states as well as 
topological edge polaritons. As an important indication of the polaritonic nature of the edge 
states at 7K in Fig. 5.7(b,c), we notice that the respective bands asymptotically approach the 
polaritonic bulk band. The dispersions of the edge modes extracted from the measured cross-
polarized reflectivity maps fit well with the dispersion calculated via TBM (Fig. 5.7(d)). In 
agreement with theory (Fig. 5.5(b)) and the bulk boundary correspondence [112,123], this 
confirms that the topological invariants, i.e., the spin-Chern numbers, were transferred to the 
respective upper polaritonic bands from the former photonic band due to the strong coupling. 
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Accordingly, the lack of edge states within the bandgap between upper and lower polariton 
branches further evidences that the spin-Chern number of the lower polariton band is zero due to 
this transfer. Notably, the transition from topological photonic to topological polaritonic spin-
Hall effects can also be observed by changing the temperature, which influences the spectral 
position and oscillator strength of the exciton. 
We also note that for some experimental spectra the presence of a small gap between forward 
and backward edge states is evident at normal incidence. While the presence of such a gap is 
known from the original theoretical study [20], here, the variation of the gap width between 
different samples allows us to conclude that the primary mechanism of its formation is 
backscattering due to defects in the structure causing the coupling between backward and 
forward edge modes. At the same time, the narrow width of the gap (which varies across 
different samples, but generally does not exceed 5meV) shows that this backscattering is very 
weak, and the presence of the defects does not affect the observed topological polaritonic phase.  
We further study the TPs via angle-resolved photoluminescence (PL) at 7K. In the experiment, 
the sample was excited by HeNe continuous-wave laser (1.96 eV). The spectra shown in Fig. 
5.8(a,b) reveal the emission from both polariton branches as well as from uncoupled neutral 
exciton at 1.65eV and charged exciton (trion) at 1.62 eV. We analyze the data by fitting it with 
the coupled oscillator model using the spectral position and linewidth of uncoupled exciton 
(?̃?𝑒𝑥 = 𝜔𝑒𝑥 + 𝑖𝛾𝑒𝑥 , 𝛾𝑒𝑥 = 12  meV) and photonic mode (?̃?𝑝ℎ = 𝜔𝑝ℎ + 𝑖𝛾𝑝ℎ ,  𝛾𝑝ℎ = 10 meV) 
that we extract from PL data at large k-vectors and from reflectivity data with no strong coupling, 
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respectively. The resulting spectral positions of the upper (UPB) and lower (LPB) polariton 
bands are given by the equations [168]  






√4𝜅2 + (?̃?𝑝ℎ − ?̃?𝑒𝑥)
2
], 




.                                            (5.37) 
From data fitting for both TE and TM polarized PL, we extract a coupling strength 𝜅 of 13.7 






Figure 5.8 - Photoluminescence and propagation of MoSe2 TPs. (a,b) Angle-resolved 
photoluminescence maps for TM-(a) and TE-(b) polarized collection in logarithmic scale. The 
sample is excited non-resonantly with CW laser at ~1.96 eV. For better visibility, regions of 
lower and upper polariton branches are plotted in different color scales. Dispersion of the modes 
extracted from fitting the PL data with coupled oscillator model are marked with lines: 
uncoupled photonic mode (dashed white), uncoupled exciton (dashed green) and the resulting 
polariton branches (solid white). (c) left: angle-resolved differential reflectivity map for 𝜎− -
polarized light compared to the calculation of photonic and excitonic fractions in the modes via 
TBM model. Right: real-space maps demonstrating one-way propagation of polaritonic edge 
states. The maps show the differential images of the sample excited with focused 𝜎+ and 𝜎−-
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polarized laser pulses with a linewidth of ~10 meV. The calculated exciton fractions for the 
shown frequencies are 0.05 (1.72eV), 0.11(1.7eV), and 1 (1.65eV, the exciton frequency). Scale 
bars are each 10 𝜇𝑚. Horizontal black dashed lines enframe the beam stop that blocked the 
directly reflected light. Vertical dashed lines represent the position of the domain wall. 
 
The most important property of spin-Hall topological systems is the one-way spin-polarized 
character of their topological boundary states. While it was observed experimentally in photonic 
structures [123], a similar effect should also emerge in spin-polarized topological polaritonic 
boundary modes. We demonstrate this experimentally for TPs through circularly polarized 
reflectivity measurements, where only one of the edge states emerges for circularly polarized 
excitation of the structure. Fig. 5.8(c) (left, central panel) shows the one-way edge state in the 
angle-resolved differential reflectivity map for 𝜎− polarization. Using the numerical model of the 
metasurface supercell with 10 topological and 10 trivial unit cells separated by the domain wall 
based on TBM/coupled mode theory (CMT) modes, we calculate the excitonic and photonic 
fractions of the edge mode (shown in Fig. 5.8(c) as well). As expected, it has a strong excitonic 
component, which reaches nearly 100% near the exciton resonance (1.65 eV) and gradually 
fades away at higher energies where the photonic component starts to dominate. Due to very low 
signal-to-noise ratio of PL at the edge modes in this configuration, it was impossible to visualize 
the propagation of edge topological polaritons for non-resonant excitation. Instead, we 
corroborate the angle-resolved data with the differential real space images of the domain wall of 
topological polaritonic metasurface excited resonantly by focused circularly polarized laser 
pulses of the opposite helicity (Fig. 5.8(c), right). As expected, towards the center of the 
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topological gap (1.7-1.72 eV, cf. 1.65 eV), where the contribution of bulk TPs vanishes, the 
images show clear asymmetry, which indicates one-way propagation of edge TPs along the 
domain wall. The calculation indicates that at these frequencies the edge modes have 
considerable excitonic fraction (0.05 and 0.11 at 1.72 and 1.7eV, respectively).  
Finally, we demonstrate the possibility of polarization conservation and selective coupling of 
valley polarization to the edge modes. To this aim, we fabricate another topological polaritonic 
metasurface optimized for strong coupling between the upper photonic band and the exciton in 
WSe2. The change of material is stipulated by much superior valley depolarization properties of 
WSe2 [169] compared to MoSe2 [170]. To characterize the valley polarization conservation in 
edge TPs, we transfer an hBN-incapsulated WSe2 monolayer on top of the topological 
metasurface (Fig. 5.9c) with design optimized for the intersection of WSe2 exciton with the 
upper photonic band. First, we characterize the sample by measuring the angle-resolved 
differential reflectivity and PL which confirm the formation of upper and lower TP bands (Fig. 
5.9(a,b)). As WSe2 emission spectra is dominated by localized excitonic states at low 
temperature, for the strong coupling characterization we use the temperature 100K, where the 
polaritonic branches become more pronounced in the PL signal (Fig. 5.5(b)). For excitation, we 
use a 1.96 eV HeNe CW laser. Similarly to MoSe2 sample, we fit the PL data with coupled 
oscillator model that yields slightly lower coupling strength (𝜅 = 11 meV) and Rabi splitting (Ω𝑅 
= 22 meV) with 𝛾𝑒𝑥 = 13 meV and 𝛾𝑝ℎ = 12 meV, which can be explained by the presence of 
an additional hBN layer between the monolayer and metasurface. Next, for the measurements of 
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polarization conservation of TMD emission and its selective coupling to the edge states, we 
employ resonant excitation at WSe2 exciton frequency (1.74 eV) and decrease the temperature 
back to 7K (Figure 5.5(c,d)). Emission from TMD monolayer below the exciton energy (1.68 eV 
and below, also visible in PL map in Fig. 5.9(b)) in such configuration partially retains valley 
polarization [171], which provides the opportunity to observe the selective coupling of PL to the 
edge modes. Figures 5.9(c,d) show the maps of angle-resolved differential reflectivity and 
circular polarization degree (CPD) of emission from edge states of topological polaritonic 
metasurface with WSe2 measured at 7K. We define the circular polarization degree as 
CPD=(𝐼(𝜎+) − 𝐼(𝜎−))/(𝐼(𝜎+) + 𝐼(𝜎−)), where 𝐼(𝜎+) and 𝐼(𝜎−) are the PL emission intensity 
recorded for 𝜎+ or 𝜎− circularly polarized pump, respectively, without any polarization selective 
optics in the detection channel. Due to the polarization conservation of WSe2 PL and the spin-
momentum locking of the edge modes, the emission is predominantly coupled to one of the 
counter-propagating edge modes depending on the helicity of the excitation, which leads to the 
opposite signs of CPD at the edge modes. Fig. 5.9(d) reveals up to 20% CPD of the emission at 
the TP edge states, which suggests the possibility of valley transport with topological edge 





Figure 5.9 - Transport of valley polarization by edge TPs. (a) Differential reflectivity of the 
topological metasurface with WSe2 measured at 100 K. (b) Corresponding angle-resolved 
photoluminescence map for non-resonant excitation at 1.96 eV in logarithmic scale. (c) Angle-
resolved differential reflectivity of the metasurface with WSe2 measured at 7K showing the 
zoomed-in region with edge states (marked with dashed lines). (d) degree of circular polarization 
of emission from WSe2 for resonant excitation at the energy of WSe2 exciton at 7 K (1.74 eV). 
Edge modes are additionally confined with dashed lines in (c) and (d). Photonic design 
parameters are as follows: 𝑎0=488nm, ℎ=70nm. 
 
To summarize, here we have introduced a new approach to engineer Z2 topological polaritonic 
phase with preserved TR symmetry by strongly coupling a topological photonic system with 
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excitons in 2D materials. The strong polarizability and the presence of two TR partner exciton 
states in 2D semiconductors, leads to strong coupling and avoided crossing behavior 
accompanied by the emergence of effective winding and topological transition to the topological 
polaritonic spin-Hall phase. TR symmetry and conservation of angular momentum in the system 
ensures that the excitons with opposite orbital momenta couple with photons of respective 
pseudo-spins, thus ensuring the formation of two TR partner topological polaritonic bulk bands 
carrying nonzero spin-Chern numbers. This gives rise to the emergence of spin-polarized one-
way edge TPs, which may carry valley-polarized polaritonic component.  
Our work paves the way to engineering novel topological phases in hybrid photonic-excitonic 
structures by enriching these systems with additional degrees of freedom inherited from their 
solid-state component, such as valley degree of freedom in TMDs. Our results thus envision a 
new platform that can be employed as a resilient topological interface between photonic and 
electronic components in future valleytronic devices. This platform also has clear advantages 
over the conventional approach based on semiconductor heterostructures since 2D materials 
support a broad range of excitations with a variety of internal degrees of freedom and are easy to 
integrate into topological photonic systems. Thus, this concept can be extended to a wide range 
of solid-state systems hosting different excitation, including phonons, polarons, magnons and 
spin-waves, which can be devised to interact with various topological photonic systems, e.g. 
regular and higher-order topological insulators, yielding unprecedented topological phases and 
novel ways to control matter with light in a robust and a resilient manner. Strong and resilient 
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light-matter interactions in such systems will facilitate enhanced nonlinear effects and novel 
quantum effects involving half-light and half-mater excitations, which can be of immense value 
for various classical and emerging quantum applications. 
 
Estimate of the lattice parameters for different TMD monolayer materials 
Table 5.1 - Structural parameters for different TMD layers and exciton positions for crossing 




MoSe2 WSe2 WS2 
(loss in Si can be a 
problem) 
Upper band 𝑎0 = 488𝑛𝑚 𝑎0 = 440𝑛𝑚 𝑎0 = 360𝑛𝑚 
Lower band 𝑎0 = 448𝑛𝑚 𝑎0 = 404𝑛𝑚 𝑎0 = 330𝑛𝑚 





5.3 Phonon-photon interaction in topological metasurface system with hBN 
In this section, we demonstrate a topological polaritonic system in which mid-infrared 
topological photonic states are strongly coupled with in-plane vibrations (phonons) in hBN. We 
demonstrate the formation of topological bulk polaritons induced by such strong coupling, which 
gives rise to the emergence of helical edge phonon-polaritons at the boundary between 
topological and trivial domains. The extremely large coupling strength between light and 
phonons in our system yields polaritonic edge states with a large phononic component across a 
broad range of frequencies, opening novel mechanisms for topologically resilient phonon 
transport. 
The system under study is schematically shown in Fig. 5.10(a), and it consists of a metasurface 
supporting a spin-Hall-like topological photonic phase [20,163] with a (few layer) hBN on top of 
it. The metasurface is formed by an array of hexamers of triangular holes in a silicon on sapphire 
(SOS) substrate. This metasurface geometry is known to undergo a topological transition from 
trivial to a nontrivial phase (Fig. 5.10B) when the design of the unit cell changes from “shrunken” 
(triangles within the unit cell are closer to one another than the triangles in the nearby unit cells – 
Fig. 5.10(a), light blue hexagon) to “expanded” (triangles in the unit cell are farther from one 
another compared to those in the nearby unit cells – Fig. 510(a), red hexagon). The existence of 
topological photonic edge states has been extensively studied in such a system at optical 
frequencies [89,166]. Here we tailor this metasurface to support bulk modes in the mid-IR 
frequency range (𝜔 =1368 cm−1 or 𝜆 ≈ 7.31 𝜇𝑚 at the Γ point), as shown in Fig. 5.10(b), to 
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enable their hybridization with TO phonons in hBN. 
 
Figure 5.10 - Phonon-polaritons in heterostructures formed by a topological mid-IR metasurface 
loaded by an hBN layer. (a) Schematic of phonon-polariton system with extruded SEM image of 
the metasurface on the bottom and a few-layer hBN (only one layer is shown for clarity, not to 
scale) on top. Light blue and red hexagons indicate unit cells of trivial and topological domains 
of the metasurface, respectively, and the armchair-shaped white line in between shows the 
domain wall. Color waves show transverse phonon oscillations in hBN due to topological edge 
polaritons. (b) Photonic band structure of topological (red line) and trivial (black line) mid-IR 
metasurfaces. Dashed horizontal line indicates the spectral position of the TO phonon mode in 
hBN. (c) Formation of upper and lower bulk phonon-polaritons in topological and trivial 
metasurfaces from numerically calculated reflectance (𝑅) of the x-polarized near-field. (d) 
Spectral position and fraction (𝑓𝑇𝑂) of phononic component in bulk polaritonic modes. 
 
The addition of the hBN layer on top of the metasurface leads to coupling between photonic and 
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phononic modes, giving rise to the formation of hybrid polaritonic states. We found that the 
condition of strong coupling, required for the observation of topological phonon-polaritons [162], 
is achieved when the hBN thickness exceeds ~5nm. From now on, we consider the case of 15nm 
hBN layer which yields a very strong coupling strength and was studied experimentally. To 
confirm that we are in the strong coupling regime, we first performed full-wave numerical 
calculations of the structure in COMSOL Multiphysics considering a source placed in the 
nearfield of the structure. The calculated reflectance is shown in Fig. 5.10(c), where the 
frequency range in the vicinity of the lower bulk photonic bands and of the phonon line is 
presented. It is clear that the modes are hybridized, forming lower and upper phonon-polaritons, 
with a Rabi splitting of ~8.15 meV and 8.40 meV (Supplement A) for topological and trivial 
cases, respectively. To further confirm strong coupling, we extracted the polaritonic band 
structure by tracing the maxima of energy stored in the system, with the result shown in Fig. 
5.10(d), which further evidence avoided crossing behavior. In Fig. 5.10(c) the color indicates the 
fraction of the phonon component in the polaritonic mode evaluated as  𝑓𝑇𝑂 = 𝑊𝑇𝑂 /(𝑊𝑇𝑂 +
𝑊𝐸𝑀), where 𝑊𝑇𝑂  and 𝑊𝐸𝑀  are the energies stored in the phononic and photonic degrees of 
freedom, respectively. This quantity can also be directly connected to the square of the absolute 
value of the Hopfield coefficient of the polaritonic mode. One crucial consequence of the strong 
coupling is the transfer of topological invariant from the photonic mode to the upper polaritonic 
mode [162], which is ultimately responsible for the formation of topologically robust helical 
edge phonon-polaritons. Indeed, a direct calculation of the topological invariants (by integrating 
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the Berry curvature evaluated from numerical field profiles) shows that the upper polariton 
acquires a spin-Chern number 𝐶𝑠 = ±1 for pseudo spins up and down respectively [162]. 
To experimentally confirm strong coupling between photonic and phononic modes, and at the 
same time to enable the observation of robust topological edge phonon-polaritons, a sample 
characterized by a zig-zag shaped domain wall was fabricated by patterning a 1𝜇m silicon on 
sapphire (SOS) substrate (Figs. 5.11(a)). A 15nm hBN layer was transferred on top to cover half 
of the zigzag (as shown in Fig. 5.11(a)), enabling a direct comparison of topological photonic 
and polaritonic regimes. 
A custom mid-IR imaging system, shown in Fig. 5.11(b), was constructed, and used for both 
real-space and Fourier plane imaging of the sample (see Methods for details). In the Fourier 
plane imaging mode this system allows extracting a sequence of constant frequency contours (a 
Fourier tomogram) with Figs. 5.11(c,d) illustrating the case of a topologically trivial metasurface 
in the vicinity of the polaritonic modes for the case without and with hBN, respectively. In 
agreement with our numerical results in Fig. 5.10, the addition of the hBN layer clearly alters the 
band structure, leading to the formation of an upper polariton at higher frequencies 
asymptotically approaching the TO phonon line and the lower polariton appears at lower 
frequencies and asymptotically approaching the lower photonic band of the metasurface. The 
polariton formation is even more obvious from the slices of the 3D hologram taken in the 𝑘𝑥-
direction, shown in Fig. 5.11(e), which compares photonic and polaritonic cases side by side. 
The spectral position of the polaritonic modes appears to be in excellent agreement with our 
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numerical results, shown by frequency surfaces in Figs. 5.11(c,d) and by bands in Fig. 5.11(e), 
confirming the strong coupling regime in the experimental sample. 
 
Figure 5.11 - Experimental evidence of strong coupling and formation of topological phonon-
polaritons. (a) SEM images of metasurface with trivial (orange-shaded) and topological (green-
shaded) domains separated by a zigzag-shaped domain wall. Zoom-ins show enlarged regions 
with hBN obtained by AFM, with topological and trivial domains, and the domain wall. (b) 
Experimental setup to perform Fourier plane and real-space imaging to extract band structure of 
the photonic and polaritonic modes in mid-IR and to map propagation of edge states. (c) Raw 
data: experimental constant-frequency contours imaged from the region without hBN and 
representing slices of lower photonic bands in Fig. 5.10(b,d). The blue semi-transparent band 
shows calculated frequency surface. (d) Raw data: experimental constant-frequency contours 
corresponding to the region with hBN and corresponding to the bulk polaritonic bands in Fig. 
5.10(c,d). The semi-transparent bands show calculated dispersions of lower (green) and upper 
(yellow) bulk photon-polaritons. (e) Slices of 3D Fourier tomogram showing frequency bands 
along the x-direction. Left and right halves correspond to photonic (no hBN) and polaritonic 
(with hBN) cases. The trivial domain scenario with a brighter dipolar lower photonic band is 
shown in (c-e). 
 
Next, we confirmed the presence of helical polaritonic edge states and confirmed their robustness. 
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To this aim, we collected both Fourier plane and real space images of the structure under linear 
and circularly polarized illumination in the regions with and without hBN at the domain wall. As 
a reference, the numerically calculated reflectivity spectra from the region near the domain wall 
is shown in Fig. 5.12(a), clearly showing the occurrence of edge states in both photonic and 
polaritonic regimes. Extraction of the spectral position of the edge bands for both cases, by 






Figure 5.12 - Topological polaritonic boundary modes. (a) Numerical reflectivity spectra of 
topological domain wall evidencing presence of photonic and polaritonic edge states. (b) 
Numerically calculated spectral position and phononic fractions of the edge polaritons. (c) Top: 
Experimental Fourier plane images revealing dispersion of photonic and polaritonic edge states. 
Bottom: Dispersion of photonic and polaritonic edge states extracted from reflectivity spectra. (d) 
Unidirectional (left and middle panels) and bidirectional (right panel) excitation of the edge 
states by circularly and linearly polarized laser beam, respectively. The beam is focused on 
different locations of the domain wall (indicated by the top inset) for three different frequencies 
(color-coded dashed lines indicate the corresponding frequencies in (c)) corresponding to 
increasing phononic fraction (𝑓𝑇𝑂) values. Cross-polarized collection was used to suppress the 
laser spot in right panels. The gray dashed line in (a-c) indicates spectral position of bulk TO 
phonon mode. White dashed line and brown dotted line indicate dispersion of bulk photonic and 




The top panel of Figure 5.12(c) shows experimental Fourier space images along the domain 
walls obtained for left-handed circularly polarized (LCP) excitations. These images clearly 
reveal the one-way character and the helical nature of the edge states for both photonic (left) and 
polaritonic (right) cases. The bottom panel shows the spectral position of the edge states 
extracted from the reflectivity spectra and evidence that, in agreement with bulk-boundary 
correspondence and our theoretical predictions in Figs. 5.12(a,b), the edge states asymptotically 
approach upper polaritonic band that carries a nonzero spin-Chern number. The bulk upper 
polariton band is clearly visible as a very bright region due to its highly reflective phononic 
component. The experimental results also confirm the that, as expected for the spin-Hall system, 
the helical edge states run across the entire topological bandgap. 
The excellent agreement between experimental results and simulations in Figs. 5.12(a,b), implies 
that our numerical results can be used to explore otherwise inaccessible properties of the edge 
states. Specifically, we can conclude that the edge polaritons carry a significant phononic 
component, which reaches 50% at 𝑘𝑥 = 0. By directly inspecting the polarization of the hBN 
layer in our numerical model, we also deduce that the phonons in the edge states inherit the 
helical nature of the photonic modes. Thus, the respective vibrations of the lattice appear to be 
circularly polarized and unidirectional along with their photonic counterpart. 
Next, to confirm the helical character of edge phonon-polaritons in real-space and their 
robustness, we performed a series of measurements with excitation at different locations 
(indicated in the top inset to Fig. 5.12(d)) along the zigzag of the domain wall and for different 
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frequencies. First, we excited edge polaritons with a circularly polarized beam and observed 
unidirectional propagation (left and middle panels in Fig. 5.12(d)) of the modes. Second, we used 
linearly polarized light to excite the edge state in the middle of the zigzag, exactly at the 
boundary of the hBN flake (see Fig. 5.11(a)). This configuration allowed us to observe 
polaritonic and photonic edge states at once.  We can clearly see that, similar to the photonic 
edge states, the polaritonic edge modes exhibits topological resilience with respect to sharp 
bending, with the only difference of shorter propagation length due to the absorption in hBN. 
Nonetheless, the propagation distance of the edge polaritons reaches ~80μm for  𝑘𝑥 = 0 (upper 
row in Fig. 5.12(d)), despite the 50% phonon fraction (compared to ~150μm for the purely 
photonic scenario). As expected, only the photonic edge mode is observed at the frequency 
below the bulk upper polariton (lower row in Fig. 5.12(c)), again confirming that the polaritonic 






The work present in this dissertation include the theoretical and experimental investigation of a 
variety of topological properties in the classical wave systems, including the theoretically proposed 
non-Hermitian Floquet modulation in classical wave system, the new discovery and observations of 
type-II corner state in Wannier type HOTIs, realization of multipole HOTIs in higher dimensional 
(3D) systems through new structural design, and topological polaritonic transition in photon-
exciton(phonon) interaction. These studies have opened some new possibilities in the field of 
topological photonics, polaritonic systems, and acoustics. 
However, there are still many possibilities in topological classical wave systems to be explored. The 
implementation of non-Hermitian gain and loss modulation is challenging but quite possible to 
realize, and might lead to some interesting and practical applications such as non-Hermitian 
topological isolators. More designs of topological photonic metasurfaces might achieve controlling 
and modulations on NNN coupling and type-II corner states, and the better confinement of boundary 
states in general. 1D mapping of higher dimensional systems, which discussed in another paper of 
ours [172], also opens new opportunities of exploring more topological properties unique in such 
systems. The topological polariton boundary modes and topological transitions are still newly 
discovered phenomena, and explorations on implementing polariton interactions on more kinds of 




Our newly discovered phenomena are also yet to be implemented in practical usage, which have 
great potential. Such examples include lasing of amplified edge states and localized corner states, 
polariton edge states with half-light half-matter properties, and multi-functional devices under a 
hierarchy of different dimensional boundary modes. Therefore, more efforts are expected in the 
future to study the novel topological states in the classical systems, not only for a better 
understanding of the fundamental physics and more novel discoveries of topological phenomena, but 
also to create more opportunities of applying topological physics to innovative device, robust guiding, 
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