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COMPACTNESS IN THE ADIABATIC LIMIT OF DISK VORTICES
DONGNING WANG AND GUANGBO XU
Abstract. This paper is the first input towards an open analogue of the quantum
Kirwan map. We consider the adiabatic limit of the symplectic vortex equation over
the unit disk for a Hamiltonian G-manifold with Lagrangian boundary condition, by
blowing up the metric on the disk. We define an appropriate notion of stable solutions
in the limit, and prove that any sequence of disk vortices with energy uniformly
bounded has a subsequence converging to such a stable object. We also proved several
analytical properties of vortices over the upper half plane, which are new type of
bubbles appearing in our compactification.
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1. Introduction
In this paper we initiate a project which intends to develop an open-string analogue
of the quantum Kirwan map, proposed by Woodward (see [36, Section 8]). This paper
specifically aims at the compactness problem in adiabatic limit for the symplectic vortex
equation on disks, which is the open-string analogue of the “bubbling” part of Ziltener’s
work [43]. In this introduction, we review works related to the closed quantum Kirwan
map and briefly describe the idea of its open analogue as well as the main results of the
current paper.
G. X. is supported by AMS-Simons Travel Grant.
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1.1. The quantum Kirwan map. Symplectic vortex equation, introduced by Cieliebak-
Gaio-Salamon [9] and Ignasi Mundet [26] [27], is the classical equation of motion of the
gauged σ-model with targets in a Hamiltonian G-manifold (see Section 2 for a brief re-
view of symplectic vortex equation). It is an equivariant generalization of the nonlinear
Cauchy-Riemann equation (pseudoholomorphic curves) in an almost Ka¨hler manifold,
where the latter has been a fundamental tool in symplectic geometry since the pioneer-
ing works of Gromov and Floer. The study of symplectic vortex equation leads to the
so-called gauged Gromov-Witten (or Hamiltonian Gromov-Witten) theory. Suppose G
is a compact Lie group and (X,ω) is a Hamiltonian G-manifold with a moment map
µ : X → g∗. The moduli space of solutions to the symplectic vortex equation gives rise
to a correlation function〈
a1, . . . , an
〉G
X
∈ Q, n ≥ 0, a1, . . . , an ∈ H∗G(X). (1.1)
This is called the gauged Gromov-Witten or Hamiltonian Gromov-Witten invariant of
X. It has been rigorously defined in certain cases (see Mundet [27], Cieliebak-Gaio-
Mundet-Salamon [8], Mundet-Tian [29] [28] in the symplectic setting and Gonzalez-
Woodward [21] in the algebraic setting).
There is an interesting correspondence between solutions to the vortex equation in
X and pseudoholomorphic curves in the symplectic quotient X¯ = µ−1(0)/G. The
symplectic vortex equation and the correlation (1.1) depend on a scale parameter λ > 0
which is the size of the domain curve Σ. By studying the λ→ +∞ limit of the vortex
equation, one may expect a relation〈
α1, . . . , αn
〉G
X
∼ 〈κX(α1), . . . , κX(αn)〉X¯ . (1.2)
Here κX : H∗G(X) → H∗(X¯) is the (classical) Kirwan map and 〈 〉X¯ is the Gromov-
Witten correlator. Gaio-Salamon [17] then proved that in the context of [8], for mono-
tone manifolds (1.2) is actually an equality when degrees of all αi’s are small. The failure
of (1.2) being an equality in general is because in the adiabatic limit, vortices don’t con-
verge to holomorphic curves in X¯ uniformly, but will bubble off “affine vortices”. These
objects are solutions to the vortex equation on the complex plane. Salamon conjectured
that counting affine vortices gives rise to a quantum deformation
qκX : H∗G(X; Λ)→ H∗(X¯; Λ), qκX = κX + tqκX1 + t2qκX2 + · · · (1.3)
of the Kirwan map, where t is a formal variable in the coefficient ring Λ. (1.2) should
become an identity if κX is replaced by the quantum Kirwan map qκX . In symplectic
setting, certain preliminary results towards the proof of Salamon’s conjecture have been
obtained by F. Ziltener ([42][43]).
When X is a smooth projective variety and the G-action extends to an action by
its complexification, the quantum Kirwan map is constructed by Woodward [37], using
the algebraic construction of virtual cycles on the moduli space of affine vortices. An
important perspective in [37] is that the equivariant quantum cohomology of X (in-
troduced by Givental [19]) and the quantum cohomology of the quotient X¯ are viewed
as cohomological field theory algebras (CohFT algebras for short). Then the gauged
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Gromov-Witten invariants of X and Gromov-Witten invariants of X¯ are “traces” on
these two CohFT algebras, and the quantum Kirwan map qκX is a morphism between
these two CohFT algebras that relates the two traces. To foreshadow our project, we
remark that CohFT algebras can be viewed as complexifications of A∞ algebras.
Another important aspect of the quantum Kirwan map is related to mirror symmetry.
In some sense, the quantum Kirwan map is essentially the mirror map obtained by
Givental [19] and Lian-Liu-Yau [24] in proving Candelas-de la Ossa-Green-Parkes mirror
formula ([2]). The philosophy behind this relation is explained by Hori-Vafa [22] (cited
from the introduction of [37, Part I]): the mirror symmetry for vector spaces is trivial
and the nontrivial change of coordinates as the mirror formula appears when passing
from gauged linear σ-model to nonlinear sigma model. The quantum Kirwan map is
also used to compute the quantum cohomology of symplectic quotients, such as in [20]
[3].
1.2. The open quantum Kirwan map. Now we describe our project on defining
an open analogue of the quantum Kirwan map. Let X¯ be symplectic (not necessarily
obtained from symplectic reduction) and L¯ ⊂ X¯ be an embedded Lagrangian submani-
fold. The Fukaya A∞ algebra Fuk(L¯) of L¯ consist of a chain group C(L¯; Λ) of L¯ with
coefficients in a Novikov ring Λ and a collection of higher compositions {m¯k}k≥0. The
compositions are defined by counting isomorphism classes of pseudoholomorphic disks
u : (D, ∂D) → (X¯, L¯) with k + 1 marked points mapped into k + 1 chains in L¯, which
are multilinear maps
m¯k : C(L¯; Λ)
⊗k → C(L¯; Λ), k = 0, 1, . . . (1.4)
Different choices of data such as the almost complex structures lead to A∞ algebras
that are homotopy equivalent to each other (cf. Chapter 4 of [15]).
Another family of relevant objects are the correlations
τ¯k(b1, . . . , bk) = 〈b1, . . . , bk〉 ∈ Λ, k ≥ 0, b1, . . . , bk ∈ C(L¯; Λ) (1.5)
defined by counting isolated parametrized marked holomorphic disks with constrain
at boundary markings given by chains in L¯. The collection {τ¯k}k≥0 satisfies certain
splitting axioms involving the A∞ structure of Fuk(L¯), which we will call an A∞
trace on Fuk(L¯). More generally, for any quantum cohomology class a ∈ QH(X¯),
one can define the bulk deformation of the A∞ structure, or the correlations (1.5), by
allowing interior markings on the disk. The deformed correlations give rise to
τ¯k(a; b1, . . . , bk) =
∑
k
1
k!
〈a, . . . , a︸ ︷︷ ︸
k
; b1, . . . , bk〉. (1.6)
If X¯ is obtained by symplectic reduction from a Hamiltonian G-manifold (X,ω, µ)
and L ⊂ µ−1(0) is the G-invariant lift of L¯, then in [36] another A∞ algebra QF(L),
called the quasimap A∞ algebra, can be constructed counting holomorphic disks in
(X,L) modulo G-action. Since chains in L¯ can be lifted to G-invariant chains in L,
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QF(L) has the same underlying chain group (C(L¯; Λ), though differs from Fuk(L¯) in
the composition maps.
A disk vortex is a pair (A, u), where A is a connection on the trivial G-bundle over
D, and u is a map from D to X, satisfying the vortex equation:
∂Au = 0, FA + λ
2µ(u)ν0 = 0, u(∂D) ⊂ L. (1.7)
(See Section 2 for explanations for the terms in the equation.) The parameter λmeasures
the scale. Since disk vortices may bubble off holomorphic disks or spheres, counting
solutions to (1.7) up to gauge equivalence should define an A∞ trace on QF(L), which
is parametrized by λ and denoted by
τλk (b1, . . . , bk) ∈ Λ, b1, . . . , bk ∈ C(L¯; Λ). (1.8)
Since CohFT algebras can be viewed as complexifications of A∞ algebras, it is natural
to consider the open analogue of the quantum Kirwan map, as originally proposed in
[36, Section 8]. We look for an A∞ morphism qκX,L : QF(L) → Fuk(L¯), which
conjecturally is defined by counting affine vortices over the upper half plane H. qκX,L
should intertwine the trace τ¯ on Fuk(L¯) (with some bulk deformation) with the λ→∞
limit of the trace τλ on QF(L). More precisely, we state the following conjecture.
Conjecture 1.1. Let qκX0 : Λ→ QH(X¯) be the zeroth component of the closed quantum
Kirwan map qκX : QHG(X)→ QH(X¯) and denote aX = qκX0 (1) ∈ QH(X¯). Then the
counting of affine vortices over H defines an A∞ morphism
qκX,L : QF(L)→ Fuk(L¯; aX),
where Fuk(L¯; aX) is the bulk-deformation of Fuk(L¯) by aX . The A∞ morphisms
defined using different choice of data are A∞ homotopic to each other.
Moreover, the gauged correlation function (1.8) and the bulk-deformed correlation
function (1.6) on Fuk(L¯; aX) are related via the adiabatic limit (possibly up to A∞
homotopy)
τ¯X,Lk
(
aX ; qκ
X,L(b1), . . . , qκ
X,L(bk)
)
= lim
λ→+∞
τλk
(
b1, . . . , bk
)
. (1.9)
This conjecture has important implications, which we will discuss later on. Towards
the resolution of this conjecture, there are many tasks yet to be accomplished . In the
forthcoming work [38], Woodward and second named author plan to use the stablizing
divisor technique of Cieliebak-Mohnke [10] to treat the related transversality problem
and construct the A∞ morphism qκX,L. The stabilizing divisor approach has been used
in [5] [4] to construct Floer cohomology and Fukaya algebra. However, the corresponding
version of QF(L) using the stabilizing divisor technique has not been written down. On
the other hand, a crucial part in proving the A∞ relations for qκX,L and the relation
(1.9) is certain gluing construction for affine vortices, which will be treated in [39]. The
analytical framework for the gluing construction has been provided in [34].
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1.3. Potential functions in the toric case. Besides the generalization from the
closed case, another motivation of studying the open quantum Kirwan map is to under-
stand, in the toric case, the meaning of the coordinate change between the Lagrangian
Floer potential and the Givental-Hori-Vafa potential. Here we briefly describe this
application.
If (Fuk(L¯), {m¯k}k≥0
)
has a cohomological unit 1L, then a solution b to the A∞
Maurer-Cartan equation
∞∑
k=0
m¯k(b, . . . , b) ≡ 0 mod 1L (1.10)
is called a weakly bounding cochain, which can be used to deform the map m¯1, which
gives a chain complex (C(L¯; Λ); m¯b1). Its homology gives obstructions of displacing the
Lagrangian L¯ by Hamiltonian diffeomorphisms of X¯. In the view of mirror symmetry,
an important object is the potential function
PO : Mˆweak(L¯)→ Λ,
∞∑
k=0
mk(b, . . . , b) = PO(b) · 1L.
Here Mˆweak(L¯) is the set of all weakly bounding cochains.
If X¯ admits a special Lagrangian torus fibration (the SYZ picture), then PO induces
a holomorphic functionW on the dual torus fibration X¯∨ and mirror symmetry predicts
relations between the Fukaya category of X¯ and B-side theories of (X¯∨,W ) (see more
details in the expository article [1]). In the toric case, the potential PO is closely
related to the Givental-Hori-Vafa potential, which coincides with the potential function
on QF(L) (see [18], [22], [36]). In the Fano case, the two potential functions are proven
to be the same in [6], [7], [16] by direct computation of the Lagrangian Floer potential1.
For semi-Fano toric orbifolds, Chan-Lau-Leung-Tseng showed in [3] that the mirror map
is the needed coordinate change, while for general toric manifolds, Fukaya-Oh-Ono-Ohta
constructed a formal coordinate change by induction in [14].
Beyond the semi-Fano case, the geometric meaning of the coordinate change has
not been understood clearly. However, if Conjecture 1.1 is true, then qκX,L sends
solutions to the Maurer-Cartan equation of QF(L) to solutions to (1.10), and then
induces a correspondence between the potential functions. Therefore, the coordinate
change between this two potential functions essentially coincides with the open quantum
Kirwan map.
1.4. Main results of this paper. In this paper we resolved a basic analytical problem
in our project, i.e., the compactness of the λ → +∞ adiabatic limit of (1.7). An
extension of the results to the case of polygons involving a collection of Lagrangians
can be found in an earlier arXiv version of this paper. This compactness result is an
important step towards proving relation (1.9). Meanwhile, we prove basic analytical
properties of affine vortices over the upper half plane.
1Their works are for different coefficients.
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Consider a Hamiltonian G-manifold X with symplectic quotient X¯ , satisfying Hy-
pothesis 2.1. Consider an embedded Lagrangian submanifold L¯ contained in the smooth
locus of X¯ . L¯ lifts to G-invariant Lagrangian submanifolds L ⊂ X, contained in µ−1(0),
and G acts freely on L.
Let M˜λk (L) be the set of pairs (v,w) with v = (A, u) solving (1.7) and w ⊂ ∂D is a
set of k boundary marked points. Let Mλk (L) be the set of gauge equivalence classes. A
natural topology can be put on ⊔λ≥0Mλk (L). Its compactification on the λ =∞ side is
reduced to the following question:
Question 1.2. Given a sequence λi →∞ and (v(i),w(i)) ∈ M˜λik (L). Suppose the energy
of v(i) is uniformly bounded. Up to choosing a subsequence and gauge transformation,
to what geometric object does (v(i),w(i)) converge?
The same as in the closed case ([43]), we will prove that, away from a finite subset
Z ⊂ D, a subsequence converges uniformly on compact subsets to a holomorphic disk
in the symplectic quotient, while near the points in Z, certain bubbling happens. The
construction of the subsequence and Z depends on the energy quantization property
of the bubbles. In our case, a new type of bubble appears, which we call H-vortices.
They are solutions to the symplectic vortex equation over the upper half plane with
Lagrangian boundary condition. A few basic properties of H-vortices proved in this
paper are summarized here.
Theorem 1.3. Let L be a G-Lagrangian submanifold of X.
(1) If v = (A, u) is an H-vortex with finite energy and u(H) has compact closure in
X, then there exist a gauge transformation g : H → G and a point x ∈ L such
that
lim
z→∞ g
−1(z)u(z) = x.
Moreover, the convergence is exponentially fast.
(2) There exists a constant ǫX,L > 0 such that if v = (A, u) is an H-vortex having
positive finite energy and u(H) has compact closure, then
E(v) ≥ ǫX,L.
Together with quantization properties of other types of bubbles, this allows us to
construct inductively the bubble trees attached at all the bubbling points. Modelling
on specific type of trees described in Appendix B, we will define a notion of “stable
scaled holomorphic disk” as the possible limits of sequences (v(i),w(i)) in Section 4.
Our main theorem can be roughly stated as follows (see Theorem 4.5 for the precise
version).
Theorem 1.4. Given a sequence (v(i),w(i)) ∈ M˜λik (L) with λi diverging to ∞ and
uniformly bounded energy, there exists a subsequence which converges to a stable scaled
holomorphic disk modulo gauge transformation.
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1.5. Organization of this paper. In Section 2 we briefly recall the basic setup of
the symplectic vortex equation. We also introduce the central objects as examples of
vortex equation. In Section 3 we introduce the adiabatic limit process of the symplectic
vortex equation, and recall some known results about it. We also prove the compactness
modulo bubbling result as a preparation of the main result. In Section 4 we introduce the
stable objects which appear in the adiabatic limit, define the notion of convergence, and
state our main theorem (Theorem 4.5). In Section 5 we prove several technical results
which we need to construct the limiting object when proving the main theorem. In
Section 6 we patch everything together and give a complete proof of the main theorem.
In Appendix A we include useful analytical results about vortices. In Appendix B we
define proper notion of trees which is used to define the stable objects in this paper.
1.6. Acknowledgements. We are very grateful to Chris Woodward for suggesting
this problem, sharing many ideas and for his hospitality during our visits to Rutgers
University. We would like to thank Prof. Yong-Geun Oh and Prof. Gang Tian for
helpful discussions. G. X. would like to thank Institute for Basic Science (Pohang) and
Institute for Advanced Study (Princeton) for hospitality and would like to thank Nick
Sheridan for helpful discussion.
2. Vortices with Lagrangian Boundary Condition
In this section we give a brief review about symplectic vortex equation where the
domain is a Riemann surface with possibly nonempty smooth boundary.
2.1. The symplectic vortex equation.
The target space. Let G be a compact Lie group with Lie algebra g. Let (X,ω, µ) be a
Hamiltonian G-manifold. This means that (X,ω) is a symplectic manifold and there is
a G-action on X with moment map µ : X → g∗. Our convention is, for any ξ ∈ g, the
infinitesimal action of ξ is the vector field Xξ defined by
Xξ(x) =
d
dt
∣∣∣∣
t=0
etξx.
In this convention the moment map satisfies
d(µ(ξ)) = ω(Xξ, ·) ∈ Ω1(X), ∀ξ ∈ g.
Throughout this paper, we make the following assumptions on (X,ω, µ), which are usual
assumptions in gauged Gromov-Witten theory for possibly noncompact targets (cf. [8]).
Hypothesis 2.1. (X,ω, µ) satisfies the following conditions.
(1) µ is proper, 0 is a regular value of µ and the G-action on µ−1(0) is free.
(2) (cf. [8, Definition 2.6]) IfX is noncompact, then there exist a smoothG-invariant
proper function fX : X → [0,+∞), a G-invariant, ω-compatible almost complex
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structure JX , and a constant cX > 0 such that
fX(x) ≥ cX
ξ ∈ TxX =⇒
 〈∇ξ∇fX(x), ξ〉 + 〈∇JXξ∇fX(x), JXξ〉 ≥ 0,dfX(x) · JXXµ(x) ≥ 0,
Here ∇ is the Levi-Civita connection of the metric defined by ω and JX .
Definition 2.2. AG-Lagrangian ofX is an embedded Lagrangian submanifold L ⊂ X
such that L ⊂ µ−1(0) and L is G-invariant.
By Hypothesis 2.1, the symplectic quotient X¯ := µ−1(0)/G is a symplectic manifold.
If L is a G-Lagrangian of (X,ω, µ), then L¯ := L/G is an embedded submanifold of X¯.
Toric manifolds (viewed as symplectic quotients of Euclidean spaces) and its smooth
toric orbits are typical examples.
In this paper, without additional remarks, all almost complex structures will be G-
invariant and ω-compatible. We choose an almost complex structure J that coincides
outside a compact set with the JX from Hypothesis 2.1.
The domain and the fields. Let Σ be a Riemann surface, which is not necessarily com-
pact and may contain a nonempty smooth boundary ∂Σ. Let ν ∈ Ω2(Σ) be an area form,
which induces a Hermitian metric on Σ. Let P → Σ be a smooth principal G-bundle.
Denote by A(P ) the space of smooth G-connections on P . Denote by Y := P ×G X
the associated fibre bundle over Σ. Denote by S(Y ) the space of smooth sections of Y .
The adjoint bundle is adP := P ×Ad g.
The equation. Choose an Ad-invariant metric on g. It induces an isomorphism g ≃ g∗
as well as an identification adP ≃ (adP )∗.
The symplectic vortex equation is the following equation on pairs v = (A, u) ∈
A(P )× S(Y ), which depends on the choice of J and ν: ∂Au = 0;FA + µ(u)ν = 0. (2.1)
We explain the terms appeared in the equation. The connection A induces a horizon-
tal distribution on Y . Then for any u ∈ S(Y ), the covariant derivative dAu is the
composition of du : TΣ→ TY with the projection
TY ≃ T V Y ⊕ π∗Y TΣ→ T V Y.
On the other hand, since J is G-invariant, J induces a complex structure on T V Y . The
term ∂Au is defined as the (0, 1)-part of the linear map dAu : TΣ→ T V Y with respect
to the complex structure on Σ and the complex structure on T V Y ; ∂Au is a section of
Λ0,1T ∗Σ⊗T V Y . On the other hand, the curvature form FA is in the space Ω2(Σ, adP );
the moment map µ induces a section of π∗Y (adP )
∗, therefore the composition µ(u) is
in Ω0(Σ, (adP )∗). Via the identification g∗ ≃ g, FA and µ(u)ν lie in the same vector
space.
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With respect to a local trivialization of P over a subset U ⊂ Σ, the connection A is
identified with a g-valued 1-form. Choose a holomorphic coordinate z = s + it on U ,
then A = d+φds+ψdt for φ,ψ : U → g. Via the trivialization the section u is identified
with a map, denoted by the same symbol, u : U → X. We also write the area form as
ν = σ(s, t)dsdt. Then the symplectic vortex equation takes the following local form
∂u
∂s
+Xφ(u) + J
(∂u
∂t
+Xψ(u)
)
= 0;
∂ψ
∂s
− ∂φ
∂t
+
[
φ,ψ
]
+ σµ(u) = 0.
(2.2)
When a trivialization and a holomorphic coordinate are manifest, we will use the nota-
tions v = (A, u) and v = (u, φ, ψ) interchangeably.
The energy and energy density. Given Σ and an area form ν ∈ Ω2(Σ), the energy of a
pair v = (A, u) ∈ A(P )× S(Y ) is defined as
E(v) :=
1
2
(∥∥dAu∥∥2L2(Σ) + ∥∥FA∥∥2L2(Σ) + ∥∥µ(u)∥∥2L2(Σ)).
Here the L2-norms are taken with respect to the metric on Σ determined by ν and
the complex structure of Σ, and the metric on g we used to identify g with g∗. E(v)
depends on ν but in this paper, the choice of ν will be clear from the context. Then
if v is a solution to the symplectic vortex equation with respect to ν, then the energy
reduces to
E(v) =
∥∥dAu∥∥2L2(Σ) + ∥∥µ(u)∥∥2L2(Σ).
If z = s + it is a local holomorphic coordinate and we write the area form as ν =
σ(s, t)dsdt, then the energy density of v can be expressed as
e :=
(|∂su+Xφ(u)|2 + σ|µ(u)|2) dsdt.
If ν0 is another area form and ∗ : Ω2(Σ)→ Ω0(Σ) is the associated Hodge star operator,
then the energy density function of v with respect to ν0 is
e(v) := ∗e ∈ Ω0(Σ).
Definition 2.3. v = (A, u) ∈ A(P )× S(Y ) is called bounded if E(v) <∞ and there
exists a G-invariant compact subset K ⊂ X such that u(Σ) ⊂ P ×G K.
A collection (v(α))α∈I = (A(α), u(α))α∈I (for possibly different area forms να, on
possibly different domains Pα → Σα) is said to be uniformly bounded if their energies
are uniformly bounded and there exists a G-invariant compact subset K ⊂ X such that
u(α)(Σα) ⊂ Pα ×G K.
Boundary conditions. If L is a G-Lagrangian of X, then we can impose the boundary
condition
u(∂Σ) ⊂ P ×G L.
To save notations, we just write it as u(∂Σ) ⊂ L. More generally, if ∂Σ has several
components, we can impose the boundary condition for different G-Lagrangians on
different boundary components.
10 WANG AND XU
Gauge transformations. A (smooth) gauge transformation on P is a smooth map g :
P → G satisfying that for all h ∈ G and p ∈ P , g(ph) = h−1g(p)h. All gauge transfor-
mations form an infinite dimensional Lie group, denoted by G(P ). It acts on the space
A(P )× S(Y ) (on the right), which is denoted by g∗(A, u) = (g∗A, g∗u).
The equation (2.1) is gauge invariant in the following sense. For g ∈ G(P ),
∂g∗Ag
∗u = (g−1)∗(∂Au), Fg∗A + µ(g∗u)ν = Ad−1g (FA + µ(u)ν).
The notions of energy and energy density are also gauge invariant.
Regularity. We also need to discuss objects which are not smooth. Let p > 1 be a
real number and k ≥ 0 be an integer. Let Σ be a Riemann surface and P → Σ be a
smooth G-bundle. A connection on P is said to be of class W k,ploc if with respect any
smooth trivializations of P over a subset U ⊂ Σ, its connection form is of class W k,ploc .
Let Ak,ploc (P ) be the space of all connections on P of class W
k,p
loc . Similarly one can
define Sk,ploc (Y ) and G
k,p
loc (P ). For k ≥ 1 and p > 2, the equation (2.1) and the boundary
condition u(∂Σ) ⊂ P ×G L make sense. One can also consider weak solutions but we
do not need them in this paper.
It was proved as [8, Theorem 3.1] that over a compact Riemann surface Σ (without
boundary), a solution to the symplectic vortex equation (A, u) of regularity W 1,ploc for
some p > 2 can be gauge transformed via a gauge transformation of regularity W 2,ploc to
a smooth vortex. For the reader’s convenience, we provide a proof for its generalization
to the bordered case.
From now on we assume that Σ is of finite type, i.e., there exists a sequence of
precompact open subsets Ul ⊂ Σ such that 1) each Ul is a smooth deformation retract
of Σ; 2) each Ul has a smooth boundary; 3) for each l, Ul ⊂ Ul+1 and there is a smooth
retraction ρl : Ul+1 ⊂ Ul. Notice that for Σ = H, Ul := H∩Brl for growing radii rl does
not satisfy this requirement since Ul has corners. But H is of finite type because one
can modify Ul near the corners so its closure has smooth boundary. Moreover, C or H
with finitely many punctures are of finite type.
Proposition 2.4. Let p > 2 and Σ be a Riemann surface which is not necessarily
compact and may have a nonempty smooth boundary. Let P → Σ be a smooth G-
bundle and (A, u) ∈ A1,ploc(P ) × S1,ploc (Y ) be a solution to the symplectic vortex equation
satisfying the boundary condition u(∂Σ) ⊂ L. Then there exists a gauge transformation
g ∈ G2,ploc (P ) such that g∗(A, u) is smooth.
Proof. Choose an exhausting sequence of open subsets Ul ⊂ Σ as in the definition of
finite type. If one can gauge transform (A, u) to smooth ones over each Ul, then one
can patch the gauge transformations together to obtain a smooth vortex over Σ. So we
can assume that Σ is compact with smooth boundary. Then we can apply the local slice
theorem (see [35, Theorem F]) to find a smooth connecton A0 ∈ A(P ) and g ∈ G2,p(P )
such that
d∗A((g
−1)∗A0 −A) = 0, ∗((g−1)∗A0 −A)|∂Σ = 0.
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This is equivalent to that
d∗A0(g
∗A−A0) = 0, ∗(g∗A−A0)|∂Σ = 0.
Then g∗(A, u) is a solution to an elliptic boundary value problem on Σ with smooth
coefficients, which implies that g∗(A, u) is smooth.  
Removal of boundary singularity. For a solution (A, u) to the symplectic vortex equation
over a punctured surface, if the connections A extends continuously over the punctures,
then a standard result shows that one can gauge transform (A, u) to a solution which
extends smoothly over the punctures. A similar result holds in the open case.
Lemma 2.5. Let L−, L+ be two G-Lagrangians of X such that L¯−, L¯+ intersect cleanly
in X¯. Let (Σ, ∂Σ) = (D∗ ∩ H,D∗ ∩ R) and ∂±Σ = D∗ ∩ R±. Suppose v = (u, φ, ψ)
is a bounded smooth solution to the symplectic vortex equation on Σ with respect to
ν ∈ Ω2(D), then there exists a smooth gauge transformation g : Σ → G such that g∗u
extends continuously to D. Moreover, if L− = L+, then one can choose g such that g∗v
extends smoothly.
The first part of this lemma is proved in Appendix A.5. The second part can be
proved by the same method as proving Proposition 2.4, using a weaker version of the
local slice theorem ([35, Theorem F’]).
The moduli space and topology. From now on all G-bundles P → Σ are canonically
trivialized, hence a connection A on P is identified with a 1-form a ∈ Ω1(Σ), a section
u of Y is identified with a map u : Σ → X and a gauge transformation g on P is
identified with g : Σ→ G. If ν ∈ Ω2(Σ) is an area form and L ⊂ X is a G-Lagrangian,
denote by M˜(Σ, ν;X,L) be the set of all smooth solutions v to the symplectic vortex
equation over Σ with respect to the area form ν and satisfying the boundary conditoin
u(∂Σ) ⊂ L. When ∂Σ = ∅, we abbreviate it by M˜(Σ, ν;X). When ν is “standard” we
will also omit ν. We also consider the case ν = 0.
Suppose Σk ⊂ Σ is an exhausting sequence of open subsets and fk ∈ C∞(Σk). We
say that fk converges u.c.s. on Σ to f ∈ C∞(Σ) (the terminology is from [25]) if
for any compact subset K ⊂ Σ, fk|K converges to f |K in C∞(K). This notion induces
the definition of that a sequence vk ∈ Ω1(Σk)× C∞(Σk, ∂Σk;X,L) converges u.c.s. to
v ∈ Ω1(Σ)× C∞(Σ, ∂Σ;X,L), and in particular, a topology on M˜(Σ, ν;X,L).
The following lemma shows that up to gauge transformation, weak convergence in
W 1,ploc implies convergence u.c.s..
Lemma 2.6. Let Σ be a Riemann surface possibly having a nonempty smooth boundary
and ν ∈ Ω2(Σ). Let Σk ⊂ Σ be an exhausting sequence of open subsets and νk ∈
Ω2(Σk) converges u.c.s. to ν. Given vk = (Ak, uk) ∈ M˜(Σk, νk;X,L), v = (A, u) ∈
M˜(Σ, ν;X,L). Suppose p > 2 and for all compact subsets K ⊂ Σ, vk|K converges
weakly in W 1,p(K) to v|K . Then there exists a sequence of smooth gauge tranformations
gk : Σk → G such that (gk)∗vk converges u.c.s. to v.
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Proof. Let Ul ⊂ Σ be the sequence of subsets in the definition of finite type. For each
k ≥ 1, let lk be the greatest number such that Ulk ⊂ Σk. Then it suffices to prove for
the case that Σk = Ulk because gauge transformations on Ulk can be extended to Σ
and then restricted to Σk. In particular we may assume that Σk has smooth boundary.
Without loss of generality we can also assume that Σk ( Σk+1 and there are smooth
retractions ρk : Σk+1 → Σk. Moreover, by shrinking Σk a little, we may assume that vk
is defined over Σk.
For each l and k ≥ l, by the local slice theorem ([35, Theorem F]), there exists
gk;l ∈ W 2,p(Σl, G) such that (gk;l)∗(Ak|Σl) is in Coulomb gauge relative to A|Σl . By
elliptic regularity, we know that gk;l is smooth and (gk;l)
∗vk|Σl converges in C∞(Σl) to
v|Σl . Since Ak|Σl converges to A|Σl in Lp, we may choose gk;l in such a way that gk;l
converges in W 1,p(Σl) to the identity.
For each l and k ≥ l + 1, denote hk;l := (gk;l+1|Σl)−1gk;l : Σl → G, which is smooth
and converges to the identity in W 1,p(Σl). By the Coulomb gauge condition, we know
that
d∗A(g
∗
k;l+1Ak −A) = d∗A(g∗k;lAk −A) = 0.
Then by the interior estimate, hk;l converges to the identity in C
∞(Σl−1).
On the other hand, for k ≥ l ≥ 2, ρk;l := ρk−1 ◦ · · · ◦ ρl−1 : Σk → Σl−1 is a smooth
retraction. Define h∗k;l = hk;l|Σl−1 ◦ ρk;l, which converges to the identity in C∞(Σl′) for
any l′ ≥ l − 1. We define a sequence gk : Σk → G by
gk = gk,k
k−1∏
t=2
h∗k;t.
For any l < k, one has
gk|Σl = gk,k|Σl
k−1∏
t=l+1
(
(gk;t+1)
−1gk;t
)
|Σl
l∏
t=2
h∗k;t|Σl =
(
gk;l+1
l∏
t=2
h∗k;t
)
|Σl .
Since on each Σl, (gk;l+1)
∗vk|Σl converges in C∞(Σl) to v and every h∗k;t (for t = 2, . . . , l)
converges to the identity in C∞(Σl) as k → ∞, it follows that (gk)∗vk|Σl converges in
C∞(Σl) to v. Hence the lemma is proved.  
2.2. Symplectic vortex equation over the unit disk. Let D ⊂ C be the unit disk
and let ν0 be the standard area form on D. Let λ ≥ 1 be a real number. In this paper
we are interested in the symplectic vortex equation over D with respect to λ2ν0, and
the compactness as λ→∞. Firstly we show the uniform boundedness for different λ.
Lemma 2.7. Let λ ≥ 1 and c0 ≥ sup{cX , fX(x) + 1 | x ∈ L}, where cX and fX are
as in Hypothesis 2.1. Then for v = (A, u) ∈ M˜(D, λ2ν0;X,L), one has
u(D) ⊂ Xc0 := {x ∈ X | fX(x) ≤ c0}. (2.3)
Proof. Suppose (2.3) is not true. Then since L ⊂ µ−1(0), there exists z ∈ IntD such
that fX(u(z)) = sup fX(u) > c0. Then one can show that fX(u) is subharmonic near
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z as [8, Lemma 2.7]. The maximum principle implies that fX(u) ≡ sup fX(u), which
contradicts the fact that µ(u)|∂D ≡ 0.  
We can also consider boundary marked points. Let k ≥ 0 be an integer and use w to
denote a set of k marked points {w1, . . . , wk} ⊂ ∂D, always listed in the counterclockwise
order. Denote by M˜λk (L) the space of (v,w) where v ∈ M˜(X,L;D, λ2ν0) and w is a set
of k boundary marked points.
2.3. Affine vortices. Affine vortices are bounded solutions to (2.1) over Σ = C or
Σ = H with respect to the standard area form ν0 = dsdt, where z = s + it is the
standard coordinate. The equation is equivalent to (2.2) for σ = 1, which reads
∂u
∂s
+Xφ(u) + J
(∂u
∂t
+Xψ(u)
)
= 0,
∂ψ
∂s
− ∂φ
∂t
+
[
φ,ψ
]
+ µ(u) = 0.
(2.4)
A bounded solution v = (u, φ, ψ) to (2.4) over C is called a C-vortex. A bounded
solution v = (u, φ, ψ) to (2.4) subject to u(∂H) ⊂ L is called an H-vortex. In both
cases, the energy density function of v means its energy density function with respect
to the standard area form ν0.
We first recall basic properties of C-vortices proved in [17] and Ziltener’s papers ([42],
[43]). These results will be extended to H-vortices in this paper.
The first important property is the behavior near infinity. We have
Proposition 2.8. [42, Corollary 4] There exists δ > 02 such that for every C-vortex v
with energy density function e(z), one has
lim sup
z→∞
(
|z|2+δe(z)
)
< +∞.
In suitable gauge, C-vortices have nice asymptotic behavior.
Proposition 2.9. [17, Proposition 11.1] If v = (A, u) is a C-vortex and A = d+ξ(z)dθ
for |z| large where θ is the angular coordinate of C. Then there exists a W 1,2-map
x : S1 → µ−1(0) and an L2-map η : S1 → g such that x′(θ) +Xη(θ)(x(θ)) = 0 and
lim
r→∞ sup0≤θ≤2π
d(u(reiθ), x(θ)) = 0, lim
r→∞
∫ 2π
0
|ξ(reiθ)− η(θ)|2dθ = 0.
We see that x(θ) stays within the same G-orbit in µ−1(0). Therefore it follows that
every C-vortex v has a well-defined evaluation at infinity, denoted by
ev∞(v) = [x(θ)] ∈ X¯. (2.5)
Lastly we recall the energy quantization result about C-vortices.
Proposition 2.10. [41, Lemma D.1][43] There exists a constant ǫX > 0 such that for
any C-vortex v with nonzero energy, we have E(v) ≥ ǫX .
2Indeed, the constant δ can be taken to be any number smaller than 2. However, in this paper, we
do not need the optimal result whose proof is more delicate.
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Now we turn to H-vortices. Firstly, we need a removal of singularity at the infinity
of H. In order to be able to generalize to the case of multiple Lagrangians, consider
(2.4) over ACR := H r BR. Let L−, L+ be two G-Lagrangians whose quotients in X¯
intersecting cleanly. We impose the boundary condition
u(ACR ∩R±) ⊂ L±. (2.6)
In Appendix A we prove the following result.
Theorem 2.11.
(1) If v = (u, φ, ψ) is a bounded solution to (2.4) on ACR with boundary condition
(2.6), then there exists a G-orbit O ⊂ L− ∩ L+ such that
lim
z→∞ d(u(z), O) = 0.
(2) There exists a constant δ = δ(L−, L+) > 0 such that, for any bounded solution
(u, φ, ψ) to (2.4) with boundary condition (2.6), we have
lim sup
z→+∞
(
|z|2+δe(z)
)
< +∞. (2.7)
Therefore one can define the evaluation of an H-vortex at∞ as a point in L¯. Moreover,
using the same argument as proving Lemma 2.7, we have
Corollary 2.12. For every H-vortex v = (u, φ, ψ), u(H) ⊂ Xc0, where Xc0 is defined
in (2.3).
Another important ingredient is the energy quantization for H-vortices. We prove
the following theorem in Appendix A.6.
Theorem 2.13. There exists a constant ǫX,L > 0 such that for any H-vortex v with
nonzero energy, we have E(v) ≥ ǫX,L.
2.4. Compactness. We recall the basic compactness theorem of vortex equation over
a bordered Riemann surface with Lagrangian boundary condition. Let Σ be a Riemann
surface of finite type possibly having a smooth boundary ∂Σ; let Σi be an exhausting
sequence of open subsets of Σ, and νi be a sequence of area forms on Σi. Suppose that
νi converges u.c.s. to ν ∈ Ω2(Σ) where ν is either a smooth area form on Σ or ν = 0.
Firstly we have the following “compactness modulo bubbling” result.
Theorem 2.14. Let v(i) = (A(i), u(i)) ∈ M˜(Σi, νi;X,L) be a uniformly bounded se-
quence. Then there exists a subsequence (still indexed by i), a finite subset Z ⊂ Σ,
v ∈ M˜(Σ, ν;X,L) and a sequence of smooth gauge transformations g(i) : Σi → G, such
that (g(i))∗v(i) converges u.c.s. to v on Σr Z.
Moreover, for any z ∈ Z, we have
lim
r→0
lim
i→∞
E
(
v(i);Br(z) ∩Σi
) ≥ ǫ(X,L),
where ǫ(X,L) is less than the minimum of the energy of any nontrivial holomorphic
sphere in X or any nontrivial holomorphic disk in (X,L).
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It follows essentially from the energy quantization property of holomorphic disks or
sphers in X. To construct the limiting smooth vortex v and prove the convergence
u.c.s., one needs the regularity results Proposition 2.4, Lemma 2.6 and the removal of
singularity result Lemma 2.5. The detail is left to the reader.
Further, we can find a bubble tree at each z ∈ Z as part of the geometric limit of the
sequence v(i). Since the bubbling is only a local phenomenon, we assume that Σ is an
open subset of H of finite type. We also assume Z consists of a single element z. The
description of bubble trees are discussed in Appendix B. Then we have
Theorem 2.15. (cf. [30], [40]) Assume Σ ⊂ H and Σi, νi, ν, v(i) are the same as in
Theorem 2.14. Choose z ∈ Z. Then there exists a subsequence (still indexed by i) and:
1) if z ∈ ∂H, a stable holomorphic disk modelled on a based branch T
D :=
(
(uα)vα∈V (T), (zαβ)eαβ∈E(T)
)
;
2) if z ∈ IntH, a stable holomorphic sphere modelled on a branch T
S :=
(
(uα)vα∈V (T), (zαβ)eαβ∈E(T)
)
.
(For the precise meaning see Appendix B.1.) In either case, they satisfy the following
conditions.
(1) For each vα ∈ V (T), there exist a sequence of smooth gauge transformations
g
(i)
α : Σα → G and a sequence of Mo¨bius transformations ϕ(i)α : Σα → H such
that (g
(i)
α )∗(ϕ
(i)
α )∗v(i) converges u.c.s. to (0, uα) on Σα r Zα;
(2) For each α, ϕ
(i)
α converges u.c.s. on Σα to the constant z; for any eαβ ∈ E(T),
(ϕ
(i)
β )
−1 ◦ ϕ(i)α converges u.c.s. on Σα to the constant zαβ ∈ Σβ.
(3) There is no energy loss, i.e.,
lim
r→∞ limi→∞
E(v(i);Br(z) ∩H) =
∑
vα∈V (T)
E(uα).
The proof of this theorem has been given by Ott [30] in the case that z ∈ IntH and
by the second named author [40] in the case G = S1. The detail of a general proof is
left to the reader because the proof has no essential difference from the proof of the
standard Gromov compactness for holomorphic disks or spheres, and because our main
concern is the compactness with respect to the adiabatic limit.
Remark 2.16. Besides [30] and [40], there are other works treating compactness of vortex
equations in various settings, such as [27], [8], [29], [33].
3. Compactness Modulo Bubbling
In this section we start to consider adiabatic limit of vortices. Given an area form
ν ∈ Ω2(Σ) and λ > 0, the energy of v = (A, u) ∈ M˜(Σ, λ2ν;X,L) is
E(v) =
1
2
(∥∥dAu∥∥2L2(Σ) + λ−2∥∥FA∥∥2L2(Σ) + λ2∥∥µ(u)∥∥2L2(Σ)).
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Here the L2 norms are defined with respect to the fixed area form ν. If we impose a
uniform energy bound, then for large λ, µ(u) will be small in the L2-sense. If µ(u)
is uniformly small, then u will be close to a holomorphic curve in X¯ (cf. Definition
3.1). If µ(u) is not uniformly small, then it corresponds to energy concentration and
bubbling. According to different rates of the energy concentration compared to the
speed of λ→ +∞, different types of objects bubble off. The classification of bubbles is
given in Subsection 3.1. Among six types of bubbles, the type S2 (see Definition 3.5) is
novel where H-vortices bubble off. We treat this type of bubbles in more details.
This section corresponds to the “hard rescaling” in the bubbling analysis (see similar
terminology used in [25] and [12]), where we can use the energy quantization property
of various bubbles to construct a finite subset of the domain where energy concentrates.
3.1. Convergence in the adiabatic limit. Let Σ be a Riemann surface, possibly
having a nonempty smooth boundary ∂Σ. Let ν be an area form on Σ. Let λi be
a sequence of positive numbers diverging to infinity. Let (Σi, ∂Σi) be a sequence of
exhausting open subsets of (Σ, ∂Σ). Let νi be a smooth area form on Σi, such that for
any compact subsetK ⊂ Σ, the sequence νi|K converges uniformly (with all derivatives)
to ν|K . We fix these data in this subsection.
Take a sequence λi → +∞ and v(i) ∈ M˜(Σi, λ2i νi;X,L). Let ei be the energy densities
of v(i). In this section, the energy density function of v(i) means its energy density with
respect to ν.
To describe the convergence towards a holomorphic curve in X¯ , we introduce the
following notation. There exists a G-invariant neighborhood UX of µ
−1(0) on which
the G-action is free. Moreover, there exists a smooth projection πX¯ : UX → X¯ whose
restriction to µ−1(0) coincides with the projection µ−1(0) → X¯. The following notion
is independent of the choice of such πX¯ .
Definition 3.1. Suppose u¯ : Σ→ X¯ is a J¯-holomorphic map with u¯(∂Σ) ⊂ L¯. We say
that the sequence v(i) converge to u¯ if
(1) µ(u(i)) : Σi → g∗ converges to zero uniformly on any compact subset of Σ;
(2) For any compact subset K ⊂ Σ, for large i, the sequence of continuous maps
πX¯ ◦ u(i) : K → X¯ converges uniformly to the map u¯|K .
There is a different point of view on the above notion of convergence (see [17, Section
2]). Consider the following equation for a pair v = (A, u)
∂Au = 0, µ(u) = 0. (3.1)
The group of gauge transformations on Σ acts on the space of solutions to (3.1), and
the set of gauge equivalence classes of solutions to (3.1) is in one-to-one correspondence
to the set of holomorphic maps u¯ : Σ → X¯. Then we can rewrite Definition 3.1 as a
convergence of sequence of v(i) to a solution to (3.1) modulo gauge transformations.
We won’t take this perspective but we remark that this viewpoint implies the following
important fact.
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Proposition 3.2. Suppose v(i) converges to a J¯-holomorphic map u¯ : Σ → X¯ with
u¯(∂Σ) ⊂ L¯. Let e(u¯) be the energy density of u¯ with respect to ν. Then
lim
i→∞
ei = e(u¯)
uniformly on compact subsets of Σ.
Now we have the adiabatic limit convergence theorem provided that the energy den-
sity doesn’t blow up, which is a simple extension of the known results (see [17]) to the
case where Σ may have boundary.
Theorem 3.3. Suppose that the sequence v(i) is uniformly bounded and for any compact
subset K ⊂ Σ, we have
lim sup
i→∞
sup
z∈K
ei(z) <∞.
Then there exists a subsequence (still indexed by i) of v(i) which converges to a J¯-
holomorphic map u¯ : (Σ, ∂Σ)→ (X¯, L¯).
The following theorem is proved at the very end of this section.
Theorem 3.4. Let Σ, ν, ∂Σ, Σi, νi, λi be as above. There exist a constant ǫ > 0, de-
pending on X, L, J such that for any uniformly bounded sequence v(i) ∈ M˜(Σi, λ2i νi;X,L),
there exist a subsequence (still indexed by i), and a finite subset Z ⊂ Σ satisfying the
following conditions.
(1) For each z ∈ Z, we have
lim
r→0
lim sup
i→∞
E(v(i);Br(z) ∩ Σ) ≥ ǫ
and for any compact subset K ⊂ Σr Z, we have
lim sup
i→∞
sup
z∈K
ei(z) <∞.
(2) The sequence v(i)|ΣirZ converges (modulo gauge) to a J¯-holomorphic map u¯ :
(Σr Z, ∂(Σ r Z))→ (X¯, L¯) in the sense of Definition 3.1.
3.2. Bubbling zoology in adiabatic limit. In the presence of Theorem 3.3, to prove
Theorem 3.4 we have to consider the case when ei blows up at some point, i.e., when
bubbling happens. There are different bubbling types depending on the relative rate
of energy concentration compared to the speed of the blow-up of the area form. In the
closed case the classification of bubbles has been discussed in [17, Section 12], and [36]
contains a discussion about the open case. Here we summarize their classification of
bubbles and provide proofs for the open situation.
We still use our notations in Subsection 3.1. Suppose zi ∈ Σi converges to z∗ ∈ Σ.
Let Σ∗ ⊂ Σ be a precompact open subset containing z∗ and
c2i := ei(zi) ≥
1
2
sup
Σ∗
ei →∞. (3.2)
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We denote γi := d(zi, ∂Σi), where d is the distance function induced from the metric
determined by the area form ν. (Indeed the remaining doesn’t depend on the choice of
any area form.)
Definition 3.5. We say that the energy (of the sequence) blows up at z∗ in certain
type (F1, F2, S1, S2, R1, R2) according to the following table.
Type lim
i→∞
(ci/λi) lim
i→∞
γici
F1 =∞ =∞
F2 =∞ <∞
S1 ∈ (0,∞) =∞
S2 ∈ (0,∞) <∞
R1 = 0 =∞
R2 = 0 <∞
Take a holomorphic coordinate z = s+ it centered at z∗ so that the area forms νi can
be written as νi = σi(z)dsdt, and we assume ν = σdsdt with σ(0) = 1. The coordinate
of zi is still denoted by zi as a point in C or H.
We have the following lemmata regarding different types of blowing up.
Lemma 3.6. If the energy blows up at z∗ in type F1, define ϕi(w) = zi + c−1i w for
w ∈ B(√ci) ⊂ C. Then there exists a subsequence (still indexed by i) and a sequence of
smooth gauge transformations gi : C→ G such that the sequence (gi)∗(ϕi)∗v(i) converges
u.c.s. on C to (0, u), where u : C → X is a J-holomorphic map with finite positive
energy.
Proof. Standard result in analysis of symplectic vortex equation (see [17, Section 12]).
 
Lemma 3.7. If the energy blows up in type F2 at z∗ ∈ ∂Σ, define ϕi(w) = Rezi+ c−1i w
for w ∈ B(√ci)∩H. Then there exists a subsequence (still indexed by i), and a sequence
of smooth gauge transformations gi : H → G such that the sequence (gi)∗(ϕi)∗v(i)
converges u.c.s. on H to (0, u), where u : (H,R)→ (X,L) is a J-holomorphic map with
finite positive energy.
Proof. This is a simple extension of Lemma 3.6 to the boundary case.  
Lemma 3.8. If the energy blows up at z∗ in type R1, define ϕi(w) = zi + c−1i w for
w ∈ B(√ci) ⊂ C. Then there exists a subsequence (still indexed by i) such that (ϕi)∗v(i)
converges to a J¯-holomorphic map u¯ : C→ X¯ with finite positive energy in the sense of
Definition 3.1.
Proof. See [17, Section 12].  
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Lemma 3.9. If the energy blows up at z∗ ∈ ∂Σ in type R2, define ϕi(w) = Rezi+ c−1i w
for w ∈ B(√ci) ∩ H. Then there exists a subsequence (still indexed by i) such that
(ϕi)
∗v(i) converges to a J¯-holomorphic map u¯ : (H,R) → (X¯, L¯) with finite positive
energy in the sense of Definition 3.1.
Proof. This is an extension of the above lemma. After the rescaling we can use Theorem
3.3 to prove it. Details are left to the reader.  
Lemma 3.10. If the energy blows up at z∗ in type S1, define ϕi(w) = zi+λ−1i w for w ∈
B(
√
λi) (note that ϕ
∗
i λ
2
i νi converges u.c.s. to the standard area form on C). Then there
exists a subsequence (still indexed by i), and a sequence of smooth gauge transformations
gi : C→ G such that (gi)∗(ϕi)∗v(i) converges u.c.s. to some v ∈ M˜(C;X) with positive
energy.
Proof. See Step 5 of the proof of [17, Proposition 12.3].  
Bubbling of H-vortices. Now we focus on the case of type S2 blow up which hasn’t been
considered in the literature before. We prove the following lemma in detail.
Lemma 3.11. If the energy blows up at z∗ ∈ ∂Σ in type S2, define ϕi(w) = Rezi+λ−1i w
for w ∈ B(√λi) ∩ H (note that ϕ∗i λ2i νi converges u.c.s. to the standard area form on
H). Then there exists a subsequence (still indexed by i), and a sequence of smooth
gauge transformations gi : H → G such that (gi)∗(ϕi)∗v(i) converges u.c.s. to some
v ∈ M˜(H;X,L) with positive energy.
Proof. Consider (B(i), v(i)) := (ϕi)
∗v(i) restricted to the region Ωi := B(
√
λi)∩H. Then
Ωi exhausts H. Moreover, by (3.2), with respect to the flat metric,
sup
i,Ωi
∣∣FB(i)∣∣ = λ−2i sup
i,ϕi(Ωi)
∣∣FA(i)∣∣ < +∞.
Then we use the Uhlenbeck compactness theorem for the region H and the sequence B(i)
(see [35, Theorem A’]). Notice that B(i) is not defined on the whole H; we extend B(i)
arbitrarily to H then the sequence satisfies the Hypothesis of [35, Theorem A’]. It implies
that, for a chosen p > 2, there exist a subsequence (still indexed by i) and a sequence of
gauge transformations gi ∈ G2,ploc (H), such that (gi)∗B(i) converges weakly in W 1,p(K),
for any compact region K ⊂ H. Then vˆ(i) := (gi)∗(ϕi)∗vi solves the symplectic vortex
equation with respect to (ϕi)
∗νi and for any compact subset K, the energy densities of
vˆ(i) is uniformly bounded over K for all i.
We can view vˆ(i) as a sequence of maps from Ωi to Ωi ×X which are the identity on
the first coordinate. vˆ(i) is holomorphic with respect to an almost complex structure
J (i) on Ωi × X which is twisted from J by Bˆ(i) and has its boundary lying in R × L
(a totally real submanifold). Since Bˆ(i) converges in C0, J (i) converges uniformly to
a continuous almost complex structure on Ωi × X. Therefore, by the compactness
result for continuous almost complex structures (see [23, Theorem 1.2]), there exists a
subsequence (still indexed by i) such that vˆ(i) converges in W 1,ploc to a limit vˆ. Then
the weak limit vˆ = (Bˆ, vˆ) which is of regularity W 1,ploc , is a solution to the affine vortex
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equation on H with boundary condition u(∂H) ⊂ L. By Proposition 2.4, there exists a
gauge transformation g of regularity W 2,ploc which can transform vˆ to a smooth solution.
Using g to modify gi, we may just assume that g = Id.
Lastly, one replace each gi by smooth ones such that it still holds that vˆ
(i) converges
weakly in W 1,p(K) to vˆ for any compact subset K ⊂ H. Then using Lemma 2.6, one
can modify each gi once more such that vˆ
(i) converges u.c.s. to vˆ on H.  
Proof of Theorem 3.4. By the energy quantization property of holomorphic spheres,
holomorphic disks and affine vortices, it is easy to construct by induction a subsequence
(still indexed by i), and a finite subset Z ⊂ Σ which satisfy the first item of this theorem.
Then apply Theorem 3.3 to the case of v(i)|ΣirZ , we obtain a further subsequence which
satisfies the second item of this theorem.  
4. Stable Scaled Disks and Compactness
In this section we describe the objects we use to compactify the space of disk vortices
with growing area forms introduced in Section 2, and state the main theorem. We need
some notions and notations about certain type of trees and their precise definitions are
given in Appendix B.
4.1. Scaled holomorphic disks. Let (T,T, s) with labelling ι : {1, . . . , k} → V0(T)∪
V1(T) be a based colored rooted tree, not necessarily stable (see Appendix B for its
definition). To each vα ∈ V (T), we associate a (bordered) Riemann surface Σα as
follows. If vα = v∞, then Σ∞ := D; if vα ∈ V (T) r {v∞}, then Σα := H; if α ∈
V (T)r V (T), then Σα := C. For each vα 6= v∞, the “∞” of Σα makes usual sense.
Definition 4.1. A stable scaled holomorphic disk in (X,L) with combinatorial
type (T,T, s) is the following object
C :=
(
(Cα)vα∈V (T), (zαβ)eαβ∈E(T), (wj)1≤j≤k
)
where the notations mean the following.
O1 For each vα ∈ V0(T), Cα is a J-holomorphic sphere or J-holomorphic disk
uα : (Σα, ∂Σα)→ (X,L).
O2 For each vα ∈ V∞(T), Cα is a J¯-holomorphic sphere or J¯-holomorphic disk
u¯α : (Σα, ∂Σα)→ (X¯, L¯).
O3 For each vα ∈ V1(T)r V1(T), Cα is a C-vortex vα = (Aα, uα).
O4 For each vα ∈ V1(T), Cα is an H-vortex vα = (Aα, uα).
O5 For each eαα′ ∈ E(T)rE(T), zαα′ ∈ IntΣα′ ; for each eαα′ ∈ E(T), zαα′ ∈ ∂Σα′ ;
for each j, wj ∈ ∂Σι(j).
We require that the collection C satisfies the following conditions.
C1 For each vβ ∈ V (T), the points zαβ for all eαβ ∈ E(T) and wj for all ι(j) = β
are distinct. We denote the set of them by Zβ.
C2 For each vα ∈ V (T), the energy E(Cα) makes usual sense. We require that if
vα ∈ V (T) is unstable, then E(Cα) > 0.
COMPACTNESS IN THE ADIABATIC LIMIT OF DISK VORTICES 21
C3 For vα ∈ V (T)r {v∞}, the evaluation ev∞(Cα) makes sense. We require that,
if vα′ ∈ V0(T) ∪ V1(T), then ev∞(Cα) = uα′(zαα′) ∈ X; if vα′ ∈ V∞(T), then
ev∞(Cα) = u¯α′(zαα′) ∈ X¯.
The total energy of C is defined to be
E(C) =
∑
vα∈V (T)
E(Cα).
4.2. Isomorphisms of stable scaled disks.
Definition 4.2. Suppose for s = 1, 2,
C
s =
(
(Csα)vα∈V (Ts), (z
s
αβ)eαβ∈E(Ts), (w
s
j )1≤j≤k
)
are two stable scaled holomorphic disks with combinatorial types (Ts,Ts, ss). An iso-
morphism from C1 to C2 with combinatorial given by a tree isomorphism ρ : (T1,T1, s1)→
(T2,T2, s2) consists of the following objects(
(ϕα)vα∈V (T1), (gα)α∈V1(T1)
)
.
Here
(1) ϕ∞ is the identity map on D; for each v1α ∈ V0(T1) ∪ V∞(T1), ϕα is a Mo¨bius
transformation on Σα ≃ H; for each v1α ∈ V1(T1), ϕα is a translation of H;
for each v1α ∈
(
V0(T
1) ∪ V∞(T1)
)
r V (T1), ϕα is a Mo¨bius transformation on
Σα ≃ C; for each v1α ∈ V1(T1)r V (T1), ϕα is a translation of C.
(2) For each v1α ∈ V1(T1), gα : Σα → G is a smooth gauge transformation.
They are subject to the following restrictions:
(1) For each v1α ∈ V0(T1), we have u1α = gα˜′(zα˜α˜′)−1u2ρ(α) ◦ ϕα; (We explain the
notations: for v1α ∈ V0(T1), there exists a unique path α ≻ · · · ≻ α˜ contained in
V0(T
1) such that α˜′ ∈ V1(T1).)
(2) For each v1α ∈ V1(T1), we have v1α = (gα)∗(ϕα)∗v2ρ(α);
(3) For each v1α ∈ V∞(T1), we have u¯1α = u¯2ρ(α) ◦ ϕα;
(4) For each e1αβ ∈ E(T1), we have z1αβ = ϕ−1β (z2ρ(α)ρ(β)).
(5) For each ej ∈ E∞(T1), we have w1j = ϕ−1ι(j)(w2j ).
One can check that a stable scaled holomorphic disk C has finitely many automor-
phisms (modulo gauge transformations).
4.3. Definition of Convergence. Now we define the notion of convergence in the
adiabatic limit, for a sequence (v(i),w(i)) ∈ M˜λik (L) with λi → +∞ towards a stable
scaled holomorphic disk. This concept naturally extends to the case that if we replace
the sequence of disk vortices by a sequence of “stable solutions”.
Definition 4.3. Given a sequence λi → +∞ and a sequence (v(i),w(i)) ∈ M˜λik (L).
Suppose (T,T, s) is a based colored rooted tree and
C=
(
(Cα)α∈V (T), (zαβ)eαβ∈E(T), (wj)1≤j≤k
)
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is a stable scaled holomorphic disk modelled on (T,T, s). (v(i),w(i)) is said to converge
(modulo gauge) to C, if there are 1) for each vα ∈ V0(T)∪V1(T), a sequence of gauge
transformations g
(i)
α : Σα → G; 2) for each vα ∈ V (T), a sequence of holomorphic maps
ϕ
(i)
α : (Σα, ∂Σα)→ (D, ∂D) with ϕ(i)∞ = IdD, subject to the following conditions.
L1 For every vα ∈ V0(T)∪ V1(T), the sequence (g(i)α )∗(ϕ(i)α )∗v(i) converges u.c.s. to
vα on Σα r Zα.
L2 For every vα ∈ V∞(T), the sequence (ϕ(i)α )∗v(i) converges to u¯α : Σα → X¯ on
Σα r Zα in the sense of Definition 3.1.
L3 For every eαβ ∈ E(T), (ϕ(i)β )−1 ◦ ϕ(i)α converges u.c.s. to the constant zαβ ∈ Σβ
on Σα;
L4 For every j, (ϕ
(i)
ι(j))
−1(w(i)j ) converges to wj .
L5 The sequence of energies E(v(i)) converges to E(C).
We can prove that the limit is unique up to isomorphisms of stable scaled holomor-
phic disks defined in Definition 4.2. The proof of the following theorem is based on
an inductive construction of an isomorphism between two limiting objects. A similar
construction in the case of holomorphic disks was carried out in [12, Theorem 4.10] and
we leave the details to the reader.
Proposition 4.4. If (v(i),w(i)) ∈ M˜λik (L) converges (modulo gauge) to both C1 and
C2, then C1 and C2 are isomorphic in the sense of Definition 4.2.
We could state our main theorem now.
Theorem 4.5. If λi → +∞ and (v(i),w(i)) ∈ M˜λik (L) is a uniformly bounded sequence.
Then a subsequence of (v(i),w(i)) converges (modulo gauge) to a stable scaled holomor-
phic disk C in the sense of Definition 4.3.
5. Soft Rescaling
In this subsection we prove two soft rescaling results. This is an analogue of a
similar technique in proving the Gromov compactness for holomorphic spheres (see [25,
Theorem 4.7.1]) and holomorphic disks (see [12, Theorem 3.5]).
5.1. Boundary soft rescaling in adiabatic limit. First, choose ~ > 0 which is less
than the energy of 1) any nonconstant holomorphic sphere in X¯ ; 2) any nonconstant
holomorphic sphere in X; 3) any nonconstant holomorphic disk in (X,L); 4) any non-
constant holomorphic disk in (X¯, L¯); 5) any nontrivial C-vortex in X; 6) any nontrivial
H-vortex in (X,L).
Lemma 5.1. Let Ω ⊂ H be an open subset of finite type and w0 ∈ Ω. Suppose a
sequence of volume forms νi ∈ Ω2(Ω) converges u.c.s. to ν ∈ Ω2(Ω). Suppose λi →∞.
Take a uniformly bounded sequence v(i) ∈ M˜(Ω, λ2i νi;X,L). Assume
lim
r→∞
lim
i→∞
E(v(i);Br(w0) ∩H) = m0 > 0. (5.1)
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Then there exist a subsequence (still indexed by i), a positive number r0, a sequence of
points zi → w0, and a sequence of positive numbers δi → 0 (uniquely determined by zi),
such that
w ∈ Br0 r {w0} =⇒ lim
r→0
lim
i→∞
E(v(i);Br(w)
)
= 0, ei(zi) = sup
Br0 (w0)∩H
ei
and
E(v(i);Bδi(zi) ∩H) = m0 −
~
2
.
Here all the disks are taken with respect to the standard metric of H.
Proof. This is the same as the case of J-holomorphic curves (see [12]) and we omit the
details.  
Definition 5.2. Suppose we are in the situation of Lemma 5.1.
(1) We say that the subsequence constructed has energy concentration of type
R at w0 with respect to the sequence λi, if: in the case w0 ∈ IntΩ, lim
i→∞
λiδi =∞;
in the case w0 ∈ ∂Ω, lim
i→∞
λi(δi + Imzi) =∞.
(2) We say that the subsequence constructed has energy concentration of type
Sat w0 with respect to the sequence λi, if: in the case w0 ∈ IntΩ, lim
i→∞
λiδi <∞;
in the case w0 ∈ ∂Ω, lim
i→∞
λi(δi + Imzi) <∞.
5.2. When the first bubble is in the quotient. We will see that if a subsequence has
energy concentration of type R (resp. type S) at w0, then for some further subsequence,
to construct a bubble tree which is part of the stable scaled holomorphic disk, the first
bubble we have to attach is a holomorphic curve in the quotient (resp. an affine vortex).
The precise meaning of this is given by the following four propositions.
Proposition 5.3. (cf. [43, Proposition 44]) In the situation of Lemma 5.1, if the
sequence has an energy concentration of type R at w0 ∈ IntΩ, then there exist a sub-
sequence (still indexed by i), a sequence of Mo¨bius transformations ϕi : C→ Ω ⊂ H, a
finite subset Z ⊂ C, satisfying the following conditions.
(1) ϕi converges u.c.s. to the constant w0.
(2) vˆ(i) := (ϕi)
∗v(i) converges modulo bubbling on C r Z to a holomorphic map
v¯ : C→ X¯ in the sense of Definition 3.1.
(3) If E(v¯) = 0 then #Z ≥ 2.
(4) For each zj ∈ Z, the following limit
mj := m(zj) := lim
r→0
lim
i→∞
E(vˆ(i);Br(zj))
exists and is positive. Moreover
m0 = E(v¯) +
∑
zj∈Z
mj .
(5) We have u¯(w0) = v¯(∞) ∈ X¯.
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Proof. See the proof of [43, Proposition 44], though the statement of the proposition
there differs a bit from this one.  
Proposition 5.4. In the situation of Lemma 5.1, if the sequence has an energy con-
centration of type R at w0 ∈ ∂Ω, then there exist a subsequence (still indexed by i), a
sequence of Mo¨bius transformations ϕi : H → Ω ⊂ H, a finite subset Z ⊂ H, satisfying
the following conditions.
(1) ϕi converges u.c.s. to the constant w0;
(2) vˆ(i) := (ϕi)
∗v(i) converges on Hr Z to a holomorphic map v¯ : (H,R)→ (X¯, L¯)
in the sense of Definition 3.1;
(3) If E(v¯) = 0 and #Z < 2 then Z consists of only one point in IntH;
(4) For each zj ∈ Z, the following limit
mj := m(zj) = lim
r→∞ limi→∞
E(vˆ(i);Br(zj) ∩H) (5.2)
exists and is positive. Moreover
m0 = E(v¯) +
∑
zj∈Z
mj .
(5) We have u¯(w0) = v¯(∞).
Proof. Without loss of generality, assume w0 = 0 ∈ H. We assume zi = xi + iyi. By
taking a subsequence if necessary, we have the following two possibilities, listed in the
below table; and we define a sequence τi in respective cases.
Case lim
i→∞
(yi/δi) τi
R1 <∞ δi
R2 =∞ yi
(5.3)
Then denote Ωi := B
(
1√
τ i
)
∩H and define ϕi : Ωi → H to be the map ϕi(w) = xi+τiw.
We will prove that the properties (1)–(5) of this proposition hold for this sequence of
Mo¨bius transformations and some subsequence. The argument is very much in parallel
with the proof of [12, Theorem 3.5].
We denote
ν ′i = τ
−2
i ϕ
∗
i νi
and it is easy to see that ν ′i converges uniformly on compact subsets to the stan-
dard area form on H. Consider the uniformly bounded sequence vˆ(i) := ϕ∗iv
(i) ∈
M˜(Ωi, λ
2
i τ
2
i ν
′
i;X,L). Since Ωi exhausts H and λiτi → ∞, by Theorem 3.3, there ex-
ists a subsequence (still indexed by i), a finite subset Z ⊂ H and a holomorphic disk
v¯ : (H,R) → (X¯, L¯) such that vˆ(i) converges to v¯ in the sense of Definition 3.1. By
taking a subsequence, we have that, for each zj ∈ Z,
mj = lim
ǫ→0
lim
i→∞
E(vˆ(i);Bǫ(zj) ∩H)
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exists and is no less than ~. Following [12], we denote
(
κi, ρi, ρ
)
=

(iyi
δi
, 1, 1
)
, in case (R1),
(
i,
δi
yi
, 0
)
, in case (R2).
Choose a subsequence so that κi converges to some κ ∈ H; moreover, ρi → ρ.
Now we can prove the following facts, following the line of [12, P. 232-236].
Step 1. We prove that for any zj ∈ Z,
|zj − κ| ≤ ρ. (5.4)
Indeed, suppose for some zj ∈ Z and some R > ρ,
R > |zj − κ| > ρ. (5.5)
Then by (5.1), there exists ǫ > 0 such that
lim
i→∞
E(v(i);Bǫ(w0) ∩H) ≤ m0 + ~
8
.
Therefore, for sufficiently large i,
E(v(i);Bǫ ∩H) ≤ m0 + ~
4
.
Therefore, since τi → 0 and zi → 0, for large i we have
E(v(i);B2Rτi(zi) ∩H) ≤ m0 +
~
4
.
Since ϕi maps BR(κ) ∩H ⊂ B2R(κi) ∩H into B2Rτi(zi) ∩H, we have
E(vˆ(i);BR(κ) ∩H) ≤ E(v(i);B2Rτi(zi)) ≤ m0 +
~
4
.
Moreover, because ϕi maps Bρi(κi) ∩H onto Bδi(zi), we have
E(vˆ(i);Bρi(κi) ∩H) = E(v(i);Bδi ∩H) = m0 −
~
2
.
(5.5) implies that for r sufficiently small and i sufficiently large, we have Br(zj) ⊂
BR(κ) rBρi(κi). It implies that
lim
r→0
lim
i→∞
E(vˆ(i);Br(zj) ∩H) ≤ lim
i→∞
(
E(vˆ(i);BR(κ)) −E(v(i);Bρi(κi))
)
≤ 3~
4
.
This contradicts the condition on points in Z. Therefore (5.4) holds.
Step 2. We prove that
lim
R→∞
lim
i→∞
E(v(i);BRτi(zi) ∩H) = m0. (5.6)
Indeed, by the definition of m0, τi and the fact that τi → 0, for every R ≥ 1,
m0 − ~
2
≤ lim
i→∞
E(v(i);BRτi(zi)) ≤ m0.
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If (5.6) is false, then there exists ρ ∈ (0, ~2 ] such that,
lim
R→+∞
lim
i→∞
E(v(i);BRτi(zi)) = m0 − ρ. (5.7)
Then we choose R0 > 1 sufficiently large such that
m0 − ρ ≥ lim
i→+∞
E(v(i);BR0τi(zi)) ≥ m0 −
3
2
ρ. (5.8)
Therefore, for any a > b > 1,
lim
i→∞
E(v(i);BaR0τi(zi)rBbR0τi(zi)) ≤
ρ
2
. (5.9)
We will show that it leads to a contradiction. Indeed, for all l ∈ N, there exists ǫl ∈ (0, 1l )
and il ∈ N such that
i ≥ il =⇒
∣∣∣E(v(i);Bǫl(zi) ∩H)−m0∣∣∣ ≤ 1l .
We can assume that ǫl+1 < ǫl and il+1 > il for all l. Define ǫi = ǫl for all il ≤ i < il+1,
we have
lim
i→∞
E(v(i);Bǫi(zi) ∩H) = m0.
Since limi→∞ ǫi = 0, for every R > 1, we have
lim
i→∞
E(v(i);BRǫi(zi) ∩H) = m0. (5.10)
Then by (5.7), we have
lim
i→∞
τi
ǫi
= 0. (5.11)
By Definition 5.2, it implies that lim
i→∞
λiǫi = +∞.
Denote Ω′i = B
(
1√
ǫi
)
∩ H and define ϕ′i : Ω′i → H by ϕ′i(z) = xi + ǫiz. Denote
ν ′′i = ǫ
−2
i (ϕ
′
i)
∗νi ∈ Ω2(Ω′i), which converges u.c.s. to the standard area form on H.
Then (ϕ′i)
∗v(i) ∈ M˜(Ω′i, λ2i ǫ2i ν ′′i ;X,L) is uniformly bounded. Then by Theorem 3.4, a
subsequence of (ϕ′i)
∗v(i) converges (modulo bubbling) to a holomorphic disk in (X¯, L¯).
Then for any R > 1 and any δ > 0, we have
lim
i→∞
E((ϕ′i)
∗v(i); (BR(iǫ−1i yi)rBδ(iǫ
−1
i yi)) ∩H)
= lim
i→∞
E(v(i); (BRǫi(zi)rBδǫi(zi)) ∩H)
≤ lim
i→∞
E(v(i); (BRǫi(zi)rBτi(zi)) ∩H)
≤ m0 − (m0 − ~/2) = ~/2.
Here the first inequality follows (5.11), and the second inequality follows from (5.10)
and the definition of τi. Therefore we see that the limit of (ϕ
′
i)
∗v(i) is a constant disk
and the bubbling only happens at the origin of the H. Therefore, for any T > 0, we
have
lim
i→∞
E(v(i); (Bǫi(zi)rBe−T ǫi(zi)) ∩H) = 0. (5.12)
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On the other hand, since lim
i→∞
(yi/ǫi) = 0, for i large enough we have
Bǫi(zi) ∩H ⊂ B2ǫi(xi) ∩H ⊂ B3ǫi(zi) ∩H. (5.13)
On the other hand, since R0τi ≥ yi, we have
BR0τi(yi) ∩H ⊂ B2R0τi(xi) ∩H ⊂ B3R0τi(yi) ∩H. (5.14)
Therefore, by (5.8), (5.13) and (5.14), we have
ρ ≤ lim
i→∞
E(v(i); (Bǫi(zi)rB3R0τi(zi)) ∩H)
≤ lim
i→∞
E(v(i); (B2ǫi(xi)rB2R0τi(xi)) ∩H)
≤ lim
i→∞
E(v(i); (B3ǫi(zi)rBR0τi(zi)) ∩H)
≤ 3
2
ρ.
(5.15)
Similarly, we can show that
lim
i→∞
E(v(i); (B2ǫi(xi)rBe−T 2ǫi(xi)) ∩H) = 0. (5.16)
On the other hand, since 32ρ ≤ 34~ < ~, we can apply the annulus lemma (Proposition
A.11) to the neck region (B2ǫi(xi)r B2R0τi(xi)) ∩ H, which is biholomorphic to a long
strip (notice that λiτi → +∞, so the area form on the strip is bounded from below).
Then for T large enough, the energy on the region (Be−T 2ǫi(xi) r BeT 2R0τi(xi)) ∩ H is
smaller than ρ/2. This implies that
lim
i→∞
E(v(i); (Be−T ǫi(zi)rBeT 3R0τi(zi)) ∩H) < ρ/2. (5.17)
Combining (5.15)–(5.17), it implies that
lim
i→∞
E(v(i); (BeT 3R0τi(zi)rB3R0τi(zi)) ∩H) > ρ/2. (5.18)
This contradicts (5.9). Therefore (5.6) holds.
Step 3. We prove that in case R1, if the limit v¯ is constant, then #Z ≥ 2. Indeed,
if v¯ is constant, then since d(Z, κ) ≤ 1, it follows that for 1 < r < R,
lim
i→∞
E(vˆ(i); (BR(κ)rBr(κ)) ∩H) = E(v¯; (BR(κ) rBr(κ)) ∩H) = 0.
Therefore the limit of E(vˆ(i);Br(κ)∩H) is independent of r > 1. Then for every r > 1,
choose ρ1 ∈ (1, r) and ρ2 > r, we have Bρ1(κ) ⊂ Br(κi) ⊂ Bρ2(κ) for i large enough.
Hence
lim
i→∞
E(v(i);Brτi(zi) ∩H) = lim
i→∞
E(vˆ(i);Br(κi) ∩H)
is also independent of r > 1. Then by (5.6), for every r > 1, we have
lim
i→∞
E(vˆ(i);Br(κ) ∩H) = m0.
However, for r = 1 the above limit is m0 − ~/2. Therefore there must be energy
concentration of vˆ(i) which happens on ∂B1(κ) ∩ H, so Z 6= ∅. However, since κi is
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the point which has the greatest energy density, Z 6= ∅ implies that κ ∈ Z. Therefore
#Z ≥ 2.
Step 4. We prove that
m0 = E(v¯) +
∑
zj∈Z
mj. (5.19)
We take r > 1. Then for i large, by (5.4), Z ⊂ Br(κi). Then by (5.6), we have
m0 = lim
R→∞
lim
i→∞
E(v(i);BRτi(zi) ∩H)
= lim
R→∞
lim
i→∞
E(vˆ(i);BR(κi) ∩H)
= lim
R→∞
lim
i→∞
E(vˆ(i); (BR(κi)rBr(κi)) ∩H) + lim
i→∞
E(vˆ(i);Br(κi) ∩H)
= E(v¯;H rBr(κ)) + lim
ǫ→0
lim
i→∞
E(vˆ(i); (Br(κ)r ∪zjBǫ(zj)) ∩H) +
∑
zj∈Z
mj
= E(v¯) +
∑
zj∈Z
mj.
Step 5. We prove that in case R2, v¯ is necessarily constant and Z = {i}. Indeed,
in this case, (5.4) implies that Z = {i}. Since κi = i, we have
E(vˆ(i);B δi
yi
(i) ∩H) = m0 − ~/2.
Since lim
i→∞
(δi/yi) = 0, we see that
m1 = lim
ǫ→0
lim
i→∞
E(vˆ(i);Bǫ(i) ∩H) ≥ lim
i→∞
E(vˆ(i);B δi
yi
(i) ∩H) = m0 − ~/2.
Therefore, by (5.19), we have
E(v¯) = m0 −m1 ≤ ~/2.
By the energy quantization property of holomorphic disks, we know that v¯ is necessarily
a constant holomorphic disk.
Step 6. The fact that v¯(∞) = u¯(0) can be proved using the annulus lemma (Propo-
sition A.11), noticing that no energy escapes at the neck. The proof of the proposition
is complete.  
5.3. When the first bubble is an affine vortex. We have the following two proposi-
tions treating type S energy concentrations. The first one (the interior case) was proved
in [43] and the second one is the analogue of the first one in the boundary case.
Proposition 5.5. (cf. [43, Proposition 44]) In the situation of Lemma 5.1, if the
sequence has an energy concentration of type S at w0 ∈ IntΩ, then there exist a subse-
quence (still indexed by i), a sequence of Mo¨bius transformations ϕi : C→ Ω ⊂ H ⊂ C,
a sequence of smooth gauge transformations gi : C→ G, a finite subset Z ⊂ C, satisfying
the following conditions.
(1) ϕi converges u.c.s. on C to the constant w0.
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(2) vˆ(i) := (gi)
∗(ϕi)∗vˆ(i) converges u.c.s. on Cr Z to a C-vortex vˆ
(3) If (B, v) is trivial then #Z ≥ 1.
(4) For each zj ∈ Z, we have
mj := m(zj) = lim
r→∞
lim
i→∞
E(vˆ(i);Br(zj) ∩H)
exists and is positive; and
m0 = E(B, v) +
∑
zj∈Z
mj .
(5) We have u¯(w0) = ev∞(v) ∈ X¯.
Proposition 5.6. In the situation of Lemma 5.1, if the sequence has an energy con-
centration of type S at w0 ∈ ∂Ω, then there exist a subsequence (still indexed by i),
a sequence of Mo¨bius transformations ϕi : H → Ω ⊂ H, a sequence of smooth gauge
transformations gi : H→ G, a finite subset Z ⊂ H, satisfying the following conditions.
(1) ϕi converges u.c.s. on H to the constant w0.
(2) vˆ(i) := (gi)
∗(ϕi)∗v(i) converges u.c.s. on Hr Z to an H-vortex v.
(3) If v is trivial then # ≥ 1;
(4) For each zj ∈ Z, we have
mj := m(zj) = lim
r→∞
lim
i→∞
E(vˆ(i);Br(zj) ∩H)
exists and is positive; and
m0 = E(v) +
∑
zj∈Z
mj. (5.20)
(5) We have u¯(w0) = ev∞(v) ∈ L¯.
Proof. We write zi = xi + iyi. We define
κi = iyiλi, ρi = λiδi.
Choose a subsequence such that κ := lim
i→∞
κi and ρ := lim
i→∞
ρi exist. Define
ϕi(w) = xi + λiw, w ∈ B(
√
λi) ∩H.
Denote ν ′i = λ
−2
i ϕ
∗
i νi. Then vˆ
(i) := (ϕi)
∗v(i) ∈ M˜(B(√λi) ∩ H, ν ′i;X,L). ν ′i converges
u.c.s. on H to the standard area form. Then by Theorem 2.14, there exist a subsequence
(still indexed by i), a finite subset Z ⊂ H, and an H-vortex v, such that for any compact
subset K ⊂ H r Z, vˆ(i) converges u.c.s. on H r Z to v modulo gauge transformation.
Moreover, for any zj ∈ Z, we have
mj := lim
r→∞
E(vˆ(i);Br(z
j) ∩H) ≥ ~.
Step 1. By the same argument as deriving (5.4) while replacing τi by λ
−1
i , we can
obtain
zj ∈ Z =⇒ |zj − κ| ≤ ρ.
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Step 2. We prove that
lim
R→+∞
lim
i→∞
E(v(i);BRλ−1i
(zi) ∩H) = m0. (5.21)
Indeed, if the limit in (5.21) is m0 − ρ for some ρ > 0, then as we did in Step 2 in the
proof of Proposition 5.4, we can find a subsequence (still indexed by i) and a sequence
ǫi > 0 such that
lim
i→+∞
λiǫi = +∞, lim
i→∞
E(v(i);Bǫi(zi) ∩H) = m0.
We define ϕ′i : B
(
1√
ǫi
)
∩ H → H by ϕ′i(z) = xi + ǫiz. As we did in Step 2 in
the proof of Proposition 5.4, we can show that (ϕ′i)
∗v(i) converges on H∗ to a trivial
holomorphic disk. Therefore we derive (5.14)–(5.16) in the same way with τi replaced
by λ−1i . The annulus lemma (Proposition A.11) can still be applied to the neck region
(B2ǫi(xi)rB2R0τi(xi)) ∩H because the pull-backed area form on the strip is uniformly
bounded from below. Then we can derive (5.17) and (5.18) and a similar contradiction.
Therefore (5.21) holds.
Step 3. We prove that if E(v) = 0, then Z 6= ∅. Indeed, if Z = ∅, then the
convergence vˆ(i) is uniformly on any compact subset of H. Therefore,
0 = E(v) = lim
R→+∞
lim
i→∞
E(vˆ(i);BR(0) ∩H)
= lim
R→+∞
lim
i→∞
E(v(i);BRλ−1i
(xi))
= m0.
This contradicts the fact m0 > 0.
Step 4. We prove (5.20) as in Step 4 of the proof of Proposition 5.4.
Step 5. The fact that u¯(w0) = ev∞(v) can be proved by using the annulus lemma
(Proposition A.11) by noticing that no energy escapes at the neck.  
6. Proof of the Compactness Theorem
Now we are ready to prove the main compactness theorem (Theorem 4.5). The con-
struction contains the following steps. First we will construct the limit curve, whose
components are called the principal components. Via the sequence of Mo¨bius transfor-
mations associated to each principal component, the pull-backed sequence of vortices
converges modulo bubbling in a sense depending on the scale of this component. Sec-
ondly, besides those bubbling points in the new curve, there might be energy which
escapes from boundary nodal points and marked points. We construct a new object
which exhausts the escaped energy by adding “connecting bubbles”. Thirdly, the re-
maining energy loss happens at the bubbling points. We can find the complete bubble
tree to be attached to the bubbling points on the principal components, where we need
to use the soft rescaling results obtained in Section 5. This will give us the limiting
object and complete the proof.
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6.1. The limiting curve. First, ignore the sequence λi. Taking a subsequence (still
indexed by i), we may assume that limi→∞w
(i)
j = wj ∈ ∂D for j = 1, . . . , k. Then
adding three more marked points w−1, w−2, w−3 which avoid w
(i)
j for all j and all large
i, we may assume that the sequence of disks with marked points
(w
(i)
1 , . . . , w
(i)
k , w−1, w−2, w−3)
converges inM0,k+3 to a stable marked disk with k+3 marked points, with combinatorial
type given by a ribbon tree. Removing the exterior vertices corresponding to (the limit
of) w−1, w−2, w−3, we obtained a nodal disk (independent of the additional marked
points w−1, w−2, w−3) whose components are all stable except possibly for the one where
w−1, w−2, w−3 originally lied on. Such a nodal disk has its combinatorial type given by
a rooted ribbon tree (T0, v∞), where v∞ represents the disk from which we removed
w−1, w−2, w−3.
Now each vertex vα ∈ V (T0) corresponds to a subtree of T0, which contains all
vertices β with β ≥ α, denoted by T0(α), which has root vα. Moreover, α corresponds
to a subset Iα ⊂ {1, . . . , k}. If vα 6= v∞, then Iα contains at least two elements. We
denote
d(i)α = diam
{
w
(i)
j | j ∈ Iα
}
where the diameter is taken with respect to the metric on D. We also define d
(i)
∞ = 1
for all i. Then it is easy to see that
(1) vα 6= v∞ =⇒ lim
i→∞
d(i)α = 0, and
(2) T0(α) ⊂ T0(β), α 6= β =⇒ lim
i→∞
(d(i)α /d
(i)
β ) = 0.
Now we define a coloring s0 : V (T0)→ {0, 1,∞} by using the sequence λi. Taking a
subsequence if necessary, we define
s0(vα) =

0, if lim
i→∞
λid
(i)
α = 0;
1, if lim
i→∞
λid
(i)
α ∈ (0,∞);
∞, if lim
i→∞
λid
(i)
α =∞.
Moreover, if there are two adjacent vertices α, β with s0(α) = 0, s0(β) = ∞, then
we modify the tree by inserting a new vertex γ between α and β, and define s0(γ) = 1.
Then we obtain a colored rooted ribbon tree, denoted by (T0, s0). To each such new
vertex, we associate the sequence d
(i)
γ := λ
−1
i .
On the other hand, for each α ∈ V (T0)r {v∞}, we consider the sequence of Mo¨bius
transformations ϕ
(i)
α : H→ D given by
ϕ(i)α (w) = w
(i)
jα
i− d(i)α w
i+ d
(i)
α w
. (6.1)
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It maps 0 ∈ H to w(i)jα ∈ ∂D where jα ∈ Iα is the “first” element of Iα. We also define
ϕ
(i)
v0 = IdD for all i. Then for all j ∈ Iα, we denote
Zα :=
{
lim
i→∞
(
ϕ(i)α
)−1(
w
(i)
j
) | j ∈ Iα} .
By our construction, Zα is a finite subset of R ⊂ H with at least two elements, except
for the case where α is the newly added vertex in V1(T0), in which case Zα = {0}.
Moreover, by direct calculation, for every vα ∈ V (T0) r {v∞} and for each compact
subset K ⊂ H,
lim
i→∞
(
d(i)α
)−1∥∥dϕ(i)α ∥∥L∞(K) ∈ (0,∞).
We assign Σα = D if α =∞ and otherwise Σα = H.
Now using the sequence of Mo¨bius transformations ϕ
(i)
α to pull-back the sequence
of vortices v(i), we accomplish the first step of our construction. It is summarized as
follows.
Proposition 6.1. There exist the following objects
(1) a subsequence of the original sequence s0 (still indexed by i);
(2) a based colored rooted tree T0 = (T0,T0, s0) with ι0 : {1, . . . , k} → V0(T0) ∪
V1(T0) and for each vα ∈ V (T0), a corresponding subset Iα ⊂ {1, . . . , k};
(3) a collection C0 of objects(
(Cα)vα∈V (T0), (zαα′)eαα′∈E(T0), (wj)1≤j≤k
)
which are described as in Definition 4.1 (O1)–(O5) for the case T= T0;
(4) for each vα ∈ V (T0) a finite subset Wα ⊂ Σα r Zα and for each wα ∈ Wα, a
number m(wα) > 0 (see Definition 4.1 for the meaning of Zα);
(5) for each vα ∈ V (T0) a sequence of Mo¨bius transformations ϕ(i)α : Σα → D with
ϕ
(i)
∞ = IdD, and a sequence of numbers d
(i)
α > 0;
(6) for each vα ∈ V0(T0) ∪ V1(T0) a sequence of smooth maps g(i)α : Σα → G;
They satisfy the following conditions.
(i) C0 and T0 satisfy the conditions of Definition 4.1 except (C3).
(ii) For each vα ∈ V (T0), the subset Zα and the subset Wα are disjoint.
(iii) For vα, vβ ∈ V (T0), α > β =⇒ lim
i→∞
(d(i)α /d
(i)
β ) = 0; moreover, d
(i)
v∞ ≡ 1 and
lim
i→∞
λid
(i)
α ∈

{+∞}, vα ∈ V∞(T0);
(0,+∞), vα ∈ V1(T0);
{0}, vα ∈ V0(T0).
(iv) For each vα ∈ V (T0) and for any compact subset K ⊂ Σα, we have
lim
i→∞
(
d(i)α
)−1∥∥dϕ(i)α ∥∥L∞(K) ∈ (0,+∞).
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Moreover, if vα ∈ V (T0), then
ϕ(i)α (z) = z
(i)
jα
i− d(i)α z
i+ d
(i)
α z
.
(v) The collection C0, the sequences ϕ
(i)
α and g
(i)
α satisfy the conditions (L1)–(L4)
of Definition 4.3 with T= T0 and each Zα replaced by Zα ∪Wα.
(vi) For each wα ∈Wα, we have
m(wα) := lim
ǫ→0
lim sup
i→∞
E((ϕ(i)α )
∗v(i);Bǫ(wα) ∩H) > 0.
Proof. The tree (T0,T0, s0), the sequences of Mo¨bius transformations ϕ
(i)
α and positive
numbers d
(i)
α in (5) are constructed as we just described. Notice that at this moment
T0 = T0. They satisfy the conditions (iii) and (iv). For each α, for the sequences ϕ
(i)
α
defined by (6.1), we consider the sequence of vortices
(ϕ(i)α )
∗v(i)
defined on an exhausting sequence of compact subsets of Σα. Then by applying Theorem
2.14 (if vα ∈ V0(T0) ∪ V1(T0)) or Theorem 3.4 (if α ∈ V∞(T0)), we can extract a
subsequence (still indexed by i) and objects claimed in (3), (4), (6). It is easy to check
that this collection satisfies the conditions (i)–(vi).  
6.2. Bubbling at nodes and markings. For each edge e ∈ E(T0) ∪E∞(T0), define
N (i)e :=

z ∈ H |
√√√√d(i)α
d
(i)
α′
< |z| <
√√√√d(i)α′
d
(i)
α
 , e = eαα′ ∈ E(T0);{
z ∈ H | 0 < |z| < (d(i)ι(j))−1}, e = ej ∈ E∞(T0),
(6.2)
d(i)e =

√
d
(i)
α d
(i)
α′ , e = eαα′ ∈ E(T0);
(d
(i)
β )
2, e = ej ∈ E∞(T0), ι(j) = β,
(6.3)
Define z
(i)
e to be z
(i)
jα
in the former case and w
(i)
j in the latter case. Via the exponential
map w 7→ z = ew we identify N (i)e with a sequence of strips
S(i)e =:
(
p(i)e , q
(i)
e
)× [0, π]. (6.4)
Define a sequence of Mo¨bius transformations ψ
(i)
e : S
(i)
e → D by
ψ(i)e = z
(i)
e
i− d(i)e ew
i+ d
(i)
e ew
. (6.5)
Denote by v
(i)
e the pull-back of v(i) via ψ
(i)
e . For τ > 0, denote
S(i)e,τ :=
[
p(i)e + τ, q
(i)
e − τ
]× [0, π].
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Definition 6.2. The package of objects
I :=
{
s0,T0, C0, (W
0
α)vα∈V (T0), (m(w
0
α))w0α∈W 0α , (d
(i)
α ), (ϕ
(i)
α ), (g
(i)
α )
}
satisfying the conditions listed in Proposition 6.1 is called an induction package. We
say that I is exhaustive (resp. semi-exhaustive) at nodes, if for any e ∈ E(T0) ∪
E∞(T0), we have
lim
τ→+∞
lim sup
i→∞
E
(
(ψ(i)e )
∗v(i);S(i)e,τ
)
= 0(
resp. lim
τ→+∞
lim sup
i→∞
(
sup
S
(i)
e,τ
e(i)
)
<∞.
)
(6.6)
Here e(i) is the energy density function of v
(i)
e with respect to the flat metric on the
strip.
By the energy quantization property, it is easy to see that being exhaustive at nodes
implies being semi-exhaustive at nodes.
Based on the induction package I0 constructed by Proposition 6.1, we are going to
construct induction packages which are semi-exhaustive and exhaustive at nodes. The
induction process is described as follows.
For each e ∈ E(T0) ∪ E∞(T0), consider the limit in (6.6). If it is finite then we
do nothing; if it is infinite, then we can find a subsequence (still indexed by i) and a
sequence w(i) := (s(i), t(i)) ∈ S(i)e such that
lim
i→∞
e(i)(w(i)) =∞, lim
i→∞
min
{
|s(i) − p(i)e |, |s(i) − q(i)e |
}
=∞.
Then choose a sequence li → +∞ such that s(i) − li ≥ p(i)e and s(i) + li ≤ q(i)e . Consider
the sequence of half annuli
N (i) :=
{
z ∈ H | e−li < |z| < eli}.
Consider the sequence of Mo¨bius transformations ϕ
(i)
e : N (i) → D defined by
ϕ
(i)
e,N (w) = z
(i)
e
i− d(i)e es(i)w
i+ d
(i)
e es
(i)
w
. (6.7)
Now the sequence N (i) exhausts H∗ := Hr {0}. We consider the sequence
v
(i)
e,N := (ϕ
(i)
e,N )
∗v(i)
on N (i). We have the following two possibilities.
I. If se > 1, then λid
(i)
e es
(i) → ∞. Then the sequence of pull-back area forms
(ϕ
(i)
e,N )
∗λ2i ν0 blows up uniformly on compact subsets of H
∗. Since the total energy of
v(i) is bounded, so is that of v
(i)
e,N . Then by Theorem 3.4, we can find a subsequence
(still denoted by i), a finite subset We ⊂ H∗, such that
(1) v
(i)
e,N converges on H
∗ rWe to a holomorphic strip u¯e in (X¯, L¯).
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(2) For each w ∈We, we have
m(w) := lim
ǫ→0
lim
i→∞
E(v
(i)
e,N ;Bǫ(w) ∩H∗) > 0. (6.8)
II. If se < 1, then λid
(i)
e es
(i) → 0. Then the sequence of pull-back area forms
(ϕ
(i)
e )∗λ2i ν0 converges to zero uniformly on any compact subset of H
∗. Then in a similar
way as the above case, we can find a subsequence (still denoted by i), and a finite subset
We ⊂ H∗ such that
(1) There exists a sequence of gauge transformations g
(i)
e : H∗ → G such that the
sequence (g
(i)
e )∗v
(i)
e,N converges modulo bubbling on H
∗ rWe to a holomorphic
strip ue in (X,L).
(2) For each w ∈We, (6.8) holds.
In either case, above, we can construct a new induction package I by doing the
following to the original I0.
(1) We choose the subsequence s1 of s0 as we did;
(2) We do a type-GD growth to (T0,T0, s0) at the edge e, obtaining a new tree
(T,T, s) (see Definition B.2), where the new vertex is temporarily denoted by
vγ . The map ι automatically extends to the new tree and we set Iγ = Ie′ .
(3) To the collection C0, we add a new object corresponding to the new vertex γ:
in the case (I) above, we add u¯γ = u¯e; in the case (II) above, we add uγ = ue
and we associate to γ the sequence of gauge transformations g
(i)
e .
(4) If e = eαα′ ∈ E(T0), then we remove the node zαα′ and for the two new edges
eαγ and eγα′ , define zαγ = 0, zγα′ = zαα′ . If e = ej with ι(j) = β, then for the
new edge eγe′ , define zγe′ = w
0
j and define wj = 0.
(5) To the new vertex vγ , we associate the subset Wγ ⊂ Σγ r Zγ = H∗ which
consists of the bubbling points; and to each w ∈ Wγ , we associate the number
m(w) given by (6.8).
(6) To the new vertex vγ , we associate the sequence of Mo¨bius transformations
ϕ
(i)
γ = ϕ
(i)
e,N defined by (6.7) and the sequence of numbers d
(i)
γ = d
(i)
e es
(i)
.
It is routine to check that the new package of objects gives an induction package.
The above operation can be done inductively and the induction process stops at finite
time because of energy quantization. Then we prove
Proposition 6.3. For any induction package
I0 =
{
s0,T0, C0, (W
0
α)vα∈V (T0), (m(w
0
α))w0α∈W 0α , (d
(i)
α ), (ϕ
(i)
α ), (g
(i)
α )
}
which is not semi-exhaustive at nodes, we can construct an induction package
I1 :=
{
s1,T1, C1, (W
1
α)vα∈V (T1), (m(w
1
α))w1α∈W 1α , (d
(i)
α ), (ϕ
(i)
α ), (g
(i)
α )
}
which is semi-exhaustive at nodes such that s1 is a subsequence of s0, T1 is obtained from
T0 by finitely many type-GD growths (see Definition B.2), and objects in I1 labelled by
the old vertices coincide with the corresponding objects in I0.
36 WANG AND XU
6.3. Constructing connecting bubbles. Now suppose we have finished the induction
described in the previous subsection. Then, for each boundary nodal point (or marked
point) represented by the edge e ∈ E(T1)∪E∞(T1), if we consider the sequence of strips
S
(i)
e as in (6.4) with Mo¨bius transformations ϕ
(i)
e defined in (6.5), then for the sequence
v(i)e := (ϕ
(i)
e )
∗v(i),
the limit in (6.6) is finite. However, the solutions on the sequence of strips may have
Floer-Morse type degeneration. Denote
δ˜ := δ˜(L,L) = min{δ(L,L), δ′(L,L)}.
Here δ is the constant given by Lemma A.5, and δ′ is the constant which appeares
in Poz´niak’s isoperimetric inequality (Lemma A.4). It is easy to see that we have the
following.
Proposition 6.4. There exist a subsequence (still denoted by i) and sequences of num-
bers
s
(i)
1 , . . . , s
(i)
m ∈
(
p(i)e , q
(i)
e
)
, s
(i)
1 < s
(i)
2 < · · · < s(i)m , (m ≥ 0)
satisfying
(1) For each l ∈ {1, . . . ,m} we have
lim
i→∞
(
s
(i)
l − p(i)e
)
= lim
i→∞
(q(i)e − r(i)l ) = +∞;
and l1 < l2 =⇒ lim
i→∞
(s
(i)
l2
− s(i)l1 ) =∞.
(2) For each l ∈ {1, . . . ,m} and i, there exists t(i)l ∈ [0, π] such that
lim
i→∞
ei(s
(i)
l , t
(i)
l ) ≥
(1
2
δ
)2
. (6.9)
Here ei : S
(i)
e → R+ ∪ {0} is the energy density function of v(i)e with respect to
dsdt.
(3) For any sequence (s(i), t(i)) ∈ S(i)e satisfying
lim
i→∞
min
{
|s(i) − p(i)e |, |s(i) − q(i)e |
}
= lim
i→∞
|s(i) − s(i)l | =∞, ∀l = 1, . . . ,m,
we have
lim sup
i→∞
ei(s
(i), t(i)) <
(1
2
δ
)2
. (6.10)
Moreover, if we denote
ϕ
(i)
e,l(w) = z
(i)
e
i− d(i)e es
(i)
l w
i+ d
(i)
e es
(i)
l w
, (6.11)
denote s
(i)
0 = p
(i)
e , s
(i)
m+1 = q
(i)
e and for l = 1, . . . ,m, denote
Σ
(i)
e,l :=
{
z ∈ H | es(i)l−1−s(i)l ≤ |z| ≤ es(i)l+1−s(i)l
}
. (6.12)
which exhausts H∗. We consider v(i)e,l := (ϕ
(i)
e,l)
∗v(i).
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Now, if s(e′) = ∞, then (ϕ(i)e,l)∗λ2i ν0 blows up uniformly on H∗. Then there is a
subsequence (still indexed by i) such that for each l = 1, . . . ,m, the sequence v
(i)
e,l
converges (modulo gauge) to a holomorphic strip u¯e,l in (X¯, L¯). We may assume that
t
(i)
e,l converges to te,l ∈ [0, π]. Then (A.6) and Proposition 3.2 implies that the limit u¯e,l
is nonconstant and then the energy of u¯e,l is no less than some positive constant which
only depends on (X¯, L¯).
In this case, we can do the following update to the induction package.
(1) Choose the subsequence s2 of s1 we just found.
(2) We do type-GD growth to the tree (T1,T1, s1) at the edge e (see Definition
B.2), but instead of inserting just one intermediate vertex, we insert m inter-
mediate vertices, temporarily labelled by γ1, . . . , γm and the edge e breaks into
e0, . . . , em. Thus we obtained a new based colored rooted tree (T2,T2, s2), where
the new vertices are contained in V∞(T2).
(3) To the collection C1, we add m new objects corresponding to the new vertices:
for each γl (l = 1, . . . ,m), we add u¯γl = u¯e,l; we remove the node ze from the
collection and instead, for the new edges el, define zem = · · · = ze1 = 0 and
ze0 = ze.
(4) To each new vertex γl, the subsetWγl = ∅; we associate the sequence of Mo¨bius
transformations ϕ
(i)
γl = ϕ
(i)
e,l given by (6.11), and the sequence of numbers d
(i)
γl :=
d
(i)
e es
(i)
l .
On the other hand, if s(e′) ≤ 1, then for the sequence v(i)e,l , there exists a sequence of
gauge transformations g
(i)
e,l : H
∗ → G such that (g(i)e,l )∗v(i)e,l converges to (0, ue,l) uniformly
with all derivatives on compact subsets of H∗. Here ue,l is a holomorphic strip in (X,L)
with positive energy. Then we can update the induction package accordingly. We leave
the details to the reader.
We carry out the above process for every edge e ∈ E(T1). Then we obtain a new
induction package, denoted by
I2 :=
{
s2,T2, C2, (W
2
α)vα∈V (T2), (m(w
2
α))w2α∈W 2α , (d
(i)
α ), (ϕ
(i)
α ), (g
(i)
α )
}
.
6.4. Proof that no energy is lost at nodes and markings. We would like to show
that the induction package we just constructed is exhaustive at nodes. It suffices to
show that, for any edge e ∈ E(T2) ∪ E∞(T2), for the sequence of necks S(i)e , we have
lim
τ→+∞
lim sup
i→∞
E(v(i);S(i)e,τ ) = 0. (6.13)
If s(e′) > 1, then the sequence of area forms λ2i (ϕ
(i)
e )∗ν0 diverges uniformly to infinity
on any S
(i)
e,τ . If we write (ϕ
(i)
e )∗v(i) = v
(i)
e = (B
(i)
e , u
(i)
e ) and transform B
(i)
e into temporal
gauge so that B
(i)
e = ψ(i)dt, and if we write
γ(i)s (t) = v
(i)
e (s, t), ψ
(i)
s (t) = ψ
(i)(s, t), s ∈ (p(i)e , q(i)e ), (6.14)
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then (6.10) implies that for τ large enough and s ∈ (p(i)e + τ, q(i)e − τ), (γ(i)s , ψ(i)s ) ∈ Pδ.
Here Pδ denotes the set of paths (x(t), η(t)) satisfying (A.8). By the same argument as
used in the proof of Proposition A.11, (6.13) holds.
On the other hand, if s(e′) ≤ 1, we cannot use the argument of Proposition A.11
because the sequence of area forms λ2i (ψ
(i)
e )∗ν0 are not uniformly bounded from below.
We write
ν(i)e = σ
(i)
e dsdt = (ϕ
(i)
e )
∗λ2i ν0.
By (6.2), (6.3) and by estimating the derivative of ϕ
(i)
e we see that
σ(i)e ≤ (16λid(i)e )2e2s ≤ 16(λid(i)e′ )2e−2(q
(i)
e −s).
Since λid
(i)
e′ is bounded, for each ǫ > 0, we choose a
(i)(ǫ) < q
(i)
e such that for s ≤ a(i)(ǫ),
σ(i) ≤ 16(λid(i)e′ )2e−2(q
(i)
e −a(i)(ǫ))e−2(a
(i)(ǫ)−s) < ǫe−2(a
(i)(ǫ)−s). (6.15)
Denote s0 := q
(i)
e −a(i)(ǫ), which can be made only depend on ǫ but not on i. Then we
transform (B
(i)
e , u
(i)
e ) into temporal gauge and with notations similar to (6.14) with an
extra requirement that ψ(i)(q
(i)
e −s0, t) ≡ 0. Then for i large and s ∈ [p(i)e +s0, q(i)e −s0],
we have
ψ(i)(s, t) = −
∫ q(i)e −s0
s
∂ψ(i)
∂τ
(τ, t)dτ =
∫ q(i)e −s0
s
σ(i)(τ, t)µ(u(i)(eτ+it))dτ. (6.16)
Since |µ(u(i))| is uniformly bounded by a constant c1, by (6.15) and (6.16),
∣∣ψ(i)(s, t)∣∣ ≤ c1 ∫ q(i)e −s0
s
ǫe−2(s0−τ)dτ ≤ c1ǫ
2
(
1− e−2(q(i)e −s0−s)) ≤ c1ǫ
2
.
Notice that |X
ψ
(i)
s
| is controlled by |ψ(i)s |. Then there exists c2 > 0 such that
∣∣γ˙(i)s ∣∣ ≤ ∣∣γ˙(i)s +Xψ(i)s (γ(i)s )∣∣+ ∣∣Xψ(i)s (γ(i)s )∣∣ ≤ 12δ′ + c2ǫ.
So for ǫ small enough, |γ˙(i)s | < δ′. Recall that δ′ is the constant associated with the
cleanly intersecting pair (L,L) in X in Poz´niak’s isoperimetric inequality Lemma A.4.
Then we can define the local action a(γ
(i)
s ) by (A.6), which satisfies (A.7). We also
consider the equivariant local action given by
A
(
γ˜(i)s
)
:= A
(
γ(i)s , ψ
(i)
s
)
= a
(
γ(i)s
)
+
∫ π
0
〈
µ
(
γ(i)s (t)
)
, ψ(i)s (t)
〉
dt.
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Then for appropriate constants c3, · · · (omitting the index i to save space)
A
(
γ(i)s , ψ
(i)
s
)
≤ a(γs)+ ∫ π
0
∣∣µ(γs(t))∣∣ · ∣∣ψs(t)∣∣dt
≤ c′
∫ π
0
∣∣γ˙s(t)∣∣2dt+ c3ǫ
≤ 2c′
∫ π
0
(∣∣γ˙s +Xψs(γs)∣∣2 + ∣∣Xψs(γs)∣∣2 + σ(s, t)∣∣µ(γs)∣∣2)dt+ c4ǫ
≤ 2c′
∫ π
0
(∣∣γ˙s +Xψs(γs)∣∣2 + σ(s, t)∣∣µ(γs(t))∣∣2)dt+ c5ǫ.
(6.17)
Notice that∫ π
0
(∣∣γ˙(i)s +Xψ(i)s (γ(i)s )∣∣2 + σ(i)(s, t)∣∣µ(γ(i)s )∣∣2)dt =
∫ π
0
ei(s, t)dt.
For s ≥ s0, we define
F (i)(s) = E
(
v(i)e ;
[
p(i)e + s, q
(i)
e − s
]× [0, π]).
Then (6.17) implies∣∣∣A(γ˜(i)
p
(i)
e +s
)
−A
(
γ˜
(i)
q
(i)
e −s
)∣∣∣ ≤ −2c′ d
ds
F (i)(s) + c5ǫ.
On the other hand, we know that the left-hand-side above is equal to F (i)(s). Therefore
d
ds
(
exp
( s
2c′
)
F (i)(s)
)
≤ c5ǫ d
ds
(
exp
( s
2c′
))
.
and therefore
F (i)(s) ≤ exp
(
− s
2c′
)(
exp
(q(i)e − s0
2c′
)
F (i)(q(i)e − s0) + c5ǫ exp
( s
2c′
))
≤ exp
(
− 1
2c′
(s− (q(i)e − s0))
)
+ c5ǫ.
Let ǫ be arbitrarily small, we see that the limit (6.13) is zero.
Therefore, the induction package constructed in the previous step is exhaustive at
nodes. In summary, we have proved the following.
Proposition 6.5. For any induction package
I0 :=
{
s0,T0, C0, (W
0
α)vα∈V (T0), (m(w
0
α))wα∈W 0α , (d
(i)
α ), (ϕ
(i)
α ), (g
(i)
α )
}
which is not exhaustive at nodes, we can construct an induction package
I :=
{
s,T, C, (Wα)vα∈V (T), (m(wα))wα∈Wα , (d
(i)
α ), (ϕ
(i)
α ), (g
(i)
α )
}
which is exhaustive at nodes such that, s is a subsequence of s0, the tree T is obtained
from T0 by doing type-GD growths for finitely many times, and objects of I labelled by
the old vertices coincide with the corresponding objects in I0.
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6.5. Apply soft rescaling. So far we have constructed an induction package I. Notice
that so far in I the tree T is actually a colored rooted ribbon tree, i.e., T= T. By
property (vi) of the definition of induction package (see Proposition 6.1) and the fact
that I is exhaustive at nodes, one has
lim
i→∞
E(v(i)) =
∑
vα∈V (T)
E(Cα) +
∑
vα∈V (T)
∑
wα∈Wα
m(wα).
To continue to find the limit, we apply the soft rescaling results (Proposition 5.3–5.6)
to the bubbling points wα and Theorem 2.15.
6.5.1. Growing the roots and stems. First, for any vα ∈ V∞(T) and wα ∈ Wα, by the
previous construction, we can choose a subsequence (still indexed by i), such that the
subsequence v
(i)
α := (ϕ
(i)
α )∗v(i) has energy concentration of either type R or type S at
wα, with respect to the sequence λid
(i)
α .
I. If wα ∈ IntΣα and the energy concentration has type R with respect to λid(i)α , then
we can find a subsequence (still indexed by i), a sequence of Mo¨bius transformations
ϕ
(i)
wα : C→ Σα and a finite subset W ⊂ C satisfying the conditions listed in Proposition
5.3.
(1) We replace the subsequence by the new subsequence we just found (still indexed
by i).
(2) By a type-GR growth at the vertex vα, we obtain a new tree T1 with a new
vertex called wα with new edge ewαα.
(3) To the collection C we add the following objects.
• For the new vertex wα, add u¯wα : C → X¯ which is a holomorphic sphere
and is the limit of (ϕ
(i)
wα)
∗v(i)α ;
• For the new edge ewαα, we give zwαα = wα ∈ IntΣα.
• For the new vertex wα, we add the set Wwα = W and to each wj ∈ Wwα ,
we associate the mass m(wj) given by (5.2).
• For the new vertex wα, we choose the associated sequence of Mo¨bius trans-
formations by ϕ
(i)
wα = ϕ
(i)
α ◦ ϕ(i)wα , and the sequence d(i)wα = τid(i)α (here τi is
the sequence defined in (5.3)).
It is routine to check that it is indeed an induction package.
There are three remaining cases listed as follows.
II. wα ∈ IntΣα with type S energy concentration with respect to λid(i)α
III. wα ∈ ∂Σα with type R energy concentration with respect to λid(i)α .
IV. wα ∈ ∂Σα with type S energy concentration with respect to λid(i)α .
It is also routine to write down how to grow the tree and update the induction package
as we did in the first case. We omit the details. Then we can repeat the process for
finitely many times until for all α ∈ V∞(T), Wα = ∅.
6.5.2. Growing the flowers. Now for any vα ∈ V0(T) ∪ V1(T), we have the sequences
g
(i)
α and ϕ
(i)
α . By construction the sequence of area forms ν
(i)
α := λ2i (ϕ
(i)
α )∗ν0 converges
to a constant multiple of the standard area form on Σα. Without loss of generality,
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we assume that the limit να is either one or zero times of the standard area form,
depending on whether vα ∈ V1(T) or vα ∈ V0(T). We also know that the sequence
v
(i)
α := (g
(i)
α )∗(ϕ
(i)
α )∗v(i) converges modulo bubbling on Σα r Wα to a vortex vα ∈
M˜(Σα;X,L). We have the following two situations.
I. If wα ∈ IntΣα (resp. wα ∈ ∂Σα), then by Theorem 2.15, we can construct a stable
holomorphic sphere (resp. disk)
(
(uβ)vβ∈V (T(wα)), (zββ′)eββ′∈E(T(wα))
)
inX modelled on a
branch (resp. based branch) T(wα), and, for each vβ ∈ V (T(wα)), a sequence of Mo¨bius
transformations ϕˆ
(i)
β : Σβ → Σα and a sequence of gauge transformations gˆ(i)β : Σβ → G
such that
• For any vβ ∈ V (T(wα)), the sequence (gˆ(i)β )∗(ϕˆ(i)β )∗v(i)α converges to (0, uβ) uni-
formly on any compact subset of Σβ r Zβ.
• For each eββ′ ∈ E(T(wα)), (ϕˆ(i)β′ )−1ϕˆ(i)β converges uniformly on any compact
subset to the constant zββ′ ∈ Σβ′ .
• We have lim
ǫ→0
lim
i→∞
E(v(i)α ;Bǫ(wα)) =
∑
vβ∈V (T(wα))
E(uβ).
In this case, we do the following operations to the induction package I. Moreover,
we ignore the sequences of numbers (d
(i)
α ) and all conditions required for them in the
definition of induction package.
(1) We choose the subsequence we just found.
(2) We grow the tree T a type-GF (resp. type-GF) growth at the vertex vα by
attaching the branch (resp. based branch) T(wα).
(3) We modify the collection C as follows.
• Include the components uβ corresponding to all vβ ∈ V (T(wα)) and include
the nodes zββ′ for all eββ′ ∈ E(T(wα)).
• Include the sequence of Mo¨bius transformations ϕ(i)β := ϕ(i)α ◦ϕˆ(i)β and the se-
quence of gauge transformations g
(i)
β := gˆ
(i)
β g
(i)
α (wα) for all vβ ∈ V (T(wα)).
• Remove the number m(wα) from the collection of masses.
We can repeat the above process for every vα ∈ V0(T) ∪ V1(T) and every wα ∈ Wα.
It stops after finitely many times and then Wα = ∅ for all α ∈ V (T). This finishes
the construction of the stable scaled holomorphic disk as a subsequential limit of the
sequence v(i) with respect to λi, and thus finishes the proof of Theorem 4.5.
Appendix A. Analysis of Vortices
In this appendix we establish several necessary estimates related to the problem
and provide proofs of Theorem 2.11 and Theorem 2.13. The techniques used here are
standard, and all results which don’t involve boundary conditions are essentially covered
in the previous literature such as [8] and [17]. A new technical result here is the proof of
the existence of admissible almost complex structures with respect to a G-Lagrangian
(Lemma A.3).
A.1. Preliminaries.
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A neighborhood of µ−1(0). We assumed that 0 is a regular value of µ. Therefore we can
fix two numbers δ > 0, m = m(δ) > 0 satisfying that for any x ∈ X with |µ(u)| ≤ δ,
the map ξ 7→ Xξ(x) ∈ TxM is injective and
ω(Xξ, JXξ) ≥m|ξ|2. (A.1)
We fix these two numbers throughout this appendix.
G-invariant metrics. Let h be a G-invariant Riemannian metric on X with respect to
which J is isometric. We denote by ∇ the Levi-Civita connection of h, and R the
Riemannian curvature.
Let Ξ ⊂ H be an open subset with coordinates (s, t). For any smooth map (u, φ, ψ) :
Ξ→ X × g× g, we denote
vs := ∂su+Xφ(u), vt := ∂tu+Xψ(u), κ := ∂sψ − ∂tφ+ [φ,ψ].
Moreover, we have a natural covariant derivative on u∗TX⊕g associated with (u, φ, ψ),
defined as follows. For any V ∈ Γ(u∗TX), we define
∇A,sV = ∇sV +∇V Xφ, ∇A,tV = ∇tV +∇V Xψ; (A.2)
for ξ : Ξ→ g, we define
∇A,sξ = ∂sξ + [φ, ξ] , ∇A,tξ = ∂tξ + [ψ, ξ] .
By the G-invariance of h one can check that this covariant derivative preserves the
metric.
We can extend the covariant derivative to tensor fields along u, by Leibniz rule. We
denote vs = ∂su+Xφ, vt = ∂tu+Xψ. Then we have
Lemma A.1. If T is a G-invariant tensor field on X and ∇ is the Levi-Civita connec-
tion of a G-invariant metric, then ∇A,sT = ∇vsT . In particular, if J is a G-invariant
almost complex structure, then ∇A,sJ = ∇vsJ .
It is straightforward to extend the above result to g-valued tensor fields. We denote
ρ(vs, V ) = ∇A,s (dµ · JV )− dµ · (J∇A,sV ) , ρ(vt, V ) = ∇A,t (dµ · JV )− dµ · (J∇A,tV ) .
To estimate the energy density, it is convenient to have a special type of metrics on
X.
Definition A.2. Let L be a G-Lagrangian of (X,ω, µ). Let J be a G-invariant almost
complex structure. A (J,L, µ)-admissible Riemannian metric is a G-invariant Riemann-
ian metric h on X satisfying
(1) J is isometric;
(2) J(TL) and TL are orthogonal with respect to h;
(3) L is totally geodesic with respect to h;
(4) Tµ−1(0) is orthogonal to JXξ for all ξ ∈ g.
In the non-equivariant case Frauenfelder [12] proved the existence of a similar type of
metric for a Lagrangian submanifold satisfying (1)–(3). Here we generalize this result.
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Lemma A.3. For any G-Lagrangian L, and G-invariant almost complex structure J ,
there exists a (J,L, µ)-admissible Riemannian metric.
Proof. By [12, Lemma A.3], there exists a Riemannian metric h¯ on the symplectic
quotient X¯ satisfying (1)–(3) for the Lagrangian L¯. Now we construct a suitable lift
of h¯ to µ−1(0). Let h0 be the metric on X induced by ω and J . Let H ⊂ Tµ−1(0)
be the orthogonal complement (with respect to h0) of the distribution Tg generated by
infinitesimal G-actions. Then it is easy to see that H is G-invariant, and we have an
isomorphism H ≃ π∗TX¯, where π : µ−1(0) → X¯ is the projection. Then we can pull-
back h¯ to a G-invariant metric on H, and choose a G-invariant metric on Tg such that
〈Xξ,Xξ〉 = |ξ|2. Let h′ be the direct sum of the two components, which is a Riemannian
metric on µ−1(0).
We claim that L is totally geodesic in µ−1(0) with respect to h′. Let ∇′ be the
Levi-Civita connection of h′. It suffices to check that (∇′)XY ∈ TL for any vector fields
X,Y tangent to L. Since this is a pointwise condition, we assume that X,Y are both
G-invariant. For any Z orthogonal to TL in µ−1(0), we have (the inner products in the
following are the ones for h′)
〈(∇′)XY,Z〉 = X〈Y,Z〉 − 〈Y, (∇′)XZ〉
= − 〈Y, [X,Z]〉 − 〈Y, (∇′)ZX〉
= 〈Y, [Z,X]〉 − Z〈Y,X〉+ 〈(∇′)ZY,X〉
= 〈Y, [Z,X]〉 − Z〈Y,X〉+ 〈[Z, Y ],X〉 + 〈(∇′)Y Z,X〉
= 〈Y, [Z,X]〉 − Z〈Y,X〉+ 〈[Z, Y ],X〉 − 〈Z, (∇′)YX〉
= 〈Y, [Z,X]〉 − Z〈Y,X〉+ 〈[Z, Y ],X〉 − 〈Z, (∇′)XY 〉.
(A.3)
We choose Z to be pull-backed from X¯ so that Z is G-invariant and π∗Z is a smooth
vector field on X¯ and orthogonal to T L¯.
If X,Y ∈ Γ(H ∩TL) ≃ Γ(π∗T L¯), then we choose X,Y to be pull-backed from X¯ and
such that 〈X,Y 〉 is a constant. Then π∗X,π∗Y are smooth vector fields on X¯ . Then by
the definition of h′, we see that
〈Y, [Z,X]〉 = 〈π∗Y, [π∗Y, π∗Z]〉h¯, 〈[Z, Y ],X〉 = 〈[π∗Z, π∗Y ], π∗X〉h¯.
Then by the same calculation as (A.3), we know that the sum of the above two terms is
equal to 2〈∇¯π∗X(π∗Y ), π∗Z〉h¯, which vanishes by the totally geodesic assumption on h¯.
On the other hand, if X ∈ Γ(Tg) and Y ∈ Γ(H ∩ TL), then 〈Y,X〉 ≡ 0. We can
choose Z being G-invariant and [Y,Z] vanishing at a point where we want to evaluate
(A.3). Then (A.3) vanishes at that point. Finally, if X,Y ∈ Γ(Tg), then we take
X = Xξ, Y = Xη for ξ, η constants. Then 〈Y,X〉 is a constant and [X,Z] = [Y,Z] = 0.
So (A.3) vanishes.
Now we would like to extend h′ to a metric on X which satisfies (1)–(4).
We choose local coordinates θ1, . . . , θk, x1, . . . , xm of L where the first k = dimG
coordinates are coordinates of G-orbits. Extend them to coordinates
θ1, . . . , θk, x1, . . . , xm, τ1, . . . , τk, y1, . . . , ym
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on X such that the first k coordinates are still coordinates of G-orbits, L is parametrized
by (θ, x, 0, 0) and satisfying
J
∂
∂θi
=
∂
∂τi
, i = 1, . . . , k, J
∂
∂xj
=
∂
∂yj
, j = 1, . . . ,m,
on L. We remark that ∂∂yj may not be tangent to µ
−1(0) but µ−1(0) can be parametrized
as (θ, x, τ(θ, x, y), y) where τ satisfies τ(θ, x, 0) = 0. We write J as
J =
 A(θ, x, τ, y) B(θ, x, τ, y)
C(θ, x, τ, y) D(θ, x, τ, y)

where A,B,C,D are of size (m + k) × (m + k) and A(θ, x, 0, 0) = D(θ, x, 0, 0) = 0,
C(θ, x, 0, 0) = −B(θ, x, 0, 0)T = Im+k. We consider a locally defined metric
h˜(θ, x, τ, y) =
 a˜(θ, x, τ, y) b˜T (θ, x, τ, y)
b˜(θ, x, τ, y) c˜(θ, x, τ, y)
 .
where the matrix decomposition is written with respect to the same coordinates. Then
the value of a˜(θ, x, τ(θ, x, y), y) and part of b˜(θ, x, τ(θ, x, y), y) and c˜(θ, x, τ(θ, x, y), y)
have been determined by the choice of h′. Then we choose the undetermined part of
h˜|µ−1(0) such that Tµ−1(0)⊥JXξ for any ξ ∈ g with respect to h˜|µ−1(0) and such that
h˜(JXξ, JXη) = h˜(Xξ,Xη). Moreover, we require that the 1-jet of h˜ along L in the
τ -direction satisfy
∂
∂τi
a˜(θ, x, 0, 0) +
∂
∂τi
(
AT a˜A+ CT b˜A+AT b˜TC + CT c˜C
)
(θ, x, 0, 0) = 0, i = 1, . . . , k.
(A.4)
Since A|L ≡ 0, the left-hand-side of this equation is ∂τi a˜(θ, x, 0, 0) plus terms which don’t
contain derivatives of a˜. Therefore (A.4) has a solution subordinate to all the constrains
we have put on the 0-jet of h˜. This gives us a metric h˜ defined in the coordinate patch.
Now we define h(v,w) = 12
(
h˜(v,w)+ h˜(Jv, Jw)
)
and we claim that h satisfies Defini-
tion A.2 inside the coordinate patch we are considering, except for the G-invariance. As
in [12], we can use such locally constructed metrics and a partition of unity to construct
a global metric h, satisfying (1)–(4).
Indeed, the first condition is automatic. For the fourth condition, for Y ∈ Tµ−1(0)
and Z = JXξ, decompose Y = Y1 + Y2 where Y1 ∈ H and Y2 = Xη for some η ∈ g.
Then h(Y, JXξ) =
1
2 h˜(JY1 + JXη,−Xξ) = 0 by the condition required for h˜. Therefore,
J(TL) is orthogonal to TL.
For the totally geodesic condition, we see that (A.4) implies that for X,Y tangent
to L, ∇XY ∈ Tµ−1(0)|L where ∇ is the Levi-Civita connection of h. Moreover, by the
condition that h˜(JXξ, JXη) = h˜(Xξ,Xη) along µ
−1(0), we see that h|µ−1(0) = h˜|µ−1(0).
Since L is totally geodesic with respect to h˜|µ−1(0) = h′, this implies that ∇XY ∈ TL
and L is totally geodesic in the local coordinate patch.
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Now the metric h constructed above may not be G-invariant. We integrate h against
the Haar measure of G, getting a G-invariant metric hˆ. The point-wise conditions (1),
(2), (4) are clearly preserved. To see that L is totally geodesic with respect to hˆ, it
suffices to show that for any vector fields X,Y tangent to L, ∇ˆXY is tangent to L,
where ∇ˆ is the Levi-Civita connection of h. Indeed, if we denote by ∇ the Levi-Civita
connection of h, then
∇ˆXY =
∫
G
(g∗)
−1∇g∗X(g∗Y )dg.
Since L is G-invariant, g∗X, g∗Y are both tangent to L. Therefore we see that ∇ˆXY is
tangent to L. Therefore hˆ is a (J,L, µ)-admissible metric.  
Now we fix a (J,L, µ)-admissible metric h on X. We use 〈·, ·〉 to denote the inner
product of h in the remaining of this appendix. Then by (4) of Definition A.2, there
exists n = n(δ) > 0 such that for any x ∈ X with |µ(x)| ≤ δ, and any Y ∈ TxX,∣∣〈JXdµ·Y , Y 〉∣∣ ≤ n(∣∣dµ · Y ∣∣2 + ∣∣µ(x)∣∣|Y |2).
Since a rescaling of h is still (J,L, µ)-admissible, we may assume instead∣∣〈JXdµ·Y , Y 〉∣∣ ≤ 1
2
∣∣dµ · Y ∣∣2 + n∣∣µ(x)∣∣∣∣Y ∣∣2. (A.5)
Moreover, we may assume that h coincides with a small constant multiple of ω(·, J ·)
whenever |µ(x)| ≥ δ, so that (A.5) holds throughout X.
A.2. The isoperimetric inequality. We first recall Poz´niak’s isoperimetric inequality
([31, Lemma 3.4.5]). Let (Y, ω) be a symplectic manifold and let L0, L1 ⊂ Y be two
compact Lagrangian submanifolds which intersect cleanly in Y .
Lemma A.4. [31, Lemma 3.4.5] There exist constants δ′ = δ′(L0, L1) > 0 and c′ =
c
′(L0, L1) > 0 satisfying the following condition. Let x : [0, π] → Y be a C1-path
with x(0) ∈ L0, x(1) ∈ L1 and
∫ π
0 |x′(t)|2dt ≤ (δ′)2. Then there exists a C1-map v :
[0, 1] × [0, π]→ X with
v(s, 0) ∈ L−, v(s, π) ∈ L+, v(0, t) ∈ L− ∩ L+, v(1, t) = x(t).
Moreover, if we define the symplectic action of the path x as
a(x) = −
∫∫
[0,1]×[0,π]
v∗ω, (A.6)
then
|a(x)| ≤ c′
∫ π
0
|x′(t)|2dt. (A.7)
Now we consider two G-Lagrangian submanifolds L0, L1 of the Hamiltonian G-manifold
(X,ω, µ). Suppose they intersect cleanly in X¯. Consider the path spaces
P := {(x, η) ∈ C∞([0, π],X × g) | x(0) ∈ L0, x(π) ∈ L1} ,
P0 :=
{
(x, η) ∈ P | x′(t) +Xη(t)(x(t)) = 0
}
.
46 WANG AND XU
Then we define a “local action functional” analogous to that in [11] and [17] when a
path (x, η) ∈ P is sufficiently close to P0. More precisely, for (x, η) ∈ P, we denote
l(x, η) =
∫ π
0
∣∣x′(t) +Xη(t)(x(t))∣∣ dt.
Then we have
Lemma A.5. There exist positive constants δ = δ(L0, L1) and c = c(L0, L1) such that
for (x, η) ∈ P with
sup
t∈[0,π]
|µ(x(t))| ≤ δ, sup
t∈[0,π]
∣∣x′(t) +Xη(t)(x(t))∣∣ ≤ δ, (A.8)
there exists (x˜, η˜) ∈ P0 such that
sup
t∈[0,π]
|η(t)− η˜(t)| ≤ cl(x, η), d(x(t), x˜(t)) ≤ c (|µ(x(t))| + l(x, η)) .
Proof. For small δ > 0, there exist a unique path (x0, η0) : [0, π]→ µ−1(0)×g such that
x0(0) ∈ L0, x0(π) ∈ L1, x(t) = expx0(t)(JXη0), |η0(t)| ≤ c1 |µ(x(t))| .
Moreover, there exists c2 > 0 such that∣∣x′0(t) +Xη(t)(x0(t))∣∣ ≤ c2 ∣∣x′(t) +Xη(t)(x(t))∣∣ .
On the other hand, since L¯0 and L¯1 intersect cleanly, there exists q¯ ∈ L¯0 ∩ L¯1 such that
d(q¯, x¯0(0)) ≤ c3
∫ π
0
|x¯′0(t)|dt.
Then we can choose a lift q ∈ L0 ∩ L1 of q¯, such that
d (q, x0(0)) ≤ c4l(x0, η) ≤ c2c4l(x, η).
On the other hand, choose g : [0, π] → G such that g(0) = Id, g′(t)g(t)−1 = −η(t).
Define
(x˜(t), η˜(t)) = (g(t)q, η(t)) = g−1(q, 0) ∈ P0.
Then we see there exists c5 > 0 such that
d(x(t), x˜(t)) ≤ d(x(t), x0(t)) + d(x0(t), x˜(t))
≤ c5|µ(x(t))| + d(g(t)−1x0(t), q)
≤ c5|µ(x(t))| + c5d(x0(0), q) + c5
∫ π
0
∣∣∣∣ ddtg(t)−1x0(t)
∣∣∣∣ dt
≤ c6 (|µ(x(t))| + l(x, η)) .
 
For δ > 0, denote by Pδ ⊂ P the subset of pairs (x, η) that satisfy (A.8). Then we
define the local action functional for all (x, η) ∈ Pδ by
Aloc(x, η) = −
∫
[0,1]×[0,π]
u∗ω +
∫ π
0
〈µ(x(t)), η(t)〉dt.
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Lemma A.6. There exist positive constants δ = δ(L0, L1) and c = c(L0, L1) such that
for (x, η) ∈ Pδ, we have
|Aloc(x, η)| ≤ c
∫ 1
0
(∣∣x′(t) +Xη(t)(x(t))∣∣2 + |µ(x(t))|2) dt.
Proof. The same as in Step 3 of the proof of [11, Lemma 3.17].  
A.3. a priori estimates.
Lemma A.7. Let u : BR+r → R+ ∪ {0} be a C2-function and a > 0 such that
∆u ≥ −a(u+ u2).
Then for any x ∈ BR,∫
Br(x)
u ≤ π
8a
=⇒ u(x) ≤ max{π
8
,
4ar2
π
} 1
r2
∫
Br(x)
u.
Proof. We first prove for the case that r = 1. Using the Heinz trick (cf. [25, Page 82]),
define the function f : [0, 1]→ R by
f(ρ) = (1− ρ)2 sup
Bρ(x)
u.
Let ρ∗ ∈ [0, 1) be some number at which f attains its maximum. Choose w∗ ∈ Bρ∗(x)
such that u(z∗) = supBρ∗(x) u and denote c
∗ = u(z∗). Denote δ = 1−ρ
∗
2 < 1. Then for
w ∈ Bδ(w∗),
u(w) ≤ sup
Bρ∗+δ(x)
u ≤ (1− ρ
∗)2
(1− ρ∗ − ρ)2 supBρ∗ (x)
u = 4c∗.
Therefore on Bδ(w
∗), we have
∆u ≥ −a(u+ u2) ≥ − (4ac∗ + 16a(c∗)2) =: −4mc∗,
which implies that the function u˜(w) = u(w)+mc∗|w−w∗|2 is subharmonic on Bδ(w∗).
Therefore, for any ρ ∈ (0, δ], we have
c∗ = u(w∗) ≤ 1
πρ2
∫
Bρ(w∗)
(
u+mc∗|w −w∗|2) = 1
πρ2
∫
Bρ(w∗)
u+
1
2
mc∗ρ2.
Now if mδ2 ≤ 1, then we take ρ = δ, which implies that
1
2
c∗ ≤ c∗ − 1
2
mc∗δ2 ≤ 1
πδ2
∫
Bδ(w∗)
u.
Then
u(x) = f(0) ≤ f(ρ∗) = 4δ2c∗ ≤ 8
π
∫
Bδ(w∗)
u ≤ 8
π
∫
B1(x)
u.
On the other hand, if mδ2 > 1, then take ρ =
√
1
m < δ, we see
c∗
2
≤ m
π
∫
Bρ(w∗)
u ≤ m
π
∫
B1(x)
u.
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Therefore
π
8a
= ǫ ≥
∫
B1(x)
u ≥ πc
∗
2m
=
πc∗
a+ 4ac∗
.
It implies that c∗ ≤ 14 . Therefore
u(x) ≤ u(w∗) = c∗ ≤ 2(a+ 4ac
∗)
π
∫
B1(x)
u ≤ 4a
π
∫
B1(x)
u.
In summary, we see that∫
B1(x)
u ≤ π
8a
=⇒ u(x) ≤ max{ 8
π
,
4a
π
}
∫
B1(x)
u.
For general r > 0, the estimate follows by applying the above argument to v(x) = u(rx)
and a replaced by ar2.  
A.4. Mean-value estimate. Let h be a (J,L, µ)-admissible metric on X satisfying
(A.5). Let ∇ be the Levi-Civita connection of h and we have the covariant derivatives
defined by (A.2).
Now we consider the vortex equation on Ξ. An area form can be written as σdsdt
for a smooth function σ : Ξ → (0,+∞). We assume that there exist c(l) > 0, l = 1, . . .
such that ∣∣∣∇lσ∣∣∣ ≤ c(l)σ. (A.9)
The vortex equation is written as
vs + Jvt = 0, κ+ σµ(u) = 0. (A.10)
Using a G-invariant metric h, we define the energy density for a solution (u, φ, ψ) by
e(s, t) = |vs(s, t)|2h + σ(s, t)|µ(u(s, t))|2,
where second norm is the G-invariant metric on g we used to define the vortex equation.
Lemma A.8. Let Ξ ⊂ C be an open subset. For any compact subset K ⊂ X, there
exists c = c(K) > 0 depending on K (and also on the constants c(l) of (A.9)) such that
for any solution (u, φ, ψ) of (A.10) satisfying u(Ξ) ⊂ K, its energy density function e
satisfies
∆e ≥ −c (e+ e2) . (A.11)
Here ∆ is the standard Laplacian in coordinates (s, t). If σ is constant, we have
∆e ≥ −ce2. (A.12)
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Proof. Since the covariant derivative respects the metric, we have
1
2
∆ |µ(u)|2 = |∇A,sµ|2 + |∇A,tµ|2 +
〈(
(∇A,s)2 + (∇A,t)2
)
µ, µ
〉
= |dµ · vs|2 + |dµ · vt|2 + 〈∇A,s(dµ · vs) +∇A,t(dµ · vt), µ〉
= |dµ · vs|2 + |dµ · vt|2 + 〈∇A,s(dµ · (−Jvt) +∇A,t(dµ · Jvs), µ〉
= |dµ · vs|2 + |dµ · vt|2 + 〈ρ(vt, vs)− ρ(vs, vt), µ〉
+ 〈dµ · (J∇A,tvs − J∇A,svt) , µ〉
= |dµ · vs|2 + |dµ · vt|2 + 〈ρ(vt, vs)− ρ(vs, vt)− dµ · (JXκ), µ〉
Denote ρ¯(vs, vt) = ρ(vs, vt) − ρ(vt, vs). Then there exist cK > 0 and for any ǫ > 0,
cK,ǫ > 0, depending on the metric h and the compact subset K such that
1
2
∆
(
σ |µ(u)|2
)
= σ2〈dµ · JXµ, µ〉
+ σ
(
|dµ · vs|2 + |dµ · vt|2 + 〈µ(u),−ρ¯(vs, vt)〉
)
+
∆σ
2
|µ(u)|2 + 2〈(∂sσ)dµ · vs + (∂tσ)dµ · vt, µ〉
≥ σ2ω(Xµ, JXµ) + σ
(|dµ · vs|2 + |dµ · vt|2)
+
∆σ
2
|µ(u)|2 − cK
(|dσ||vs||µ|+ σ|µ||vs|2)
≥ σ2
(
ω(Xµ, JXµ)−
( |∆σ|
2σ2
+ ǫ
)
|µ(u)|2
)
+ σ
(|dµ · vs|2 + |dµ · vt|2)− cK,ǫ|vs|4 − cK,ǫ( |dσ|2
σ2
)
|vs|2.
(A.13)
To estimate ∆|vs|2, we have the following standard calculations.
∇A,svt −∇A,tvs = ∇s(∂tu+Xψ) +∇vtXφ −∇t(∂su+Xφ)−∇vsXψ
= ∇∂suXψ +X∂sψ +∇vtXφ −∇∂tuXφ −X∂tφ −∇vsXψ
= X∂sψ −X∂tφ +∇XψXφ −∇XφXψ
= − σXµ.
(A.14)
∇A,tXµ = ∇tXµ +∇XµXψ
= X∂tµ +∇∂tuXµ +∇XψXµ + [Xµ,Xφ]
= Xdµ·∂tu +X[φ,µ] +∇vtXµ
= Xdµ·vt +∇vtXµ
(A.15)
∇A,svs +∇A,tvt = ∇A,t(Jvs)−∇A,s(Jvt)
= J (∇A,tvs −∇A,svt) + (∇A,sJ) vt − (∇A,tJ) vs
= σJXµ + (∇vsJ) vt − (∇vtJ) vs.
(A.16)
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On the other hand, by the G-invariance of ∇J and Lemma A.1, there exist tensors
L1, L2, L3 such that
∇A,s ((∇vsJ) vt) = L1(vs, vs, vt) + L2 (∇A,svs, vt) + L3 (vs,∇A,svt) ;
∇A,s ((∇vtJ) vs) = L1(vs, vt, vs) + L2 (∇A,svt, vs) + L3 (vt,∇A,svs) .
Therefore, we have
(∇2A,s +∇2A,t)vs = ∇A,s (∇A,svs +∇A,tvt)− [∇A,s,∇A,t] vt −∇A,t (∇A,svt −∇A,tvs)
= ∇A,s (σJXµ + (∇vsJ) vt − (∇vtJ) vs)
−R(vs, vt)vt + σ∇vtXµ − σXdµ·vt + σ∇vtXµ + (∂tσ)Xµ
= σ (∇vs(JXµ) + JXdµ·vs + J∇vsXµ + 2∇vtXµ −Xdµ·vt)−R(vs, vt)vt
+ (∂sσ)JXµ + (∂tσ)Xµ +∇A,s ((∇vsJ)vt − (∇vtJ)vs)
= σ (∇vs(JXµ) + JXdµ·vs + J∇vsXµ + 2∇vtXµ −Xdµ·vt)
−R(vs, vt)vt + (∂sσ)JXµ + (∂tσ)Xµ
+ L1(vs, vs, vt) + L2(∇A,svs, vt) + L3(vs,∇A,svt)
+ L1(vs, vt, vs) + L2 (∇A,svt, vs) + L3 (vt,∇A,svs) .
Therefore, since u(Ξ) ⊂ K, with abusive use of (small) ǫ and (big) cK,ǫ, we have
1
2
∆ |vs|2 = |∇A,svs|2 + |∇A,tvs|2 +
〈(
(∇A,s)2 + (∇A,t)2
)
vs, vs
〉
≥ |∇A,svs|2 + |∇A,tvs|2 − cK,ǫ|vs|4
+ σ 〈∇vs(JXµ) + JXdµ·vs + J∇vsXµ + 2∇vtXµ −Xdµ·vt , vs〉
− |dσ||Xµ||vs| − ǫ
(
|∇A,svs|2 + |∇A,svt|2
)
≥ |∇A,svs|2 + |∇A,tvs|2 − cK,ǫ|vs|4 − σcK,ǫ|µ||vs|2
+ σ (〈JXdµ·vs , vs〉 − 〈JXdµ·vt , vt〉)
− |dσ||Xµ||vs| −
(
ǫ |∇A,svs|2 + 2ǫ |∇A,tvs|2 + 2ǫσ2 |Xµ|2
)
≥ − ǫσ2|µ(u)|2 − cK,ǫ|vs|4 − cK,ǫ |dσ|
2
σ2
|vs|2
+ σ (〈JXdµ·vs , vs〉 − 〈JXdµ·vt , vt〉) .
(A.17)
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Therefore, by (A.9), (A.13) and (A.17), we have
1
2
∆e ≥ σ2
(
ω(Xµ, JXµ)−
( |∆σ|
σ2
+ ǫ
)
|µ|2
)
− cK,ǫ
(
|vs|4 + |dσ|
2
σ2
|vs|2
)
+ σ
(|dµ · vs|2 + |dµ · vt|2 + 〈JXdµ·vs , vs〉 − 〈JXdµ·vt , vt〉)
≥ σ2 (ω(Xµ, JXµ)− ǫ|µ|2)− c(2)σ|µ|2 − cK,ǫ(|vs|4 + (c(1))2 |vs|2)
+ σ
(
1
2
|dµ · vs|2 + 1
2
|dµ · vt|2 − n|µ(u)||dµ · vs||vs| − n|µ(u)||dµ · vt||vt|
)
≥ σ2 (ω(Xµ, JXµ)− ǫ|µ|2)− c(2)σ|µ|2 − cK,ǫ(|vs|4 + (c(1))2 |vs|2)
− σn2|µ|2(|vs|2 + |vt|2).
(A.18)
Here the second inequality follows from (A.5). Moreover, if |µ| ≤ δ, then for ǫ ≤m, the
first term of the last line is nonnegative; if |µ| > δ, then the first term is greater than
or equal to −ǫδ−2σ2|µ|4. In either case, there exist c′, c > 0 depending on cK,ǫ, m, n
and δ such that
1
2
∆e ≥ σ2(ω(Xµ, JXµ)− ǫ|µ|2)− c′e2 − (c(2) + cK,ǫ(c(1))2)e
≥ − ce2 −
(
c(2) + cK,ǫ
(
c(1)
)2)
e.
(A.19)
This implies (A.11). (A.12) follows by setting c(1) = c(2) = 0.  
A.5. Removal of singularity at punctures. We prove the first part of Lemma 2.5,
which we restate as follows.
Proposition A.9. Let L−, L+ be two G-Lagrangians of X which intersect cleanly in X¯.
Let (Σ, ∂Σ) = (D∗ ∩H,D∗ ∩ R) and ∂±Σ = D∗ ∩ R±. Suppose v is a bounded solution
to (2.2) on (Σ, ∂Σ) with respect to a smooth area form ν ∈ Ω2(Σ). Then there exists a
smooth gauge transformation g : Σ→ G such that g∗u extends continuously to {0}.
Proof. Identify Σ with [0,+∞) × [0, π] via Σ ∋ z 7→ w = s+ it = − log z and view the
strip as a subset of H. Suppose ν = σdsdt, it is easy to check that (A.9) is satisfied.
Let e˜ : [0,+∞)× [0, π]→ R+ ∪ {0} be the energy density function. By Lemma A.8, we
have
∆e˜ ≥ −c (1 + e˜2) .
Here c depends on a choice of G-invariant metric on X.
Now to derive pointwise decay of e˜ as s → +∞, we have to extend e˜ a bit beyond
the boundary of [0,+∞)× [0, π]. For example, we use reflection to define
e˜(s, t) = e˜(s,−t), t ∈ (−a, 0)
for a > 0 a small constant. Then e˜ is extended to [0,+∞) × (−a, 1]. To see that
the extension still satisfies (A.11), it suffices to show that ∂te˜(s, 0) = 0. This is the
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place where we need the properties of metrics defined by Definition A.2. Choose a
(J,L−, µ)-admissible metric h−.
First, by the boundary condition, ∂t|µ(u)|2 = 0. On the other hand,
1
2
∂t〈vs, vs〉 = 〈∇A,tvs, vs〉
= 〈∇A,svt, vs〉+ 〈∇A,tvs −∇A,svt, vs〉
= 〈∇A,s(Jvs), vs〉+ 〈Xµ, vs〉
= 〈(∇vsJ) vs, vs〉+ 〈J (∇svs +∇vsXφ) , vs〉+ 〈Xµ, vs〉.
Here the third equality follows from (A.14) and the last follows from ∇A,sJ = ∇vsJ .
Then evaluating at t = 0, we see that in the last row, the first term vanishes because
∇J is skew-adjoint; the second term vanishes because L− is totally geodesic and JTL−
is orthogonal to TL−; the third term vanishes by the boundary condition.
Therefore (A.11) holds on [0,+∞) × (−a, 1], for the constant c associated with the
metric h−. By the mean value estimate ([32, Page 12]) for any B a
2
(w) ⊂ [0,+∞) ×
(−a, π],
lim
s→+∞
e˜(s, t) = 0, ∀t ∈
[
0, π − a
2
)
.
To achieve the estimate near the other boundary component, simply take a (J,L+, µ)-
admissible metric h+ and do the reflection along the other boundary. Since all metrics
are equivalent, we see that e˜(s, t) converges to zero uniformly as s→ +∞.
On the other hand, it is easy to see that there exists a gauge transformation g :
[0,+∞)× [0, 1]→ G which transforms (A, u) into temporal gauge, i.e.,
g∗(A, u) = (ψdt, u).
Since σ decays exponentially as s → +∞, by the equation ∂sψ + σµ(u) = 0 and the
uniform boundedness of |µ(u)|, we see that
lim
s→+∞
|Xψ(u(s, t))| = 0.
Therefore |∂tu(s, t)| → 0 as s → +∞. Let γs(t) = u(s, t). Since L− and L+ intersect
cleanly in X, by the Poz´niak’s isoperimetric inequality Lemma A.4, we can prove that
there exists x ∈ L− ∩ L+ such that lim
s→∞
u(s, t) = x.  
A.6. Energy quantization of H-vortices.
Proposition A.10. Let L be a G-Lagrangian of X and K ⊂ X be a compact subset.
Then there exists a constant ǫK,L > 0 such that the following holds. Suppose z0 ∈ H
and r > 0. Suppose v ∈ M˜(X,L;B2r(z0) ∩ H, ν0). Then if u(B2r(z0) ∩ H) ⊂ K and
E(v) < ǫK,L, then
sup
Br(z0)∩H
e(v) ≤ 8
πr2
E(v, B2r(z0) ∩H).
Here e(v) : B2r(z0) ∩H→ R+ ∪ {0} is the energy density function of v with respect to
the standard metric on H and a (J,L, µ)-admissible metric h.
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Proof. For the same reason as in the proof of Proposition A.9, e can be extended to
B2r(z0) ⊂ C by reflection along the boundary of B2r(z0)∩H. This extension still satisfies
∆e ≥ −ce2.
Then by [25, Lemma 4.3.2], the estimate holds.  
Proof of Theorem 2.13. Choose ǫX,L = ǫK,L for K = Xc0 where Xc0 is the one in (2.3).
Suppose v is an H-vortex and E(v) < ǫX,L. Then by the mean value estimate in
Proposition A.10, we see that for any z ∈ H and r > 0,
e(z) ≤ 8
πr2
E(v;Br(z)).
Let r→∞, we have e(z) = 0. Thus E(v) = 0.  
A.7. Annulus lemma for vortices on strips. Ziltener proved ([43, Proposition 45])
that for any annulus A(r,R) = {z ∈ C | r ≤ |z| ≤ R} and any small ǫ > 0, there exists
a constant E(r, ǫ) such that for any vortex v = (A, u) on A(r,R) with respect to the
standard area form, if E(v) ≤ E(r, ǫ), then
E(v;A(ar, a−1R)) ≤ ca−2+ǫE(v),
diamG(u(A(ar, a
−rR))) ≤ ca−1+ǫ
√
E(v)
for some constant c > 0 and for any a ∈ [2,√R/r]. Now we prove an analogue of
this result on strips. Via the map w = s + it = log z, we identify the strip A+(r,R) =
A(r,R) ∩H with
[p, q]× [0, π] := [log r, logR]× [0, π].
Let ν = σ(s, t)dsdt be an area form satisfying (A.9).
Proposition A.11. There exists a = a(L−, L+) > 0, ǫ = ǫ(L−, L+) > 0 satisfying
the following condition. Given a smooth solution v = (u, φ, ψ) to (A.10) with boundary
condition u(A(r,R) ∩ R±) ⊂ L±. Suppose σ is bounded from below by a constant σ. If
E(v) ≤ ǫ, then for any s ∈ [log 2, 12(q − p)], we have
E(v;A+(esr, e−sR)) ≤ a exp
(
− smin{1, σ}
c
)
E(v;A+(r,R)); (A.20)
diamG(u(A
+(esr, e−sR))) ≤ a exp
(
− smin{1, σ}
2c
)√
E(v;A+(r,R)). (A.21)
Here c = c(L−, L+) > 0 is the c(L0, L1) in Lemma A.6 for L0 = L+, L1 = L−.
Proof. Let ǫ(s, t) be the energy density with respect to the cylindrical coordinates, so
that
E(v;A+(r,R)) =
∫ q
p
∫ π
0
ǫ(s, t)dsdt.
By the estimate of Lemma A.8 on the strip and Lemma A.7, we know that there exists
ǫ > 0 such that if E(v;A+(r,R)) ≤ ǫ, then for any (s, t) ∈ [p+ log 2, q − log 2]× [0, π],
we have ǫ(s, t) ≤ δ(L−, L+). Here δ(L−, L+) is the one from Lemma A.6. (Notice
that when applying Lemma A.7, we have to use (J,L±, µ)-admissible metrics to extend
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the energy density function beyond the boundary of the strip, and notice that the r of
Lemma A.7 is uniformly bounded). We write A = d + φ(s, t)ds + ψ(s, t)dt. Then for
s ∈ [p+2, q− 2], we have (γs, ψs) := (u(s+ i·), ψ(s, ·)) ∈ Pδ. So we can define the local
equivariant action
A(s) = Aloc(γs, ψs).
For s ∈ [log 2, (q − p)/2], we denote E(s) = E(v;A+(esr, e−sR)). Then by the isoperi-
metric inequality (Lemma A.6), for c = c(L−, L+), we have
E(s) =
∣∣A(p+ s)− A(q − s)∣∣
≤ c
(∫ π
0
(|vt(p+ s, t)|2 + |µ(u(p+ s, t))|2)dt+ ∫ π
0
(|vt(q− s, t)|2 + |µ(u(q − s, t))|2)dt)
≤ c
min{1, σ}
∫ π
0
(
e(p+ s, t) + e(q − s, t))dt = − c
min{1, σ}
d
ds
E(s).
Here e(s, t) = |vt(s, t)|2 + σ(s, t)|µ(u(s, t))|2. Abbreviate c˜ = c/min{1, σ}. Then we
have
E(s) ≤ E(2) exp
(
− s− 2
c˜
)
≤ E(v;A+(r,R))e2/c exp
(
− s
c˜
)
.
Therefore (A.20) holds.
To prove the estimate for the radius, apply Lemma A.7 to ǫ again, for a choice of r
uniformly bounded from below. Then e decays in a similar way as
sup
[p+s,q−s]×[0,π]
ǫ = O(exp(−s/c˜)). (A.22)
Integrating over [p+s, q−s] gives the upper bound on the equivariant diameter.  
Now we prove the following asymptotic property of H-vortices.
Proof of Theorem 2.11. Let q → +∞ in (A.22), we obtain
ǫ(s, t) ≤ a exp(−s/c).
Since ǫ(s, t) = e2se(s, t), we obtain (2.7). On the other hand, we could transform (A, u)
into temporal gauge, i.e., A = d+ ψdt such that
lim
s→+∞
ψ(s, t) = 0.
Then the decay of ǫ implies that in this gauge, u converges to a limit in L−∩L+.  
Appendix B. Trees
In this appendix we fix notions and notations of trees.
In our convention, a tree T consists of a finite set of vertices V (T), a finite set of
(finite) edges E(T) ⊂ V (T) × V (T), and a finite set of semi-infinite edges E∞(T).
The semi-infinite edges are attached to vertices, by a map ι : E∞(T) → V (T). A
rooted tree is a tree with a distinguished vertex, which is usually denoted by v∞.
In this paper we mainly consider rooted trees. There are obvious notions of morphisms
between rooted trees, and rooted subtrees. We index vertices by letters α, β, γ, etc..
For a rooted tree T, there is a canonical partial order ≤ in V (T) with v∞ the unique
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minimal element. Moreover, for notational purpose, we only consider edges with the
correct orientation, i.e., for vα, vβ ∈ V (T), we write α ≻ β if and only if vα, vβ are
adjacent and β ≤ α. For any vα ∈ V (T)r {v∞}, we denote by vα′ ∈ V (T) the unique
vertex such that α ≻ α′ ∈ E(T). For e ∈ E(T) ∪E∞(T), denote by e′ ∈ V (T) the end
point of e′ which is closer to the root.
We regard a tree T as a 1-dimensional simplicial complex. Note that a semi-infinite
edge only has one end combinatorially, but the point at infinity on the semi-infinite
edge is regarded as a point of the simplicial complex.
Definition B.1. ([13, Definition 1.1])
(1) A rooted ribbon tree with k semi-infinite edges consists of a rooted tree T
with a topological embedding i : T→ D such that ∂T := i−1(∂D) consists of
the k infinities of these semi-infinite edges. As a convention we always order the
semi-infinite edges by e1, . . . , ek which respects the cyclic ordering induced by
the embedding.
(2) An isomorphism between two rooted ribbon trees (T, i) and (T′, i′) consists of
a rooted tree isomorphism ρ : T→ T′ together with an isotopy it : (T, ∂T) →
(D, ∂D) as embedding of pairs between i′ ◦ ρ and i. Two ribbon trees with k
semi-infinite edges are equivalent if there is an isomorphism between them. An
isotopy class of embeddings i for a rooted tree T is called a ribbon structure
on T.
(3) A based rooted tree consists of a rooted tree Tand a rooted subtree Twhere
the latter is equipped with a ribbon structure.
(4) A colored rooted tree is a rooted tree T together with an order-reversing
map s : V (T)→ {0, 1,∞} (called the coloring) such that within every path of
T, s−1(1) consists of at most one vertex.
(5) A vertex vα of a based colored rooted tree (T,T, s) is stable if one of the
followings is true.
• vα = v∞;
• vα ∈ V (T)r V (T) and dT(vα) ≥ 3;
• vα ∈ V (T), s(vα) 6= 1 and 2dT(vα)− dT(vα) ≥ 3;
• s(vα) = 1 and dT(vα) ≥ 2.
Definition B.2. Let (T0,T0, s0) be a based colored rooted tree. A growth is another
based colored rooted tree (T1,T1, s1) with a morphism ρ : (T1,T1, s1) → (T0,T0, s0),
which is the composition of finitely many elementary growths of the following types.
GR. In this case V (T1) = V (T0) ∪ {vα} with vα ∈ s−11 (∞)r V (T1). ρ contracts the
edge eαα′ ∈ E(T1). GR corresponds to sphere bubbling downstairs.
GR. In this case V (T1) = V (T0) ∪ {vα} with vα ∈ s−11 (∞) ∩ V (T1). ρ contracts the
edge eαα′ ∈ E(T1). GR corresponds to disk bubbling downstairs.
GS. In this case V (T1) = V (T0) ∪ {vα} with vα ∈ s−11 (1) r V (T1). ρ contracts the
edge eαα′ ∈ E(T1). GS corresponds to the C-vortex bubbling.
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GS. In this case V (T1) = V (T0) ∪ {vα} with vα ∈ s−11 (0) ∩ V (T1). ρ contracts the
edge eαα′ . GS corresponds to H-vortex bubbling.
GF. In this case V (T1) = V (T0) ∪ {vα} with vα ∈ s−1(0) r V (T1). ρ contracts the
edge eαα′ . GF corresponds to sphere bubbling upstairs.
GF. In this case V (T1) = V (T0) ∪ {vα} with vα ∈ s−1(0) ∩ V (T1). ρ contracts the
edge eαα′ . GF corresponds to disk bubbling upstairs.
GD. In this case V (T1) = V (T0) ∪ {vα1 , . . . , vαs} and ρ contracts the path α ≻ α1 ≻
· · · ≻ αs ≻ α′ in T1 to the edge eαα′ ∈ E(T0). GD corresponds to the appearance of
connecting disk bubbles, either upstairs or downstairs.
B.1. Combinatorial types of stable holomorphic spheres and disks. In this
subsection we set up some convention of expressing holomorphic spheres or disks.
B.1.1. Holomorphic spheres. Stable holomorphic spheres are modelled on ordinary trees.
We will consider stable holomorphic spheres with a single marked point, which specifies
a root of the tree. Therefore, rooted trees are what such objects are modelled on. Let
T = (V (T), E(T), v∞) be a rooted tree. A stable holomorphic sphere in an almost
Ka¨hler manifold (X,ω, J) modelled on T is a collection of objects
S=
(
(uα)vα∈V (T), (zαβ)eαβ∈E(T)
)
where
(1) For each vα ∈ V (T), uα : C → X is a holomorhpic map with finite energy
(therefore extends to a holomorphic sphere with an evaluation uα(∞)), such
that E(uα) = 0 implies that dT(vα) ≥ 3 or vα = v∞ and dT(vα) ≥ 2.
(2) For each eαβ ∈ E(T), zαβ ∈ C such that uα(∞) = uβ(zαβ) and for each β ∈
V (T), the collection of points Zβ := (zαβ)β=α′ are distinct.
In this situation, we call the rooted tree T a branch.
B.1.2. Holomorphic disks. Stable holomorphic disks are modelled on based trees. We
will consider stable holomorphic disks with a single boundary marked point, which
specifies a root of the base. A stable J-holomorphic disk in (X,L) modelled on a based
rooted tree (T,T, v∞) is a collection
D=
(
(uα)vα∈V (T), (zαβ)eαβ∈E(T)
)
where
(1) For each vα ∈ V (T), uα : (H,R) → (X,L) is a holomorphic map with finite
energy (therefore extends to a holomorphic disk in (X,L) with an evaluation
uα(∞)); for each vα ∈ V (T) r V (T), uα : C → X is a holomorphic map
with finite energy (therefore has an evaluation uα(∞)); they should satisfy the
stability condition: for vα ∈ V (T) r V (T) and E(uα) = 0, dT(vα) ≥ 3; if
vα ∈ V (T) r {v∞} and E(uα) = 0, 2dT(vα) − dT (vα) ≥ 3; if E(u∞) = 0 then
2dT(v∞)− dT(v∞) ≥ 2.
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(2) (Denote Σα = H if vα ∈ V (T) and Σα = C otherwise.) For each eαβ ∈ E(T),
zαβ ∈ ∂Σβ; for each eαβ /∈ E(T), zαβ ∈ IntΣβ. They satisfy uα(∞) = uβ(zαβ)
and for each β ∈ V (T), the collection of points Zβ := (zαβ)α′=β are distinct.
In this situation, we call the based rooted tree T a based branch.
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