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EXTRACTING RANDOMNESS WITHIN A SUBSET IS HARD
BJØRN KJOS-HANSSEN AND LU LIU
Abstract. The tree forcing method of Liu enables the cone avoiding of strong
enumeration of a given tree, within subsets or co-subsets of an arbitrary given
set, provided the given tree does not admit computable strong enumeration.
Using this result, he settled and reproduced a series of problems and results
in reverse mathematics and the theory of algorithmic randomness, including
showing that every 1-random set has an infinite subset or co-subset which
computes no 1-random set.
In this paper, we show that for any given 1-random set A, there exists an
infinite subset G of A such that G does not compute any set with positive
effective Hausdorff dimension.
In particular we answer in the affirmative Kjos-Hanssen’s 2006 question
whether each 1-random set has an infinite subset which computes no 1-random
set.
The result is surprising in that the tree forcing technique seems to heavily
rely on subset co-subset combinatorics, whereas this result does not.
1. Introduction
The idea of extracting randomness under various conditions has drawn attention
from computability theorists. Existing results indicate that from a set with a low
degree of randomness we cannot extract a set with a high degree of randomness.
For example, Miller [9] showed that there exists some set of effective Hausdorff
dimension 1/2 from which no 1-random set can be computed, thus separating the
computability theoretic strengths (Muchnik degrees) of the two classes. Therefore,
it is reasonable to believe that extracting randomness under various combinatorial
conditions will also fail. In [4, 5], Kjos-Hanssen studied the problem of extracting
randomness within an infinite subset of a given 1-random set. There he showed
that every 2-random set admits an infinite subset that does not compute any 1-
random set. Later Liu [8] showed that every 1-random set admits an infinite subset
or co-subset that does not compute any 1-random set. Here we obtain the natural
common strengthening of these results of Miller, Kjos-Hanssen, and Liu.
Extracting randomness under various combinatorial conditions is also an inter-
esting issue in reverse mathematics. In reverse mathematics, there are questions
concerning whether an arithmetical statement implies WWKL0. WWKL0 is the
statement that any positive measure binary tree admit a path. Or, roughly speak-
ing, there exist 1-random sets. Proving that some arithmetical statements do not
imply WWKL0 involves constructing a set satisfying certain conditions while avoid-
ing computing any 1-random set. [1] separates DNR from WWKL0. They construct
a diagonal non recursive function that does not compute any 1-random set. This
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result was reproduced in [8] using another proof. [8] proved that if a tree does not
admit strong enumeration (see Definition 1.2), then any given set A admit an infi-
nite subset or co-subset that also does not compute a strong enumeration of that
tree (thus does not compute a path of that tree). Because the tree defining WWKL0
does not admit computable strong enumeration, the result therefore implies that
RT
2
2
does not imply WWKL0. In addition to 1-randomness, many other randomness
notions are also defined by trees, such as effective Hausdorff dimension. As far as we
know, there is no natural example of a tree that does not admit a computable path
but admits a computable strong enumeration. Therefore, generally speaking, the
result of [8] means that extracting randomness under a subset co-subset condition
is almost impossible. There is also an ongoing research in reverse mathematics that
seeks to construct computationally weak (in senses other than that of the inability
to extract randomness) solutions under various conditions (other than subset co-
subset) [3, 6, 10, 11]. Such constructions generally yield conclusions of the form “Γ
does not imply Ψ”. We are hopeful that our method can be adapted to construct
computationally weak solutions of a random instance.
In this paper, we adapt the proof in [8] to show that every 1-random set admits
an infinite subset (instead of “subset or co-subset”) that does not compute any
1-random set. Thus we answer a question of Kjos-Hanssen from the American
Institute of Mathematics workshop “Effective Randomness” held in 2006.
The result is interesting because it seems that the combinatorial argument in [8]
relies heavily on the fact that A and A form a partition of ω.
We end this section by giving some definitions and the main result. In the
following text, we fix a universal prefix free machine U and let KU (ρ) denote the
corresponding Kolmogorov complexity of ρ ∈ 2<ω. For X ∈ 2ω we write X ↾M to
denote the initial segment of X of length M .
Definition 1.1. For a set A, we say A is effectively compressible iff there exists a
computable function f : ω → ω such that KU (A ↾ f(n)) ≤ f(n)− n.
Definition 1.2 ( Beigel et al. [2]). Fix a canonical representation of finite sets, i.e.,
a finite set is denoted by Dn where n is the (canonical) index of this finite set.
• For a subset X of 2<ω, a k-enumeration of X refers to a function h such
that
(1.1) ∀n
[
#Dh(n) ≤ k ∧ Dh(n) ∩X 6= ∅ ∧ ∀ρ ∈ Dh(n)(|ρ| ≥ n)
]
.
where for a set S, #S denotes its cardinal.
• A strong enumeration of X refers to a k-enumeration of X for some k.
• A canonical k-enumeration of X is a function h such that
∀n
[
#Dh(n) ≤ k ∧ Dh(n) ∩X 6= ∅ ∧ ∀ρ ∈ Dh(n)(|ρ| = n)
]
.(1.2)
It is clear that a canonical k-enumeration of a tree can be computed from a
k-enumeration of that tree.
Theorem 1.3. Given a set A that is not effectively compressible, let Su ⊆ j<ω,
u ∈ ω, be a family of co-c.e. sets such that none of Su, u ∈ ω admits computable
bounded enumeration. Then we have there exists an infinite subset of A, namely
G, such that none of Su admits bounded enumeration computable in G.
Corollary 1.4. For any 1-random set A, there exists an infinite subset of A,
namely G, such that G does not compute any set with positive effective Hausdorff
dimension.
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Proof. The corollary follows by noting that the sequence of trees defining ”positive
effective Hausdorff dimension” do not admit computable bounded enumeration and
1-randomness implies non effective compressible.

The remainder of the paper is dedicated to proving theorem 1.3. In section 2,
we introduce the forcing conditions. We introduce the requirements in section 3,
and a general scheme of the proof is also described there. Section 4 is devoted to
the proof of a main lemma in section 4.
1.1. Notations. We use Φ, Φe to denote a Turing functional, the Turing functional
with numbering e respectively. Abusing notation, we regard an integer as the finite
set it represents in canonical form. So #Φ(n) refers to the size of set Φ(n); ρ ∈ Φ(n)
means ρ is an element of Φ(n); Φ(n) ∩ T refers to the intersection of set Φ(n) and
T . We some times regard a 0-1 sequence ρ ∈ 2<ω or X ∈ 2ω as a set of integers
and use ρ ⊆ τ to denote set ρ being a subset of τ ; ρ ∩ τ to denote the string
with (ρ ∩ τ)(i) = ρ(i) · τ(i). For ρ ∈ 2<ω, |ρ| refers to the length of ρ. When
there is ambiguity, we also use length(ρ) to denote the length of ρ. For X ∈ 2ω,
length(X) = ∞. For ρ ∈ 2<ω, τ ∈ 2<ω or τ ∈ 2ω, we useρ ≺ τ to denote τ being
an extension of ρ; we write τ/ρ for the string obtained by replacing the first |ρ|
bits of τ by ρ; we use ρ¯ to denote the string (1− ρ(0))(1− ρ(1)) · · · ; we use ρ ↾ba to
denote the binary string with ρ ↾ba (i) = ρ(i+ a)∧ |ρ ↾
b
a | = b− a+1. For a co-c.e.
or c.e. set W , W [t] denote the set computed by time t.
2. Forcing conditions
We begin by reviewing Mathias forcing and the forcing conditions introduced in
[8, 7]. We say X ∈ 2ω is a k-partition iff
• X = X0 ⊕X1 ⊕ · · · ⊕Xk−1;
• ∪k−1i=0Xi = ω.
A class Q ⊆ 2ω is a k-partition class iff for every X ∈ Q, X is a k-partition.
Definition 2.1 (Mathias condition).
• A Mathias condition is a pair (σ,X) with σ ∈ 2<ω and X ∈ 2ω.
• We say (τ, Y ) extends the Mathias condition (σ,X) (hence forth (τ, Y ) ≤
(σ,X)) iff σ  τ and Y/τ ⊆ X/σ. Write (τ, Y ) ≤ (σ,X) to denote the
extension relation.
• We say a setG satisfies the Mathias condition (σ,X) if σ ≺ G andG ⊆ X/σ.
Definition 2.2 (Tree forcing condition). The forcing condition we use to construct
G is a tuple, (k, σ0, . . . , σk−1, Q), where k > 0, σi ∈ 2<ω ∧ σi ⊆ A for all i ≤ k − 1,
and Q is a non empty Π01 k-partition class. Moreover, for every X0⊕· · ·⊕Xk−1 ∈ Q
every i ≤ k− 1, σi ⊆ Xi ∩A. We regard each X0 ⊕ · · · ⊕Xk−1 ∈ Q as representing
k many Mathias conditions (σi, Xi), i < k.
Definition 2.3. We say that condition d′ = (k′, σ′0, . . . , σ
′
k′−1, Q
′) extends condi-
tion d = (k, σ0, . . . , σk−1, Q), (hence forth d
′ ≤ d), iff there is a function f : k′ → k
such that:
∀i < k′ ∀Y0 ⊕ · · · ⊕ Yk′−1 ∈ Q
′ ∃X0 ⊕ · · · ⊕Xk−1 ∈ Q
[
(τi, Yi) ≤ (σf(i), Xf(i))
]
.
In this case, we say that
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• f witnesses this extension;
• part i of condition d′ refines part f(i) of condition d.
Definition 2.4. We say that a set G satisfies condition (k, σ0, . . . , σk−1, Q) iff there
is an X0⊕ · · · ⊕Xk−1 ∈ Q such that G satisfies some (σi, Xi). In this case, we also
say that G satisfies (k, σ0, . . . , σk−1, Q) on part i.
We assume that for each Turing functional Ψ there exists a lΨ depending on Ψ
such that for every X , ΨX is a lΨ-enumeration with Ψ
X(m) ↓→ ΨX(m) ⊆ jm. A
requirement we need to satisfy are, for each Turing functional Ψ, RuΨ: Ψ
G is not a
lΨ-enumeration of S
u if ΨG is total.
Definition 2.5. We say condition d forces requirement R on part i iff every G
satisfying d on part i also satisfies requirement R. We say condition d forces
requirement R iff it forces R on all parts.
Definition 2.6. We say part i of condition c = (k, σ0, . . . , σk−1, Q) is acceptable
iff there exists X0 ⊕ · · · ⊕Xk−1 ∈ Q such that Xi ∩ A is infinite. Where A is the
given set in theorem 1.3.
3. Frame of the proof
We will construct an infinite subset G of A satisfying all requirements RuΨ. To
do this, we construct a sequence of conditions d0 ≥ d1 ≥ · · · ≥ ds ≥ · · · , ds =
(ks, σ
s
0, · · · , σ
s
ks−1
, Qs), with Qs 6= ∅ such that for every Ψ, n ∈ ω, d<Ψ,n> forces
RuΨ and |{n : σ
s
i (n) = 1}| ≥ s for all i in the acceptable parts of ds. Note that if
such a sequence of condition exists, then the initial segments of acceptable parts of
each condition ds forms a tree T : the nodes in the sth level are σsi , with i being an
acceptable parts of ds; the predecessor of σ
s
i is σ
s−1
fs(i)
where fs witness ds−1 ≥ ds.
Obviously, every condition ds admits some acceptable part since Qs is a partition
class. Therefore T is finitely branching and infinite. Thus there is an infinite path
through T , namely σsis , s ∈ ω. By definition of extension, σ
s+1
is+1
 σsis , so G = ∪sσ
s
is
is well defined. By definition of condition, G ⊆ A. Since is is an acceptable part
of ds, |{n : σsis}| > s. Thus G is infinite. Moreover, for each Qs, by compactness,
there exists X0 ⊕ X1 ⊕ · · · ⊕ Xks−1 ∈ Qs such that G ⊆ Xis/σ
s
is
. To see this,
fix an arbitrary Qs, note that by definition of extension, for any s
′ > s, the set
Qs,s′ =
{
X0⊕ · · · ⊕Xks−1 ∈ Qs : σ
s′
is′
⊆ Xis/σ
s
is
}
6= ∅ is a closed set and Qs,s′+1 ⊆
Qs,s′ . Thus ∩s′>sQs,s′ 6= ∅. So there exists a X0 ⊕ · · · ⊕Xks−1 ∈ ∩s′>sQs,s′ ⊆ Qs
such that G ⊆ Xis/σ
s
is , i.e., G satisfy part is of condition ds. Thus G satisfy all
requirements. Thus we are done. Now it remains to show that such a sequence of
condition exists. First, we note that it is trivial to ensure that whenever i is an
acceptable part of ds, then the initial segment of part i, namely σi, contains more
than s many elements.
Lemma 3.1. For every condition d = (k, σ0, · · · , σk−1, Q) and every s ∈ ω, if
Q 6= ∅, then there is a condition d′ ≤ d such that d′ for every acceptable part i of
d′, the initial segment σi of d
′ contains more than s many elements.
Proof. If Q 6= ∅, then Q admits some acceptable part since Q is a partition class.
We simply extend each initial segment of condition d’s acceptable parts to satisfy
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include more than s many elements until every initial segments of any acceptable
parts of the current condition d′ contains more than s elements in A. 1. 
Now it remains to show that every requirement RuΨ can be forced by extending
the condition.
Lemma 3.2. Given any requirement RuΨ, any condition d = (k, σ0, · · · , σk−1, Q),
there is a condition d′ ≤ d that forces RuΨ.
Lemma 3.2 clearly follows from the following lemma 3.3. For any condition d let
U(d) denote the set of parts of d that do not force RuΨ.
Lemma 3.3. Given any requirement RuΨ, any condition d = (k, σ0, . . . , σk−1, Q)
with U(d) 6= ∅. Then there exists a condition d′ = (k′, σ′0, · · · , σ
′
k′−1, Q
′) ≤ d, such
that |U(d′)| < |U(d)|.
The next section is devoted to the proof of lemma 3.3.
4. Proof of lemma 3.3
Fix the condition d = (k, σ0, . . . , σk−1, Q) with U(d) 6= ∅ and the requirement
RuΨ given in lemma 3.3. For any n˜, let σ
n˜
i = σi 0 · · · 0︸ ︷︷ ︸
n˜−|σi| many
. For any m ∈ ω, any
V ⊆ jm, and any n˜, consider the following Π01 2k-partition class:
Qn˜V =
{
X˜0 ⊕ X˜1 ⊕ · · · ⊕ X˜2k−1 : there exists X0 ⊕ · · · ⊕Xk−1 ∈ Q with
Xi = X˜2i ∪ X˜2i+1 for all i ≤ k − 1;
moreover, for every i ∈ U(d) every σ′2i  σ
n˜
i , σ
′
2i+1  σ
n˜
i , with
σ′2i − σ
n˜
i ⊆ X˜2i, σ
′
2i+1 − σ
n˜
i ⊆ X˜2i+1, we have:
Ψσ
′
2i(m) ↓→ Ψσ
′
2i(m) ∩ V 6= ∅, Ψσ
′
2i+1(m) ↓→ Ψσ
′
2i+1(m) ∩ V 6= ∅
}
.
Note that for every n˜, V ,
• Qn˜V is a Π
0
1 2k-partition class;
• The set
{
V ′ ⊆ 2<ω : for some m ∈ ω, V ′ ⊆ jm; and Qn˜V ′ 6= ∅
}
is co-c.e.
(uniformly in n˜).
Definition 4.1 (Disperse). A collection of sets {Vn}n≤N−1 is k-disperse iff for
every k-partitions of {0, · · · , N−1}, namelyW0, · · · ,Wk−1, there exists a partWk′
such that Wk′ 6= ∅ and
⋂
n∈Wk′
Vn = ∅.
For every n˜ ≥ max
i≤k−1
|σi|, m ∈ ω, consider the following collection of clopen sets{
V ⊆ jm : Qn˜V 6= ∅
}
. To prove Lemma 3.3 we divide into the following four cases.
• Case 1: For every m ∈ ω, every n˜ ≥ max
i≤k−1
{|σi|},
{
V ⊆ jm : Qn˜V 6= ∅
}
is not 2klΨ-disperse. There exists a n˜ ≥ max
i≤k−1
{|σi|} such that for every
m ∈ ω, Su ∩ jm ∈
{
V ⊆ jm : Qn˜V 6= ∅
}
.
1Note that after some extension of the initial segments of the other parts, an originally ac-
ceptable part may become unacceptable. So it is not necessary that all acceptable parts of c are
extended.
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• Case 2: For every n˜ ≥ max
i≤k−1
{|σi|}, there exists m ∈ ω such that Su ∩
jm /∈
{
V ⊆ jm : Qn˜V 6= ∅
}
. For every m ∈ ω, every i ∈ U(c), every
X = X0 ⊕ · · · ⊕Xk−1 ∈ Q, every σ′  σi, with σ′ − σi ⊆ Xi ∩ A it holds
that Ψσ
′
(m) ↓→ Ψσ
′
(n) ∩ Su ∩ jm 6= ∅.
• Case 3: There exists a m ∈ ω, a i ∈ U(d), a X = X0 ⊕ · · · ⊕Xk−1 ∈ Q, a
σ′  σi, with σ′ − σi ⊆ Xi ∩ A such that Φσ
′
(m) ↓ ∩Su ∩ jm = ∅.
• Case 4: There exists a m ∈ ω, a n˜ ≥ max
i≤k−1
{|σi|} such that
{
V ⊆ jm :
Qn˜V 6= ∅
}
is 2klΨ-disperse.
The four cases clearly cover all the possibilities. We show that in case 1 Su
admits a bounded enumeration, a contradiction; in case 2 set A would be effectively
compressible, also a contradiction; in case 3 we construct a condition d′ ≤ d with
|U(d′)| < |U(d)|; and in case 4 we construct d′ ≤ d such that U(d) = ∅. Therefore
the proof is accomplished once these are established. Now we begin to address each
case.
Lemma 4.2. If there exists a m ∈ ω, a i ∈ U(d), a X = X0 ⊕ · · · ⊕Xk−1 ∈ Q, a
σ′  σi, with σ
′ ⊆ Xi ∩A such that Φ
σ′(m) ↓/∈ Su ∩ jm, then there exists condition
d′ with identical number of parts such that part i of d′ refines part i of d and d′
forces RuΨ on part i. Thus, |U(d
′)| < |U(d)|.
Proof. This is case 3. Simply extend σi to σ
′ and keep every other parts’ initial
segment. i.e., d′ = (k, σ0, · · · , σi−1, σ′, σi+1, · · · , σk−1, Q′) is the desired condition
forcing RuΨ. Where Q
′ =
{
X ′0 ⊕ · · · ⊕ X
′
k−1 ∈ Q : σ
′ − σi ⊆ X
′
i
}
is clearly non
empty since X ∈ Q′.

Lemma 4.3. Suppose for every m ∈ ω, every n˜ ≥ max
i≤k−1
{|σi|},
{
V ⊆ jm : Qn˜V 6=
∅
}
is not 2klΨ-disperse. And suppose there exists a n˜ ≥ max
i≤k−1
{|σi|} such that for
every m ∈ ω, Su ∩ jm ∈
{
V ⊆ jm : Qn˜V 6= ∅
}
.
Proof. This is case 1. Fix a n˜ ≥ max
i≤k−1
{|σi|} such that for every m ∈ ω, S
u ∩
jm ∈
{
V ⊆ jm : Qn˜V 6= ∅
}
and
{
V ⊆ jm : Qn˜V 6= ∅
}
is not 2klΨ-disperse
(promised by condition of this lemma). The set
{
V ⊆ jm : Qn˜V 6= ∅
}
is co-c.e
uniformly in m, n˜. Thus, for an arbitrary m ∈ ω, to obtain a 2klΨ-size subset of
jm that has nonempty intersection with Su ∩ jm, we wait for such a time t that{
V ⊆ jm : Qn˜V [t] 6= ∅
}
= {V0, · · · , VN−1} is not 2klΨ−disperse. Such a time t
must exist since
{
V ⊆ jm : Qn˜V 6= ∅
}
is not 2klΨ-disperse. LetW0, · · · ,W2klΨ−1 be
a partition of {0, · · · , N − 1} witnessing that {V0, · · · , VN−1} is not 2klΨ-disperse
i.e.,
⋃
j≤2klΨ−1
Wj = {0, · · · , N − 1} and for every j ≤ 2klΨ − 1, Wj 6= ∅ implies⋂
n∈Wj
Vn 6= ∅.
Then, for each j ≤ 2klΨ − 1 with Wj 6= ∅, select one element, namely ρj , from⋂
n∈Wj
Vn. Because S
u ∩ jm ∈
{
V ⊆ jm : Qn˜V 6= ∅
}
⊆
{
V ⊆ jm : Qn˜V [t] 6= ∅
}
, so
there exists some j˜ such that Su ∩ jm ∈ Wj˜ . Therefore ρj˜ ∈
⋂
n∈Wj˜
Vn ⊆ Su ∩ jm.
Thus, {ρj}j≤2klΨ,Wj 6=∅ is a 2klΨ-enumeration of S
u ∩ jm. Finally, the conclusion
follows by noticing that the procedure is uniform in m.
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
Next, we deal with case 2.
Lemma 4.4. Suppose for every n˜ ≥ max
i≤k−1
{|σi|}, there exists a m ∈ ω such that
Su ∩ jm /∈
{
V ⊆ jm : Qn˜V 6= ∅
}
. And suppose for every m ∈ ω, every i ∈ U(d),
every X = X0 ⊕ · · · ⊕Xk−1 ∈ Q, every σ′  σi, with σ′ − σi ⊆ Xi ∩A it holds that
Ψσ
′
(m) ↓→ Ψσ
′
(n) ∩ Su ∩ jm 6= ∅. Then A is effectively compressible.
Proof. The proof concerns the constructibility of Su. Given N ∈ ω, we compute in
the following way a M ∈ ω such that KU (A ↾M) ≤M −N + const. Where const
is a constant that does not depend on M,N . To prove this, we show that given
any n˜, there exists a n˜′ > n˜ computable from n˜, a enumerable (uniformly in n˜) set
F ⊆ 2n˜
′−n˜ such that |F | ≤ 12 · 2
n˜′−n˜ ∧ A ↾n˜
′−1
n˜ ∈ F . Clearly, this is enough for our
goal since in this way, there is a computable sequence of integers n˜0 < n˜1 < · · ·
and sequence of uniformly c.e. sets Fl, l ∈ ω such that Fl ⊆ 2n˜l+1−n˜l , and |Fl| ≤
1
2 · 2
n˜l+1−n˜l ∧ A ↾
n˜l+1−1
n˜l
∈ Fl for all l ∈ ω. Thus KU (A ↾ n˜N ) ≤ n˜N −N + const.
Given n˜, since there exists m such that Su ∩ jm /∈
{
V ⊆ jm : Qn˜V 6= ∅
}
, which
means Qn˜Su∩jm = ∅, then we have that there exists a t such that QSu[t]∩jm [t] = ∅.
Let T denote the pruned co-c.e. tree associated to Q respectively. By compactness
argument, QSu[t]∩jm [t] = ∅ implies that there exists a n˜
′ such that for every 2-
partition A0 ⊕ A1 of {n˜, · · · , n˜′ − 1}, every k-partition X0 ⊕ · · · ⊕Xk−1 ∈ T [t] of
{0, · · · , n˜′−1}, there exists a c ∈ {0, 1}, a i ∈ U(d), a σ′  σn˜i with σ
′−σi ⊆ Xi∩Ac
such that Ψσ
′
(m)[t] ↓ ∩Su[t] ∩ jm = ∅. For any t′ ≥ t, let Fˆ [t′] be such a set of
2-partitions of {n˜, · · · , n˜′ − 1} that a 2-partition A0 ⊕ A1 of {n˜+ 1, · · · , n˜′ − 1} is
in Fˆ [t′] if and only if:
(1) For every k-partition X0⊕ · · ·⊕Xk−1 ∈ T [t′] of {0, · · · , n˜′− 1} there exists
a i ∈ U(d), a σ′  σn˜i with σ
′ − σi ⊆ Xi ∩ A1, such that Ψσ
′
(m)[t′] ↓
∩Su[t′] ∩ jm = ∅;
(2) For every k-partition X0 ⊕ · · · ⊕ Xk−1 ∈ T [t
′] of {0, · · · , n˜′ − 1}, every
i ∈ U(d), every σ′  σn˜i with σ
′ − σi ⊆ Xi ∩ A0, we have Ψσ
′
(m)[t′] ↓→
Ψσ
′
(m)[t′] ∩ Su[t′] ∩ jm 6= ∅.
Let F = ∪t′≥tFˆ [t′]. Clearly Fˆ [t′] is computable uniformly in t′ ≥ t. Therefore F is
enumerable.
Claim 4.5. For every t′′ ≥ t′, every A0 ⊕A1 ∈ Fˆ [t′], we have: A1 ⊕ A0 /∈ Fˆ [t′′].
Proof. Suppose A0⊕A1 ∈ Fˆ [t′], by item (1) and since [T ] 6= ∅, it implies that there
exists a k-partition X∗0 ⊕ · · ·⊕X
∗
k−1 ∈ T of {0, · · · , n˜
′− 1}, a i∗ ≤ k− 1, a σ∗  σn˜i
with σ∗ − σn˜i ⊆ X
∗
i ∩ A1, such that Ψ
σ∗(m)[t′] ↓ ∩Su[t′] ∩ jm = ∅. Therefore, it is
impossible that for some t′′ ≥ t′, for every k-partition X0 ⊕ · · · ⊕Xk−1 ∈ T [t′′] of
{0, · · · , n˜′ − 1}, every i ∈ U(d), every σ′  σn˜i with σ
′ − σn˜i ⊆ Xi ∩ A1, we have
Ψσ
′
(m)[t′′] ↓→ Ψσ
′
(m)[t′′] ∩ Su[t′′] ∩ jm 6= ∅ with X∗0 ⊕ · · · ⊕X
∗
k−1, i
∗, σ∗ being a
witness of this impossibility. This impossibility implies A1 ⊕A0 /∈ Fˆ [t′′]. 
Since we have shown that for every t′′ ≥ t′, A0 ⊕ A1 ∈ Fˆ [t′] implies A1 ⊕ A0 /∈
Fˆ [t′′], therefore we have: A0 ⊕A1 ∈ F → A1 ⊕A0 /∈ F . So |F | ≤
1
2 · 2
n˜′−n˜.
Let A∗0 = A∩{n˜, · · · , n˜
′− 1}, A∗1 = {n˜, · · · , n˜
′− 1}−A. It remains to show that:
Claim 4.6. A∗0 ⊕A
∗
1 ∈ F .
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Proof. By definition of n˜′ and t, since T ⊆ T [t], we have: for every k-partition
X0⊕· · ·⊕Xk−1 ∈ T of {0, · · · , n˜′−1}, there exists a c ∈ {0, 1}, a i ∈ U(d), a σ′  σn˜i
with σ′−σi ⊆ Xi∩A∗c such that Ψ
σ′(m) ↓ ∩Su∩jm = ∅. Moreover, by condition of
this lemma, we have: for every k-partition X0 ⊕ · · · ⊕Xk−1 ∈ T of {0, · · · , n˜
′ − 1},
every i ∈ U(d), every σ′  σn˜i , with σ
′ − σn˜i ⊆ Xi ∩A
∗
0, Ψ
σ′(m) ↓→ Ψσ
′
(m) ∩ Su ∩
jm 6= ∅. These together implies that for every k-partition X0 ⊕ · · · ⊕Xk−1 ∈ T of
{0, · · · , n˜′ − 1}, there exists a i ∈ U(d), a σ′  σn˜i with σ
′ − σn˜i ⊆ Xi ∩ A
∗
1 such
that Ψσ
′
(m) ↓ ∩Su ∩ jm = ∅. But lim
t′→∞
T [t′] ∩
{
2 − partitions of {0, · · · , n˜′}
}
=
T ∩
{
2− partitions of {0, · · · , n˜′}
}
and lim
t′→∞
Su[t′] ∩ jm = Su ∩ jm, so there exists
a sufficiently large t′′ such that: for every k-partition X0 ⊕ · · · ⊕ Xk−1 ∈ T [t′′] of
{0, · · · , n˜′ − 1}, there exists a i ∈ U(d), a σ′  σn˜i with σ
′ − σn˜i ⊆ Xi ∩ A
∗
1 such
that Ψσ
′
(m)[t′′] ↓ ∩Su[t′′] ∩ jm = ∅; and for every k-partition X0 ⊕ · · · ⊕Xk−1 ∈
T [t′′] of {0, · · · , n˜′ − 1}, every i ∈ U(d), every σ′  σn˜i , with σ
′ − σi ⊆ Xi ∩ A∗0,
Ψσ
′
(m) ↓→ Ψσ
′
(m) ∩ Su[t′′] ∩ jm 6= ∅. Thus A∗0 ⊕A
∗
1 ∈ Fˆ [t
′′] ⊆ F . 

Finally we deal with case 4 which is the key to the proof.
Lemma 4.7. If there exists a m ∈ ω, a n˜ ≥ max
i≤k−1
{|σi|} such that
{
V ⊆ jm :
Qn˜V 6= ∅
}
is 2klΨ-disperse, then there exists d
′ ≤ d such that d′ forces RuΨ.
Proof. We begin by introducing a set operation Cross.
Definition 4.8 (Cross). Given arbitrary k,N ∈ ω, given N many 2k-partitions of
ω, namely X˜n = X˜n0 ⊕ · · · ⊕ X˜
n
2k−1, n ≤ N − 1, given a collection of non empty
subsets of {0, · · · , N − 1} namely K, we define an operation Cross as follows:
Cross(X˜0, X˜1, · · · , X˜N−1;K) =
⊕
i≤2k−1,K∈K
Yi,K ,
where Yi,K =
⋂
n∈K
X˜ni .
For N many nonempty 2k-partition classes, Q0, · · · , QN−1,
Cross(Q0, · · · , QN−1;K) =
{
Y ∈ 2ω : there exists X˜n ∈ Qn for each n ≤ N − 1 such that
Y = Cross(X˜0, X˜1, · · · , X˜N−1;K)
}
.
It is easy to verify that
Claim 4.9. For any N many nonempty Π01 2k-partition classes, Q0, · · · , QN−1,
and any nonempty collection K of nonempty subsets of {0, · · · , N−1}, Cross(Q0, · · · , QN−1;K)
is a nonempty Π01 class.
Now fix a m, a n˜ such that {V ⊆ jm : Qn˜V 6= ∅} = {V0, · · · , VN−1} is 2klΨ-
disperse. Let K be the following collection of nonempty subsets of {0, · · · , N − 1}:
K =
{
K ⊆ {0, · · · , N − 1} : {Vn}n∈K is lΨ−disperse
}
.
Define a Π01 class as following:
Q′ = Cross(Qn˜V0 , · · · , Q
n˜
VN−1;K).(4.1)
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The desired condition d is
d′ = (2k · |K|, σd, Q′),
where σd = {σn˜i,K}i≤2k−1,K∈K represents the corresponding replication of σ
n˜
0 , · · · , σ
n˜
k−1,
i.e., σn˜i,K = σ
n˜
[i/2] for all i ≤ 2k − 1, K ∈ K.
Claim 4.10. Q′ is a partition class of ω.
Proof. Fix an arbitrary x ∈ ω and an arbitrary Y ∈ Q′. By definition of Cross and
Q′, there exists X˜n = X˜n0 ⊕ · · · ⊕ X˜
n
2k−1 ∈ Q
n˜
Vn
, n ≤ N − 1 such that (see (4.1)),
Y = Cross(X˜0, · · · , X˜N−1;K).
So Y =
⊕
i≤2k−1,K∈K
Yi,K with Yi,K =
⋂
n∈K
X˜ni . Consider the following 2k-
partition of {0, · · · , N − 1}: Wi = {n ≤ N − 1 : x ∈ X˜ni }, i ≤ 2k − 1. If for
some i˜ ≤ 2k − 1, Wi˜ ∈ K, then we are done since this implies x ∈ Yi,Wi˜ . Suppose
on the contraryWi /∈ K for all i ≤ 2k−1. By definition of K, we have: {Vn}n∈Wi is
not lΨ-disperse for all i ≤ 2k−1. By definition of disperse, for each i ≤ 2k−1, there
exists a lΨ partition of Wi, namely Wi,0, · · · ,Wi,lΨ−1 such that Wi,l 6= ∅ implies⋂
n∈Wi,l
Vn 6= ∅. But Wi,l, i ≤ 2k− 1, l ≤ lΨ − 1 is a 2klΨ-partition of {0, · · · , N − 1}
such that for every i ≤ 2k − 1, l ≤ lΨ − 1, Wi,l 6= ∅ implies
⋂
n∈Wi,l
Vn 6= ∅, a
contradiction to the 2klΨ-disperse of {V0, · · · , VN−1}.

Claim 4.11. d′ is a condition extending d.
Proof. By 2klΨ-disperse of {V0, · · · , VN−1}, which implies lΨ-disperse of {V0, · · · , VN−1},
we have K 6= ∅ since {0, · · · , N − 1} ∈ K. By definition of disperse, every K ∈ K is
nonempty. So Q′ is well defined. Clearly Q′ is a Π01 class by Claim 4.9. It is also
easy to see that Q′ 6= ∅ by the fact Qn˜Vn 6= ∅ for all n ≤ N − 1 and Claim 4.9. By
Claim 4.10, Q′ is a 2k|K|-partition class. Thus d′ is a condition. To see d′ ≤ d,
note that for every Y =
⊕
i≤2k−1,K∈K
Yi,K ∈ Q′, every component of Y , namely
Yi,K , every n ∈ K, there exists a X˜n0 ⊕ · · · ⊕ X˜
n
2k−1 ∈ Q
n˜
Vn
such that Yi,K is con-
tained in X˜ni . But by definition of Q
n˜
Vn
, X˜ni , for some X0 ⊕X1 ⊕ · · · ⊕Xk−1 ∈ Q,
X˜ni is contained in X[i/2] ⊆ ω. Therefore (σ
n˜
i,K , Yi,K) ≤ (σ[i/2], X[i/2]). More-
over, for every Y =
⊕
i≤2k−1,K∈K
Yi,K ∈ Q′, σn˜i,K ⊆ Yi,K . This is because for some
X = X0⊕· · ·⊕Xk−1 ∈ Q, Yi,K ⊆ X[i/2] and as set of integers σ
n˜
i,K = σ[i/2] ⊆ X[i/2].
Thus we have shown that part i,K of d′ refine part [i/2] of d. Thus d′ ≤ d. 
It remains to prove that d′ forces RnΨ. It is clear that the following claim implies
that ΨG(m) ↑ for all G satisfying condition d′.
Claim 4.12. For any i ≤ 2k − 1,K ∈ K, any Y =
⊕
i≤2k−1,K∈K
Yi,K ∈ Q′ any
σ′  σn˜i,K with σ
′ − σn˜i,K ⊆ Yi,K we have: Ψ
σ′(m) ↑.
Proof. By definition of Cross and Q, there exists X˜n = X˜n0 ⊕· · ·⊕X˜
n
2k−1 ∈ Q
n˜
Vn
, n ≤
N − 1 such that (see (4.1)), Yi,K =
⋂
n∈K
X˜ni . Suppose for some 0 ≤ l
′ ≤ lΨ − 1,
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ρ0, · · · , ρl′ are all elements in Ψσ
′
(m) ↓. Consider the following lΨ many subsets
of K: Wl = {n ∈ K : ρl ∈ Vn} when l ≤ l′, and Wl = ∅ when l′ < l ≤ lΨ − 1.
By definition of Qn˜Vn , Ψ
σ′(m) ↓→ Ψσ
′
(m) ∩ Vn 6= ∅ for all n ∈ K. Therefore
Wl, l ≤ lΨ − 1 is a lΨ-partition of K. Clearly Wl 6= ∅ implies
⋂
n∈Wl
Vn 6= ∅. A
contradiction to the definition of K, that for every K ∈ K, {Vn}n∈K is lΨ-disperse.

Thus we finished proving Lemma 3.2. 
Lemma 4.4 takes advantage of the constructibility of Su and randomness of A,
while in [8] neither is needed. We can not replace the non effective compressible by
Schnorr randomness since in lemma 4.4 the set F we construct is merely uniformly
c.e. in n˜ instead of uniformly computable in n˜. We are curious whether theorem
1.3 holds for Schnorr random set A.
Question 4.13. Is there a Schnorr random set A such that every infinite subset of
A computes some random set, or computes a bounded enumeration of some tree
that does not admit a computable bounded enumeration?
We guess that the answer is “no”.
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