, and have several pragmatic operators (such as ordered choice and unlimited lookahead) for better expressing modern programming language syntax. Since these operators are not explicitly defined in the classic formal language theory, it is significant and still challenging to argue PEGs' expressiveness in the context of formal language theory. Since PEGs are relatively new, there are several unsolved problems. One of the problems is revealing a subclass of PEGs that is equivalent to DFAs. This allows application of some techniques from the theory of regular grammar to PEGs. In this paper, we define Linear PEGs (LPEGs), a subclass of PEGs that is equivalent to DFAs. Surprisingly, LPEGs are formalized by only excluding some patterns of recursive nonterminal in PEGs, and include the full set of prioritized choice, unlimited lookahead, and greedy repetition, which are characteristic of PEGs. Although the conversion judgement of parsing expressions into DFAs is undecidable in general, the formalism of LPEGs allows for a syntactical judgement of parsing expressions.
Introduction
Deterministic finite automata (DFAs) are a simple and fundamental theory in the classic formal language, which allows pattern matching on the input without backtracking. This positive aspect is applied to the implementation of many regular expression engines such as Google RE [ ] and grep leading to significantly improved performance.
Similarly, the DFA nature is used for faster parsing. For example, a partial conversion of context-free grammars (CFGs) into DFAs is studied with ANTLR / by Parr et al.[ ][ ]. In this study, Parr et al. achieve better performance of a parser based on CFG by using the conversion. Concretely, the parser decides a nonterminal that should be expanded by using the DFA. That is, DFA conversions remove backtracking while parsing.
In this way, DFAs are used for faster parsing. To the best of our knowledge, however, DFAs are not used for parsing a parsing expression grammar (PEG) [ ] yet. PEGs are a relatively new and popular foundation for describing syntax, formalized by Ford in . PEGs look very similar to some of the EBNFs or
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Nariyoshi Chida and Kimio Kuramitsu CFG-based grammar specifications, but differ significantly in that they have unlimited lookahead with syntactic predicates and deterministic behaviors with greedy repetition and prioritized choice. Due to these extended operators, PEGs can recognize highly nested languages such as {a n b n c n | n > 0}, which is not possible in a CFG.
These extended operators raise an interesting and open question on the connection to the formal language theory. In particular, we have expected that a partial DFA conversion brings better performance benefits to the PEG-based parser generation as well as Parr et al.. However, parsing expressions are obviously more expressive than DFAs, due to recursion which does not appear in regular expressions. Therefore, we require a subclass of PEGs that is equivalent to DFAs for applying DFA techniques to PEGs.
The main contribution of this paper is that we reveal a subclass of PEGs that is equivalent to DFAs. We formalize the subclass as linear parsing expression grammars (LPEGs) . Surprisingly, LPEGs are formalized by excluding only some patterns of recursive nonterminal in PEGs, and include the full set of prioritized choice, unlimited lookahead, and greedy repetition, which are unique to PEGs. Furthermore, the formalism of LPEGs allows a partial conversion of a PEG into DFAs. Since converting into DFAs can eliminate backtracking, the partial conversion would lead to further optimization of the parser generator.
The rest of this paper proceeds as follows. Section describes the formalism of LPEGs and shows the relationship between LPEGs and PEGs. Section shows a regularity of LPEGs. Section briefly reviews related work. Section is the conclusion.
Linear PEG
In this section, we describe the formalism of linear parsing expression grammars (LPEGs). LPEGs are a subclass of PEGs equivalent to DFAs, and LPEGs are formalized by excluding patterns of recursive nonterminals that are followed by expressions. By the exclusion, the syntax of an LPEG is limited to right-linear. Thus, we can simply consider an LPEG as a PEG where the syntax is rightlinear.
To begin with, we describe PEG operators in Section . . Then, we show the formalism of LPEGs in Section . . Finally, we describe language properties in Section . .
.

PEG operators
Table shows the summary of PEG operators used throughout this paper. The string 'abc' exactly matches the same input, while [abc] matches one of these terminals. The . operator matches any single terminal. The e?, e*, and e+ expressions behave as in common regular expressions, except that they are greedy and match until the longest position. The e 1 e 2 attempts two expressions e 1 and e 2 sequentially, backtracking the starting position if either expression We show two examples of an LPEG and an example of a PEG but not an LPEG.
Example . G = ({A, B}, {a, b}, {A ← aAa/B*, B ← aB/b}, A) is not an LPEG. Note that aAa and B* are not derived from the above syntax.
All subsequent use of the unqualified term "grammar" refers specifically to linear parsing expression grammars as defined here, and the unqualified term "expression" refers to linear parsing expressions. We use the variables a, b, c, d ∈ Σ, A, B ∈ N G , w, x, y, z ∈ Σ * , and e for linear parsing expressions.
.
Language Properties
In this section, we define a language recognized by LPEGs. We use a function consume to define the language. The definition of the function consume is as follows.
-consume(e, x) = y denotes that the expression e succeeds on the input string x and consumes y. -consume(e, x) = f ail denotes that the expression e fails on the input string x.
Definition . Let G = (N G , Σ, P G , e s ) be an LPEG, let e be an expression. The language generated by e is a set of all strings over Σ:
The language generated by a grammar G is a set of all strings over Σ:
We define that two parsing expressions are equivalent as follows: If a parsing expression e 1 and e 2 are equivalent, we can rewrite e 1 as e 2 , and vice versa since the languages are same.
If the parsing expression e s1 and e s2 are equivalent, then
Proof. Trivial, from the definition of the language.
Regularity
In this section, we prove that LPEGs are a class that is equivalent to DFAs. To prove this, we show that for any
We show the former in section . and the latter in section . .
.
From LPEGs to DFAs
We show that for any
This can be proved by translating LPEGs into boolean finite automata(BFAs)[ ].
A BFA is a generalized nondeterministic finite automaton (NFA). The difference between NFAs and BFAs is a representation of a state under transition. The state under transition on NFAs can be represented as a boolean function consisting of logical OR and boolean variables. On the other hand, the state under transition on BFAs can be represented as a boolean function consisting of logical AND, logical OR, logical NOT, constant values (i.e. true and f alse), and boolean variables.
There are two reasons for using BFAs. One is to handle not-predicates. We can represent these predicates as a boolean function by using logical AND and logical NOT. Another reason is that BFAs can be converted into DFAs ([ ], Theorem ). Thus, LPEGs can be converted into DFAs if we can convert LPEGs into BFAs.
In the next section we describe basic definitions and notations of BFAs. In order to make the conversion easier, sets of the accepting states of BFAs are divided into two sets in the definitions. In Section . , we show that LPEGs can be converted into BFAs. Let f be a boolean function in V Q . The transition function δ is extended to V Q × Σ * as follows:
Boolean Finite Automata
A language accepted by a BFA is defined as follows:
Then, we define a function consume for a BFA B in the same way as the function consume for an LPEG. We use the function to show the equivalence between the language of an LPEG and a BFA converted from the LPEG. The function consume is defined as follows.
In the definition, we use two evaluation functions, eval F and eval P . These functions are used for representing the behaviors of the predicate operators of LPEGs on BFAs. Specifically, eval F takes a boolean function f and a set of accepting state F and returns a boolean function f that replaced boolean variables
eval P takes a boolean function f and a set of accepting state of not-predicates P and returns a boolean value that is a result of a replacement of a boolean variables q i ∈ P in f with true, otherwise f alse. For example, let f = q 0 ∧ q 1 and P = {q 0 }. Then, eval P (f, P ) = true ∧ f alse = true. To understand the intuition of the functions, we show an example in Fig. . In the figure, we show an LPEG such that the start expression e S = &(ab)a and a BFA B that the language is equivalent to the language of the LPEG. The circles, double circles and arrows denote the states, accepting states and transitions of the BFA, respectively. The arrow labeled & denotes the and-predicate operator in LPEGs. 
This result shows that the BFA B accepts the input string ab. In this way, eval F evaluates the operators other than predicate operators and eval P evaluates the predicate operators. We define that an LPEG G and a BFA B are equivalent as follows:
Definition . Let G and B be an LPEG such that the start expression is e S and a BFA, respectively. G and B are equivalent if consume(e S , x) = consume(B, x) for any input string x ∈ Σ * .
Theorem . Let G and B be an LPEG and a BFA, respectively. If G and B are equivalent, then L(G) = L(B).
Proof. We can prove this by case analysis of the result of the function consume.
From LPEGs to BFAs
We show a conversion from an LPEG into a BFA. The conversion consists of four steps. In the first step, we rewrite a prioritized choice with an alternation in regular expressions. In the second step, we add new production rules for nonterminals in not-predicates to an LPEG. We apply these two steps in order to simplify the conversion. In the third step, we convert a modified LPEG into a BFA. However, the BFA is incomplete in this step, since the conversion handles nonterminals as temporary boolean variables to avoid an infinite loop by recursions. In the final step, we replace the temporary boolean variables in a BFA with initial functions of the nonterminals.
First, we rewrite a prioritized choice / with an alternation | in regular expressions. That is, we rewrite e 1 /e 2 with e 1 /!e 1 e 2 . We show an example of the rewriting as follows: By the modification, we can apply Thompson's construction[ ] to the construction of a BFA of a prioritized choice. We show that the language is the same before and after the rewriting in Theorem . Secondly, we add new production rules for nonterminals in not-predicates to an LPEG. We apply this modification to LPEGs, because we consider a nonterminal A in a not-predicate and a nonterminal A that is not in a notpredicate as distinct. We show the modification in Definition .
Definition
.
In the modification function, we use an auxiliary function C n . C n is a function for modification of a production rule. We show the definition of C n in Definition . In the following definition, we use a function copy. copy(e) = e denotes that a nonterminal A is renamed as A if the nonterminal A is not already A and the other expressions are same. We assume that there does not exist A in an LPEG before the modification. 
We show an example of the modification as follows:
, where P G1 consists of the following rules:
P G2 consists of the following rules:
Thirdly, we describe the conversion from modified LPEGs to BFAs with temporary boolean variables. The foundation of the conversion follows Morihata's work[ ] for regular expression with positive and negative lookaheads, but we significantly extend his work with handling recursion.
In this function, we assume that the names of boolean variables are distinct in the conversion. We write a temporary boolean variable of a nonterminal A as f tmp A . A function φ(f 1 , f 2 , F ) converts the boolean function f 1 by replacing a boolean variable s in f 1 with s ∨ f 2 if s ∈ F . For example, let f 1 = (q 1 ∧ q 2 ) ∨ q 3 , f 2 = q 4 and F = {q 2 , q 3 }, where q 1 , q 2 , q 3 and q 4 are boolean variables. Then, φ(f 1 , f 2 , F ) = (q 1 ∧ (q 2 ∨ q 4 )) ∨ (q 3 ∨ q 4 ). Note that the BFA converted by the following function accepts the full match of the expressions. Therefore, a BFA that accepts the same language with the LPEG is written as T (e s .*).
T ( ) = ({s}, Σ, {}, s, {s}, {})
T (a) = ({s, t}, Σ, { ((s, a) , t)}, s, {t}, {})
T (e 1 e 2 ) = (
The function T handles the nonterminals in the same way as a conversion from a right-linear grammar to an NFA[ ]. In the conversion from a right-linear grammar to an NFA, a nonterminal is handled as an initial state of the NFA. In the same way, in the function T , a nonterminal is handled as an initial function of the BFA.
Finally, we replace temporary variables with the initial functions of the nonterminals. We show an example of conversion from an LPEG to a BFA. Second,y we modify the LPEG G as follows.
Thirdly, we convert the LPEG G to a BFA B with temporary boolean variables. As a result of the conversion, we get the BFA B = ({q 0 , ..., q 13 }, {a, b}, δ, q 0 ∨ ((q 11 ∨ q 12 ) ∧ q 2 ), {q 13 }, {q 10 }), where δ is shown in Table . For simplicity, we consider transitions that are not in Table return f alse.
Finally, we replace temporary boolean variables with the initial functions. In this BFA, there are two temporary boolean variables, f tmp A and f tmp A . f tmp A is replaced by q 0 ∨ ((q 11 ∨ q 12 ) ∧ q 2 ). f tmp A is replaced by q 4 ∨ ((q 8 ∨ q 9 ) ∧ q 6 ). The transition function δ is shown in Table . The BFA B accepts an input string b.
In the same way, we can check that the BFA B rejects an input string a. 
Theorem . Let G = (N, Σ, R, e S ) be an LPEG modified in Definition . Let B = T (e S .*) and B has already replaced the temporary variables with initial functions. Then, L(G) = L(B).
Proof. We show that an LPEG G is equivalent to the BFA B by induction on the structure of an linear parsing expression e. We assume that T (e) is a BFA such that consume(T (e), w) = consume(e, w), where w ∈ Σ * . The basis is as follows:
BASIS:
. Case e = The expression does not fail to match any string. Thus, we only need to consider the case consume( , w) = . consume(T ( ), w) = since T ( ) = ({s}, Σ, {}, s, {s}, {}) and
The induction is as follows:
. Case e = !e By induction hypothesis, consume(e, w) = consume(T (e), w). When consume(e, w) = f ail, consume(!e, w) = . consume(T (!e), w)
Hence consume(!e, w) = consume(T (!e), w) .
We can divide the case into three cases: consume(e 1 , w) = x and consume(e 2 , yz) = y, consume(e 1 , w) = f ail, and consume(e 1 , w) = x and consume(e 2 , yz) = f ail. We show the first case. When consume(e 1 , w) = x and consume(e 2 , yz) = y, consume(e 1 e 2 , w) = xy. consume(T (e 1 e 2 ), w) = xy since eval
Note that we do not need to consider about predicates because consume(e 1 , w) = x and consume(e 2 , yz) = y, that is, predicates in e 1 and e 2 succeeds on w and yz, respectively. In the same way, we can confirm that consume(e 1 e 2 , w) = consume(T (e 1 e 2 ), w).
We can divide the case into three cases: consume(e 1 , w) = x, consume(e 1 , w) = f ail and consume(e 2 , w) = x, and consume(e 1 , w) = f ail and consume(e 2 , w) = f ail. Note that there is no case such as consume(e 1 , w) = x and consume(e 2 , w) = y since e 2 does not match the input string w if e 1 matches w. We show the first case. When consume(e 1 , w) = x, consume(e 1 | !e 1 e 2 , w) = x. Let T (e 1 ) = (Q 1 , Σ, δ 1 , f 0 1 , F 1 , P 1 ) and T (e 2 ) = (Q 2 , Σ, δ 2 , f 0 2 , F 2 , P 2 ). In this case, consume(T (e 1 ), w) = x and eval P (δ(eval F (δ(f 0 1 , x), F 1 ), y), P 1 ) = true. In addition, consume(T (e 2 ), w) = x and eval P (δ(eval
In the same way, we can confirm that consume(e 1 | !e 1 e 2 , w) = consume(T (e 1 | !e 1 e 2 ), w). . Case e = A At the first application, consume(T (R(A)), w) = consume(A, w) for any string w ∈ Σ * by the assumption. Otherwise, consume(T (R(A)), w) = consume(A, w) since the boolean function f tmpA is the initial function of the BFA T (R(A)) and there already exist other elements of the BFA.
Hence, the LPEG G is equivalent to the BFA B. Thus, by Theorem ,
Theorem . For any LPEG G there exists a DFA D such that L(G) = L(D).
Proof. By Theorem , LPEGs can be converted into BFAs. BFAs can be converted into DFAs. 
Definition . ( in [ ])
where
and
Theorem . Let r be a regular expression and Π(r, G
Proof. We assume that if G is an LPEG, then Π(r, G) is also an LPEG. For any regular expression r, we check whether the assumption is correct. If so, Π(r, G 0 ) is an LPEG since G 0 is obviously an LPEG.
. Case r = By induction hypothesis, G is an LPEG. . Case r = a By induction hypothesis, e s is a linear parsing expression. Since ae s = pe, 
Conclusion
In this study, we formalized a subclass of PEGs that is equivalent to DFAs. In the process of proving the equivalence of the class and DFAs, we showed the conversion from LPEGs into BFAs. Since BFAs can be converted into DFAs, we can convert these LPEGs into DFAs.
One of our motivations is to achieve speed up of runtime by processing a part of a PEG such that the the part is regular by using DFAs. To achieve this, we have to check whether the part of a PEG is regular. However, this is undecidable. On the other hand, it is decidable whether a PEG is an LPEG. Thus, we can check whether the part of a PEG is an LPEG and convert the part into DFAs. Since DFAs eliminate backtracking, it would lead to further optimizations of the parser generator.
As a future study, we aim to propose an algorithm for detecting a part of a PEG such that backtracking becomes necessary. 
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