Abstract-Optical spectrometry in the visible and near-infrared range has a wide range of applications in healthcare, sensing, imaging, and diagnostics. This paper presents the first fully integrated optical spectrometer in standard bulk CMOS process without custom fabrication, postprocessing, or any external optical passive structure such as lenses, gratings, collimators, or mirrors. The architecture exploits metal interconnect layers available in CMOS processes with subwavelength feature sizes to guide, manipulate, control, diffract light, integrated photodetector, and read-out circuitry to detect dispersed light, and then back-end signal processing for robust spectral estimation. The chip, realized in bulk 65-nm low power-CMOS process, measures 0.64 mm × 0.56 mm in active area, and achieves 1.4 nm in peak detection accuracy for continuous wave excitations between 500 and 830 nm. This paper demonstrates the ability to use these metal-optic nanostructures to miniaturize complex optical instrumentation into a new class of optics-free CMOS-based systems-on-chip in the visible and near-IR for various sensing and imaging applications.
I. INTRODUCTION
T HE next generation of integrated, low-cost, low-power, miniaturized sensing modalities have the potential to bring transformative changes for a wide range of Internet-of-Things (IoT) applications, which is enabled by the ability to capture a wealth of crucial information and data, and process them over the cloud. Among these sensing modalities, optical spectrometry is one of the rapidly growing areas due to its well-known capability to resolve the optical absorption, reflection, and emission (fluorescence) spectra of a variety of materials that carry their chemical information. The ability to monitor chemical composition of materials has significant impact for a range of applications such as in environmental monitoring [1] , [2] , biomedical sensing [3] , healthcare and fitness [4] , [5] , drug and medicine [6] and food and water quality monitoring. As an example shown in Fig. 1(a) , spectrometers have been shown to be able to monitor chlorophyll levels in water which is an indication of the The authors are with the Department of Electrical Engineering, Princeton University, Princeton, NJ 08544 USA (e-mail: lingyu@princeton.edu; kaushiks@princeton.edu).
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Digital Object Identifier 10.1109/TBCAS.2017.2774603 Application of optical spectrometry in food and water quality testing [7] , [8] . (b) Spectrum sensing with spatially varying wavelength-dependent Fabry-Perot resonators grown precisely on an imager chip [14] . (c) Infrared spectrum sensing with silicon diffraction structures and external detector arrays [15] . (d) Single chip CMOS spectrometer between 500-830 nm and an optical fiber interface (this work).
concentrations of nutrients arising from man-made sources like septic system leakage, poorly functioning wastewater treatment plants, or fertilizer runoff [7] . Other examples include detecting toxic Melamine by measuring the Raman spectra. Melamine is an addition in infant milk products [8] , which is a flame-retardant plastic misused to boost the nitrogen content ( Fig. 1(a) ). In addition, many hydrocarbons of critical importance such as ethanol, benzene, aromatic, Toulene, ETBE and MTBE have spectroscopic signatures in the 750-900 nm range. Beyond sensing, hyperspatial imaging in the near-IR and visible range also has wide ranging applications in remote sensing, machine vision for autonomous UAVs, medical imaging, and security and surveillance. However, the classical configuration of optical spectroscopy in the visible and near infrared (NIR) range involves a collection of discrete optical and electronic components assembled together, including gratings for light dispersion, concave mirrors for focusing and collimation, lenses and other passive optics, and linear image sensors for light detection ( Fig. 1(a) ). This results in a typically non-integrated and expensive system. While there have been prior works on miniaturizing each of these individual components, fundamentally they rely on the same set of components in very similar arrangements. For example, there are efforts to miniaturize the bench-top instrument into a minispectrometer by combining the dispersion and imaging component into one single discrete element, a concave grating [9] . While the cost and size of these miniatures have indeed been reduced at the expense of performance such as lower spectral resolution, the cost and size can still be prohibitive for future IoT and sensing applications that require full integration, low power, compactness and low-cost. In recent years, there have been efforts to integrate the optical spectroscopy system into a chip-scale form in the visible and IR range. In the visible range, optical filter arrays have been fabricated on top of image sensors to resolve the spectrum. The filter arrays can be realized either by patterning multiple dielectric layers [10] or by depositing precisely grown Fabry-Perot resonant cavities of variable thickness resulting in different optical transmission bands spatially distributed across the different pixels [11] - [14] . Evidently, these design methodologies require multi-step post fabrication processes and precise alignment which can add considerable cost. On the other hand, in the infrared region, particularly in the telecommunication band around 1.5 μm, narrow-band chipscale spectrometers based on multiple optical scattering inside a silicon waveguide have been demonstrated [15] . However, its implementation requires off-chip detector arrays and evidently, the silicon-waveguide-based design cannot be employed in the visible range as silicon is highly absorptive.
In this paper, we discuss the co-integration and co-design of the optical nano-structures along with detection and read-out electronics in a single chip to enable realization of a complete spectrometer on-chip in a standard bulk CMOS process in the visible and NIR range. This requires no post-processing, custom fabrication or any other external optical elements enabling a truly low-cost, low-power, and extremely compact (mm-sized) spectrometer for the next-generation sensing and imaging applications, as shown in Fig. 1 . The paper presents the end-to-end design aspect that covers the entire stack from interfacing with an external optical fiber to guiding of light inside the chip, controlled dispersion with on-chip scattering nanostructures and finally, detection and processing on-chip. The method to manipulate and guide optical fields inside CMOS in the visible range is achieved by exploiting sub-wavelength lithographic features in the interconnect layers to realize complex metal-optic structures. This allows us to eliminate all external optical elements and miniaturizes the spectrometer in a single CMOS chip operating across 500-830 nm. Integration of such nano-optical systems in CMOS can open the door to a wide range of new applications ranging from compact sensing interfaces to spectroscopy, imaging and health diagnostics [17] - [27] . The preliminary result of this work was presented in [28] . This paper expands on the theory, the co-design methodology of electronics and nano-optics, design details, analysis trade-offs, and measurements.
The paper is organized as follows. Section II presents the overview of the CMOS spectrometer architecture focusing on the co-design of both optics and electronics in CMOS. Section III discusses in details the optical design on-chip including quasi-single-mode wave guiding, controlling the flow of light and design of the integrated dispersion structures . Section IV discusses the detection and read-out circuitry, noise analysis and measurement and electrical characterization of the system. Section V presents optical characterization, spectroscopy measurement results and the fundamental limits on achievable resolution, limit of detection and efficiency.
II. CMOS OPTICAL SPECTROMETER: SYSTEM OVERVIEW
The ability to manipulate optical fields in the visible range in CMOS have been demonstrated in prior works in creating diffraction structures with angle-sensitive imagers [29] . In this work, the lowest metal layers were used to create diffractive structures that allow incident light to be split and create angle-dependent light-field imaging. The dimensions of these metal-optic structures are comparable to the wavelength of light. However, when these metallic structures reach sub-wavelength feature sizes, their interaction with optical fields enters a different regime with remarkable ability to confine, concentrate, guide and filter light with nanoscale noble metals, opening up many exciting applications including deep sub-diffraction imaging, extraordinary optical transmission through sub-wavelength hole arrays and perfect lensing [30] , [31] . In [32] , [33] , vertically coupled surface-plasmon waveguides were demonstrated to enable angle and scattering insensitive filtering to enable a fully integrated fluorescence biosensor on chip with integrated nano-filter arrays. The system presented here also exploits the copper interconnect layers in modern day CMOS processes to guide and diffract light in a controlled fashion to be detected and processed for spectrum information.
The overall system architecture including the light guiding path with an optical fiber interface is shown in Fig. 2 . The perspective and top view of the CMOS chip and coupling of light into the chip, light scattering, detection, and processing therein are shown in Fig. 2 (a) and (b) respectively. Firstly, the incident light is coupled through an optical fiber into a small aperture on top of the chip, which is realized on the 7th metal layer (M 7 ) of the 65 nm CMOS process. Through the aperture, the light is coupled into a horizontal waveguide realized between the 4th (M 4 ) and M 7 layer. These together form a metal-insulator-metal (MIM) waveguide inside the chip supporting a low-loss mode that propagates horizontally. The waveguide mode is then scattered by the carefully designed metallic dispersive structures, realized also between M 4 and M 7 with metal as well as via layers. The structures are designed to resolve the incident light into different wavelengths and focus them to different horizontal positions at the other (right) end of the chip. As can be seen in Fig. 2 , an optical shield is employed between M 4 and M 7 to prevent light from propagating inside the waveguide without being scattered by the dispersion elements. The light is then reflected from an optical wall at the right end of the waveguide into an array of photo-detectors underneath. The signal at the photodetectors is then processed on-chip and finally digitized off-chip for further analysis. The optical spectrum is estimated from the measured signal of the detector array through back-end signal processing as will be discussed in detail in the following sections. Fig. 3 shows the layout of the chip, including the optical dispersive elements, MIM waveguide, photodetector arrays, circuits and bond pads which are co-designed together for optimal performance. Fig. 1(d) shows the entire chip micrograph with the top aperture and the active region of the chip measures 0.65 mm × 0.54 mm in size.
III. INTEGRATED NANO-OPTICAL STRUCTURES

A. Light to Waveguide Mode Conversion
As illustrated in Fig. 2 , the free space light at the output of the optical fiber is firstly coupled into the MIM waveguide modes propagating inside the chip. The coupling from the fiber into the propagating mode can be enhanced by employing a grating structure designed on the metal layers. Fig. 4 (a) and (b) show respectively the structure and the electric field profile of freespace-light to waveguide-mode conversion simulated in a Finite Difference Time Domain (FDTD) simulator, the main simulation tool for Section III. Note that in this work, all simulations as well as experiments are performed under the unpolarized light condition, which is a realistic condition for the majority of applications of a chip-scale spectrometer.
As can be seen in the figure, when the light from the fiber is incident onto the aperture, a horizontally propagating mode is coupled in the waveguide. Expectedly, direct impinging of light onto the aperture can result in poor coupling efficiency (Fig. 4(c) ) which can be significantly enhanced with a grating structure on the bottom metal plane of the waveguide (M 4 ) with alternative metal and dielectric structure (Fig. 4(d) and (e)). The efficiency is calculated for unpolarized light with black line showing the total coupling efficiency to all modes and red line showing the coupling efficiency to 0th order TE mode, which is the dominant mode in the waveguide, as discussed in the following section. Additionally, as shown in the figure, the conversion efficiency against wavelengths can be tuned and optimized by the grating pitch, which can be employed for spectrometer chips operating at different bands [34] . It can be noted that 0th order mode has an effective index of mode propagation that is very close to the index of refraction of the dielectric material (silicon oxide) as a result of the large waveguide thickness (1 μm) . This results in a simple approximate relation between the grating pitch and the wavelength of maximum conversion efficiency which can be used as a first-pass design guideline:
where Λ is the grating pitch, n ef f is the effective index of the 0th order mode, and λ M is the wavelength for peak conversion efficiency. The implemented chip does not carry the grating structure, which affects the overall efficiency, but can still achieve spectral resolution with tens of nWatt level of incident power. Of course, this can be significantly enhanced with the grating structure at the interface.
B. CMOS Integrated Copper-Based MIM Waveguide
Once the light is coupled in the waveguide, it is important to make sure that the waveguide maintains a low-loss single mode propagation, as shown in Fig. 5 . Conversion to higher-order modes causes unpredictability in scattering behavior, which reduces robustness and makes the accuracy in spectral estimation sensitive to process variations and external factors. If multiple modes exist with vastly different propagation properties and different effective indices that affect their scattering angles from the dispersion elements, slight variations in the fiber-to-chip coupling can result in drastically different outputs of the detectors, making the system sensitive to the coupling condition.
In this design, the choice of the metal layers for the waveguide was decided to ensure a dominant single mode propagation. The 1 μm spacing between the metal waveguide plates can theoretically result in a multi-mode propagation between M 4 and M 7 . However, the loss characteristics of copper at optical frequencies result in vastly different propagation losses for different modes. Propagation loss through modal analysis of the MIM copper waveguides with sandwiched silicon dioxide dielectric layer shows that the first-order TE mode (where the electric field vector is perpendicular to the propagation direction and parallel to the metal slab) is suppressed drastically compared to the 0th order TE mode, as the wave reaches the end of the 500 μm long waveguide towards the photo-detection array. The electric field profiles of the propagating wave of the dominant (0th) and the first-order TE modes are shown in Fig. 5 (b) and (c) respectively. The variation of the propagation losses with the thickness of the MIM-waveguide in Fig. 5(d) and (e) show that the losses of both the 0th and 1st order modes decrease with thickness and at the same time, the loss difference of the two modes decreases. This is the design trade-off between modal purity and loss. For the reported on-chip implementation of the MIM waveguide, M 4 and M 7 are chosen as the metal layers for a dielectric thickness of 1 μm. This results in at least 28 dB loss difference for the dominant and higher order modes, making it a predominantly single-mode waveguide across the wavelengths. This ensures that the interaction of the wave front against the scattering elements is robust. Higher order TE modes as well as TM modes have much higher losses and therefore, suppressed. The loss for the dominant waveguide mode remains around 7 dB for wavelength above 640 nm and increases towards lower wavelengths. The higher losses with the metallic waveguides are expected at optical frequencies, but does not preclude spectral decomposition of the incident light with power as low as 40 nW entering the chip.
C. The Spectral Dispersion Element
As shown in Fig. 2 , the wave coupled inside the chip travels horizontally and impinges on the specially designed dispersive elements inside the chip that provide the wavelength-dependent scattering which is the working principle of a spectrometer. In a classical spectrometer, this can be achieved with a concave grating structure that allows free-space light of different wavelengths to focus into different spots in space, and then imaged by a linear detector array. In this work, the dispersion elements are designed to disperse waveguide modes rather than free-space light, serving as both dispersion and focusing functionality with minimal spectral aberration.
The dispersion element is designed according to the classical Rowland configuration of concave grating [35] , as shown in Fig. 6 (a). The light wave propagating through the MIM waveguide impinges on the dispersion element and is spectrally separated into different wavelengths which focus spatially at different spots lying on a circle of radius R. This circle is known as the Rowland circle, where the source and image points lie. On the other hand, the grating structure is designed along a small arc of the larger circle with radius 2R, as shown in Fig. 6 . Suppose that the grating pitch is d 1 and d 2 at point A and point B, respectively. In order for both points to image the source P to image point Q constructively at wavelength λ i , d 1 and d 2 need to satisfy:
Since points P and Q are on the Rowland circle, and in the case of small grating size, points A and B are also approximately on the Rowland circle, we have α 1 ≈ α 2 , and β 1 ≈ β 2 . Therefore, from (3), d 1 and d 2 are almost identical, which implies that the grating has a constant pitch, unlike a Fresnel lens. As different wavelengths are focused at different positions with different angle (β) on the Rowland circle, the constant pitch d ensures minimum aberration for different wavelengths. This allows the dispersion grating to resolve the optical spectrum over a wide range of incident wavelengths. Fig. 6 (a) shows the zoomed perspective and top view of a small portion of grating structure at the center of grating. As can been seen, the grating is designed using interconnect layers between M 4 and M 7 including both metal layers and via layers. The grating structure is designed to minimize aberration in compliance with the 65 nm CMOS Design Rule Checks (DRC) ensuring high yield. As shown in Fig. 6 (a), a single unit cell of the grating comprises of metal strips of 100 nm width (M 5 and M 6 ) and via layers with 100 nm × 100 nm dimensions realized with V 4 , V 5 , and V 6 . While the vertical spacings between unit cells is constant at the minimum allowable distance of 130 nm, the other (horizontal) position of the unit cells are chosen to minimize aberration over the wavelengths between 500-900 nm. The details of this design procedure are presented in Appendix, but overall, the radius R is chosen to be 200 μm and the grating dimension is chosen to be around 400 m (vertical). As demonstrated in the simulation in Fig. 6(b) , light of various wavelengths are focused at different spots and the focusing points are not significantly broadened at the extreme end wavelengths near 500 nm and 800 nm, demonstrating the effectiveness of the aberration minimization methodology. Fig. 6(c) shows the simulated absolute grating efficiency considering both grating diffraction and reflection loss.
D. Detecting the Dispersed Light
The last piece of the optical path is the reflecting wall that allows the spectrally separated optical fields to be detected and processed by the on-chip photodetectors and low-noise electronic circuitry. As shown in Fig. 7 , as the waves of different wavelengths propagate and focus at different spots at the end of the waveguide, they are reflected by corrugated optical walls into the array of photodetectors underneath the waveguide. The optical walls are implemented by metal and via layers between M 1 to M 7 , as shown in Fig. 7(a) , and are naturally corrugated to increase the conversion efficiency. This reduces the number of reflections between the two walls by increasing the scattering into the photodetectors. Fig. 7(b) shows the simulated electric field profile of the propagating-wave to free space light conversion for detection. The efficiency is close to 80% for longer wavelengths and decreases slightly for shorter wavelengths as the loss of copper increases at these frequencies approaching the bulk plasmonic resonance frequency.
IV. SENSOR CIRCUITRY, ARCHITECTURE AND ELECTRICAL CHARACTERIZATION
A. Detection and Read-Out Circuits
Fig . 8 shows the array circuit architecture where 60 differential photo-diode arrays are laid out following the optical focusing curvature. The array of 60 detectors is realized with n-well/ psub junctions that has been found to have the largest responsivity in the implemented CMOS process [33] . The signal is integrated by a capacitive transimpedence amplifier (CTIA). Realized in a digital 65-nm bulk CMOS (non-custom imager process), this allows us to eliminate the dependence of the diode capacitance on the integration period. The photo current is integrated in a CTIA,
dt where C f b = 3.98 fF is the feedback capacitance, A is the OTA gain (≈ 35 dB) and C d is the diode capacitance whose effect is significantly reduced. It is to be noted that the grating structure, the array and the diode layouts need to be co-designed for optimal performance and resolution. As an example, the dimension of the photodetectors are kept at 4 μm, which corresponds to the size of the optical focusing spot. As shown in the figure, each signal is sensed and processed differentially with a reference diode and differential CTIA to minimize common-mode perturbations. A 6-bit decoder is employed to select each pixel and the signals are further processed by the differential correlated double sampling (CDS) circuits to suppress offset and 1/f noise. The signal is finally digitized off-chip. Fig. 9 shows the schematic of the implemented CTIA. The OTA is designed to have gain around 35 dB, bandwidth around 20 MHz, and pseudo-resistors are employed with transistors in cut-off to minimized layout overhead. Fig. 10 shows the detail of the CDS circuits and the timing diagram for its operation. The pixels can be selected and processed in sequence when the CDS function is turned on, as shown in the timing and simulation result in Fig. 10(b) . Alternatively, as shown in the timing diagram in Fig. 8 , a global switch can be used to reset and integrate all pixels simultaneously, followed by the pixel read-out in sequence. In order to reduce the total amount of time for acquisition and to reduce the noise via post-processing, the pixel 1 to pixel 60 are selected in sequence twice during the common integration period, and the entire analog waveform of the CTIA is directly readout, digitized and analyzed in the time domain. Fig. 10 (c) also shows the measured analog CTIA output for all pixels within one data acquisition period lasting around 10 ms. Once the analog waveforms are acquired, regression analysis can be applied to reduce uncorrelated noise as illustrated more in the following section. The chip is operating at 3.3 V supply voltage, each pixel including its individual CTIA consumes around 8.9 μA current and the CDS block consumes around 0.77 mA current. Fig. 11(a) shows the details of the circuit schematic for the differential diode and CTIA and Fig. 11(b) shows the contributing noise sources. Such stochastic processes in the system contributed by circuit noise, photon shot noise, and external readout noise can limit achievable light-detection sensitivity and spectral resolution. The total circuit noise primarily consists of the thermal noise and shot noise of the related circuit components and 1/f noise which can be largely suppressed through the CDS processing. Photon Shot Noise: Photon shot noise is typically the dominant shot noise for an imager. However, in this case, since the incident optical signal is spatially distributed across an array of photodetctors in a non-uniform fashion, the photon shot noise is also non-uniform. If P in,λ represents the incident power on the dominant photodiode, then the output noise due to the photon shot noise can be represented as
B. Noise Analysis
where R f , T an q are the responsivity (A/W), integration time and electron charge respectively. If the detector is integrated for the maximum integration time allowable by the voltage swing V sw for the CTIA output, then
. This makes the maximum photon shot noise for the dominant detector to be constant of the form
The resulting photon shot noise can be calculated to be V 2 n,ph,op (max) = 6.3 mV for V sw = 1 V. While the shot noise power increases linearly with integration time T and V sw , the signal power increases quadratically with these parameters, showing the trade-off between power dissipation and SNR.
Reset Switch Noise: During the reset period, the effective noise current for the switch transistor is i 2 n,sw (res) = 4kT /R sw , where R sw is the on-resistance of the reset switch operating in the linear region in the reset mode. This interfaces with the input reflected capacitance contributed dominantly by the feedback capacitance C in = C d + (1 + A(jω))C f b . Since the time-constant contributed by R sw and C in is comparable to that of the dominant time-constant of the OTA (A(jω)), we need to consider the frequency response of the OTA which is given by
where g m n is the transconductance of the NMOS transistors of the OTA and R ef f is the effective resistance of the pseduoresistors, as shown in Fig. 11(b) . Therefore, the differential output noise voltage of the CTIA during the reset period due to the reset transistor noise is:
where the factor 2 represents the differential noise power. The above integral is evaluated to be V 2 n,sw ,op (res) = 7.2 mV . During the integration period when the reset transistors are switched off, their leakage currents and the diode dark currents are the main noise contributors. Since the voltage noise signal is sampled at intervals of the integration time (T) after resetting every time, the effective noise power at the output of the CTIA is then the mean-square of the time series V n,sw ,op (t)(int) = V n,C T I A (t) − V n,C T I A (t − T ). This results in the noise power spectral density of the reset transistors during the integration period to be a function on the integration time (T ) as
where the I sw and I dark are the average switch leakage current and dark current. This gives the total noise voltage as:
This shot noise is often negligible. However, due to the small value of C f b used in this design, it is non-negligible and contributes to the total noise. For our estimated leakage and dark current value (∼10 fA) and integration time of 10 ms, the switch noise during the integration stage is evaluated to be V 2 n,sw ,op (int) = 1.4 mV. CTIA noise: The thermal noise of the CTIA can be derived and analyzed as follows: Fig. 11 (b) and
where r on and r op are the output resistance of the NMOS and PMOS of the OTA, respectively. Therefore, the total noise voltage at the output can be evaluated as follows:
The expressions in (9)-(11) hold true for both reset and integration periods except that the value of the reset switch resistance R sw for the two periods are different. During the reset period, R sw represents the on-resistance in the linear region, while during the integration period the reset transistor is off and R sw is much larger than the other contributing resistances. Therefore, the noise contribution by the CTIA can be evaluated as V 2 n,C T I A,op (res) = 7.4 mV and V 2 n,C T I A,op (int) = 2.6 mV for the reset and integration periods, respectively.
Total noise (dark): Therefore, in dark operation, the total white combining the noise of the photodiode dark current, switch transistor and the CTIA in both reset and integration stage, can be evaluated to be V 2 n,op = 10.7 mV where V 2 n,op (res) = 10.3 mV and V 2 n,op (int) = 2.9 mV. In summary, the noise during the reset period (contributed by both the reset switch as well as the CTIA circuits) is dominant and the analytically derived calculations are summarized in Table I . 
C. Noise Measurement and Suppression Through Regression
Noise of the constituent circuits are measured under both light and dark conditions. This is measured in time-domain by digitizing the signal with a 16-bit off-chip ADC and analyzing the variance of the measured signal. As shown in Fig. 12(a) , the reset noise is measured to be V 2 n,op,m eas (res) = 9.36 mV which is close to the theoretically predicted value of V 2 n,op (res) = 10.3 mV. The slightly higher value of the predicted noise is likely due to the over-estimation of the intrinsic gains and output resistances of the stages which increases the noise proportionately as expressed in (11) . The noise during the integration period is measured to be V 2 n,op,m eas (int) = 3.21 mV, as shown in Fig. 12(b) which is slightly higher than the analytically derived value of V 2 n,op (int) = 2.9 mV. In both analytical and measured results, we see that the reset noise dominates over the noise during the integration period (Table I ). The total measured noise is, therefore, V 2 n,op,m eas (dark) = 9.89 mV. In order to reduce the noise levels to increase spectral resolution, regression analysis is performed on the digitized outputs of the CTIA during the integration period. This is achieved by modeling the output of the CTIA as V i = α + βt i + i , where t i are the sampling times and i is the sampled white noise process of variance σ 2 . When N is the total number of points used for regression, the standard deviation of the regression coefficient β reg can be expressed as σ β ∝ σ /N 3/2 . Therefore, the output noise voltage can be suppressed by regressing over large N as
. By this method, not only the entire array can be read out in around 10 ms of total integration time, the total noise for each pixel under dark can be also reduced from V 2 n,op,m eas (dark) = 9.89 mV to V 2 n,op,m eas (reg, dark) = 1.2 mV, as indicated in the variance reduction in Fig. 12(c) . This method can also be applied during normal spectroscopy operation under light when the photon shot noise contributes significantly to the total noise in the system. As shown in Fig. 12(d) , the total noise measured under operation with applied regression is given by V 2 n,op,m eas (reg, light) = 2.1 mV. The measured noise spectrum is shown in Fig. 12(e) . Fig. 12(f) shows the measured reduction of noise with the number of samples acquired for regression (N ). While it initially reduces with increasing number of samples over a period of time, ultimately the measured reduction is limited by the correlated processes in the output noise.
D. Spectral Reconstruction, Robustness and Signal Processing
Mathematically, optical spectroscopy converts an incident optical spectrum vector into a sensor response vector through a responsivity matrix. Consider an incident spectrum discretized into a M dimensional vector S inc ∈ R M ×1 be incident on the spectrometer with N sensors with outputs V op ∈ R N ×1 . Then the sensor response can be characterized as a linear transformation as ⎡
. . .
where R opt ∈ R N ×M represents the responsivity matrix which captures the dispersion properties of the grating and V n ∈ R N ×1 is the output sensor noise. To solve uniquely for the spectrum, we need N ≥ M . In classical spectrometer, for example, the responsivity matrix is diagonal, which allows different wavelengths to be focused to different locations. However, since this is a linear transfer function, any responsivity matrix which is full rank and well-conditioned can be employed for optical spectroscopy. This is critical since for an on-chip implementation, both stray and scattered light can contribute to the responsivity matrix. In that case, the responsivity matrix needs to be characterized once. Therefore, when an incidence spectrum S inc creates a sensor response V op = R opt S inc + V n , the unknown spectrum can be estimated from the measured response V op and known R opt through minimum least-square estimation as S inc = (R T opt R opt ) −1 R T opt V op . However, this may not be robust enough in presence of noise [36] , [37] . Particularly, the estimated spectrum can be composed of large positive and negative spikes which can still mathematically lead to a finite sensor response.
Robust estimation of signals in a linear system in presence of noise is a classical signal processing problem and there are many algorithms that can be applied. In this case, we focus on two. Firstly, we know that all elements in S inc are positive since this represents the magnitude of the spectrum. This reduces the solution space and eliminates negative spectral estimates in the non-negative least-square estimation as shown below Secondly, we also investigate the classical LASSO technique with ridge regression and Tikhonov regularization which also simultaneously minimizes the energy of the spectrum, again eliminating the possibility of large positive and negative predictions. 
where λ is regularization parameter that can be optimized for minimum variance depending on the spectrum to be measured [36] . This is a classical technique in regression and machine learning which trades-off variance with bias. The detailed discussions of each in the context of trade-offs is beyond the scope of the paper. However, we will try to highlight these two methods intuitively with the spectroscopic problem a hand. In absence of scattering, R opt is close to a diagonal matrix as seen from the focusing simulation in Fig. 6(b) . This is represented in Fig. 13(a) which represents the sensor response when the chip is excited at each of the characterization wavelengths. Spectral estimation with this matrix is simulated for varying incident spectra in presence of measured sensor noise voltage of σ(V n ) = 2.1 mV. The spectral estimation results obtained by employing the two methods i.e. the non-negative least-square estimation (13) and ridge regression (14) are shown in Fig. 13(b) and (c) respectively. Here, EstQ which represents the quality of the estimation is defined as
Firstly, the 'triangular' areas in the top left and top right of both Fig. 13(b) and (c) represent areas of non-estimability since for these bandwidths, the spectrum spills beyond the characterization wavelengths between 500-900 nm. In the central triangular region (estimable spectral area), it can be seen that the estimation quality (EstQ) increases with wavelength up to around 700 nm (where the focusing spot is minimum), and then slowly decreases with wavelength as the focusing spot spreads out. Ridge regression is shown to perform better than the non-negative least square method for this responsivity matrix. The average EstQ for all wavelengths and bandwidths represented in the two figures is plotted against incident light power in Fig. 13(d) . The minimum detection level achieved by ridge regression can theoretically reach down to 0.13 nW for the measured noise voltages for a desired EstQ = 10.
However, in practice, as the fiber launches light into the tiny slit of the chip without elaborate optical shielding and packaging, multiple scattering channels exist and the responsivity matrix is expected to be non-diagonal. We modeled the scattering component by random variables across different detectors having wavelength dependency ∝ λ −4 . An example of one such new responsivity matrix is shown in Fig. 14(a) . In addition to noise, we also consider the case where the responsivity matrix itself can be perturbed which represents the variation between the calibrated matrix and the one during measurement. In this case, we consider σ(R opti,j )/μ(R opti,j ) = 0.1% (12) for all i, j. Different from the previous diagonal-like responsivity matrix, the non-negative least square method (Fig. 14(b) ) performs better than the ridge regression (Fig. 14(c) ) when scattering is included. Fig. 14(d) shows the average EstQ against incident power for all wavelengths and bandwidths represented in Fig. 14(b) and (c) . As can be seen, non-negative least square The measured spectral responsivity shown here by the pixel outputs against wavelength by removing the average response demonstrates the wavelengthdependent variation of the spatial distribution. The scattering is evident in absence of perfect focusing, but the dispersive grating is robust for spectral estimation from C.W. to wide-band excitations. method performs better than ridge regression and minimum detection level is 0.24 nW for a desired EstQ = 10.
V. OPTICAL MEASUREMENTS
A. Responsivity Matrix Characterization
The chip is fabricated in 65 nm bulk CMOS process and is interfaced with an optical fiber set up as shown in Fig. 1 . Firstly, the optical responsivity matrix R opt is characterized by exciting the chip with various wavelengths and measuring the sensor response. Fig. 15(a) shows the optical measurement setup for this characterization. Tunable CW excitations are generated from a wide-band source with multiple tunable narrow-band filters with full-width-half-maximum F W HM ≈ 10 nm. These are realized with a linear variable filter that can be translated across the source input on a motorized translational stage to create very narrowband excitations approximating C.W. sources (Fig. 15) . The responsivity matrix is a one-time characterization, and the spectral dependence of the spatial distribution of intensity is shown in Fig. 15(b) . In the presence of stray and scattered light, the responsivity matrix is non-diagonal as expected. However, as shown in the analysis before, it is full rank and well-conditioned to allow for spectral reconstruction over the visible and NIR range for varying optical spectra.
B. Narrow-Band and Wide-Band Spectra Measurement
Once the responsivity matrix is captured, the chip is tested for both narrow-band and wide-band excitations. Multiple narrow-band spectral measurements are performed by moving the linear variable filter to various positions corresponding to and between the characterization wavelengths. Wide-band spectral measurements are performed by replacing the linear variable filter by other broadband filter sets in the optical path. The spectral estimation method is shown in Fig. 16(a) . The estimated spectrum is represented by a vector and then converted into multiple Gaussian spectra to take into account the 10 nm linewidth of the light source for C.W. excitations. This results in spectral spreading in the final reconstructed spectrum as shown in Fig. 16(a) .
When the chip is excited with the same wavelengths of characterization, a near perfect prediction of the incident narrowband spectra between 500-830 nm is evident from Fig. 16(b) . This shows that the implemented nano-optical structures and the single mode waveguides within the chip create a robust and repeatable dispersive profile which can enable accurate spectral estimations in presence of noise. Now, when the chip is excited with light between the characterization wavelengths, the prediction is also very accurate as shown in Fig. 16(b) . It can be noted that Fig. 16(b) and Fig. 16(c) are obtained using a responsivity matrix with a step of around 5 nm. The peak prediction accuracy can be improved down to 1.4 nm by averaging over five responsivity matrices shifted by 1 nm, as shown in Fig. 16(d) and (e). It should be noted that the peak prediction error is separate from resolution of a spectrometer which is discussed in details in Section V-D.
The chip is tested with various broadband excitations by employing multiple bandpass filters at the source. This includes a bandpass filter around 600 nm with FWHM of around 40 nm (Fig. 17(a) ), bandpass around 800 nm with FWHM of around 40 nm (Fig. 17(b) ), and high-pass at around 750 nm. In all cases, the estimation results were fairly accurate with normalized estimation error (Err) defined in (15) kept below 20%. The difference in the incident and estimation is attributed to the effect of external scattering which can be minimized with better optical shielding and packaging. It is known that variable stray light scattering can cause unintended errors in spectral estimation, which are typically eliminated by elaborate optical shielding in classical spectrometers. For a chip-scale spectrometer, such external effects can be minimized externally by black epoxy packaging and internally with on-chip optical walls that prevent propagation of light in undesired directions (Fig. 2) . However, in spite of the die being completely unpackaged and unshielded from external variable scattering, the chip shows fairly robust estimation results for both C.W. and wideband optical signals in the visible range.
C. Fluorescence Emission Spectra Measurements
To show the application of the spectrometer in a biosensing set-up, we choose fluorescence spectrometry as an example. In particular, we choose quantum dots as the fluorescent tags which have distinct properties such as photo-stability, brightness, and large Stokes Shift that are superior to traditional organic fluorescent dyes [38] . Their sizes are also fairly small to cause any appreciable steric effects in assay experiments and therefore, they are starting to be widely accepted as biological labels for a variety of applications such as nucleic acid and protein detections.
Two types of quantum dots of different wavelengths (centered at around 705 nm and 800 nm, respectively [39] ) are measured by the reported CMOS spectrometer chip and compared with their reference spectra measured by bench-top spectrometers. Firstly, the Qdots are measured as fluorescence tags with sandwich immuno and DNA assays ( Fig. 18(a) ). In particular, DNA hybridization assay and a sandwich immunoassays with target DNAs (42 bases) and target IL-6 cytokines respectively are chosen. The latter plays a critical role in regulation of biological processes in various cell types and in auto-immune processes of many diseases. Biotinylated capture DNA and Human IL-6 antibody probes are used with Biotin-PEG linkers for nucleic acid assays and by employing silane chemistry for immunoassay respectively. As a proof-of-concept, both the assays are tested with target concentrations varying between 1-100 pM and 5-125 pM respectively using streptavidin-conjugated Qdot as the fluorescence label. In both cases, the intensity is shown to vary linearly with concentration which shows the effectiveness of the Qdot to be used as a tag for an affinity-based assay. An example of the captured fluorescence image for 10 pM target DNA concentration after incubation for 10 minutes and washing is shown in Fig. 18(a) .
In order to spectrally characterize the fluorescence emission from the two types of tags, a fiber fan-out cable is utilized to collect light from the quantum dots. As shown in the Fig. 18(b)-(c) , one branch of the fiber is placed vertically, and quantum dots can be dropped using a pipette on top of it with small volumes (0.2 μL for each drop). Both types of the quantum dots are excited by a diode laser operating at 405 nm wavelengths. The measured fluorescence spectra by the CMOS spectrometer chip for 705 nm and 800 nm quantum dost are compared against their reference spectra measured in a benchtop spectrometer. The results are shown in Fig. 18(d) , showing reasonably good agreement, including precisely predicating the shift in the fluorescence emission peak. This resolution can be considerably enhanced with improved optical shielding and packaging which can reduce external variable scattering. 
D. Resolution and Limit of Detection (LoD)
It can be noted that in a classical spectrometer, the focusing location of any given wavelength remains unchanged regardless of the input light power. In the presented chip-scale design, however, the noise contribution becomes key to the fidelity of the spectral reconstruction. This is because the estimation quality based on the methodology expressed in (13) and (14) is dependent on the noise processes. Low SNR can cause erroneous predicted peaks decreasing achievable spectral resolution. Therefore, collectively two main factors play a key role in determining the resolution of the presented work: 1) Pure optical resolution which is determined by the dimension of the system, the input slit width, the grating aperture, the pixel size and dispersion concave grating designed in compatibility with the CMOS process 2) Signal-to-noise ratio (SNR) which is determined by the input light intensity, loss of the system and the noise processes. Therefore, to account of both of these effects, the resolution of the spectrum is defined as summation of the FWHM of a C.W. excitation and the spectral prediction error of that given wavelength. This can be expressed as
where the wavelength prediction error ERR λ is defined as:
In the case where SNR is very high, the spectral resolution is purely dependent on the optical design, which can be expressed as:
where D(λ, L) (unit of nm/μm) represents the difference in wavelengths (Δλ) that creates a focal spatial separation of 1μm, and p and H are the pixel size (in μm) and the FWHM (in μm) of the image of the slit at the focal plane respectively. If H > 2p, then the spectral resolution is limited by the slit width. Otherwise, the spectral resolution is limited by the finite pixel size. D(λ, L) represents the dispersion capability of the system, and is simulated to be smaller than 1.7 nm/μm. Indeed, this number is inversely proportional to the size of the system. Therefore, scaling the dimension of the whole spectrometer system will proportionally improve the spectral resolution, but at the cost of increasing the loss of the optical modes traveling inside the chip. The value of H is simulated to be around 4 μm with the implemented 2-D concave grating structure and with a 3 μm uniform slit input (Fig. 19(a) ). In the case of non-ideal optical structure, we expect the H to be increased by around a factor of two, which corresponds to twice the pixel size. Therefore, in this design, the effect of finite slit width and pixel width have near equal effects on the spectral resolution. This results in a balanced design and the resolution is calculated to be smaller than 13.6 nm. It should be noted that the spectral resolution is almost inversely proportional to the dimension of the system. Therefore, the resolution can be improved by increasing the overall dimension of the waveguide and grating structure to achieve a sharper focus. The loss, in such a case, can be minimized by increasing the thickness of the waveguide as illustrated before. Using the measured responsivity matrix and r.m.s. noise voltage, Fig. 19(b) shows the Monte Carlo simulation of the resolution of the spectrometer as a function of the incident power. At large SNR with input power being greater than 10 nW, the resolution is limited by the optical design of the FWHM. The measured value of 13.4 nm matches well to that predicted in (18) . When the incident power is reduced, the spectral reconstruction therefore degrades the achievable resolution as shown in Fig. 19(b) .
Apart from the spectral resolution, the EstQ is also a metric to characterize the spectral reconstruction quality, as defined in prior section. Expectedly, the noise processes in the circuit limits the sensitivity of the system. Fig. 19(c) shows the Monte Carlo simulation for the average EstQ across the 500-830 nm wavelength range of the narrow-band reconstructed spectra with the measured circuits noise of 2.1 mV and the measured responsivity matrix. As shown in the figure, reducing the input power results in decreased EstQ. Input signals with as low as 7.5 nW entering the chip can be resolved maintaining EstQ > 10. Evidently, sensitivity can be increased by reducing the circuits noise. As a reference, when the noise sources are purely limited by the photon shot noise, the minimum power for EstQ = 10 reaches 0.5 nW.
Expectedly, the minimum detectable power for EstQ = 10 will depend on the wavelength as well as the bandwidth of the incident spectrum. This is illustrated in Fig. 19(d) which shows the minimum detectable power as a function of wavelength and bandwidth of the incident spectra for EstQ = 10. As the incident spectrum becomes more broadband, the power is less concentrated in the frequency domain, which results in degraded spectral reconstruction quality. Therefore, in order to maintain the same EstQ, more incident power is required in the presence of noise for wider band spectra. Table II shows the comparison of the chip specifications against commercially available instruments and prior works on chip-scale spectrometers with post-fabricated resonators. The spectral resolution of the chip compares well with the miniaturized spectrometers and chip-based works, but a fully integrated spectrometer in a standard CMOS process with no external optics, post-fabrication or custom options can enable new sensing applications where low power, integration, cost and compactness are key.
VI. CONCLUSION
In conclusion, this paper presents a CMOS and nano-optics co-design approach where copper-based nano-optical structures and complex electronics are realized in the same substrate leading to first fully-integrated optical spectrometer in CMOS without any post-processing or custom fabrication. The subwavelengths features in copper interconnects are utilized for optical dispersion, wave-guiding, stray-light blocking, as well for traditional circuits routing. Integrated with photodetection circuitry, CTIAs, and CDS, the chip encompasses the entire spectrometer. Extensive measurements with various incident spectra from narrow band, wide band to fluorescent quantum dots of different wavelengths are demonstrated. The CMOS spectrometer demonstrates spectral peak accuracy estimation of 1.4 nm, spectral resolution limit of around 13 nm and minimum resolvable optical power entering the chip of around 7.5 nW. Integration of complex optical systems on chip in the visible and near-IR in CMOS can enable a wide range of sensing applications in medicine, biomedical, environment, food quality monitoring and industrial applications.
APPENDIX
The appendix details the design of the grating structure. As shown in Fig. 6(a) , a single unit cell of the grating comprises of metal strips of 100 nm width (M 5 and M 6 ) and via layers with 100 nm × 100 nm dimensions realized with V 4 , V 5 and V 6 . The spacings between the metal stripes is constant at the minimum allowable distance of 130 nm as shown in Fig. 6(a) . Therefore, the y position of each unit cell is determined by
where Y i is the y position of each unit cell where the origin is set at the center of the Rowland circle, and the pitch p is 230 nm (100 nm metal width and 130 nm spacing). The x position of the unit cells is determined by the following equation
where X i is the x position of each unit cell, n i is integer, and λ 0 is the center value of the effective wavelength of the 0th order mode propagating inside the waveguide, and D is the optical distance from the source to the center of the grating then to the center of the image D = (2 + √ 2)R. This ensures that all unit cells interfere constructively. However, in order to have minimal spectral abbreviation, the value of n i should be calculated such that (X i , Y i ) follows the grating circle with radius of 2R as close as possible, which is determined below:
where x gi represents the grating's x position with reference to the center of the Rowland circle.
