The recently developed video multi-method assessment fusion (VMAF) framework integrates multiple qualityaware features to accurately predict the video quality. However, the VMAF does not yet exploit important principles of temporal perception that are relevant to the perceptual video distortion measurement. Here, we propose two improvements to the VMAF framework, called spatiotemporal VMAF and ensemble VMAF, which leverage perceptually-motivated spacetime features that are efficiently calculated at multiple scales. We also conducted a large subjective video study, which we have found to be an excellent resource for training our feature-based approaches. In rigorous experiments, we found that the proposed algorithms demonstrate the state-of-the-art performance on multiple video applications. The compared algorithms will be made available as a part of the open source package in https://github.com/Netflix/vmaf. Index Terms-Full-reference video quality assessment, featurebased perceptual video metrics, VMAF.
I. INTRODUCTION
V IDEO traffic from content delivery networks is expected to rise to 71% by 2021 [1] . For numerous video applications, such as adaptive video streaming, consumer video applications and digital cinema, perceptual video quality assessment (VQA) is an integral component. The enormous amount of streaming (YouTube or Netflix) and social media (Snapchat, Instagram, Facebook, among many) video data emphasizes the need for measuring and controlling video quality. In practice, objective video quality prediction models are frequently deployed for quality assessment. VQA models can also be useful for conducting codec comparisons [2] , [3] , optimizing perceptual video coding protocols [4] or as inputs to quality of experience (QoE) predictors [5] - [7] . QoE is a measure of the delight or annoyance of a customer's experiences with a service [8] and is a concept different from subjective video quality assessment, which is specifically concerned with predicting human responses to visible distortions. The latter topic is the focus of this work. Manuscript VQA models can be classified into three main categories [9] : full-reference (FR), reduced-reference (RR) and no-reference (NR) models. FR VQA models require an entire reference video signal to measure visual quality [10] - [16] , while RR approaches exploit a limited amount of reference information [17] - [22] . NR models exploit distortionspecific or natural video statistical models to predict quality without using any reference information [23] - [31] . The focus of our work is to develop FR VQA models that are relevant to video quality degradations that are artificially applied to a reference, such as video compression. VQA models are integral components of larger, multi-input QoE engines that also process measurements of stalls and/or rate changes. Hence, we also tested the proposed algorithms in the presence of rebuffering impairments and integrated them as part of a QoE prediction system (see Section VI-D).
There have been numerous approaches to the design of FR VQA algorithms. Image-based approaches [32] , [33] exploit only spatial information by capturing statistical and structural irregularities between distorted video frames and corresponding reference frames. A common principle underlying many of these models is that bandpass-filtered responses of high-quality video frames can be modeled as Gaussian Scale Mixture (GSM) vectors [34] , [35] and that distorted frames can be quantified in terms of statistical deviations from the GSM model. The GSM approach has been applied in the spatial [22] , [32] , wavelet [11] , [21] and DCT [25] domains. Importantly, frame differences of high quality videos can also be modeled as GSM vectors in order to measure temporal video distortions [11] , [21] , [22] .
Video-based FR VQA models have also been studied in the literature [12] - [15] . In [12] , the notion of spatiotemporal slices was derived and the "most apparent distortion principle" [36] was applied to predict video quality. Optical flow measurements were also used in [14] , where video distortions were modeled by deviations between optical flow vectors. A space-time Gabor filterbank was used in [15] to extract localized spatio-spectral information at multiple scales. VQM-VFD [13] , [37] used a neural network trained with a large number of features such as edge features. These algorithms often deliver good performance on small size videos, but are computationally inefficient on long, high definition (HD) video sequences, since they apply time-consuming spatiotemporal filtering operations.
Methods for fusing quality-aware features have been applied to solve the image quality problem, including reduced-reference and no-reference applications [38] - [40] . More importantly, feature-based and data-driven models hold great promise for the VQA problem [13] , [16] , [28] , [41] - [44] . Netflix recently announced the Video Multimethod Fusion Approach (VMAF), which is an open-source, learning-based FR VQA model, based on earlier work in [44] . VMAF combines multiple elementary video quality features using an SVR trained on subjective data, and focuses on compression and upscaling artifacts. Nevertheless, it does not fully exploit temporal quality information sensitive to temporal video distortions. The open-source VMAF framework can be used as a tool to create continuously improving VQA models that integrate quality features that are more descriptive of human visual perception and larger, more representative training data.
The contribution of this work is two-fold. First, we leverage perceptually-motivated spatiotemporal features that are calculated at multiple scales to devise two full reference video quality assessment algorithms that demonstrate stateof-the-art performance on multiple video applications. The first approach, called SpatioTemporal VMAF (see Section III), integrates these perceptually-motivated spatiotemporal features into a single regression model. The second enhancement (Ensemble VMAF -see Section IV) trains two separate models, then performs prediction averaging to predict video quality. Both approaches rely on statistical models of video frames and frame differences and hence avoid computationally expensive spatiotemporal filtering. More importantly, our algorithms can be integrated into the Netflix video encoding and streaming pipeline with minimal changes, with the potential to significantly improve video quality for millions of users worldwide.
The second contribution is the design of a large subjective experiment, which led to the creation of the VMAF+ database (see Section V). The subjective data we collected turned out to be very useful for training feature-based algorithms, such as the proposed ones, and testing them on multiple applications.
The rest of the paper is organized as follows. Section II describes the current VMAF system and highlights its capabilities and limitations. Sections III and IV respectively discuss the SpatioTemporal and Ensemble VMAF improvements. Section V gives an overview of the VMAF+ subjective dataset that we built. Section VI details experimental results, while Section VII concludes with ideas for future work.
II. BACKGROUND ON VMAF

A. How VMAF Works
VMAF extracts a number elementary video quality metrics as features and feeds them into an SVR [16] . This allows VMAF to preserve and weight the strengths of each individual feature and align the objective predictions with ground truth subjective data. The VMAF system includes the following steps (see Fig. 1 ): feature extraction and aggregation, training/ testing and temporal pooling.
The first step is to extract a number of quality metrics as perceptually-relevant features: DLM [45] , VIF [33] and the luminance differences between pairs of frames (Temporal Information -TI). The DLM feature captures detail losses and is calculated by a weighted sum of DLM values over four different scales. The VIF feature captures losses of visual information fidelity and is computed at four scales, yielding four VIF features. The TI feature aims to capture temporal effects due to motion changes which are quantified by luminance differences, resulting in six features overall. The TI feature is currently the only source of temporal quality measurement in VMAF.
Each of these six features is extracted as a feature map of size equal to the corresponding scale. Next, the average value of each feature map is calculated, to produce one feature value per video frame and feature type. For training purposes, VMAF aggregates the per frame features over the entire video sequence, yielding one feature value per training video. These six feature values are fed, together with the corresponding subjective ground truth, to an SVR model. For testing purposes, VMAF predicts one value per video frame and calculates the arithmetic mean over all per frame predictions to predict the overall video quality.
B. VMAF Limitations and Advantages
VMAF has been developed with a particular application context in mind. For the Netflix use case, there are two main video impairments that are of interest: compression and scaling artifacts. Compression artifacts are typically observed as blocky regions within a frame, while scaling artifacts arise when the encoding resolution is lower than the display resolution and are usually observed as jerky regions around edges. Both of these artifact types are introduced while encoding the video content. Packet loss transmission distortions are not a problem for HTTP adaptive streaming applications which rely on the TCP transfer protocol [16] .
Under this specific application context, VMAF achieves good predictive performance by weighting the elementary video quality features. Figure 2 illustrates an example of the performance gains afforded by VMAF fusion. In this figure, we show the performance results in terms of the Spearman Rank Order Correlation Coefficient (SROCC) and the Pearson Linear Correlation Coefficient (PLCC), which we also use later in the experimental Section VI. The use of a single feature, such as DLM, or VIF calculated at scales 2 or 3, does not perform as well compared to VMAF predictions which correlate significantly better with subjective scores.
Importantly, VMAF has been trained on video sources which contain film grain noise. In practice, film grain may be found in older (legacy) content, but also in newer content, Fig. 2 . Performances of the individual VMAF features and the VMAF prediction result on the LIVE VQA Database [46] . Left to right: VIF calculated at scales 2 and 3; DLM; VMAF fusion. For training, we relied on the VMAF+ dataset, described in Section V. The performance metrics and our model evaluation are described in greater detail in Section VI.
where film grain is synthetically added with an artistic intent. The effects of film grain on perceived video quality are not always clear, since film grain may be reduced due to compression and sometimes possesses an aesthetic subjective appeal. By including distorted videos, where the original video may also contain film grain, VMAF is trained on the presence of film grain and the resulting VMAF model "learns" to account for the effects of film grain on perceived quality [16] .
Aside from average frame difference measurements (TI feature), VMAF does not exploit temporal quality measurements. The TI feature attempts to capture motion masking effects, i.e., the reduction of distortion visibility due to large motion changes. Nevertheless, TI measurements are more related to the video content itself and do not effectively account for temporal masking. Temporal video distortions, such as ghosting, flickering and motion estimation errors, are quite complex in nature and deeply impact perceived video quality [15] . Since compression standards are evolving and even lower encoding rates are being used [47] , it is important for FR VQA models, such as VMAF, to generalize well on unseen video distortions.
III. SPATIOTEMPORAL VMAF
A. S-SpEED and T-SpEED Features
Extracting temporal quality information is important for VQA models, but space-time VQA models are often computationally intensive, since they employ motion estimation or spatiotemporal filtering. To extract temporal quality measurements, we exploit statistical models of frame differences in high-quality videos similar to [11] , [21] , and [22] . The main idea is to model the bandpass-filtered map responses of frames and frame differences as GSM vectors [34] , [35] and use entropic differencing to predict visual quality. To calculate these entropy values, a conditioning step is applied which removes local correlations from band-pass filtered coefficients. Conditioning is equivalent to divisive normalization [48] ; a process that is known to occur in the early stages of vision [49] - [51] .
In our models, spatiotemporal quality-aware features are extracted that contain information-theoretic information in the spatial domain. A diagram of the feature extraction steps is shown in Fig. 3 . First, let F i be the i th video frame (luminance component only) and D i = F i+1 − F i be the i th frame difference of the reference or the distorted video.
Then, downsample D i to the kth scale, which yields the D ik frame difference map. This frame difference map is further filtered by a P × Q spatial Gaussian filter w, yielding the smoothed frame difference mapD ik = [D ik (m, n)]: (1) where m and n are spatial indices extending to the rows and columns of scale k, respectively, and p and q are spatial filter indices. The Gaussian filter is circularly-symmetric, sampled to three standard deviations and rescaled to have unit volume. In our implementation, we use P = Q = 3 and have found this choice to perform well.
To perform bandpass filtering, we deploy local mean subtraction (per-pixel) in the spatial domain:
where M ik = [M ik (m, n)] is the local mean-subtracted response map (MS map). This local operation is a simple and efficient approximation to local spatial center-surround bandpass processing in the retina [49] . Entropy measurements and entropic differencing have been shown to correlate quite highly with human judgments of video quality [21] , [22] . Therefore, our next step is to calculate the local entropies in the reference and the distorted video for the corresponding M ik maps. These steps are visualized in Fig. 4 . We split the M ik response map into b × b non-overlapping blocks yielding the mean-subtracted coefficients C mk for block m and scale k. These mean-subtracted coefficients can be modeled as a GSM vector, i.e., C mk = S mk U mk , where S mk represents the variance field and U mk is an independent, Gaussian-distributed vector with zero mean and a covariance matrix K U k , i.e., U mk ∼ N (0, K U k ). We model the neural noise present along the visual pathway using an additive white noise model, i.e, C mk = C mk + W mk , where C mk are the noisy mean-subtracted coefficients for block m and scale k, W mk ∼ N (0, σ 2 w I N ), I N is the b × b identity matrix and N = b 2 is the number of coefficients per block. In our implementation, we fix σ 2 w = 0.1 and b = 5. Instead of divisive normalization, which is frequently used in quality assessment [18] , [49] , we apply conditioning [22] on the block variances s mk , which are realizations of S mk and Fig. 3 . T-SpEED feature extraction. Blue and red colors denote the reference and distorted videos respectively. Boxes correspond to operations applied on frames or blocks, while symbols on top of, before or after an arrow correspond to inputs/outputs to/from the corresponding blocks. A full box outline denotes pixel-wise operations, while a dashed box outline denotes that these operations are performed on each (non-overlapping) block of the MS map. When extracting the S-SpEED features, the diagram remains the same, except that whole video frames are used instead of frame differences and the weights for the block entropy values are different (see main text). compute the entropies of the noisy bandpass coefficients C mk , i.e.,
For brevity, we refer to the left hand side of (3) as h mk hereafter. To determine s mk , calculate the sample variance on C mk , i.e., the non-overlapping block of the MS map.
To estimate the b × b covariance matrix K U k , we use a sliding window to collect all overlapping blocks from the MS map and compute the sample covariance. The use of overlapping blocks in this step ensures that a sufficient number of samples is available for covariance estimation, especially for lower scales. In Fig. 4 , we give more details on estimating K U k . Following entropy calculation using (3), the block entropies are further weighted by a logarithmic factor, i.e.,
whereh mk is the space-time-weighted conditional block entropy for block m and scale k, ands 2 mk is the block variance from the corresponding MS map of M ik . This step lends localization to the model and ensures numerical stability at regions of low spatial (s 2 mk ) or temporal (s 2 mk ) variance. To measure the statistical distance between the GSM models of the distorted and reference video frames, the weighted block entropy values are differenced and the absolute values of those differences are computed. The absolute values are averaged over all blocks, yielding the T-SpEED feature for frame i and scale k:
whereh ref mk andh dis mk are the entropy values calculated using (4) for the reference and distorted videos respectively. In a similar way, we define h ref mk and h dis mk , which are calculated using (3) for the reference and distorted videos respectively (see Fig. 3 for more details).
This feature captures the information loss due to temporal video distortions. To capture spatial quality degradations, we can also define the corresponding S-SpEED feature by performing local mean subtraction on F ik (luminance frame F i downsampled to scale k) instead of D ik , then following the exact same steps. The only exception is the calculation ofh mk : for S-SpEED, only the log(1 +s 2 mk ) (spatial block variance term from the spatial MS map M ik ) is used.
B. SpatioTemporal Feature Integration
While our work shares similarities with [22] , we have made a number of significant improvements. First, we do not assume a product relationship between spatial and temporal quality information averaged over time, but instead deploy algorithms that integrate multiscale spatial and temporal information as features. This allows us to consider a more general expression to combine spatial and temporal information.
Further, despite the good performance of SpEED-QA in a number of databases [22] , it does not account for the effects of film grain on the perceived visual quality. Unlike VMAF, SpEED-QA is not feature-based. Instead, it computes a statistical distance between the best-fitting GSM approximations of the distributions of a reference and a distorted video, rather than modeling the effects of noise present in the source. As we demonstrate in our experimental analysis (see Table II ), SpEED-QA lags in performance on the NFLX dataset, which contains a number of video sources with film grain.
Another shortcoming of SpEED-QA is that it does not exploit multiscale information. In fact, SpEED-QA calculates the entropy differences between a reference and a distorted video only at the lowest scale (k = 4), which was shown to correlate better with perceptual quality [22] compared to higher scales (k < 4). Nevertheless, previous studies have established the merits of multiscale information for image and video quality assessment [52] . The human visual system performs multiscale decomposition of the input visual information, while images demonstrate significant self-similarities over scales. Furthermore, we live in a three-dimensional world where objects may lie closer or further from a human observer. Therefore, it is important for quality assessment algorithms to incorporate multiscale information and model properties of the human visual system. This also allows quality assessment algorithms to take into account the effects of different display sizes and viewing distances.
We have found that temporal entropy differences extracted at multiple scales are not highly correlated. To verify this observation, we calculate the T-SpEED feature for scales 2 and 4 across all frames of a distorted video for four different video distortions: H.264 compression, Wireless and IP distortions and HEVC compression using videos from the LIVE Mobile, LIVE VQA and CSIQ-VQA databases. Figure 5 shows a scatter plot of T-SpEED for these four cases along with the Spearman Rank Order Correlation Coefficient (SROCC) between the two features. It may be observed that temporal features extracted from the two scales are not highly correlated, which is also suggested by the low SROCC value between them. Therefore, these multiscale features could potentially be combined to deliver better prediction performance.
To exploit this observation and combine information across scales, we adopt a feature-based approach to learn the contribution from each scale and predict visual quality. Due to a motion downshifting phenomenon [21] , lower scales yield features that better correlate with perceptual video quality, hence we extract T-SpEED features from scales 2, 3 and 4. The use of scale k denotes that the frame difference MS map is downscaled by a factor of 2 k , which allows for more efficient feature extraction.
To complement the T-SpEED features, we found that applying VIF on the frame difference signal [11] across multiple scales leads to further improved performance. We call these features T-VIF (4 features calculated from scales 0, 1, 2 and 3).
Both T-SpEED and T-VIF measure temporal information loss using the GSM statistical model [34] on frame differences, but T-VIF relies on mutual information between wavelet coefficients.
Video distortions manifest strongly in space, hence extracting spatial features that are sensitive to spatial distortions is important. Since the 5 spatial VMAF features (DLM and VIF from 4 scales) sufficiently capture spatial quality degradations, we include them in our model as well. Overall, the proposed SpatioTemporal VMAF (ST-VMAF) approach deploys 12 perceptually relevant features (5 from VMAF, 3 from T-SpEED and 4 from T-VIF). These features capture both spatial and temporal information at multiple scales and hence are particularly suitable for high-performance video quality prediction. Compared to other feature candidates, we found that the proposed feature set delivers the best performance.
Similar to the original VMAF approach, we average the per frame features during training but perform per frame ST-VMAF predictions when testing. This design choice did not have an effect on the predictive performance of the ST-VMAF model. This also enables ST-VMAF to be used as an input to a larger, online, QoE prediction system (see Section VI).
To calculate the aggregate quality over an entire video sequence, we applied the hysteresis temporal pooling method in [53] . Human opinion scores vary smoothly over time, while objective predictions respond sharply to visual changes. Meanwhile, subjective quality perception is driven by memory/ recency, i.e., more recent experiences tend to more deeply affect current visual impressions. Based on these observations, we applied a linear low-pass operator and a non-linear rank order weighting on the objective prediction scores, as suggested in in [53] .
IV. ENSEMBLE VMAF
A. Why an Ensemble Model?
In the previous section, we described a simple way to integrate enhanced temporal quality measurements into VMAF, by concatenating the spatial VMAF features with the T-VIF and T-SpEED features. However, in cases where the available subjective video data is limited, increasing the feature dimensionality (or using deep neural networks) may lead to overfitting. Video databases are usually pretty diverse in their design and contents and hence a particular feature subset may work well on one dataset, but not on another. For example, we have empirically observed that the DLM feature carries a large weight for spatial degradations, but does not generalize well on unseen data. One option is to carefully tune the regression model parameters to effectively regularize the predictions, or to employ dimensionality reduction approaches like PCA. Another alternative, which we have decided to follow here, is to consider fusion approaches. Importantly, a model fusion approach can be useful in a computationally distributed environment where feature extraction and model training is separately carried out for each individual model at different computational nodes. This provides flexibility in the design of quality-aware systems, where dual/multiple quality values can be collected. If the performance is improved, these can be combined together on the client side or at any desired point along the video delivery network.
Model fusion (or ensemble learning) is a well-studied concept [54] which combines multiple individual learners. The main idea is to fuse multiple simple models that do not overfit, are easier to tune, and that complement each other towards reducing the prediction variance. Among other fusion possibilities, we experimented with training multiple SVRs on different video databases or training different regressors (e.g. a Random Forest and a SVR) on the same dataset. Nevertheless, we found that aligning predictions coming from models that were trained on subjective data collected under different experimental conditions and/or assumptions was a difficult proposition. We also found that the SVR predictions always outperformed Random Forest predictions and hence their combination was not beneficial. The performance merits of using a SVR for image and video quality assessment have also been demonstrated in [16] , [25] , and [49] . These observations led us to the design of Ensemble VMAF (E-VMAF), which we describe next.
B. An Ensemble Approach to Video Quality Assessment
We propose E-VMAF, an ensemble enhancement to VMAF, wherein multiple feature subsets are used to train diverse VQA models that are then aggregated to deliver a single prediction value. Nevertheless, training and combining multiple models can significantly increase the complexity, which can be challenging for a VQA model if it is to be deployed at a global scale. Driven by simplicity, we trained two SVR models on the VMAF+ database (see also Section V), and then averaged the individual predictions, as shown in Fig. 6 .
Given that the VMAF feature set already captures the combined effects of compression and scaling (and the predominance of these distortions in practice), we use the same features (6 features) for the first individual model, denoted by M 1 . To design the second individual model, M 2 , it is desirable to capture both spatial and temporal quality measurements, such that the individual predictions are accurate enough. Motivated by the perceptual relevance of the T-SpEED features used in ST-VMAF, we combined the 3 T-SpEED features with the 3 S-SpEED features calculated at the same scales (2, 3 and 4) . Note that other combinations might also be possible, e.g., retaining the S-SpEED and T-SpEED features as two separate models. However, these smaller models would not capture both spatial and temporal information, and would unnecessarily increase the number of feature-based models to three.
The VIF features of M 1 and the S-SpEED features of M 2 both exploit the GSM model of high-quality video frames, but they also have some differences. The S-SpEED features are based on conditional entropies which are weighted by local variances, while VIF uses mutual information between reference and distorted image coefficients. Temporal quality measurements are complementary between the two models: T-SpEED of M 2 expresses temporal information loss by conditioning and applying temporal variance weighting, while the TI feature of M 1 measures motion changes as a proxy for temporal masking effects.
Interestingly, we found that optimizing weighted averages of the individual predictions from M 1 and M 2 did not yield significant performance gains. This suggests that the prediction power of the two learners are at near-parity or that the prediction scores are correlated with each other. We have observed that for multiple and diverse distortions the predictions are not as correlated, as demonstrated in the Appendix. The prediction averaging step produces a single prediction per frame which is then averaged over all frames of each test video. For the time averaging step, we again employed the hysteresis pooling method [53] , as in ST-VMAF.
It is worth noting that linearly fusing two (or more models) as in E-VMAF may not always be a successful approach. An important consideration is to ensure that feature-based quality models are properly aggregated, since these models will have produced linearized predictions in the first place. As already mentioned, it is also a good idea to train the individual models on the same dataset, since inter-dataset differences may make it considerably harder to combine the individual quality scores. These two principles are what make the linear E-VMAF fusion process feasible and high performing, as shown in Section VI. Encoding complexity across contents, expressed as the bitrate (in terms of kbps) of a fixed CRF 23 encode using H.264 (high profile).
V. THE VMAF+ SUBJECTIVE DATASET
Feature-based approaches to VQA deeply depend on the training data that is used to train a regressor like a SVR. We believe that a useful training dataset should include a diverse and realistic set of video contents and simulate diverse yet practical distortions of varying degradation levels. Collecting consistent subjective data has the potential to significantly increase the performance of feature-based VQA models on unseen data.
To this end, we conducted a large-scale subjective study targeting multiple viewing devices and video streams afflicted by the most common distortions encountered in video encoding [16] : compression and scaling artifacts. We first gathered 29 10-second video clips from Netflix TV shows and movies, from a variety of content categories, including, for example, drama, action, cartoon and anime. The source videos were of different resolutions, ranging from 480p up to 1080p, while the frame rates were 24, 25 or 30 frames per second. In our content selection, we also included darker scenes, which are particularly challenging for encoding and video quality algorithms. It should be noted that some of the source videos contain film grain noise. This allows us to gather valuable subjective data on videos that not only suffer from compression and scaling artifacts, but importantly, where there may be degradations of quality in the original source video.
To describe content variation and encoding complexity, we employed an approach different from the usual SI-TI plots [55] . We encoded all video contents using H.264 (high profile) at a fixed Constant Rate Factor (CRF) setting of 23, then measured the bitrate of each video file. Figure 7 shows that the video contents span a large range of encoding complexities, from less than 1Mbps up to around 19 Mbps.
In streaming applications, the source video is usually divided into smaller chunks (e.g. of 2 seconds each) and stored in multiple representations, where each representation is defined by a specific pair of an encoding resolution and bitrate level. To generate the distorted videos, we downsampled each source video to six different encoding resolutions: 320 × 240, 384 × 288, 512 × 384, 720 × 480, 1280 × 720 and 1920 × 1080, then encoded them using the H.264 codec using three different CRF values: 22, 25 and 28, thereby yielding 18 distorted videos per content. For display purposes, all of the videos were upscaled to 1920 × 1080 display resolution. The combination of downsampling, encoding and upsampling makes it possible to study the combined effects of compression and scaling artifacts on perceived subjective quality. Both the downscaling and upscaling operations were performed using a Lanczos filter. Due to copyright restrictions, the videos cannot be made publicly available.
We conducted a single-stimulus continuous quality evaluation study [56] , where three, equally-spaced, scale annotations were used: Bad, Fair and Excellent. To avoid subjective fatigue, we employed a content selection scheme, where each subject only viewed a subset of all video contents. To avoid any memory biases, we ensured that video contents were displayed in a random order such that no video content was consecutively displayed. Overall, we gathered more than 6600 scores from 55 subjects on a laptop viewing device. When training our models, we applied standard subject rejection protocols [56] on the collected human opinion scores and were normalized using z-scoring [46] , to account for differences in the use of the subjective scale. Figure 8 shows the distribution of the raw subjective data, which lie in the [0, 100] range. It can be seen that the scores widely cover the subjective range. The outcome of our subjective test is the VMAF+ video quality database, which we found to be an excellent source of training data for developing learning-based FR-VQA models (see Section VI).
VI. EXPERIMENTAL ANALYSIS
In this section, we discuss a series of experiments on three different and important video quality applications: subjective video quality prediction, Just-Noticeable Difference (JND) prediction and video QoE prediction. For evaluation purposes, we used the Spearman Rank Order Correlation Coefficient (SROCC), the Pearson Linear Correlation Coefficient (PLCC) and the root-mean-squared error (RMSE). The SROCC measures the monotonic relationship between the objective predictions and the ground truth data, while PLCC measures the degree of linearity between the two. The SROCC and PLCC correlation coefficients describe the overall agreement between subjective and objective scores, hence a better objective metric should produce a higher correlation number. Before computing PLCC, a non-linear logistic fitting was applied to the objective scores as outlined in Annex 3.1 of ITU-R BT.500-13 [56] . We evaluated the proposed approaches against a number of popular FR (and RR) VQA models. We tested the following VQA methods 1 : PSNR, PSNR-hvs [57] , SSIM [32] , MS-SSIM [52] , ST-RRED [21] , SpEED-QA [22] , ST-MAD [12] , VQM-VFD [13] and VMAF version 0.6.1 [16] . For VMAF 0.6.1 we used the suggested parameters, which were also used for E-VMAF. We found this simple parameter selection scheme to work very well for E-VMAF. In our experiments, performing cross-validation for ST-VMAF on the VMAF+ dataset led to overfitting of unseen distortions, hence we empirically fixed C = 0.5 and γ = 0.04 for ST-VMAF. This parameter selection delivered consistent results across a large number of databases, as we will demonstrate next. All of the feature-based models (VMAF 0.6.1, ST-VMAF and E-VMAF) were trained using a ν-SVR with ν = 0.9 and a radial basis function (rbf) kernel.
In the experiments, we relied on a wide variety of subjective video databases: LIVE VQA [46] , LIVE Mobile [58] , 2 CSIQ-VQA [59] , NFLX [16] , SHVC [60] , 3 VQEG-HD3 [61] , EPFL-Polimi [62] , USC-JND [63] , LIVE-NFLX [64] and LIVE-HTTP [65] . These databases contain a large variety of distortion types, including H.264 and HEVC compression and dynamic rate adaptation, scaling, packet loss, transmission errors and rebuffering events. Importantly, our experimental analysis includes videos with various resolutions, ranging from 352x288 up to 1920x1080, and frame rates (24, 25, 30, 50 and 60 fps) . An overview of these databases is given in Table I .
A. Video Quality Prediction
We begin our experimental analysis with the problem of subjective video quality prediction, focusing on visual distortions rather than rebuffering impairments (see Section VI-D). 1 We did not test MOVIE [15] since it is very time consuming when applied on HD videos. 2 We excluded frame freezes and used only the mobile subset. 3 We excluded videos from Session 3 due to content overlap with the NFLX set.
To accurately evaluate performance, we focused on crossdatabase results, i.e., we relied on the VMAF+ subjective dataset for training and tested on the rest of the video databases. For each VQA model, we report the SROCC values per testing dataset, as well as an aggregate SROCC and PLCC value. To compute the aggregate correlation score, we applied Fisher's z-transformation [66] , i.e.,
to the correlation values and then averaged them over all tested databases. The average value was then transformed back using the inverse of (6) . Table II shows the results of this experimental analysis. Among image-based models, such as PSNR and SSIM, PSNR delivered the worst performance. This is expected, since it is a signal fidelity metric that does not exploit perceptual information. SSIM and PSNR-hvs performed considerably better and MS-SSIM achieved further performance gains, likely due to the multiscale properties captured therein. Nevertheless, none of these spatial metrics exceeded an aggregate SROCC of 0.81, which demonstrates the importance of capturing temporal information.
Regarding video-based models, ST-MAD did not perform well and was very time-consuming (see Section VII-B). VMAF 0.6.1 delivered excellent performance on the NFLX dataset, which is expected, given that it mostly captures compression and scaling artifacts. However, it demonstrated poor generalization capabilities on unseen distortions, such as the CSIQ-VQA database. ST-RRED and SpEED-QA performed well on most databases in terms of SROCC, but neither algorithm performed well on the NFLX dataset, which may be due to the presence of film grain in some of the source content.
Notably, the aggregate PLCC of ST-RRED and SpEED-QA was relatively low. Unlike VQA models trained on subjective data, such as VMAF or VQM-VFD, the ST-RRED and SpEED-QA predictions were highly non-linear with ground truth. We also note we separately evaluated the spatial (S-SpEED-QA) and temporal (T-SpEED-QA) components of SpEED-QA and found their aggregate SROCC performance to be 0.825 and 0.849 respectively, which demonstrates the need to combine space-time information to attain better performance. VQM-VFD delivered similar SROCC performance, but, unlike ST-RRED and SpEED-QA, it uses a number of basic features that are fed to a neural network trained on a very large number of subjective datasets. From the above analysis, it can be seen that VMAF does not fully exploit temporal information and does not generalize well on unseen distortions. At the same time, untrained VQA models such as ST-RRED do not exhibit a linear relationship with subjective ground truth, do not capture the effects of film grain and do not combine multiscale information. The methods we have developed here aim to bridge this gap and combine the best of both worlds. Table II shows that ST-VMAF achieved standout aggregate performance across all databases, while E-VMAF functioned nearly as well. Both models achieve this excellent level of video quality prediction power using a single training dataset and a single parameter setting.
It should be noted that both ST-VMAF and E-VMAF considerably improve on VMAF, although they were trained on the VMAF+ dataset, which focuses only on compression and scaling artifacts. For example, on the CSIQ-VQA database, which contains multiple distortion types other than compression, ST-VMAF and E-VMAF both perform quite well. This strongly suggests that these new models possess excellent generalization capabilities beyond their demonstrated state-of-the-art VQA performance. In the Appendix, we further analyze the cross-database performances and the computational complexities of the proposed VQA models.
B. Monotonicity Analysis
As already discussed, E-VMAF does not require an increased feature dimensionality as ST-VMAF does, and hence, is less likely to overfit. To demonstrate the effects of overfitting, we studied the prediction consistency of ST-VMAF and E-VMAF when the encoding resolution and the compression ratio were varied. Given any two compression levels
where o c 1 and o c 2 are the respective calculated quality predictions. Likewise, for any two encoding resolutions r 1 ≤ r 2 , then o r 1 ≤ o r 2 should also be satisfied. A VQA model should satisfy these two "monotonicity" properties. If a trained model is not monotonic with compression and resolution, it may be an indication of overfitting. Another benefit of a monotonic VQA model is that it can be used for codec comparisons and perceptual video encoding.
To study the monotonicity of ST-VMAF and E-VMAF, we conducted the following experiment. First, we selected a 1080p video content from the NFLX set. This particular video segment is an action scene of 10 sec. (240 frames) duration and is challenging in terms of preserving monotonicity. We encoded it, using H.264, at six different resolutions: 1080p, 720p, 480p, 384p, 288p and 240p, and at 11 constant rate factor (CRF) values, ranging from 20 to 40 in steps of 2. When the original video was encoded at a resolution less than 1080p, it was upscaled to 1080p, before measuring video quality. The underlying assumption was that scaling artifacts at lower encoding resolutions should be monotonically captured by the video quality predictor. As shown in Fig. 9 , both ST-VMAF and E-VMAF are nicely monotonic over most of the compression range when using the default VMAF 0.6.1 parameters (C = 4 and γ = 0.04).
However, for large CRF values (more severe compression artifacts), ST-VMAF loses its monotonic behavior across resolutions, which may be indicative of overfitting due to its larger feature dimensionality as compared to VMAF 0.6.1. By contrast, using the same parameters, E-VMAF better preserves monotonicity, although there is still some room for improvement. VMAF 0.6.1 has been tuned to retain its monotonic behavior and hence, in practice, both ST-VMAF and E-VMAF need to be further manually tuned for monotonicity-optimal results.
It is important to observe that preserving prediction monotonicity against the encoding resolution and CRF values (i.e., encoding monotonicity) may not always imply better correlations against subjective scores. Nevertheless, quality metrics are sometimes used to perform codec comparisons [2] , hence it is important to maintain encoding monotonicity by sacrificing a bit, if needed, the subjective quality 
C. JND Prediction
Another interesting application of VQA models is JND detection, i.e., identifying JND points, and comparing them with the detection capabilities of humans. The USC-JND dataset [63] was designed specifically for this purpose. It contains 220 video contents encoded at four resolutions (1080p, 720p, 540p and 360p) and multiple quantization parameter (QP) values. For each content and resolution, the QP values corresponding to the first 3 JND points are determined via the following procedure. First, a video encoded with QP 0 is used as an anchor point in a binary search procedure that determines the QP value for the first JND point. This QP value is subsequently used to determine the QP value for the second JND point, and so on. Along with the "anchor" point (QP 0), this process yields 220 × 4 × 4 = 3520 videos labeled by subjective scores 0, 1, 2 and 3 for each initial (anchor) point and 3 associated JND points.
To evaluate the JND detection capabilities of the proposed models, we selected several leading VQA models and reported their JND prediction performance in Table III . For this detection task, we did not employ the hysteresis temporal pooling, since detection is a different task. Both ST-VMAF and E-VMAF outperformed other powerful VQA models, including ST-RRED and VMAF. 
D. QoE Prediction
An important emerging application of perceptual video quality models is streaming video QoE prediction. For the predominant case of client-based video streaming, the reference video is usually available on the server side and hence full reference video quality assessment measurements can be carried out. These measurements can be transmitted to the client as streaming metadata to be used to predict QoE on the client side [7] or for quality-based adaptation [67] .
The predominant video impairments that occur during video streaming are compression, spatial scaling artifacts, and rebuffering events. We studied the behavior of the ST-VMAF and E-VMAF models on the recently released LIVE-NFLX Video QoE Database [64] , which simulates realistic buffer and network constraints, and contains rebuffering events, rate adaptations and constant bitrate encodes. Table IV shows that none of the considered FR-VQA models performed particularly well, since they do not model the effects of rebuffering. This suggests that more sophisticated QoE predictors (than just VQA algorithms) are required for the more general problem of QoE assessment. However, both of the new models achieved better performance than all the other models, especially in terms of PLCC. 4 We also examined the potential of incorporating the ST-VMAF and E-VMAF VQA models into an existing [65] which studies the effects of HTTP-based rate adaptation on 5 min. long HD video sequences. Table V reports the outcomes of the experiments when using the NARX QoE predictor [7] , which has demonstrated promising results on the few available video QoE databases. First, we split the database into content independent train-test splits, then determined the best NARX configuration on the training set. Next, we tested the selected parameter setting on the test videos using a number of leading VQA models as integral components of the NARX QoE predictor.
For evaluation purposes, we reported the SROCC and root mean squared error (RMSE) values between the continuous QoE predictions and the continuous ground truth data. For continuous-time QoE predictions and time-series comparisons, SROCC and PLCC are less suitable [7] , hence we replaced PLCC with RMSE. We retained SROCC as an evaluation metric, because of its wide usage in experimental comparisons. It can be seen that ST-VMAF outperformed all of the other VQA models when used in this way, suggesting that it is an excellent choice for inclusion in future perceptually-driven online QoE prediction systems. Ultimately, we envision deploying high-performance QoE predictors to design practical perception-driven rate adaptation and network allocation protocols.
E. Observations and Takeaways
In our experiments, we demonstrated that both ST-VMAF and E-VMAF performed very well for video quality and JND prediction and have the potential to be integrated with QoE predictors. Between the two, their performances are quite similar in Table II . E-VMAF was slightly better in terms of PLCC for JND prediction (see Table III ) and ST-VMAF was a bit better in terms of SROCC in the LIVE-NFLX experiment (see Table IV ).
While E-VMAF sometimes performs slightly worse than ST-VMAF (as in Table IV) , it is important to observe that we used exactly the same parameters in E-VMAF as are used in VMAF 0.6.1 (M 1 ). While tuning M 1 and M 2 separately might yield better E-VMAF performance as compared to ST-VMAF, we did not choose to optimize its performance. Instead, we designed E-VMAF as an effective proof of concept that building dual models with little tuning, then aggregating them, can achieve high performance video quality prediction. In fact, since the feature dimensionality of M 1 (VMAF 0.6.1 with 6 features) and M 2 (also 6 features: 3 S-SpEED and 3 T-SpEED) is the same, picking the same SVR parameters for M 2 is a viable choice.
To investigate whether further tuning E-VMAF is a worthwhile choice, we carried out the following experiment. For M 1 , we fix the SVR parameters to the default values used in VMAF 0.6.1 (as in the aforementioned E-VMAF version). For M 2 , we varied the C and γ values using the interval 2 k , k ∈ [−10 . . . 5] . For all possible (C, γ ) pairs, we trained M 1 and M 2 using the VMAF+ dataset described in Section V, averaged predictions using the exact same process as in E-VMAF, and then recorded the best SROCC value. Performance was maximized to an aggregate value of 0.897, which is very close to the previously achieved E-VMAF performance (see Table II ). Notably, maximum SROCC was achieved for C = 0.07 and γ = 2.69. This result suggests that E-VMAF performs very well, even with minimal tuning, and is also robust over different parameter choices.
By contrast, training ST-VMAF with its larger number of features (compared to VMAF 0.6.1) required regularization using more careful SVR tuning. The simplicity of E-VMAF is also evident by its monotonic behavior at very high compression rates (see Fig. 9 ). However, in applications where a compact feature and model representation is required, and where careful ST-VMAF tuning is possible, ST-VMAF is likely a preferred solution.
As already mentioned, feature dimensionality reduction techniques (such as PCA, linear discriminant analysis or nonnegative matrix factorization) might be worth exploring. In our experiments, we tried using PCA on the training features to learn a transformation matrix, which was then applied during testing. We found that this approach led to a significant performance drop. One possible explanation is that training and testing feature distributions can be significantly different (given the variety of distortion types and severities) which can degrade the contribution of a PCA transformation. A shortcoming of other dimensionality reduction techniques is that they further complicate the feature extraction and model development phases, especially given that an SVR is also used after dimensionality reduction. Following Occam's razor, we have found the ensemble approach of E-VMAF to yield a simple, high-performance video quality predictor.
VII. FUTURE WORK
We developed two high-performing, feature-based full reference video quality assessment models. In the future, we plan to further improve those models by combining NR source VQA measurements with the FR system towards accounting for possible degradations of the original source/reference video. To do so, we also plan to develop better feature-based NR video quality models that can be used in lieu of existing NR VQA [25] approaches. Towards achieving this goal, it will be very interesting to exploit the ensemble fusion idea proposed here on the NR VQA problem.
APPENDIX
A. Cross-Database Performance for ST-VMAF and E-VMAF
The proposed models rely on three components: the VMAF+ training subjective data, the spatiotemporal feature THIS MATRIX SHOWS THE SROCC PERFORMANCE WHEN TRAINING  ON THE DATASET IN THE ROW AND TESTING ON THE DATASET IN THE COLUMN. THE LAST TWO COLUMNS SHOW THE  AGGREGATE SROCC AND PLCC PERFORMANCE PER TRAINING DATASET. USING THE VMAF+ DATASET FOR  TRAINING YIELDED THE BEST OVERALL PERFORMANCE AND IS DENOTED BY BOLDFACE   TABLE VII CROSS-DATABASE AGGREGATE PERFORMANCE (TRAINING ON VMAF+ DATASET). THE BEST PERFORMANCE IS DENOTED BY BOLDFACE integration and the temporal pooling step. In this section, we investigate the effects on the predictive performance of ST-VMAF and E-VMAF when each of these components varies.
First, we investigated the effects on the predictive performance of ST-VMAF when trained on other databases in Table VI . Importantly, the VMAF+ dataset proved to be highly consistent, and served as an excellent training dataset for ST-VMAF. It is also encouraging that the aggregate SROCC values (for a fixed training dataset) achieved by ST-VMAF were very close to, or significantly exceeded 0.8 (see second to last column in Table VI ). Similar observations apply to the E-VMAF predictions.
Having established that training on VMAF+ is the best option, we studied how the performance of ST-VMAF and E-VMAF compares to that of the individual models M 1 and M 2 , and the performance gains of hysteresis pooling. To this end, we report the results (when training on VMAF+) in Table VII . It can be observed that M 1 and M 2 (Section IV) deliver similar performances, but afford significant performance gains when combined using E-VMAF. Similarly, ST-VMAF combines some features that may also belong to either M 1 or M 2 , but their combination performs significantly better. Hysteresis pooling further improves the predictive performance of both ST-VMAF and E-VMAF.
B. Computational Analysis for ST-VMAF and E-VMAF
To deploy VQA models for video quality prediction at global scale, ensuring low time complexity is a critical requirement. Therefore, we studied the per frame compute time consumed by several leading FR-VQA models 5 in Fig. 10 . For our analysis, we selected videos from 6 different resolutions 5 Frame-based models are usually much faster and hence are excluded. ST-MAD required the most compute time, followed by ST-RRED and VQM-VFD. When implementing ST-MAD and VQM-VFD, we encountered out-of-memory issues on long Full HD videos. This could be due to the fact that the ST-MAD implementation stores and loads the entire video into memory. Another limitation of these approaches is that they only process entire videos with no capability to produce continuous video quality scores. ST-RRED processes the video frame by frame to produce continuous scores, but requires calculating a complete multi-scale, multi-orientation steerable decomposition.
By contrast, ST-VMAF and E-VMAF are memory efficient, produce continuous quality scores and consume less compute time, since they extract the very efficient S-SpEED and T-SpEED features. As compared to VMAF, ST-VMAF and E-VMAF are about three times slower on a 1920x1080 resolution video (see Fig. 10 ). However, our ST-VMAF and E-VMAF implementation uses un-optimized Matlab code to extract SpEED-QA features, while VMAF uses AVX optimization and is implemented in C. A C code implementation of the SpEED-QA feature extraction process over multiple scales would provide considerable computational speedup for both ST-VMAF and E-VMAF. Since both approaches are natural extensions to the VMAF ecosystem, the feature extraction step can be combined with VMAF feature extraction to further reduce computational complexity.
C. A Note on Correlated Models in E-VMAF
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