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New omega results are given for the error term in a weighted divisor problem, 
improving results of Schierwagen. The 0, result is improved (surprisingly, 
perhaps) by a logarithm factor in all cases. The methods are similar to earlier 
results of the author for Dirichlet’s divisor problem and in fact, with a slight 
modification of the argument, include that result as a special case. The Q- result is 
improved by an exponential of iterated logarithms, similar to results of KBtai and 
CorrBdi, and Joris and Redmond. Both results rely on a Voronoi-type identity for 
the error term due to Krltzel. ‘? 1988 Academic Press, Inc. 
1. INTRODUCTION AND STATEMENT OF RESULTS 
Let a and b be integers with 1 < a < 6, and consider the weighted divisor 
sum 
D(x;a,b)= c 1, 
m%,” 4, 
and its associated error term 
The natural question one considers here is the correct order of magnitude 
of this function A(x). It has been studied by a number of people including 
Richert [9], Krgtzel [6], Schierwagen [lo, 111, and very recently by Ivik. 
Richert dealt with the problem of counting the number of non-isomorphic 
abelian groups of order n, in which this function plays a role. He provided 
an upper bound for A(x) of the form 
0022-3 14X/88 $3.00 
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with the estimates 
86 I 
2 
3(a+b) 
if b < 2a, 
2 
5a+2b 
if b > 2a. 
(The case b = 2a requires an extra log x factor in the estimate. Rankin [7] 
and Schmidt [12] have dealt with this particular case as well and 
improved the exponent.) 
Kratzel considered two different aspects of the problem. The first was to 
provide a series representation for the error term (or integrals of it). This 
had the same shape as Voronoi’s for Dirichlet’s divisor problem. The dif- 
ficulty here is that the generating Dirichlet series does not satisfy a 
functional equation. In this paper essential use will be made of one of Krit- 
zel’s identities. His second contribution to the problem was an 52 result: 
A(x) = Q(,‘l@(U+y. 
Schierwagen used Hardy’s and Landau’s methods to show 
A(x) = Q+ {(x log X)l’(Z(U+b’) log log x} 
and 
lim inf 4x1 
x+(D x 
1/(2(o+b))= --co’ 
In this paper we improve both results of Schierwagen by proving the 
following two theorems. 
THEOREM 1. We have 
THEOREM 2. There exists a positive number B such that 
A(x)=K {~‘~(~~~+~))exp{B(loglog~)~~~~‘“+~’) 
x (log log log x)b’(2(U + b)) - ’ } }. 
Notice that Theorem 1 improves Schierwagen’s result by a power of 
log x in all cases. The method of proof follows closely the scheme in [Z] 
where the case a = b = 1 is covered. In this special case the log log x factor 
can be improved. We will give enough details and general results to see 
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that this is not possible in the present case. Thus our results will appear to 
be the “best possible” without a major new idea. In Theorem 2, we employ 
the methods of Katai and Corradi [S], Joris [4], and Redmond [S]. In all 
of these papers the functional equation of the generating function is used. 
Since there is no functional equation in the case under consideration we 
appeal to Kratzel’s identity to take its place. 
The main idea is quite simple. The function .4(x) is essentially represen- 
ted by a non-absolutely convergent series of cosine functions. Then by 
integrating this against different weight functions, it is shown that the 
function on average must be quite large (both positive and negative). In the 
first case we integrate against a Fejtr kernel to truncate the series and then 
use Dirichlet’s approximation theorem to force a minimal set of cosines to 
be bounded away from zero (and positive). In the second case we integrate 
against a trigonometric polynomial (and an exponential function to aid 
convergence) which has the effect of isolating those cosines which we can 
effectively point in the negative direction. Results are weaker in this case 
because we need to redirect many more cosines. 
Before getting into the heart of the proof, I would like to mention a 
result of Ivic (personal communication). He shows that 
+ 0(x hl(U(u+h))+cN~I:(u+h)) 9 
provided Y << N 6 xhlcr. Here we are using the notation 
d(k;a, b)= 1 muplnh ’ 
red = k 
and 
c,=c,(a,b)=i -$jj 
( > 
112 
(aVp , l,?Z(u+btt 
c2 = c,(a, 6) = 27c(a + b)(a”bb)p’i’“+h’, 
which we use throughout the paper. This formula can be used for the 52, 
result of this paper and for weaker QP results, as was pointed out to me by 
Ivic. For the L2+ result, one takes N as large as possible and uses the 
procedure we give below. One advantage of this method is that a number 
of integrations by parts can be avoided. However, a certain amount of care 
needs to be taken when applying Dirichlet’s approximation theorem. This 
formula would also be useful for upper bound theorems. Finally I wish to 
thank Ivii: for suggesting the problem to me in the first place. 
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The paper is divided as follows. The next section provides a few general 
and key results which will be needed in the proof. Included here is Kratzel’s 
identity. Then Sections 3 and 4 fill in the details of the proofs of 
Theorems 1 and 2, respectively. We might add that the letter c represents a 
constant, probably depending on a and b but not necessarily the same at 
each occurrence. Subscripted constants will remain fixed throughout. 
2. KEY LEMMAS 
We begin with a statement of Kratzel’s identity which can be found in 
[6], and in [lo], with a slight change of notation. Let 
&L 
2(a+b) 
and 
E(x)=- f{$y’“)-a} 
and 
E,(x)=Jb’E(t) t”+b-l dt. 
From Kratzel we have for x large 
More precisely, 
O” d(k; a, 6) 
E,(x)=c, 1 k2 
&=I 
p1 (k (;)“+“), 
where 
Pa = v(x) - s -’ p(t) 4 0 
p(x) = p(x; a, b) = jam sin(21ct11b} sin { 27r (f)“a} q 
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Here c3 and cq are constants depending on a and h. There exact values are 
not important but we give them for completeness: 
It should be noted that the series for E,(x) converges absolutely for every 
value of x (in fact, uniformly on compact sets). Also, it is not immediately 
possible to derive a similar series for E(x), and so for d(x), by simple dif- 
ferentiation because the resulting series would not converge absolutely. It is 
this property which makes the problem of estimating d(x) interesting, as 
well as provides the essential ingredient in any result of the kind we give 
here. 
The next lemma is elementary and fairly standard so we leave out the 
proof. Suffice it to say that Dirichlet’s hyperbola method would prove an 
even stronger result. 
LEMMA 1. For any positive integer n, 
c d(k;a,b)=~~(l-~)210gx+O(x), 
k i .Y Pin 
(k,n)= 1 
where the implied constant depends on a, b, and n. 
The next two lemmas we state in maximum generality though we use 
them only in special cases. Before we state them we need some notation: let 
r be a positive integer and define 
o,(k) = c 1. 
P’I” 
LEMMA 2. We have 
-$x log X log log x + 0(x log x) if ldr<a, 
c d(k a, b) w,(k) = J&- x log x log log x + 0(x log x) if a<r<b, 
k < .Y 
0(x log x) if r>b. 
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LEMMA 3. For integers 1 <s Q r, 
$x log x(log log x)2 + 0(x log x log log x) if s<rda, 
-$ x log x(log log x)’ + 0(x log x log log x) if s<a<r<b, 
= -$)x log x(log log x)’ + 0(x log x log log x) if a-cs<rdb, 
0(x log x log log x) if s < b < r, 
0(x log x) if bcs<r. 
Proof: The proofs in both case are reasonably straightforward in light 
of Lemma 1, once one recognizes the following facts: 
d(p’;a,b)= c ,“-‘nb-l= c p’--y, 
&QJ = p’ 0.x + by = r 
J, y > 0 
and 
if 1 <r < a, 
!j+O(-!J if a<r<b, 
if r > b. 
We indicate the key steps in the proof of the first case of Lemma 3, since 
that is the most difficult. The sum in question can be rewritten as 
= 1 1 { c 4brqs;a, b)]- c { C d(kp’+“; a, b)]. 
p’<.xq’Cx k<x/P’$ P’+~<.T k<x/prcs 
qfP 
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The second sum is easily seen to be 0(x log .Y log log x) by the previous 
lemma so we ignore it. The first sum can be written as 
1 c 1 Wfq”; a, b) 
p’.q’<.ra>O k<.rfq 
P#Y /Iso PBY Ilk 
= c 1 d(pr+‘;a, b)d(q”+@;a, b) C d(k;a, b) 
p’,y’ < .Y 1 z 0 k < rJp’ + =qi + 0 
PZY B20 Ik.pq)= I 
which by Lemma 1 and the above remarks is 
=~,,,~~..{~+~(~)ii~+~(;)} {log-~+WxP+log9)~ 
=$logx 1 ~+O(xlog.~loglog.x). 
pr,yS c Y Pq 
From here the proof is clear. 
These three lemmas allow us to deduce, as in [2], the following two 
propositions. 
PROPOSITION 1. If r is a positive integer and 
1 
2 
A,= 
if ldr<a, 
1 if a<r<b, 
then 
1 d(k; a, b){ w,(k) - A, log log x}’ = 0(x log x log log x). 
k 6 .Y 
The case r > b is not very interesting. 
PROPOSITION 2. For a positive constant A and A, and r as above, let 
P,(x, A) = {k Q x: o,(k) 3 A, log log x - A JE) 
and we have 
1 d(k;a,b)+clogn, 
k d P,(.r.A 1 
where the implied constant depends on a and b. 
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Next we would like a bound on the number, N,(x, A), of elements of 
P,(x, A). This is given in the following proposition. 
PROPOSITION 3. We have 
where A* = A log 2. 
ProoJ The first case is handled exactly as in [2]. For the second case 
we proceed as follows. To each k E P,(x, A) we associate a number k’ by 
the rule 
k = py~ p’;’ . . . py ewe.+ k’ = p~“~I’lp~“d’l . Pr [udrl. 
This new integer k’ satisfies 
k’ d x’l” 
o,(k’)>loglogx-A’Jloglogx, 
for some constant A’. But by Hardy and Ramanujan [3], almost all num- 
bers bounded by x1” satisfy the second condition. This proves the 
proposition. 
In the application to follow, we use these propositions in the case where 
we get the best bound on N,(x, A), i.e., only when r = b. We have included 
the other cases for two reasons. First is their independent interest. The 
other reason is that in none of the lemmas did we really require the con- 
dition a <b. Hence, the case a = b (which reduces to a = b = 1) is also 
included. In this case the best bound on N,(x, A) = N,(x, A) is given by the 
first part of Proposition 3. This leads to the result of [2] for the ,classical 
Dirichlet divisors problem. 
This completes the essential arithmetical information required for the 
St, result. Next we deal with the corresponding results used in the Sz- 
result. 
Let P, be the set of primes less than or equal to x, and Q all numbers of 
the form nb where n is square-free and composed only of primes from P,. 
We let ] P,J be the cardinality of P, and M = 2”“ be the cardinality of Q,. 
We then have 
lP.4 =: -?- log x and A4 -% exp { cx/log x} 
for some positive constant c. We also have that the largest integer in Q,Y is 
bounded by exp{ 2bx). 
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Next let S, be the set of numbers defined by 
S,= 
i 
p= C r,q’“:r,E+l,O;Cri>2 
4=Q, i 
Finally let 
q(x) = inf{ 1~‘~ + ~1: m = 1, 2, . . . . p 15 S,} 
The following lemma can be proven with a slight modification of the 
method used for the corresponding results in Gangadharan [l], Joris [4], 
or Redmond [S]. 
LEMMA 4. Let 
q(?r) = -log Q(x) 
then 
x<q(x)@exp{cx/logx), 
for some positive constant c. 
We need one final lemma. 
LEMMA 5. There exists a constant c>O such that 
4q; a, b) 
C q,-6 %exp g . 
YEQT 1 I 
Proof: The sum in question can be written in the form 
c ,-I.&b, (1 +p-l+6b) 
n sq-free p < .x 
pin-p<x 
= exp 
i 
c log(l+p-- 
p<r 
= exp 
as claimed. 
We are now reasonably ready to proceed with the proofs of the two 
theorems. 
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3. PROOF OF THEOREM 1. 
Letf(x)=x “2-U-hE,(~). From the definitions, and Kratzel’s identity for 
E,(x), we see that 
f’(x) = .x~- “ZE(X) + 0(.x- ‘). 
Thus it suffices to prove 
f’b)=Q+igW 
where 
g(x) = (log X)6h log log x. 
As in [2], for a large integer N, let 
This is the FejCr kernel of index N2”/2. The following estimates are easily 
verified: 
0-c j1 k,(u)du< 1 
-1 
k$)(u)@N2”“-1)U-2, uk 1, r=o, 1,2, (2) 
kh( u) 4 N4’ for all U, (3) 
cr) 
eik2”Ukk( u) du 6 1) uniformly in k and N, (4) 
1 
s 
vz 
e”26”k’,(u) du = 
ikz6( 1 - (k/N)“) if k<N, 
o (5) 
~ K if kBN. 
Of these only (4) might not be completely obvious so we give the idea. For 
k < N, integrate by parts by integrating kk(u). This leaves 
-e @“k,J 1) - ik2* I,= eik26ukN( u) du, 
which by (2) with r = 0 implies the bound (k/N)26 G 1. For k > N, integrate 
by parts in the opposite order and the result follows as before. 
From (1 ), to prove the theorem it suffices to show that 
f;(x) = i’, f’b + u) k,(u) ~4 
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also satisfies 
.fX~)=Q+~g(x)~ 
for some N. 
Armed with these estimates, the following lemma is easy to prove. 
LEMMA 6. For x b N4’, 
.#w)= -j- h(x+u)k’,(u)du+O(l), 
-cc 
where 
h(x) = f “ii :sb’ sin (#” - :). 
k=l 
Since the series h(x) converges absolutely, we can invert the order of 
summation and integration in the integral of the last lemma, apply (5), and 
deduce 
provided x 3 N4*. 
To get a lower bound for this sum, we apply Dirichlet’s approximation 
theorem to those k in P,(N, A) to find an x in the interval 
N4” <x < N4”( l(j).%‘N.A) 
so that 
cos xk2a-; >c>O. 
( > 
Then by Lemma 1 and Proposition 2, we see that if A is sufficiently large, 
for this value of x 
3 cN” log N. 
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But by Proposition 3, and the upper bound on x given by Dirichlet’s 
theorem, we see that 
f;(x) b (log X)bS log log x = g(x), 
as claimed. It should be noted that the lower bound on x implies that x can 
be taken arbitrarily large. This then proves Theorem 1. 
4. PROOF OF THEOREM 2. 
This proof is a bit more elaborate than the previous one, so we require 
more notation. First we let 
be such that 
P(x) = exp(ax/log x) 
4(x) d fYx) 
iv2 6 P(x). 
Next we let for each fixed x 
(6) 
(7) 
For XC 1, 
A(x)= -[($)xlJ+)xl,b 
so that the expression in brackets in the definition of y.r is bounded for 
small U. If this expression is not bounded for all u then more than 
Theorem 2 would be true. Hence we can conclude that 0 < y, < co. But 
y., # 0 by Schierwagen’s Q ~ result. Thus 
or, in other words, 
Y.rU 1’2 + 1’p(x) + A + E(u) > 0 
for all u>O, where A = &/4c,. 
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Our next step is to describe the part of the kernel function we use to 
isolate certain terms of the “series” for E(u), and to point them in an 
appropriate direction. Let 
V(r)=2Cos2~=ei=+~~‘+ 1 
and set 
Note that T,(u) > 0 for all U. Finally, put g.r = exp{ -2P(x)) and 
From the remarks above we see immediately that J, > 0. In the next two 
lemmas we provide the tools for an asymptotic expansion for J,. In the 
first we cover the first two terms of J,. 
LEMMA 7. For -+<8<1, as x-+co we have 
s SC UHe-a TX(u) du = o; ‘-BT(l +e,+o(a,3’2). 0 
Proof. Expand the trigonometric polynomial T,(U) into exponential 
polynomials as follows: 
T,(u) = To + T, + ?-, + T,, 
where 
To= 1 
T,= c h,,e-‘“p, 
T, is the complex conjugate of T,, and h, are constants bounded by t. 
Now To contributes to the integral exactly the first term. So we concen- 
trate on the other parts of T,. The part T, contributes exactly 
enr’41J 1 + 0) 
? 1 (oI+iq'")-'-"~Cq~'""+"'~M=o(a,3/2) 
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since 8 + 1 > 0 and (7) holds. The contribution of T, is obviusly no more 
than this. Finally, T2 provides the term 
-I-H 
<<exp{cJP(x)+P(x)(l +Q)) 
= 4a,3'2), 
again by (7) and the fact that 1 + 0 < 2. 
In the next lemma we cover the contribution to J, from E(u). It is here 
that we appeal to Krltzel’s identity for E,(u) and avoid the functional 
equation. 
LEMMA 8. For x tending to infinity, 
E(~)e~“‘“T,(u)du= -;r ; .;3/2 C d(qif’ab)+0(6;W). 
0 qEQ, 4 
Proof: Our first step is to integrate by parts to introduce E,(u) in the 
integral so that we can appeal to Krltzel’s identity. Thus our integral can 
be written as 
Now since 
E,(u) = 
o(ua+b) if u is small, 
O(u 
oih-l/2 ) if u is large, 
the integrated terms vanish. For the remaining integral, we wish to replace 
E,(u) by Krtitzel’s series. However, we must be very careful how we deal 
with the error term. Write the integral in question as 
-j- h(u)u“+b-1~2$ {ul-u-bePuT~(u)} du 
0 
+o(,~~a+b~‘~~~...}~du) 
+ 
I 
’ h(u) Ua+b- 112 
0 
;{ -..}du+O(J;ua+bi${ . ..}idu) 
= I, + O(Z,) + 13 + O(Z‘& 
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say, where h(u) is defined in Lemma 6. The integral I, is bounded by 
and this dominates the last integral Z4. Hence, there are three things we 
need to do: estimate I; and I, and calculate I,. 
For the two integral estimates, we need a bound on the expression in 
absolute values. For this we note that from the definition and from the 
decomposition used in the proof of Lemma 7, we have 
so that 
In I; this contributes at most 
In Z2 the estimate becomes 
For I, we expand the expression d/du ( . . . } as 
U1/2-a-b 
The last term contributes to I, at most (because h(u) is bounded) 
Finally we are left to deal with the following: 
-j*‘M)& l u’l’e-“+‘T’,(u)} du. 
0 
We replace h(u) by its series definition and integrate term by term. This is 
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legitimate because everything converges absolutely and uniformly. We get 
the expression 
(8) 
where 
Z(k) = joz eiuk2’; { u”‘e-“Vr(u)} du. 
In this integral we can reintegrate by parts and expand T,(u) as we did in 
the proof of Lemma 7 to get 
z(k) = &Zb j m  ,iukZaUI/2e-~vu 
0 
{To(u) + T,(u) + T,(u) + G(4) du 
= Z,(k) + Z,(k) + C(k) + Z,(k), 
say. Only Z,(k) will contribute to our cause, as we will now see. First, 
Second. 
Z,(k) -% k2’(o, - ik2&1 -3’2 6 k-t 
Third, 
Z,(k) 6 k*” c 10, - i(k2& - p)I p3’2 
Ices, 
~ 3”k-S 
i 
ifk>2max{l~l:~ES,} 
39(+3/2 ifk,<2max{I~):~ES,}. 
This max{ 1~1) is bounded by Me’“. Hence all of these contribute to our 
series (8) no more than 
as required. There remains only the contribution of Z,(k). We need to dis- 
tinguish two cases. If k # q for all q E Q, then we get a bound exactly as 
above for Z,(k) but with M replacing the factor 3M which comes from the 
number of terms in the sum. Now suppose k = q for some q in Q,. The 
term in the sum defining T,(u) corresponding to this q alone contributes 
exactly 
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The other terms contribute as in the case k # y. Combining all these con- 
tributions to (8) we see that the lemma is proved. 
We can now complete the proof of Theorem 2. We first have that J, > 0. 
We also have by Lemmas 7 and 8, that 
Hence if x is sufficiently large we deduce from Lemma 5 that 
CXh6 
y.+eexp - . i I log X 
In other words, for each sufficiently large x there exists a u, such that 
-d(U”,+h) 
uV? +exp - r i 
log u, CP 
- 
P(x) + log x I 
This implies first that U, tends to infinity with x. If the second term in the 
exponential dominates, then it is easy to see on taking logarithms and 
recalling the definition of P(x) that 
loglogu.Q-Y- 
log X 
from which the theorem follows. If the opposite occurs then, without loss of 
generality, we may assume 
(1% log U.Y 
(log log log U,)lPh6 
~ 1% U.Y 
P(x) 
since otherwise the theorem holds again. But under this condition we again 
deduce that 
log log u, < x 
log x 
so that the theorem holds in this last case as well. 
Remarks. We close the paper with a few remarks. First, we achieved are 
improvement in Theorem 1 by making optimum use of Dirichlet’s 
approximation theorem. As we see, the theorem is applied to find an x at 
which a number of consine functions are bounded (positively) away from 
zero. The fewer number of terms to which this is done, the better the bound 
on the x. the better the result in the theorem. The set we chose here is the 
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smallest set on which the average order of the function d(k; a, b) is suppor- 
ted. See Propositions 2 and 3. It would appear, then, that the set we use is 
optimal and that our Sz result is the best that might be achieved by this 
method. 
In Theorem 2, a similar phenomenon occurred but for a slightly different 
reason. We isolated a set where we got the maximum contribution to the 
lower bound on the smallest possible set of terms. Our lower bound in 
Lemma 5 seems to be the best that can be obtained over any set of a type 
having the linear independence conditions satisfied in Lemma 4. 
Finally, KrZtzel’s identity which plays such an important role here is 
exactly what one would expect to see if the generating function of the 
weighted divisor function we started with satisfied a functional equation. It 
seems that our proof of Theorem 2 is the first time that an Q result of this 
type has been given without explicitly appealing to the functional equation. 
Note also that we did not require a conditionally convergent series for the 
error term itself, only an average of it where the series converges absolutely. 
This is a distinct advantage since KrStzel’s series for the error term itself 
only converges when the parameters satisfy 3 < a/b, a significant restriction. 
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