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MODEL KLASIFIKASI ANALISIS DISKRIMINAN DENGAN 
METODE PARTIAL LEAST SQUARES DISCRIMINANT 
ANALYSIS (PLSDA) PADA DATA BERDIMENSI TINGGI 
ABSTRAK 
 
Analisis diskriminan adalah analisis multivariat yang diterapkan untuk 
memodelkan hubungan antara peubah respon yang bersifat kategorik 
dengan peubah prediktor yang bersifat numerik. Analisis diskriminan 
yang memiliki jumlah peubah prediktor lebih banyak daripada jumlah 
amatannya harus ditangani dengan suatu metode yaitu metode Partial 
Least Squares Discriminant Analysis (PLSDA). Dampak adanya data 
berdimensi tinggi mengakibatkan prediksi yang dihasilkan kurang 
akurat. Salah satu contoh data berdimensi tinggi adalah data berupa 
gen-gen pada manusia yang menderita suatu jenis kanker. Tujuan 
penelitian ini adalah untuk mengetahui gen yang paling berpengaruh 
pada masing-masing jenis kanker. Pada penelitian ini digunakan data 
dengan jumlah gen sebanyak 685 dan amatan sebanyak 60 pasien yang 
diklasifikasikan ke dalam lima jenis kanker. Jenis kanker pada 
penelitian ini adalah BRCA (Breast Carnicoma), COAD (Colon 
Adenocarcinoma), KIRC (Kidney Renal Clear Cell Carnicoma), 
LUAD (Lung Adenocarcinoma) dan PRAD (Prostate 
Adenocarcinoma). Hasil penelitian ini didapatkan gen-gen yang 
menjadi penciri pada masing-masing jenis kanker. Peubah penciri 
pada kanker jenis BRCA adalah Gen 452 dan Gen 634. Peubah penciri 
pada kanker jenis COAD adalah Gen 452 dan Gen 165. Peubah penciri 
pada kanker jenis KIRC adalah Gen 115 dan Gen 616. Peubah penciri 
pada kanker jenis LUAD adalah Gen 452 dan Gen 176. Peubah penciri 
pada kanker jenis PRAD adalah Gen 115 dan Gen 165. 
 




CLASSIFICATION MODEL OF DISCRIMINANT ANALYSIS 
WITH PARTIAL LEAST SQUARES DISCRIMINANT 
ANALYSIS (PLSDA) METHOD IN HIGH DIMENSION DATA 
ABSTRACT 
 
Discriminant analysis is a multivariate analysis that is applied to 
model the relationship between categorical response variables with 
numerical predictor variables. Discriminant analysis that has more 
predictor variables than the number of observations must be handled 
by a method, such as Partial Least Squares Discriminant Analysis 
(PLSDA) method. The impact of the existence of high dimension data 
that the results in less accurate predictions. Example of high 
dimension data is data in the form of genes in human who suffer from 
a type of cancer. The purpose of this study was to determine the genes 
that most influence each type of cancer. In this study, the data used 
number of genes as much as 685 and the observations of 60 patients 
which classified into five types of cancer. The types of cancer in this 
study are BRCA (Breast Carnicoma), COAD (Colon 
Adenocarcinoma), KIRC (Kidney Renal Clear Cell Carnicoma), 
LUAD (Lung Adenocarcinoma) and PRAD (Prostate 
Adenocarcinoma). The results of this study obtained genes that 
become the characteristics in each type of cancer. Characteristics of 
cancer in BRCA are Gen 452 and Gen 634. Characteristics of cancer 
in COAD are Gen 452 and Gen 165. Characteristics of cancer in KIRC 
are Gen 115 and Gen 616. Characteristics of cancer in LUAD are Gen 
452 and Gen 176. Characteristics of cancer in PRAD are Gen 115 and 
Gen 165. 
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1.1. Latar Belakang 
Klasifikasi adalah pengelompokan objek-objek berdasarkan 
kesamaan sifat atau karakteristik. Tujuan klasifikasi adalah 
mengelompokkan suatu objek pada kelompok yang sudah ada 
sebelumnya. Dalam meneliti karakteristik data, ditentukan beberapa 
peubah penciri yang membedakan suatu kelompok dengan kelompok 
lainnya. 
Pada bidang statistika dikenal banyak metode untuk meng-
klasifikasikan objek. Analisis diskriminan merupakan salah satu 
metode yang digunakan untuk mengklasifikasikan suatu objek ke 
dalam suatu kelompok yang sudah ditentukan sebelumnya. Analisis 
diskriminan juga digunakan untuk mengetahui peubah penciri yang 
membedakan anggota kelompok suatu populasi dan sebagai kriteria 
pengelompokan (Huberty, 1934). Analisis diskriminan dapat meng-
gambarkan perbedaan antar kelompok populasi melalui suatu 
persamaan matematis yang disebut dengan fungsi diskriminan.  
Data berdimensi tinggi merupakan data yang memiliki jumlah 
peubah prediktor lebih banyak daripada jumlah amatan. Semakin 
tinggi nilai dimensi, maka nilai informasi yang didapat semakin sulit 
diperoleh. Kejadian tersebut akan berdampak pada prediksi yang 
kurang akurat. Salah satu cara untuk menangani data dengan kasus 
tersebut melalui reduksi dimensi dengan metode pereduksian 
Principal Component Analysis (PCA) dan Partial Least Squares 
(PLS). Metode PLS memiliki keunggulan, yaitu tidak diperlukan 
asumsi, seperti normalitas dan multikolinieritas. 
Pada dunia yang semakin maju ini, teknologi yang dibuat oleh 
manusia pun semakin canggih. Benda yang tidak dapat dilihat oleh 
mata manusia mampu dideteksi oleh alat yang canggih. Gen adalah 
unit pewarisan sifat bagi organisme hidup. Gen merupakan suatu 
benda yang sangat kecil dan tidak dapat dilihat dengan kasat mata. 
Terdapat banyak gen yang menyusun penyakit kanker. Adanya gen-
gen tersebut mengklasifikasikan seseorang dikategorikan menderita 
suatu jenis kanker. Banyaknya gen tersebut, maka diperlukan analisis 
yang menangani kasus di mana peubah prediktor cukup banyak, 
sehingga dapat memprediksi data baru dengan tepat dan akurat. 
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Metode Partial Least Squares Discriminant Analysis (PLSDA) 
merupakan penggabungan teknik klasifikasi dengan Partial Least 
Squares (PLS) yang menghasilkan suatu prediksi klasifikasi yang 
lebih baik dan akurat. PLSDA akan mereduksi dimensi peubah awal 
dan menyusun model regresi secara simultan. PLSDA digunakan 
untuk mengklasifikasikan objek yang memiliki jumlah peubah 
prediktor lebih banyak daripada jumlah amatan. PLSDA sering 
digunakan pada data yang berdimensi tinggi dengan amatan kecil, 
misal pada data kemometrika. Penelitian sebelumnya dilakukan oleh 
Febbi Meidawati (2017) dengan judul Pemodelan Klasifikasi Obat 
Bahan Alam dengan Metode Partial Least Squares Discriminant 
Analysis. Penelitian tersebut menghasilkan nilai akurasi sebesar 
86.67%. Berdasarkan nilai akurasi tersebut dapat dikatakan bahwa 
metode PLSDA merupakan metode yang tepat untuk 
mengklasifikasikan objek pada data berdimensi tinggi. Analisis 
diskriminan biasa kurang cocok jika digunakan untuk data dengan 
peubah prediktor yang cukup banyak karena model yang didapat akan 
sama dengan data contoh tetapi akan gagal dalam memprediksi data 
baru. 
Pada penelitian ini, peneliti menggunakan metode Partial Least 
Squares Discriminant Analysis (PLSDA) untuk memodelkan 
klasifikasi penyakit kanker berdasarkan gen yang ada pada manusia 
dan untuk mengetahui gen apa saja yang menjadi pembeda pada 
masing-masing kanker. 
 
1.2. Rumusan Masalah 
Rumusan masalah pada penelitian ini adalah: 
1) Bagaimana fungsi diskriminan yang terbentuk untuk 
mengklasifikasikan pasien ke dalam lima jenis kanker (BRCA, 
COAD, KIRC, LUAD dan PRAD)? 
2) Seberapa tepat hasil klasifikasi pada fungsi diskriminan yang 
terbentuk? 
3) Peubah prediktor apa yang paling berpengaruh dalam menjelaskan 
klasifikasi pasien ke dalam lima jenis kanker (BRCA, COAD, 








1.3. Tujuan Penelitian 
Tujuan dari penelitian ini adalah: 
1) Membentuk fungsi diskriminan yang terbentuk untuk 
mengklasifikasikan pasien ke dalam lima jenis kanker (BRCA, 
COAD, KIRC, LUAD dan PRAD). 
2) Memperoleh tingkat ketepatan model klasifikasi pada fungsi 
diskriminan yang terbentuk. 
3) Mengidentifikasi peubah prediktor yang paling berpengaruh dalam 
menjelaskan klasifikasi pasien ke dalam lima jenis kanker (BRCA, 
COAD, KIRC, LUAD dan PRAD). 
 
1.4. Manfaat Penelitian 
Manfaat dari penelitian ini adalah model diharapkan mampu 
mengklasifikasikan objek ketika jumlah peubah prediktor cukup 
banyak sehingga didapatkan prediksi yang tepat dan akurat. Bagi 
dunia medis, manfaat adanya penelitian ini adalah mempermudah 
dalam menentukan klasifikasi seseorang terkena kanker. 
 
1.5. Batasan Masalah 
Batasan masalah pada penelitian ini adalah kanker yang 
digunakan hanya lima jenis, yaitu BRCA (Breast Carnicoma), COAD 
(Colon Adenocarcinoma), KIRC (Kidney Renal Clear Cell 
Carnicoma), LUAD (Lung Adenocarcinoma) dan PRAD (Prostate 
Adenocarcinoma). Banyaknya gen yang digunakan pada penelitian ini 
hanya melibatkan 685 gen pertama dengan amatan sebanyak 60 pasien 














2.1. Analisis Diskriminan 
Analisis multivariat diklasifikasikan menjadi dua, yaitu teknik 
dependensi dan teknik interdependensi. Teknik dependensi adalah 
teknik statistika multivariat yang digunakan untuk menguji hubungan 
antar peubah di mana peubah respon dan peubah prediktor sudah dapat 
dibedakan (Mattjik dan Sumertajaya, 2011). Analisis diskriminan 
merupakan analisis yang termasuk dalam teknik dependensi. 
Menurut Hair dkk. (1998), analisis diskriminan adalah analisis 
multivariat yang diterapkan untuk memodelkan hubungan antara satu 
peubah respon yang bersifat dikotom atau multikotom dan merupakan 
data non-metrik (nominal dan ordinal) dengan peubah prediktor yang 
bersifat kuantitatif. Menurut Johnson dan Wichern (2007), analisis 
diskriminan adalah suatu teknik peubah ganda yang digunakan untuk 
memisahkan pengamatan atau objek ke dalam kelompok atau 
himpunan yang berbeda dan untuk mengklasifikasikan objek baru ke 
dalam salah satu kelompok yang telah ditentukan sebelumnya. 
Analisis diskriminan bertujuan untuk mengklasifikasikan suatu 
individu atau observasi ke dalam kelompok yang saling bebas 
(mutually exclusive/disjoint) dan menyeluruh berdasarkan sejumlah 
peubah prediktor (Mattjik dan Sumertajaya, 2011).  
Berdasarkan jumlah klasifikasi pada peubah respon, analisis 
diskriminan dibagi menjadi dua, yaitu Two Group Discriminant 
Analysis dan Multiple Discriminant Analysis (Hair dkk., 2010). Jika 
terdapat dua klasifikasi peubah respon maka analisis yang digunakan 
adalah Two Group Discriminant Analysis. Jika terdapat tiga atau lebih 
klasifikasi peubah respon maka analisis yang digunakan adalah 
Multiple Discriminant Analysis. 
Model fungsi analisis diskriminan adalah sebuah persamaan 
yang menunjukkan suatu kombinasi linier dari berbagai peubah 
prediktor. Menurut Hair (2010), fungsi diskriminan ditunjukkan pada 
persamaan (2.1). 
 
𝐷𝑔 = 𝑎 + 𝑊1𝑋1𝑔 + 𝑊2𝑋2𝑔 + 𝑊3𝑋3𝑔 + ⋯ + 𝑏𝑝𝑋𝑝𝑔 (2.1) 
 
Keterangan: 
𝐷 : skor diskriminan 
𝑎 : intersep 
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𝑊 : koefisien diskriminan atau bobot 
𝑋 : peubah prediktor 
𝑝 : banyaknya peubah prediktor 
𝑔 : banyaknya kelompok 
 
2.2. Data Hilang (Missing Value) 
Data hilang (missing value) adalah suatu kondisi hilangnya 
sebagian fitur pada data set. Missing value terjadi karena informasi 
tentang objek tidak diberikan, sulit dicari atau informasi tersebut tidak 
tersedia. Missing value juga dapat disebabkan oleh kesalahan sistem 
seperti tidak adanya respon terhadap sensor atau perangkat penerima 
input. Dapat pula disebabkan oleh human error seperti 
ketidaklengkapan memasukkan data pada database. Missing value 
sering terjadi pada data mining dan data berdimensi tinggi karena 
jumlah data yang cukup banyak. 
Banyaknya missing value pada suatu data tidak akan 
bermasalah apabila terdapat sekitar 1% dari keseluruhan data sehingga 
missing value tersebut dapat diabaikan. Apabila jumlah data hilang 
cukup besar maka perlu dilakukan penanganan. Menurut Han dkk. 
(2012), penanganan missing value pada suatu data dapat dilakukan 
dengan dua cara. Pertama, memasukkan rata-rata atau median dari 
peubah yang mengandung missing value. Kedua, menyisihkan peubah 
yang mengandung missing value. 
 
2.3. Analisis Korelasi 
Analisis korelasi merupakan suatu analisis untuk mengetahui 
kekuatan hubungan antara dua peubah melalui sebuah bilangan yang 
disebut koefisien korelasi (Walpole, 1993). Koefisien korelasi antara 
dua peubah adalah suatu ukuran hubungan linier antara kedua peubah 
tersebut. Koefisien korelasi memiliki rentang nilai -1 sampai 1. 
Apabila nilai koefisien korelasi bernilai 0, maka dapat dikatakan 
bahwa kedua peubah tidak memiliki hubungan. Apabila nilai koefisien 
korelasi bernilai -1 atau 1, maka dapat dikatakan bahwa kedua peubah 
memiliki hubungan yang erat.  
Analisis korelasi dapat dilakukan dengan beberapa pengujian 
tergantung pada jenis data. Uji korelasi Pearson merupakan pengujian 
korelasi ketika jenis data bersifat kuantitatif (data berskala interval 
atau rasio). Dalam pengujian akan menghasilkan koefisien korelasi 




peubah. Menurut Walpole (1993), rumus untuk menghitung koefisien 



















𝑟 : koefisien korelasi 
𝑛 : banyaknya amatan 
Statistik uji yang digunakan untuk mengetahui tingkat 
signifikansi dari koefisien korelasi adalah statistik uji t dengan rumus 







Hipotesis untuk pengujian korelasi sebagai berikut. 
𝐻0 ∶  𝜌 = 0  vs 
𝐻1 ∶  𝜌 ≠ 0 
Keputusan untuk menolak 𝐻0 apabila |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡(𝛼
2
,𝑛−2) atau 
dengan melihat p-value< 𝛼 = 0,05, artinya terdapat hubungan yang 
signifikan antara dua peubah. Sebaliknya, keputusan untuk 
meneriman 𝐻0 apabila |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| ≤ 𝑡(𝛼
2
,𝑛−2) atau dengan melihat p-
value ≥ 𝛼 = 0,05, artinya tidak terdapat hubungan yang signifikan 
antara dua peubah. 
 
2.4. Partial Least Squares Discriminant Analysis (PLSDA) 
Partial Least Squares (PLS) merupakan metode yang pertama 
kali dikembangkan oleh Herman Wold pada tahun 1966 pada bidang 
ekonometrika. PLS merupakan teknik analisis yang powerfull karena 
dapat diterapkan pada semua data dan ukuran sampel tidak harus besar 
(Jaya dan Sumertajaya, 2008). PLS juga mampu menangani banyak 
peubah prediktor, bahkan sekalipun terjadi multikolinieritas di antara 
peubah-peubah tersebut (Ramzan dan Khan, 2010). Menurut Wold 
dkk. (2001), PLS dapat digunakan untuk menganalisis data yang 
memiliki korelasi tinggi, noise (derau) dan memiliki banyak peubah 
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prediktor serta dapat memodelkan secara simultan beberapa peubah 
respon. 
Partial Least Squares Regression (PLSR) digunakan untuk 
menangani adanya korelasi antar peubah prediktor menjadi komponen 
baru dengan peubah yang tidak berkorelasi (Cinca dan Nieto, 2011). 
Partial Least Squares Discriminant Analysis (PLSDA) merupakan 
regresi PLS klasik yang memiliki peubah respon bersifat kategorik 
yang menunjukkan suatu kelas klasifikasi. Metode ini merupakan 
gabungan antara analisis diskriminan biasa dan analisis diskriminan 
pada komponen utama yang penting dari peubah prediktor (Enciso dan 
Tenenhaus, 2003). PLSDA akan mereduksi dimensi peubah awal dan 
menyusun model regresi secara simultan. 
Regresi PLS menguraikan peubah X (matriks berukuran 𝑛 × 𝑝) 
dan peubah Y (matriks berukuran 𝑛 × 𝑔) sebagai sekumpulan nilai 
ortogonal dan sekumpulan nilai yang khusus dengan membentuk 
komponen PLS. Persamaan regresi PLS dijelaskan pada persamaan 
(2.4) dan diduga dengan 𝜷 (matriks berukuran 𝑝 × 𝑔) sesuai 
persamaan (2.5). 
 




𝜷 = 𝑾(𝑷′𝑾)−𝟏𝑪′ (2.5) 
 
Dalam menentukan skor X (T) terlebih dahulu mencari nilai 
bobot X (W) dan penentuan skor Y (U) terlebih dahulu mencari nilai 
bobot Y (C). Nilai W dan C dapat diperoleh sesuai pada persamaan 
(2.6) dan persamaan (2.7). 
 
𝑻 = 𝑿𝑾 (2.6) 
 
𝑼 = 𝒀𝑪 (2.7) 
 
Keterangan: 
𝑻 : skor X (matriks berukuran 𝑛 × 𝑎) 
𝑼 : skor Y (matriks berukuran 𝑛 × 𝑎) 
𝑾 : bobot X (matriks berukuran 𝑝 × 𝑎) 
𝑪 : bobot Y (matriks berukuran 𝑔 × 𝑎) 
𝑷 : X-loadings (matriks berukuran 𝑝 × 𝑎) 




𝑝 : banyaknya peubah prediktor 
𝑛 : banyaknya amatan 
𝑎 : banyaknya komponen 
Algoritma standar untuk menghitung komponen PLS adalah 
Nonlinear Iterative Partial Least Squares (NIPALS). Ide dasar dalam 
algoritma ini adalah mengestimasi parameter t dan u dengan suatu 
proses iteratif dari regresi least square. Langkah-langkah dalam 
algoritma NIPALS dijelaskan pada persamaan (2.8) sampai 
persamaan (2.21). 
1) Inisialisasi skor Y pertama dari salah satu kolom pada data Y. 
 
𝒖𝒇 = 𝒚𝒌 𝑓 = 1, 2, … , 𝑎; 𝑘 = 1, 2, … , 𝑔 (2.8) 
 














4) Hitung skor X. 
 
𝒕𝒇 = 𝑿𝒘𝒇 (2.11) 
 














7) Hitung skor Y baru. 
 
𝒖𝒇
∗ = 𝒀𝒄𝒇 (2.14) 
 
8) Tentukan selisih skor Y. 
 
𝒖∆ = 𝒖𝒇
∗ − 𝒖𝒇 (2.15) 
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∆𝒖 = 𝒖∆′𝒖∆ (2.16) 
 
9) Jika ∆𝒖 > 𝜀 maka lakukan kembali sesuai langkah 2 dengan 
menggunakan 𝒖𝒇
∗. Jika ∆𝒖 < 𝜀 maka didapatkan komponen PLS 
pertama dan dilanjutkan ke langkah 10. 
 














12) Hitung sisaan dari X. 
 
𝑿𝒓𝒆𝒔 = 𝑿 − 𝒕𝒇𝒑𝒇′ (2.19) 
 
13) Tentukan nilai Y baru dengan estimasi 
 
?̂?𝒃𝒂𝒓𝒖 = ?̂?𝒊𝒏𝒊𝒔𝒊𝒂𝒍 − 𝒕𝒇𝒒𝒇′ (2.20) 
 
14) Hitung sisaan dari Y 
 
𝒀𝒓𝒆𝒔 = 𝒀𝒂𝒘𝒂𝒍 − ?̂?𝒃𝒂𝒓𝒖 (2.21) 
 
15) Ganti nilai X dengan 𝑋𝑟𝑒𝑠 dan nilai Y dengan 𝑌𝑟𝑒𝑠, kemudian 
lakukan iterasi lagi mulai dari tahap 2 untuk mendapatkan 
komponen PLS lainnya. 
 
2.5. Validasi Silang (Cross Validation) 
Kohavi (1995) menyatakan bahwa terdapat beberapa metode 
untuk menguji keakuratan suatu model klasifikasi, antara lain: 
holdout, cross validation dan bootstrap. Cross validation atau validasi 
silang adalah metode statistik yang digunakan untuk mengevaluasi 
kinerja model atau algoritma yang membagi data menjadi data 
training dan data testing. Data training adalah data yang digunakan 
untuk membentuk model sedangkan data testing adalah data 
independen yang tidak terlibat dalam pembentukan model dan 
digunakan untuk menguji keakuratan model dalam menduga data 




validasi silang juga mampu memberikan informasi mengenai 
banyaknya amatan yang tepat dan tidak tepat diklasifikasikan. Metode 
ini digunakan untuk mengatasi overfitting. Overfitting adalah kondisi 
ketika model sudah sesuai dengan data contoh tetapi kurang baik 
dalam memprediksi data yang bukan bagian dari data penyusun 
model. Hal tersebut dapat terjadi apabila jumlah peubah prediktor 
lebih banyak dibanding dengan jumlah amatan. 
Salah satu bentuk validasi silang adalah k-fold cross validation 
yang artinya terdapat sebanyak k pengujian. K-fold cross validation 
adalah metode pengujian yang diterapkan pada data training untuk 
menguji tingkat validasi (termasuk besaran error) dari data yang diuji. 
Metode k-fold cross validation membagi data menjadi k bagian yang 
sama secara acak. Satu bagian menjadi data testing dan k-1 bagian 
menjadi data training. Tabel 2.1 merupakan ilustrasi penerapan data 
testing dan data training pada cross validation sebanyak 5-fold. 
 
Tabel 2.1. Ilustrasi Data Testing dan Data Training pada 5-Fold 
Cross Validation 
Fold 1 testing training training training training 
Fold 2 training testing training training training 
Fold 3 training training testing training training 
Fold 4 training training training testing training 
Fold 5 training training training training testing 
 
Setiap fold memiliki kesempatan satu kali menjadi data testing 
dan empat kali menjadi data training. Posisi data testing harus selalu 
berbeda di setiap fold. Misal di fold 1 data testing berada di posisi 
pertama, kemudian fold 2 berada di posisi kedua, dan seterusnya. 
Setiap validasi silang terdiri dari 4-fold yang bertindak sebagai data 
training dan 1-fold yang bertindak sebagai data testing. 
Rumus untuk perhitungan nilai akurasi dengan metode cross 


















𝐶 : total amatan yang tepat diklasifikasikan 
𝐷(𝑘) : banyaknya amatan pada fold k 
 
2.6. Ketepatan Model Klasifikasi 
Salah satu metode untuk mengukur ketepatan model klasifikasi 
adalah dengan confusion matrix atau dikenal dengan istilah tabel 
kontingensi. Tabel kontingensi mengandung informasi yang 
membandingkan hasil klasifikasi yang dilakukan model dengan hasil 
klasifikasi yang sebenarnya. Tabel 2.2 merupakan contoh tabel 
kontingensi yang memiliki dua kategori kelompok. 
 




Positif True Positive (TP) False Positive (FP) 
Negatif False Negative (FN) True Negative (TN) 
 
 Nilai True Positive (TP) adalah data positif yang terdeteksi 
benar. Sama halnya dengan TP, True Negative (TN) untuk data negatif 
yang terdeteksi benar. Nilai False Positive (FP) yaitu data negatif yang 
terdeteksi sebagai data positif. Sebaliknya, nilai False Negative (FN) 
untuk data positif yang terdeteksi sebagai data negatif. Semakin 
banyak amatan yang terdeteksi benar maka nilai akurasinya semakin 
tinggi. Nilai akurasi berada pada rentang nilai 0 sampai 1 dengan nilai 
1 merupakan nilai dengan akurasi tertinggi. 
 
2.7. Variable Importance in Projection (VIP) 
Skor VIP memberikan arti pengaruh setiap peubah prediktor 
terhadap model. Menurut Farres dkk. (2015), skor VIP merupakan 
jumlah kuadrat terboboti dari nilai weight PLS (𝑤) yang dihitung dari 
total keragaman 𝑌 yang dijelaskan oleh setiap peubah laten. Peubah 
laten adalah peubah yang tidak dapat diukur secara langsung 
melainkan diukur secara tidak langsung dengan bantuan beberapa 
indikator. Skor VIP digunakan sebagai acuan untuk memilih peubah 
prediktor yang paling berpengaruh dalam menjelaskan peubah respon. 













𝑤𝑗𝑓 : nilai weight dari peubah prediktor ke-𝑗 dan komponen ke-
𝑓 
𝑆𝑆𝑌𝑓 : jumlah kuadrat keragaman komponen ke-𝑓 
𝑝 : jumlah peubah prediktor 
𝑆𝑆𝑌𝑡𝑜𝑡𝑎𝑙 : jumlah kuadrat total keragaman peubah respon 
𝑎 : jumlah komponen yang terbentuk 
𝑉𝐼𝑃𝑗 merupakan ukuran kontribusi masing-masing peubah 
prediktor sesuai dengan varian yang dijelaskan oleh masing-masing 
komponen PLS. Suatu peubah prediktor dikatakan berpengaruh dalam 
menjelaskan peubah respon apabila skor VIP > 1. 
 
2.8. Gen 
Istilah gen diciptakan oleh W. Johannsen pada tahun 1909. Gen 
adalah unit pewarisan sifat bagi organisme hidup. Gen terdiri dari 
DNA yang diselubungi dan diikat oleh protein. Secara kimia, dapat 
disebut bahwa unit informasi genetik adalah DNA. Ukuran gen 
ditaksir 4 sampai 50 mµ. Bentuk fisik gen adalah urutan DNA yang 
melekat atau berada di suatu protein, polipeptida, atau seuntai RNA 
yang memiliki fungsi bagi organisme yang memilikinya. Pada 
molekul DNA terdapat gen, dalam hal ini gen merupakan urutan 
nukleotida tertentu dari DNA yang mengekspresikan sifat tertentu 
yang mengkode pembentukan suatu polipeptida, yang mengkode 
pembentukan suatu RNA atau yang dibutuhkan untuk transkripsi gen 
lain. 
Ekspresi gen adalah tingkat paling mendasar di mana genotip 
pada suatu individu memunculkan fenotip, yaitu sifat yang dapat 
diamati. Adanya RNA microarrays dan RNA sequence (untaian 
RNA) membantu mempelajari transkriptom yang merupakan 
seperangkat transkrip RNA lengkap yang diproduksi oleh genom 
dalam keadaan tertentu dalam sel atau jaringan tertentu (Stefanska dan 
MacEwan, 2017). Perbandingan transkriptom memungkinkan 
identifikasi gen yang diekspresikan secara berbeda dalam populasi sel 
yang berbeda dan akibatnya membantu dalam menjelaskan 




Tumor adalah pertumbuhan sel-sel tubuh yang abnormal. Sel 
merupakan unit terkecil yang menyusun jaringan tubuh manusia. 
Masing-masing sel mengandung gen yang berfungsi untuk 
menentukan pertumbuhan, perkembangan, atau perbaikan yang terjadi 
dalam tubuh. Pembelahan sel dikontrol oleh suatu kontrol genetik. 
Gen-gen tertentu harus mengatur proses pembelahan sel. Gen-gen 
pengatur ini seperti halnya dengan gen-gen lain, juga dapat mengalami 
mutasi. Mutasi yang menghilangkan fungsi dari gen-gen pengatur ini 
dapat mengantar terjadinya pembelahan sel secara abnormal. 
Pertumbuhan dan pembelahan sel yang tidak terkontrol dan 
menghasilkan suatu massa sel-sel disebut dengan tumor (Suryo, 
1990). Tumor yang ganas akan melepaskan sel-sel dan akan dibawa 
dengan aliran darah ke bagian lain dari tubuh, disebut dengan kanker. 
Proses ini dinamakan metastase. Tumor yang tidak ganas tidak 
mengalami metastase. Berikut merupakan penjelasan mengenai 
beberapa jenis kanker menurut National Cancer Institute (NCI). 
1) BRCA (Breast Carcinoma) 
BRCA atau breast cancer adalah kanker yang berkembang dari 
jaringan payudara. Kanker payudara dimulai ketika sel-sel di 
payudara mulai tumbuh di luar kendali. Sel-sel ini biasanya 
membentuk tumor yang sering terlihat pada rontgen atau terasa 
sebagai benjolan. 
2) COAD (Colon Adenocarcinoma) 
COAD merupakan salah satu jenis kanker ganas yang terjadi 
pada epitel mukosa usus besar dari kolon sampai dengan rektum. 
3) KIRC (Kidney Renal Clear Cell Carcinoma) 
KIRC adalah jenis kanker ginjal yang paling umum. Kanker ini 
terbentuk di sel-sel yang melapisis tubulus kecil di ginjal yang 
menyaring limbah dari darah dan membuat urin. 
4) LUAD (Lung Adenocarcinoma) 
LUAD adalah jenis kanker paru yang paling umum dan lebih 
banyak muncul pada wanita. Kanker paru adalah pertumbuhan sel 
kanker yang tidak terkendali dalam jaringan paru. Kanker paru 
disebabkan oleh sejumlah karsinogen, terutama asap rokok. Faktor 
lain seseorang terkena kanker paru adalah polusi udara, paparan 
radon, genetik, dan lingkungan. Kanker paru jenis LUAD 





5) PRAD (Prostate Adenocarcinoma) 
Prostat merupakan kelenjar yang hanya ditemukan pada organ 
tubuh pria. Sebagian besar sel dalam kelenjar prostat adalah jenis 
kelenjar, yang berarti bahwa adenokarsinoma adalah jenis kanker 
yang paling umum terjadi di prostat. Sekitar 5-10% kanker prostat 
disebabkan oleh cacat genetik, sehingga pria yang memiliki 
riwayat keluarga lebih berisiko mengembangkannya sendiri. Pria 
yang memiliki kerabat dekat (saudara, ayah, anak) yang menderita 
kanker prostat dua atau tiga kali lebih mungkin mengembangkan 













Data yang digunakan pada penelitian ini adalah data sekunder 
yang didapatkan dari Machine Learning Repository pada link 
https://archive.ics.uci.edu/ml/datasets/gene+expression+cancer+RN
A-Seq. Data berupa panjang untaian RNA pada tingkat ekspresi gen 
pasien penderita kanker yang dilambangkan dengan dummy 
(gene_XX). Terdapat lima jenis kanker, yaitu BRCA, KIRC, COAD, 
LUAD, dan PRAD. Tingkat ekspresi gen pasien bertindak sebagai 
peubah prediktor sedangkan klasifikasi jenis kanker bertindak sebagai 
peubah respon. Peubah prediktor yang digunakan sebanyak 685 gen 
dengan sampel sebanyak 60 amatan. Gambaran umum data dapat 
dilihat pada Lampiran 1. Untuk mempermudah pekerjaan, jenis kanker 
dilambangkan dengan angka seperti pada Tabel 3.1. 
 
Tabel 3.1. Kategori Jenis Kanker 







Dalam menganalisis data menggunakan metode PLSDA, 
sebelumnya data tersebut dibagi menjadi dua, yaitu data training dan 
data testing. Data training digunakan untuk pemodelan klasifikasi 
sedangkan data testing digunakan untuk pengujian pada data baru. 
Penelitian ini menggunakan persentase 80% untuk data training dan 
20% untuk data testing. 
 
3.2. Metode Analisis Data 
Dalam penelitian ini, analisis yang digunakan adalah analisis 
diskriminan dengan metode Partial Least Squares Discriminant 
Analysis (PLSDA) menggunakan bantuan dua software, yaitu Minitab 
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dan R Studio dengan packages DiscriMiner. Langkah-langkah dalam 
melakukan analisis ini dijelaskan sebagai berikut. 
1) Analisis statistika deskriptif. 
2) Mengidentifikasi adanya data hilang (missing value) sesuai pada 
sub bab 2.2. 
3) Mengetahui hubungan antar peubah prediktor dengan analisis 
korelasi sesuai pada sub bab 2.3. 
4) Menentukan komponen PLS yang digunakan dalam model 
dengan melihat proporsi keragaman peubah X dan peubah Y 
beserta kumulatifnya pada masing-masing komponen. Pemilihan 
banyaknya komponen berdasarkan keragaman kumulatif dari 
peubah X dan peubah Y yang mencapai 80%. 
5) Mengacak data. 
6) Melakukan uji k-fold cross validation dengan k=5. Berikut 
tahapan pengujian cross validation. 
a. Data dibagi menjadi 5-fold berukuran sama. 
b. Melakukan validasi silang sebanyak lima kali. Setiap validasi 
silang terdiri dari 4-fold yang bertindak sebagai data training 
dan 1-fold bertindak sebagai data testing. Setiap fold terdiri 
dari 1 data testing dan 4 data training seperti pada Tabel 2.2. 
c. Untuk data training dibentuk model klasifikasi dengan 
metode PLSDA sedangkan data testing dilakukan untuk 
pengujian. Hasil dari data training dan data testing 
ditampilkan pada tabel kontingensi sebagaimana ditunjukkan 
pada Tabel 2.3. 
d. Menghitung nilai akurasi dari keseluruhan validasi silang 
dengan persamaan (2.21). 
7) Mengidentifikasi amatan-amatan yang tidak tepat 
diklasifikasikan oleh model sesuai pada sub bab 2.6. 
8) Membentuk fungsi diskriminan sesuai pada persamaan (2.1). 
9) Mengidentifikasi peubah prediktor penting dalam model dengan 
melihat nilai VIP sesuai persamaan (2.22). 
10) Mengidentifikasi peubah penciri pada setiap kategori respon. 
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HASIL DAN PEMBAHASAN 
 
4.1. Statistika Deskriptif 
Sebelum dilakukan analisis diskriminan dengan metode 
PLSDA, terlebih dahulu dilakukan statistika deskriptif untuk 
mengetahui gambaran data. Gambar 4.1 merupakan diagram data gen 
pasien yang menderita lima jenis kanker. 
 
 
Gambar 4.1. Statistika Deskriptif 
 
Berdasarkan Gambar 4.1, dapat dilihat bahwa dari 60 pasien 
penderita kanker, persentase tertinggi berada pada kanker jenis BRCA 
yaitu sebesar 40% (24 pasien). Sedangkan persentase terendah berada 
pada kanker jenis COAD yaitu sebesar 7% (4 pasien). Tiga jenis 
kanker lain, yaitu KIRC, LUAD dan PRAD masing-masing memiliki 
persentase 20% (12 pasien), 11% (7 pasien) dan 22% (13 pasien).  
 
4.2. Identifikasi Data Hilang (Missing Value) 
Data gen pasien penderita kanker merupakan data berdimensi 
tinggi, artinya jumlah data cukup banyak. Perlu diidentifikasi adanya 
missing value pada data. Apabila jumlah missing value sekitar 1% dari 
keseluruhan data maka missing value tersebut dapat diabaikan. 






























Missing value dapat diidentifikasi dengan analisis statistika 
deskriptif menggunakan software Minitab. Secara keseluruhan, data 
gen pasien yang menderita kanker terdapat 41.100 data. Setelah 
dilakukan analisis statistika deskriptif, terdapat 427 dari 41.100 data 
missing value. Artinya, terdapat 0,01% missing value pada data gen 
pasien penderita kanker. Persentase data hilang tersebut cukup kecil 
sehingga data hilang diabaikan. Banyaknya data hilang pada masing-
masing peubah prediktor dapat dilihat di Lampiran 2. 
 
4.3. Identifikasi Hubungan Antar Peubah Prediktor 
Analisis korelasi yang digunakan adalah uji korelasi Pearson 
dengan hipotesis sebagai berikut. 
𝐻0 ∶  𝜌 = 0  vs 
𝐻1 ∶  𝜌 ≠ 0 
Peubah prediktor sebanyak 685 dilakukan uji korelasi antar dua 
peubah sehingga terdapat 234.270 pengujian korelasi. Sebanyak 
196.400 pengujian menghasilkan keputusan terima 𝐻0, artinya 
sebanyak 196.400 pengujian tidak terdapat hubungan yang signifikan 
antar dua peubah prediktor. Sebanyak 37.870 pengujian menghasilkan 
keputusan tolak 𝐻0, artinya sebanyak 37.870 pengujian terdapat 
hubungan yang signifikan antar dua peubah prediktor. Kesimpulan 
yang didapatkan dari pengujian korelasi yang dilakukan terhadap 685 
peubah prediktor memberikan informasi bahwa jumlah pengujian 
yang menghasilkan hubungan antar dua peubah prediktor lebih sedikit 
daripada tidak adanya hubungan antar dua peubah prediktor. Hasil uji 
korelasi antar peubah prediktor disajikan di Lampiran 3. 
 
4.4. Penentuan Banyaknya Komponen 
Langkah pertama dalam pemodelan PLSDA adalah 
menentukan banyaknya komponen yang terbentuk. Data gen pasien 
penderita kanker memiliki peubah prediktor yang cukup banyak 
sehingga metode PLS sangat cocok digunakan. Metode PLS akan 
mereduksi dimensi peubah awal menjadi beberapa komponen. 
Penentuan banyaknya komponen dilakukan dengan cara melihat 
proporsi keragaman dari peubah X dan peubah Y beserta kumulatifnya 
pada masing-masing komponen. Proporsi keragaman peubah X dan 
peubah Y beserta kumulatifnya dijelaskan di Lampiran 4. Pada 
Lampiran 4 dijelaskan banyaknya komponen yang terbentuk sebanyak 




komponen yang dipilih berdasarkan proporsi keragaman kumulatif 
dari peubah X dan peubah Y yang mencapai 80%. 
 
Tabel 4.1. Proporsi Keragaman Peubah X dan Peubah Y beserta 









41 0,0037 0,8018 0,0000 0,9819 
 
Pada Tabel 4.1 dijelaskan bahwa pada komponen ke-41, 𝑅2𝑋 
Kumulatif bernilai 80,18% dan 𝑅2𝑌 Kumulatif bernilai 98,19%. 
Dapat disimpulkan bahwa sebanyak 41 komponen mampu 
menjelaskan keragaman dari peubah X dan peubah Y lebih dari 80%. 
 
4.5. Pemodelan PLSDA 
Setelah didapatkan banyaknya komponen yang digunakan, 
langkah berikutnya mengacak data kemudian data dibagi sesuai 
bentuk validasi silang yang digunakan. Bentuk validasi silang yang 
digunakan adalah k-fold cross validation dengan k=5. Data yang sudah 
diacak sebelumnya dibagi menjadi 5-fold dengan proporsi yang sama. 
Tiap fold terdiri dari 12 amatan. Tiap fold memiliki kesempatan satu 
kali menjadi data testing dan empat kali menjadi data training. 
Pengacakan dan pembagian fold dapat dilihat di Lampiran 5. 
Setiap validasi silang terdiri dari 4 fold yang bertindak sebagai 
data training dan 1-fold yang bertindak sebagai data testing. Validasi 
silang dilakukan sebanyak 5 kali. Artinya, terdapat 5 model klasifikasi 
yang akan digunakan pada metode PLSDA. Untuk data training 
dibentuk model klasifikasi dengan metode PLSDA sedangkan data 
testing dilakukan untuk pengujian. Validasi silang dilakukan untuk 
mengetahui jumlah amatan yang tidak tepat diklasifikasikan sehingga 
akan diketahui akurasi pada masing-masing validasi silang. Dalam 
melakukan analisis diskriminan dengan metode PLSDA dibutuhkan 
bantuan software R Studio dengan packages DiscriMiner. Hasil 
validasi silang data training dan data testing masing-masing validasi 
dijelaskan pada Tabel 4.2 sampai Tabel 4.11. 
Fungsi diskriminan pada PLSDA yang terbentuk sama dengan 
banyaknya kelompok pada peubah respon. Dalam penentuan 
kelompok pada peubah respon, digunakan metode skor fungsi 
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diskriminan yang tertinggi. Seluruh peubah prediktor dimasukkan ke 
dalam fungsi diskriminan yang terbentuk sehingga akan menghasilkan 
5 skor diskriminan. Prediksi kelompok pada peubah respon dihasilkan 
dari skor diskriminan tertinggi pada suatu fungsi diskriminan. 
 
4.5.1. Validasi Silang Pertama 
Pada validasi silang pertama dilakukan pada fold 1 yang 
bertindak sebagai data testing sedangkan fold 2, fold 3, fold 4 dan fold 
5 bertindak sebagai data training. Pada data training dibentuk model 
klasifikasi yang menghasilkan 5 fungsi diskriminan. Persamaan (4.1) 
merupakan fungsi diskriminan untuk peubah respon kelompok 1 
(BRCA), persamaan (4.2) merupakan fungsi diskriminan untuk 
peubah respon kelompok 2 (COAD), persamaan (4.3) merupakan 
fungsi diskriminan untuk peubah respon kelompok 3 (KIRC), 
persamaan (4.4) merupakan fungsi diskriminan untuk peubah respon 
kelompok 4 (LUAD) dan persamaan (4.5) merupakan fungsi 
diskriminan untuk peubah respon kelompok 5 (PRAD). 
 
𝐷1 = 0,9086 − 1,2456(10
−3)𝑋1 + ⋯ − 6,9629(10
−4)𝑋685 (4.1) 
 
𝐷2 = 0,0999 + 4,3673(10
−4)𝑋1 + ⋯ − 1,6600(10
−3)𝑋685 (4.2) 
 
𝐷3 = 0,8420 − 8,0902(10
−4)𝑋1 + ⋯ − 3,6698(10
−3)𝑋685 (4.3) 
 
𝐷4 = 0,2531 − 6,7544(10
−4)𝑋1 + ⋯ + 3,7428(10
−3)𝑋685 (4.4) 
 
𝐷5 = −1,1036 + 9,4249(10
−4)𝑋1 + ⋯ + 2,2833(10
−3)𝑋685 (4.5) 
 
Data gen pasien sesuai amatan yang tergolong sebagai data 
training pada validasi silang pertama dimasukkan pada fungsi 
diskriminan pada persamaan (4.1) sampai persamaan (4.5). Prediksi 
seorang pasien berada di suatu kelompok kanker dihasilkan dari skor 
















1 2 3 4 5 
1 19 0 0 0 0 19 19 
2 0 4 0 0 0 4 4 
3 0 0 8 0 0 8 8 
4 0 0 0 6 0 6 6 
5 0 0 0 0 11 11 11 
Total 19 4 8 6 11 48 48 
Misklasifikasi 0 
 
Berdasarkan tabel kontingensi pada Tabel 4.2, pada validasi 
silang pertama yang dilakukan pada data training terdapat 48 dari 48 
amatan yang dideteksi benar dengan tidak terdapat misklasifikasi. 
Prediksi pada kelompok 1 (BRCA), kelompok 2 (COAD), kelompok 
3 (KIRC), kelompok 4 (LUAD) dan kelompok 5 (PRAD) semua 
benar. Dapat dikatakan bahwa pada validasi silang pertama, fungsi 
diskriminan yang terbentuk mampu memodelkan gen pasien ke dalam 
lima jenis kanker. Kemudian dibentuk scatter plot yang merupakan 
plot dari hasil dua komponen pertama yang telah didapatkan. Scatter 




Gambar 4.2. Scatter Plot Data Training pada Validasi Silang Pertama 
26 
 
Gambar 4.2 menunjukkan bahwa pasien penderita kanker yang 
sama berkumpul pada satu wilayah, sedangkan pasien penderita 
kanker yang berbeda saling terpisah satu sama lain. Dapat disimpulkan 
bahwa sebanyak 48 pasien dengan pasien yang memiliki jenis kanker 
yang sama memiliki karakteristik yang sama dan pasien yang 
memiliki jenis kanker yang berbeda memiliki karakteristik yang 
berbeda. 
Fungsi diskriminan yang terbentuk pada data training, 
kemudian diuji keakuratannya dalam memprediksi data baru dengan 
data yang bukan pembentuk model, yaitu data testing. Hasil klasifikasi 
data testing dijelaskan pada Tabel 4.3. 
 





1 2 3 4 5 
1 5 0 0 0 0 5 5 
2 0 0 0 0 0 0 0 
3 0 0 4 0 0 4 4 
4 0 0 0 1 0 1 1 
5 0 0 0 0 2 2 2 
Total 5 0 4 1 2 12 12 
Misklasifikasi 0 
 
Berdasarkan tabel kontingensi pada Tabel 4.3, pada validasi 
silang pertama yang dilakukan pada data testing terdapat 12 dari 12 
amatan yang dideteksi benar dengan tidak terdapat misklasifikasi. 
Prediksi pada kelompok 1 (BRCA), kelompok 2 (COAD), kelompok 
3 (KIRC), kelompok 4 (LUAD) dan kelompok 5 (PRAD) semua 
benar. Dapat dikatakan bahwa pada validasi silang pertama, fungsi 
diskriminan yang terbentuk mampu memprediksi data baru sebesar 
100%. Kemudian dibentuk scatter plot yang merupakan plot dari hasil 
dua komponen pertama yang telah didapatkan. Scatter plot data testing 






Gambar 4.3. Scatter Plot Data Testing pada Validasi Silang Pertama 
 
Gambar 4.3 menunjukkan bahwa pasien penderita kanker yang 
sama berkumpul pada satu wilayah, sedangkan pasien penderita 
kanker yang berbeda saling terpisah satu sama lain. Dapat disimpulkan 
bahwa sebanyak 12 pasien dengan pasien yang memiliki jenis kanker 
yang sama memiliki karakteristik yang sama dan pasien yang 
memiliki jenis kanker yang berbeda memiliki karakteristik yang 
berbeda. 
 
4.5.2. Validasi Silang Kedua 
Pada validasi silang kedua dilakukan pada fold 2 yang bertindak 
sebagai data testing sedangkan fold 1, fold 3, fold 4 dan fold 5 
bertindak sebagai data training. Pada data training dibentuk model 
klasifikasi yang menghasilkan 5 fungsi diskriminan. Persamaan (4.6) 
merupakan fungsi diskriminan untuk peubah respon kelompok 1 
(BRCA), persamaan (4.7) merupakan fungsi diskriminan untuk 
peubah respon kelompok 2 (COAD), persamaan (4.8) merupakan 
fungsi diskriminan untuk peubah respon kelompok 3 (KIRC), 
persamaan (4.9) merupakan fungsi diskriminan untuk peubah respon 
kelompok 4 (LUAD) dan persamaan (4.10) merupakan fungsi 
diskriminan untuk peubah respon kelompok 5 (PRAD). 
 
𝐷1 = 1,2093 − 2,1905(10
−3)𝑋1 + ⋯ − 1,2667(10
−3)𝑋685 (4.6) 
 
𝐷2 = −0,1231 + 7,3609(10
−4)𝑋1 + ⋯ − 1,2521(10
−3)𝑋685 (4.7) 
 
𝐷3 = 0,2065 − 2,0483(10




𝐷4 = 0,6418 + 9,5679(10
−4)𝑋1 + ⋯ + 3,0168(10
−3)𝑋685 (4.9) 
 
𝐷5 = −0,9345 + 2,5459(10
−3)𝑋1 + ⋯ + 2,5695(10
−3)𝑋685 (4.10) 
 
Data gen pasien sesuai amatan yang tergolong sebagai data 
training pada validasi silang kedua dimasukkan pada fungsi 
diskriminan pada persamaan (4.6) sampai persamaan (4.10). Prediksi 
seorang pasien berada di suatu kelompok kanker dihasilkan dari skor 
diskriminan tertinggi. Hasil klasifikasi data training dijelaskan pada 
Tabel 4.4. 
 





1 2 3 4 5 
1 19 0 0 0 0 19 19 
2 0 4 0 0 0 4 4 
3 0 0 10 0 0 10 10 
4 0 0 0 6 0 6 6 
5 0 0 0 0 9 9 9 
Total 19 4 10 6 9 48 48 
Misklasifikasi 0 
 
Berdasarkan tabel kontingensi pada Tabel 4.4, pada validasi 
silang kedua yang dilakukan pada data training terdapat 48 dari 48 
amatan yang dideteksi benar dengan tidak terdapat misklasifikasi. 
Prediksi pada kelompok 1 (BRCA), kelompok 2 (COAD), kelompok 
3 (KIRC), kelompok 4 (LUAD) dan kelompok 5 (PRAD) semua 
benar. Dapat dikatakan bahwa pada validasi silang kedua, fungsi 
diskriminan yang terbentuk mampu memodelkan gen pasien ke dalam 
lima jenis kanker. Kemudian dibentuk scatter plot yang merupakan 
plot dari hasil dua komponen pertama yang telah didapatkan. Scatter 







Gambar 4.4. Scatter Plot Data Training pada Validasi Silang Kedua 
 
Gambar 4.4 menunjukkan bahwa pasien penderita kanker yang 
sama berkumpul pada satu wilayah, sedangkan pasien penderita 
kanker yang berbeda saling terpisah satu sama lain. Dapat disimpulkan 
bahwa sebanyak 48 pasien dengan pasien yang memiliki jenis kanker 
yang sama memiliki karakteristik yang sama dan pasien yang 
memiliki jenis kanker yang berbeda memiliki karakteristik yang 
berbeda. 
Fungsi diskriminan yang terbentuk pada data training, 
kemudian diuji keakuratannya dalam memprediksi data baru dengan 
data yang bukan pembentuk model, yaitu data testing. Hasil klasifikasi 
data testing dijelaskan pada Tabel 4.5. 
 





1 2 3 4 5 
1 5 0 0 0 0 5 5 
2 0 0 0 0 0 0 0 
3 0 0 2 0 0 2 2 
4 0 0 0 1 0 1 1 
5 0 0 0 0 4 4 4 




Berdasarkan tabel kontingensi pada Tabel 4.5, pada validasi 
silang kedua yang dilakukan pada data testing terdapat 12 dari 12 
amatan yang dideteksi benar dengan tidak terdapat misklasifikasi. 
Prediksi pada kelompok 1 (BRCA), kelompok 2 (COAD), kelompok 
3 (KIRC), kelompok 4 (LUAD) dan kelompok 5 (PRAD) semua 
benar. Dapat dikatakan bahwa pada validasi silang kedua, fungsi 
diskriminan yang terbentuk mampu memprediksi data baru sebesar 
100%. Kemudian dibentuk scatter plot yang merupakan plot dari hasil 
dua komponen pertama yang telah didapatkan. Scatter plot data testing 
pada validasi silang kedua ditunjukkan pada Gambar 4.5. 
 
 
Gambar 4.5. Scatter Plot Data Testing pada Validasi Silang Kedua 
 
Gambar 4.5 menunjukkan bahwa pasien penderita kanker yang 
sama berkumpul pada satu wilayah, sedangkan pasien penderita 
kanker yang berbeda saling terpisah satu sama lain. Dapat disimpulkan 
bahwa sebanyak 12 pasien dengan pasien yang memiliki jenis kanker 
yang sama memiliki karakteristik yang sama dan pasien yang 
memiliki jenis kanker yang berbeda memiliki karakteristik yang 
berbeda. 
 
4.5.3. Validasi Silang Ketiga 
Pada validasi silang ketiga dilakukan pada fold 3 yang bertindak 
sebagai data testing sedangkan fold 1, fold 2, fold 4 dan fold 5 
bertindak sebagai data training. Pada data training dibentuk model 
klasifikasi yang menghasilkan 5 fungsi diskriminan. Persamaan (4.11) 
merupakan fungsi diskriminan untuk peubah respon kelompok 1 




peubah respon kelompok 2 (COAD), persamaan (4.13) merupakan 
fungsi diskriminan untuk peubah respon kelompok 3 (KIRC), 
persamaan (4.14) merupakan fungsi diskriminan untuk peubah respon 
kelompok 4 (LUAD) dan persamaan (4.15) merupakan fungsi 
diskriminan untuk peubah respon kelompok 5 (PRAD). 
 
𝐷1 = 0,6982 − 2,0920(10
−4)𝑋1 + ⋯ − 1,6826(10
−3)𝑋685 (4.11) 
 
𝐷2 = −0,0293 − 4,6197(10
−4)𝑋1 + ⋯ − 1,2070(10
−3)𝑋685 (4.12) 
 
𝐷3 = 1,0414 − 2,2648(10
−3)𝑋1 + ⋯ − 1,3171(10
−3)𝑋685 (4.13) 
 
𝐷4 = 0,0010 + 1,5771(10





𝐷5 = −0,7172 + 1,3588(10
−3)𝑋1 + ⋯ + 1,9274(10
−3)𝑋685 (4.15) 
 
Data gen pasien sesuai amatan yang tergolong sebagai data 
training pada validasi silang ketiga dimasukkan pada fungsi 
diskriminan pada persamaan (4.11) sampai persamaan (4.15). Prediksi 
seorang pasien berada di suatu kelompok kanker dihasilkan dari skor 
diskriminan tertinggi. Hasil klasifikasi data training dijelaskan pada 
Tabel 4.6. 
 





1 2 3 4 5 
1 19 0 0 0 0 19 19 
2 0 3 0 0 0 3 3 
3 0 0 10 0 0 10 10 
4 0 0 0 7 0 7 7 
5 0 0 0 0 9 9 9 
Total 19 3 10 7 9 48 48 
Misklasifikasi 0 
 
Berdasarkan tabel kontingensi pada Tabel 4.6, pada validasi 
silang ketiga yang dilakukan pada data training terdapat 48 dari 48 
amatan yang dideteksi benar dengan tidak terdapat misklasifikasi. 
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Prediksi pada kelompok 1 (BRCA), kelompok 2 (COAD), kelompok 
3 (KIRC), kelompok 4 (LUAD) dan kelompok 5 (PRAD) semua 
benar. Dapat dikatakan bahwa pada validasi silang ketiga, fungsi 
diskriminan yang terbentuk mampu memodelkan gen pasien ke dalam 
lima jenis kanker. Kemudian dibentuk scatter plot yang merupakan 
plot dari hasil dua komponen pertama yang telah didapatkan. Scatter 




Gambar 4.6. Scatter Plot Data Training pada Validasi Silang Ketiga 
 
Gambar 4.6 menunjukkan bahwa pasien penderita kanker yang 
sama berkumpul pada satu wilayah, sedangkan pasien penderita 
kanker yang berbeda saling terpisah satu sama lain. Dapat disimpulkan 
bahwa sebanyak 48 pasien dengan pasien yang memiliki jenis kanker 
yang sama memiliki karakteristik yang sama dan pasien yang 
memiliki jenis kanker yang berbeda memiliki karakteristik yang 
berbeda. 
Fungsi diskriminan yang terbentuk pada data training, 
kemudian diuji keakuratannya dalam memprediksi data baru dengan 
data yang bukan pembentuk model, yaitu data testing. Hasil klasifikasi 














1 2 3 4 5 
1 5 0 0 0 0 5 5 
2 0 1 0 0 0 1 1 
3 0 0 2 0 0 2 2 
4 0 0 0 0 0 0 0 
5 0 0 0 0 4 4 4 
Total 5 1 2 0 4 12 12 
Misklasifikasi 0 
 
Berdasarkan tabel kontingensi pada Tabel 4.7, pada validasi 
silang ketiga yang dilakukan pada data testing terdapat 12 dari 12 
amatan yang dideteksi benar dengan tidak terdapat misklasifikasi. 
Prediksi pada kelompok 1 (BRCA), kelompok 2 (COAD), kelompok 
3 (KIRC), kelompok 4 (LUAD) dan kelompok 5 (PRAD) semua 
benar. Dapat dikatakan bahwa pada validasi silang ketiga, fungsi 
diskriminan yang terbentuk mampu memprediksi data baru sebesar 
100%. Kemudian dibentuk scatter plot yang merupakan plot dari hasil 
dua komponen pertama yang telah didapatkan. Scatter plot data testing 
pada validasi silang ketiga ditunjukkan pada Gambar 4.7. 
 
 




Gambar 4.7 menunjukkan bahwa pasien penderita kanker yang 
sama berkumpul pada satu wilayah, sedangkan pasien penderita 
kanker yang berbeda saling terpisah satu sama lain. Dapat disimpulkan 
bahwa sebanyak 12 pasien dengan pasien yang memiliki jenis kanker 
yang sama memiliki karakteristik yang sama dan pasien yang 
memiliki jenis kanker yang berbeda memiliki karakteristik yang 
berbeda. 
 
4.5.4. Validasi Silang Keempat 
Pada validasi silang keempat dilakukan pada fold 4 yang 
bertindak sebagai data testing sedangkan fold 1, fold 2, fold 3 dan fold 
5 bertindak sebagai data training. Pada data training dibentuk model 
klasifikasi yang menghasilkan 5 fungsi diskriminan. Persamaan (4.16) 
merupakan fungsi diskriminan untuk peubah respon kelompok 1 
(BRCA), persamaan (4.17) merupakan fungsi diskriminan untuk 
peubah respon kelompok 2 (COAD), persamaan (4.18) merupakan 
fungsi diskriminan untuk peubah respon kelompok 3 (KIRC), 
persamaan (4.19) merupakan fungsi diskriminan untuk peubah respon 
kelompok 4 (LUAD) dan persamaan (4.20) merupakan fungsi 
diskriminan untuk peubah respon kelompok 5 (PRAD). 
 
𝐷1 = 0,2953 − 1,5729(10
−3)𝑋1 + ⋯ − 2,1644(10
−3)𝑋685 (4.16) 
 
𝐷2 = 0,0311 + 7,6051(10
−4)𝑋1 + ⋯ − 1,2611(10
−3)𝑋685 (4.17) 
 
𝐷3 = 0,7939 − 2,5693(10
−3)𝑋1 + ⋯ − 1,7147(10
−3)𝑋685 (4.18) 
 
𝐷4 = 0,0515 + 5,0333(10
−4)𝑋1 + ⋯ + 3,1358(10
−3)𝑋685 (4.19) 
 
𝐷5 = −0,1718 + 2,8783(10
−3)𝑋1 + ⋯ + 2,0044(10
−3)𝑋685 (4.20) 
 
Data gen pasien sesuai amatan yang tergolong sebagai data 
training pada validasi silang keempat dimasukkan pada fungsi 
diskriminan pada persamaan (4.16) sampai persamaan (4.20). Prediksi 
seorang pasien berada di suatu kelompok kanker dihasilkan dari skor 












1 2 3 4 5 
1 20 0 0 0 0 20 20 
2 0 2 0 0 0 2 2 
3 0 0 9 0 0 9 9 
4 0 0 0 6 0 6 6 
5 0 0 0 0 11 11 11 
Total 20 2 9 6 11 48 48 
Misklasifikasi 0 
 
Berdasarkan tabel kontingensi pada Tabel 4.8, pada validasi 
silang keempat yang dilakukan pada data training terdapat 48 dari 48 
amatan yang dideteksi benar dengan tidak terdapat misklasifikasi. 
Prediksi pada kelompok 1 (BRCA), kelompok 2 (COAD), kelompok 
3 (KIRC), kelompok 4 (LUAD) dan kelompok 5 (PRAD) semua 
benar. Dapat dikatakan bahwa pada validasi silang keempat, fungsi 
diskriminan yang terbentuk mampu memodelkan gen pasien ke dalam 
lima jenis kanker. Kemudian dibentuk scatter plot yang merupakan 
plot dari hasil dua komponen pertama yang telah didapatkan. Scatter 




Gambar 4.8. Scatter Plot Data Training pada Validasi Silang Keempat 
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Gambar 4.8 menunjukkan bahwa pasien penderita kanker yang 
sama berkumpul pada satu wilayah, sedangkan pasien penderita 
kanker yang berbeda saling terpisah satu sama lain. Dapat disimpulkan 
bahwa sebanyak 48 pasien dengan pasien yang memiliki jenis kanker 
yang sama memiliki karakteristik yang sama dan pasien yang 
memiliki jenis kanker yang berbeda memiliki karakteristik yang 
berbeda. 
Fungsi diskriminan yang terbentuk pada data training, 
kemudian diuji keakuratannya dalam memprediksi data baru dengan 
data yang bukan pembentuk model, yaitu data testing. Hasil klasifikasi 
data testing dijelaskan pada Tabel 4.9. 
 





1 2 3 4 5 
1 4 0 0 0 0 4 4 
2 0 2 0 0 0 2 2 
3 0 0 3 0 0 3 3 
4 0 0 0 1 0 1 1 
5 0 0 0 0 2 2 2 
Total 4 2 3 1 2 12 12 
Misklasifikasi 0 
 
Berdasarkan tabel kontingensi pada Tabel 4.8, pada validasi 
silang keempat yang dilakukan pada data testing terdapat 12 dari 12 
amatan yang dideteksi benar dengan tidak terdapat misklasifikasi. 
Prediksi pada kelompok 1 (BRCA), kelompok 2 (COAD), kelompok 
3 (KIRC), kelompok 4 (LUAD) dan kelompok 5 (PRAD) semua 
benar. Dapat dikatakan bahwa pada validasi silang keempat, fungsi 
diskriminan yang terbentuk mampu memprediksi data baru sebesar 
100%. Kemudian dibentuk scatter plot yang merupakan plot dari hasil 
dua komponen pertama yang telah didapatkan. Scatter plot data testing 






Gambar 4.9. Scatter Plot Data Testing pada Validasi Silang Keempat 
 
Gambar 4.9 menunjukkan bahwa pasien penderita kanker yang 
sama berkumpul pada satu wilayah, sedangkan pasien penderita 
kanker yang berbeda saling terpisah satu sama lain. Dapat disimpulkan 
bahwa sebanyak 12 pasien dengan pasien yang memiliki jenis kanker 
yang sama memiliki karakteristik yang sama dan pasien yang 
memiliki jenis kanker yang berbeda memiliki karakteristik yang 
berbeda. 
 
4.5.5. Validasi Silang Kelima 
Pada validasi silang kelima dilakukan pada fold 5 yang 
bertindak sebagai data testing sedangkan fold 1, fold 2, fold 3 dan fold 
4 bertindak sebagai data training. Pada data training dibentuk model 
klasifikasi yang menghasilkan 5 fungsi diskriminan. Persamaan (4.21) 
merupakan fungsi diskriminan untuk peubah respon kelompok 1 
(BRCA), persamaan (4.22) merupakan fungsi diskriminan untuk 
peubah respon kelompok 2 (COAD), persamaan (4.23) merupakan 
fungsi diskriminan untuk peubah respon kelompok 3 (KIRC), 
persamaan (4.24) merupakan fungsi diskriminan untuk peubah respon 
kelompok 4 (LUAD) dan persamaan (4.25) merupakan fungsi 
diskriminan untuk peubah respon kelompok 5 (PRAD). 
 
𝐷1 = 1,2446 − 2,0433(10
−3)𝑋1 + ⋯ − 7,1526(10
−4)𝑋685 (4.21) 
 
𝐷2 = −0,0860 − 1,6241(10
−4)𝑋1 + ⋯ − 2,0502(10
−3)𝑋685 (4.22) 
 
𝐷3 = 0,4500 − 2,8485(10




𝐷4 = −0,0004 + 2,1303(10
−3)𝑋1 + ⋯ + 2,4820(10
−3)𝑋685 (4.24) 
 
𝐷5 = −0,6082 + 2,9239(10
−3)𝑋1 + ⋯ + 2,9682(10
−3)𝑋685 (4.25) 
 
Data gen pasien sesuai amatan yang tergolong sebagai data 
training pada validasi silang kelima dimasukkan pada fungsi 
diskriminan pada persamaan (4.21) sampai persamaan (4.25). Prediksi 
seorang pasien berada di suatu kelompok kanker dihasilkan dari skor 
diskriminan tertinggi. Hasil klasifikasi data training dijelaskan pada 
Tabel 4.10. 
 





1 2 3 4 5 
1 19 0 0 0 0 19 19 
2 0 3 0 0 0 3 3 
3 0 0 11 0 0 11 11 
4 0 0 0 3 0 3 3 
5 0 0 0 0 12 12 12 
Total 19 3 11 3 12 48 48 
Misklasifikasi 0 
 
Berdasarkan tabel kontingensi pada Tabel 4.10, pada validasi 
silang kelima yang dilakukan pada data training terdapat 48 dari 48 
amatan yang dideteksi benar dengan tidak terdapat misklasifikasi. 
Prediksi pada kelompok 1 (BRCA), kelompok 2 (COAD), kelompok 
3 (KIRC), kelompok 4 (LUAD) dan kelompok 5 (PRAD) semua 
benar. Dapat dikatakan bahwa pada validasi silang kelima, fungsi 
diskriminan yang terbentuk mampu memodelkan gen pasien ke dalam 
lima jenis kanker. Kemudian dibentuk scatter plot yang merupakan 
plot dari hasil dua komponen pertama yang telah didapatkan. Scatter 







Gambar 4.10. Scatter Plot Data Training pada Validasi Silang Kelima 
 
Gambar 4.10 menunjukkan bahwa pasien penderita kanker 
yang sama berkumpul pada satu wilayah, sedangkan pasien penderita 
kanker yang berbeda saling terpisah satu sama lain. Dapat disimpulkan 
bahwa sebanyak 48 pasien dengan pasien yang memiliki jenis kanker 
yang sama memiliki karakteristik yang sama dan pasien yang 
memiliki jenis kanker yang berbeda memiliki karakteristik yang 
berbeda. 
Fungsi diskriminan yang terbentuk pada data training, 
kemudian diuji keakuratannya dalam memprediksi data baru dengan 
data yang bukan pembentuk model, yaitu data testing. Hasil klasifikasi 
data testing dijelaskan pada Tabel 4.11. 
 





1 2 3 4 5 
1 5 0 0 0 0 5 5 
2 0 1 0 0 0 1 1 
3 0 0 1 0 0 1 1 
4 3 0 0 4 0 4 4 
5 0 0 0 0 1 1 1 




Berdasarkan tabel kontingensi pada Tabel 4.11, pada validasi 
silang kelima yang dilakukan pada data testing terdapat 12 dari 12 
amatan yang dideteksi benar dengan tidak terdapat misklasifikasi. 
Prediksi pada kelompok 1 (BRCA), kelompok 2 (COAD), kelompok 
3 (KIRC), kelompok 4 (LUAD) dan kelompok 5 (PRAD) semua 
benar. Dapat dikatakan bahwa pada validasi silang kelima, fungsi 
diskriminan yang terbentuk mampu memprediksi data baru sebesar 
100%. Kemudian dibentuk scatter plot yang merupakan plot dari hasil 
dua komponen pertama yang telah didapatkan. Scatter plot data testing 
pada validasi silang kelima ditunjukkan pada Gambar 4.11. 
 
 
Gambar 4.11. Scatter Plot Data Testing pada Validasi Silang Kelima 
 
Gambar 4.11 menunjukkan bahwa pasien penderita kanker 
yang sama berkumpul pada satu wilayah, sedangkan pasien penderita 
kanker yang berbeda saling terpisah satu sama lain. Dapat disimpulkan 
bahwa sebanyak 12 pasien dengan pasien yang memiliki jenis kanker 
yang sama memiliki karakteristik yang sama dan pasien yang 
memiliki jenis kanker yang berbeda memiliki karakteristik yang 
berbeda. 
 
4.6. Identifikasi Ketepatan Model Klasifikasi 
Validasi silang yang telah dilakukan sebanyak lima kali, 
didapatkan nilai akurasi pada data training dan data testing pada 
masing-masing validasi silang. Tabel 4.12 merupakan nilai akurasi 






Tabel 4.12. Nilai Akurasi Data Testing dan Data Training 
Validasi silang ke-  Akurasi Data Testing Akurasi Data Training 
1 100% 100% 
2 100% 100% 
3 100% 100% 
4 100% 100% 
5 100% 100% 
Rata-rata 100% 100% 
 
Berdasarkan Tabel 4.12, dari kelima validasi silang didapatkan 
bahwa data training dan data testing memiliki rata-rata nilai akurasi 
yang sama yaitu sebesar 100%. Dapat disimpulkan bahwa semua 
model mampu mengklasifikasikan gen terhadap lima jenis kanker 
(BRCA, COAD, KIRC, LUAD, dan PRAD) dengan sempurna.  
 
4.7. Fungsi Diskriminan 
Pada validasi silang yang telah dilakukan sebelumnya 
didapatkan akurasi pada data training dan data testing sebesar 100%. 
Artinya, metode PLSDA sangat cocok digunakan untuk data gen 
pasien penderita kanker. Fungsi diskiriminan didapatkan dari 
keseluruhan data yang dimodelkan dengan PLSDA. Fungsi 
diskriminan yang terbentuk pada setiap kelompok dijelaskan pada 
persamaan (4.26) sampai persamaan (4.30). 
 
𝐷1 = 1,0113 − 1,8782(10
−2)𝑋1 + ⋯ − 1,4114(10
−3)𝑋685 (4.26) 
 
𝐷2 = −0,0188 + 2,5702(10
−4)𝑋1 + ⋯ − 1,6679(10
−3)𝑋685 (4.27) 
 
𝐷3 = 0,5550 − 2,4277(10
−3)𝑋1 + ⋯ − 2,9665(10
−3)𝑋685 (4.28) 
 
𝐷4 = 0,0951 + 8,4341(10
−4)𝑋1 + ⋯ + 3,3923(10
−3)𝑋685 (4.29) 
 
𝐷5 = −0,6427 + 2,4501(10
−3)𝑋1 + ⋯ + 2,6536(10
−3)𝑋685 (4.30) 
 
Persamaan (4.26) menjelaskan fungsi pengklasifikasian pada 
kanker jenis BRCA, persamaan (4.27) menjelaskan fungsi 
pengklasifikasian pada kanker jenis COAD, persamaan (4.28) 
menjelaskan fungsi pengklasifikasian pada kanker jenis KIRC, 
persamaan (4.29) menjelaskan fungsi pengklasifikasian pada kanker 
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jenis LUAD dan persamaan (4.30) menjelaskan pengklasifikasian 
pada kanker jenis PRAD. Fungsi pengklasifikasian yang telah 
dibentuk selanjutnya digunakan untuk membandingkan antara 
kategori Y awal dengan kategori Y prediksi. Kategori Y prediksi 
didapatkan dari skor diskriminan tertinggi. Hasil klasifikasi data dapat 
dilihat di Lampiran 6. 
 
4.8. Identifikasi Peubah Penting dalam Model 
Fungsi diskriminan yang telah terbentuk akan lebih baik 
diidentifikasi peubah prediktor mana yang berpengaruh besar terhadap 
pembentukan model. Dalam mengidentifikasi peubah penting dalam 
model digunakan nilai VIP (Variable Importance in Projection). 
Suatu peubah prediktor dikatakan memiliki peran dalam pembentukan 
model apabila nilai VIP > 1. Gambar 4.12 merupakan plot nilai VIP 
pada semua peubah prediktor. Nilai VIP masing-masing peubah 
prediktor dapat dilihat di Lampiran 7. 
 
 
Gambar 4.12. Plot Nilai VIP 
 
Pada Gambar 4.12 dapat dilihat bahwa sebagian besar gen 1 
sampai gen 685 memiliki peranan yang penting dalam pembentukan 
model. Jumlah peubah prediktor sebanyak 685, terdapat 302 peubah 
prediktor yang memiliki nilai VIP > 1. Nilai VIP paling tinggi berada 
pada Gen 39 dengan nilai VIP sebesar 1,802749. Dapat disimpulkan 
bahwa Gen 39 merupakan peubah prediktor yang paling berpengaruh 















4.9. Identifikasi Peubah Penciri Setiap Kategori Respon 
Nilai VIP yang telah didapatkan pada sub bab sebelumnya 
kurang memberikan informasi mengenai peubah prediktor yang 
menjadi pembeda antara kategori satu dengan kategori lainnya. Untuk 
mengetahui peubah penciri pada masing-masing kategori respon 
dibutuhkan scatter plot dan loading plot yang dijelaskan pada Gambar 
4.13 sampai dengan Gambar 4.17. Scatter plot dan loading plot 
didapatkan dari hasil pemodelan dengan metode PLSDA yang 
dilakukan pada keseluruhan data. Gambar 4.13 merupakan plot antara 
komponen 1 dengan komponen 2 dan Gambar 4.14 merupakan plot 
antara komponen 1 dengan komponen 3. 
 
 
Gambar 4.13. Scatter Plot antara Komponen 1 dengan Komponen 2 
 
 




Berdasarkan Gambar 4.13 dan Gambar 4.14 dapat dilihat bahwa 
pasien penderita kanker yang sama berkumpul pada satu wilayah 
sedangkan pasien penderita kanker yang berbeda saling terpisah satu 
sama lain. Kanker jenis BRCA cenderung berada pada wilayah 
komponen 1 positif dan komponen 2 positif. Kanker jenis COAD 
cenderung berada pada wilayah komponen 1 positif dan komponen 2 
negatif. Kanker jenis KIRC cenderung berada pada wilayah 
komponen 1 negatif dan komponen 3 positif. Kanker jenis LUAD 
cenderung berada pada wilayah komponen 1 positif dan komponen 3 
negatif. Kanker jenis PRAD cenderung berada pada wilayah 
komponen 1 negatif dan komponen 2 negatif. Setelah diketahui 
wilayah dari masing-masing kategori respon, kemudian melihat 
puncak-puncak gen pada loading plot sesuai pada Gambar 4.15 
sampai Gambar 4.17. 
 
 
Gambar 4.15. Loading Plot pada Komponen 1 
 
Berdasarkan scatter plot pada Gambar 4.13 dan Gambar 4.14, 
apabila jenis kanker berada di wilayah komponen 1 positif, maka nilai 
loading yang dilihat adalah nilai loading yang paling tinggi. 
Sebaliknya, apabila jenis kanker berada di wilayah komponen 1 
negatif, maka nilai loading yang dilihat adalah nilai loading yang 
paling rendah. Tabel 4.13 menunjukkan nilai loading tertinggi dan 








































































Tabel 4.13. Nilai Loading pada Komponen 1 
 Peubah Prediktor Nilai Loading 
Tertinggi gene_452 0,0865 
Terendah gene_115 -0,0919 
 
 
Gambar 4.16. Loading Plot pada Komponen 2 
 
Berdasarkan scatter plot pada Gambar 4.13, apabila jenis 
kanker berada di wilayah komponen 2 positif, maka nilai loading yang 
dilihat adalah nilai loading yang paling tinggi. Sebaliknya, apabila 
jenis kanker berada di wilayah komponen 2 negatif, maka nilai 
loading yang dilihat adalah nilai loading yang paling rendah. Tabel 
4.14 menunjukkan nilai loading tertinggi dan terendah pada 
komponen 2. 
 
Tabel 4.14. Nilai Loading pada Komponen 2 
 Peubah Prediktor Nilai Loading 
Tertinggi gene_634 0,0845 



































































Gambar 4.17. Loading Plot pada Komponen 3 
 
Berdasarkan scatter plot pada Gambar 4.14, apabila jenis 
kanker berada di wilayah komponen 3 positif, maka nilai loading yang 
dilihat adalah nilai loading yang paling tinggi. Sebaliknya, apabila 
jenis kanker berada di wilayah komponen 3 negatif, maka nilai 
loading yang dilihat adalah nilai loading yang paling rendah. Tabel 
4.15 menunjukkan nilai loading tertinggi dan terendah pada 
komponen 3. 
 
Tabel 4.15. Nilai Loading pada Komponen 3 
 Peubah Prediktor Nilai Loading 
Tertinggi gene_616 0,1279 
Terendah gene_176 -0,1257 
 
Nilai loading masing-masing komponen dapat dilihat di 
Lampiran 8. Berdasarkan Gambar 4.15 sampai Gambar 4.17 dapat 
dilihat bahwa Gen 452 dan Gen 634 merupakan peubah penciri pada 
kanker jenis BRCA, Gen 452 dan Gen 165 merupakan peubah penciri 
pada kanker jenis COAD, Gen 115 dan Gen 616 merupakan peubah 
penciri pada kanker jenis KIRC, Gen 452 dan Gen 176 merupakan 
peubah penciri pada kanker jenis LUAD serta Gen 115 dan Gen 165 
merupakan peubah penciri pada kanker jenis PRAD. 
 










































































Kesimpulan dari penelitian ini adalah: 
1) Fungsi diskriminan yang terbentuk pada masing-masing jenis 
kanker seperti yang telah dijelaskan pada persamaan (4.26) sampai 
persamaan (4.30). 
 
Fungsi diskriminan untuk kanker jenis BRCA 
𝐷1 = 1,0113 − 1,8782(10
−2)𝑋1 + ⋯ − 1,4114(10
−3)𝑋685 
 
Fungsi diskriminan untuk kanker jenis COAD 
𝐷2 = −0,0188 + 2,5702(10
−4)𝑋1 + ⋯ − 1,6679(10
−3)𝑋685 
 
Fungsi diskriminan untuk kanker jenis KIRC 
𝐷3 = 0,5550 − 2,4277(10
−3)𝑋1 + ⋯ − 2,9665(10
−3)𝑋685 
 
Fungsi diskriminan untuk kanker jenis LUAD 
𝐷4 = −0,0951 + 8,4341(10
−4)𝑋1 + ⋯ + 3,3923(10
−3)𝑋685 
 
Fungsi diskriminan untuk kanker jenis PRAD 
𝐷5 = −0,6427 + 2,4501(10
−3)𝑋1 + ⋯ + 2,6536(10
−3)𝑋685 
 
Fungsi diskriminan pada masing-masing jenis kanker yang telah 
terbentuk selanjutnya dapat digunakan untuk membandingkan 
antara kategori Y awal dengan kategori Y prediksi. Kategori Y 
prediksi didapatkan dari skor diskriminan yang paling tinggi.  
2) Validasi silang yang dilakukan sebanyak lima kali terhadap data 
training dan data testing menghasilkan ketepatan klasifikasi 
sebesar 100%. Artinya tidak terdapat misklasifikasi pada kelima 
validasi silang. 
3) Peubah penciri pada kanker jenis BRCA adalah Gen 452 dan Gen 
634. Peubah penciri pada kanker jenis COAD adalah Gen 452 dan 
Gen 165. Peubah penciri pada kanker jenis KIRC adalah Gen 115 
dan Gen 616. Peubah penciri pada kanker jenis LUAD adalah Gen 
452 dan Gen 176. Peubah penciri pada kanker jenis PRAD adalah 





Saran yang dapat diberikan untuk penelitian selanjutnya adalah 
sebelum dilakukan PLSDA sebaiknya data awal dilakukan 
preprocessing. Data yang cukup banyak dimungkinkan terdapat derau 
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Lampiran 1. Data Gen Pasien Penderita Kanker 
No 𝑋1 𝑋2 ... 𝑋684 𝑋685 𝑌 
1 2,017209 3,265527 ... 6,748233 8,09189 5 
2 0,592732 1,588421 ... 7,563318 5,709045 4 
3 3,511759 4,327199 ... 5,438852 9,044247 5 
4 3,663618 4,507649 ... 7,561143 7,511942 5 
5 2,655741 2,821547 ... 7,763757 6,571285 1 
6 3,467853 3,581918 ... 7,749903 9,18152 5 
7 1,224966 1,691177 ... 8,406783 4,48542 3 
8 2,854853 1,750478 ... 8,511859 8,484702 5 
9 3,992125 2,77273 ... 8,551801 8,399398 1 
10 3,642494 4,423558 ... 7,167789 8,102443 5 
11 3,492071 3,553373 ... 6,493582 5,274243 1 
12 2,941181 2,663276 ... 7,462878 4,865409 3 
13 3,970348 2,364292 ... 6,861633 7,917575 5 
14 1,551048 3,529846 ... 5,58526 7,14582 1 
15 1,964842 2,18301 ... 6,189145 5,603448 1 
16 2,901379 3,685368 ... 7,134786 7,307647 1 
17 3,460913 3,618474 ... 7,959075 9,305647 4 
18 3,004519 3,007178 ... 7,957781 5,069165 3 
19 1,541465 2,54154 ... 8,310376 7,844982 3 
20 4,167583 3,841389 ... 6,65695 7,42177 5 
21 2,066916 2,619953 ... 6,724623 5,246913 1 
22 3,529783 2,976712 ... 5,556751 7,354047 3 
23 1,131853 2,351515 ... 6,724732 9,852687 4 
24 3,121844 2,473943 ... 4,062536 4,464198 1 
25 4,801852 2,648465 ... 7,72508 3,430205 3 
26 4,317702 3,642678 ... 7,823093 8,669565 4 
52 
 
Lampiran 1. (Lanjutan) 
No 𝑋1 𝑋2 ... 𝑋684 𝑋685 𝑌 
27 2,325242 3,247092 ... 7,370705 5,967355 2 
28 0,657091 1,026304 ... 7,881395 3,41715 1 
29 3,670081 3,382792 ... 7,463385 9,469176 1 
30 5,688295 4,899949 ... 7,007184 10,97036 1 
31 2,662479 2,742869 ... 6,50182 6,046229 1 
32 2,090786 3,769116 ... 6,10415 6,702464 1 
33 0 2,499578 ... 7,506034 7,209717 3 
34 0 1,633152 ... 5,445078 7,087993 1 
35 3,19022 5,690191 ... 7,382356 9,48823 5 
36 2,464721 3,25408 ... 7,517929 6,08762 1 
37 3,384243 2,673624 ... 6,984293 4,392956 3 
38 4,416259 4,188978 ... 7,450931 9,096388 4 
39 0 2,72275 ... 6,718677 3,567107 1 
40 0 2,536525 ... 6,600484 4,593145 1 
41 3,729379 2,293871 ... 7,870827 4,236577 3 
42 3,026375 4,364103 ... 7,220997 6,834054 5 
43 4,618861 5,648986 ... 8,344416 8,662658 5 
44 3,757322 3,231048 ... 7,463524 5,474595 3 
45 3,47241 3,007465 ... 6,574024 5,312462 3 
46 3,092055 2,210327 ... 6,757343 7,419817 1 
47 1,149259 2,575385 ... 7,75727 8,292069 5 
48 3,44619 3,620962 ... 5,202625 3,392963 2 
49 3,768449 2,736172 ... 7,337586 6,246425 1 
50 4,577822 3,800237 ... 5,851732 10,45224 4 
51 3,818472 3,215772 ... 6,731455 6,083198 1 
52 3,858916 4,324523 ... 6,390575 6,952019 4 
53 2,396708 2,399062 ... 5,463691 8,583534 1 




Lampiran 1. (Lanjutan) 
No 𝑋1 𝑋2 ... 𝑋684 𝑋685 𝑌 
55 2,554196 1,296134 ... 7,308903 3,771695 2 
56 2,350384 3,249369 ... 7,684089 8,389322 1 
57 1,252355 2,40806 ... 5,787156 5,443172 1 
58 3,667699 3,083179 ... 6,548558 6,923506 2 
59 1,985792 3,640031 ... 7,138395 5,796351 3 
60 1,870306 3,768777 ... 7,632646 6,189321 1 
 
Keterangan: 
𝑋 : Panjang untaian RNA pada tingkat ekspresi gen (kbps) 










Lampiran 2. Missing Value pada Setiap Peubah Prediktor 
Variable Total Count N N Missing 
gene_1 60 56 4 
gene_2 60 60 0 
gene_3 60 60 0 
gene_4 60 60 0 
gene_5 60 60 0 
gene_6 60 60 0 
gene_7 60 60 0 
gene_8 60 60 0 
gene_9 60 60 0 
gene_10 60 48 12 
gene_11 60 60 0 
gene_12 60 60 0 
gene_13 60 60 0 
gene_14 60 60 0 
gene_15 60 60 0 
gene_16 60 60 0 
gene_17 60 60 0 
gene_18 60 60 0 
gene_19 60 60 0 
gene_20 60 60 0 
gene_21 60 60 0 
gene_22 60 60 0 
gene_23 60 60 0 
gene_24 60 60 0 
gene_25 60 60 0 
⋮ ⋮ ⋮ ⋮ 
gene_684 60 60 0 




Lampiran 3. Uji Korelasi 
  𝑟 𝑡ℎ𝑖𝑡 𝑡(0,025,58) p-value Hasil 
𝑋1 𝑋2 0,549 4,993 2,001717 0,000 Signifikan 
𝑋1 𝑋3 0,164 1,269 2,001717 0,209 Tidak Signifikan 
𝑋1 𝑋4 -0,209 -1,631 2,001717 0,108 Tidak Signifikan 
𝑋1 𝑋5 0,161 1,239 2,001717 0,220 Tidak Signifikan 
𝑋1 𝑋6 -0,130 -0,996 2,001717 0,323 Tidak Signifikan 
𝑋1 𝑋7 0,106 0,810 2,001717 0,421 Tidak Signifikan 
𝑋1 𝑋8 0,284 2,260 2,001717 0,028 Signifikan 
𝑋1 𝑋9 -0,355 -2,891 2,001717 0,005 Signifikan 
𝑋1 𝑋10 0,049 0,374 2,001717 0,710 Tidak Signifikan 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
𝑋1 𝑋685 0,325 2,621 2,001717 0,011 Signifikan 
𝑋2 𝑋3 0,018 0,134 2,001717 0,893 Tidak signifikan 
𝑋2 𝑋4 -0,069 -0,530 2,001717 0,598 Tidak signifikan 
𝑋2 𝑋5 0,304 2,426 2,001717 0,018 Signifikan 
𝑋2 𝑋6 0,032 0,246 2,001717 0,806 Tidak Signifikan 
𝑋2 𝑋7 -0,210 -1,635 2,001717 0,107 Tidak Signifikan 
𝑋2 𝑋8 0,181 1,403 2,001717 0,166 Tidak Signifikan 
𝑋2 𝑋9 -0,195 -1,512 2,001717 0,136 Tidak Signifikan 
𝑋2 𝑋10 0,084 0,642 2,001717 0,524 Tidak Signifikan 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
𝑋681 𝑋684 -0,061 -0,469 2,001717 0,641 Tidak Signifikan 
𝑋681 𝑋685 0,236 1,852 2,001717 0,069 Tidak Signifikan 
𝑋682 𝑋683 -0,124 -0,953 2,001717 0,344 Tidak Signifikan 
𝑋682 𝑋684 0,115 0,878 2,001717 0,383 Tidak Signifikan 
𝑋682 𝑋685 0,014 0,104 2,001717 0,918 Tidak Signifikan 
𝑋683 𝑋684 0,043 0,327 2,001717 0,745 Tidak Signifikan 
𝑋683 𝑋685 -0,177 -1,372 2,001717 0,175 Tidak Signifikan 
𝑋684 𝑋685 0,100 0,768 2,001717 0,445 Tidak Signifikan 
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Lampiran 4. Proporsi Keragaman Peubah X dan Peubah Y beserta 
Kumulatif 
 









Lampiran 5. Pembagian Data Training dan Data Testing 
Indeks Amatan Fold CV 1 CV 2 CV 3 CV 4 CV 5 
1 31 
1 
     
2 19      
3 25      
4 40      
5 5      
6 13      
7 15      
8 54      
9 33      
10 22      
11 52      
12 28      
13 6 
2 
     
14 29      
15 17      
16 20      
17 3      
18 12      
19 46      
20 35      
21 41      
22 24      
23 30      
24 14      
 
Keterangan: 
 : Data Testing 
  





Lampiran 5. (Lanjutan) 
Indeks Amatan Fold CV 1 CV 2 CV 3 CV 4 CV 5 
25 53 
3 
     
26 58      
27 47      
28 8      
29 57      
30 43      
31 42      
32 44      
33 56      
34 32      
35 11      
36 59      
37 45 
4 
     
38 51      
39 16      
40 26      
41 48      
42 49      
43 1      
44 55      
45 4      
46 34      
47 18      
48 7      
 
Keterangan: 
 : Data Testing 
  




Lampiran 5. (Lanjutan) 
Indeks Amatan Fold CV 1 CV 2 CV 3 CV 4 CV 5 
49 2 
5 
     
50 9      
51 23      
52 21      
53 60      
54 10      
55 50      
56 36      
57 39      
58 38      
59 37      
60 27      
 
Keterangan: 
 : Data Testing 
  










Lampiran 6. Hasil Klasifikasi Data 
No Y awal 𝐷1 𝐷2 𝐷3 𝐷4 𝐷5 Y prediksi 
1 5 -0,0000224 -0,0000663 -0,0000940 0,0001253 1,0000570 5 
2 4 0,0000569 0,0000093 0,0000230 0,9999805 -0,0000697 4 
3 5 0,0000689 0,0000108 -0,0000085 0,0000322 0,9998966 5 
4 5 0,0000983 -0,0000373 0,0000263 -0,0000949 1,0000070 5 
5 1 0,9999843 0,0001056 -0,0000533 -0,0000308 -0,0000058 1 
6 5 0,0000567 -0,0001228 0,0000896 -0,0000226 0,9999991 5 
7 3 -0,0003973 -0,0000053 1,0002420 -0,0000726 0,0002333 3 
8 5 0,0000395 0,0000966 -0,0000723 0,0000112 0,9999249 5 
9 1 0,9997924 -0,0000864 0,0002408 -0,0001451 0,0001983 1 
10 5 0,0000289 -0,0000352 -0,0001599 0,0000019 1,0001640 5 
11 1 0,9998250 -0,0000617 0,0001774 -0,0000133 0,0000727 1 
12 3 0,0004743 0,0000179 0,9996677 -0,0000013 -0,0001586 3 
13 5 -0,0002822 -0,0000393 0,0001698 -0,0000916 1,0002430 5 
14 1 0,9999042 0,0000567 -0,0000817 0,0001115 0,0000092 1 
15 1 0,9998553 0,0000390 0,0002103 -0,0001370 0,0000324 1 





 Lampiran 6. (Lanjutan) 
No Y awal 𝐷1 𝐷2 𝐷3 𝐷4 𝐷5 Y prediksi 
17 4 -0,0001214 -0,0000165 -0,0000134 1,0000360 0,0001157 4 
18 3 -0,0000403 0,0001489 1,0000950 -0,0001428 -0,0000607 3 
19 3 0,0001934 -0,0001213 0,9999969 -0,0001975 0,0001284 3 
20 5 0,0004715 0,0001499 -0,0004164 0,0001834 0,9996117 5 
21 1 1,0001700 -0,0000212 -0,0001239 -0,0000005 -0,0000244 1 
22 3 -0,0000403 -0,0000670 1,0000510 0,0000758 -0,0000195 3 
23 4 -0,0000964 0,0000457 0,0001556 1,0000020 -0,0001066 4 
24 1 0,9998599 -0,0000730 0,0000666 0,0000012 0,0001453 1 
25 3 -0,0001219 0,0000616 0,9998234 -0,0000272 0,0002641 3 
26 4 0,0002722 -0,0000561 -0,0002958 1,0001650 -0,0000853 4 
27 2 0,0000143 0,9999634 0,0000347 -0,0000038 -0,0000086 2 
28 1 1,0001190 0,0000130 -0,0000997 0,0000170 -0,0000492 1 
29 1 0,9996995 0,0000396 0,0003030 -0,0000587 0,0000166 1 
30 1 1,0001470 -0,0000305 -0,0001817 0,0000731 -0,0000082 1 
31 1 0,9996713 -0,0000022 0,0002441 -0,0000561 0,0001429 1 









Lampiran 6. (Lanjutan) 
No Y awal 𝐷1 𝐷2 𝐷3 𝐷4 𝐷5 Y prediksi 
33 3 0,0001584 0,0002449 0,9997992 0,0000816 -0,0002842 3 
34 1 1,0001200 0,0000109 -0,0001814 -0,0001277 0,0001779 1 
35 5 0,0001369 -0,0000022 -0,0001165 0,0000266 0,9999552 5 
36 1 0,9998888 -0,0000905 0,0001091 0,0000400 0,0000526 1 
37 3 0,0001981 -0,0000632 0,9998728 0,0001528 -0,0001605 3 
38 4 0,0000979 -0,0000220 -0,0001488 1,0000020 0,0000710 4 
39 1 1,0001050 0,0000359 -0,0001768 -0,0000014 0,0000371 1 
40 1 1,0000140 -0,0000729 0,0000709 0,0000269 -0,0000391 1 
41 3 -0,0004755 -0,0002084 1,0002340 0,0000099 0,0004400 3 
42 5 -0,0003266 -0,0000239 0,0002736 -0,0000073 1,0000840 5 
43 5 -0,0004678 0,0000513 0,0003448 -0,0001023 1,0001740 5 
44 3 -0,0000682 -0,0000358 1,0001760 0,0000634 -0,0001350 3 
45 3 -0,0000978 -0,0000193 1,0002210 0,0002227 -0,0003264 3 
46 1 1,0000610 -0,0000540 -0,0001335 0,0001937 -0,0000674 1 
47 5 0,0002028 -0,0000702 -0,0000698 0,0000556 0,9998816 5 





 Lampiran 6. (Lanjutan) 
No Y awal 𝐷1 𝐷2 𝐷3 𝐷4 𝐷5 Y prediksi 
49 1 0,9999362 0,0000511 0,0000139 -0,0000056 0,0000044 1 
50 4 0,0001330 0,0000190 0,0001177 0,9998403 -0,0001100 4 
51 1 1,0001610 -0,0000202 -0,0000159 -0,0000594 -0,0000651 1 
52 4 -0,0003423 0,0000206 0,0001620 0,9999744 0,0001853 4 
53 1 1,0002480 -0,0000015 -0,0002867 0,0000397 0,0000004 1 
54 5 -0,0000034 0,0000890 0,0000327 -0,0001172 0,9999990 5 
55 2 0,0000363 1,0000420 -0,0000426 -0,0000642 0,0000282 2 
56 1 1,0001330 0,0000260 -0,0000819 0,0000348 -0,0001124 1 
57 1 1,0002420 0,0000380 -0,0000939 -0,0001305 -0,0000561 1 
58 2 -0,0000486 1,0000440 0,0000571 -0,0000303 -0,0000224 2 
59 3 0,0002187 0,0000470 0,9998203 -0,0001644 0,0000784 3 




Lampiran 7. Nilai VIP 
































Lampiran 8. Nilai Loading 
Komponen 1  Komponen 2  Komponen 3 
gene_1 -0,0197  gene_1 -0,0254  gene_1 -0,0214 
gene_2 -0,0071  gene_2 -0,0508  gene_2 -0,0045 
gene_3 0,0117  gene_3 -0,0053  gene_3 -0,0595 
gene_4 0,0706  gene_4 -0,0115  gene_4 0,0210 
gene_5 0,0151  gene_5 -0,0203  gene_5 -0,0263 
gene_6 0,0135  gene_6 0,0020  gene_6 -0,0129 
gene_7 -0,0069  gene_7 0,0608  gene_7 -0,0019 
gene_8 0,0012  gene_8 0,0138  gene_8 -0,0382 
gene_9 0,0131  gene_9 -0,0061  gene_9 0,0050 
gene_10 0,0287  gene_10 -0,0478  gene_10 -0,0088 
⋮ ⋮  ⋮ ⋮  ⋮ ⋮ 
gene_676 0,0220  gene_676 -0,0099  gene_676 0,0271 
gene_677 -0,0064  gene_677 0,0279  gene_677 0,0121 
gene_678 0,0035  gene_678 -0,0071  gene_678 0,0829 
gene_679 0,0055  gene_679 0,0319  gene_679 -0,0740 
gene_680 0,0215  gene_680 0,0646  gene_680 0,0325 
gene_681 0,0443  gene_681 -0,0177  gene_681 0,0001 
gene_682 -0,0147  gene_682 -0,0094  gene_682 0,0429 
gene_683 0,0048  gene_683 0,0409  gene_683 -0,0739 
gene_684 -0,0364  gene_684 -0,0138  gene_684 0,0076 





































































c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(ktrain1, aes(x=ktrain1$`Komponen 1`, 
y=ktrain1$`Komponen 2`)) +  
  geom_point(aes(shape=ktrain1$Class, 
color=ktrain1$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 1, 2, 3, 
4)) + 
  scale_color_manual(values = c("red", 
"orange", "green", "blue", "purple")) + 























c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(ktest1, aes(x=ktest1$`Komponen 1`, 
y=ktest1$`Komponen 2`)) +  
  geom_point(aes(shape=ktest1$Class, 
color=ktest1$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 2, 3, 4)) 
+ 
  scale_color_manual(values = c("red", 
"green", "blue", "purple")) + 
  theme(legend.position = "bottom") 
 
#CV 2 


























c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(ktrain2, aes(x=ktrain2$`Komponen 1`, 
y=ktrain2$`Komponen 2`)) +  
  geom_point(aes(shape=ktrain2$Class, 
color=ktrain2$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 1, 2, 3, 
4)) + 
  scale_color_manual(values = c("red", 
"orange", "green", "blue", "purple")) + 



















Lampiran 9. (Lanjutan) 




c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(ktest1, aes(x=ktest1$`Komponen 1`, 
y=ktest1$`Komponen 2`)) +  
  geom_point(aes(shape=ktest1$Class, 
color=ktest1$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 2, 3, 4)) 
+ 
  scale_color_manual(values = c("red", 
"green", "blue", "purple")) + 
  theme(legend.position = "bottom") 
 
#CV 3 























Lampiran 9. (Lanjutan) 




c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(ktrain3, aes(x=ktrain3$`Komponen 1`, 
y=ktrain3$`Komponen 2`)) +  
  geom_point(aes(shape=ktrain3$Class, 
color=ktrain3$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 1, 2, 3, 
4)) + 
  scale_color_manual(values = c("red", 
"orange", "green", "blue", "purple")) + 



















c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(ktest3, aes(x=ktest3$`Komponen 1`, 




Lampiran 9. (Lanjutan) 
  geom_point(aes(shape=ktest3$Class, 
color=ktest3$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 1, 2, 4)) 
+ 
  scale_color_manual(values = c("red", 
"orange", "green", "purple")) + 
  theme(legend.position = "bottom") 
 
#CV 4 























c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(ktrain4, aes(x=ktrain4$`Komponen 1`, 





Lampiran 9. (Lanjutan) 
  geom_point(aes(shape=ktrain4$Class, 
color=ktrain4$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 1, 2, 3, 
4)) + 
  scale_color_manual(values = c("red", 
"orange", "green", "blue", "purple")) + 



















c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(ktest4, aes(x=ktest4$`Komponen 1`, 
y=ktest4$`Komponen 2`)) +  
  geom_point(aes(shape=ktest4$Class, 
color=ktest4$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 1, 2, 3, 
4)) + 
  scale_color_manual(values = c("red", 
"orange", "green", "blue", "purple")) + 





Lampiran 9. (Lanjutan) 
#CV 5 























c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(ktrain5, aes(x=ktrain5$`Komponen 1`, 
y=ktrain5$`Komponen 2`)) +  
  geom_point(aes(shape=ktrain5$Class, 
color=ktrain5$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 1, 2, 3, 
4)) + 
  scale_color_manual(values = c("red", 
"orange", "green", "blue", "purple")) + 






Lampiran 9. (Lanjutan) 
##TEST 5 
plsda5_test=plsDA(data55[,3:687], 















c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(ktest5, aes(x=ktest5$`Komponen 1`, 
y=ktest5$`Komponen 2`)) +  
  geom_point(aes(shape=ktest5$Class, 
color=ktest5$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 1, 2, 3, 
4)) + 
  scale_color_manual(values = c("red", 
"orange", "green", "blue", "purple")) + 

















vipx=matrix(0, nrow(vip.fix), 1) 
s=0 
for (i in 1:nrow(vip.fix)) { 
  vipx[i,]=s+i 












komp.gab1=cbind(komp1, komp2, data$Class) 
komp.fix1=as.data.frame(komp.gab1) 
colnames(komp.fix1)=c("Komponen 1", 
"Komponen 2", "Class") 
komp.fix1[,3]=as.factor(komp.fix1$Class) 
komp.fix1$Class=revalue(komp.fix1$Class, 
c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(komp.fix1, aes(x=komp.fix1$`Komponen 
1`, y=komp.fix1$`Komponen 2`)) +  
  geom_point(aes(shape=komp.fix1$Class, 
color=komp.fix1$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 1, 2, 3, 
4)) + 
  scale_color_manual(values = c("red", 
"orange", "green", "blue", "purple")) + 









komp.gab2=cbind(komp1, komp3, data$Class) 
komp.fix2=as.data.frame(komp.gab2) 
colnames(komp.fix2)=c("Komponen 1", 
"Komponen 3", "Class") 
komp.fix2[,3]=as.factor(komp.fix2$Class) 
komp.fix2$Class=revalue(komp.fix2$Class, 
c("1"="BRCA", "2"="COAD", "3"="KIRC", 
"4"="LUAD", "5"="PRAD")) 
ggplot(komp.fix2, aes(x=komp.fix2$`Komponen 
1`, y=komp.fix2$`Komponen 3`)) +  
  geom_point(aes(shape=komp.fix2$Class, 
color=komp.fix2$Class), size=6, alpha=0.6) + 
  scale_shape_manual(values = c(0, 1, 2, 3, 
4)) + 
  scale_color_manual(values = c("red", 
"orange", "green", "blue", "purple")) + 





load1x=matrix(0, nrow(load1.fix), 1) 
s=0 
for (i in 1:nrow(load1.fix)) { 
  load1x[i,]=s+i 






load2x=matrix(0, nrow(load2.fix), 1) 
s=0 




Lampiran 9. (Lanjutan) 
  load2x[i,]=s+i 






load3x=matrix(0, nrow(load3.fix), 1) 
s=0 
for (i in 1:nrow(load3.fix)) { 
  load3x[i,]=s+i 





























Lampiran 9. (Lanjutan) 
##KIRC 
load1.urut3=as.matrix(load1xx[order(load1xx[



























,2], decreasing = F)]) 
load2xx.urut5=cbind(load2.urut5, 
load2.fix[load2.urut5]) 
 
 
 
