Abstract. We provide a sufficient condition for the uniqueness in distribution of Gibbs point processes with non-negative pairwise interaction, together with convergent expansions of the log-Laplace functional, factorial moment densities and factorial cumulant densities (correlation functions and truncated correlation functions). The criterion is a continuum version of a convergence condition by , the proof is based on the Kirkwood-Salsburg integral equations and is close in spirit to the approach by Bissacot, Fernández and Procacci (2010) . In addition, we provide formulas for double stochastic integrals with respect to Poisson random measures (not compensated) in terms of multigraphs and pairs of partitions, explaining how to go from cluster expansions to some diagrammatic expansions (Peccati and Taqqu, 2011) . We also discuss relations with generating functions for trees, branching processes, Boolean percolation and the random connection model. The presentation is self-contained and requires no preliminary knowledge of cluster expansions.
Introduction
Gibbs point processes form an important class of models in statistical mechanics, stochastic geometry and spatial statistics [CSKM13, MW04, Der17] . In finite volume, they are defined, roughly, as modifications of Poisson point processes. The modification involves a factor exp(−H(η)) where H(η) incorporates interactions between points and the magnitude of H captures how far the Gibbs point process might be from the a priori Poisson point process. In infinite volume, Gibbs measures are defined instead by structural properties such as the GNZ equation and the DLR conditions, named after Georgii, Nguyen and Zessin, and Dobrushin, Lanford, and Ruelle, respectively, and proving the mere existence of such measures requires some work.
A notorious difficulty when dealing with Gibbs measures is that many quantities cannot be computed explicitly. For example, the intensity measure ρ of a Gibbs point process is a highly non-trivial function of the intensity measure λ z of the underlying Poisson point process, which leads to challenges when estimating, say, intensity parameters of the Poisson point process based on observations of the density of the Gibbs point process [BN12] . As a way out, physicists and mathematical physicists have long worked with power series expansions [Rue69, Chapter 4.3]: If interactions are sufficiently weak, then the Gibbs point process should be close to the noninteracting Poisson point process, and correction terms may be captured by convergent power series in the Poisson intensity parameter, called activity or fugacity in statistical mechanics. The expansions obtained in this way are called cluster expansions; the name stems from combinatorial expressions for the expansion coefficients in terms of connected graphs.
The mathematical theory of cluster expansions is rich and well-developed [Bry86] . Cluster expansions feature prominently in mathematical physics, and have found applications in combinatorics [SS05, Far10] and random graphs [Yin12] . Their popularity in the community of point processes, however, stays somewhat limited (see, nevertheless, [NPZ13] and the references therein), in stark contrast with expansion techniques from the realm of Poisson-Malliavin calculus [PT11, LP17] . Interestingly, in their seminal article on combinatorics and stochastic integration [RW97] , Rota and Wallstrom explicitly mention Feynman diagrams, "physicists aiming at Date: 27 July 2018.
the development of nonlinear quantum field theories," and "probabilists in search of new point processes that would not turn out to be Poisson distributions in disguise," but do not mention statistical physics or cluster expansions at all. It is our hope that the present article helps make the theory of cluster expansions accessible to a broader community of probabilists working with point processes.
Our first main result is a sufficient criterion for the uniqueness of Gibbs point processes with non-negative pair interactions (Theorem 2.3), accompanied by convergent expansions for the logLaplace functional of the Gibbs point process as well as its factorial moment and factorial cumulant densities (also known as correlation functions and truncated correlation functions), see Theorems 2.4, 2.5, and 2.6. The existence of such expansions, and their convergence in some non-empty domain, is well-known [Rue69, PU09, NPZ13], however our generalized convergence criterion was previously proven only for discrete polymer systems [FP07] and hard spheres [FPS07] .
Convergence conditions in the theory of cluster expansions often mirror fixed point equations for generating functions of trees [Far10, FP07] . The equations are reminiscent of an equation satisfied by extinction probabilities in branching processes. In Section 2.4 we discuss these relations in more depth and show that if a convergence condition due to Ueltschi [Uel04] holds true, then there is extinction in an associated multi-type branching process (Proposition 2.11).
This observation is interesting because in turn, extinction of the branching process implies absence of percolation in a related random connection model [MR96] . In Section 2.5 we discuss these relations in the context of disagreement percolation, an expansion-free method for proving uniqueness of Gibbs measures and exponential mixing [GHM01] . In the future these consideration may help systematize relations between Gibbs point processes and the random connection model, perhaps starting from the duality between hard spheres and the random connection model discussed by Torquato [Tor12] .
Our second main result consists in two propositions on moments and cumulants of double stochastic integrals with respect to a random Poisson measure (not compensated). Proposition 2.16 involves pairs of partitions, it is the analogue of similar formulas for multiple stochastic integrals with respect to compensated Poisson measures [PT11] . Proposition 2.14 replaces pairs of partitions with multigraphs, i.e., graphs with multiple edges. The propositions elucidate the relation between cluster expansions and diagrammatic expansions of cumulants used in stochastic geometry [PT11, LPST14] . As this relation provides a modern point of contact between point processes and cluster expansions, let us try to convey the main idea; details are given in Sections 2.6 and 8. Let η z be a homogeneous Poisson point process in a bounded region Λ ⊂ R d with intensity parameter z, and v : v(x i , x j ) dx provided the integrals and the sum converge. A close look reveals that Ξ Λ (β, z) = e z|Λ| E e −βXz/2 .
The theory of cluster expansions yields an expansion of the logarithm of the partition function in powers of z, of the form log Ξ Λ (β, z) = z|Λ| + ∞ n=2 z n n! Λ n G∈Cn {i,j}∈E(G) e −βv(xi,xj ) − 1 dx with C n the connected graphs with vertices 1, . . . , n, and E(G) the set of edges of G. In order to arrive at an expansion in powers of β rather than z, we need to expand exp(−βv(x i , x j )). This results in a power series in two variables, β and z. The coefficient of z n β m is associated with a multigraph with m edges on n vertices, and the relation between cluster expansions and diagrammatic expansions of cumulants is this: Cluster expansions group multigraphs according to their number of vertices, cumulants group multigraphs according to their number of edges.
The article is organized as follows: Section 2 provides the setting and formulates the main results. Section 3 is devoted to the proof of the uniqueness theorem, based on the KirkwoodSalsburg equations. Section 4 addresses the expansions of correlation functions (factorial moment densities), Section 5 deduces expansions for the truncated correlation functions (factorial cumulant densities) and for the log-Laplace functional. The special case of bounded volumes Λ is dealt with in Section 6. Section 7 explains the relation between Kirkwood-Salsburg relations on the one hand and trees and forests on the other hand. In Section 8 we prove the representations for stochastic integrals that we sketched above. Appendix A shows how to go from the GNZ equation to the Kirkwood-Salsburg equation, Appendix B connects tree partition schemes from statistical mechanics with branching processes in the random connection model.
Main results
2.1. Setting. Let (X, dist) be a complete separable metric space, X the Borel-σ algebra, and X b the collection of bounded Borel sets. Let λ be a reference measure on X that is locally finite, i.e., λ(B) < ∞ for all B ∈ X b . A locally finite counting measure is a measure η on (X, X ) with η(B) ∈ N 0 for all B ∈ X b . Let N and N f be the spaces of locally finite and finite counting measures, respectively. Each non-zero η ∈ N can be written as η = κ j=1 δ xj with κ ∈ N∪{∞} and x 1 , x 2 , . . . ∈ X. We define occupation numbers N B (η) = η(B) and n x (η) = η({x}) (B ∈ X , x ∈ X) and equip N with the σ-algebra N = σ(N B , B ∈ X ). The n-th factorial moment measure of η = κ j=1 δ xj ∈ N is denoted η (n) . It is the unique measure on X n such that for all measurable non-negative g : X n → R + , we have with summation over pairwise distinct indices i 1 , . . . , i n . Fix a non-negative pair potential v, i.e., a measurable function v : X × X → R + ∪ {∞} that is symmetric, v(x, y) = v(y, x). Set H 0 = 0 and H n (x 1 , . . . , x n ) = 1≤i<j≤n v(x i , x j ) (x 1 , . . . , x n ∈ X) (2.1)
Cartesian products such as X n or X × N are equipped with product σ-algebras, e.g., X ⊗n , X ⊗ N . We adopt the conventions log 0 = −∞, 0 log 0 = 0, 0 0 = 1, exp(−∞) = 0, and exp(∞) = ∞.
Definition 2.1. Let z : X → R + be measurable map with B zdλ < ∞ for all B ∈ X b . A probability measure P on (N , N) is a Gibbs measure with pair interaction v(x, y) and activity z if
for all measurable F : X × N → [0, ∞). The set of Gibbs measures is denoted G (z).
The GNZ equation named after Georgii, Nguyen and Zessin is equivalent to the DLR conditions (named after Dobrushin, Lanford, Ruelle) more familiar to mathematical physicists, see [Geo76, NZ79] . It is a probabilistic cousin of the Kirkwood-Salsburg equations [Rue69, Chapter 4.2] for correlation functions recalled in Lemma 3.1 below. The GNZ equation is also intimately related to the detailed balance equation for the Markovian birth and death process with formal generator The n-th factorial moment density ρ n (x 1 , . . . , x n ), called n-point correlation function in statistical mechanics, is the Radon-Nikodým derivative ρ n = dαn dλ n of the n-th factorial moment measure of P [DVJ08, LP17] . Thus
for all non-negative measurable g. The correlation functions are symmetric, i.e., invariant with respect to permutation of the arguments. For Gibbs measures, they admit the following concrete representation.
Lemma 2.2. Let P ∈ G (z). Then the n-point functions ρ n exist and satisfy
The lemma allows us to adopt Eq. (2.3) as the definition of the correlation functions, thus removing indeterminacies on null sets from the definition as a Radon-Nikodým derivative. The lemma is well-known, for the reader's convenience we present a proof in Appendix A. A simple consequence that we use repeatedly is the estimate
The factorial cumulant densities ρ T n (x 1 , . . . , x n ), called truncated correlation functions in statistical mechanics, are uniquely defined by the requirement that they are symmetric and satisfy, for all n ∈ N,
where P n is the collection of set partitions of {1, . . . , n}. For example, ρ
Example (Mixture of hard spheres and Poisson exclusion process with random radii). Let X = R d × R + , equipped with the Euclidean distance, and λ the Lebesgue measure. Consider the interaction v((x, r), (y, R)) := ∞ 1l {|x−y|≤R+r} so that
with B d (x, r) ⊂ R d the closed ball of radius r centered at x. Let P ∈ G (z). Any η ∈ N can be written as η = κ j=1 δ (xj ,rj) , and we have B d (x i , r i ) ∩ B d (x j , r j ) = ∅ for all i = j, P-almost surely. The measure describes a mixture of spheres of different radii, distinct spheres are not allowed to overlap. P is the distribution of a marked point process on R d , with marks in R + . A priori, the points are Poisson distributed with intensity z 0 (x) = ∞ 0 z(x, r)dr (assuming that each z 0 (x) is finite), and sphere at point x has a random radius with probability density function r → p(x, r) given by p(x, r) = z(x, r)/z 0 (x). We can think of P, roughly, as the a priori distribution conditioned on non-overlap of the spheres.
The example is interesting because of deep connections between mixtures of hard spheres and Boolean percolation, see [HTH17, Tor12] and Section 2.5.
2.2.
Uniqueness and convergent expansions in infinite volume. Our main results are (i) a sufficient condition for the uniqueness of Gibbs measures, and (ii) expansions of the log-Laplace functional, correlation functions and truncated correlation functions (factorial moment and factorial cumulant densities) of the Gibbs measure. Our sufficient condition for the absolute convergence of the expansions generalizes a condition by Fernández and Procacci [FP07] for hard-core interactions and discrete spaces X to non-negative interactions to general spaces X.
Define Mayer's f -function
Our first result is a sufficient criterion for uniqueness of Gibbs measures. The criterion also implies convergence of the expansions and analyticity of generating functions. The reader primarily intereted in uniqueness should thus be warned that the condition might be way too strong for his needs and other approaches may work in a bigger domain, see the discussion in [FFG01] .
Theorem 2.3. Assume f (x, y) ≤ 0 for λ 2 -almost all (x, y) ∈ X 2 and B zdλ < ∞ for all B ∈ X b . Suppose that there exists a measurable function a : X → R + and some t > 0 such that
for λ-almost all x 0 ∈ X. Then #G (z) = 1.
The theorem is proven in Section 3. In view of 1 + f (y i , y j ) ≤ 1, a sufficient condition for (FP t ) to hold true is that
for λ-almost all x 0 ∈ X. Condition (KPU t ) with t = 0 is discussed in depth in [Uel04] ; it is a continuum version of the Kotecký-Preiss condition for polymer systems [KP86] . Condition (FP t ) with t = 0 corresponds to the criterion for discrete polymer models by Fernández and Procacci [FP07] and for hard spheres by Fernández, Procacci and Scoppola [FPS07] . The role of t > 0 is discussed in Section 2.3.
Example (Hard spheres / Poisson exclusion process). Choose X = R d with the Euclidean distance | · | and the Lebesgue measure λ = Leb. Let v(x, y) = ∞1l {|x−y|≥r} with r > 0. Suppose that z Leb(B(0, r)) < 1/e.
(2.6)
Because of 1/e = max a>0 a exp(−a), we can find a, t > 0 such that
|f (x, y)|e a zdy = e t Leb (B(0, r))e a ≤ a and conditions (KPU t ) and (FP t ) holds true for some constant function a(y) = a. The criterion (2.6) is well-known [Rue69, Chapter 4], the improvements brought by (FP t ) are discussed in [FPS07] .
The condition (FP t ) is enough to ensure that generating functionals and correlation functions admit convergent expansions; for homogeneous models (constant activity z(x) = z), the expansions are power series in z. Furthermore the expansion coefficients can be expressed as sums over weighted graphs. Let G n be the collection of graphs G = (V, E) with vertex set V = {1, . . . , n} = [n] and edge set E ⊂ {{i, j} | i, j ∈ V, i = j}. We write E(G) = E for the edge set of G. We define graph weights
Let C n ⊂ G n be the collection of connected graphs with vertex set [n] and
the n-th Ursell function. Let λ z be the measure on X that is absolutely continuous with respect to λ with Radon-Nikodým derivative z(·). For h : X → R ∪ {∞}, we introduce the integrability condition
Theorem 2.4. Under the conditions of Theorem 2.3, the log-Laplace functional of the unique Gibbs measure P ∈ G (z) satisfies
The convergence of the right-hand side of (2.10) follows from the inequality (2.11) and the estimate
Remark (t = 0). If z satisfies the bound (FP t ) with t = 0 instead of t > 0, then (2.11) stays true and there is a Gibbs measure P ∈ G (z) with log-Laplace functional (2.10), however we do not know whether the Gibbs measure is unique.
Remark (Cumulants). Complex parameters allow us to extract bounds on cumulants via contour integrals. For example, let Λ ∈ X . Applying Theorem 2.4 to −h = sN Λ with |s| ≤ t, we obtain
See [Bry93] for applications to central limit theorems.
Remark (Signed Lévy measure). Eq. (2.10) can be rewritten as
where the signed measure Θ on N f is defined by
(2.14)
Log-Laplace transforms such as (2.13)-but with non-negative measures Θ-appear naturally in the context of cluster point processes and infinitely divisible point processes [DVJ08, Chapter 10.2]. Following Nehring, Poghosyan and Zessin [NPZ13] we may call Θ the pseudo-or signed Lévy measure of P (compare Eq. (2.17) below).
Theorem 2.5. Under the conditions of Theorem 2.3, the truncated correlation functions (factorial cumulant densities) of the unique Gibbs measure P ∈ G (z) satisfy
for all n ∈ N and λ n -almost all (x 1 , . . . , x n ) ∈ X n , with Remark (Positivity of t). For the bound (2.16) the strict positivity of t is essential even though it is not for the bound (2.11). Something similar happens for the factorial cumulants of random variables: Let N be an N 0 -valued random variable that is infinitely divisible with finite Lévy measure ν = n∈N ν n δ n , then
The factorial cumulants (α n ) n∈N , if they exist, are defined as the coefficient in the asymptotic expansion
If the series n ν n r n has a radius of convergence e t > 1, then u → log E[(1 + u) N ] is analytic in |u| < e t − 1, which leads to bounds on its Taylor coefficients α n . If on the other hand n ν n r n diverges for r > 1, then nothing can be said about the α n 's without additional information on the ν n 's.
The correlation functions are associated with graphs subject to slightly weaker connectivity constraints. For k ≤ n, let D k,n ⊂ G n be the set of multi-rooted graphs with vertices 1, . . . , n, roots 1, . . . , k, such that every non-root vertex j ∈ {k + 1, . . . , n} is connected to some root vertex i ∈ {1, . . . , k} by a path in G. Notice D n,n = G n and D 1,n = C n . Set
(2.18) Theorem 2.6. Under the conditions of Theorem 2.3, the correlation functions (factorial moment densities) of the unique Gibbs measure P ∈ G (z) are given by
The theorem is proven at the end of Section 4. 2.3. Convergent expansions in finite volume. The strict positivity t > 0 in condition (FP t ) ensures that a certain linear operator K z has operator norm ||K z || ≤ e −t < 1, leading to the uniqueness of a fixed point problem underpinning the uniqueness of infinite-volume Gibbs measure (see Section 3). If t = 0, then the contractivity of the operator is lost, however some of the expansions stay convergent. Precisely, the following holds true.
Let Λ ∈ X b be a bounded set, so that λ z (Λ) < ∞ ("finite volume"). Let N Λ = {η ∈ N | ∀A ∈ X : η(A) = η(A ∩ Λ)} be the space of point configurations in Λ. The space N Λ is equipped with the trace of the σ-algebra N. Let Q z Λ be the distribution of the Poisson point process in Λ with intensity measure 1l Λ dλ z . The grand-canonical partition function is
where
. The Gibbs measure in finite volume with empty boundary conditions is the probability measure P Λ on N Λ that is absolutely continuous with respect to Q Λ , with Radon-Nikodým derivative
Theorem 2.7. Assume that v(x, y) ≥ 0 on X 2 . Let z : X → R + with λ z (B) < ∞ for all B ∈ X b . Suppose that condition (FP t ) holds true with t = 0 and some function a : X → R + . Then (2.11) holds true with t = 0 and we have, for every Λ ∈ X with Λ e a dλ z < ∞,
The logarithm of the partition function, log Ξ Λ (z), is given by the right-hand side of (2.22) but with a sum starting at n = 1. The identity
allows us to recover an expansion of the log-Laplace functional of P Λ similar to (2.10) in Theorem 2.4, with integrals over Λ n instead of X n .
Theorem 2.8. Under the conditions of Theorem 2.7, the bound (2.20) holds true for t = 0, and the n-point functions ρ n,Λ are given by (2.19) with integrals over Λ n instead of X n .
Theorem 2.7 and 2.8 are proven in Section 6; expansions of truncated n-point functions ρ T n are addressed in [Uel04] . In Theorem 2.8, the bounds (2.16) and (2.20) hold true for t = 0 and integrals over X n . Thus bounds are uniform in Λ; as a consequence, the limit Λ ր X and the integrals and sums for the expansions of ρ n,Λ can be exchanged. It follows that the Gibbs measure P Λ in finite volume with empty boundary conditions converges in some suitable sense (e.g. local convergence), as Λ ր X, to a probability measure P on N . This probability measure P is in G (z) and its log-Laplace functional and n-point functions admit convergent expansions, however additional arguments are needed to check whether P is the unique Gibbs measure.
2.4. Trees and branching processes. One of the standard techniques to prove convergence of cluster expansions is by tree-graph estimates: sums over graphs are estimated by sums over trees with the help of tree partition schemes, see Definition B.1 as well as [FP07, PU09] and the references therein. Even though we follow another standard route, the method of integral equations, it is helpful to interpret the convergence conditions in the context of trees: Propositions 2.9 and 2.10 below say that the convergence conditions are in fact equivalent to the convergence of certain generating functions for trees-convergence conditions mirror fixed point equations for trees. This observation is not entirely new [FP07, Far10] but usually the focus is on sufficient convergence conditions and the equivalence is rarely explicitly stated.
Trees are interesting because they are in related to branching processes: the main result of this section says that the convergence condition for tree generating functions (and cluster expansions) as formulated by [Uel04] implies extinction of a related multi-type, discrete-time branching process with type space X. The branching process is of interest because extinction of the branching process implies absence of percolation in a random connection model, see Section 2.5. 1 Define generating functionals Proposition 2.9. Let z : X → R + . The following two conditions are equivalent: 
DefineT
• q as in (2.24) but with weightsw(T, r; x 1 , . . . , x n ) instead of |w(T ; x 1 , . . . , x n )|, andT
• q as in (2.23) but with weightsw(T, 0; q, x 1 , . . . , x n ). Theñ
Proposition 2.10. Let z : X → R + . The following two conditions are equivalent:
There exists a function a : X → R + such that condition (FP t ) holds true for all n ∈ N and all x 0 ∈ X with t = 0.
1 The notation with black and white circles is borrowed from the theory of combinatorial species: black circles refer to roots or the operation of "pointing" [BLL98] , white circles to "ghosts" that do not come with powers of z in the generating functions.
Proof. The implication (i)⇒(ii) is again an immediate consequence of the fixed point equation (2.26) (set a(q) = logT
• q (z)). The implication (ii)⇒(i) can be proven by an induction similar to [Uel04] , or by adapting the arguments from [FP07] . For the reader's convenience, we provide an alternative proof, based on Kirkwood-Salsburg equations for forests, in Section 7.
The key bound (2.11) is recovered from Proposition 2.10 with the help of the tree-graph inequality
which can be proven as in [FP07] .
Extinction probabilities in branching processes.
It is instructive to compare the tree generating functions with extinction probabilities of branching processes. For simplicity we treat the function T • q only. Assume that
for all x ∈ X. Let ξ q be a Poisson point process with intensity measure |f (q; y)|dλ z (y), defined on some probability space (Ω, F , P). It has Laplace functional E e
the condition (2.27) ensures that the expected number of points b(q) of ξ q is finite hence in particular, ξ q has only finitely many points, P-almost surely. We can define a discrete-time, multi-type branching process (η 
for all n ∈ N 0 . For B ∈ X b , the quantity η q n (B) represents the number of points in generation n with type in B. The dependence on z is suppressed from the notation of the branching process. The extinction probability p(q) := P ∃n ∈ N : η q n = 0 as a function of q, is the smallest non-negative solution 2 of the fixed point problem
For finite type spaces, this statement is proven in [Jag75, Theorem 4.2.2], the proof for infinite X is similar. The similarity of the fixed point equations (2.28) and (2.25) for extinction probabilities and trees suggests a relation between convergence and extinction. The next proposition states says that convergence of tree generating functions implies extinction of the branching process.
Proposition 2.11. Assume X |f (q, x)|dλ z (x) < ∞ for all q ∈ X and let p(q) be the extinction probability of the z-dependent branching process with ancestor
The proof adapts a classical result [Har63, Chapter III, Theorem 12.1]: if the principal eigenvalue of the so-called expectation operator is smaller or equal to 1 and some additional regularity conditions hold true, then the branching process goes extinct.
Proof of Proposition 2.11. Consider the kernel on X given by M (q, dx) := |f (q, x)|λ z (dx) and use the same letter for the associated integral operator
represents the expected number of children with type in B of a type-q individual. The expectation operator M replaces the mean number of offspring in a single-type branching process. Condition (2.27) guarantees that the expected value M (q, X) of the total number of children of a type-q individual is finite for all q ∈ X. However sup q∈X M (q, X) = sup q∈X b(q) can be infinite, which is why Theorem 12.1 in [Har63, Chapter III.12] is not applicable; moreover the image M of a bounded function g is not necessarily bounded. Therefore it is preferable to work with weighted supremum norms. By the convergence of T
• q (z) and Proposition 2.9, there is a function a :
and note that M is a contraction with respect to this norm. Indeed, if g is a function with ||g|| a < ∞, then
The fixed point equation for the extinction probability and the inequality exp(s) ≥ 1 + s yield
with 1 the constant function with value 1. Consequently 1 − p ≤ M (1 − p) pointwise on X and
It follows that ||1 − p|| a = 0 and p(q) = 1 for all q ∈ X.
Below we provide an example for which the branching process goes extinct but the tree generating functions diverge. First we have a closer look at the relation between trees and extinction probabilities. Since every individual has only finitely many children by (2.27), the extinction probability p(q) is equal to the probability that the total offspring N q ∞ := ∞ n=0 η q n (X) is finite (to simplify formulas below, we include the ancestor in the offspring count). The probability that the total offspring consists of exactly n individuals is in turn a sum over trees on n vertices, rooted at the ancestor. Leaves correspond to individuals without offspring. Hence
More generally, let η q := ∞ n=0 η q n be the total progeny of δ q , including the ancestor itself. Then for all h : X → R, we have
This equality together with Proposition 2.11 shows that T
• q (z) is finite for all q ∈ X if and only if the branching process goes extinct for all possible ancestor choices and in addition the exponential moment above of the total progeny is finite.
Example (Galton-Watson process and hard spheres). Suppose that z(q) = z and b(q) = b are independent of q. This is the case, for example, for a gas of hard spheres of fixed radius R in R d , and then b = |B(0, 2R)|, compare Example 2.2. Then the generation counts N n := N X (η q n ), n ∈ N 0 , form a Galton-Watson process with offspring distribution Poi(zb). The distribution of the total progeny (including ancestor) N = ∞ n=0 N n satisfies
. The tree generating function becomes
We have T (z) < ∞ if and only if bz ≤ 1/e, a condition stronger than subcriticality bz ≤ 1.
We leave open whether the analogue of Proposition 2.11 holds true for the Fernández-Procacci trees from Proposition 2.10, but sketch how some first steps might be implemented. Define
and assume that
for all q ∈ X. We may then consider a branching process whose branching mechanism is such that
The expectation operator is
The fixed point problem for extinction probabilities becomes . In our context, the relation is as follows: if the interaction v(x, y) has finite range R, i.e., v(x, y) = 0 when dist(x, y) ≥ R and there is absence of percolation in the Boolean percolation model with deterministic connectivity radius R, then the Gibbs measure is unique. This applies, in particular, to a gas of hard spheres with fixed radius R. A variant for Boolean percolation models with random connectivity radius [HTH17] allows for an extension to mixtures of hard spheres. Uniqueness of Gibbs measures and absence of percolation are linked for finite-range interactions that take negative values as well, as long as some additional conditions are satisfied [Der17] .
The only information about the interaction kept by the associated Boolean percolation model is the range of the interaction. The natural question arises whether there is a more refined model whose connectivity might relate to properties of the Gibbs measures. For non-negative interactions, a natural candidate is the random connection model with connectivity probability given by
Notice that, by the non-negativity of the pair potential, we have |f (x, y)| = |e −v(x,y) − 1| ≤ 1 and may indeed interpret ϕ(x, y) as a probability. In fact Torquato [Tor12, Section II.C] discusses a duality between Gibbs point processes for hard spheres and Boolean percolation. To the best of our knowledge, however, there is no theorem in the literature that links absence of percolation in the random connection model to uniqueness of Gibbs measures.
We leave as a conjecture that such a theorem should exist and devote the rest of this section to the relation between extinction of a branching process and absence of percolation in a random connection model. The main statement is Theorem 2.12 below, which is essentially known; a minor novelty of ours, perhaps, is that our theorem is formulated for models without translational invariance. We hope that this section and Appendix B help pave the way for future research linking the random connection model and Gibbs point processes.
Let η be a Poisson point process with intensity λ z , defined on some probability space (Ω, F , P). For simplicity let us assume that λ z has no atoms so that η is simple.Further let (P q ) q∈X be a family of probability measures on (Ω, F ) such that
for all non-negative measurable g : X × N → R + The existence of such a family is guaranteed by standard Palm theory [DVJ08] , and P q is to be thought of as P conditional on the event that the point q belongs to η. Assume we are given a measurable map ϕ : X × X → [0, 1] with ϕ(x, y) = ϕ(y, x) and X ϕ(x, y)dλ z (y) < ∞; for example, ϕ(x, y) = |f (x, y)| with f (x, y) satisfying (2.27).
The random connection model is a random graph G whose vertices are the points of η. Roughly, it is constructed as follows: Conditional on η = κ i=1 δ xi , the events {{x i , x j } ∈ E(G)}, i < j, are independent and the probability that {x i , x j } belongs to the graph is given by ϕ(x i , x j ). Precise definitions are found in [MR96, LZ17] (these references treat the translationally invariant case in R d but the general case is similar). For q ∈ X, let C q (η) ⊂ G be the connected component of q in G. Remember the branching process (η q n ) n∈N0 introduced above Proposition 2.11. It is a well-known result [MR96, Chapter 6 ] that extinction of a dominating branching process implies absence of percolation in the random connection model. Theorem 2.12. Suppose that for λ z -almost all q, (η q n ) n∈N goes extinct with probability 1. Then for λ z -almost all q ∈ X, P q (|C q (η)| < ∞) = 1.
The proof is a straightforward adaptation of the proof in [MR96, MPS97] . In Appendix B we summarize the argument given in [MPS97] , in a slightly modified form so as to clarify the relation with tree partition schemes as used in statistical mechanics. The proof starts from a well-known representation of the probability that the connected component C q (η) has cardinality n + 1 as a sum over connected graphs on n + 1 vertices, see Eq. (B.1) below. The representation highlights known analogies with the cluster expansions.
2.6. Cumulants of double stochastic integrals. Here we explain how cluster expansions relate to another kind of diagrammatic expansion, namely, expansions of cumulants of multiple stochastic integrals with respect to compensated Poisson random measures, see [PT11, Chapter 7] and [LPST14] . To that aim we provide two expressions for the cumulants of random variables of the form X 2 udη (2) where η is a Poisson point process with intensity measure λ z and u : X×X → R is a function that satisfies some integrability conditions. We may view such random variables as double integrals with respect to a Poisson random measure η (not compensated). The first formula involves edge-labelled graphs with multiple edges (Proposition 2.14), the second formula involves precisely the pairs of partitions (Proposition 2.16) that appear in the literature on multiple stochastic integrals [PT11] .
To the best of our knowledge, these formulas are new, however our principal interest lies in the reasoning that allows us to go from the connected graphs of cluster expansions to cumulants and pairs of partitions, via multigraphs. Roughly, the n-th coefficient of the cluster expansion is a sum over graphs on n vertices while the m-th moment of a double stochastic integral is a sum over multigraphs with m edges.
We start from the following observation. Let u : X × X → R and β ∈ R. Suppose that v = −βu satisfies the assumptions of Theorem 2.7. Then the latter theorem provides an expansion of the cumulant generating function of 1 2 β X 2 udη (2) , with η a Poisson point process of intensity λ z . The expansion is not in powers of β but rather, if z(x) ≡ z is independent of x, in powers of z. It is a sum over connected graphs, each graph comes with a product of edge weights exp(βu(x i , x j )) − 1. In order to obtain the cumulants, we need to understand the expansion in powers of β rather than z. Now, every edge weight is expanded as
The right-hand side is best interpreted as a sum over edge multiplicities, and thus graphs with multiple edges (but no self-edges i − i) naturally appear. It is convenient to label not only the vertices but also the edges.
Definition 2.13. Let A and V be two non-empty sets and E 2 (V ) = {e ⊂ V | #e = 2}.
• A labelled multigraph γ with vertex labels V and edge labels A is a map from A to E 2 (V ).
The set of such multigraphs is denoted M(V, A).
• A multigraph γ is spanning if every vertex i ∈ V belongs to some edge in γ, i.e., m ij (γ) ≥ 1 for some j ∈ V . The set of spanning multigraphs is denoted M s (V, A).
• A multigraph γ is connected if, for all i, j ∈ V , there exist k ∈ N and a sequence (a 1 , . . . , a k ) ∈ A k such that i ∈ γ(a 1 ), j ∈ γ(a k ), and γ(a r ) ∩ γ(a r+1 ) = ∅ for all r ∈ {1, . . . , k − 1}. The set of connected multigraphs is denoted M c (V, A).
Proposition 2.14. Let η be a Poisson point process with intensity measure λ z and u : X × X → R a symmetric function. Suppose that
< ∞ and the m-th moment and the m-th cumulant of X 2 udη (2) are given by sums over spanning and connected multigraphs as
with absolutely convergent integrals.
The proposition is proven in Section 8. The proof does not use the previous convergence theorems, which is why it works under different convergence conditions (compare Eq. (2.31) and Eq. (FP t ) with v = −βu), much in the same way as moments of a random variable may be finite even though exponential moments are infinite. Nevertheless it is instructive to derive the formula for the cumulants from Theorem 2.7 on the expansion of the pressure in finite volume, which we now do. Suppose that v = −βu satisfies the conditions of Theorem 2.7, and that λ z (X) < ∞ so that we may set Λ = X. Then we have
Expanding the exponential, we find that for each n, the integrand is a sum over pairs (G, m) that consist of a connected graph G and a vector of integers m = (m ij ) i<j with m ij ≥ 1 if and only if {i, j} ∈ E(G). The pair (G, m) is best thought of as a graph with multiple edges (edges are non-labelled). The vector of multiplicities determines the graph uniquely, let C n be the set of multiplicity assignments for which the associated graph is connected. We get
The multinomial coefficient is equal to the number of multigraphs with edge labels {1, . . . , m} and prescribed multiplicities m ij . Thus we find
Since the cumulants are defined by the relation
we may read them off from Eq. (2.32) and obtain the expression from Proposition 2.14.
Next we explain how to go from multigraphs to partition pairs so as to obtain expressions closer to [PT11] . Let γ ∈ M s (V, A) be a spanning multigraph on V with edge labels A. We define an associated pair (π, σ) of partitions as follows:
• First we define a new set S of "dedoubled" vertices: every vertex v ∈ V gives rise to as many points in S as there are edges to which it belongs. The new vertices s are labelled by the parent vertex v ∈ V and the edge label a. Precisely, we set S :
• The partition π has the blocks B a = {(v, a) | v ∈ γ(a)}, a ∈ A: it groups dedoubled vertices s connected by an edge. Every block B a has cardinality exactly 2.
• The partition σ lumps together new vertices s that come from a common underlying vertex v ∈ V . Put differently, the blocks of σ are the sets
Note that the T v 's are non-empty because the graph is spanning. Notice that for all a ∈ A, v ∈ V , the set B a ∩ T v is a singleton if the vertex v belongs to the edge with label a, and empty if it does not; in particular B a ∩ T v is either empty or a singleton. If the multigraph γ is connected, then so is (π, σ), in the sense given below.
Definition 2.15 ([PT11]
). Let S be a finite non-empty set and (π, σ) ∈ P(S) × P(S) a pair of set partitions of S.
• The pair is non-flat if for all blocks B ∈ π and T ∈ σ, the intersection B ∩ T is either empty or a singleton.
• The pair is connected if for every strict subset M S, there is a block B of π or σ such that B intersects both M and S \ M .
Equivalently, a pair (π, σ) is non-flat and connected if π ∧ σ is the partition into singletons and π ∨ σ is the partition consisting of a single block S, where ∧ and ∨ refer to the join and meet in the lattice of set partitions.
Remark (Gaussian diagrams). The pair of partitions (π, σ) is not only non-flat and connected, but also has the property that every block of π has cardinality exactly 2, because we only allow for graphs with edges {i, j} (hypergraphs associated with multi-body interactions would include hyperedges consisting of 3 vertices or more). Peccati and Taqqu [PT11] call pairs where instead σ has only blocks of cardinality 2 Gaussian, and associate graphs with such pairs as well; their graphs allow for self-edges and restrict the degree of the vertices to 2, a type of graphs clearly different from ours.
Let S be a finite set andσ = (T 1 , . . . , T n ) an ordered set partition of S with n blocks; let σ = {T 1 , . . . , T n } ∈ P(S) be the underlying set partition. For s ∈ S, let i(s) ∈ {1, . . . , n} be the label of the block to which s belongs, i.e., s ∈ T i(s) . The ordered partitionσ induces an embedding of X n into X S defined by (x 1 , . . . , x n ) → (x i(s) ) s∈S . With any given map g : X n → R we associate a new map gσ : X S → R by gσ(x 1 , . . . , x n ) := g((x i(s) ) s∈S ). For example, if S = {1, 2, 3} and σ = ({1, 3}, {2}), then gσ(x 1 , x 2 ) = g(x 1 , x 2 , x 1 ). Changing the order of the blocks inσ permutes the variables in gσ but leaves the integral X n gσdλ n z unchanged, by a slight abuse of notation we write X n g σ dλ n z instead. In the following proposition the m-fold tensor u ⊗ · · · ⊗ u is the function (x 1 , . . . ,
Proposition 2.16. Let S m = {1, . . . , 2m}, and π m = {{1, 2}, {3, 4}, . . . , {2m − 1, 2m}}. Under the assumptions of Proposition 2.14, the m-th cumulant of X 2 udη (2) is given by
The proposition is proven in Section 8. It is deduced from Proposition 2.14 and the correspondence between connected multigraphs and non-flat connected pairs of partitions. Some combinatorial subtleties arise because the correspondence is not exactly one-to-one; this is also the reason why Proposition 2.14 looks at 1 2 X 2 udη (2) while Proposition 2.16 deals with X 2 udη (2) . Proposition 2.16 should be contrasted with a similar expression for the cumulants of the random variable
The cumulants of I 2 (u) are given by sums over non-flat, connected diagrams (π m , σ) such that every block of σ has cardinality at least 2, see [PT11, LPST14] . This corresponds to connected multigraphs for which every vertex i ∈ V has degree j∈V m ij (γ) ≥ 2. We leave open whether the known formulas for the cumulants of I 2 (u) have a simple explanation in terms of cluster expansions. Regardless of the answer, the considerations in this section show that seemingly different types of expansions can be put on a common footing, which might yield interesting insights in the future.
Kirkwood-Salsburg equation. Uniqueness
Here we prove Theorem 2.3 on the uniqueness of Gibbs measures. Our proof follows a standard strategy [Rue69, Chapter 4.2]: We start from a set of integral equations satisfied by the correlation functions, reformulate these equations as a fixed point problem in some Banach space, and show that the fixed point problem involves a contraction. A minor novelty of our proof lies in our choice of norms as weighted supremum norms with weights that incorporate some information on interactions.
Lemma 3.1. Let P ∈ G (z). The correlation functions ρ n of P satisfy the Kirkwood-Salsburg equations
for all n ∈ N 0 and λ n+1 -almost all (x 0 , . . . , x n+1 ) ∈ X n+1 , with the convention ρ 0 = 1 and
The absolute convergence of the right-hand side of (KS) is ensured by the condition (FP t ) and the bound (2.4). The lemma is a consequence of the well-known equivalence of the GNZ and the Dobrushin-Lanford-Ruelle (DLR) conditions [NZ79] on the one hand, and the DLR conditions and the Kirkwood-Salsburg equation on the other hand [Rue70] , see also [Kun99] . For the reader's convenience we present a short self-contained proof of the implication (GNZ)⇒(KS) in Appendix A. The Kirkwood-Salsburg equations can be rephrased as a fixed point equation in some suitable Banach space. Let E 0 be the space of sequences ρ = (ρ n ) n∈N of real-valued measurable functions ρ n : X n → R such that
for some C ρ ≥ 0, all n ∈ N, and λ n -almost all (x 1 , . . . , x n ) ∈ X n . Let ||ρ|| 0 be the smallest constant C ρ . The quotient E of E 0 with the null space {ρ : ||ρ|| 0 = 0}, together with the norm ||[ρ]|| := ||ρ|| 0 , is a Banach space; by a slight abuse of notation we write ρ instead of [ρ]. For ρ ∈ E, set
Let e z = (e z,n ) n∈N ∈ E be the sequence given by e z,1 (x 1 ) = z(x 1 ) on X and e z,n = 0 for n ≥ 2. The Kirkwood-Salsburg equation is rewritten as
Lemma 3.2. Under the assumptions of Theorem 2.3, the operator K z is a bounded linear operator in E with operator norm ||K z || ≤ e −t < 1.
Proof. Suppose that ρ ∈ E. Then we have, for n ∈ N,
In the Kirkwood-Salsburg equation we use the triangle inequality, estimate 1 + f (x 0 , y j ) ≤ 1, and plug in the previous estimates; this yields
It follows that K z ρ ∈ E and ||K z ρ|| ≤ e −t ||ρ||.
Proof of Theorem 2.3. The existence of Gibbs measures is a standard result and holds true for a much broader classs of interactions [Rue70] . For the uniqueness, we start from Lemma 2.2 and note that the sequence of n-point functions of a Gibbs measure P ∈ G (z) is in E. In view of ||K z || ≤ e −t < 1, the operator (id − K z ) is invertible with bounded inverse given by a Neumann series. Therefore the vector of correlation functions ρ = (ρ n ) n∈N , is uniquely determined by the Kirkwood-Salsburg equations and is given by
By Lemma 2.2, we have ρ n (x 1 , . . . , x n ) ≤ n j=1 z(x j ) and
for all B ∈ X b and n ∈ N 0 . As a consequence the correlation functions determine the measure P uniquely [LP17, Proposition 4.12] and we find #G (z) = 1.
Weighted graphs. Expansion of correlation functions
In the previous section we have proven that condition (FP t ) guarantees the uniqueness of the Gibbs measure P. We proceed with the proof of Theorem 2.6 on the expansion of correlation functions. As noted earlier, the vector of correlation functions ρ = (ρ k ) k∈N is the unique solution of a fixed point equation ρ = e z + K z e z and has the series representation (3.8). It remains to compute the powers K n z e z , i.e., to show that they are indeed given by integrals and sums involving multirooted graphs. This is done by induction, noting that the partial sums of the series are in fact Picard iterates of the fixed point equation with initial value e z . Indeed,
The combinatorial counterpart to the partial sums of the Neumann series (3.8) are sums over graphs truncated at some maximum number N of vertices. Remember the functions ψ k,n+k from (2.18) and the multirooted graphs D k,n with k roots and n ≥ k vertices. Define
The summand for k = n is understood as ψ k,k (x 1 , . . . , x k ). In order to prove that S N (z) is equal to the partial sum In addition, we prove that if the condition (FP t ) holds true with t = 0, then the right-hand side of (4.1) converges pointwise as N → ∞, and we provide bounds. This ensures convergence of expansions even if K z has operator norm equal to 1. In that case the limit corresponds to a fixed point of ρ = e z + K z ρ though we no longer know whether the solution is unique. This part of the proof is similar to the inductive treatment of the Kirkwood-Salsburg equation in [BFP10] .
DefineS N in a similar way as S N but with additional absolute values, i.e.,
Proposition 4.1. Assume v ≥ 0, λ z (B) < ∞ for all B ∈ X b , and suppose that condition (FP t ) holds true with t = 0. Then we have
The equality (4.3) for S N is complemented by an inequality forS N : define the operatorK z just as K z but with f (x 0 , y j ) replaced with |f (x 0 , y j )|. ThenS 1 (z) = e z and
where "g ≤ h" refers to pointwise inequality g k ≤ h k of the components. The inequality (4.5) allows for an inductive proof of (4.4). The proof of Proposition 4.1 rests on the recursive structure of the multi-rooted graphs with respect to the removal of a root. Let D k (V ) be the collection of tuples (G, r 1 , . . . , r k ) consisting of a graph G with vertex set V and k distinct elements r 1 , . . . , r k ∈ V , called roots, such that every non-root vertex is connected to a root vertex by some path in G. The difference between D k (V ) and D k,n is that the root labels (r 1 , . . . , r k ) may differ from (1, . . . , k). We have D k (V ) = ∅ if k > #V , and G ∈ D k,n if and only if (G, 1, . .
Lemma 4.2. For all k ∈ N, all finite sets V of cardinality #V ≥ k, and all y = y V ∈ X V , we have
(1 + f (y r1 , y rj )). (4.6)
If k = 1, the summand for ℓ = 0 is to be interpreted as zero if #V ≥ 2, and 1 if #V = 1.
Proof. Fix (G, r 1 , . . . , r k ) ∈ D k (V ). Let ℓ ∈ {0, . . . , n − k} be the number of non-root vertices adjacent to the first root r 1 and i 1 , . . . , i ℓ ∈ V \ {r 1 , . . . , r k } an enumeration of them. Further let G ′ be the graph obtained from G by removing the first root r 1 and all incident edges. Thus G ′ has vertex set V \ {r 1 }. The weight of G factorizes as
Indeed by definition of D k (V ), every vertex j ∈ V \ {r 1 , . . . , r k , i 1 , . . . , i ℓ } connects to r 1 , r 2 , . . . , r k by a path in G. This means that either it connects to {r 2 , . . . , r k } by some path in G ′ , or it connects to r 1 by a path using edges in E(G ′ ) ∪ {{r 1 , i 1 }, . . . {r 1 , i ℓ }}; thus j connects to {r 1 , . . . , r k , i 1 , . . . , i ℓ } by some path in G ′ . Conversely, given r 1 ∈ V , 0 ≤ ℓ ≤ n − k, and (G ′ , r 2 , . . . , r k , i 1 , . . . , i ℓ ) ∈ D k+ℓ−1 (V \ {r 1 }), we can construct a graph G on V such that (G, r 1 , . . . , r k ) ∈ D k (V ) by adding to E(G ′ ) all edges {r 1 , i q }, q = 1, . . . , ℓ and a subset of the edges {r 1 , r j }, j = 2, . . . , k. This sets up a natural correspondence which is one-to-one except for an overcounting of the ℓ! ways of enumerating the vertices adjacent to r 1 in G ′ given the set I of adjacent vertices, and the lemma readily follows.
Proof of Proposition 4.1. The proof is by induction over N . For N = 1, the only non-zero component of (S 1 ) is (S 1 ) 1 and in Eq. (4.1) the only relevant contribution is from k = n = 1, which has no integral. Since D 1,1 contains one element only, the pair (G, 1) with G = ({1}, ∅) the single-vertex graph with empty edge set. It has weight w(G; x 1 ) = 1 and it follows that S 1 = e z and Eq. (4.4) holds true. Before we address the induction step, we note that the symmetry of the graph weights allows us to replace replace the summation over graphs G ∈ D k,n with fixed root labels 1, . . . , k by summation over graphs (G, r 1 , . . . , r k ) ∈ D k ([n]) with variable root labels r 1 , . . . , r k : we have
The difference in the factorials comes in via
where the binomial represents the number of ways to choose the set {r 1 , . . . , r k } of roots, and k! is the number of ways to order them. In the integral root "colors" are set to be y rj = x j , the colors y j associated with non-root vertices are free and integrated over. If S N (z) k (x 1 , . . . , x k ) < ∞, then Eq. (4.7) also holds true if we replaceS N with S N and drop the absolute values from the right-hand side. Now suppose that the bound (4.4) holds true for some N − 1 ≥ 1, i.e.,
for all k ∈ {1, . . . , N − 1} and λ k -almost all x ∈ X k . Fix k ≥ 2. In Eq. (4.6), let us pick V = [n], divide both sides by n!, take absolute values and apply the triangle inequality, integrate with respect to
and finally sum over n. Then we find an upper bound for S N (z) k (x 1 , . . . , x k ) as a sum over n ∈ {k, . . . , N }, r 1 ∈ [n], ℓ ∈ {0, . . . , n − k}, and the absolute value of a sum over multi-rooted graphs (G ′ , r 1 , . . . , r k , i 1 , . . . , i ℓ ). The contribution from (r 1 , . . . , r n , i 1 , . . . , i ℓ ) = (1, . . . , k, k + 1, . . . , ℓ) is
It is to be multiplied with 1/(n!ℓ!) times the number of ways to choose the ordered vector (r, i), which gives 1 n!
Summing over ℓ, we obtain
The sum over n ∈ {k, . . . , N } and the integration over the n − k − ℓ variables y k+ℓ+1 , . . . , y k+n can be brought inside the parentheses within the integral. Changing summation indices from n to n− 1, we see that the term in parentheses gives rise to (S N −1 (z)) k+ℓ−1 (x 2 , . . . , x k , y k+1 , . . . , y k+ℓ ). Thus we have found, for k ≥ 2,
For k = 1, the contribution from ℓ = 0 (leading to an undefined D 0,0 ) to be interpreted as zero if n ≥ 2, and z(x 1 ) if n = 1. The induction hypothesis and the convergence condition (FP t ) then show that (4.4) holds true for N and 2 ≤ k ≤ N . Eq. (4.4) shows, in particular, that the integrals defining S N are absolutely convergent. We may now revisit the induction step, but without absolute values and triangle inequalities. The inequalities then become equalities for S N : we find
and the proof of the proposition is complete.
Theorem 2.6 is a consequence of the Neumann series (3.8) and Proposition 4.1.
Proof of Theorem 2.6. Passing to the limit N → ∞ in the inequality (4.4) from Proposition 4.1, we obtain the estimate (2.20) from Theorem 2.6. The equality (4.3) shows
(4.14)
Thus S N (z) is a partial sum of the Neumann series (3.8). The bound (4.4) ensures that each (S N ) k (x 1 , . . . , x k ) converges pointwise as N → ∞. But we already know from the proof of Theorem 2.6 that the Neumann series converges in the Banach space E to the vector of correlation functions; thus ρ k (x 1 , . . . , x k ) = lim N →∞ (S N ) k (x 1 , . . . , x k ) and we obtain the representation of the correlation functions. The bound (2.20) with t = 0 follows from Proposition 4.1. For t > 0, we note that ze t satisfies (FP t ) with t = 0 so we can apply the inductive bound of Proposition 4.1 to ze t , and the proof is easily concluded.
Log-Laplace functional and truncated correlation functions
Here we prove Theorems 2.4 and 2.5. Theorem 2.5 is deduced from Theorem 2.4 by exploiting that the log-Laplace functional at h is nothing else but the generating functional of the truncated correlation functions (factorial cumulant densities) at u = e −h − 1, see Eq. (5.21) below. Explicit bounds are proven with the complex contour integrals (here t > 0 is crucial).
For the proof of Theorem 2.4, we first specialize Theorem 2.6, proven in the previous section, to the one-particle density (k = 1). As noted earlier, the classes of graphs D 1,n and C n are equal (if every vertex j ∈ {2, . . . , n} connects to the vertex 1, then the graph is connected, and vice-versa). It follows that ψ 1,n = ϕ T n and
with absolutely convergent integrals and series, moreover the bound (2.11) stated in Theorem 2.4 is just the special case of the inequality (2.20) in Theorem 2.6. For the proof of the identity (2.10), the idea is to first prove a differentiated version of it. Formally,
with ρ h 1 (x) the one-particle density of a tilted measure P h , which we write succinctly with notation from variational derivatives as
The variational derivative of the right-hand of Eq. (2.10) is
This is nothing else but the right-hand side of (5.1) with z replaced by ze −h . If the tilted measure P h is a Gibbs measure at tilted activity ze −h , we can conclude that the expressions (5.2) and (5.3) are equal, i.e., the differentiated form of Eq. (2.10) holds true and it remains to undo the differentiation.
The full proof is a little technical as we need to make sure that all expressions involved are convergent and that we can exchange differentiation and integration. We start with the proof that the tilted measure P h is indeed a Gibbs measure with tilted activity ze −h .
Lemma 5.1. Let P ∈ G (z) and h : X → R + with X hdλ z < ∞. Consider the measure P h that is absolutely continuous with respect to P, with Radon-Nikodým derivative
.
Proof. From h ≥ 0, Jensen's inequality, and the bound ρ 1 (x) ≤ z(x) we get 0 < e − X hdλz ≤ E e − X hdη ≤ 1 so the normalization constant is strictly positive and finite. Let F : X × N → R + be a measurable measurable map. Notice X hd(η + δ x ) = X hdη + h(x). Then by (GNZ), we have
We divide on both sides by N e − X hdγ and find that P h satisfies (GNZ) with z(x) replaced by z(x) exp(−h(x)), hence P h ∈ G (ze −h ).
Lemma 5.2. Let h : X → R + be a bounded measurable function. Suppose that h is bounded and supported in some set of the form Λ ∩ {x ∈ X | a(x) ≤ M } =: Λ M with λ z (Λ) < ∞ and M ∈ (0, ∞). Then Eq. (2.10) holds true.
Proof. Under the assumptions of the lemma, we have
The modified activity ze −h satisfies the bound (FP t ) as well, with the same a and t as z, so we have a representation for the one-point function ρ h 1 of P h analogous to (5.1). Let us introduce functions F, G : R + → R by
Clearly F (0) = G(0) = 0, we want to prove F (1) = G(1). Assuming that differentiation, integration and summations can be exchanged, we get
and, exploiting the symmetry of the Ursell function ϕ
Using the analogue of (5.1) for ρ sh 1 , we see that F ′ (s) = G ′ (s) for all s ≥ 0 and it follows that F (s) = G(s) for all s ≥ 0. In particular, F (1) = G(1) and Eq. (2.10) holds true for bounded h. It remains to justify (5.7) and (5.8). For s > ε > 0 we have
and for s = 0 we have ε −1 |e −εα − 1| ≤ α. For the difference quotients of s → E[exp(−s X hdη)], we apply the inequality to α = X hdη, note
and conclude with dominated convergence that differentiation and expectation can be exchanged. For the difference quotients of G(s), we apply the bound (5.9) to α = n i=1 h(x i ) and note that, in view of (2.11) and the inequality (2.12), we have
and we conclude with dominated convergence that (5.8) holds true. It follows that Eq. (2.10) holds true if h satisfies (5.5).
Thus we have proven that
when h is non-negative, bounded, and supported in some set Λ M = Λ∩{a ≤ M }. A straightforward argument involving monotone and dominated convergence shows that the identity extends to all non-negative h, but the extension to functions that take negative or complex values requires more work.
In order to get rid of the condition h ≥ 0, we express the left-and right-hand sides of Eq. (5.12) as power series in e −h . Roughly, the idea is that if two power series of some variable s coincide and converge on s ∈ [0, 1], then their coefficients and their domain of convergence must be equal and the identity extends to the whole domain of convergence. We start with the right-hand side of Eq. (5.12). Let Λ M ⊂ X be such that ΛM e a dλ z < ∞. Set
To lighten notation, we suppress the Λ M -dependence from ϑ m . By (2.11), we have 
with absolutely convergent sums and integrals.
Proof. We have already observed that the bound (2.11) holds true, therefore the convergence of the integrals and the sums on the left-hand side of (5.14) follows from the inequality (2.12) and the integrability condition X |e −h − 1|e a dλ z < ∞. On the left-hand side of (5.14) the only non-zero contributions to integrals come from x with x j ∈ Λ M for some j. Straightforward computations together with the symmetry of the Ursell functions ϕ T n show that the sum inside the exponential can be rewritten as
The proof of the equation requires some exchange of order of summation, which is justified with (2.12) and estimates similar to (5.13). The right-hand side of Eq. (5.15) is actually convergent also without the factor −1. Indeed, from | exp(−h)| = exp(−Re h) ≤ exp(−t) and (5.13), we get
Exponentiating (5.15), we find that the left-hand side of Eq. (5.14) is given by
and the proof is concluded with a standard identity on exponential generating functions of set partitions (see Eq. (6.3)) below).
Next we turn to the left side of Eq. (5.12). Let h and Λ M be as in Lemma 5.3 and (j n,ΛM ) n∈N0 the Janossy densities 3 [DVJ08, Chapter 5.3], also called density distributions [Rue70] , of P in Λ M with respect to the reference measure λ z so that
whenever h is supported in Λ M and the right-hand side converges (with absolute values in the integrand), for example, if h ≥ 0. In our setup the Janossy densities exist and satisfy
with the convention ρ 0 = 1. The integrals and series are absolutely convergent because of (2.4). Eq. (5.17) is the well-known inversion formula for Janossy densities and correlation functions, see [DVJ08, Chapter 5, Eq. (5.4.11)] and the first equation after Eq. (5.33) in [Rue70] . The oddlooking product z(x 1 ) · · · z(x n ) in (5.16) appears because the ρ n 's are defined with the reference measure λ rather than λ z .
Lemma 5.4. Let Λ M , h, and (ϑ m ) m∈N0 be as in Lemma 5.3. Then the Janossy densities (j n,ΛM ) n∈N0 are given by
Proof. By Lemma 5.2 and Eq. (5.12), the functionals L(h) and R(h) from Eqs. (5.16) and 5.3 have to coincide for all nonnegative, bounded h supported in Λ M and subject to (2.9), which is enough to ensure that (5.18) holds true. It follows that the identity L(h) = R(h) extends to the functions h that satisfy the assumptions of Lemma 5.3. Now we can complete the proof of Theorem 2.4.
Proof of Theorem 2.4. We have already observed that the bound (2.11) follows from Theorem 2.6 and the identity D 1,n = C n . Let h be a measurable function that satisfies the integrability condition (2.9) and take values in either [−t, ∞) ∪ {∞} or in {s ∈ C : Re s ≥ t}. For k ∈ N, set h k := h1l B(0,k) 1l {a≤k} . By Lemma 5.4, we have
In order to pass to the limit on the left side, we write
a similarly holds true with h k replaced by h. Moreover h k → h pointwise with
Dominated convergence thus yields E[exp(−
i.e., we can exchange limits and integration in the left-hand side of Eq. (5.19). On the right-hand side of (5.19), we can can exchange limits and integration too because of the inequality
(remember Eq. (2.12) !), the bound (2.11) and dominated convergence. Altogether, passing to the limit k → ∞ in (5.19), we find that (2.10) holds true for h.
Proof of Theorem 2.5. Let h : X → R + . It follows from Corollary 9.5.VIII in [DVJ08] that
whenever the right-hand side is absolutely convergent and h is non-negative with bounded support. In the right-hand side of Eq. (2.10) in Theorem 2.4, we express the log-Laplace functional in terms of exp(−h) − 1. We have
and, if |h| ≤ t,
compare Eq. (2.12). Exploiting the symmetry of the Ursell functions, we deduce from Eq. (2.10) in Theorem 2.4 that whenever |h| ≤ t and h satisfies condition (2.9), we have
The exchange of the order of summation is justified with (5.23) and absolute convergence. Changing variables to u(x) = 1 − e −h(x) and comparing (5.21) and (5.24), we find
for all u : X → [0, 1] that have bounded support and satisfy X ue a dλ z < ∞. Eq. (2.15) follows. For s ∈ C with |s| ≤ e t − 1, we have
Taking contour integrals along the circle centered at the origin with radius e t − 1, we deduce
and the bound (2.16) follows.
Gibbs measures in finite volume
Here we prove Theorems 2.7 and 2.8 on the partition function and correlation functions in finite volume. The proof of Theorem 2.7 is fairly standard, once the bound (2.11) is available. The proof of Theorem 2.8 explains the appearance of the class D k,n of multirooted graphs directly, without any reference to Kirkwood-Salsburg equations.
Proof of Theorem 2.7. The bound (2.11) with t = 0 follows from the identity ϕ T n = ψ 1,n and Proposition 4.1 applied to k = 1. The bound (2.22) is an immediate consequence of (2.11). The rest of the proof follows standard arguments [Rue69] which we reproduce for the reader's convenience. Let C(V ) be the collection of connected graphs with vertex set V (thus C n = C([n])).
We have e −Hn(x1,...,xn) =
The sum over subsets E can be reinterpreted as a sum over graphs with vertex set {1, . . . , n} and edge sets E so that e −Hn(x1,...,xn) = G∈Gn w(G; x 1 , . . . , x n ). (6.1)
As the weight of a graph is the product of the weights of its connected components, we deduce e −Hn(x1,...,xn) = n r=1 {V1,...,Vr}∈Pn
We integrate both sides over Λ n and note that integrals factorize as well, moreover on the righthand side they depend on the cardinality of V i alone. Thus
It is a general combinatorial fact that
The latter condition is satisfied for the concrete choice (6.2) because of (2.11) with t = 0 and we obtain
The summand for n = 1 gives rise to Λ dλ z = λ z (Λ) and the proof of the theorem is concluded with the identity log Ξ Λ (z) = log λ z (Λ) + log
Proof of Theorem 2.8. The bound (2.20) with t = 0 follows from Proposition 4.1. In order to go from Theorem 2.7 to correlation functions we note that the generating functional of the latter is
The identity holds true for all measurable u : Λ → [−1, 0]. moreover by the definition of partition functions,
In order to evaluate Ξ Λ (z(1 + u)), we remember (6.1) and expand
Given a non-empty subset J ⊂ [n], we establish a one-to-one correspondence between graphs G and pairs (G 1 , G 2 ) that consist of a graph G 1 on some subset V ⊃ J subject to connectivity constraints, and a graph G 2 on [n] ⊂ V , as follows. For G ∈ G n and a non-empty subset J ⊂ [n], let V ⊂ [n] be those vertices that connect to some vertex j ∈ J by a path in G (thus J ⊂ V ⊂ [n]), and W = [n] \ V . Clearly G cannot have any edge connecting V and W . Let G| V be the graph with vertex set V and W and edge set {{i, j} | i, j ∈ V, {i, j} ∈ E(G)}, similarly for G| W . Conversely, let D J (V ) be the graphs on V for which every vertex in V connects to some vertex j ∈ J. Given two graphs G 1 ∈ D J (V ), G 2 ∈ G(W ) such that every vertex in V connects to some elements j ∈ J by a path in G 1 , we obtain a graph G ∈ G n with edge set E(G) = E(G 1 ) ∪ E(G 2 ). In this way we have a one-to-one correspondence, and we find
Exploiting the symmetry of the graph weights, we deduce
The expression of the correlation functions follows from Eqs. (6.4), (6.5) and (6.6).
Kirkwood-Salsburg equations for trees and forests
Here we explain the connection between the Kirkwood-Salsburg equation from Lemma 3.1 and generating functions for trees. The key point is that the non-linear fixed point equation (2.26) for tree generating functions translates into a linear set of equations for the generating functions of forests that is similar to the Kirkwood-Salsburg equations. As a by-product, we obtain a new proof of the implication (ii) ⇒ (i) in Proposition 2.10 that clarifies the relation between KirkwoodSalsburg equations and inductive convergence proofs.
Let B k (q; x 1 , . . . , x k ), k ∈ N 0 , be the family of non-negative weight functions given by
Set F 0 := 1 and for k ∈ N and q ∈ X k , set
F k is the generating function for k-forests, i.e., k-tuples F = ((T 1 , r 1 ), . . . , (T k , r k )) of rooted trees such that their respective vertex sets V 1 , . . . , V k form a set partition of V . The weight of a forest is the product of the weights of the trees, the root colors are prescribed as x ri = q i . Clearly
. . , q n ; z). Using the non-linear fixed point equation (2.26) for trees, we obtain a linear set of equations for forests: we have F n+1 (q 0 , . . . , q n ; z) = z(q 0 ) B 0 (q 0 )F n (q 1 , . . . , q n ; z)
a variant of (KS) for forests. Let F 
n (q 1 , . . . , q n ; z)
An induction over N then shows that if ) for all N, n, q. Passing to the limit N → ∞, we find that the forest generating functions are convergent. In particular, the generating function for trees (i.e., 1-forests) is convergent as well. This proves the implication (ii)⇒(i) in Proposition 2.10.
Cumulants of second-order stochastic integrals
Here we prove Propositions 2.14 and 2.16.
Proof of Proposition 2.14. Pick η = κ i=1 δ xi ∈ N and set [κ] = N if κ = ∞. Assume that u is non-negative or that X |u|dη (2) < ∞. A reasoning similar to the proof of Eq. (2.32) shows
Notice that the number of edges {i, j} with m ij (γ) ≥ 1 is at most m hence in particular, finite even when κ = ∞, so the product is finite.
be the set of vertices that belong to some edge of γ. The cardinality n = #V satisfies 2 ≤ n ≤ 2m and the restriction of γ to V is a spanning multigraph on V . We have
with
F nm vanishes unless 2 ≤ n ≤ 2m. Each F nm is integrable with respect to λ n z by the assumption on u. Therefore
with integrals that are almost surely absolutely convergent, and
This proves the representation for the moments and shows that the moments of order s ≤ m of X 2 |u|dη (2) are finite. For the cumulants, we use the multiplicativity of the graph weightsw(γ; x) = {i,j} u(
. . , r, where {V 1 , . . . , V r } and {A 1 , . . . , A r } form set partitions of [n] and [m] , and the weight of γ is the product of the weights of the connected components. Therefore
and, formally,
..,Ar }∈Pm n1,...,nr∈N0: n1+···+nr=n
with κ s defined by the equation in Proposition 2.14. The identity is formal for now because we need to check the convergence of the integrals in κ ℓ . But the convergence can be checked by induction over s ∈ {1, . . . , m}, using that the moments E[( X 2 |u|dη (2) ) s ] are finite and that Eq. (8.1) holds true if we replace m by any s ≤ m. The set of equations (8.1) with s ≤ m instead of m is exactly the set of equations satisfied by the cumulants (see, for example, [PT11] ) and the solution of the set of equations is unique, so we identify κ 1 , . . . , κ s as the first s cumulants.
Proof of Proposition 2.16. From Proposition 2.14 and the general observation κ m (X) = 2 m κ m ( • ordered set partitionsσ = (T 1 , . . . , T n ) of S m with n blocks such that (π m , σ) is non-flat and connected.
We have defined a systematic assignment (γ, ≺) →σ, a careful examination shows that this is in fact a one-to-one correspondence. 
The integral can be rewritten with the help of the ordered partitionσ associated with (γ, ≺) as
To conclude, we note that for a given set partition σ of n blocks, each of the n! ordered set partitionsσ gives rise to an integral with exactly the same value, so we may replace the sum over ordered partitionσ by a sum over non-ordered partitions σ and drop the prefactor 1/n!. The proposition follows. (
An induction over m, starting from (GNZ), shows for all m ∈ N and all measurable F :
It follows that the factorial moment measure α m is absolutely continuous with respect to λ m with Radon-Nikodým derivative
Proof of Lemma 3.1. Let H be as in the proof of Lemma 2.2, We decompose
and obtain from Lemma 2.2 that
We can further expand
which is absolutely convergent for P-almost all η ∈ N because of
In the last line we have used the condition (FP t ) and the bound ρ k (y 1 , . . . , y k ) ≤ k j=1 z(y j ), which follows from Lemma 2.2 and 1 + f ≤ 1. Applying (MGNZ) we get
Because of (A.3), we can exchange summation and integration in (A.2) and (KS) follows.
Appendix B. Random connection model and tree partition scheme
Here we sketch a proof of Theorem 2.12 that clarifies the relation with tree partition schemes; the proof is a variant of the pruned branching random walk from [MPS97] . Let T 
The weight w ϕ is the probability that a random graph with vertices 0, 1, . . . , n and edges kept independently with probabilities ϕ(x i , x j ) is equal to γ. Set x 0 := q. Then • n , n ∈ N, such that for every n ∈ N and every tree τ ∈ T
• n , there is a connected graph R n (τ ) ∈ C
• n with π
Alternatively, we can define a tree partition scheme as a family of maps R n : T
• n → C
• n , n ∈ N such that for each n ∈ N, the intervals [τ, R n (τ )], τ ∈ T
• n , form a set partition of C • n . The map π n from the previous definition is recovered as π n (γ) = τ with τ the uniquely defined tree such that γ ∈ [τ, R n (τ )].
We work with the Penrose partition scheme: For τ ∈ T
• n , let R n (τ ) be the set of edges {i, j}, 1 ≤ i, j ≤ n, i = j, such that:
• either i and j belong to the same generation in τ , • or i and the parent j ′ of j belong to the same generation and i < j ′ .
It is well-known that (R n ) n∈N defines a tree partition scheme, see [FP07] and the references therein. Tree partition schemes allow for a simple proof of the next lemma, the precise choice of Penrose partition scheme enters the proof of Lemma B.3 below. w ϕ (γ; x 0 , . . . , x n ).
Summing over graphs γ ∈ [τ, R n (τ )] is the same as summing over subsets E ′ ⊂ E(R(τ )) \ E(τ ), with the understanding E(γ) = E(τ ) ∪ E ′ . A simple but important observation is that ϕ(x i , x j ) + 1 − ϕ(x i , x j ) = 1.
The lemma follows.
For every tree τ ∈ T
• n , there is a unique total order ≺ τ on {0, 1, . . . , n} such that (i) the root 0 is the smallest element, first generation vertices are smaller than second generation vertices, etc. and (ii) within a generation, vertices are ordered according to their labels and the standard order in N. For τ ∈ T For y ∈ X and (y i ) i∈I some finite family of elements y i ∈ X, let P y; (y i ) i∈I := 1 − i∈I 1 − ϕ(y, y i ) .
(B.2)
If I is empty we agree to read the right-hand side as 1 − 1 = 0. Later P helps define the probability that some subtree is removed from the tree τ (pruning [MPS97] ).
Lemma B.3. For all n ∈ N and x 0 , x 1 , . . . , x n ∈ X, we have where j ′ is the parent of j in τ and ≺ τ is the total order on {0, 1, . . . , n} introduced above.
Proof. For the Penrose partition scheme, E(R n (τ )) c consists precisely of the edges {i, j} such that i ≺ τ j ′ with j ′ the parent of j. Now we describe the operation of pruning [MPS97] . Given N ∈ N, x 0 , x 1 , . . . , x N ∈ X and τ ∈ T
• N , we obtain a randomly pruned tree by going through the vertices in increasing order i 0 ≺ T · · · ≺ T i N , and for each vertex i ℓ , discard it, along with all its descendants, with a probability given by 1− k (1−ϕ(x k , x i ℓ )) where the product ranges over the undiscarded predecessors k ≺ τ i Since pruning does not change labels or the generation of vertices, the order ≺ τ is just the restriction of the order ≺ T from {0, 1 . . . , N } to {0} ∪ V . Keeping the expression (B.4) in mind, let us return to Lemma B.3. To fix ideas, take n = 2 and consider the tree τ ∈ T where b z (q) = X ϕ(q, y)dλ z (y). We expand the exponential in the first line and note that to the smallest of the two elements of V . For each triple we define a tree T ∈ T
• N by letting E(T ) consist of the edges {0, v 1 }, {0, v 2 }, {v 1 , w} with w ∈ W 1 , and {v 2 , w ′ } with w ′ ∈ W 2 . Thus v 1 < v 2 are the children of the root 0, while W 1 and W 2 correspond to the children of v 1 and v 2 , respectively. The set V also comes with a unique order-preserving bijection ψ : {0, 1, 2} → {0}∪V , which we may extend to an embedding of the tree τ into T : We write ψ(τ ) for the tree with vertex set ψ({0, 1, 2}) and edges {ψ(i), ψ(j)}, with {i, j} ∈ E(τ ).
The expression (B.5) becomes
ϕ(x i , x j ) Q(T → ψ(τ ); x)e The primed sum is over pairs (T, ψ) that consist of a tree T ∈ T
• N and an order-preserving embedding of τ into T such that every vertex of T that is not a vertex of ψ(τ ) is necessarily a leaf of T . More generally, the following holds true. where the primed sum is over trees τ and order-preserving embeddings ψ of τ into T such that ψ(τ ) and T differ at most by leaves of T .
The proof is left to the reader. The identity extends to n = 0 as follows. The only tree τ ∈ T 0 0 is the graph with vertex set {0} and empty edge set. For every N ≥ 1 and x 0 , x 1 , . . . , x N , the probability that the pruned tree consists of the root only vanishes, Q(T → ψ(τ ); x) = 0. For N = 0 we agree to read the summand as exp(−b(x 0 )) = exp(−b(q)), which is indeed the probability P q (|C q (η)| = 1). Now, notice that {i,j}∈E(T )
ϕ(x i , x j ) e Substituting these expressions and performing some combinatorial manipulations similar to the proof of (B.6), we find that if there is extinction for all ancestors, then where the doubly primed sum is over trees τ and embeddings ψ : τ → T without any constraint on the vertices outside ψ(τ ). The interpretation is that the distribution of the cardinality of C q (η) under P q is equal in distribution to the cardinality of a pruned Galton-Watson tree [MPS97] . This statement stays true also when there is no extinction, however in that case Eq. (B.7) has to be modified in order to account for possibly infinite Galton-Watson trees. Summing over n ∈ N 0 , we find that the probability that |C q (η)| is finite is equal to the probability that the pruned GaltonWatson tree is finite. When there is extinction, the Galton-Watson tree is finite with probability 1 hence a fortiori the pruned Galton-Watson tree is finite, which proves Theorem 2.12.
