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Abstract 
 
This paper addresses the fundamental principles of generalized Boltzmann physical kinetics, 
as a part of non-local physics. It is shown that the theory of transport processes (including 
quantum mechanics) can be considered in the frame of unified theory based on the non-local 
physical description. Generalized Boltzmann physical kinetics leads to the strict 
approximation of non-local effects in space and time and after transmission to the local 
approximation leads to parameter of non-localityτ , which on the quantum level corresponds 
to the uncertainty principle “time-energy”. Schrödinger equation is consequence of the 
Liouville equation as result of the local approximation of non-local equations. Generalized 
quantum hydrodynamics leads to Schrödinger equation as a deep particular case of the 
generalized Boltzmann physical kinetics and therefore of non-local hydrodynamics. 
Generalized quantum hydrodynamics can be used for solution of fundamental problems in 
nanoelectronics. 
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1. Elementary introduction in the basic principles of the Generalized Boltzmann Physical 
Kinetics. 
 
In 1872 L Boltzmann published his famous kinetic equation for the one-particle 
distribution function  [1, 2]. He expressed the equation in the form ( tvr ,,f )
                                                 ( )fJDtDf st= ,                                                       (1.1) 
where  is the collision integral, and stJ
v
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D  is the substantial (particle) 
derivative,  and r  being the velocity and radius vector of the particle, respectively. Equation 
(1.1) governs the transport processes in a one-component gas, which is sufficiently rarefied that 
only binary collisions between particles are of importance and valid only for two character 
scales, connected with the hydrodynamic time-scale and the time-scale between particle 
collisions. While we are not concerned here with the explicit form of the collision integral, note 
that it should satisfy conservation laws of point-like particles in binary collisions. Integrals of the 
distribution function (i.e. its moments) determine the macroscopic hydrodynamic characteristics 
of the system, in particular the number density of particles  and the temperature T . The 
Boltzmann equation (BE) is not of course as simple as its symbolic form above might suggest, 
v
n
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and it is in only a few special cases that it is amenable to a solution. One example is that of a 
Maxwellian distribution in a locally, thermodynamically equilibrium gas in the event when no 
external forces are present. In this case the equality  and  is met, giving the 
Maxwellian distribution function . 
0=stJ )(ff 0=
)(f 0
A weak point of the classical Boltzmann kinetic theory is the way it treats the dynamic 
properties of interacting particles. On the one hand, as the so-called “physical” derivation of the 
BE suggests, Boltzmann particles are treated as material points; on the other hand, the collision 
integral in the BE brings into existence the cross sections for collisions between particles. A 
rigorous approach to the derivation of the kinetic equation for (noted in following as f ( )fKE ) 
is based on the hierarchy of the Bogolyubov-Born-Green-Kirkwood-Yvon (BBGKY) [3,4] 
equations.  
A  obtained by the multi-scale method turns into the BE if one ignores the change of 
the distribution function (DF) over a time of the order of the collision time (or, equivalently, over 
a length of the order of the particle interaction radius). It is important to note [5-10] that 
accounting for the third of the scales mentioned above leads (prior to introducing any 
approximation destined to break the Bogolyubov chain) to additional terms, generally of the 
same order of magnitude, appear in the BE. 
fKE
If the theory of correlation functions is used to derive  from the BBGKY equations, 
then the passage to the BE means the neglect of non-local and time delay effects.  
fKE
Given the above difficulties of the Boltzmann kinetic theory (BKT), the following clearly 
inter related questions arise: 
First, what is a physically infinitesimal volume and how does its introduction (and, as the 
consequence, the unavoidable smoothing out of the DF) affect the kinetic equation? This 
question can be formulated in (from the first glance) the paradox form – what is the size of the 
point in the physical system? 
And second, how does a systematic account for the proper diameter of the particle in the 
derivation of the  affect the Boltzmann equation?  fKE
In the theory developed here I shall refer to the corresponding  as the GBE. The 
derivation of the GBE and the applications of BKT are presented, in particular, in [10]. 
Accordingly, our purpose is first to explain the essence of the physical generalization of the BE. 
fKE
Let a particle of finite radius be characterized, as before, by the position vector r  and 
velocity  of its center of mass at some instant of time t . Let us introduce physically small 
volume (PhSV) as element of measurement of macroscopic characteristics of physical system 
for a point containing in this PhSV. We should hope that PhSV contains sufficient particles  
for statistical description of the system and the limit of  exists by PhSV . In other 
words all investigating physical system is covering by a net physically small volumes. 
v
phN
phN 0→
Every PhSV contains entire quantity of point-like Boltzmann particles, and the same DF 
 is prescribed for whole PhSV in Boltzmann physical kinetics. Therefore Boltzmann particles 
are fully “packed” in the reference volume.  
f
 Let us consider two adjoining physically small volumes  and . We have on 
principle another situation for the particles of finite size (PFS) moving in physical small volumes 
which are open thermodynamic systems. 
1PhSV 2PhSV
Non- local effects take places. Namely: 
The fact that center of mass of a PFS is in  does not mean that entire particle is 
there. In other words, at any given point in time there are always particles, which are partly 
inside and partly outside of the reference volume.  
1PhSV
Moreover the particles starting after the last collision near the boundary between two 
mentioned volumes can change the distribution functions in the neighboring volume. The 
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adjusting of the particles dynamic characteristics for translational degrees of freedom takes 
several collisions. As result we have in the definite sense “the Knudsen layer” between these 
volumes. This fact unavoidably leads to fluctuations in mass and hence in other hydrodynamic 
quantities.  
Existence of such “Knudsen layers” is not connected with the choice of space nets and 
fully defined by the reduced description for ensemble of particles of finite diameters in the frame 
of conception of physically small volumes, therefore – with the chosen method of measurement. 
The animation movie (demonstrating all these effects for particles in the reference 
volumes) could be proposed to the reader (see my E-mail address), but this movie needs about 38 
MB. 
The corresponding situation is typical for the theoretical physics – we could remind about 
the role of probe charge in electrostatics or probe circuit in the physics of magnetic effects. 
Suppose that DF  corresponds to  and DF f 1PhSV ff ∆−  is connected with  for 
Boltzmann particles. In the boundary area in the first approximation, fluctuations will be 
proportional to the mean free path (or, equivalently, to the mean time between the collisions). 
Then for PhSV the correction for DF should be introduced as  
2PhSV
                                                  DtDfff a τ−=                                                     (1.2) 
in the left hand side of classical BE describing the translation of DF in phase space. As the result  
                                                      Ba JDtDf = ,                                                      (1.3) 
where  is the Boltzmann local collision integral.  BJ
Important to notice that it is only qualitative explanation of GBE derivation obtained 
earlier (see for example [10]) by different strict methods from the BBGKY – chain of kinetic 
equations.  
The structure of the  is generally as follows fKE
                                                                 nlB JJ
Dt
Df += ,                                                     (1.4) 
where  is the non-local integral term incorporating the time delay effect. The generalized 
Boltzmann physical kinetics, in essence, involves a local approximation 
nlJ
                                                              ⎟⎠
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DJ nl 1τ                                                      (1.5) 
for the second collision integral, here τ  being the mean time between the particle collisions. We 
can draw here an analogy with the Bhatnagar - Gross - Krook (BGK) approximation for , BJ
                                                            τ
1
0
1 ffJ
)(
B −= ,                                                          (1.6) 
which popularity as a means to represent the Boltzmann collision integral is due to the huge 
simplifications it offers.  
 In other words – the local Boltzmann collision integral admits approximation via the 
BGK algebraic expression, but more complicated non-local integral can be expressed as 
differential form (1.5). 
The ratio of the second to the first term on the right-hand side of Eqn (1.4) is given to an 
order of magnitude as )( 2KnOJJ Bnonlocal ≈  and at large Knudsen numbers (defining as ratio 
of mean free path of particles to the character hydrodynamic length) these terms become of the 
same order of magnitude. It would seem that at small Knudsen numbers answering to 
hydrodynamic description the contribution from the second term on the right-hand side of Eqn 
(1.4) is negligible.  
This is not the case, however. When one goes over to the hydrodynamic approximation 
(by multiplying the kinetic equation by collision invariants and then integrating over velocities), 
the Boltzmann integral part vanishes, and the second term on the right-hand side of Eqn (1.4) 
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gives a single-order contribution in the generalized Navier - Stokes description. Mathematically, 
we cannot neglect a term with a small parameter in front of the higher derivative. Physically, the 
appearing additional terms are due to viscosity and they correspond to the small-scale 
Kolmogorov turbulence [10]. The integral term , thus, turns out to be important both at 
small and large Knudsen numbers in the theory of transport processes. Thus, 
nonlocalJ
DtDfτ  is the 
distribution function fluctuation, and writing Eqn (1.3) without taking into account Eqn (1.2) 
makes the BE non-closed. From the viewpoint of the fluctuation theory, Boltzmann employed 
the simplest possible closure procedure . For GBE the generalized H-theorem is proven 
[7]. 
ff a =
Let us consider now some aspects of GBE application beginning with hydrodynamic 
aspects of the theory. There are two important points to be made here. First, the fluctuations will 
be proportional to the mean time between the collisions (rather than the collision time). This fact 
is rigorously established in Refs [5-10] and explained above. Therefore, in the first 
approximation, fluctuations will be proportional to the mean free path λ  (or, equivalently, to the 
mean time between the collisions). We can state that the number of particles in reference volume 
is proportional to cube of the character length L  of volume, the number of particles in the 
surface layer is proportional to , and as result all effect of fluctuation can be estimated as 
ratio of two mentioned values or as 
2Lλ
KnL =/λ . 
Obviously the hydrodynamic equations will explicitly involve fluctuations proportional to τ . For example, the continuity equation changes its form and will contain terms proportional to 
viscosity. On the other hand - and this is the second point to be made - if the reference volume 
extends over the whole cavity with the hard walls, then the classical conservation laws should be 
obeyed, and this is exactly what the paper [8] proves. However, we will here attempt to “guess” 
the structure of the generalized continuity equation using the arguments outlined above. 
Neglecting fluctuations, the continuity equation should have the classical form with 
                                                        , Aa τρρ −= ( ) Bvv τρρ −= 00 a , 
where ρ  is density and  is hydrodynamic velocity. Strictly speaking, the factors 0v A  and  
can be obtained from the generalized kinetic equation, in our case, from the GBE. Still, we can 
guess their form without appeal to the . 
B
fKE
Indeed, let us write the generalized continuity equation 
                                                ( ) ( ) 00 =−⋅∂
∂+−∂
∂ Bv
r
τρτρ A
t
                                               (1.7) 
in the dimensionless form, using l , the distance from the reference contour to the hard wall (see 
Fig. 1.1), as a length scale.  
 
 
Fig. 1.1. Closed cavity and the reference contour containing particles of a finite diameter. 
 
Then, instead of τ , the (already dimensionless) quantities A  and B  will have the Knudsen 
number l/Knl λ=  as a coefficient. In the limit 0→l , ∞→lKn  the contour embraces the 
entire cavity contained within hard walls, and there are no fluctuations on the walls. In other 
words, the classical equations of continuity and motion must be satisfied at the wall. Using 
hydrodynamic terminology, we note that the conditions 0=A , 0=B  correspond to a laminar 
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sub-layer in a turbulent flow. Now if a local Maxwellian distribution is assumed, then the 
generalized equation of continuity in the Euler approximation is written as 
( ) ( ) ,pI
ttt
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⎤⎢⎣
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∂+∂
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vv
r
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r
v
r
ρρρτρρρτρ t    (1.8) 
where I
t
 is the unit tensor. In the hydrodynamic approximation, the mean time τ  between the 
collisions is related to the dynamic viscosity µ  by  
 
                                                                  ,                                                            (1.9) µτ Π=p
 
where the factor  depends on the choice of a collision model and is = 0.8 for the particular 
case of neutral gas comprising hard spheres [3]. The generalized hydrodynamic equations (GHE) 
of energy and motion are much more difficult to guess in this way, making the GBE 
indispensable.  
Π Π
 Now several remarks of principal significance: 
1. All fluctuations are found from the strict kinetic considerations and tabulated [10]. The 
appearing additional terms in GHE are due to viscosity and they correspond to the small-scale 
Kolmogorov turbulence. The neglect of formally small terms is equivalent, in particular, to 
dropping the (small-scale) Kolmogorov turbulence from consideration and is the origin of all 
principal difficulties in usual turbulent theory. 
Fluctuations on the wall are equal to zero, from the physical point of view this fact 
corresponds to laminar sub-layer. Mathematically it leads to additional boundary conditions for 
GHE. Major difficulties arose when the question of existence and uniqueness of solutions of the 
Navier - Stokes equations was addressed. O A Ladyzhenskaya has shown for three-dimensional 
flows that under smooth initial conditions a unique solution is only possible over a finite time 
interval. Ladyzhenskaya even introduced a “correction” into the Navier - Stokes equations in 
order that its unique solvability could be proved (see discussion in [11]). GHE do not lead to 
these difficulties.  
2. It would appear that in continuum mechanics the idea of discreteness can be abandoned 
altogether and the medium under study be considered as a continuum in the literal sense of the 
word. Such an approach is of course possible and indeed leads to Euler equations in 
hydrodynamics. But when the viscosity and thermal conductivity effects are to be included, a 
totally different situation arises. As is well known, the dynamical viscosity is proportional to the 
mean time τ  between the particle collisions, and a continuum medium in the Euler model with 
0=τ  implies that neither viscosity nor thermal conductivity is possible. 
3. Many GHE applications were realized for calculation of turbulent flows with the good 
coincidence with the bench-mark experiments [see for example, 10]. GHE are working with 
good accuracy even in the theory of sound propagation in the rarefied gases where all moment 
equations based on the classical BE lead to unsatisfactory results.  
4. The non-local kinetic effects listed above will always be relevant to a kinetic theory using one 
particle description – including, in particular, applications to liquids or plasmas, where self-
consistent forces with appropriately cut-off radius of their action are introduced to expand the 
capability of GBE. The application of the above principles also leads to the modification of the 
system of the Maxwell electro-dynamic equations (ME). While the traditional formulation of this 
system does not involve the continuity equation (like (1.7) but for the charge density  and the 
current density ), nevertheless the ME derivation employs continuity equation and leads to 
appearance of fluctuations (proportional to 
aρ
aj
τ ) of charge density and the current density. In 
rarefied media both effects lead to Johnson’s flicker noise observed in 1925 for the first time by 
J.B. Johnson by the measurement of current fluctuations of thermo-electron emission. For 
plasma τ  is the mean time between “close” collisions of charged particles [9, 10].  
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Finally we can state that introduction of control volume by the reduced description for 
ensemble of particles of finite diameters leads to fluctuations (proportional to Knudsen number) 
of velocity moments in the volume. This fact leads to the significant reconstruction of the theory 
of transport processes. Obviously the mentioned non-local effects can be discussed from 
positions of breaking of the Bell’s inequalities [12] because in the non-local theory the 
measurement (realized in ) influents on the measurement realized in the adjoining space-
time point in  and verse versa. 
1PhSV
2PhSV
Generalized quantum hydrodynamics as a part of non-local physics can be used for 
solution of fundamental problems in nanoelectronics. The review of models and simulation tools 
based on drift-diffusion model with quantum corrections, kinetic model on solution of 
Boltzmann equation and quantum hydrodynamics in the frame of local physics can be found in 
[13]. 
 
2. Some remarks about hydrodynamic form of Schrödinger equation and its derivation 
from Liouville equation. 
 
 It is well known that basic equation of quantum mechanics – Schrödinger equation (SE) – 
cannot be strictly derived. SE could be “guessed” from reasonable physical considerations and 
(after comparison the SE solutions with some experimental data) declared as one of postulates of 
quantum mechanics. The main steps of this guess can be characterized as follows: 
a) The complex function ( t,x )ψ  is introduced as characteristics of physical objects with 
corpuscular and wave features. The simplest wave form which could be imagined is: 
                                                         ( )kxtie −−= ωψ ,                                                               (2.1) 
with additional conditions 
                                                h/кE=ω , h//2 pk == λπ ,                                                   (2.2) 
where traditional nomenclature is used for frequency ω , kinetic energy , wave number  and 
impulse 
kE k
p . Substitution (2.2) in (2.1) and following differentiating (once in time and twice in 
space) leads to relations 
                                                                ψψ кEti =∂
∂h ,                                                         (2.3) 
                                                            ψψ кE
xm
=∂
∂− 2
22
2
h ,                                                      (2.4) 
because for individual free particle of mass  m
                                                                  
m
pEк 2
2
= .                                                             (2.5) 
As result the one dimensional quantum equation (E. Schrödinger, 1926) takes the form 
                                                         2
22
2 xmt
i ∂
∂−=∂
∂ ψψ hh .                                                       (2.6) 
b) After obvious generalizations for 3D situation with potential external energy ( )t,z,y,xU  
equation (2.6) takes the form  
                                          ψψψψψ U
zyxmt
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⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
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2
2
2
2
2
22
2
hh ,                                   (2.7) 
as a quantum mechanical postulate. Another manner of differentiating leads to another basic 
quantum equations (see for example [14]). 
 The obvious next step should be done and was realized by E. Madelung in 1927 – the 
derivation of special form of SE after introduction wave function ψ  as  
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                                            ( ) ( ) ( )tzyxietzyxtzyx ,,,,,,,,, βαψ = .                                         (2.8) 
Using (2.8) and separating the real and imagine parts of Eq. (2.7) one obtains 
                                     022 2
2
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and Eq. (2.10) immediately transforms in continuity equation  
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if the identifications  
                                                                       ,                                                          (2.13) 2αρ =
                                                                )/( mhβ
r
v ∂
∂=                                                      (2.14) 
introduce in Eq. (2.12). Identification for velocity (2.14) is obvious because for 1D flow 
 
                              ( ) ( ) φβ vpxxmpxtExmmxv k =∂
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where  is phase velocity. The existence of the condition (2.14) means that the corresponding 
flow has potential 
φv
                                                                m/hβϕ = .                                                             (2.15) 
As result two effective hydrodynamic equations take place: 
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ρρ
t
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and the relation (2.18) transforms (2.17) in particular case of the Euler motion equation 
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where introduced the efficient potential 
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Additive quantum part of potential can be written in the so called Bohm form 
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Then 
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Some remarks: 
a) SE transforms in hydrodynamic form without additional assumptions. But numerical 
methods of hydrodynamics are very good developed. As result at the end of seventieth of the 
last century we realized the systematic calculation of quantum problems using quantum 
hydrodynamics (see for example [5, 15].  
b) SE reduces to the system of continuity equation and particular case of the Euler equation 
with the additional potential proportional to . The physical sense and the origin of the 
Bohm potential will be established later in this paper. 
2h
c) SE (obtained in the frame of the theory of classical complex variables) cannot contain the 
energy equation in principal. As result in many cases the palliative approach is used when for 
solution of dissipative quantum problems the classical hydrodynamics is used with insertion 
of additional Bohm potential in the system of hydrodynamic equations. 
d) In spite of Euler form SE leads to reversibility by the change  only by passing in SE 
to the complex conjugate values. In other words “the derivation” of SE from (2.1) written as 
tt −→
( kxtie −= ω )ψ  leads to another hydrodynamic equations: 
 
                                                      / 0t divρ ρ−∂ ∂ + =v ,                                                     (2.23) 
                                                    1( ) U
t m
∗∂− + ∇ = − ∇∂
v v v .                                                   (2.24) 
It means that SE contains in implicit form approximation against of the time arrow. In other 
words the theory of irreversible processes denies the existence of such processes but the Poincare 
- Zermelo theorem admits in principal the return in previous state of physical systems obeyed to 
Newton’s dynamics. 
 Let us consider now from positions of non-local physics the main steps of the SE 
derivation from Liouville equation. This derivation of classical Schrödinger equation can be 
found in [16]. Starting point is the Liouville equation written for one particle distribution 
function  ( )tpxf ,,
                                                         ( ) 0=∂
∂+∂
∂+∂
∂
p
fxF
x
f
m
p
t
f .                                           (2.25) 
Eq. (2.25) is collisionless Boltzmann equation, which can’t describe dissipation. The external 
force 
x
xUxF ∂
∂−= )()(  is acting on the particle with mass m . One introduces: 
a) the classical probability amplitude ( )tx,Ψ  for which 
                                                           ( ) ( )∫
+∞
∞−
=Ψ dptpxftx ,,, 2 ,                                          (2.26) 
generally speaking ( tx, )Ψ  is a complex function; 
b) the Wigner type of Fourier transform defined by 
                                                         [ ]( ) ( )∫
+∞
∞−
= dpetpxftyxfT
ipy
α
2
,,,,                                 (2.27) 
with the a real parameter α . 
 Transform  introduces the artificial space non-locality in physical system 
leaving without account the non-locality in time. Transform 
[ ]( tyxfT ,, )
[ ]( )tyxfT ,,  has physical meaning if 
. 0≈y
 In [16] is shown that transform [ ]( )tyxfT ,,  by 0≠y  can be written as 
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The next step is to consider the derivative 
                                                  [ ]( ) ( )∫
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2,,,,                                 (2.29) 
using the Liouville equation: 
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or 
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Eq. (2.31) transforms into 
                             [ ]( ) [ ]( ) ( ) [ ]( tyxfTxyFtyxfT
yxm
tyxfT
t
i ,,2,,
2
,,
22
−∂∂
∂−=∂
∂ αα )            (2.32) 
and its solution can be obtained by the perturbation method (see Appendix 1) 
                                                     .                                        (2.33) [ ]( ) [ ]( ) n
n
n yxtfTyxtfT ∑∞
=
=
0
,,,
Authors [16] transform (2.32) using the substitution:  
 
                                                            yxs −= , yxr += ,                                                (2.34) 
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Using (2.28) in the form 
                                                      [ ]( ) ( ) ( )rtsttrsfT ,,,, ΨΨ= ∗ ,                                        (2.36) 
one obtains 
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After introducing notation 
                                ( ) ( ) ( ) ( ) ( )rtrV
r
rt
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rtirtK ,,
2
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Ψ∂+∂
Ψ∂= αα                                (2.38) 
Eq. (2.37) is rewriting as 
                                                    ( ) ( ) ( ) ( )stKrtrtKst ,,,, ∗∗ Ψ=Ψ .                                       (2.39) 
and can be satisfied identically if 
                          ( ) ( ) ( ) ( ) ( ) 0,,
2
,, 2
22
=Ψ−∂
Ψ∂+∂
Ψ∂= rtrV
r
rt
mt
rtirtK αα .                              (2.40) 
The assumption ( ) ( ) ( ) ( ) ( ) 0,,
2
,, 2
22
=Ψ−∂
Ψ∂+∂
Ψ∂= rtrV
r
rt
mt
rtirtK αα  means from physical point 
of view the transmission in finalized results to local space approximation of non-local equations. 
 Obviously Eq. (2.40) is the Schrödinger equation if arbitrary parameter α  coincides with 
Plank constant  and amplitude h ( )tx,Ψ  transforms into the wave function ( )tx,ψ . 
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3. Generalized hydrodynamic equations (GHE), quantum hydrodynamics. Schrödinger 
equation as the consequence of GHE. 
 
 The following conclusion of principal significance can be done from the previous 
consideration: 
1. Madelung’s quantum hydrodynamics is equivalent to the Schrödinger equation (SE) and 
leads to description of the quantum particle evolution in the form of Euler equation and 
continuity equation. 
2. SE is consequence of the Liouville equation as result of the local approximation of non-
local equations. 
3. Generalized Boltzmann physical kinetics leads to the strict approximation of non-local 
effects in space and time and after transmission to the local approximation leads to 
parameter τ , which on the quantum level corresponds to the uncertainty principle “time-
energy”. 
4. GHE should lead to SE as a deep particular case of the generalized Boltzmann physical 
kinetics and therefore of non-local hydrodynamics. 
In the following we intend to formulate in explicit form all assumptions which should be done 
for obtaining of SE from GHE. On the finalized step for simplicity we shall use the non-
stationary 1D model without external forces. 
 Following notations of monograph [10] let us write down equations of the Madelung’s 
hydrodynamics in the form 
                                                            00 =⋅∂
∂+∂
∂ v
r
ρρ
t
,                                                   (3.1) 
                                                   ( ) ∗∇−=⋅∂
∂+∂
∂ U
mt
ρρρ 000 vvrv ,                                     (3.2) 
where  is hydrodynamic velocity and potential  0v
                      
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎠
⎞⎜⎝
⎛
∂
∂−∆−=∆−=+=∗
222
2
1
42 r
ρ
ρρρρρ mUmUUUU кв
hh .                    (3.3) 
This form is more convenient for following transformations of GHE. 
 Step 1. Generalized Euler equation can be written in the form [10]. 
Continuity equation for component α : 
                           
( )
( ) ( )
,0
)1(
000
)0(
0
0
)0(
αα
α
α
αα
α
αααα
α
α
αα
ρρ
∂
∂ρ∂
∂ρ∂
∂τρ∂
∂
ρ∂
∂
∂
∂ρτρ∂
∂
R
m
q
pI
t
tt
=
⎭⎬
⎫
⎥⎦
⎤×−−
−⋅+⎩⎨
⎧
⎢⎣
⎡ ⋅+−⋅+
+
⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ ⋅+−
BvF
r
vv
r
vv
r
v
r
t
             (3.4) 
Continuity equation for mixture: 
                        
( )
( ) ( )
,
m
q
pI
t
tt
)(
)(
)(
00
1
000
0
0
0
0
=
⎭⎬
⎫
⎥⎦
⎤×−−
−⋅+⎩⎨
⎧
⎢⎣
⎡ ⋅+−⋅+
+⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ ⋅+−
∑
∑
BvF
r
vv
r
vv
r
v
r
α
α
α
αα
α
αα
α
α
α
α
α
α
ρρ
∂
∂ρ∂
∂ρ∂
∂τρ∂
∂
ρ∂
∂
∂
∂ρτρ∂
∂
t
             (3.5) 
Momentum equation 
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( )
( )
( )
(
) ( ) ( ) ( )(
( ) )
[ ] [ ]
[ ] [ ]
.dJmdJm
m
q
m
q
m
q
m
q
Ip
t
Ip
m
q
p
tm
q
tm
q
p
tt
inel,stel,st
)()(
)(
)()(
)()(
)()(
αααααααα
ααα
α
α
α
α
α
ααα
α
α
α
α
α
ααααααα
αααααααα
ααααα
α
α
αα
α
αααα
α
α
α
α
αααα
α
α
αα
α
αααα
ρρ
ρρ
ρρρ
ρρρ∂
∂
ρ∂
∂τρ∂
∂ρ
ρ∂
∂ρ∂
∂ρ∂
∂τρ
ρ∂
∂
∂
∂ρτρρ
ρ∂
∂ρ∂
∂ρ∂
∂τρ∂
∂
vvvv
BVVBvv
VBVvBv
FvvFvVV
VvVVVvvvv
r
vvvv
r
BBv
F
r
vv
r
vv
v
r
FBv
F
r
vv
r
vv
∫∫ +=
=
⎭⎬
⎫
⎥⎦
⎤×−×−
−×−×−
−−−+
+++⋅++
⎩⎨
⎧
⎢⎣
⎡ +−+⋅+×
⎭⎬
⎫
⎥⎦
⎤×−
−−+⋅⎩⎨
⎧
⎢⎣
⎡ +−−
−⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ ⋅+−−⎪⎭
⎪⎬
⎫
⎥⎦
⎤×⎟⎟⎠
⎞
⎜⎜⎝
⎛−
−−+⋅+⎩⎨
⎧
⎢⎣
⎡−
00
00
1
00
1
0
00000
00
0
000
1
000
0
0
0
01
0
1
000
0
0
t
t
         (3.6) 
 
Energy equation: 
 
[ ] [ ]
[ ] [
( ) [ ] .nqp
t
n
m
q
n
m
qp
m
qvpv
p
m
pnp
vppvnp
v
t
npv
npv
npv
t
npv
t
)(
)()()()(
)()(
)()(
)(
)(
)(
0
2
5
22
3
2
1
2
5
2
1
2
7
2
1
2
5
2
1
2
5
2
1
2
5
2
1
2
3
22
3
2
0
1
000
101
0
1
0
00
2
0112
0
1
00
1
00
2
2
00000
2
000
0
2
0
0
000
2
0
0
1
000
2
0
2
00
2
0
=⎜⎜⎝
⎛
⎭⎬
⎫
⎥⎦
⎤⎟⎠
⎞×−−⋅+⋅+⋅
⎩⎨
⎧ ⋅−⋅−
⎭⎬
⎫
⎥⎦
⎤−×−
−×−×−−−
−⋅−⋅−⎟⎟⎠
⎞+++
⎜⎝
⎛ +++⋅+⎟⎠
⎞++
⎩⎨
⎧
⎢⎣
⎡ ⎜⎝
⎛ +−++⋅+
+
⎭⎬
⎫
⎥⎦
⎤⋅−⎟⎠
⎞⎜⎝
⎛ ++⋅+
⎪⎩
⎪⎨
⎧
⎢⎢⎣
⎡ +⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++−++
∑∑
∑∑
∑∑
BvF
r
vv
r
v
FFvFBv
BvBvFF
FvvFvv
vvvv
r
vv
vvvv
r
vFvvv
r
ααααααα
α
α
α
α
ααααα
α
α
αα
α
α
α
α
αα
αααα
αααα
α
α
ααα
α
α
αααααα
α
α
α
α
αα
αααααα
ααα
α
α
α
α
αα
ρΙ∂
∂ρ∂
∂ρ∂
∂
τρεε
ρρ
ΙρΙεεΙρ
Ιρ∂
∂ε
ρ∂
∂τερ∂
∂
ρερ∂
∂
ερ∂
∂τερ∂
∂
t
ttt
t
              (3.7) 
Here  are the forces of the non-magnetic origin, B  - magnetic induction, ( )1αF I
t
 - unit tensor,  
- charge of the 
αq
α -component particle,  - static pressure for αp α -component,  - thermal 
velocity, 
αV
αε  - internal energy for the particles of α -component. 
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Step 2. One component physical system without external forces. 
 
Continuity equation 
 
                     
( ) ( )
( ) ,000
000
=⎭⎬
⎫⎟⎠
⎞+⋅+
⎩⎨
⎧ ⎜⎝
⎛ +−⋅+⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ ⋅+−
r
vv
r
vv
r
v
r
∂
∂ρ∂
∂
ρ∂
∂τρ∂
∂ρ∂
∂
∂
∂ρτρ∂
∂
p
ttt
.                (3.8) 
 
Motion equation 
 
( ) ( ) {
( ) (
)]} ,00000
0000
000
2
00
=++
⎢⎢⎣
⎡ ++++−
−++⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ⎥⎦
⎤⎢⎣
⎡ ++−
γβααβγ
βγαβαγγβααβ
βααβα
ααβαββ
ρδ
δδ∂
∂ρδ∂
∂τ
ρδ∂
∂ρδ∂
∂ρ∂
∂τρ∂
∂
vvvpv
pvvp
r
vvp
t
vvp
r
vp
r
v
t
v
t
       (3.9) 
 
In Eq. (3.9) Einstein’s rule is used for summation with index 3,2,1,, =γβα . 
Energy equation 
                          ( ) ( )( )
( )
( )( ) .0575
5
533
2
0000
2
0
2
0
2
00
2
00
2
00
2
0
2
0
=
⎪⎪⎭
⎪⎪⎬
⎫
⎪⎪⎩
⎪⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ Ι+++Ι⋅++−
−+
⋅+
+⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ +⋅++−+
ρρ∂
∂ρ∂
∂τ
ρ
∂
∂
ρ∂
∂ρ∂
∂τρ∂
∂
ppvpvpv
t
pv
pvvp
t
vp
t
tt
vvvv
r
v
v
r
v
r
 
                                                                                                                                             (3.10) 
Step 3. Transmission to the non-stationary 1D model for the generalized Euler equations. 
By the following inscription ( )quττ =  corresponds to choice of scale on the quantum level. 
 
Continuity equation: 
 
        
( ) ( )
( ) ,020
0
)(
00
)(
=⎭⎬
⎫
⎥⎦
⎤++
+⎩⎨
⎧
⎢⎣
⎡−+⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ +−
x
pv
x
v
t
v
x
v
xtt
ququ
∂
∂ρ∂
∂
ρ∂
∂τρ∂
∂ρ∂
∂
∂
∂ρτρ∂
∂
            (3.11) 
 
Motion equation: 
 
         
( ) ( )
( ) ( ) ,03 03020)(20
2
00
)(
0
=⎭⎬
⎫
⎥⎦
⎤+++⎩⎨
⎧
⎢⎣
⎡−++
+⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ ++−
pvv
x
pv
t
pv
x
x
pv
x
v
t
v
t
qu
qu
ρ∂
∂ρ∂
∂τρ∂
∂
∂
∂ρ∂
∂ρ∂
∂τρ∂
∂
                   (3.12) 
 
 12
Energy equation: 
 
        
( ) ( )
( ) (
.058
55
533
2
2
0
4
00
3
0
)(
0
3
0
0
3
0
2
0
)(2
0
=
⎪⎭
⎪⎬
⎫
⎥⎥⎦
⎤
⎟⎟⎠
⎞++
+++⎩⎨
⎧
⎢⎣
⎡−++
+⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ +++−+
ρ
ρ∂
∂ρ∂
∂τρ∂
∂
ρ∂
∂ρ∂
∂τρ∂
∂
ppv
v
x
pvv
t
pvv
x
pvv
x
pv
t
pv
t
qu
qu
                (3.13) 
Step 4. All the time non-local terms are omitted following the Schrödinger -Madelung model. 
 
Continuity equation: 
                                         
( )
( ) ,020
0
)(
0
=⎭⎬
⎫
⎥⎦
⎤++
+⎩⎨
⎧
⎢⎣
⎡−+
x
pv
x
v
t
v
xt
qu
∂
∂ρ∂
∂
ρ∂
∂τρ∂
∂
∂
∂ρ
                               (3.14) 
Momentum equation: 
         
{ }
( ) ( ) ,03 03020)(20
0
=⎭⎬
⎫
⎥⎦
⎤+++⎩⎨
⎧
⎢⎣
⎡−++
+
pvv
x
pv
t
pv
x
v
t
qu ρ∂
∂ρ∂
∂τρ∂
∂
ρ∂
∂
                (3.15) 
 
Energy equation: 
 
         
{ }
( ) (
.058
55
3
2
2
0
4
00
3
0
)(
0
3
0
2
0
=
⎪⎭
⎪⎬
⎫
⎥⎥⎦
⎤
⎟⎟⎠
⎞++
+++⎩⎨
⎧
⎢⎣
⎡−++
++
ρ
ρ∂
∂ρ∂
∂τρ∂
∂
ρ∂
∂
ppv
v
x
pvv
t
pvv
x
pv
t
qu                      (3.16) 
 
Step 5. All terms containing the static pressure are omitted following the Schrödinger - 
Madelung model. 
 
Continuity equation: 
                             ( ) ( ) ,0200)(0 =⎭⎬⎫⎩⎨⎧⎩⎨⎧ ⎥⎦⎤⎢⎣⎡ +∂∂−+ vxvtvxt qu ρ∂∂ρτρ∂∂∂∂ρ            (3.17) 
Momentum equation: 
                             { } ( ) ( ) ,03020)(200 =⎭⎬⎫⎥⎦⎤+⎩⎨⎧ ⎢⎣⎡−+ vxvtvxvt qu ρ∂∂ρ∂∂τρ∂∂ρ∂∂           (3.18) 
Energy equation: 
                            { } ( ) ( ) .04030)(3020 =⎭⎬⎫⎩⎨⎧ ⎥⎦⎤⎢⎣⎡ +∂∂−+ vxvtvxvt qu ρ∂∂ρτρ∂∂ρ∂∂      (3.19) 
 
 13
The following simplification of this system of equations will be done after estimation of 
non-local parameter  from the Heisenberg uncertainty principle which can be written as (quτ )
                                                              ( ) ( ) 2/22 h≥∆∆ xpx ,                                      (3.20) 
or 
                                                                    2/22 h≥xpx .                                         (3.21) 
We use the estimate 
                      2/h≅mux ,  
42
2 h≅
u
xmu ,  ( )
4
h≅quEτ ,  ( )
uuk
qu
π
λ
ωτ 84
1
4
1 ==≅ ,         (3.22) 
where u  is velocity along the  axes. Now we formulate the next step. x
 
Step 6. Following the Schrödinger - Madelung model we omit all explicit time dependence of 
non-local terms. 
Continuity equation: 
                                     ( ) ,02)( =⎥⎦⎤⎢⎣⎡ −+ uxuxt qu ρ∂∂τρ∂∂∂∂ρ                                   (3.23) 
Motion equation: 
                                 ( ) ( ) ,03)(2 =⎥⎦⎤⎢⎣⎡ −+ uxuxut qu ρ∂∂τρ∂∂ρ∂∂                                   (3.24) 
Energy equation: 
                             ( ) ( ) .04)(32 =⎥⎦⎤⎢⎣⎡ −+ uxuxut qu ρ∂∂τρ∂∂ρ∂∂                                (3.25) 
 On this step we write down the Madelung equations in chosen nomenclature and 
assumptions. 
                                                            ( ) 0=∂
∂+∂
∂ u
xt
ρρ ,                                                    (3.26) 
                                    ( ) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎠
⎞⎜⎝
⎛
∂
∂−∂
∂
∂
∂=∂
∂+∂
∂ 2
2
2
2
2
2
2
11
4 xxxm
u
x
u
t
ρ
ρ
ρ
ρρρρ
h ,                  (3.27) 
 
Step 7. Following the Schrödinger - Madelung model we reduce the system of quantum 
hydrodynamic equations to the continuity and motion equations. 
 This assumption leads to the condition following from the energy equation (3.19). 
 
                                                       ( )4)(3 u
x
u qu ρ∂
∂τρ = .                                             (3.28) 
In this case the energy equation (3.25) can be transformed in the relation 
                                                               ( ) .02 =u
t
ρ∂
∂                                                     (3.29) 
or 
                                                                 ( ).2 xCu =ρ                                                   (3.30) 
This energy conservation law  does not lead out of the limits of approximation for 
the formulated assumptions. Moreover this energy space dependence remains in Eqs. (3.23), 
(3.24). 
( )xCu =2ρ
 It is shown below that step 7 and condition (3.28) lead to the Bohm potential. 
After substitution of the condition (3.28) in Eq. (3.24) we reach the system of two hydrodynamic 
equations 
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                                     ( ) ,02)( =⎥⎦⎤⎢⎣⎡ −+ uxuxt qu ρ∂∂τρ∂∂∂∂ρ                                    (3.31) 
                            ( ) ( ) ( ) ,4)()(2 ⎭⎬⎫⎩⎨⎧ ⎥⎦⎤⎢⎣⎡∂∂∂∂=+ uxxxuxut ququ ρ∂∂ττρ∂∂ρ∂∂                 (3.32) 
The motion equation (3.32) can be written as 
 
( ) ( ) ( ) ( ) ,4)()(4222)(2 ⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨
⎧
∂
∂+∂
∂
∂
∂=+ u
xx
u
xx
u
x
u
t
qu
ququ ρ∂
∂ττρτρ∂
∂ρ∂
∂    (3.33) 
Step 8. Following the Schrödinger - Madelung model we omit non-local terms in continuity 
equation. 
 As result we have the continuity equation coinciding with the continuity Madelung’s 
equation 
                                                        ( ) ,0=+ u
xt
ρ∂
∂
∂
∂ρ                                                   (3.34) 
Let us transform now the derivative 
 
            ( ) 223223224422 4128 xuuxuuxxuuxuux ∂∂+⎟⎠⎞⎜⎝⎛ ∂∂+∂∂∂∂+∂∂=∂∂ ρρρρρ                 (3.35) 
 
Step 9. One conserves in the motion equation only terms proportional to the senior powers of 
velocity.  
After substitution of (3.35) in (3.33) one obtains 
 
( ) ( ) ( )
⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂
∂
∂
∂
∂+
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂
∂
∂+∂
∂
∂
∂=+ 4
)(
)(3
2
2
42)(2 8 u
xxxxx
uu
x
u
x
u
x
u
t
qu
ququ ρττρρτρ∂
∂ρ∂
∂
.                                                                                                                                            (3.36) 
 
Step 10. One introduces the estimate from continuity equation (3.34) for the quasi-stationary 
case. 
                                 ( ) ,0=u
x
ρ∂
∂   ,
x
u
x
u ∂
∂ρ∂
∂ρ −=   ,11
xx
u
u ∂
∂ρ
ρ∂
∂ −=                (3.37) 
As result from (3.36), (3.37): 
 
( ) ( ) ( )⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨
⎧
∂
∂
∂
∂
∂
∂+
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎠
⎞⎜⎝
⎛
∂
∂−∂
∂
∂
∂=+ 4
)(
)(
2
2
2
42)(2 18 u
xxxxx
u
x
u
x
u
t
qu
ququ ρττρρ
ρτρ∂
∂ρ∂
∂
                                                                                                                                           (3.38) 
 
Step 11. One neglects of the  dependence in space. ( )quτ
 One obtains from Eq. (3.38) 
                   ( ) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎠
⎞⎜⎝
⎛
∂
∂−∂
∂
∂
∂=+
2
2
2
42)(2 18
xx
u
x
u
x
u
t
qu ρ
ρ
ρτρ∂
∂ρ∂
∂ .                (3.39) 
Step 12. Introduction of estimates for ( )quτ  in the explicit form in the motion equation. 
Using (3.22) and de Broglie relation λ/hp = , we find  
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( )
uuk
qu
π
λ
ωτ 84
1
4
1 ==≅ , 
2222
4
2
42)(
48888
⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛=
mm
h
m
puu
u
uqu hππ
λ
π
λ
π
λτ .                    (3.40) 
 
We have from (3.39), (3.40): 
                           ( ) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎠
⎞⎜⎝
⎛
∂
∂−∂
∂
∂
∂=+
2
2
2
2
2
2 18
16 xxmx
u
x
u
t
ρ
ρ
ρρ∂
∂ρ∂
∂ h .                (3.41) 
Rewrite (3.41) as follows 
                           ( ) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎠
⎞⎜⎝
⎛
∂
∂−∂
∂
∂
∂=+
2
2
2
2
2
2 181
16 xxxm
u
x
u
t
ρ
ρ
ρ
ρρρ∂
∂ρ∂
∂ h         (3.42) 
and after obvious differentiation in (3.42) 
                     
( ) ( )
⎥⎥⎦
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The last term in (3.43) can be neglected. Really we have 
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and neglecting the derivatives of the logarithmic terms one obtains 
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Let us compare now Eq. (3.45), obtained from the non-local hydrodynamic with Madelung 
equation rewritten here ones more: 
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Equations (3.45) and (3.46) can be written in the unified form 
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the numerical coefficients  correspond to Schrödinger equation. 5.0,1 == δγ
 Therefore the condition (3.28) ( )4)(3 u
x
u qu ρ∂
∂τρ =  leads by  to the 
Bohm potential, reflecting “the last traces” of omitted energy equation. In the other words Bohm 
5.0,1 == δγ
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potential reflects the condition of the dissipation absence in the particular case, 
when . 5.0,1 == δγ
 Rejection of some assumptions formulated above could change the coefficients δγ ,  in 
(3.47). Let us consider for example the possible coordinate dependence of the non-local value 
. Substituting (3.40) in (3.38) we find after differentiation without taking into account the 
possible space dependence of the particle wave length 
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After transformations we find the analogue equation (see (3.45)) but with another numerical 
coefficients δγ , . 
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 Conclusion:  Schrödinger equation is a deep particular case of the generalized 
hydrodynamic equations. 
 
4. Some another applications of the generalized hydrodynamic equations (GHE). 
 
Generalized hydrodynamic equations admit the solution of the physical problems in 
different scientific fields in the frame of unified theory. Many examples of this kind (including 
strict theory of turbulent flows) can be found in monograph [10]. Let us deliver some examples 
on the basement written above with the aim to derive SE from GHE. 
 
A. To the solitons theory. 
 
Let us consider equations (3.31), (3.32) obtained above after the step 7. 
                                     ( ) ,02)( =⎥⎦⎤⎢⎣⎡ −+ uxuxt qu ρ∂∂τρ∂∂∂∂ρ                                    (4.1) 
                         ( ) ( ) ( ) ,4)()(2 ⎭⎬⎫⎩⎨⎧ ⎥⎦⎤⎢⎣⎡∂∂∂∂=+ uxxxuxut ququ ρ∂∂ττρ∂∂ρ∂∂    .                (4.2) 
Suppose that  and introduce the following scale system: 
 In dimensionless form Eqs. (4.1), (4.2) take the form:  
( ) constqu =τ
( ) .,,, 000000 tuxtu кв == τρ
continuity equation 
                                                    ( ) 0~~~~~~~~ 2 =⎥⎦⎤⎢⎣⎡ −+ uxuxt ρ∂∂ρ∂∂∂ρ∂ ,                             (4.3) 
motion equation 
                                                   ( ) ( ) ( )4332 ~~~~~~~~~ uxuxut ρρ∂∂ρ∂∂ ∂∂=+ .                            (4.4) 
 17
With the aim to find wave solutions of Eqs. (4.3), (4.4) we use moving coordinate system, where 
                                                                  tCx ~~~~ +=ξ .                                                        (4.5) 
In this new coordinate system ( )t~,~~~ ξρρ = , ( )tuu ~,~~~ ξ=  and for these variables the system takes 
the form 
                           ( ) 0~~~~~~~~~~~ 2 =⎥⎦⎤⎢⎣⎡ −++ uutC ρξ∂∂ρξ∂∂∂ρ∂ξ∂ρ∂ ,                                      (4.6) 
                           ( ) ( ) ( ) ( )4332 ~~~~~~~~~~~~~ uuutuC ρξρξ∂∂ρ∂∂ρξ∂∂ ∂∂=++ .                            (4.7) 
For the soliton solution there is no explicit dependence on time for coordinate system moving 
with the phase velocity C~ . We have 
                                      ( ) 0~~~~~~~~~ 2 =⎥⎦⎤⎢⎣⎡ −+ uuC ρξ∂∂ρξ∂∂ξ∂ρ∂ ,                                      (4.8) 
                                      ( ) ( ) ( )4332 ~~~~~~~~~~ uuuC ρξρξ∂∂ρξ∂∂ ∂∂=+ .                                   (4.9) 
After the first integration: 
                                               ( ) ( ) 12 ~~~~~~~ CuCu +=+ ρξ∂∂ρ .                                        (4.10) 
                                              ( ) ( ) 2422 ~~~~~~~~ CuuCu +∂∂=+ ρξρ .                                      (4.11) 
From the conservation laws follow that constants  and  can be chosen equal to zero. Then 1
~C 2
~C
                                                  ( ) ( )ρρξ∂∂ ~~~~~~ 2 Cuu += ,                                                (4.12) 
                                                  ( ) ( ) uCuu ~~~~~~~ 422 ρρξ +=∂∂ .                                             (4.13) 
Differential equation (4.12) can be written in the form 
                                                    2
2
~
~~~~ln~
u
Cuu +=ρξ∂
∂ ,                                                (4.14) 
and has the following solution: 
                                                           
∫ +
=
ξ ξ
ρ 0 2~
~~
3
2 ~~~
d
u
Cu
eCu .                                         (4.15) 
Let us transform (4.13) substituting the solution (4.15) in Eq. (4.13). This substitution leads to 
exclusion of the variable ρ~ . As result we have 
                             ( ) ( ) 0~~~~~~~2~3~~~~2 22 =++∂∂++⎟⎟⎠⎞⎜⎜⎝⎛ ∂∂∂∂ CuCuuCuuuu ξξξ .                  (4.16) 
The system of stiff equations (4.12), (4.16) can be solved by numerical methods. Let us show 
some results of such integration. In all cases three initial conditions were introduced; Fig. 4.1 
corresponds to conditions: ( ) ( ) ( ) 10~,10~~,10~ =−=∂
∂= ρξ
uu ; Fig. 4.2 corresponds to conditions: 
( ) ( ) ( ) 10~,10~~,10~ ==∂
∂= ρξ
uu ; Fig. 4.3 corresponds to conditions: ( ) ,1100~ =u  ( ) ,1100~~ −=∂
∂
ξ
u  
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( ) 1100~ =ρ ; Fig. 4.4 corresponds to conditions: ( ) ( ) ( ) 1100~,1100~~,1100~ ==∂
∂= ρξ
uu . In all 
cases dimensionless phase velocity 1~ =C .  
ξ~     ξ~  
Fig. 4.1. ( ) ( ) ( ) 10~,10~~,10~ =−=∂
∂= ρξ
uu                        Fig. 4.2. ( ) ( ) ( ) 10~,10~~,10~ ==∂
∂= ρξ
uu  
 
       ξ~ ξ~  
Fig. 4.3. ( ) ( ) ( ) 1100~,1100~~,1100~ =−=∂
∂= ρξ
uu .      Fig. 4.4. ( ) ( ) ( ) 1100~,1100~~,1100~ ==∂
∂= ρξ
uu . 
All figures contain dependence the dimensionless density ρ~  and velocity u~  on . In these 
cases density is practically the vertical line, in chosen scale the curve 
ξ~
u~  is located very close to 
the abscissa. All blow up solutions demonstrate the existence of the solitons solutions for Eqs. 
(4.1), (4.2). 
 
 
B. GHE solutions in acoustics. Infra-sound as the possible origin of the meteorological 
dependence of human beings. 
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Let us return to the Step 3 and write down the system of equations (3.11) – (3.13) for the 
generalized Euler equations, where for rarefied gas parameter of non-locality  defined by 
relation (1.9) 
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(continuity equation) 
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(energy equation) 
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Upper index for  underlines that mean time between the particles collisions in the rarefied 
gas is calculated for the local Maxwellian distribution function. In the following this upper index 
will be omitted. 
)( 0τ
Let us consider the classical non-stationary 1D hydrodynamic problem when the perturbation 
of density ρ ′  and oscillating velocity  are small. Moreover following the classical formulation 
of the problem we suppose that the temperature 
v
constT =  and energy equation can be removed 
from the consideration.  
Let us remind the classical Navier-Stokes solution for this case. The linearized system of 
continuity equation and Navier-Stokes equation is ( ρρρ ′+= 0 ) 
                                                             00 =∂
∂+∂
′∂
x
v
t
ρρ ,                                                       (4.20) 
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2
0 =∂
∂−∂
′∂+∂
∂
x
vb
x
c
t
v ρρ ,                                              (4.21) 
where b  is the efficient viscosity coefficient containing the dynamical viscosity µ  and the bulk 
viscosity η  
                                                                        ηµ +=
3
4b ,                                                               (4.22) 
c  is the sound velocity, RTc = ; R  is the gas constant. 
After differentiating in time Eq. (4.21) and eliminating the derivative t∂′∂ρ  one obtains 
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The last term of the left-hand-side of Eq. (4.23) is characterizing the wave damping because of 
viscosity. Eq. (4.23) admits the exact solution as a product 
                                                                  ( ) ( )twxyv = ,                                                       (4.24) 
which leads to the explicit expressions 
                                                        AxAx eCeCy −+= 21                                                  (4.25) 
             ( ) ( ) ⎥⎦⎤⎢⎣⎡ +−+⎥⎦⎤⎢⎣⎡ ++= 2424 22242223 ctABAcABcexpCctABAcABcexpCw ,   (4.26) 
where 
0
2ρc
bB = . Constants  are defined by the initial and boundary conditions. 4321 C,C,C,C,A
Constant B  has the order of τ  - mean time between collisions. Important remark follows from 
the structure the (4.24) – (4.26) solution. It is known from acoustics that classical Euler 
equations can lead to wave sound solutions even the initial perturbation has not the wave 
character. For this situation the Navier Stokes description, involving viscosity, leads to relaxation 
of perturbations without formations of sound waves. Let us specify the local velocity 
perturbation  at the initial time moment. Then from (4.26) follows that in following time 
moments the dependence  has the exponential character without waves. 
( )xv
( )tw
 Let us show that generalized hydrodynamic equations can lead to the radically another 
solutions [17]. Particularly new effects can be found by investigation of atmosphere 
perturbations as result of cyclone and anti-cyclone evolution.  
 In the previous assumptions the system follows from (4.17), (4.18)  
(continuity equation) 
 
02000 =⎭⎬
⎫
⎥⎦
⎤′+⎩⎨
⎧
⎢⎣
⎡−+⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ +′∂
∂−′
x
c
t
v
x
v
x
v
ttt ∂
ρ∂
∂
∂ρτ∂
∂ρ∂
∂ρ∂
ρ∂τ∂
ρ∂
               
(motion equation)
 
 
,
x
vp
t
c
xx
c
x
c
t
v
tt
v 03 0
222
00 =⎭⎬
⎫
⎥⎦
⎤+⎩⎨
⎧
⎢⎣
⎡ ′−∂
′∂+⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ ′+∂
∂− ∂
∂
∂
ρ∂τ∂
∂ρ
∂
ρ∂
∂
∂ρτ∂
∂ρ
    (4.27) 
 
 In the system (4.27) τ  (which depends in the hydrodynamic approximation on dynamic 
viscosity and pressure) appears in equations under the derivative sign. As result in the first 
approximation τ  can be considered as the constant value. Really 
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As we see the derivatives x,t ∂∂∂∂ ττ  are the values of the first order and after substitution in 
the system (4.27) could lead to squared perturbations which are omitted. As result we have from 
(4.27): 
(continuity equation) 
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,032 2
2
0
2
2
2
2
2
00 =−∂
′∂+∂
′−∂
∂−
x
vp
x
c
tx
c
t
v
t
v
∂
∂τρ∂
ρ∂ττρ∂
∂ρ                 (4.30) 
After differentiating Eq. (4.30) in time  
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we use the continuity equation 
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for eliminating the derivative t∂′∂ρ , one obtains 
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It should be noticed that the following estimation was used  
,2 0
2
0 x
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∂≈′                                          (4.34) 
                                               by the derivation (4.33) and the relations  , 
2
000 cRTp ρρ == 2
0сρ
µτ Π= . 
Let us compare Eq. (4.33) with its Navier-Stokes analogue (4.23). Eq. (4.33) has the higher order 
in time and contains the time derivative of the third time. This term can not be omitted if the 
parameter τ  is not small, but this term cannot be omitted also for small τ  as the term containing 
the small parameter in front of the senior derivative. Eq. (4.34) contains also cross-derivative 
space-time as Eq. (4.23) but with another sign. 
The solution of the Eq. (4.33) is written as  
                                                 ( ) ( )ctxFctxFv ++−= 21 ,                                    (4.35) 
where  - a wave functions of arguments ( ) ( ctxF,ctxF +− 21 ) ( )ctx −  and ( . Explicit 
form of these functions is defined by the initial and boundary conditions.  
)ctx +
 Therefore in the formulated assumptions GHE lead to two waves propagating in the 
viscous medium along positive and negative directions of  without damping with the sound 
velocity. Modern software like Maple 10 can obtain the analytical solutions of linear differential 
equations (4.29), (4.30), but these solutions has rather huge form and better to use the numerical 
approach for the system solution. Numerical solution of the non-linear generalized 
hydrodynamic equations (GHE) confirms the existence of infra-sound waves after the 
meteorological fronts corresponding to evolution cyclones ant anti-cyclones in atmosphere. 
x
 This extremely important fact can explain so called meteorological dependence of the 
human beings. 
  
 
Conclusion. 
 As it is shown the theory of transport processes (including quantum mechanics) can be 
considered in the frame of unified theory based on the non-local physical description. In 
particular the generalized hydrodynamic equations represent an effective tool for solving 
problems in the very vast area of physical problems. The results of this investigation are 
published in [18]. 
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Appendix 1. Perturbation method of the equation solution related to . [ ]fT
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Let us consider the solution of Eq (2.32) by the perturbation method. Equation (2.32) is valid 
only by the small  and moreover the function y [ ]fT  receives the physical meaning only by 
. Let us expand  in series  0=y [ ]fT
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After substitution (A.1) in equation (2.32) 
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As we see the successive approximations lead to the chain of equations and the first links of the 
chain are Eqs. (A.2) – (A.4). 
The coefficients of the expansion (A.1) are, generally speaking, the complex functions 
with one exception concerning to the coefficient [ ]( )txfT ,0  because of the condition 
                                                 [ ]( ) [ ]( ) ( ) 20 ,,,0, txtxfTtyxfT Ψ===  
Denoting ρ  as real probability density ( ( ) ρ=Ψ 2, tx ), one obtains from (A.2) 
                                                ( ) [ ]( ) 0,
2
, 1 =∂
∂+∂
∂ txfT
xm
tx
t
i αρ .                                         (A.5) 
But (see. (2.28)) 
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From (A.8) follows that  is an imagine value. Really, ( txT ,1 )
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                                                                                                                                               (A.9) 
This result coincides with Eq. (A.5), from which follows  
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Then,  in (A.11) and Eq. (A.5) takes the form 0=const
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From Eqs. (A.5), (A.8) follow 
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or 
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Eq. (A.15) is satisfied identically if 
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Eq. (A.16) is Schrödinger equation of the first approximation. 
For the second approximation (see (A.3), (A.8)) 
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After substitution (A.18) in Eq.(A.17) 
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Let us consider the equation 
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The conjugate equation can be written as 
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Summation of equations (A.20), (A.21) gives Eq. (A.19). From Eq. (A.20) follows equation 
which could be titled as Schrödinger equation of the second approximation 
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Eq. (A.22) can be transformed as 
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As we see Schrödinger equation of the second approximation is non-linear equation of 
the third order in space, containing the cross derivative “time-space” and derivative on time of 
the logarithmic term. 
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