Cooperation information sharing is important to theories of human learning and has potential implications for machine learning. Prior work derived conditions for achieving optimal Cooperative Inference given strong, relatively restrictive assumptions. We relax these assumptions by demonstrating convergence for any discrete joint distribution, robustness through equivalence classes and stability under perturbation, and effectiveness by deriving bounds from structural properties of the original joint distribution. We provide geometric interpretations, connections to and implications for optimal transport, and connections to importance sampling, and conclude by outlining open questions and challenges to realizing the promise of Cooperative Inference.
Introduction
Cooperative information sharing is fundamental to human learning where it is invoked to explain rapid learning by children and accumulation of knowledge across generations [29, 6] . Cooperative information sharing is also important for machine learning problems such as explainable AI [14] , natural language [13] [12] , and ad hoc federated learning [18] . Moreover, understanding cooperative information sharing may motivate the development of novel machine learning methods that are more effective and data-efficient by implementing inductive biases that are better suited to learn from others.
Prior research has formalized Cooperative Inference and derived conditions under which Cooperative Inference may be optimal [32] . Consider the communication between two agents: a teacher who selects data to convey a particular concept and a learner who infers some concept based on the received data. The cooperative inference which captures the mutual reasoning between agents is a recursive reasoning process based on a shared joint distribution M over the concept space H and the data space D.
We relax the strong assumptions made by [32] toward the goal of realizing the promising implications mentioned above. Cooperative Inference was derived for joint distributions in which the cardinality of the concept space was the same as the data space (i.e. square matrices). Section 3 proves convergence of Cooperative Inference for more general cases (rectangular matrices). It was assumed that the two agents share the same joint distribution. Section 4 proves stability under perturbation which relaxes this assumption. Effectiveness of Cooperative Inference only considered for the optimal case. Section 5 provides general bounds on effectiveness that are derived from structural properties of the initial matrix, M. Finally, [32] related Cooperative Inference to Algorithmic Teaching. Section 6 provides a geometric interpretation, and connects to optimal transport and importance sampling. The result is a more general and robust framework on which cooperative machine learning algorithms may be developed, discussed in Section 7.
Overview and Background
All matrices in this paper are understood to be real, non-negative and have no zero rows or zero columns. Matrices are in uppercase and their elements are in the corresponding lowercase.
These matrices can be thought as joint distributions of models throughout. In more detail, let H be a concept space and D be a data space. For a given matrix M, each column can be viewed as a concept in H and each row can be viewed as a data in D. Normalizing by dividing the sum of its entries, M can be turned into a conditional distribution over H or D.
In this paper, we study the cooperative communication between a teacher and a learner. Here, cooperation means that the teacher's selection of data depends on what the learner is likely to infer and vice versa. The idea of cooperative inference was introduced in [32] . We now briefly review their work.
Definition 1. For a fixed concept space H and a data space D, let P L0 (h) be the learner's prior of a concept h among H and P T0 (d) be the teacher's prior of selecting a data d from D. The teacher's posterior of selecting d to convey h is denoted by P T (d|h) and the learner's posterior for h given d is denoted by P L (h|d). Cooperative inference is a system shown below:
where P L (d) and P T (h) are the normalizing constants.
Assuming uniform prior, [32] showed that Equation (1) can be solved using Sinkhorn iteration (SK for short; [25] ). The solution (if it exists) depends only on the initial joint distribution matrix, M |D|×|H| , which defines the consistency between data and concepts.
Sinkhorn iteration is simply the repetition of row and column normalization of M . Denote the matrices obtained at the k th row and column iteration of (1) by L k and T k , respectively. Let their limits (if they exist) be L := lim k→∞ L k and T := lim k→∞ T k .
Example 2. Consider a joint distribution matrix
, where m ij = 1 if d i is consistent with h j and m ij = 0 otherwise, for i, j = 1, 2. The SK iteration proceeds as the following: row normalization of M outputs: L 1 = 1 2 1 2 0 1 , column normalization of L 1 outputs:
, and the limits exist as k → ∞: L = T = M * = 1 0 0 1 . For this M, a teacher and a leaner who reason independently can not reliably convey h 1 using D; d 1 , the only data that is consistent with h 1 is also consistent with h 2 . However, a teacher and learner that assume cooperation can perfectly convey h 1 using d 1 ; in the converged joint distribution M * , d 1 is consistent only with h 1 . Intuitively, a cooperative teacher will pick d 2 to teach h 2 , because picking d 1 would cause confusion for the learner. Correspondingly, when receiving d 1 the cooperative leaner will reason that the teacher must intend to teach h 1 , because otherwise he would pick d 2 . In fact, the teaching between the cooperative pair is optimal, CI(M) = 1 (Definition 3).
The Cooperative index quantifies the effectiveness of the cooperative communication. It is the average probability that a concept in H can be correctly inferred by a learner given the teacher's selection of data. Definition 3. Given M and assuming that SK iteration of (1) converges to a pair of matrices L = (l ij ) and T = (t ij ), we define the cooperative index as
Here, L ⊙ T means the inner product between L and T. The definition implies that CI(M ) is invariant under row and column permutations of M.
Next we define a few useful technical terms.
Definition 4. Let A = (a ij ) be an n × n matrix and S n be the set of all permutations of {1, 2, . . . , n}. For any σ ∈ S n , the set of n-elements {a 1σ(1) , . . . , a n,σ(n) } is called a diagonal of A. If every a kσ(k) > 0, we say that the diagonal is positive. An element a i0j0 of A is called on-diagonal if there exists a positive diagonal of A containing a i0j0 , otherwise a i0j0 is called off-diagonal. In particular, A may have a positive off-diagonal element. We use A to denote the matrix obtained from A by setting all its off-diagonal elements into zeros. If A contains no positive off-diagonal element, i.e A = A, A is said to have total support.
[32] focused on the case when the data set and the hypotheses set have the same size. They showed that 0 ≤ CI(M ) ≤ 1 for any M (if CI(M) exists). In particular, when M is a square matrix, they showed that Equation (1) has a solution if and only if M has at least one diagonal and CI(M) is optimal if and only if M has exactly one positive diagonal.
Convergence of rectangular matrices
It is typical that the sizes of a data set and a concept set are different. Therefore, considering only square consistency matrices is too restrictive. We show that the solution of Equation (1) can be obtained using SK iteration for any rectangular joint distribution M. This implies that cooperative inference can be performed on any discrete model.
First, we study the format of the limit of SK iteration on rectangular matrices. It is proven in [26] that the limit (if exists) of SK iteration on a square M is a single doubly stochastic matrix M * , i.e. L = T = M * . As the numbers of rows and columns are different in a rectangular M, the limit of the SK iteration on M is a pair of distinct matrices (L, T), where, L is row normalized and T is column normalized. Such a pair is called stable defined below. Remark 7. If (P, Q) is stable, then P and Q are row and column normalized, respectively. SK iteration of P (or Q) results a sequence alternating between P and Q. Moreover, P and Q must have the same pattern. As mentioned above, the limit of SK iteration is doubly stochastic for a square M. The following proposition provides a similar analogy for the characteristics of the limit pair for rectangular M. Proposition 8. Suppose that (P, Q) is a stable pair of u × v-matrices. Then up to permutations, P is a block-wise diagonal matrix of the form P = diag(B 1 , . . . , B k ) 1 , where each B i is row normalized and has a constant column sum denoted by c i . In particular,
Sketch of Proof. 2 Let the column sums of P be C = {c 1 , . . . , c v } and row sums of Q be R = {r 1 , . . . , r u }. (P, Q) is a stable pair implies that p ij = p ij /(r i · c j ). Hence p ij > 0 =⇒ r i · c j = 1. In particular, let c max = max{c 1 , . . . , c v } and r min = min{r 1 , . . . , r u }. We can show that c max = 1/r min . With permutation, we may assume that the columns with sum c max in P are the the first v 1 columns and the rows with sum r min in Q are the first u 1 rows. Let B 1 be the submatrix of P formed by the first u 1 rows and first v 1 columns and P 1 (or Q 1 ) be the submatrix of P (or Q) formed by the last u − u 1 rows and the last v − v 1 columns. Based on c max = 1/r min and P, Q have the same pattern, one may verify that P = diag{B 1 , P 1 }. (P 1 , Q 1 ) is a stable pair with smaller dimension. Inductively, the proposition holds.
In addition to providing a convergence format for more general discrete joint distributions, the block diagonal form implies relations between subset of data and concepts that can be leveraged for developing structured models and joint distributions.
Let (L, T) be the limit pair of SK iteration on M. L and T must have the same partial pattern of M as the SK iteration preserves zeros. Hence, the existence of a pair of stable matrices with partial pattern of M is necessary for the convergence of SK. In Proposition 9, we show that this condition is also sufficient.
Stable matrices with partial pattern of M can be partially ordered with respect to their patterns. We use M to denote the matrix obtained from M by setting elements outside the maximum partial pattern to 0. Note that elements outside the maximum partial pattern of a rectangular matrix shall be treated as off-diagonal elements in a square matrix. Proof. The 'only if' direction is clear from the above discussion. We now show the 'if' direction. Suppose there exists a stable pair (P, Q) such that P ≺ M. Let {L 1 , T 1 , L 2 , T 2 , . . . } be the sequence of matrices generated by SK iteration on M, where L k and T k are row and column normalized respectively. This sequence is bounded since each element of L k or T k is bounded above by 1. Hence, according to Bolzano-Weierstrass theorem, the sequence must have as a limit a pair of matrices (may not be unique). Let (L, T) and (L ′ , T ′ ) be two pairs of such limits. To show that they are the same, we only need to prove that L = L ′ . Lemma A.1 and Remark A.2 indicate that L and L ′ must have the maximum partial pattern of M, hence, they have the same pattern. Moreover, because they are limits, L and L ′ are stable as well. Therefore, it follows from Proposition 8 that up to permutations, L and L ′ have the same column sums. Further, Lemma A.3 implies that there exists X, Y and X ′ , Y ′ such that L = XMY and L ′ = X ′ MY ′ . Therefore, L and L ′ not only have the same row and column sums, but also are diagonally equivalent. Thus, Lemma A.4 implies that L = L ′ .
In fact, the existence of a stable pair of matrices with partial pattern of M is naturally satisfied for all M with no zero rows or no zero columns:
Proposition 10. For any matrix M that has no zero rows or no zero columns, there exists a stable pair of matrices (P, Q) such that P and Q have a partial pattern of M.
Construction of a such (P, Q) is illustrated below. 0 . In all cases, A ≺ M is block-wise diagonal with each block in the form of a row or column vector. Let P, Q be row and column normalization of A respectively. It is straightforward to check that (P, Q) is stable.
Propositions 9 and 10 together imply our main result: Theorem 12. Every rectangular matrix converges to a pair of stable matrices under SK iteration.
Remark 13. Theorem 12 is different from the classical convergence result for scalar Sinkhorn iteration [19] . Let M be a u × v-matrix, r = (r 1 , . . . , r u ) T be column vector and c = (c 1 , . . . , c v ) row vector. Similarly to the (regular) SK iteration, scalar SK iteration also alternates between row and column normalizing steps. However in each step of scalar SK, row-i (column-j) is normalized to have sum r i (sum c j ) instead of 1. The convergence 3 of Scalar SK on a given tuple (M, r, c) has been intensively studied. A complete summary of equivalent convergence criteria are described in [16] . Unfortunately, we can not simply apply these existing results: (1) Normalizing with respect to r and c has no statistical basis for our setting. (2) The convergence criteria are hard to verify. (3) For a given model, the teacher's data selection matrix needs not to be the same as the learner's concepts inferring matrix. Proof. Let (L, T) and (L, T) be the limit of SK iteration on M and M respectively. It is enough to show that L = L. Lemma A.3 implies that both L and L are diagonally equivalent to M. Therefore, L is diagonally equivalent to L. Further since both L and L have the same pattern as M, Proposition 8 shows that they have the same row and column sums. Hence, Lemma A.4 implies that L = L. Remark 15. Corollary 14 indicates that the elements outside the maximum partial pattern of M have no effect on the limit, and thus on Cooperative Index. For instance, in square matrices, such elements are precisely positive off diagonal entries. They are easy to detect using ideas from graph theory [9] . Being able to pass to the maximal partial pattern makes the cooperative inference much more feasible. The convergence of M is linear, where as the convergence of M slower [28] .
In the rest of this paper, we assume M is square. With machinery developed in this section, similar analysis can be made for rectangular matrices.
Equivalence and sensitivity
We first introduce cross ratio equivalence and show that models whose joint distribution matrices are cross ratio equivalent are the same under cooperative inference. Further, we will show that cooperative inference on models is robust to small perturbations on the joint distribution matrix M. These features are essential because in most realistic situations we only have access to noisy data points, and because they provide flexibility in model choice by allowing selection of any joint distribution in a cross ratio equivalent class.
Cross Ratio Equivalence
Intuitively, given a model, SK iteration is a process that selects a representation for two cooperative agents. We develop a method to characterize the models that yield to the same representation.
SK iteration can be interpreted as a map between the initial and the limit matrices. Let A be the set of n × n matrices that has at least one positive diagonal, A ⊂ A be the set of n × n matrices with total support (Definition 4) and B be the set of n × n doubly stochastic matrices. According to [26] , SK iteration of any M ∈ A converges to a unique matrix M * ∈ B. Hence SK iteration can be viewed as a
It is important to note that Φ is not injective. For instance, in Example 22 below, with any choices of m 12 and m 32 , M maps to the same image under Φ. For a matrix L ∈ B, Φ −1 (L) is used to denote the set of all matrices in A that map to L.
We will now introduce the notion-cross ratio equivalence between square matrices and show that the preimage set of a matrix L ∈ B can be completely characterized by its cross ratios.
Definition 16. Let A, B be two n×n matrices and D A 1 = {a 1,σ(1) , . . . , a n,σ(n) } and D A 2 = {a 1,σ ′ (1) , . . . , a n,σ ′ (n) } be two positive diagonals of A determined by permutations σ, σ ′ ∈ S n (Definition 4). Denote the products of elements on 
Proposition 19. Let M ∈ A be a consistency matrix and L ∈ B be a doubly stochastic matrix. Then M ∈ Φ −1 (L) if and only if M is cross ratio equivalent to L.
Proof. Let M ∈ Φ −1 (L), we now show they have the same cross ratios. Since M and M have exactly the same positive diagonals, we may assume that M has total support. Hence, [26] implies that there exist diagonal matrices X = diag(x 1 , . . . , x n ) and Y = diag(y 1 , . . . , y n ) such that M = XLY . In particular,
be the corresponding positive diagonals in L. Then:
Proposition 19 captures the key ingredient, cross ratios, of a model. It indicates that cross ratio equivalent models can be treated the same for cooperative agents. Corollary 20 implies that their cooperative indices are the same and hence they have the same communication effectiveness. This can be very useful in practice: 1) Models with same representation can be effectively categorized, which avoids unnecessary implementation of similar models; 2) Models can be freely modified as long as the cross ratios are preserved which may increase computational efficiency.
Sensitivity Analysis
We now investigate sensitivity of Φ to perturbation of M. Without loss of generality, we will assume that only one element in M is perturbed at a time as other perturbations may be treated as compositions of such. 
be a consistency matrix. Suppose that the consistency between Proposition 21 is not only important for sensitivity analysis, but also practical to efficiently perform cooperative inference as mentioned in Remark 15. For instance, if one * in Example 22 is positive, it takes infinite many steps of SK iteration for M to reach its limit, whereas it takes only one step for M.
Proposition 21 also implies the main theorem in [32] stating CI(M) is optimal if M is a permutation of a triangular matrix. For an n × n triangular matrix M = (m ij ), all the elements except m i,i are off diagonal. To efficiently apply cooperative inference, one only needs to consider M = diag(m 11 , . . . , m nn ). SK iteration on M converges to I n = diag(1, . . . , 1) in one step. Therefore, we have CI(M) = 1.
By analogy, Corollary 14 implies that CI is robust to any perturbation on elements that are off maximal partial pattern for rectangular matrices as well.
Perturbations for on-diagonal elements are more complicated and interesting. To obtain M ǫ , one may either perturb an on-diagonal element of M or perturb a zero element of M introducing a new diagonal(s) for M ǫ .
A celebrated result in [24] shows that Φ : A → B is a continuous function:
Here, distance between matrices are measured by the maximum element-wise difference, e.g. d(M, M ǫ ) = ǫ.
This implies that small on-diagonal perturbations on a model with joint distribution M, yield close solutions for cooperative inference. In the following example, we illustrate how one can effectively bound the variation in the limit in terms of ǫ, even for perturbations that introduce new diagonals. . While M has only two diagonals D 1 and D 2 with products of elements d 1 = a 11 a 22 a 33 and d 2 = a 12 a 23 a 31 , the perturbation introduces one more diagonal D 3 with d 3 = ǫ · a 22 a 31 to M ǫ . The Birkhoff-von Neumann theorem (Theorem A.5) guarantees that doubly stochastic matrices Φ(M) and Φ(M ǫ ) can be written as convex combinations of permutation matrices as shown below:
where θ 1 + θ 2 = 1, α 1 + α 2 + α 3 = 1 and θ i , α j > 0. Notice that the variation between Φ(M) and Φ(M ǫ ) is caused by α 3 , we will now derive an upper bound for α 3 . Since Φ preserves cross ratios, evaluating a cross ratio, for example CR(D 3 , D 1 ), in both Φ(M ǫ ) and M ǫ we have that:
Since α 1 + α 2 + α 3 = 1, we may assume that α 1 < 1/2 Substituting α 2 + α 3 = 1 − α 1 into Equation (25), we get α3(1−α1) α 2 1 = ǫ · A 1 and this implies that:
where the last '≤' holds because 1−α1 reaches its maximum at α 1 = 1 2 for α 1 < 1 2 . Thus, α 3 is bounded above by a constant multiple of ǫ.
The next proposition explores how sensitive Φ is to perturbations on its images. Thus, given two doubly stochastic matrices in B, we will measure the distance between their preimages under Φ.
Proof. M 1 has total support implies that there exist two diagonal matrices X = diag{x 1 , . . . , x n } and Y = diag{y 1 , . . . , y n } such that
In fact, restricting to matrices with total support, Φ can be amended into a homeomorphism (see Supplemental Materials). Viewing SK iteration as a representation selecting process, the homeomorphic property of Φ indicates that such process preserves important information needed to reconstruct the original model.
Lower Bound for CI
Cooperative Index measures the effectiveness of the cooperative communication. However, for a given consistency matrix M, in order to calculate CI(M) one needs to obtain Φ(M) by SK iterations, which sometimes can be an expensive process. We provide bounds on CI(M) that do not require computing SK.
First, we derive a uniform bound for CI(M) which only depends on the size of M.
Proposition 27. For an n × n matrix M, CI(M) ≥ 1 n with the equality when M is uniformly distributed.
Proof. Let M * = m * ij n×n be the limit of M under SK iteration. By Generalized Mean Inequality, we have
. Since M * is doubly stochastic, we have ij m * ij = n and it follows that
n . Notice that, as the size of M increases the above bound is not effective. However, the number of positive diagonals a matrix consists can be small regardless of its size. Next, we provide another lower bound for CI(M) that depends only on the number of positive diagonals. Proof. Since M is a square matrix, the limit of SK iteration is a unique doubly stochastic matrix M * . Therefore, by Birkhoff-von Neumann theorem M * = d i=1 θ i P i and by Definition 3 we have:
Equality (1) holds because each P i is a permutation matrix and so P i ⊙ P i = n. Inequality (2) is obtained from Generalized Mean Inequality as Above example shows that when the number of diagonals is small, Proposition 28 provides a good bound. However, counting the number of diagonals of an n × n matrix can be computationally expensive. Next, we provide a much more accessible bound.
Definition 30. An n × n matrix A is indecomposable if there exists no permutation matrices P and Q such that P AQ = A 11
where, A 11 and A 22 are square submatrices. Proof. Let M * be the SK limit of M and η * and τ * be the number of positive elements and the number of indecomposable components in M * , respectively. Then according to [4] , M * has a Birkhoff-von Neumann decomposition with k permutation matrices, where k ≤ η * + τ * − 2n + 1. Further note that η + τ ≤ η * + τ * . Hence, similarly as in the proof of Proposition 28, we have that CI(M) = CI(M * )
Example 32. Consider an n × n matrix M of the form below, where any * is a positive number and the rest are zeros. * * * * * * * * * * * * *
Notice that, it quickly becomes challenging to count d when n is large. When n = 5, we have η = 13, τ = 2, d = 12, and so CI(M) ≥ 1/(σ + τ − 2n + 1) = 1/6 > 1/d.
Connections to other work
Geometric interpretation. Cooperative inference is intuitive given the geometric interpretation of SK iteration, which has been long known and favored in the study of contingency tables [11, 3] . Each joint distribution matrix M = (m ij ) of dimension u × v can be viewed as a point in the (uv − 1)-dimension simplex, S uv = {(m 11 , . . . , m uv ) : m ij ≥ 0, ij m ij = 1}. In [10] , the author showed that, in S uv , positive 4 matrices with the same cross-product ratios 5 form a special case of determinantal manifold H, which is studied in [23] . In particular, for the 2 × 2 case, authors of [11] built a homeomorphic map from H to the unit square and illustrated the convergence path of successive SK iterations in the unit square. Similarly, non-negative joint-distribution matrices with the same pattern locate on a lower-dimension face of S uv and matrices with the same cross ratios form a further subspace. Optimal transport. Choosing a suitable distance to compare probabilities is a key problem in statistical machine learning. When the probability space is a metric space, optimal transport distances (earth mover's in computer vision) define a powerful geometry to compare probabilities [31] . Optimal transport distances are a fundamental family of distances for probability measures and histograms of features. [7] proposed a new family of optimal transport distances, Sinkhorn distance, that look at transport problems from a maximum entropy perspective. The resulting optimum is a proper distance which can be computed through Sinkhorn's matrix scaling. Let C be the cost matrix, r and c be the marginal distributions for a given optimal transport problem. The matrix M * that optimizes the Sinkhorn distance can be obtained by applying (r, c)scalar SK iteration on M = e −λ·C , where λ is the regularization parameter. [7] proved that this Sinkhorn algorithm can be computed at a speed that is several orders of magnitude faster than that of transport solvers.
Optimal transport with Sinkhorn distance provides a powerful tool for domain adaptation. [5] proposed the following method: first link two domains based on prior knowledge (build an initial cost matrix C); then learn an optimal distribution matrix M * (w.r.t, Sinkhorn distance) from one domain to the other by applying scalar SK iteration on M = e −λ·C . If certain transports should never happen, i.e. elements of C are allowed to be ∞, then the corresponding M will be a sparse matrix. Remark 13 notes that scalar SK iteration of a sparse M may not converge and the convergence criteria can not be easily verified. Whereas, in the case that both domains have uniform marginal distributions, Theorem 12 guarantees the existence of the optimal distribution matrix M * for any choice of the cost matrix. In the sparse case, the convergence rate can be further sped up by first identifying and removing off-diagonal elements, i.e. turning M into M, then applying SK iteration on M as in Remark 15. More importantly, our results in Section 4 capture the essential features of the Sinkhorn distance approach. Proposition 19 implies that cost matrices that are cross ratio equivalent lead to the same optimal transport. Proposition 23 indicates that optimal distribution matrix M * is continuous to the choice of regularization parameter λ, which can be used to discretize the range of λ.
Importance Sampling Cooperative inference can be interpreted as selection of optimal distributions for importance sampling. A straightforward view is to consider Equation (1). Given a joint distribution M, let T 1 be the column normalization of M. The ij th -element P T 1 (d i |h j ) of T 1 can be viewed as the teacher's initial probability of selecting d i to convey h j . Once d i is observed, the learner needs to sample a concept to match d i . Assume that the learner's prior on H is uniform. To minimize the variance, the learner should sample from the optimal distribution: P L 1 (h j |d i ) = P T 1 (di|hj ) j P T 1 (di|hj ) . Thus the optimal learner's matrix L 1 is the row normalization of T 1 . Similarly, based on L 1 , to reduce variance, the teacher should sample according to the matrix T 2 , the column normalization of L 1 . This alternating process is precisely SK iteration. So, the solution of cooperative inference is not only the stable limit of a sequence of optimal distributions for individual d and h, but also the only doubly stochastic matrix cross ratio equivalent to M.
A more subtle and interesting version of importance sampling is also achieved by cooperative inference. Let M be an n × n joint distribution. Suppose that the teacher aims to convey the whole set of n concepts simultaneously. To do so, the teacher must teach n different data points at once -one data point per concept. This is equivalent to picking a map from D to H, i.e. a permutation σ ∈ S n as |D| = |H| = n. Then P T (D σ |H T ) = Π i P T (d σ(i) |h i ) is the probability that the teacher picks σ to teach and P L (H L |D σ ) = Π i P L (h i |d σ(i) ) is the probability that given σ, the learner's inference completely matches the teacher's intention. Therefore, in order to efficiently estimate the communication accuracy, P (H L |H T ) = σ∈Sn P L (H L |D σ )P T (D σ |H T ), one must sample permutations that make large positive contributions to the summation. Such an importance sampling is attained by Cooperative inference for the following reasons. (1) SK iteration completely removes the probability of sampling off-diagonal elements. Thus a σ will be sampled only if it could lead to a prefect teaching. (2) [1] proved that the limit of SK iteration maximizes entropy for doubly stochastic matrices that have the same pattern as M, and further they showed that this is the ideal property for sampling positive diagonals.
Other connections. Sinkhorn iteration finds its way in many other applications in variety of fields. To name a few: transportation planning to predict flow in a traffic network [11] , contingency table analysis which has many uses in biology, economics etc. [11] , decreasing condition numbers which is of importance in numerical analysis [21] . Moreover, there are many algorithms implemented as generalizations of Sinkhorn matrix balancing to solve problems such as Edmonds problem [15] , Sudoku Solvers [20] and web page ranking algorithms [17] . More applications and a comprehensive discussion can be found in [16] and references therein.
Conclusion
Cooperative inference holds promise as a theory of human-human, human-machine, and machine-machine information sharing. An impediment to realizing this promise is the lack of foundational results related to convergence, robustness, and effectiveness. We have addressed each of these limitations, including specific results showing the convergence of Cooperative Inference via SK iteration for any rectangular matrix, equivalence classes of models in terms of their cross-ratios, continuity of SK iteration which implies stability to perturbation, and several different bounds on the effectiveness of Cooperative Inference that can be derived from the original model. We also demonstrated connections and implications through geometric interpretations of Cooperative inference, optimal transport, and importance sampling. Important open questions include developing methods for modifying machine learning models to increase the efficacy and furthering our understanding of the representational implications of Cooperative Inference.
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A Supplemental Material
Proof of Proposition 8. Let the column sums of P be C = {c 1 , . . . , c v } and row sums of Q be R = {r 1 , . . . , r u }. (P, Q) is a SK stable pair implies that column normalization of P equals Q, i.e. if q ij > 0 then q ij = p ij /c j , and further row normalization of Q equals P , i.e. if p ij > 0 then p ij = q ij /r i . So we have that p ij = p ij /(r i · c j ) =⇒ r i · c j = 1 (Claim ( * )). Therefore c j ∈ C =⇒ 1/c j ∈ R and r i ∈ R =⇒ 1/r i ∈ C. In particular, let c max = max{c 1 , . . . , c v } and r min = min{r 1 , . . . , r u }. We have that c max = 1/r min .
With permutation, we may assume that the columns with sum c max in P are the the first v 1 and the rows with sum r min in Q are the first u 1 rows. Note that an element p ij in the first v 1 columns of P is positive only if it is in the first u 1 rows. Otherwise assume that p i0j > 0 for i 0 > u 1 , then Claim ( * ) implies that c j · r i0 = 1 =⇒ r i0 = 1/c j = 1/c max = r min . This contradicts to i 0 > u 1 . Similarly, we may show that an element q ij in the first u 1 rows of Q is positive only if it is in the first v 1 columns. Further note that Q and P have the same pattern. So we have that for i ≤ u 1 , p ij > 0 only if j ≤ v 1 . Therefore let B 1 be the submatrix of P formed by the first u 1 rows and first v 1 columns and P 1 (Q 1 ) be the submatrix of P (Q) formed by the last u − u 1 rows and the last v − v 1 columns. We just showed that P = diag{B 1 , P 1 } and the column sum c max of B 1 is a constant (equals u 1 /v 1 ). (P 1 , Q 1 ) is a SK stable pair with smaller dimension. Hence, inductively, the proposition holds. Proof. Let the dimension of M be u × v. Denote the sequence of matrices generated by SK iteration by {L n , T n }(n > 0), where L n are row normalized and has column sums {c jn } j , and T n are column normalized and has row sums {r in } i . As explained in [22] , there exist diagonal matrices X n and Y n such that L n = X n MY n and T n = X n MY n+1 . In particular, X n = diag{x 1n , . . . , x un } and Y n = diag{y 1n , . . . , y vn }, where each x in is the product of row normalizing constants (reciprocal of row sums) of row-i from step 1 to n and each y jn is the product of column normalizing constants (reciprocal of column sums) of column-j from step 1 to n. Here, Y 1 is the identity matrix.
Denote the row sums of Q by {r i } u i=1 and the column sums of P by {c j } v j=1 . Consider the following functions, we will show that they form an increasing sequence(the use of it will be clear later). 
Due to Lemma 1 of [2] we have, Therefore g n f n ≥ sr α ≥ 1, where the second inequality holds because of the choice of α. Hence we have g n ≥ f n .
The analogous argument holds for f n+1 /g n . So, we have f n+1 ≥ g n ≥ f n (Claim * ).
Now recall that L n = X n MY n . In particular, we have l n ij = x in m ij y jn , for m ij = 0. So x in y jn = l n ij mij and it is bounded above because the elements l n ij are bounded above by 1. One possible upper bound is K = 1 min mij , where min is taken over non zero elements in M. Moreover, let d ij = p ij + α q ij , then Furthermore, if d ij = 0, then p ij = 0 =⇒ m ij = 0 and hence x in y jn ≤ K. Therefore f n ≤ K d , where d = ij d ij . Together with Claim * , we have (x in y jn ) dij K (d−dij) ≥ f n ≥ f 1 . So if d ij = 0, then x in y jn is bounded away from zero. Thus it follows that l n ij is bounded away from zero for all n. Therefore P ≺ L ′ , where L ′ is the limit of a subsequence of L n . Finally, since SK iteration perseveres zero elements, L ′ ≺ M. Together, we have P ≺ L ′ ≺ M. A similar argument holds for Q and T ′ . Thus the lemma holds.
Remark A.2. Notice that, the choice of (P, Q) is free within the constraints (having partial pattern of M and SK stable). In particular, such matrix pairs can be partially ordered with respect to their patterns, and (P, Q) can be selected such that they have the maximum possible pattern. Since the pattern of limit matrices must be intermediate between the pattern of (P, Q) and the pattern of M, it follows that, all the pairs of limit matrices must have the same pattern, which must be the maximum possible.
Lemma A.3. Any limit matrix of SK iteration on M is diagonally equivalent to M.
Proof. Let L ′ be the limit of the sequence X ′ n MY ′ n (where the ′ signifies any sub-sequence of SK iteration). Then L ′ is also the limit of the sequence X ′ n MY ′ n , since both M and L ′ has the same pattern. In this case, Lemma 2 of [22] implies that there exist diagonal matrices X, Y such that L ′ = XMY , i.e. L ′ and M are diagonally equivalent. Proposition 1 in [22] shows that:
Lemma A.4. Let A and B be two matrices with the same row and columns sums. If there exists diagonal matrices X and Y such that A = XBY , then A = B.
Proof of Proposition 10. We claim that: for a given u × v matrix M, one may construct a binary matrix A ≺ M such that up to permutation, A is block-wise diagonal of the form A = diag(B 1 , . . . , B k ) where each B i is a row or column vector of ones (i.e. B i = (1, . . . , 1) or B i = (1, . . . , 1) T ). Let P, Q be the row and column normalizations of A respectively. It is straightforward to check that (P, Q) is SK stable and P ≺ M. Therefore, we only need to prove the claim.
We will prove the claim inductively on the dimension of M. Let n = max{u, v}. When n = 1, M is an 1 × 1 matrix and the claim holds. Now assume that the claim holds when n ≤ k − 1, we will show that for a u × v matrix M with max{u, v} = k, the claim still holds. Without loss, we may assume that v = k. There are now two cases.
Case 1 When u < k, let M ′ be the sub-matrix formed by the first k − 1 columns of M. Then M ′ is a u × (k − 1) matrix. M has no zero columns implies that M ′ has no zero columns. (1) If M ′ contains no zero rows, according to the inductive assumption, there exists a binary matrix A ′ ≺ M ′ having the desired form. Note that the last column of M contains a non-zero element m tk . Let v = (v 1 , . . . , v u ) T be the column vector with v i = 0 if i = t and v t = 1. The desire A ≺ M is then constructed using A ′ and v as following. The t-th row of A ′ must have a non-zero element a ′ ts (as A ′ has no zero row). Denote the block contains a ′ ts by B ′ . If B ′ is a row vector with all ones, then A is obtained by augmenting A ′ by v, i.e. A = [A ′ , v]. Otherwise, we may replace a ′ s,t in A ′ by zero and denote the resulting matrix by A ′′ . A is obtained by augmenting A ′′ by v, i.e. A = [A ′′ , v].
