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On quotients of Banach spaces having
shrinking unconditional bases
by E. Odell*
Abstract
It is proved that if a Banach space Y is a quotient of a Banach space having
a shrinking unconditional basis, then every normalized weakly null sequence in
Y has an unconditional subsequence. The proof yields the corollary that every
quotient of Schreier’s space is co-saturated.
§0. Introduction.
We shall say that a Banach space Y has property (WU) if every normalized weakly
null sequence in Y has an unconditional subsequence. The well known example of Maurey
and Rosenthal [MR] shows that not every Banach space has property (WU) (see also [O]).
W.B. Johnson [J] proved that if Y is a quotient of a Banach space X having a shrinking
unconditional f.d.d. and the quotient map does not fix a copy of c0, then Y has (WU).
Our main result extends this (and solves Problem IV.1 of [J]).
Theorem A. Let X be a Banach space having a shrinking unconditional finite dimen-
sional decomposition. Then every quotient of X has property (WU).
Of course such an X will itself have property (WU). Furthermore, if (En) is an un-
conditional f.d.d. (finite dimensional decomposition) for X , then (En) is shrinking if and
only if X does not contain ℓ1.
The proof of Theorem A yields
Theorem B. Let Y be a Banach space which is a quotient of S, the Schreier space. Then
Y is co-saturated.
Y is said to be co-saturated if every infinite dimensional subspace of Y contains an
isomorph of c0.
Our notation is standard as may be found in the books of Lindenstrauss and Tzafriri
[LT 1,2]. The proof of Theorem A is given in §1 and the proof of Theorem B appears in §2.
§3 contains some open problems. We thank H. Rosenthal and T. Schlumprecht for useful
conversations regarding the results contained herein.
§1. The proof of Theorem A.
* Research partially supported by NSF Grant DMS-8903197.
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Let T be a bounded linear operator from X onto Y where X has a shrinking uncondi-
tional f.d.d., (
≈
Ei). By renorming if necessary we may suppose that (
≈
Ei) is 1-unconditional.
Y ∗ is separable and so by a theorem of Zippin [Z] we may assume that Y is a subspace of
a Banach space Z possessing a bimonotone shrinking basis, (zi). Fix C > 0 such that
T (CBaX) ⊇ BaY ≡ {y ∈ Y : ‖y‖ ≤ 1} .
Recall that (E˜i) is a blocking of (
≈
Ei) if there exist integers 0 = q0 < q1 < q2 < · · ·
such that E˜i = [
≈
Ej ]
qi
j=qi−1+1
for all i (where [· · ·] denotes the closed linear span). Similarly,
F˜i = [zj ]
qi
j=qi−1+1
defines a blocking of (zi).
Fix a sequence ε−1 > ε0 > ε1 > ε2 > · · · converging to 0 which satisfies
(1.1)
∞∑
i=−1
εi < 1/4 and
∞∑
i=p
(4i+ 2)εi < εp−1 for p ≥ 0 .
Then choose ε˜0 > ε˜1 > · · · converging to 0 which satisfies
(1.2) 4pε˜p < εp+2 for p ≥ 1 and
∞∑
j=p+1
ε˜j < ε˜p for p ≥ 0 .
Our first step is the blocking technique of Johnson and Zippin.
Lemma 1.1 ([JZ 1,2]). There exist blockings (E˜i) and (F˜i) of (
≈
Ei) and (zi), respectively,
such that if (Q˜i) is the sequence of finite rank projections on Z associated with (F˜i) then
(1.3)
For all i ∈ IN and x ∈ E˜i with ‖x‖ ≤ C, we have ‖Q˜jTx‖ < ε˜max(i,j) if j 6= i, i− 1 .
Roughly, this says that TE˜i is essentially contained in F˜i−1 + F˜i (where F˜0 = {0}).
Let (y′′i ) be a normalized weakly null sequence in Y . Choose a subsequence (y
′′
i ) of (yi)
and a blocking (Fi) of (F˜i), given by Fi = [F˜j ]
qi
j=qi−1+1
, such that if Qi =
∑qi
j=qi−1+1
Q˜j is
the sequence of finite rank projections on Z associated with (Fi), then
(1.4) ‖Qjy
′
i‖ < ε˜max(i,j) if i 6= j .
Roughly, y′i is essentially in Fi. Furthermore we may assume that
(1.5) ‖
∑
aiy
′
i‖ = 1 implies max |ai| ≤ 2 .
Let (Ei) be the blocking of (E˜i) given by the same sequence (qi) which defined (Fi),
Ei = [E˜j]
qi
j=qi−1+1
.
We begin with a sequence of elementary technical yet necessary lemmas.
For I ⊆ IN we define QI =
∑
j∈I Qj and set Qφ = 0.
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Lemma 1.2. Let 0 ≤ n < m be integers and let y =
∑
i/∈(n,m) aiy
′
i with ‖y‖ = 1. Then
for j ∈ (n,m), ‖Qjy‖ < εj and ‖Q(n,m)y‖ < εn.
Proof. Let n < j < m. Then by (1.5), (1.4), (1.2) and (1.3),
‖Qjy‖ ≤ 2
(∑
i≤n
‖Qjy
′
i‖+
∑
i≥m
‖Qjy
′
i‖
)
< 2(nε˜j + ε˜m−1)
≤ (2j + 2)ε˜j ≤ 4jε˜j < εj
.
Thus ‖Q(n,m)y‖ <
∑
j∈(n,m) εj < εn by (1.1).
Lemma 1.3. Let 0 = p0 < r0 = 1 < p1 < r1 < p2 < r2 < · · · be integers and let
y =
∑∞
i=1 aiy
′
pi with ‖y‖ = 1. Then for i ∈ IN,
‖Q[ri−1,ri)y − aiy
′
pi
‖ < εpi−1−1 .
Proof.
‖Q[ri−1,ri)y − aiy
′
pi
‖
≤ ‖Q[ri−1,ri)
∑
j 6=i
ajy
′
pj‖+ ‖Q[ri−1,ri)aiy
′
pi − aiy
′
pi‖
which by lemma 1.2 is
< εri−1−1 + ‖Q[1,ri−1)aiy
′
pi
‖+ ‖Q[ri,∞)aiy
′
pi
‖
< εri−1−1 + 2
∑
k<ri−1
‖Qky
′
pi
‖+ 2εri−1 (by (1.5) and lemma 1.2)
< εri−1−1 + 2(ri−1 − 1)ε˜pi + 2εri−1 (by (1.4))
≤ εpi−1 + 2piε˜pi + 2εpi < εpi−1 + 4εpi (by (1.2))
< εpi−1−1 (by 1.1) .
Lemma 1.4. Let i ∈ IN, x ∈ Ei and ‖x‖ ≤ C. Then
‖QjTx‖ < εmax(i,j) if j 6= i, i− 1 ,
‖Q[1,i−2]Tx‖ < εi−1 and ‖Q[i,∞)Tx‖ < εi−1 .
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Proof. Let x =
∑
ℓ∈(qi−1,qi]
ωℓ with ωℓ ∈ E˜ℓ.
‖QjTx‖ ≤
∑
k∈(qj−1,qj ]
∑
ℓ∈(qi−1,qi]
‖Q˜kTωℓ‖
(if j < i− 1) : <
∑
k∈(qj−1,qj ]
∑
ℓ∈(qi−1,qi]
ε˜ℓ (by (1.4))
< qj ε˜qi−1 < qi−1ε˜qi−1 < εqi−1+2 < εi using (1.2)
(if j > i) : <
∑
k∈(qj−1,qj ]
∑
ℓ∈(qi−1,qi]
ε˜k
<
∑
k∈(qj−1,qj ]
qiε˜k ≤ qiε˜qj−1
≤ qj−1ε˜qj−1 < εqj−1+2 ≤ εj+1 < εj .
Finally,
‖Q[1,i−2]Tx‖ ≤
i−2∑
k=1
‖QkTx‖ <
i−2∑
k=1
εi = (i− 2)εi < εi−1
and
‖Q[i,∞)Tx‖ ≤
∞∑
k=i
‖QkTx‖ <
∞∑
k=i
εk < εi−1 .
Lemma 1.5. Let ‖x‖ ≤ C, x =
∑
k 6=j,j+1 ωk where ωk ∈ Ek for all k. Then
‖QjTx‖ < εj−1 .
Proof. By lemma 1.4,
‖QjTx‖ ≤
∑
k 6=j,j+1
‖QjTωk‖ <
∑
k<j
εj +
∑
k>j+1
εk
< (j − 1)εj + εj = jεj < εj−1 .
Lemma 1.6. Let 1 ≤ n < m and x =
∑
ωj , ‖x‖ ≤ C, with ωj ∈ Ej for all j. Suppose
that ‖QjTx‖ < 2εj−1 for n < j < m. Let aj−1 = Qj−1Tωj and bj = QjTωj . Then
a) ‖aj + bj‖ < 3εj−1 for n < j < m and
b) ‖
∑
j∈(r,s] Tωj − (ar + bs)‖ < 5εr−1 if n < r < s < m.
Proof. a) Let n < j < m. By lemma 1.5, ‖QjTx−(aj+bj)‖ = ‖Qj(
∑
i6=j,j+1 Tωi)‖ < εj−1.
Since ‖QjTx‖ < 2εj−1, a) follows.
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b) Let n < r < s < m and let j ∈ (r, s]. Then Tωj = aj−1 + bj + γj where
‖γj‖ < 2εj−1 by lemma 1.4. Thus
‖
s∑
r+1
Tωj − (ar + bs)‖
≤ ‖ar + br+1 + ar+1 + br+2 + · · ·+ as−1 + bs − (ar + bs)‖+
s∑
j=r+1
2εj−1
<
s−1∑
r+1
‖aj + bj‖+ 2εr−1
<
s−1∑
r+1
3εj−1 + 2εr−1 (by a))
< 5εr−1 .
We next come to the key lemma. Let (Pj) be the sequence of finite rank projections
on X associated with (Ej). For I ⊆ IN, we let PI =
∑
i∈I Pi.
notation: If x =
∑
xj ∈ X with xj ∈ Ej for all j and x ∈ X , we define
x ≺∼ x if x =
∑
ajxj with 0 ≤ aj ≤ 1 for all j .
Lemma 1.7. Let n ∈ IN and let ε > 0. There exists m ∈ IN, m > n + 1, such that
whenever x ∈ CBaX with ‖QjTx‖ < 2εj−1 for all j ∈ (n,m) then: there exists x ≺∼ x
with
1) ‖Tx− Tx‖ < ε and
2) Prx = 0 for some r ∈ (n,m).
Remark. Lemma 1.7 is the main difference between our result and Johnson’s earlier special
case [J]. In the case where T does not fix a copy of c0, Johnson showed that one could take
x = x− Pr(x) for some r ∈ (n,m).
The proof of lemma 1.7 requires the following key
Sublemma 1.8. Let n ∈ IN and ε > 0. There exists an integer m = m(n, ε) > n + 1
satisfying the following. Let x ∈ CBaX , x =
∑
ωj with ωj ∈ Ej for all j. Assume in
addition that ‖QjTx‖ < 2εj−1 for j ∈ (n,m) and set aj−1 = Qj−1Tωj and bj = QjTωj .
Then there exist k ∈ IN and integers n < i1 < · · · < ik < m such that
(1.6) k−1‖ai1 + ai2 + · · ·+ aik‖ < ε .
Proof of Lemma 1.7. Let n ∈ IN and ε > 0. Choose n0 ≥ n such that
(1.7) εn0 < ε/12 .
Let m1 = m(n0 + 1, ε/3) be given by the sublemma and let m = m(m1, ε/3).
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Let x =
∑
ωj ∈ CBaX with ωj ∈ Ej for all j and suppose that ‖QjTx‖ < 2εj−1,
aj−1 = Qj−1Tωj and bj = QjTωj for j ∈ (n,m). By our choice of m there exist integers
k and K and integers n ≤ n0 < n0 + 1 < i1 < i2 < · · · < ik < m1 < j1 < · · · < jK < m
such that
k−1‖ai1 + · · ·+ aik‖ < ε/3 and(1.8)
K−1‖aj1 + · · ·+ ajK‖ < ε/3 .(1.9)
Define
x =
i1∑
1
ωj +
k − 1
k
i2∑
i1+1
ωj + · · ·+
1
k
ik∑
ik−1+1
+
0
k
j1∑
ik+1
ωj
+
1
K
j2∑
j1+1
ωj + · · ·+
K
K
∞∑
jk+1
ωj .
Clearly (2) holds and we are left to check (1).
‖Tx− Tx‖ = ‖
1
k
i2∑
i1+1
Tωj +
2
k
i3∑
i2+1
Tωj
+ · · ·+
k
k
j1∑
ik+1
Tωj +
K − 1
K
j2∑
j1+1
Tωj + · · ·+
1
K
jK∑
jK−1+1
Tωj‖ .
Thus by lemma 1.6,
‖Tx− Tx‖ ≤ ‖
1
k
ai1 +
1
k
bi2 +
2
k
ai2 +
2
k
bi2
+ · · ·+
k
k
aik +
K
K
bj1 +
K − 1
K
aj1 +
K − 1
K
bj2 + · · ·+
1
K
ajK−1 +
1
K
bjK‖
+ k−1
k∑
j=1
5jεij−1 +K
−1
K∑
ℓ=1
5ℓεjℓ−1 .
Now k−1
∑k
j=1 5jεij−1 ≤ 5
∑k
j=1 εij−1 < εi1−2 ≤ εn0 and K
−1
∑K
ℓ=1 5ℓεjℓ−1 < εn0 as
well.
Thus
‖Tx− Tx‖ < k−1‖ai1 + · · ·+ aik‖+K
−1‖bj1 + · · ·+ bjK‖
+ k−1
k∑
j=2
‖bij + aij‖+K
−1
K−1∑
ℓ=1
‖bjℓ + ajℓ‖+ 2εn0 .
From (1.8), (1.9) and lemma 1.6 we obtain
‖Tx− Tx‖ <
ε
3
+
ε
3
+
k∑
j=2
3εij−1 +
K−1∑
ℓ=1
3εjℓ−1 + 2εn0
<
2ε
3
+ εn0 + εn0 + 2εn0 < ε
6
(by (1.7)).
Proof of Sublemma 1.8. If the sublemma fails then by a standard compactness argument
we obtain ωj ∈ Ej for j ∈ IN such that for all m,
‖
m∑
j=1
ωj‖ ≤ C and ‖QjT (
m∑
i=1
ωi)‖ ≤ 3εj−1
if n < j < m. The extra εj−1 comes from an application of lemma 1.5. Furthermore
setting Qj−1Tωj = aj and QjTωj = bj for j ∈ IN, then for all k and all n < i1 < · · · < ik
we have
(1.10) k−1‖ai1 + · · ·+ aik‖ ≥ ε .
Now aj ∈ Fj and (Fj) is a shrinking f.d.d. Thus (aj)j>n is a seminormalized weakly
null sequence. By (1.10) any spreading model of a subsequence of (aj) must be equivalent
to the unit vector basis of ℓ1 (see [BL] for basic information on spreading models). In
particular we can choose an even integer k and integers n < i1 < · · · < ik such that
(1.11) ‖ai1 − ai2 + · · ·+ aik−1 − aik‖ > C‖T‖+ 1 .
However,
C‖T‖ ≥ ‖T (
i2∑
i1+1
ωj +
i4∑
i3+1
+ · · ·+
ik∑
ik−1+1
ωj)‖
≥ ‖ai1 + bi2 + ai3 + bi4 + · · ·+ aik−1 + bik‖
− 5
k∑
j=1
εij−1 (by lemma 1.6) .
Now 5
∑k
j=1 εij−1 < εi1−2 and by lemma 1.6 and (1.11)
‖ai1 + bi2 + · · ·+ aik−1 + bik‖
≥ ‖ai1 − ai2 + ai3 − ai4 + · · ·+ aik−1 − aik‖
−
k/2∑
j=1
‖ai2j + bi2j‖ > C‖T‖+ 1−
k/2∑
j=1
3εi2j−1 .
Thus
C‖T‖ > C‖T‖+ 1− εi1−2 − εi2−2
≥ C‖T‖+ 1− 2εi1−2 > C‖T‖ ,
which is impossible.
Completion of the proof of Theorem A.
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Let the integer m given by lemma 1.7 be denoted by m = m(n; ε). Choose 1 < p1 <
p2 < · · · such that for all i, pi+1 − 1 ≥ m(pi; εpi). Let (yi) = (y
′
pi
). We shall prove that
(yi) is unconditional.
Let y =
∑
aiyi, ‖y‖ = 1, x ∈ CBaX , Tx = y and let x =
∑∞
i=0 gi where g0 = P[1,p1)x
and gi = P[pi,pi+1)x for i ≥ 1. We shall apply lemma 1.7 to each gi for i ≥ 1. Fix i ≥ 1
and let (n,m) = (pi, pi+1 − 1). Let j ∈ (n,m). Then ‖Qjy‖ < εj by lemma 1.2. Thus
‖QjTx‖ = ‖QjTgi+QjT
∑
k 6=i gk‖ < εj . However ‖QjT
∑
k 6=i gk‖ < εj−1 by lemma 1.5 so
‖QjTgi‖ < εj−1+εj < 2εj−1. Thus by lemma 1.7 there exist gi
≺
∼ gi and ri ∈ (pi, pi+1−1)
such that Prigi = 0 and ‖Tgi − Tgi‖ < εpi for all i ∈ IN.
Let x =
∑∞
i=0 gi =
∑∞
i=1 xi where g0 = g0 and xi = p[ri−1,ri)x for i ∈ IN (r0 = 1). Of
course, xi = P(ri−1,ri)x if i > 1.
Claim: ‖Txi − aiyi‖ < 4εpi−1−1 for i ∈ IN.
Indeed ‖Q[ri−1,ri)y − aiyi‖ < εpi−1−1 by lemma 1.3. Thus the claim follows from the
Subclaim: ‖Q[ri−1,ri)Tx− Txi‖ < 3εpi−1−1.
To see this we first note that
‖Q[ri−1,ri)Tx−Q[ri−1,ri)T (gi−1 + gi + gi+1)‖
≤
∑
k∈[ri−1,ri)
‖Qk
∑
j 6=i−1,i,i+1
Tgj‖
<
∑
k∈[ri−1,ri)
εk−1 (by lemma 1.5)
< εri−1−1 .
Also
‖Q[ri−1,ri)T (gi−1 + gi + gi+1)−Q[ri−1,ri)T (gi−1 + gi + gi+1)‖
≤ ‖T (gi−1 + gi + gi+1 − gi−1 − gi − gi+1)‖
< εpi−1 + εpi + εpi+1 < εpi−1−1 .
Finally, applying lemma 1.5 again we have
‖Q[ri−1,ri)[T (gi−1 + gi + gi+1)− T (xi)]‖
< εri−1−1 , and the subclaim follows .
Let δi = ±1. Then
‖
∑
δiaiyi‖ ≤ ‖
∑
δi(aiyi − Txi)‖
+ ‖
∑
δiTxi‖
<
∑
4εpi−1−1 + ‖T‖ ‖
∑
δixi‖
(by the claim)
≤ 1 + C‖T‖ .
The proof of Theorem A yields the following
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Proposition 1.9. Let X have a shrinking K-unconditional f.d.d. (Ei) and let T be a
bounded linear operator from X onto Y . Let T (CBaX) ⊇ BaY . Then if εi ↓ 0 and if (y
′
i)
is a normalized weakly null basic sequence in Y there exists a subsequence (yi) of (y
′
i) and
integers p1 < p2 < · · · with the following property. Let ‖
∑
aiyi‖ ≤ 2. Then there exists
x =
∑
xi ∈ 2CKBaX , (xi) a block basis of (Ei), such that
‖Txi − aiyi‖ < εi for all i .
Moreover there exist (ri) with 0 = r0 < p1 < r1 < p2 < r2 < · · · such that xi ∈
[Ej]j∈(ri−1,ri) for all i.
Corollary 1.10. Let X have a shrinking K-unconditional f.d.d. and let T be a bounded
linear operator from X onto the Banach space Y . Then Y contains c0 if and only if T fixes
a copy of c0.
Proof. If Y contains co then there exists (see [Ja]) (yi), a normalized sequence in Y , with
2−1 ≤ ‖
∑
aiyi‖ ≤ 2 if (ai) ∈ Sc0 , the unit sphere of co. Let εi ↓ 0 with
∑
εi < 1. We may
assume that (yi) satisfies the conclusion of proposition 1.9. Thus for all n ∈ IN there exist
0 = rn0 < p1 < r
n
1 < p2 < r
n
2 < · · ·
and xni ∈ [Ej]j∈(rni−1,rni ) such that if x
n =
∑
i≤n x
n
i , then ‖x
n‖ ≤ 2CK and ‖Txni −yi‖ < εi
for i ≤ n.
By passing to a subsequence (xnk) we may assume limk→∞ r
nk
i = ri and limk→∞ x
nk
i =
xi exist for all i ∈ IN. Thus xi ∈ [Fj ]j∈(ri−1,ri) with r0 = 0 < r1 < r2 < · · ·, ‖Txi−yi‖ < εi
for all i and supn‖
∑n
1 xi‖ <∞. It follows that (xi) is equivalent to the unit vector basis
of c0. Moreover if we choose ωi ∈ εiCBaX with Tωi = yi − Txi then T (xi + ωi) = yi and
some subsequence of (xi + ωi) is also a c0 basis. Hence T fixes c0.
§2. The proof of Theorem B.
We begin by recalling the definition of the Schreier space S [S]. Let c00 be the linear
space of all finitely supported real valued sequences. For x = (xi) ∈ c00 set
‖x‖ = max
i
{
p∑
i=1
|xki | : p ∈ IN and p ≤ k1 < · · · < kp} .
S is the completion of (c00, ‖ · ‖). We let ‖x‖0 denote the c0-norm of x. The unit vector
basis (en) is a shrinking 1-unconditional basis for S. S can be embedded into C(ω
ω) and
thus S is c0-saturated.
Theorem B will follow from a quantitative version, Theorem B′ (below). Given a
sequence (xn), λ > 0 and F a finite nonempty subset of IN, y = λ
∑
n∈F xn is said to be a
1-average of (xn). We say that a Banach space X has property-S(1) if every normalized
weakly null sequence in X admits a block basis of 1-averages which is equivalent to the
unit vector basis of c0. S has property-S(1).
Theorem B′. Let Y be a quotient of S. Then Y has property-S(1).
We shall use the following simple
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Lemma 2.1. Let (xn) be a normalized weakly null sequence in S with limn ‖xn‖0 = 0.
Then some subsequence of (xn) is equivalent to the unit vector basis of c0.
Let T be a bounded linear operator from S onto a Banach space Y and let (y′i) be a
normalized weakly null basic sequence in Y . Let T (CBaS) ⊇ BaY .
Lemma 2.2. If no block basis of 1-averages of (y′i) is equivalent to the unit vector basis
of c0, then there exists δ > 0 such that if x ∈ 3CBaS, Tx is a 1-average of (y
′
i) and
‖Tx‖ > 1/3 then ‖x‖0 > δ.
Proof. If no such δ exists then there exists (xi) ⊆ 3CBaS with limi ‖xi‖0 = 0, ‖Txi‖ >
1
3
and Txi a 1-average of (y
′
i) for all i. By lemma 2.1 there exists a subsequence (x
′
i) of (xi)
which is equivalent to the unit vector basis of c0. By passing to a further subsequence
we may assume that (Tx′i) is a seminormalized weakly null basic sequence in [(y
′
i)]. Thus
(Tx′i) is also equivalent to the unit vector basis of c0.
Proof of Theorem B′. Let (y′i) be a normalized weakly null sequence in Y . If (y
′
i) fails the
S(1) property, choose δ > 0 by lemma 2.1. Let (εi)
∞
i=1 be a sequence of positive numbers
satisfying
(2.1)
∞∑
i=1
εi < min(δ/(2C), 1) .
Let (yi) be the subsequence of (y
′
i) given by proposition 1.9 for the sequence (εi).
Choose an even integer m ∈ IN with
(2.2) m > 8C/δ .
From the theory of spreading models there exists (zi)
2m
i=1, a finite subsequence of (yi),
such that setting λ = ‖
∑2m
i=1 zi‖
−1,
(2.3) 2 > λ‖
∑
i∈F
zi‖ > 1/3 .
whenever F ⊆ {1, · · · , 2m} with |F | ≥ m.
Thus there exists x =
∑2m
i=1 xi ∈ 2CBaS with (xi) a block basis of (ei) and
‖Txi − λzi‖ < εi for i ≤ 2m. For i ≤ 2m choose ωi ∈ S with Tωi = λzi − Txi and
‖ωi‖ ≤ Cεi. Hence T (xi + ωi) = λzi.
Since ‖T (
∑2m
1 (xi + ωi))‖ > 1/3, and
‖
2m∑
1
(xi + ωi)‖ ≤ ‖
2m∑
1
xi‖+
2m∑
1
‖ωi‖ < 2C +
∞∑
1
εiC < 3C ,
by lemma 2.2 we have ‖
∑2m
1 (xi + ωi)‖0 > δ. Since ‖
∑2m
1 ωi‖0 ≤ ‖
∑2m
1 ωi‖ < δ/2 by
(2.1) there exists i1 ≤ 2m with ‖xi1‖0 > δ/2.
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Now
‖T (
2m∑
i=1
i6=i1
(xi + ωi))‖ = ‖
2m∑
i=1
i6=i1
λzi‖ >
1
3
and so we may repeat the argument above finding i2 6= i1 with ‖xi2‖0 > δ/2. In fact
by (2.3) we can repeat this m-times obtaining distinct integers (ik)
m
k=1 ⊆ {1, 2, · · · , 2m}
with ‖xik‖0 > δ/2 for k ≤ m. But then 2C ≥ ‖x‖ = ‖
∑2m
i=1 xi‖ ≥ ‖
∑m
k=1 xik‖ ≥∑m
k=m
2
+1 ‖xik‖0 ≥ δm/4 which contradicts (2.2).
§3. Open Problems
Our work suggests a number of problems, of which we list a few. For a more extensive
list of related problems and an overview of the current state of infinite dimensional Banach
space theory, see [R].
Problem 1. Let X be a Banach space having property (WU) which does not contain ℓ1
and let Y be a quotient of X . Does Y have property (WU)?
In light of Theorem A it is worth noting that C(ωω) has property (WU) [MR] but
does not embed into any space having a shrinking unconditional f.d.d. In fact C(ωω) is
not even a subspace of a quotient of such a space. Indeed C(ωω) fails property (U) (see
e.g. [HOR]) while any quotient of a space with a shrinking unconditional f.d.d. will have
property (U). In fact if X has property (U) and does not contain ℓ1, then any quotient of
X will have property (U) [R]. The next problem is due to H. Rosenthal.
Problem 2. Let X have a shrinking unconditional f.d.d. and let Y be a quotient of X .
Does Y embed into a Banach space having a shrinking unconditional f.d.d.?
We say that a Banach space Y has uniform-(WU) if there exists K < ∞ such that
every normalized weakly null sequence in Y has aK-unconditional subsequence. Our proof
of Theorem A showed that the quotient space Y has uniform-(WU).
Problem 3. If Y has property (WU) does Y have uniform-(WU)?
Theorem B solved a special case of the following well known problem.
Problem 4. Let Y be a quotient of C(ωω) (or more generally C(K) where K is a compact
countable metric space). Is Y c0-saturated?
Regarding this problem, T. Schlumprecht [Sc] has observed that if Y is a quotient of
C(ωω), then the closed linear span of any normalized weakly null sequence in Y which has
ℓ1 as a spreading model must contain c0.
It is not true that the quotient of a c0-saturated space must also be c0-saturated. The
separable Orlicz function space HM (0, 1), with M(x) = (e
x4 − 1)/(e − 1), considered in
[CKT] is c0-saturated and yet has ℓ2 as a quotient. We wish to thank S. Montgomery-Smith
for bringing this fact to our attention. However this space does not have an unconditional
basis and so we ask
Problem 5. Let X be a c0-saturated space with an unconditional basis and let Y be a
quotient of X . Is Y c0-saturated?
A more restricted and perhaps more accessible question is the following
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Problem 6. Let Y be a quotient of Sn, the n
th-Schreier space, where n ≥ 2. Is Y
c0-saturated? Does Y have property-S(n)?
Sn is defined as follows. Let ‖x‖1 be the Schreier norm. If (Sn, ‖·‖n) has been defined,
set for x ∈ c00, the finitely supported real sequences,
‖x‖n+1 = max{
p∑
k=1
‖Ekx‖n : p ≤ E1 < E1 < · · · < Ep} .
(Here p ≤ E1 means p ≤ minE1 and E1 < E2 means maxE1 < minE2. Also Ex(i) = x(i)
if i ∈ E and 0 otherwise.) Sn+1 is the completion of (c00, ‖ · ‖n+1). The unit vector basis
(en) is a 1-unconditional shrinking basis for every Sn and Sn embeds into C(ω
ωn).
Property-S(n) is defined as follows. n-averages of a sequence (ym) are defined induc-
tively: an n + 1-average of (ym) is a 1-average of a block basis of normalized n-averages.
Y has property-S(n) if every normalized weakly null basic sequence in Y admits a block
basis of n-averages equivalent to the unit vector basis of c0. Sn has property-S(n).
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