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Resumo 
Em visualização de volumes, shell rendering e shear-warp rendering estão entre os métodos 
mais eficientes. She/1 rendering utiliza uma representação mais compacta dos dados vo-
lumétricos do que shear-warp rendering. Porém shear-warp rendering permite maior 
eficiência no rendering por explorar a fatoração shear-warp, da matriz de visualização. 
Este trabalho propõe uma extensão da estrutura de dados do shell rendering para per-
fatoração shear-warp da matriz de visualização. novo método, denominado shell 
rendering com fatoração shear-warp provê o melhor custo x benefício entre os métodos, 
considerando três aspectos: qualidade de imagem, velocidade de rendering e espaço em 
memória. Esta dissertação apresenta uma revisão sobre os principais conceitos em visu-
alização de volumes, descreve os métodos shell rendering, shear-warp rendering e shell 
rendering com fatoração shear-warp apontando suas diferenças nos aspectos computacio-
nais, e apresenta urna análise comparativa entre os três métodos. Urna outra contribuição 
importante é que esta dissertação aponta um erro conceitual do shell rendering, o qual 
afeta a corretude do rendering e por conseqüência, a qualidade da imagem gerada. 
Vlll 
Abstract 
volume visualization, shell rendering and shear-warp rendering are among the most 
efficient methods. Shell rendering utilizes a more compact data representation than shear-
warp rendering. On the other hand, shear-warp rendering allows a more efficient rendi-
tion due to the shear-warp factorization of the viewing matrix. This work proposes an 
extension o f the data structure of shell rendering to allow shear-warp factorization of the 
v1ewmg The new method, named shell factorization, 
provides the best cost x benefit compromise among rnethods, considering three as-
pects: image quality, speed of rendering, and rnemory requirernents. This dissertation 
presents a review of the main concepts in volume visualization, describes the rnethods 
shell rendering, shear-warp rendering and shell rendering with shear-warp factorization 
pointing out their differences in the cornputationa! aspects, and presents a comparative 
analysis among them. Another important contribution reported in this dissertation is a 
conceptual mistake of shell rendering, which affects the correctness of the rendering, and 
as consequence the final image quality. 
!X 
"Calvin: I think we have got enough information now, don't you? 
Hobbes: AI! we have is one 'fact' that you made up. 
Calvin: That's plenty. By the time we add an introduction, a few illustrations 
and a conclusion, it '!I look like a graduate thesis." 
Calvin & Hobbes 
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Capítulo 1 
Introdução 
A visualização volumétrica tem sido utilizada em várias áreas tais como microscopia, 
modelagem molecular, astrofísica, geofísica, química e engenharia. medicina, a visua-
lização pode auxiliar no diagnóstico por imagens, no planejamento e acompanhamento de 
cirurgias, em tratamentos por radiação, no estudo da cinemática de articulações, na ca-
racterização de doenças que afetam a anatomia e a fisiologia de determinadas estruturas, 
e na educação médica [1]. Nessas aplicações, a principal meta é auxiliar os especialistas na 
compreensão de fenômenos físicos complexos do corpo humano tendo corno base, dados 
relacionados com parâmetros físicos, tais como, medidas de densidade, velocidade, carga 
eletrostática e entropia. O enfoque desta dissertação é a visualização de volumes aplicada 
à medicina. 
Pesquisadores ao longo das últimas duas décadas têm se empenhado em desenvolver 
técnicas de processamento, visualização e análise de dados biomédicos 3D. Graças ao 
aumento da velocidade de processamento e capacidade de memória dos computadores, 
e ao surgimento de novas modalidades de aquisição de dados - tomografia por Raios-X 
(CT eSpiral CT), tomografia por emissão de pósitron (PET), tomografia por emissão de 
fóton (SPECT), ressonância magnética (MRI), ressonância magnética funcional (fMRI), 
ultrasom, microscopia confocal -um rápido crescimento no desenvolvimento de hardware 
e software para implementação dessas técnicas tem sido possíveL 
Estes equipamentos adquirem dados na forma de imagens de fatias paralelas e ortogo-
nais a um dos eixos principais do paciente ( e.g. cortes transversais, sagitais e coronais). 
O empilhamento destas imagens, mantendo o espaçamento original entre elas, pode ser 
idealizado de forma que cada pixel representa o volume de um pequeno paralelepípedo 
no espaço 3D, denominado voxeL Este volume de dados é denominado cena e representa 
amostras em uma região 3D do corpo do paciente. Cada voxel tem associado um número 
inteiro proporcional ao tom de cinza do pixel na imagem correspondente. Cada um desses 
valores representa a integração de uma propriedade física que está sendo mensurada no 
1 
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interior da cena. Em uma cena os objetos de interesse para visualização são órgãos ou 
outras estruturas do corpo associadas ao problema em estudo. 
1.1 Visualização Medicina 
Existem três importantes etapas em visualização de volumes na medicina - classificação, 
representação, e rendering. Classificação é processo de atribuir aos voxels opacidades 
proporcionais ao grau de interesse nesses voxels para visualização. O maior desafio na 
classificação é identificar que voxels pertencem a objetos distintos, que é, em essência, um 
problema de segmentação [2]. Representação consiste em definir um modelo geométrico 
para o objeto classificado e uma estrutura de dados para armazenar o modelo junto com 
um conjunto de atributos para visualização. Rendering é o processo de simulação da 
propagação dos raios de luz através da cena e da determinação da luz que alcança o 
observador para criar vistas dos objetos selecionados. 
Abordagens de visualização podem ser classificadas em dois grupos - rendering de 
superfície e rendering de volume. Em rendering de superfície, os voxels são classificados 
como opacos ou transparentes [3, 4, 5, 6]. Como conseqüência, um modelo geométrico da 
superfície dos objetos pode ser criado. Os métodos podem ser posteriormente divididos em 
duas classes de modelos geométricos - poligonal e digital. Métodos digitais representam 
a superfície dos objetos como um conjunto de primitivas - voxel e faces de voxel - que 
estão diretamente associados com o sistema de coordenadas da cena [5, 6]. Em modelos 
poligonais, um conjunto de polígonos - mais comumente triângulos - são utilizados para 
representar a superfície [3, 4]. Em rendering de volume, o processo de classificação é 
nebuloso onde voxels têm um grau contínuo de opacidade que varia de transparente a 
opaco [6, 7, 8, 9]. O modelo geométrico dos objetos é digital (um conjunto de voxels), e no 
caso de classificação binária, rendering de volume é equivalente ao rendering de superfície 
digital, o que torna esta abordagem interessante, simples e flexível para visualização. 
1.2 Motivação 
A despeito das dificuldades inerentes ao processo de classificação, visualização em ve-
locidade interativa é fundamental. Isto é sempre um desafio porque a quantidade de 
informação para visualização normalmente requer bastante espaço de memória e cálculos 
computacionais intensivos. Pesquisadores têm proposto hardware especializado [9, 10] e 
algoritmos que comprometem qualidade de imagem por velocidade [11, 12] na intenção 
de resolver o problema de velocidade. Enquanto o desenvolvimento de hardware dedicado 
é importante para avançar o conhecimento em computação, abordar o problema da in-
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teratividade através de algoritmos eficientes pode ser mais prático do ponto de vista de 
disponibilidade e portabilidade das implementações. Ainda mais, considerando que mais 
de 85% dos voxels são normalmente classificados como transparentes, as abordagens mais 
interessantes para o problema de velocidade usam estruturas de dados espaciais que co-
dificam a presença e/ ou ausência de voxels de alta opacidade para eliminar o cálculo em 
regiões transparentes da cena como também em regiões de alta opacidade [6, 7, 8, 13, 14]. 
Entre estas abordagens, as técnicas de maior sucesso têm sido shell rendering [6] e shear-
warp rendering [13]. Considerando a importância destas técnicas para visualização, o 
enfoque desta dissertação está no estudo e aprimoramento dessas técnicas. 
1.3 Shell Rendering e Shear- Warp Rendering 
Shell rendering usa uma estrutura de dados compacta de voxe!s, que consiste de uma lista 
de de visualização não-transparentes e um arranjo de ponteiros 
para esta lista. Shear-warp rendering usa uma lista de voxels não-transparentes e de 
atributos para visualização, e para cada eixo principal do sistema de coordenadas 3D, usa 
uma lista para armazenar o comprimento de corridas transparentes e não-transparentes 
de voxel e um arranjo de ponteiros lD para a lista de comprimento de corrida e para a 
lista de voxels. Shell rendering utiliza voxel splatting com remoção de superfície front-to-
back enquanto shear-warp rendering combina as vantagens de voxel splatting e ray casting 
através da fatoração shear-warp da matriz de visualização [15]. Os dois métodos provêm 
renderíng de superfície e rendering de volume com imagens de alta qualidade. Shell 
rendering de superfície é de 18 a 31 vezes mais rápido em um PC Pentium de 300MHz 
que métodos poligonais baseados em software e em hardware, incluindo aqueles baseados 
em máquinas muito caras como a Silicon Graphics Reality Engine II, como mostrado em 
[16]. Shell rendering também foi estendido para prover perspectiva digital [17] e para o 
rendering de modelos geométricos poligonais dentro do mesmo ambiente de trabalho [18] 
sem comprometer a velocidade de rendering. Ao mesmo tempo, shear-warp rendering tem 
sido desenvolvido em vários aspectos - implementação paralela, seqüencial, baseada em 
software, e baseada em hardware [19, 20, 21, 22, 23, 24, 25, 26]. 
1.4 Objetivos 
A partir da descrição sucinta sobre as características principais dos métodos shell rende-
ring e shear-warp rendering, pode-se perceber que shell rendering requer menos espaço de 
memória do que shear-warp rendering. Porém shear-warp renderíng parece prover maior 
eficiência que shell rendering por explorar a fatoração shear-warp da matriz de visua-
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lização. Tendo em vista o estudo e aprimoramento desses métodos, os objetivos deste 
trabalho foram: 
1. um híbrido que combinasse as vantagens do shell rendering com 
relação baixo uso de memória e as vantagens da fatoração shear-warp. 
2. Fazer uma análise comparativa dos três métodos, shell rendering, shear-warp ren-
dering, e shell rendering com fatoração shear-warp, com relação aos aspectos: qua-
lidade de imagem, velocidade de rendering e uso de memória. 
1.5 Contribuições 
As principais contribuições deste trabalho são: 
• O método shell rendering com fatoração shear-warp [27], 
custo x benefício entre os três métodos. 
s Uma análise comparativa dos métodos que envolveu 10 objetos de diferentes tama-
nhos e derivados de cenas de diversas modalidades de aquisição de dados [28]. 
" A descoberta de um erro conceitual no shell rendering [29] que afeta a corretude de 
rendering, e por conseqüência, a qualidade da imagem final. 
1.6 Organização do Trabalho 
Esta dissertação está organizada como a seguir. O capítulo 2 faz uma revisão dos principais 
conceitos sobre visualização de volumes. 
O capítulo 3 apresenta dois métodos de rendering relacionados com este trabalho, Shell 
Rendering e Shear-Warp Renderíng. Cada método será brevemente descrito em termos 
sua representação e projeção. 
O método proposto neste trabalho é apresentado no capítulo 4. Uma nova repre-
sentação computacional é sugerida, assim como um algoritmo de rendering, adequado à 
representação. 
No capítulo 5, os métodos são comparados e analisados de acordo com os três aspectos: 
qualidade de imagem, velocidade de rendering e uso de memória. 
O capítulo 6 conclui o trabalho através da discussão dos objetivos alcançados e lança 
sugestões de trabalhos futuros. 
Capítulo 2 
Visualização de volumes 
Este capítulo apresenta os conceitos básicos em visualização de volumes necessários à com-
preensão do restante da dissertação. Esses conceitos provêm áreas processamento 
de imagens [2] e computação gráfica [30]. Eles são organizados em cinco etapas princ:íp:~is 
de um sistema de visualização: aquisição, pré-processamento, classificação, representação 
e rendering. A aquisição consiste do processo de captura, digitalização e armazenamento 
de propriedades físicas na forma de uma seqüencia de imagens digitais, referida como 
cena. O pré-processamento utiliza operações de processamento de imagens para preparar 
a cena para classificação. A classificação associa um valor de opacidade aos voxels da cena 
proporcional ao grau de interesse para visualização. A representação define um modelo 
para os objetos classificados na cena e uma estrutura de dados para armazenar o modelo 
e as informações necessárias para visualização. O rendering simula a propagação de luz 
na cena para gerar as diferentes vistas dos objetos selecionados. 
2.1 Aquisição de Imagens 
A aquisição dos dados volumétricos é feita por um sensor para imageamento com capaci-
dade de digitalização de sinais. Os dados volumétricos são adquiridos por tomógrafos em 
forma de imagens de cortes (ou fatias) paralelas ao longo de um dos eixos do paciente. 
Cada imagem está associada a uma localização k E Z no eixo z com uma espessura e 
que pode variar de lmm a 15mm, dependendo da resolução necessária à aplicação. Estas 
imagens têm tamanhos 1 típicos de 256 x 256 e 512 x 512 pixels, onde cada pixel tem a pro-
fundidade de 12 bits. Os espaçamentos entre fatias adjacentes são normalmente maiores 
que os espaçamentos entre pixels adjacentes da mesma fatia. As imagens são agrupadas 
na ordem crescente de sua posição k em uma única estrutura, chamada de cena, cujo 
1 A nova geração de tomógrafos vai produzir imagens de tamanhos 1024 x 1024 pixels 
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2.2. 6 
Fatias 
Figura 2.1: Imagens de fatias paralelas formam urna grade retangular finita V de voxels 
denominada cena. 
elemento básico de construção é chamado de voxel (volume element). No caso em que a 
amostragem é variável ao longo do eixo z, o espaçamento entre fatias adjacentes torna-se 
variável, o que permite que determinadas regiões fiquem mais detalhadas em detrimento 
do detalhe de outras regiões. 
Matematicamente, urna cena é um par (V, f) consistindo de uma grade retangular 
finita V de voxels (pontos em Z 3 ), e um mapeamento f que designa para cada voxel v 
em V um valor de intensidade f(v) em z. Uma cena é comumente armazenada como uma 
matriz 3D de voxels, onde cada voxel representa um pequeno paralelepípedo em R3. Uma 
cena pode conter um ou mais objetos de interesse para visualização.Um objeto em V é um 
conjunto O de voxels formando um ou mais componentes conexos em Z 3 . Cada objeto 
possui uma borda B ç: O, definida pelo conjunto de voxels formado por todos os voxels 
Vb E O, onde a vizinhança de vb intercepta O e o complemento de O. 
2.2 Pré-processamento 
O pré-processamento pode ser entendido como qualquer operação de processamento de 
imagens que mapeia um cena C1 em outra cena C2 visando aumentar as chances de sucesso 
na classificação e/ou extrair informação para visualização. Estas operações são: filtragem, 
segmentação, volume de interesse, transformações radiométricas e reamostragem. 
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2.2.1 Filtragem 
O uso de máscaras espaciais para processamento de imagens é usualmente chamado de fil-
traaeJn especial (em contrapartida à expressão filtragem no domínio da freqüência usando 
a transformada de Fourier). Nesta seção são considerados filtros lineares e não-lineares 
para filtragem de imagens [2]. 
Seja r uma filtragem que transforma uma cena C1 em outra cena C2 . r é um filtro 
linear se: 
(2.1) 
para cenas C1 e C2 e a, b constantes quaisquer. 
Os denominados filtros passa-baixas atenuam ou eliminam os componentes de alta-
freqüência no domínio de Fourier enquanto deixam as freqüências baixas inalteradas. 
Filtros passa-baixas são normalmente usados para reduzir de quantização e suavizar 
bordas para visualização da geração normais. De modo similar, passa-
altas atenuam ou eliminam os componentes de baixa-freqüência. O efeito resultante da 
filtragem passa-altas é um aparente realce das bordas e outros detalhes finos. Este tipo 
de filtro é útil no cálculo de vetores normais para visualização e na localização das regiões 
de bordas para classificação. Um terceiro tipo de filtragem, denominado filtragem passa-
banda, remove regiões selecionadas de freqüências entre altas e baixas freqüências. Esses 
filtros são usados para restauração de cenas e raramente são interessantes para realce de 
cenas. Independentemente do tipo filtro linear usado, entretanto, a abordagem clássica 
consiste em somar os produtos entre os coeficientes da máscara e as intensidades dos 
voxels sob a máscara numa posição específica da cena. 
Filtros espaciais não-lineares baseiam-se diretamente nos valores dos voxels na vizi-
nhança considerada, não utilizando coeficientes como filtros lineares. Exemplos são os 
filtros mediana para eliminar ruído impulsivo e filtros morfológicos. Filtros morfológicos 
constituem alternativas à filtragem não-linear e são caracterizados por uma transformação 
T crescente e idempotente [31]. Neste sentido, a erosão e a dilatação, por não serem idem-
potentes, não constituem filtros morfológicos. Por sua vez, a abertura e o fechamento 
são exemplos típicos de operadores de filtragem, cuja composição também define filtros. 
A filtragem morfológica é muito útil também no pós-processamento de imagens, onde 
filtros de fechamento melhoram a qualidade da imagem gerada por rendering, removendo 
artefatos. 
2.2.2 Segmentação 
Um dos principais desafios em visualização de volumes é identificar quais voxels pertencem 
a quais objetos na cena. Esta operação é chamada segmentação. A segmentação subdivide 
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uma cena em suas partes ou objetos constituintes. O nível até o qual essa subdivisão deve 
ser realizada depende do problema a ser resolvido [1, 2]. 
Segmentação tem duas tarefas relacionadas - reconhecimento e delineação. Reconhe-
cimento é a tarefa, em alto nível, de determinar a posição aproximada do na cena. 
Delineação é a tarefa, em baixo nível, de determinar a extensão espacial do objeto. Na 
maioria das tarefas de reconhecimento, operadores humanos treinados superam qualquer 
algoritmo de computador. Por outro lado, algoritmos de computador delineiam objetos 
de forma mais precisa, eficiente e exata que o ser humano. 
Abordagens para reconhecimento podem ser classificadas em dois grupos: automática 
e assistida pelo usuário. Em métodos automáticos, uma entre duas abordagens é escolhida: 
baseada no conhecimento [32, 33, 34, 35] ou baseada em atlas [36, 37, 38, 39, 40, 41, 42]. A 
primeira abordagem usa técnicas de inteligência artificial para representar o conhecimento 
de objetos na região de interesse da cena. Usualmente, a delineação dos objetos é feita 
nrimeí1·o em uma fase treinamento para depois serem formadas e testadas as hipóteses. 
Essas operações formam um laço que pode ser executado diversas vezes antes que uma 
solução aceitável seja encontrada. A segunda abordagem utiliza um atlas já construído 
que representa as relações geométricas e topológicas dos objetos. Conseqüentemente, 
algumas entidades geométricas, como pontos, contornos, planos, identificados na cena de 
entrada (passo de delineação) para uma mesma região do corpo são mapeados para casar 
com as entidades homólogas no atlas. 
Em métodos de reconhecimento automático, a questão levantada é o que fazer em 
caso de falhas. Métodos completamente automáticos que são a prova de falhas e que têm 
funcionado corretamente de forma rotineira em um grande número de testes ainda não 
foram encontrados. A premissa em métodos assistidos pelo usuário é que uma simples 
ajuda de um operador é suficiente para o reconhecimento. 
Abordagens para delineação, por outro lado, foram estudadas mais extensivamente que 
aquelas para reconhecimento. De fato, a delineação por si só é usualmente considerada 
um problema de segmentação. Isto é, qualquer que seja a saída do método de delineação, 
esta é considerada uma representação do objeto de interesse. Duas classes de métodos 
existem para delineação: baseada em borda [43, 44], em que a saída representa a borda 
do objeto, e baseada em região [45, 46], em que a saída representa a região ocupada pelo 
objeto. Em ambos os grupos, a saída pode ser binária ou nebulosa. No caso binário, a 
saída é um conjunto de voxels, onde cada voxel tem um valor de pertinência ao objeto 
que é O ou 1. No caso nebuloso, a saída é um conjunto, onde um grau de pertinência ao 
objeto, no intervalo [0, 1], é associado a cada voxel. 
Considerando as duas estratégias de reconhecimento - automática e assistida pelo 
usuário - com as quatro abordagens de delineação, oito classes de estratégias de seg-
mentação são possíveis. 
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2.2.3 Volume de Interesse 
Geralmente o objeto de estudo ocupa apenas uma pequena porção do domínio da cena. 
operação volume de interesse (VOI) permite criar outra cena cujo domínio é um 
paralelepípedo que engloba a informação sobre todos os aspectos de interesse do objeto de 
estudo com o mínimo possível de O principal da operação 
de VOI é minimizar o espaço de armazenamento necessário para o processamento futuro 
da cena. Como exemplo, uma cena 512 x 512 x 64 contém mais de 16,5 milhões de voxels. 
Se a região ocupada pelo objeto de interesse é 200 x 200 x 64, então o número de voxels -
aproximadamente 2,5 milhões, - é cerca de sete vezes menos que a cena inteira. Outra 
razão para a operação de VOI pode ser a exclusão de um parte do objeto para revelar o 
seu interior na visualização. 
2.2.4 Transformações radiométricas 
As transformações radiométricas independem da localização espacial dos voxels na cena e 
podem, de maneira geral, ser representadas por uma operação do tipo look-up table (LUT) 
que transforma o nível de cinza 91 em um nível de cinza 92 . Seja G1 a escala de cinza 
da cena de entrada C1: G1 = [0, 1, ... , N1] e G2 a escala de cinza da cena resultante C2: 
G2 =[O, 1, ... , Nz]. Uma LUT é uma operação r(GI) >-+ r(G2) tal que 
(2.2) 
São exemplos de função radiométrica: stretching, normalização, limiarização e inten-
sidade de interesse. O objetivo do stretching é realçar o contraste entre dois pontos na 
escala de cinza G1 . A limiarização é utilizada com freqüência no processo de segmentação, 
onde G1 é mapeado em intensidades binárias (preto e branco). A operação de intensidade 
de interesse (IOI) tem o propósito de diminuir o espaço de armazenamento necessário para 
cada voxel através da redução do domínio de f 1 para Jz, dentro de um intervalo de inten-
sidades cuja representação computacional necessária é menor que em fi. Por exemplo, 
valores de intensidade em um intervalo de 256 níveis de cinza podem ser representados 
por 8 bits ao invés de 12 bits da cena original. 
2.2.5 Reamostragem 
O objetivo da reamostragem é converter uma cena C1 em outra cena C2 com um nível 
especificado de discretização isotrópica. Isto é, uma cena onde todos os voxels de uma 
cena têm tamanhos iguais e então cada voxel pode ser identificado por uma tripla (x, y, z) 
em Z 3 de coordenadas de seu centro. Esta operação é fundamental para evitar distorções 
na imagem visualizada. 
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Técnicas de rearnostragem podem ser divididas em duas categorias: baseada na cena 
e baseada no objeto [1]. Em métodos baseados na cena, os valores de intensidade da cena 
reamostrada são determinados diretamente dos valores de intensidade da cena de entrada. 
Em métodos baseados no objeto, alguma informação do "h' 0 "" é extraída da cena é usada 
no processo de rearnostragem. 
Métodos reamostragem baseados na cena 
Supondo que v' é um voxel na cena de saída C2 e que vi, i= 1, 2, ... , 8 são os voxels mais 
próximos na cena de entrada Cb conforme ilustra a Figura 2.2. A forma mais simples de 
reamostragem é contribuir a v', a intensidade do voxel mais próximo entre os voxels vi, 
i= 1, 2, ... , 8. Outra forma, muito comum em visualização de volumes, é a reamostragem 
linear, que assume que as intensidades dos voxels (g1) variam linearmente ao longo das 
direções x, y e z, conforme a Equação 2.3: 
(2.3) 
Para determinar a intensidade em qualquer ponto é (que representa o centro de um 
novo voxel v'), são encontrados oito voxels v1 , v2 , ••• , v8 em C1 tais que seus centros 
c1 , C:l, ... , c8 estão mais próximos de é. O cálculo da intensidade em é consiste de sete 
cálculos de reamostragem (Equação 2.3): a intensidade em r1 é calculada através das 
intensidades de c1 e c2 e a intensidade em r2 é calculada através das intensidades de 
c5 e c6. As intensidades de r 1 e r 2 são utilizadas no cálculo de reamostragem de r3. A 
intensidade em r4 é calculada de forma similar, utilizando três cálculos. Finalmente, gz(v') 
é calculado com base nas intensidades de r3 e r4 . 
Refatiamento A transformação de refatiamento pode ser definida como uma operação 
de reamostragem feita na espaço de coordenadas da cena, para visualizar uma ou mais fa-
tias em qualquer direção arbitrária, que não necessariamente x, y ou z. Esta transformação 
também permite que medidas quantitativas de distância e área possam ser feitas sobre as 
novas fatias. 
A orientação de uma nova fatia pode ser ortogonal, oblíqua ou curva em relação ao 
espaço da cena de entrada. Sua localização, resolução e espessura também são parâmetros 
arbitrários. Portanto, o centro e o volume de um voxel nem sempre coincidem com o centro 
e o volume de um voxel do espaço originaL Neste caso, torna-se necessária a utilização 
de técnicas de reamostragem para estimar a intensidade dos novos voxels. Os parâmetros 
de localização e orientação do refatiamento são especificados pelo usuário através de um 
plano ou uma linha. 
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Figura 2.2: Reamostragem trilinear: c1 , c2 , ... , c8 são os centros dos oito voxels que estão 
mais próximos de d, o centro de v1 • 
Uma grande vantagem do refatiamento é que o paciente não precisa se submeter a um 
novo exame para que fatias em outras orientações sejam obtidas. No caso das tomografias, 
evita que o paciente receba uma dose maior de radiação. Em outros casos, a orientação 
desejada para as fatias é algumas vezes impossível de ser obtida pelo equipamento to-
mográfico. 
Métodos de reamostragem baseados no objeto 
O primeiro método baseado no objeto que aparece na literatura é conhecido como reamos-
tragem baseada na forma, desenvolvido para cenas de entrada binárias [47]. Estas cenas 
são resultantes de um processo de segmentação, onde voxels com valor 1 representam o 
objeto de interesse e voxels com valor O representam o fundo. A reamostragem baseada na 
forma usa uma cena binária como entrada e gera outra cena binária para nível específico 
de discretização. O método consiste da conversão da cena de entrada binária Cb na cena 
C9 , ambas com mesmo domínio, pela designação, para cada voxel v em C9 , de um número 
que representa a menor distância entre v e a borda (mapa de distância Euclidiana) em Cb 
entre regiões do objeto e regiões na mesma fatia que contém v. O número é positivo se v 
tem uma intensidade 1 em Cb, caso contrário o número é negativo. A cena C9 é reamos-
trada usando regras de reamostragem trilinear ou qualquer outra regra de reamostragem 
Classificação 
para criar uma cena C~. Como os números associados com os voxels em c; representam as 
distâncias da borda, a cena reamostrada q é criada pela designação da intensidade 1 se 
o voxel correspondente em C~ tem valor positivo. Todos os outros voxels são designados 
com intensidade O. V árias extensões deste foram desenvolvidas [48, 49, 50]. 
2.3 Classificação 
modelo conceitual utilizado em rendering de volume, uma cena é considerada um 
bloco colorido e translúcido, com valores de cor e opacidade diferentes para cada região. 
A simulação da incidência de luz neste bloco permite que, através de sua reflexão, diferen-
tes tipos de tecidos possam ser visualizados pelo observador. O processo de classificação 
atribui aos tecidos opacidades proporcionais ao grau de interesse nesses tecidos para visu-
alização [51]. Na prática, os voxels de interesse pertencem às superfícies entre os tecidos 
e a desses é um problema de segmentação. resolver 
o problema é segmentar os objetos e depois atribuir opacidades aos voxels da superfície 
ejou vizinhança da superfície desses objetos. 
Matematicamente, classificação é o processo de transformação de uma cena C1 = 
(V, f) em outra cena C2 = (V', a) pela associação de um valor de opacidade a( v) dentro do 
intervalo [O, 1] para cada voxel v em V'. Tal classificação é também chamada classificação 
nebulosa. A classificação binária é um caso particular onde os valores de opacidade a( v) 
são O ou 1. No caso de múltiplos objetos, a classificação pode associar um par ordenado 
(a, À) para cada voxel da cena, onde a é o valor de opacidade no intervalo [0,1] e À é 
um rótulo no conjunto {0, 1, ... , n- 1} que identifica o objeto. No caso da classificação 
binária, valores a E {O, 1} e À E {O, 1, ... , n - 1} são associados. 
A função que faz o mapeamento de opacidades para os voxels da cena é associada a 
uma ou mais características da imagem. Surgem dificuldades no processo de classificação 
quando esta característica da imagem não é capaz de dissociar dois objetos na cena. Uma 
classificação baseada apenas na intensidade dos voxels, por exemplo, deve apresentar 
estruturas em intervalos de intensidade separados. Este tipo de classificação apresenta 
bom resultado, como mostra a função de classificação de uma cena para pele e osso na 
figura 2.3. Infelizmente, na maioria das situações isto não ocorre, tornando o problema 
mais complexo. 
Pesquisadores da Pixar, em 1985, foram os primeiros a utilizar técnicas de classificação 
de forma mais sofisticada em dados médicos 3D. Urna técnica utilizada, descrita em termos 
gerais por Smith [52] e apresentada em detalhes por Drebin et ai. [51], consiste em estimar 
a fração de cada material no interior dos voxels e usar esta fração para calcular uma cor 
e uma opacidade parcial para cada voxel. O método de Levoy [53] é semelhante, mas 
calcula as cores e opacidades diretamente do valor escalar de cada voxel e na magnitude 
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de gradiente. Quando o valor escalar escolhido é a intensidade dos voxels na cena, a 
classificação varia de acordo com os valores resultantes da multiplicação ponto a ponto 
das curvas de classificação de intensidade e magnitude de gradiente da cena, como mostra 
a Figura 2.3. 
opacidade (a) opacldade ía) 
Pele Osso densidade jgrad!entel 
Figura 2.3: Função de classificação para pele e osso baseada na intensidade e na magnitude 
do gradiente. 
2.4 Representação 
Os objetos classificados podem ser representados de diversas formas como descrito no 
Capítulo L Assumindo a representação digital, existem várias formas eficientes de ar-
mazenar os voxels de uma cena classificada. Um exemplo é a representação octree. Esta 
representação resulta de repetidas subdivisões do cena em subcenas até que todas as 
subcenas tenham apenas voxels pertencentes ao objeto ou não. A estrutura final é uma 
árvore, onde cada nó tem oito ramos. Quando a cena tem mais de um objeto de in-
teresse, a representação por octree é feita para cada objeto isoladamente. Apesar do 
acesso aos voxels não ser direto, operações simples de conjuntos, como união, intersecção 
e diferença, e transformações geométricas podem ser feitas acessando cada nó da árvore 
no máximo uma vez. Além disto, com exceção das transformações geométricas, estas 
operações requerem aritmética simples, tais como, adições de inteiros, deslocamentos de 
bits e comparações [54]. A Figura 2.4a ilustra a idéia da representação octree de uma cena. 
A cena é dividida em oito subcenas iguais, que são identificados por números associados 
(Figura 2.4b). O processo de subdivisão termina para as subcenas que contêm apenas vo-
xels não pertencentes ao objeto (nós vazios) ou voxels pertencentes ao objeto (nós cheios). 
No caso de subcenas parciais, cada subcena é subdividida em oito subcenas novamente 
seguindo a mesma lógica de numeração como mostra a Figura 2.4c. O resultado final é 
a estrutura de árvore octal, onde os subcenas cheias e vazias representam as folhas e os 
subespaços parciais representam os nós com oito ramos cada. 
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Figura 2.4: cena em (a) é subdividida em octantes em (b), representados uma 
octree em (c). 
Duas outras representações digitais são a estrutura shell [6] e o codificação da cena em 
corridas transparentes e não-transparentes [9, 13]. Estas abordagens serão deixadas para 
o próximo capítulo, onde estas estruturas serão apresentadas no contexto dos métodos 
shell rendering e shear-warp rendering. 
2.5 Rendering 
O rendering simula a propagação de luz em um ambiente de visualização para formar 
diferentes vistas dos objetos da cena. No caso de rendering de superfície, onde os voxels 
são opacos, a luz incidente é sempre refletida e nunca transmitida pelo voxel. No caso 
de rendering de volume, onde as opacidades estão no intervalo [0,1], o rendering simula o 
efeito da reflexão e transmissão da luz através dos voxels. Em ambos os casos a imagem 
resultante codifica no brilho dos pixels a parcela de luz refletida que chega aos olhos do 
observador. As transformações geométricas são usadas para simular os movimentos da 
cena com relação ao observador. Estas transformações são rotação e translação. O ren-
dering propriamente dito consiste de projeção da cena no plano de visualização para uma 
dada posição relativa entre observador e cena, e uma tonalização dos voxels projetados. 
2.5.1 Ambiente de visualização 
O ambiente de visualização contém o observador, a cena e fontes de luz. O modelo 
ambiente ut:lliz:ado neste trabalho é apresentado na Figura 2.5. Neste ambiente o 
observador e uma fonte de luz branca estão em uma posição (0, O, -oo), sobre o semi-eixo 
z- e o plano de visualização é paralelo ao plano xy e posicionado em (0, O, d/2), onde d é 
a diagonal da cena. Assume-se que essa cena pode ser rotacionada em torno do seu centro 
na frente do observador, permanece em uma posição fixa para direção de 
visualização. 
Figura 2.5: O ambiente de visualização utilizado neste trabalho é constituído pelo obser-
vador e uma única fonte de luz posicionados em (0, O, -oo) e uma cena, centralizada na 
origem do sistema de coordenadas. 
Translação 
A rotação da cena nesse ambiente de visualização requer uma translação para que seu 
centro coincida com a origem do sistema de coordenadas. Esta operação de translação 
consiste de um deslocamento de todos voxels da cena em uma direção fixa [ Para tanto, 
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a cada coordenada x, y, z de voxel são somados os respectivos valores tx, ty e tz através 
da matriz Mr. Quando a translação r = ( -n/2, -m/2, -p/2) é aplicada na cena da 
Figura 2.1, esta fica centralizada na origem do sistema de coordenadas, como mostra a 
Figura 2.5. a formação imagem no visualização, uma translação de 
r= (d/2, d/2, O) na imagem torna as coordenadas dos pixels positivas. 
m =Mr [ ~] (2.4) 
Mr= [ 1 
o o 
41 1 o ty 
o 1 tz 
o o 1 
(2.5) 
Rotação 
Esta transformação é aplicada a cada coordenada (x, y, z) de cada voxel, definindo novo 
posicionamento (x;, yi, .i;). Inicialmente os voxels têm o posicionamento absoluto definido 
em relação ao sistema de coordenadas, conforme o modelo apresentado na Figura 2.5. 
Neste modelo, a cena pode ser transladada e rotacionada. A translação centraliza a cena 
na origem do sistema de coordenadas e a rotação define dois ângulos (J e c/> em torno 
dos eixos x e y, respectivamente. Desta forma, a rotação é sempre aplicada em torno do 
centro da cena e permite a visualização de qualquer face da cena através da variação dos 
ângulos (J e cf>. A seguinte equação representa a transformação geométrica da rotação dos 
voxels da cena: 
(2.6) 
A matriz MR é a composição das conhecidas matrizes Me e Mq, de rotação em torno dos 
eixos x e y, respectivamente (Equações 2.7 e 2.8). A ordem das matrizes na Equação 2.9 
indica que a rotação é feita inicialmente em torno do eixo y e em seguida em torno do 
eixo x. 
r 1 o o ~ 1 ~ l: cos(ll) sen(ll) -sen(ll) cos(ll) o I o o 1 J (2.7) 
r cos(c/Y) o -sen( 1/J) !] A1q, = I o 1 o l se~(c/J) o cos( c/J) o o (2.8) 
MR =Me· Mq; (2.9) 
Portanto, 
cos( c/J) o -sen(c/J) o l 
MR= sen( ll)sen( c/J) cos(ll) sen( e)cos( cP) 
: i cos(ll)sen(c/J) -sen(B) cos(ll)cos(c/J) 
o o o 
(2.10) 
2.5.2 Projeção 
A projeção dos voxels no plano de visualização é uma transformação geométrica aplicada 
em R 3 gerando coordenadas em R 2 . Os modelos de projeção podem ser divididos em 
projeção perspectiva e ortogonaL A projeção em perspectiva é usada em aplicações de 
endoscopia virtual, onde o observador passeia no interior da estrutura em estudo. A 
maioria das aplicações usa a projeção ortogonal por ser mais simples, mais eficiente e 
atender os objetivos da visualização. O modelo de projeção utilizado neste trabalho é o 
modelo de projeção ortogonaL 
Em projeção ortogonal as linhas formadas pelo percurso do raio de luz são paralelas 
entre si e ortogonais ao plano de visualização. Isto é simulado com o observador posici-
onado no infinito conforme o ambiente de visualização da Figura 2.5. Como resultado, 
objetos mais afastados do observador aparecem na imagem final com mesmo tamanho de 
objetos mais próximos. As coordenadas (x', y1) em R2 (Equação 2.11) são obtidas nas 
duas primeiras linhas da matriz de visualização Mview (Equação 2.12): 
"' l X yl 
= Mview · 
y (2.11) 
z' z 
1 1 
Onde: 
r 
cos(</>) 
. My = sen(B)sen(if;) l cos(e);en(<f>) 
o 
cos(e) 
-sen(B) 
o 
-sen(<f>) 
sen( e)cos( </>) 
cos( e)cos( if;) 
o 
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(2.12) 
Os tipos de projeção ortogonal podem ser divididos em duas classes principais: my 
casting e voxel splatting [13]. As duas características que distinguem cada classe são: a 
ordem em que cada algoritmo atravessa a cena e o método que o algoritmo usa para 
projetar voxels na imagem. Cada classe de algoritmo tem vantagens e desvantagens em 
desempenho, e além disto, uma classe têm técnicas de aceleração mais simples que outra. 
A taxonomia utilizada é baseada em laços de varredura. Grande parte dos algoritmos 
de rendering consistem de seis laços encadeados: três que fazem a iteração na cena e três 
razem a iteração no reamostragem. 
Ray casting 
Em ray casting, o ambiente de visualização é definido com o plano de visualização entre 
a cena e o observador, como mostra a Figura 2.6. Algoritmos ray casting produzem uma 
imagem através do lançamento de um raio através da cena para cada pixel e integrando 
o brilho e opacidade ao longo do raio [53, 55, 56]. Algoritmos ray casting são chamados 
image arder pois a iteração dos laços mais externos é feita na imagem. Os laços mais 
internos utilizam urna função que extrai as coordenadas dos voxels e sua contribuição 
parcial na rearnostragern linear nos eixos x,y e z. 
Para Yi +-- 1 até Imagem.altura 
Para X; +-- 1 até Irnagern.comprirnento 
Para z; +-- 1 até Irnagern.profundidade 
Para cada x na Reamostragem(x;, y;, z;) 
Para cada y na Rearnostragem(x;, y;, z;) 
Para cada z na Rearnostragem(x;, y;, z;) 
Adicione a contribuição do Voxel(x, y, z) no Pixel(x;, y;) 
Os dois laços mais externos fazem a iteração nos pixels da imagem. O próximo laço 
faz a amostragem de pontos ao longo do raio no espaço imagem. Finalmente, os três laços 
internos fazem a iteração sobre os voxels necessários na reamostragem para reconstruir 
uma amostra no espaço imagem. O corpo do laço multiplica o valor de cada voxel por 
um peso de reamostragem e adiciona o resultado no pixel correspondente na imagem. 
Algoritmos ray casting são também chamados de algoritmos de projeção inversa, pois 
eles calculam a mapeamento de voxels para pixels da imagem, partindo dos pixels. 
A maior desvantagem deste tipo de algoritmo é que ele não acessa a cena na ordem de 
armazenamento, uma vez que os raios de visualização atravessam a cena em uma direção 
Como resultado, este algoritmo desperdiça mais tempo calculando a posição 
dos pontos de amostragem e fazendo o endereçamento aritmético do que a outra classe 
de algoritmos. 
X 
Figura 2.6: Em ray casting, o plano fica entre a cena e o observador. Neste algoritmo, 
uma imagem é formada pelo lançamento de um raio através cena para cada pixel. 
Remoção de superfícies escondidas Um aspecto importante na projeção é a técnica 
de remoção de superfícies escondidas. Esta técnica visa tonalizar apenas os voxels visíveis 
pelo observador, fazendo composição da tonalização dos voxels que pertencem a um mesmo 
raio e ao mesmo tempo calculando a opacidade acumulada no raio, conforme será descrito 
na seção 2.5.3. 
Em ray casting, as superfícies escondidas são removidas durante o cálculo da opacidade 
acumulada do raio que atravessa a cena. Desta forma, o algortimo utiliza força bruta, ou 
seja, não possui nenhuma otimização do caminho pecorrido pelo raio. O objetivo dessa 
otimização é reduzir o cálculo em regiões ocultas da cena. Entre as técnicas utilizadas 
destacam-se heirarchical enumeration e early ray terminatíon. 
--- ---------~---------
Heirarchical enumeration utiliza uma estrutura de dados octree que subdivide suces-
sivamente cena, formando uma árvore com diversos níveis. Um nível é percorrido apenas 
se este possui voxels não-transparentes. Caso contrário, cada nível da árvore que possui 
voxels transparentes pode ser omitido do processo de busca raio. Em early ray ter-
mination, a do renderíng é terminar os cálculos de tona!ização de um 
quando a opacidade acumulada alcança um valor limiar que corresponde a uma parcela 
ínfima de luz refletida para observador. Levoy reporta que um algoritmo de ray casting 
em cena de dados médicos, com limiar de 95%, consegue acelerações de 1,6 a 2,2 vezes. 
Quando combinado com uma octree, esta aceleração é de 5 a 11 vezes [7]. 
Voxel Splatting 
Ao contrário dos algoritmos de ray casting, algoritmos de voxel splatting operam através 
da iteração nos voxe!s da cena [57]. Esta classe de algoritmos calcula a contribuição 
cada para a imagem através de sua projeção em uma vizinhança de pixels 
distribui o valor de tonalização do voxel de acordo com o utilizado. Esta vizinhança 
envolve mais de um pixel quando o voxel ou a máscara do filtro possui tamanho maior que 
um pixel. Algoritmos deste tipo são chamados de object order, pois o laço mais externo 
faz a iteração com os voxels do objeto que está sendo construído na imagem. 
Para z ~ 1 até Cena.profundidade 
Para y ~ 1 até Cena.altura 
Para x ~ 1 até Cena.comprimento 
Para cada y; na Projeção(x, y, z) 
Para cada x; na Projeção(x, y, z) 
Adicione contribuição do Voxel(x, y, z) no Pixel(x;, Y;) 
Os três laços externos fazem a iteração sobre os voxels. Finalmente, os laços mais 
internos fazem a iteração sobre os pixels afetados por um voxel. 
Este tipo de algoritmo é também chamado de algoritmo de projeção direta, pois os 
voxels são projetados diretamente na imagem, na mesma direção dos raios de visualização. 
Uma vantagem sobre o algoritmo ray casting é que a varredura em object order é feita na 
ordem de armazenamento. A vizinhança deve ser escolhida de modo a evitar "buracos" 
(Figura 5.3) ou sobreposição excessiva entre voxels adjacentes após a projeção na imagem. 
Remoção de superfícies escondidas Durante a projeção da cena é necessário evitar 
a projeção de voxels que não são visíveis pelo observador. A remoção de superfícies 
------ ----------
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escondidas consiste em identificar sobre cada raio de projeção, o ponto a partir do qual as 
contribuições dos voxels que pertencem ao objeto, projetados sobre um pixel p;, deixam de 
influenciar na composição do brilho desse pixel. Isto ocorre quando a opacidade acumulada 
do pixel p; está saturada, isto é, quando a luz refletida por um voxel v; consegue 
a1c:ançar o pixel sobre o qual é projetada porque a soma das opacidades dos voxels entre 
v; e o observador é maior ou igual a 1 (assumindo o ambiente da Figura 2.5). Dentre as 
técnicas de remoção de superfícies escondidas usadas com voxel splatting de voxels [58], 
as mais comuns são: depth-sort, z-buffer, back-to-front e front-to-back: 
& z-buffer: algoritmo bastante difundido em computação gráfica. Para cada pixel 
do plano de visualização são associados dois valores: um valor de tonalização e o 
valor da distância (medida sobre o raio de visualização) entre o voxel que está sendo 
projetado e o pixel. Um novo valor de tonalização e um novo valor de distância são 
associados ao pixel apenas se o novo valor de distância for maior que o anterior. 
garante que, entre os voxels não-nulos interceptados pelo raio visualização, o 
voxel visível é o que está mais próximo do observador. Fica claro também que este 
método, da forma como está descrito acima, pode ser utilizado apenas em rendering 
de superfícies, uma vez que a tonalização do pixel não é calculada pela combinação 
da contribuição de vários voxels, mas é considerada apenas a contribuição do voxel 
mais próximo ao observador. 
• depth-sort: trata-se de um outro algoritmo bastante comum em computação 
gráfica. Ele classifica todos os voxels da cena de acordo com a distância ao plano 
de visualização, e depois projeta-os na ordem em que a distância decresce; do mais 
afastado para o mais próximo do plano. Esse processo de classificação torna-o mais 
lento e ligeiramente mais complexo que o algoritmo z-buffer. Porém, este método 
permite que o brilho de um pixel seja calculado pela combinação das contribuições 
de vários voxels. Logo, é adequado também para renderíng de volume. 
e back-to-front: o algoritmo back-to-front (BTF) [53, 54, 59] explora a informação 
de proximidade com o observador, implícita na cena (coluna-por-coluna, linha-por-
linha, fatia-por-fatia), evitando a utilização de qualquer tipo de classificação de 
distâncias. Este algoritmo acessa os voxels coluna-por-coluna, linha-por-linha, fatia-
por-fatia, na ordem em que eles se aproximam do observador, fazendo com que os 
mais próximos sejam projetados, no plano de visualização, sobre os mais afastados. 
Uma desvantagem deste algorítmo é que ele somente remove superfícies de cenas 
totalmente opacas, ou seja, não pode ser utilizado para renderíng de volume. 
• front-to-back: o algoritmo front-to-back (FTB) baseia-se na mesma idéia do algo-
ritmo anterior, mas acessa os voxels na ordem em que eles se afastam do observador. 
A vantagem do acesso FTB [58, 59] em relação ao acesso BTF é que ele pode acelerar 
o processo através de técnicas de otimização, como evitar o cálculo de tonalização 
para pixels da imagem final que já tem suas opacidades saturadas. Os métodos 
descritos nos próximos capítulos usam a técnica FTB. pata tornar 
clara sua definição apresenta-se um exemplo 2D na Figura 2.7. 
Quadrante 1 Quadrante 2 
Plano de visualização 
X 
Quadrante l Quadrante4 d 
y 
Figura 2.7: Um exemplo de uma cena 2D 5 x 5 com voxels numerados de 1 a 25. Os 
voxels opacos estão sombreados. A varredura é feita na ordem dos eixos: x e y, do voxel 
mais próximo do observador para o mais afastado. 
A implementação eficiente de early ray termination é trivial para um algoritmo de ray 
casting, mas o mesmo não é verdadeiro em voxel splatting. Uma aproximação de early ray 
termination é checar a opacidade de cada pixel na imagem antes de fazer a sua composição 
com o voxel. No entanto, o algoritmo ainda teria que visitar cada voxel da cena. Esta 
otimização reduz o número de operações de tonalização, reamostragem e composição, mas 
não reduz o tempo gasto com regiões ocultas da cena com transformações geométricas e 
projeção. Estas operações em sua maioria envolvem multiplicações ponto-flutuante que 
têm grande efeito no tempo de processamento do rendering, sendo necessário evitá-las 
quando possível. 
Estruturas de dados baseadas em octree e quadtree na imagem podem reduzir signifi-
cativamente a complexidade do algoritmo da cena [60]. Ao invés de examinar cada voxel, 
o algoritmo pode evitar um nó oculto na octree da cena checando um pequeno número de 
nós na quadtree da imagem que já tem opacidade saturada. 
-------
Reynolds et ai. [61] propõem uma técnica mais eficiente, chamada de dynamic screen, 
para implementação de early ray termination em um algoritmo de rendering de volume 
com projeção object-order. Ao invés de usar uma octree e uma quadtree, esta técnica 
utiliza um de corrida para a coerência espacial da cena e imagem. 
autores a seguinte observação: se uma transformação é uma projeção paralela 
então ela transforma linhas paralelas no espaço da cena em linhas paralelas no espaço da 
imagem. Esta observação leva a um algoritmo de rendering eficiente: para cada de 
varredura de voxels (em projeção front-to-back) o algoritmo atravessa simultaneamente a 
linha de varredura na cena e a linha projetada na imagem. 
2.5.3 Tonalização e Cor 
A tonalização tem por objetivo fornecer a impressão 3D associando a cada pixel da imagem 
um brilho e, alternativamente, uma cor utilizada para identificar objetos distintos na 
imagem ou criar uma impressão de [62, 58]. 
A tonalização, associada a um pixel p; da imagem, é resultado da combinação da 
e da opacidade provenientes de todos os voxels vr, v2, ... , Vn, que são projetados em p;. 
combinação dos voxels deve levar em conta a opacidade acumulada a cada passo do 
processo, pois se essa opacidade acumulada atinge um valor muito próximo do valor de 
opacidade máxima, pode-se considerar que a luz refletida por qualquer outro voxel mais 
afastado não chegará ao pixel, pois irá perdendo intensidade, conforme atravessa os voxels 
mais próximos do observador, até que nada reste para contribuir na tonalização do pixel. 
Nessa situação, o pixel Pi pode ser considerado saturado. 
Figura 2.8: A tonalização é resultado da combinação da luz e da opacidade provenientes 
de todos os voxels v1, v2, ... , Vn, que são projetados em Pi· 
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A equação abaixo mostra uma forma como a tonalização associada ao pixel Pi pode 
ser estimada: 
n i-l 
Sp, =L l;a; -ai) (2.13) 
i:::;::l j==l 
O componente liai, da equação 2.13, representa o total de luz que atravessa um voxe! 
vi, onde é o valor da luz incidente neste voxel, calculado através algum modelo de 
iluminação conhecido, como por exemplo o modelo de Gouraud [63] ou Phong [64]; e a; 
é o valor da opacidade de v; (esse valor está no intervalo [O, 1], de forma que se ai = 1, 
toda a luz incidente é refletida). 
A luz refletida por um voxel vi, antes de atingir o pixel sobre o qual está sendo 
projetada, deve atravessar o meio semi-transparente de todos os outros voxels que estão 
na mesma direção de projeção. Esse obstáculo faz com que a luz total, refletida por V;, 
intensidade conforme através desses voxels. equação 2.13 expressa esse 
efeito através do componente (1 - aj), que representa a parcela refletida 
Vi que atravessa os voxels VJ> j = 1, 2, ... , i- 1, que estão entre Vi e o observador. 
O modelo de iluminação mais difundido na área de visualização de imagens médicas [62] 
é o modelo de iluminação de Phong. Em Phong, algumas propriedades do comportamento 
da luz são levadas em conta, para definir como a luz ambiente e a fonte de luz influenciam 
no cálculo do valor de tonalização: 
• Influência da distância da fonte de luz: A intensidade de luz, refletida por cada 
voxel em direção ao observador, cai com o aumento da distância entre esse voxel 
e o observador. Este efeito é representado pela variação do valor de tonalização, 
em função da distância normalizada entre o voxel e o plano de visualização (valor 
do z-buffer). Quanto mais afastado do plano de visualização, mais claro será esse 
ponto, e quanto mais próximo do plano, mais escura será sua tonalização. Esse 
efeito é modelado de forma linear pela equação 2.14. 
( ) lmax - lmin [ ] ldist U, V = d _ d . d - dmin + lmin 
max mtn 
onde: 
ImCKL é a intensidade máxima desejada na imagem; 
Imin é a intensidade mínima desejada na imagem; 
(2.14) 
dmax é a maior distãncia possível entre um voxel e o plano de visualização (maior 
valor que z' pode assumir); 
dmin é a menor distância possível entre um voxel e o plano de visualização (menor 
valor que z' pode assumir); 
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d é a distância do voxel v até o observador. 
'" Influência da Fonte de Luz: a luz proveniente uma fonte pontual, incidindo 
sobre um voxel, resulta em duas formas de reflexão são consideradas no modelo 
de iluminação de Phong: 
Figura 2.9: Modelo de Phong de iluminação. 
o Reflexão Difusa: Parcela da intensidade de luz refletida em um voxel é a 
mesma em todas as direções, portanto atingindo o observador independente de 
sua posição, mas varia com o cosseno do ângulo 1 entre a direção do raio de 
luz incidente e a direção do vetor normal à superfície, estimado neste voxel. 
o Reflexão Especular: Parcela da intensidade de luz, refletida em um voxel, 
que é máxima na direção r de reflexão, que forma um ângulo 1 com o vetor 
normal à superfície, no lado oposto ao da luz incidente, e vai diminuindo com 
o afastamento em relação à direção de visualização d, de acordo com alguma 
regra (Figura 2.9). Esta intensidade varia com o cosseno do ângulo {3, entre a 
direção de a direção do observador, elevado a um expoente n, relativo ao tipo 
de tecido. Como as direções do observador e da fonte de luz são iguais, ,8 = 21. 
" Influência à luz runbiente: Parcela da intensidade de luz, refletida pelos voxels, 
que é constante devido à luminosidade natural do ambiente, e é modelada por um 
fator constante Ka. 
vez definidas tais propriedades, pode-se representar o modelo de 
Phong através da seguinte equação: 
onde: 
Imax é a intensidade mãxima desejada na imagem; 
I ( u, v) é o nível de cinza associado ao pixel ( u, v); 
Ka é o coeficiente de reflexão para a luz ambiente; 
Kd é o coeficiente reflexão difusa; 
Ks é o coeficiente de reflexão especular; 
n é um coeficiente do material; 
(2.15) 
Idist( u, v) é o valor da tonalização baseada em distância, calculado através da (equação 2.14); 
AI é o ângulo entre o vetor normal à superfície e o raio de incidência. Devem ser conside-
rados os valores de 'r entre O e 90 graus para o componente difusa, e valores entre O e 45 
graus para o componente especular. 
f3 é o ângulo entre o raio de incidência e a direção de reflexão D, e como a posição do 
observador e da fonte de luz são iguais, o valor de f3 é igual a 2"(. 
Os valores dos parâmetros da equação 2.15 são escolhidos pelo usuano de forma 
empírica, até a obtenção de um resultado satisfatório. Os coeficientes de reflexão (Kd, Ks, Ka) 
devem apresentar valores no intervalo [O, 1], de forma que a soma deles seja igual a 1. 
O expoente n, relativo ao tipo de tecido, deve ter um valor no mínimo igual a O. Os 
cossenos dos ângulos f3 e 'r são obtidos pelo produto interno entre os vetores normalizados 
nas respectivas direções. 
Estimação das normais à superfície dos tecidos 
As técnicas de visualização, em sua maioria, requerem também que um vetor normal seja 
associado a cada voxel. O vetor normal é utilizado para o cálculo de tonalização durante 
a projeção. 
A direção da normal em cada voxel pode ser estimada de diversas formas: do gradiente 
na cena original, o z-buffer, gradiente da cena de opacidades, ou o gradiente da cena 
binária filtrada do mapa de distância Euclidiana. Devido à sua influência na qualidade da 
imagem, deve-se escolher com muito cuidado o método utilizado para estimar as normais. 
A Figura 2.1 O ilustra uma vizinhança do tipo 6 de voxels, para o cálculo dos vetores 
normais à superfície do objeto a partir do gradiente da cena. Esse cálculo pode ser feito 
da seguinte forma: 
onde: 
f(x+ l,y,z)- f(x-l,y,z) 
9x = 2 
f(x,y+ l,z)- f(x,y -l,z) 
9y = 2 
9z = 
f(x,y,z+ 1)- f(x,y,z -1) 
2 
- § 
n = 11§11 
1J é o vetor gradiente da cena de entrada. 
9x, gy, 9z são os componentes do vetor gradiente nos eixos x, y e z. 
f(x, y, z) é o nível de cinza na cena de entrada; 
ií é o vetor normal estimado na superfície do objeto, normalizado. 
(2.16) 
A normal proveniente do cálculo do gradiente da cena depende da constituição da es-
trutura que se deseja visualizar. Por exemplo, o gradiente na cena original é recomendado 
para tecidos ósseos em CT, mas não para estes mesmos tecidos em MRL Como depende 
muito da modalidade de aquisição, esta solução não é indicada para todos os casos. 
Em cenas binárias, a normal estimada não reflete com fidelidade a normal da superfície 
do objeto pois a cena apresenta variações abruptas de intensidade em uma vizinhança 
locaL A Figura 2.10 mostra um exemplo de uma vizinhança-6, onde a normal é estimada 
através do gradiente (Equação 2.16) da intensidade dos voxels. A suavização das bordas 
do objeto através de uma filtragem Gaussiana da cena binária diminui a diferença entre 
a normal calculada e normal da superfície do objeto, mas não é uma solução eficaz para 
todos os casos. 
O cálculo da transformada de distância Euclidiana 3D na cena binária que contém 
o objeto de interesse é a solução que apresenta melhor resultados entre as alternativas 
anteriores. 
Um aspecto importante é o armazenamento do vetor normal na lista de atributos para 
visualização do voxel. Armazenar os valores das normais em ponto-flutuante é bastante 
dispendioso em memória. Uma técnica de quantização é normalmente utilizada para 
diminuir o custo de memória. Desta forma, para cada voxel é associado o índice de 
28 
Figura 2. 
vetor em uma tabela de normais. Esta tabela é construída através da amostragem de 
um grande número de normais na superfície de um sólido como, por exemplo, uma esfera 
ou um cubo. O voxel guarda o índice do elemento desta tabela que contém a normal 
que mais se aproxima à normal estimada em sua superfície. A quantização pode afetar a 
qualidade da imagem final quando o número de normais amostradas não é suficiente para 
gerar tons de cinza diferentes necessários para representar de forma satisfatória a variação 
de tonalidade na superfície dos tecidos. 
Capítulo 3 
Métodos relacionados 
O capítulo anterior reviu os conceitos comuns aos métodos shell rendering e shear-warp 
rendering. Neste abordados os aspectos estes métodos. 
Estes aspectos respeito à representação e rendering. 
Shear-warp rendering pertence a uma família de algoritmos de rendering, proposta na 
tese de doutorado de Phílippe Lacroute [13], que combina vantagens de métodos voxel 
splatting e ray castíng através da fatoração shear-warp da matriz de visualização. Além 
da fatoração são utilizadas em conjunto várias estratégias para otimizar o rendering, como 
a coerência espacial de estruturas da cena, early ray termination e a relação entre pixels 
do plano de visualização e voxels do volume. 
Shell rendering usa uma estrutura compacta chamada shell, que consiste de uma lista 
de atributos de visualização para voxels da cena e um arranjo 2D de ponteiros para esta 
lista. Este método também utiliza voxel splatting com acesso front-to-back aos voxels. 
3.1 Shear- Warp Rendering 
A principal característica do shear-warp rendering é a fatoração shear-warp [15] da ma-
triz de visualização em um sistema de coordenadas padrão onde o terceiro eixo é o mais 
paralelo à direção de visualização denominado eixo principal. A fatoração shear-warp, 
consiste na separação da matriz de visualização em duas matrizes: shear e warp. A 
transformação shear corresponde ao deslocamento 3D que distorce os objetos na cena, 
como mostra a Figura 3.1. A transformação warp corresponde a uma correção da dis-
torção desses objetos que resulta na imagem final. Em shear-warp rendering a projeção 
ortogonal é realizada após a transformação shear gerando uma imagem intermediária e a 
transformação warp (2D) é aplicada na imagem intermediária para gerar a imagem final. 
O detalhamento matemático da fatoração é apresentado no Apêndice A. 
Os aspectos relacionados às transformações que cada uma destas matrizes aplicam 
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transformação shear em e 3D. 
na cena tornam possíveis algumas otimizações que facilitam o processamento paralelo 
durante o rendering. A fatoração shear-warp também já foi explorada em trabalhos ante-
riores com os seguintes objetivos: reduzir o custo da projeção de uma cena em algoritmos 
object-order, reduzir o custo de traçar raios em algoritmos de ray-casting e regularizar os 
padrões de comunicações de algoritmos paralelos utilizados em processadores de arquite-
tura SIMD [19]. 
3.1.1 Representação 
O algoritmo de shear-warp rendering utiliza estruturas de dados para codificar o volume 
e imagem intermediária. Uma propriedade da fatoração shear-warp afirma que linhas de 
varredura na cena deslocada são paralelas às linhas de varredura na imagem intermediária. 
Esta propriedade permite que as estruturas de dados da cena e da imagem possam ser 
percorridas simultaneamente na ordem de varredura, para implementação de early ray 
termination. Duas estruturas de dados baseadas em coerência de linhas, como repre-
sentações de código de corrida, são utilizadas para na codificação da cena e da imagem 
intermediária. 
A primeira estrutura de dados utilizada é um código de corrida pré-calculado nas 
linhas da cena. Esta estrutura permite que voxels transparentes sejam omitidos durante 
o rendering. A codificação da corrida em uma linha da cena consiste de uma série de 
corridas, cada uma representada por um comprimento de corrida e os atributos dos voxels 
de cada corrida. O algoritmo de shear-warp rendering utiliza dois tipos de corrida para 
a cena: uma corrida de voxels transparentes e outra corrida de voxels não-transparentes. 
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As estruturas dados necessárias para estas corridas são construídas durante o processo 
de classificação da cena. Durante o rendering, os voxels são transladados e compostos na 
imagem intermediária sem a representação explícita da cena decodificada. 
código de corrida também é utilizado na imagem intermediária, aproveitando a 
rnPri>n,-i~. entre a imagem e a cena. Neste caso existem dois tipode de pixels 
saturados e não saturados (opacidade acumulada menor que 1). A saturação dos pixels 
ocorre durante a projeção shear, então a estrutura de dados para a imagem intermediária 
deve ser dinâmica, ao contrário estrutura utilizada na cena. Este problema é equiva-
lente ao de união de conjuntos disjuntos [65, 66]. Uma estrutura de dados comum para 
representar estes conjuntos é uma floresta de árvores. As árvores são representadas pelas 
corridas na imagem intermediária. O algoritmo constrói sua estrutura de dados enquanto 
calcula o rendering da imagem intermediária. Este código de corrida consiste em um valor 
de corrida na imagem guardado em cada pixel da imagem intermediária (Figura 3.2). O 
valor de corrida em cada pixel aponta para o próximo não saturado da mesma 
Através disso é possível omitir o cálculo projeção e composição de voxels correspon-
dentes a pixels saturados na imagem. Uma otimização de compressão de caminho pode 
ser utilizada, modificando o ponteiro de cada pixel em uma corrida para o final desta. 
A codificação da cena em corridas pelo método shear-warp rendering apresenta al-
gumas desvantagens. Em relação manipulação, um voxel com coordenadas arbitrárias 
(x 0 , y0 , z0 ) só pode ser acessado após uma série de corridas em cada linha desde o pri-
meiro voxel do volume. Em relação ao uso de memória, são necessárias três codificações, 
uma em cada direção de varredura dos eixos x, y e z, como mostra a Figura 3.3. Isto 
fica claro quando a ordem de varredura da Tabela 3.1 é respeitada de acordo com eixo 
principal associado à direção de visualização. 
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Figura 3.2: Código de corrida na cena e na imagem intermediária. 
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Figura 3.3: (a) Exemplo de uma cena 9 x 9 x 9 com voxels numerados de 1 a 27. (b) A 
estrutura de dados do método shear-warp rendering codifica a cena em corridas para o 
exemplo ilustrado em (a) com voxels numerados de 1 a 9. As corridas transparentes (7;) 
e não transparentes (Ni) são codificadas em listas ao longo de cada eixo. Os ponteiros P; 
apontam para as fatias de cada eixo e os ponteiros Qi apontam para o primeiro voxel da 
corrida na lista de voxels. 
O eixo principal é x 
nrt,nte Ordem de acesso 
I 1 y- -t y+,z -t z+,x -t x+ 
2 y -t y+,z -t z+,x+ -t x 
3 y+ -t y ,z -t z+,x --+ x+ 
4 y+ -t y ,z -+ z+ x+ -t x 
' 5 y -t y+,z+ -t z ,X -t x+ 
6 y -t y+,z+ -t z 
' 
X' -tx 
7 y+ -t y ,z+ -t z-,x -t x+ 
8 y+ -t y ,z+ -t z ,x+ -t x 
O eixo principal é y 
Octante Ordem de acesso 
1 X -t x+,z -t z+,y -t y+ 
2 x+ -t x ·,z- -t z+,y -t y+ 
3 X -t x+,z -t z+,y: -t y 
4 x+ -tx ,z -t z+,y+ -t y 
5 X -t x+ z+ -t z 
' 
,y -t y+ 
6 x+ -t x ,z+--+ z ,y -t y+ 
7 X -t x+,z+ -t z ,y+ -t y 
8 x+ -t x 
' 
z+ -t z ,y+ -t y 
O eixo principal é z 
Octante Ordem de acesso 
1 X -t x+,y- -t y+,z -+ z+ 
2 x+ -t x ,y -t y+,z -t Z' 
3 X -t x+,y+ -t y ,z -t z+ 
4 x+ -t x ,y+ -t y 
' 
z- -t z+ 
" o x- -t x+,y -t y+,z+ -t z 
6 x+ -t x ,y -t y+,z+ -t z 
7 X -t x+,y+ -t y ,z+ -t z 
8 x+ -t x ,y+ -t y ,z+ -t z 
Tabela 3.1: Esta tabela mostra a ordem de acesso front-to-back do método shear-warp 
rendering para cada octante da Figura 3.4, onde o eixo principal determina uma ordem 
de precedência entre x, y e z, respectivamente. A notação x- -t x+, y- -t y+, z- -t z+ 
indica que os voxels devem ser acessados da menor para a maior coordenada ao longo de 
cada eixo, x, y e z, respectivamente, para projeção front-to-back. 
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Figura 3.4: Uma cena em que cada octante tem um número de identificação de 1 a 8. 
3.1.2 
projeção ortogonal da fatoração shear-warp uCJ.uba os seguintes passos, detalhados no 
Apêndice A: 
1. Identificar o eixo principal de visualização (Equações A.14 e A.6) e escolher a 
correspondente matriz Mp que realiza a transformação do sistema de coordenadas 
da cena no sistema de coordenadas padrão. 
2. Calcular a matriz de visualização correspondente ao eixo principal de visualização 
(M;iew) através de Mview e Mp (Equação A.12). 
3. Calcular os fatores de shear (Equações A.15 e A.16) e os deslocamentos de cada 
fatia no sistema de coordenadas padrão. 
4. Calcular a translação entre as origens das coordenadas do sistema de coordenadas 
padrão a da imagem intermediária (Figura A.3). 
5. Calcular a matriz de shear (Equação A.l7) e a matriz de warp (Equação A.26). 
6. Aplicar a transformaçãc de shear em cada fatia da cena no sistema de coorde-
nadas padrão percorrendo a estrutura de dados de acordo com a tabela 3.1. A 
transformação shear 3D pode ser realizada por uma tabela de look-up, onde são 
pré-calculados os deslocamentos de cada fatia no plano ij; 
7. Projetar cada fatia na imagem intermediária, percorrendo corridas opacas e sal-
tando corridas transparentes na cena. A imagem intermediária é simultaneamente 
percorrida pelas linhas formadas pelas projeções dos voxels, saltando as corridas de 
pixels com opacidade acumulada saturada, como mostra o exemplo da Figura 3.2.; 
8. Aplicar a transformação warp na projeção intermediária para gerar a imagem finaL 
A projeção da cena na imagem intermediária tem propriedades geométricas que sim-
plificam o algoritmo de rendering: 
Propriedade 1: As linhas de varredura da imagem intermediária são paralelas às linhas 
de varredura dos voxels na cena (Figura 3.5). 
Propriedade 2: Todos os voxels em uma dada fatia são escalonados de um mesmo fator. 
linha de varredura / 
' 
' 
fatia de voxels imagem intermediária imagem 
Figura 3.5: As linhas de varredura da imagem intermediária são paralelas às linhas de 
varredura dos voxels na cena. 
~---r---r---~---, 
~ : ~ 
--r --rr~-r ....--~ 
Figura 3.6: Em projeção ortogonal, cada voxel em uma dada fatia da cena tem o mesmos 
pesos de reamostragem wb w2, W3, w4. 
A Propriedade 1 provém do fato que a matriz de shear não contém somente deslo-
camentos no plano ij. A Propriedade 2 provém do fato que a matriz de shear faz o 
escalonamento uniforme de cada fatia. 
Uma implicação dessas propriedades para projeções paralelas é que cada voxel em 
uma fatia da cena tem o mesmo peso de reamostragem (Figura 3.6). Como cada 
fatia é simplesmente transladada, um conjunto de pesos de reamostragem podem ser pré-
calculados e então reutilizados para cada voxel da fatia. Este fato elimina os problemas 
associados com reamostragem eficiente em algoritmos de rendering que utilizam a técnica 
voxel splatting. 
3.2 Shell Rendering 
O método shell rendering [6], proposto por Udupa e Odhner, é apresentado nesta seção 
nos aspectos representação e rendering. Shell é uma estrutura de dados especial que 
armazena somente os voxels que potencialmente serão visualizados. Uma característica 
desta estrutura que torna o rendering bastante rápido em relação a outros métodos, é a 
rapidez de acesso ao voxels e seus atributos. 
3.2.1 Representação 
Para uma dada cena, shell rendering usa uma estrutura compacta, chamada shell, que 
armazena apenas os voxels da borda do objeto. Esses voxels são selecionados entre aque-
les que têm opacidade a no intervalo de opacidades (a1, ah) da seguinte forma: um voxel 
v é armazenado no shell se a( v) > a 1 e se v não é completamente cercado de voxels v' 
tais que a( v') 2': ah. Além do valor de opacidade a estrutura shell armazena os seguintes 
atributos de visualização para cada voxel: sua coordenada x na cena, o vetor normal à 
superfície que passa pelo voxel, um bit de visibilidade que indica quando o voxel é visível 
em uma dada operação de manipulação, e o índice do objeto que o voxel pertence. Esta 
última informação é escolhida para saber se o objeto é visível dada urna operação de ma-
nipulação, qual sua cor, entre outras informações associadas ao objeto que contém o voxel 
em questão. Os atributos de visualização são armazenados em uma lista V,, começando 
de (x, y, z) = (0, O, 0), em uma ordem x-por-x, y-por-y, z-por-z das coordenadas dos vo-
xels da cena. Além da lista v,, a estrutura shell utiliza um arranjo 2D de ponteiros Pzy 
para indicar o primeiro voxel na lista associada com uma coordenada particular (y, z) na 
cena. Figura 3. 7b ilustra um simples exemplo de uma estrutura shell para urna cena de 
tamanho 3 x 3 x 3 voxels. Figura 3.7a mostra a cena onde cada voxel é numerado de 1 a 
27, seguindo a ordem x-por-x, y-por-y, z-por-z. Os voxels do shell são aqueles numeradas 
de 1 até 9. Figura 3.7b mostra a lista V, e o arranjo 2D de ponteiros para este exemplo. 
Um exemplo 2D da forma de armazenamento do shell pode ser visto na Figura 3.8. Na 
parte superior, a figura mostra uma cena 2D onde os voxels pertencentes ao shell aparecem 
escurecidos. parte inferior, a figura mostra uma ilustração da estrutura shell, com o 
vetor de ponteiros e a lista de voxels para esse exemplo. 
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Figura 3.7: (a) Exemplo de uma cena 9 x 9 x 9 com voxels numerados de 1 a 27. (b) 
Estrutura shell para o exemplo ilustrado em (a) com voxels numerados de 1 a 9. 
Dentre os atributos armazenados em 11,, a normal estimada pode ser substituída por 
um índice para uma tabela de normais pré-calculadas com o objetivo de reduzir sua 
representação computacional em cada voxel, conforme visto na seção 2.5.3. O bit de 
visibilidade indica se o voxel é visível ou não após operação de manipulação tais como 
cortes por superfícies. Neste trabalho, a estrutura shell consiste apenas da opacidade, 
coordenada x e índice da normal. 
3.2.2 Rendering 
Em shell renderíng, a técnica adotada para projeção ortogonal deve ser voxel splatting. 
Apesar da estrutura shell manter o registro das coordenadas originais dos voxels armaze-
nados, a informação sobre o posicionamento relativo entre esses voxels é perdida. Isto se 
deve à codificação realizada pelo shell, onde apenas uma parte dos voxels da cena clas-
sificada são armazenados. Esta característica torna o emprego da técnica de ray-casting 
computacionalmente inviável. Nessa situação, a tarefa de localizar no shell os voxels atra-
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Figura 3.8: uma cena 5 x 5 com numerados de 1 a 
shell é formada pelo vetor de ponteiros Py e pela lista de voxels 
vessados por um determinado raio de busca, é extremamente computacionalmente custosa 
pois requer uma busca binária em Vx para cada coordenada x a ser avaliada sobre o raio. 
Dentre as técnicas de remoção de superfície para voxel splatting, este trabalho em-
prega a técnica front-to-back (FTB), pois apresenta uma projeção ortogonal rápida. Shell 
rendering explora o fato que para projeção ortogonal, "não há ordem de preferência entre 
os eixos x, y e z" 1 . Assim, como os voxels na lista Vx são armazenados ao longo do eixo x, 
é mais rápido projetá-los no plano de visualização percorrendo o eixox antes de percorrer 
os eixos y e z. Figura 3.4 ilustra uma cena com seu sistema de coordenadas, onde cada 
octante tem um número de identificação de 1 a 8. A ordem de acesso dependerá de qual 
octante o observador está situado. A Tabela 3.2 mostra a ordem de acesso front-to-back 
em cada octante na Figura 3.4. A notação x- -+ x+, y- -+ y+, z- -+ z+ indica que os 
voxels devem ser acessados da menor para a maior coordenada ao longo de cada eixo, x, 
y e z, respectivamente, para projeção ortogonal front-to-back. 
Um método simples utilizado para identificar o .octante mais próximo é calcular o 
octante enumerado com i, i= 1, 2, ... 8, cujo respectivo produto interno entre os vetores 
J e C; é mínimo, onde J é o vetor da direção de visualização e C; é o vetor unitário na 
direção que via do centro da cena até o vértice correspondente ao octante i. Durante 
este cálculo, o vetor J é rotacionado de -r/> e -8 nos eixos y e x, respectivamente, para 
simular a rotação da cena em relação ao observador. Outra forma de identificar os octantes 
utilizados na varredura front-to-back é aplicar a matriz de visualização nas coordenadas 
1 No capítulo 5, mostra-se que esta premissa não é sempre verdadeira para voxel splatting. Este erro 
conceitual é comum em muitos outros métodos de visualização. 
3.2. Shell Rendering 
Octante Ordem de acesso 
1 X ---+ x+, Y ---+y+,z ---+ z+ 
2 x+ ---+ x ' 11- ---+ y+, z -+ z+ 
3 X ---+ x+, y+ ---+ 11 ,z ---+ z. 
4 x+ ---+ x ' y+ ---+ y ,z ---+ z+ 
5 X 
---+ x+' y ---+ y : , z+ ---+ z 
6 x+ --+ x ,y ---+ y+, z+ ---+ z 
7 X ---+ x+' y+ ---+ Y ,z+-tz 
8 x+ ---+ x ' y+ ---+ y , z+ ---+ z 
Tabela 3.2: Esta tabela mostra a ordem de acesso front-to-back do método shell rende-
ring para cada octante da Figura 3.4, onde o eixo principal determina uma ordem de 
precedência entre x, y e z, respectivamente. A notação x- ---+ , 11- ---+ y+, z- ---+ z+ 
""""·G que os voxels devem ser acessados da menor para a maior coordenada ao longo 
cada eixo, x, y e z, respectivamente, para projeção front-to-back. 
(x, y, z) de cada octante para calcular um conjunto de coordenadas transformadas z' . O 
octante mais próximo é aquele cuja respectiva coordenada transformada z' é a menor. 
Capítulo 4 
Shell Rendering com fatoração 
Shear- Warp 
observado no capítulo 3 que a transformação shear 3D pode ser realizada por urna 
tabela de look-up, e que a transformação warp 2D é feita apenas nos píxels projetados 
na imagem intermediária. No contexto de shell rendering, isto evita as multiplicações da 
matriz de visualização para todos os voxels do shell aumentando a eficiência do método. 
Como a representação do shell rendering é evidetemente mais compacta que a repre-
sentação do shear-warp rendering, o desafio principal deste trabalho foi esteder o método 
shell rendering para se beneficiar da fatoração shear-warp. Este capítulo, portanto, apre-
senta o novo método híbrido, denominado shell rendering com fatoração shear-warp. 
4.1 Representação 
A principal dificuldade de incorporar a fatoração shear-warp no método shell rendering é 
a ordem de precedência fixa entre os eixos x, y e z, pois conforme descrito na Seção 3.2.2. 
Isto causa uma dificuldade no shell rendering sempre que o eixo principal for o eixo x. 
Como os voxels estão armazenados em V,., na ordem crescente de x de acordo com a 
tabela 3.1. 
A incorporação da fatoração shear-warp no método shell renderíng é possível através 
da adição de um segundo arranjo 2D de ponteiros Pxz e uma segunda lista de voxels Vy, 
como ilustrado na Figura 4.1. Acessando os voxels da cena, começando da coordenada 
(x, y, z) = (0, O, 0), em uma ordem y-por-y, z-por-z, e x-por-x, os voxels da segunda lista 
(Vy) armazenam a coordenada y de cada voxel do shell e um ponteiro para a sua posição 
correspondente na primeira lista (V.,). Similarmente, cada ponteiro no arranjo 2D Pxz 
indica o primeiro voxel na segunda lista associado com a coordenada (x, z) da cena. Note 
que, os outros atributos de visualização e manipulação são armazenados apenas na lista 
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Vx, Então, o arranjo 2D de ponteiros Pxz e a lista Vy devem ser usadas quando o eixo 
principal é o eixo x. Esta estrutura de dados é denominada E-shell [29]. 
a) 
y 
b) 
' 
' ----, 
' 
' 
' 
' ' ' V V T 
~ lilfi~:!11~t::.r.::r~t;t~;., ,,í vx 
c) li!ilíl~·~i~m!r~····l;!•i•·•j Vy 
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' ' ' 
--- _, 
' 
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Figura 4.1: (a) Exemplo de uma cena 9 x 9 x 9 com voxels numerados de 1 a 27. (b) 
Estrutura E-shell para o exemplo ilustrado em (a) com voxel numerados de 1 a 9. 
4.2 Rendering 
Em shell rendering com fatoração shear-warp, a operação de shear 3D é implementada 
por uma tabela de look-up, evitando as multiplicações ponto-flutuante da matriz de visua-
lização para cada voxel no shell O número de multiplicações é reduzido para o número de 
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operações de uma transformação de warp 2D da imagem intermediária. Infelizmente, ou-
tras otimizações, como early ray termination, são ainda ineficientes neste método devido 
às razões já citadas na seção 3.2.2. 
aspecto de otimização importante da fatoração shear-warp é a possibilidade de 
implementar em voxel splatting, a técnica early ray termination, comum dos métodos que 
utilizam ray casting. Esta propriedade é facilmente explorada em shear-warp rendering 
como descrito na rarmn 
estrutura E-shell. 
anterior, mas infelizmente não pode ser explorada no caso da 
Como descrito na seção 3.1.1, a técnica de early ray termination é implementada 
através de corridas de pixels com opacidade acumulada saturada na imagem intermediária. 
Estas corridas possibilitam saltos na imagem intermediária e saltos ainda maiores de voxels 
da cena que seriam projetados sobre esses pixels. No caso do shear-warp rendering os 
saltos na cena são facilmente implementados devido a representação da cena ser também 
em código corrida. no caso shear-warp shell rendering, cada salto em 
uma busca binária em Vx (ou do próximo voxel da estrutura E-shell a ser projetado. 
Na prática, essas corridas na imagem intermediária geralmente são curtas, o que demanda 
muitas buscas em Yx (ou Vy ), tornando a implementação de early ray termínation inviável. 
O rendering usando a estrutura E-shell pode ser resumida nos seguintes passos: 
1. Identificar o eixo principal de visualização (Equações A.14 e A.6) e escolher a 
correspondente matriz Mp de permutação. 
2. Calcular a matriz de visualização permutada através de Mview e Mp (Equação A.l2). 
3. Calcular os coeficientes de shear (Equações A.15 e A.16) através de matriz de visu-
alização permutada. 
4. Calcular a translação entre a origem do sistema de coordenadas padrão a e a origem 
da imagem intermediária (Figura A.3). 
5. Calcular a matriz de shear (Equação A.17) e a matriz de warp (Equação A.26). 
6. Determinar a ordem de varredura entre os eixos x, y e z; 
7. Determinar o sentido de varredura nos eixos x, y e z; 
8. Fazer a varredura na estrutura E-shell; 
9. Aplicar a transformação de shear em cada fatia no sistema de coordenadas padrão; 
10. Projetar cada voxel na imagem intermediária e tonalizar voxels visíveis; 
11. Aplicar a transformação de warp dos voxels tonalizados para gerar a imagem finaL 
4.2. Rendering 
A formação das imagens intermediária e final são detalhadas a seguir. 
Formação da imagem intermediária A formação da imagem intermediária é feita 
durante a varredura estrutura E-shell. Como os deslocamentos de shear são iguais para 
todos os voxels de uma mesma fatia, estes são guardados em um tabela de look-up para 
serem utilizados durante a projeção. Apesar de ser necessário recalcular esta tabela toda 
vez que a direção de visualização é alterada, as operações de shear requerem aritmética 
simples como adição de inteiros. 
Formação da imagem A imagem é formada pela aplicação da matriz de warp 2D 
através (Equação A.26) nos pixels da imagem intermediária. As coordenadas (ip,jp) 
de cada pixel p tonalizado na imagem intermediária são transformadas em coordenadas 
(up, vp) na imagem. Para evitar o aparecimento de artefatos, a composição de pixels da 
irnag,em é com a um para 3 x 3 pixels. Os voxels não têm a 
opacidade acumulada saturada na imagem são tonalizados com o modelo 
de Phong e compostos na imagem (Equação 2.13). 
Algoritmo de rendering O algoritmo para shell rendering com fatoração shear-warp é 
descrito a seguir. Cada passo possui uma descrição em alto nível e um detalhamento do 
passo entre parênteses. 
Entrada: 
(} e if;: .Ângulos de tilt e spin da cena, respectivamente; 
f Vetor de translação que centraliza a cena na origem do sistema de coordenadas; 
oct0 : Coordenadas do ponto referente ao octante mais próximo do observador; 
octn: Coordenadas do ponto referente ao octante mais afastado do observador; 
Vx: Lista de atributos de voxels ao longo do eixo x; 
Vy: Lista de ponteiros para V, ao longo do eixo y; 
ep: Identificador do eixo principal de visualização; 
Mp(c): Matriz de permutação correspondente ao eixo principal; 
Pzy: Arranjo 2D de ponteiros para a lista Vx no plano zy; 
Pxz: Arranjo 2D de ponteiros para a lista Vy no plano xz; 
4.2. 
Variáveis auxiliares: 
MR: Matriz de rotação (Equação 2.10); 
,vntcr:t~ de translação (Equação 
Mview: Matriz de visualização (Equação 2.12); 
Mshear: Matriz de shear (Equação A.17); 
Mwarp: de warp (Equação 
Identificador da em uso (Vx ou Vy); 
Pkj: Identificador do arranjo 2D em uso: (Pzy ou Pxz); 
i 0 , j 0 , k0: Coordenadas iniciais de varredura no sistema de coordenadas padrão; 
Coordenadas finais de varreducra no sistema de coordenadas padrão; 
Índices determinam um intervalo de corrida em Vi; 
v, f: Índices que determinam o voxel corrente em v; e Vx, respectivamente; 
T Ângulo entre o vetor de reflexão r e o vetor de direção de visualização J, 
(3: _Ângulo igual a 21; 
Idist: Influência da distância da fonte de luz (Equação 2.14); 
a: Valor de opacidade; 
ashear: Buffer de opacidade na imagem intermediária; 
D<warp: Buffer de opacidade na imagem. 
Funções: 
fphong: Função que retoma o cálculo da tonalização de Phong (Equação 2.15); 
fdist: Função que retoma o cálculo de Idist em uma tabela de look-up (Equação 2.14). 
Saída: 
I: Imagem final. 
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Início 
1. lvfview; 
(lvfview +-lv!R(B,rp) · Mr(i)) 
2. Calcule matrizes Mshear e A1warp; 
(II;fview -+ A1warp · l'vfshear) 
3. Calcule os octantes mais próximo e mais afastado do observador; 
(octo +--- max.(octi), i E {1, 2, ... 8}) 
(octn +--- minz(oct;), i E {1, 2, ... 8}) 
4. Calcule o eixo principal de visualização; 
(epE y,z}jmax(dx,dy, -+ep) 
5. Transforme o sistema de coordenadas dos octantes mais próximo e 
mais afastado do observador para o sistema de coordenadas padrão; 
([io, jo, ko]T +--- Mp(ep) · [octo.x, octo.y, octo.z]T) 
([in, jn, kn]T +--- Mp(ep) · [octn.X, octn-y, octwz]T) 
6. Determine PkJ; 
(Pkj I Pkj E {Pzy,Pxz}) 
7. Determine V;; 
(V; I v; E {V,, Vy}) 
8. Para k +--- ko até kn faça 
9. Para j +--- j 0 até jn faça 
10. Encontre o intervalo [v0 , vn] em v; com coordenadas (k, j); 
(Pkj(k, j)-+ [vo, Vn]); 
11. Para v +--- v0 até Vn faça 
12. Ache índice da lista Vx; 
(C+--- V;[v].indice) 
4.2. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
Ache coordenada i; 
(i+-- V;[i].coordenada) 
Ache a opacidade do voxel; 
(a f- Vx[i].opacidade) 
Ache o pixel de projeção de shear na imagem intermediária; 
( (ui, vi) +-- Msh.ear · (i, j)) 
Se a opacidade no pixel da imagem intermediária não está saturada então 
((ashear(u;,v;) ~O) é falso) 
Calcule pixel na imagem final; 
v) f- Jvfwarp · 
Se a opacidade no pixel da imagem final não está saturada então 
((awarp(u, v)~ O) é falso) 
Calcule Idisti 
(I dist f- fdist ( k)) 
Calcule ~r; 
('y +-- arccos(Vx[<'].n · d)) 
Calcule 8; 
((3 f- 21) 
Calcule tonalização do pixel; 
(I(ui, v;) f- fphon9 ((3, laist, ka, k., kd, n)) 
Faça a composição do(s) pixel(s) na imagem final que não tem 
opacidade saturada; 
(I(u, v) f- l(u, v)+ (I(u;, v;)· awarp(u, v)) 
Atualize opacidade da imagem final; 
(awarp(u, v) f- Oówarp(u, v)+ (1- a)) 
fim Se 
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26. Atualize opacidade da imagem intermediária. 
(ashear(u;, V;)+- Oówarp(u, v)) 
Se 
28. fim Para 
29. fim Para 
30. fim Para 
Fim 
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A seguir segue urna descrição das principais etapas do algoritmo proposto: 
Linhas 1-5: Calculam as variáveis relacionadas com a direção de visualização; 
Linhas 6-7: Determinam as estruturas utilizadas para varn,dt!ra cena; 
Linha 8: Laço de varredura na profundidade do sistema de coordenadas padrão; 
Linhas Laços de varredura nas fatias do sistema de coordenadas padrão; 
Linhas 12-14: Determinação do voxe! através dos arranjos de ponteiros Pzy ou Pxz e a res-
pectivas listas v;, e Vy. Os atributos do voxel é encontrado através do índice f em 
Vx; 
Linha 15: Projeção do voxel na imagem intermediária. Cada fatia é deslocada de um valor 
associado com a em uma tabela de look-up; 
Linhas 16: Para evitar cálculos desnecessários de warp, é utilizado um buffer de opacidade 
acumulada O!shear na imagem intermediária; 
Linha 17: As coordenadas do pixel na imagem intermediária são transformadas em coordena-
das na imagem final através da matriz de transformação 2D Mwarr A transformação 
warp é feita com a origem no centro da imagem intermediária. 
Linha 18: É utilizado um buffer de opacidade acumulada O!warp na imagem para evitar cálculos 
desnecessários de tonalização; 
Linhas 19-22: Cálculos para a tonalização do pixel; 
Linhas 24: É feita a composição de um ou mais pixels da imagem final, de acordo com a relação 
de escala entre pixel e voxel; 
Linhas 25-26: Os buffers de opacidade são atualizados. 
Capítulo 5 
Análise Comparativa 
Este capítulo apresenta uma análise comparativa dos métodos relacionados shell rendering 
(SR), shear-warp rendering (SWR) e shell rendering com fatoração shear-warp (SWSR), 
com relação a aspectos: requerimento de memória, velocidade de rendering e quali-
dade de imagem. 
Os experimentos foram realizados com 10 objetos Oi, i = 1, 2, ... , 10, de diferentes 
tamanhos e derivados de cenas constituindo diferentes modalidades, conforme a descrição 
na Tabela 5.1. Para cada objeto foram selecionadas duas representações: uma de superfície 
com 1 voxel de espessura e outra de volume com 3 voxels de espessura em torno da 
superfície. Os voxels são classificados como opacos na representações de superfície e 
com opacidade 1/3 nas representações de volume. Isto garante que todos os métodos 
operam com o mesmo número de voxels por representação. O número de voxels nessas 
representações varia de 22.390 a 2.833.821 voxels, cobrindo todos os casos de pequenas a 
grandes estruturas. A Tabela 5.1 também mostra em parênteses a porcentagem de redução 
no número de voxels das representadas comparadas com as suas respectivas cenas originais. 
Isto ilustra a vantagem de armazenar e processar somente os voxels significativos para a 
visualização. 
5.1 Espaço de memória 
A Tabela 5.2 mostra o requerimento de memória em Kbytes necessários para o armaze-
namento das superfícies e volumes apresentados na Tabela 5.1 nos métodos SR, SWR e 
SWSR. É importante notar que SWR requer de 2, 21 (superfície de 0 5 ) até 8, 14 (superfície 
de 0 7 ) mais espaço de memória que SR. SWSR representa uma solução intermediária de 
armazenamento. Sua economia em espaço de memória varia de 27% (volume de 0 8) até 
75% (superfície de 04, 07, Os e 0 9 ) quando comparado com SWR, enquanto este requer 
de 1, 38 (superfície de 0 5 ) até 2, O (superfícies de 0 2,04 - 0 7 e 0 9) vezes mais espaço de 
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5.1. 
Objeto Cena Superifície Volume 
0 1 (joelho - ossos - CT) 3.300.300 134.370 (95,93%) 241.953 (92,67%) 
02 (talus - MR) 8.584.216 22.390 (99,74%) 72.946 (99,15%) 
0 3 (crânio - CT) 11.769.912 261.676 (97,78%) 836.889 (92,89%) 
0 4 (cabeça- pele- MR) 11.927.552 419.186 (96,49%) L349.048 (88,69%) 
0 5 (veias - MRA) 16.777.216 29.753 (99,82%) 65.092 (99,61 %) 
0 5 (órbitas - pele - CT) 25.165.824 250.974 (99,00%) 791.090 (96,86%) l 
0 7 (órbitas - ossos - CT) 25.165.824 263.961 (98,95%) 763.071 (96,97%) 
0 8 (crânio de criança - MR) 57.451.680 933.061 (98,38%) 2.833.821 (95,07%) 
0 9 (cabeça e espinha - ossos - CT) 77.332.480 745.824 (99,04%) 2.119.109 (97,26%) 
0 10 (cabeça e espinha - pele - CT) 77.332.480 780.135 (98,99%) 2.180.696 (97,18%) 
Total 314.808.484 3.841.330 (98, 78%) 11.253.715 (96,43%) 
Tabela 1: Os objetos selecionados para os experimentos, o núlTI<'l"o de voxels após 
reamostragem da superfície e do volume, respectivamente. O redução 
do número de voxels, entre parênteses, com relação às respectivas cenas originais em 
parênteses. 
memória que SR. 
A característica de armazenamento do SWR é baseada na codificação de corridas 
transparentes e opacas da cena. Se o objeto possui muitas transições entre objeto e fundo, 
o gasto decorrente da codificação é grande. Para tentar minimizar este problema, cada 
corrida é codificada em até 255 comprimentos, o necessário para armazenar em apenas 1 
byte. Como conseqüência, corridas com comprimento maior que 255 voxels são divididas 
em duas ou mais corridas. A estrutura de ponteiros que aponta para a primeira corrida 
em cada fatia é também modificada para apontar para a primeira corrida em cada linha, 
com o propósito de facilitar o acesso aos voxels, uma vez que é necessário percorrer várias 
corridas em uma fatia para ter acesso a um determinado voxel. 
SR utiliza um arranjo 2D de ponteiros onde cada célula necessita de uma representação 
de 4 bytes para acessar os elementos da lista de voxels, onde cada voxel armazena os atri-
butos de visualização. Portanto é uma estrutura bem mais compacta que SWR, conforme 
mostra a Tabela 5.2. 
Em SWSR, são adicionados à estrutura shell original, um segundo arranjo 2D de 
ponteiros e uma segunda lista de ponteiros para a lista de voxels, que quase duplicam a 
quantidade de memória do método original. Em aplicações em que lista de voxels possui 
um maior número de atributos para visualização, a estrutura E-shell tem um custo menor 
que o apresentado na Tabela 5.2. 
rendering 
Objeto Supefície Volume 
SR SWR SWSR SR SWR SWSR 
01 600 4.404 1.192 1.324 4.328 2.505 
02 218 1.164 437 618 1.504 974 
Os 1.260 9.640 2.473 4.515 12.720 8.601 I 
04 111.819 14.732 3.639 6.951 19.204 13.538 
372 1.776 744 830 1.832 1.148 
06 1.172 9.132 2.345 4.247 13.256 8.109 
07 1.223 9.952 2.446 4.110 10.972 7.836 
Os 4.284 34.104 8.412 14.959 39.436 28.796 
Og 3.503 27.772 7.007 11.527 32.576 21.874 
Ow 3.637 25.468 7.275 11.828 36.148 22.476 
Média 1.809 13.814 3.597 6.091 17.198 11.586 
Requerimentos de memória em Kbytes para armazenar a 
volumes nas três abordagens. 
5.2 Velocidade de rendering 
Os experimentos foram realizados em um PC Pentium 1GHz com 512 Mbytes de memória 
RAM. As implementações dos métodos SR e SWR foram comparadas com a imple-
mentação de SWR feita por Lacroute, disponível em [67]. Em todos os experimentos 
é utilizada projeção ortogonal com uma única fonte de luz na mesma posiÇão do observa-
dor. Os métodos foram implementados em linguagem C com opções iguais de otimização 
para a compilação dos programas. As superfícies e volumes de cada objeto são os mes-
mos para todas as abordagens, garantindo coerência nos experimentos. Em todos os 
programas é utilizada a função gettimeofday() para mensurar o tempo médio do cálculo 
de rendering de 100 imagens de mesmo tamanho em diferentes direções de visualização. 
É importante observar que o tempo necessário para classificação e representação não são 
considerados nestes experimentos. Os tempos gastos em milisegundos para cada rendering 
nas três abordagens são mostrados na Tabela 5.3. Desta tabela várias observações podem 
ser feitas. 
Todos os métodos conseguem fazer rendering de superfície em menos de O, 5 segundo, 
e rendering de volume em menos de 1, O segundo, com exceção do SR que requer 1, 42 
segundos para o rendering de volume do objeto 0 8. Note que, apesar de explorar mais 
propriedades da fatoração shear-warp, SWR não é sempre mais rápido que SR e SWSR. 
Ao contrário, as superfícies dos objetos 0 2 , 0 5, 0 6 e 0 7 , SR pode ser até 2, 05 vezes mais 
rápido (objeto 05) que SWR, e SWSR é sempre mais rápido que SWR para todas as 
Velocidade 
Objeto Superfície Volume 
SR SWR SWSR SR SWR SWSR 
01 76 49 45 135 75 86 
Oz 32 54 32 60 62 49 
03 144 I 119 99 426 198 248 
04 208 127 115 639 229 333 
05 I 41 83 44 66 88 64 
06 168 209 152 478 292 351 
07 173 189 136 480 257 290 
Os 475 380 317 1421 647 873 
Og 430 379 286 1226 597 729 
010 421 408 330 1175 646 857 
Média 216,8 199,7 155,6 610,6 309,1 388 
Tabela 5.3: Os tempos gastos em milisegundos (ms) para o rendering de superfície e 
volume nas três abordagens. 
superfícies. Isto significa que early ray termination parece não ser tão útil no caso de 
superfícies. Um erro comum em muitos trabalhos publicados é pensar que a velocidade 
do método de visualização é sempre inversamente proporcional ao número de voxels. Um 
contra-exemplo é ilustrado nas Figuras 5.1 e 5.2, onde as superfícies dos objetos são 
apresentadas em ordem crescente de número de voxels, respectivamente. Em SWR, por 
exemplo, a velocidade de rendering depende fortemente de características topológicas e 
morfológicas do objeto. Representações que têm grandes corridas de voxels opacos têm a 
tendência de aumentar a eficiência do SWR, por causa do early ray termination. 
Por outro lado, a velocidade em SWR e SWSR é certamente menos afetada pelo 
número de voxels quando comparadas ao SR, pois os dois primeiros métodos usam voxel 
splatting através de operações look-up enquanto SR calcula as multiplicações da matriz 
de visualização. Note que, SWR e SWSR podem ser 2, 79 e 1, 92 vezes mais rápidos que 
SR, respectivamente (objeto 04). 
Em média, SWSR e SWR são mais rápidos que SR, mas somente ao custo de mais 
requerimento de memória, e SWSR oferece a melhor relação de compromisso velocidade 
x memória entre eles. 
A Tabela 5.4 apresenta ao ganho em velocidade (entrada esquerda) e custo de memória 
(entrada direita) de SWSR sobre SR para superfícies e volumes. Podemos observar que em 
média SWSR é 1, 35 e 1, 52 mais rápido que SR para superfície e volume, respectivamente. 
O ganho de velocidade tem a penalidade de cerca de 2 vezes mais no requisito de memória. 
De acordo com a Tabela 5.2, isto é certamente não proibitivo em computadores pessoais 
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Figura 5.1: Tempo de rendering dos três métodos para superfícies em função de seu 
tamanho. Objetos são apresentados em ordem crescente de número de voxels ao longo do 
eixo horizontal. 
modernos, onde a memória RAM disponível pode alcançar 1 Gbyte. Tabela 5.5 apresenta 
o ganho de velocidade (entrada esquerda) e o requisito de memória (entrada direita) 
de SWSR sobre SWR para superfície e volume, respectivamente. Note que em média, 
SWSR é 1, 35 mais rápido que SWR para superfícies é quase tão rápido quanto SWR 
para volumes. No entanto, SWSR é 71% e 34% mais compacto que SWR para superfícies 
e volumes, respectivamente. 
5.3 Qualidade de imagem 
Métodos de visualização baseados em voxel splatting têm um problema bastante conhecido: 
o aparecimento de buracos na imagem gerada para algumas direções de visualização (veja 
Figuras 5.3a e 5.3b). Algoritmos de pós-processamento podem ser utilizados para "fechar" 
estes buracos, mais o sucesso desse algoritmos não é garantido e a imagem resultante pode 
apresentar baixa qualidade. Um solução mais eficiente é tornar o tamanho dos voxels 
maior que o tamanho de pixels durante a projeção voxel splatting. Neste caso, no entanto, 
existe um erro conceitual no método SR, que afeta a qualidade da imagem e corretude do 
rendering. Este erro foi detectado no decorrer deste trabalho e é divulgado em [29]. 
SR explora a propriedade da projeção ortogonal de não impor ordem de precedência 
7. 
5 
g_ 
E 
o 
f-
1600 [ 
1400 
I 
1200 r 
i 
1000 
800 
600 
400 
200 
1m agem 
SWSR-·-<:>-·-
SWR----
sR---
Tempo de rendering para bordas nebulosas 
./ 
/·--------_'"*'_./ .... 
' 
' 
.i 
/,/ -~------·· ·<i>- • •• _ .-·· _ • .6 
-~--
// .· 
Oqjetos 
.------.(. ' 
// 
Figura 5.2: O tempo de rendering dos três métodos para volumes como função do seu 
número de voxels. Objetos são apresentados em ordem crescente de número de voxels ao 
longo do eixo horizontal. 
entre os eixos x, y e z no acesso aos voxels. Infelizmente essa propriedade não é válida 
para o caso de voxel splattíng para voxels maiores que pixels na imagem gerada, um 
erro comum inclusive em outros trabalhos. A Figura 5.4a ilustra um exemplo onde o 
observador está no octante 6, a ordem de acesso é como indicada no Tabela 3.2, o eixo 
principal de visualização x é perpendicular ao plano de visualização, onde cada voxel pinta 
3 x 3 pixels na ordem correta de acesso front-to-back. A Figura 5.4b ilustra o resultado 
do acesso front-to back feito pelo SR para o mesmo exemplo da Figura 5.4a. Observe que 
quanto mais longe os voxels escondidos são pintados no lugar de voxels mais próximos e 
visíveis. Em rendering de superfície, o problema ainda tem uma solução se for utilizado 
o método z-buffer para a remoção de superfícies escondidas, mas infelizmente o problema 
persiste para rendering de volume. Esse erro conceitual é muito difícil de detectar, porque 
depende do tipo de representação e dos valores de opacidade dos voxels. Isto fica mais 
evidente quando os valores de opacidades são mais baixos, ou mesmo quando eles são 
mais altos, em casos quando há variações abruptas da superfície do objeto. Figura 5.5 
ilustra os efeitos deste erro conceitual para SR (Figura 5.5a) comparando com a qualidade 
de imagem do SWSR (Figura 5.5b), para mesma direção de visualização e distribuição 
de opacidades. Neste caso, valores de opacidade baixos mostram que o problema aparece 
como manchas escuras na superfície do objeto (Figura 5.5a). Figura 5.5c ilustra outra 
imagem 
Objeto Superfície Volume 
01 1,69-1,99 1,57-1,89 
02 1,00-2,00 1,22-1,58 
03 1,45-1,96 1,72- 1,91 
04 1,81- 2,00 1,92-1,95 
Os 0,93-2,00 1,03-1,38 
06 1,11-2,00 1,36-1 
07 1,27-2,00 1,66-1,91 
Os 1,50-1,96 1,63-1,92 
Og 1,50-2,00 1,68-1,90 
01o 1,28-2,00 1,37- 1,90 
Média 1,35-1,99 1,52- 1,82 
5.4: Ganho velocidade (entrada esquerda) e rectuí:;íto (entrada 
direita) do SVVSR sobre SR para superfícies e volumes. 
situação quando os voxels tem altos valores de opacidade. Neste caso, percebe-se um 
padrão claro-escuro na região mandibular onde ocorrem variações abruptas na superfície 
do objeto. Isto parece com artefato de alíasing, mas não é. De fato, o problema pode 
aparecer sempre que o eixo principal não é acessado por último. Neste sentido, SWSR 
e SWR oferecem melhor qualidade de imagem que SR, pois usam uma ordem acesso ao 
voxel corno indicado na Tabela 3.1. 
SWR apresenta imagens de qualidade semelhantes à imagens produzidas por algorit-
mos de ray-casting. Apesar de ser um método object-order, urna rearnostragern é feita 
durante a composição da imagem intermediária (simulando urna rearnostragem bilinear 
de voxels). Esta rearnostragern é feita com facilidade na estrutura de dados de código 
de corrida, uma vez que, durante a varredura, são percorridas duas linhas adjacentes na 
imagem intermediária correspondentes a duas linhas na cena. Como resultado da Propri-
edade 2 da fatoração (seção 3.1.2), os pesos associados à participação de cada voxel no 
processo de rearnostragern são os mesmos para cada voxel da mesma fatia (Figura 3.6). 
Isto torna o processo de composição dos voxels menos dispendioso do ponto de vista com-
putacionaL Outra reamostragem é feita durante a formação da imagem final, durante a 
transformação warp. Como resultado, não aparecem artefatos na imagem finaL 
As estruturas shell e E-shell não permitem, durante a projeção, urna reamostragern 
eficiente dos voxels. A solução adotada para este problema no rendering é a replicação 
da tonalização em 3 x 3 pixels na imagem finaL Com isso podemos dizer que a qualidade 
do SWR é um pouco melhor que a do SWSR, que por sua vez é melhor que a do SR 
(Figuras 5.7-5.11). 
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Objeto Superfície Volume 
01 1,09-0,27 0,87-0,58 
Oz 1,69-0,38 1 -0,65 
03 1,20- 0,26 ' 0,80- 0,66 
-0,25 0,69-0,70 
Os 1,89-0,42 1,38- 0,63 
O e 1,38 0,26 0,83-0,61 
07 1,39- 0,25 0,89-0,71 
Os 1,20- 0,25 0,74-0,73 
Og 1,33-0,25 0,82-0,67 
Ow 1,24-0,29 0,75-0,62 
Média 1,35-0,29 0,90-0,66 
velocidade (entrada esquerda) e de memória 
direita) do S\VSR sobre superfícies e volumes. 
(a) (b) 
Figura 5.3: Shell rendering de superfície usando splatting (a) de um voxel para um pixel 
e (b) de um voxel para 3 x 3 píxels. 
y 
' ' ' /}-·---------r----~~,~;· 7 
' ' ' ' 
·l-:: ______________ J/' 
' ' ' (a) (b) 
Figura 5.4: Exemplo onde o observador está no octante 6 e o eixo x é o eixo principal. 
(a) O acesso front-to-back com splattíng de um para 3 x 3 pixels na cena faz com que o 
voxel v2 pinte os pixels p2 e o voxel v1 pinte os pixels p1 . (b) Esta figura mostra que os 
voxels não são pintados em front-to-back se for seguida a ordem de acesso indicada na 
Tabela 3.2 para shell renderíng. 
Qualidade de imagem 
(a) (b) 
Figura 5.5: Comparação entre imagens geradas pelo rendering de volume com splatting 
de voxels para 3 x 3 pixels utilizando (a) SR e (b) SWSR. 
(a) (b) 
Figura 5.6: Comparação entre imagens geradas pelo rendering de superfície com splatting 
de voxels para 3 x 3 pixels utilizando (a) SR e (b) SWSR. 
Qualidade de imagem 
(a) (b) 
Figura 5.7: Imagens do objeto 0 3 (crânio- CT) geradas por (a) SWSR e (b) SWR. 
(a) (b) 
Figura 5.8: Imagens do objeto 0 4 (cabeça- MR) geradas por (a) SWSR e (b) SWR. 
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(a) (b) 
.Figura 5.9: Imagens do objeto 0 8 (crânio de criança- CT) geradas por (a) SWSR e (b) 
SWR. 
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(a) (b) 
Figura 5.10: Imagens do objeto 0 9 (cabeça e espinha (ossos)- CT) geradas por (a) SWSR 
e (b) SWR. 
(a) (b) 
Figura 5.11: Imagens do objeto 0 10 (cabeça e espinha (pele)- CT) geradas por (a) SWSR 
e (b) SWR. 
Capítulo 6 
Conclusão 
Este capítulo conclui o trabalho apresentado nesta dissertação, discute as dificuldades 
encontradas durante a busca dos obiet;ÍV<)S lançados no primeiro ror,it" e apresenta 
algumas sugestões para trabalhos futuros. 
6.1 Discussão 
Nesta dissertação foi proposto um novo método para visualização de volumes, chamado 
shell rendering com fatoração shear warp (SWSR). A validação desse método foi feita 
através de uma análise comparativa entre SWSR e os outros dois métodos relacionados 
- shell rendering (SR) e shear-warp rendering (SWR). SWSR é uma variação de SR que 
permite aceleração pela fatoração da matriz de visualização, uma propriedade matemática 
também explorada em SWR, sem os altos custos de armazenamento de SvVR. 
Foram escolhidos 10 objetos diferentes de vários tamanhos, formas e topologias e um 
computador lGhz Pentium-III PC com 512 Mbytes deRAM para os experimentos. Su-
perfícies e volumes de mais de 2.833.000 voxels em tamanho foram criados para testar 
os métodos em rendering de superfície e rendering de volume, respectivamente. Os re-
sultados mostram que SWSR é 1.35 vezes mais rápido que SR e SWR para rendering de 
superfície, e para rendering de volume, SWSR é 1,52 vezes mais rápido que SR e quase 
tão rápido quanto SWR. Em rendering de superfície, SWSR requer 2 vezes mais memória 
que SR, mais economiza 71% de espaço de memória quando comparado ao SWR Em 
rendering de volume, SWSR requer 1,8 vezes mais espaço de memória que SR e econo-
miza 34% do espaço de memória em relação ao SWR. SWSR também gera imagens com 
qualidade melhor que SR e comparáveis às imagens de alta qualidade geradas pelo SWR 
Adicionalmente ao fato que SR tem provado ser um método urna ordem de grandeza mais 
rápido que métodos poligonais [16], é possível concluir que SWSR é uma ótima opção 
atualmente para rendering de superfície e volume. 
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6.2 Dificuldades encontradas 
Uma das dificuldades encontradas no uso da estrutura shell durante o trabalho foi a 
incorporação de técnicas que fazem a de voxels do como early 
ray termination e reamostragem de voxels. O uso destas técnicas descartado pois não 
atendiam aos objetivos deste trabalho. 
Outra dificuldade foi a falta de detalhamento dado por Lacroute sobre certos aspectos 
referentes a S\VR, como varredura na cena e a transformação de warp através da fatoração 
da matriz de visualização. Adicionando isto à complexidade da implementação de SWR, 
optou-se utilizar a biblioteca disponibilizada em [67]. 
6.3 Sugestões 
A na área visualização ser feita através 
incorporação de projeção em perspectiva e imageamento estéreo. estrutura E-shell é 
semelhante à estrutura utilizada em [17], o que facilita a incorporação de projeção em 
perspectiva ao SWSR. 
Como SV/SR mostrou ser uma abordagem bastante eficaz, uma aplicação para o traba-
lho desenvolvido nesta dissertação é o desenvolvimento de um ambiente onde as operações 
de visualização e manipulação de dados volumétricos possam ser acompanhas com um 
rendering iterativo. Alguns aspectos, como o uso de cores para imageamento estéreo 
ou rótulos para identificação de objetos podem ser adicionados ao E-shell na forma de 
atributos de visualização. 
Apêndice A 
Fatoração shear-warp 
Este apêndice define os sistemas de coordenadas utilizados e faz o detalhamento ma-
tel7Ja,Llt:u da fatoração shear-warp, 
A.l Sistema de coordenadas padrão 
Os sistemas de coordenadas utilizados na fatoração shear-warp são ilustrados na Fi-
gura A,l: coordenadas da cena, coordenadas padrão, coordenadas intermediárias, e coor-
denadas da imagem, 
w 
Yi 
Figura A,l: Sistemas de coordenadas: Cena, Padrão, Intermediário, Imagem (da esquerda 
para direita), 
No sistema de coordenadas da cena a origem corresponde ao voxel (0,0,0) e os eixos 
são rotulados de x, y e z, 
O sistema de coordenadas padrão da cena é formado pela permutação dos eixos do 
sistema de coordenadas da cena de forma que o principal eixo de visualização torna-se o 
terceiro eixo de coordenadas, O eixo principal é o mais paralelo à direção de visualização 
J No sistema de coordenadas padrão os eixos são rotulados com i, j e k, onde k é sempre 
o eixo principal de visualização, 
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O sistema de coordenadas intermediárias é formado pela transformação de shear do 
sistema de coordenadas padrão. O resultado é formado por diferentes translações no plano 
íj de cada fatia com coordenada k. O eixos são rotulados X;, Yi e z;. 
de warp transforma as coordenadas intermediárias em coordenadas 
gem. A origem do sistema de coordenadas da imagem é localizada na esquina esquerda 
superior da imagem final. Os eixos são rotulados de u, v e w. 
A matriz de visualização Mview é uma matriz 4 x 4 que transforma homogêneos 
do sistema de coordenadas da cena no sistema de coordenadas da imagem. 
[ W~l l == Mview ~ l (A.l) 
fatoração shear·warp é representar uma transformação afim de 
lização M~iew de deslocamentos l'v!shear sistema de coordenadas padrão e uma 
transformação Mwarp no sistema de coordenadas intermediárias, como a seguir: 
(A.2) 
A.2 Eixo Principal de Visualização 
O eixo principal de visualização pode ser definido como o eixo do espaço objeto que 
forma o menor ângulo com o vetor da direção de visualização. No espaço da imagem 
intermediária este vetor é: 
d~=[ ~] 
-1 
(A.3) 
Seja do vetor de visualização transformado para o sistema de coordenadas da cena. 
Então: 
[ ~ l = [ ::~ ::: ::: l [ ~: l 
-1 J ffi31 ffi32 ffi33 dz 
(A.4) 
onde mij são os elementos da matriz de visualização Mview· Somente a matriz 3 X 3 
superior esquerda de Mview é necessária, sendo denotada por Mview,3x3· 
Utilizando a Regra de Cramer, a solução para o sistema linear é: 
mu o m13 
ffi21 o mzs 
ffi31 -1 ms3 dy = 
ll'vfview,3x31 
I mu m:2 o 
! 
m21 m22 o 
dzJ m31 msz -1 
J Mview,3x3J 
-
-
m 22m1s - m12m23 
JMvíew,3x3J 
mumzs- mz1m13 
JMview,3x31 
m 21 m 12 - m 11 m 22 
JMview,3x3J 
Como o denominador é o mesmo para os três componentes de J, ele pode ser eliminado, 
resultando: 
d = [ :::::: = :::::: l (A.5) 
mz:m12- mumn 
O cosseno do ângulo entre a direção de visualização e cada eixo do sistema de coorde-
nadas da cena é proporcional ao produto interno de d com cada um dos vetores unitários 
dos eixos principais deste sistema. O maior produto interno corresponde ao menor ângulo. 
O eixo principal pode ser calculado pela Equação A.6: 
(A.6) 
Se ep = ldxl então o eixo principal de visualização é o eixo x. Se ep = ldyl então o eixo 
principal de visualização é o eixo y. Caso contrário, o eixo principal de visualização é o 
eiXO Z. 
A.3 Coordenadas padrão 
A fatoração shear-warp é realizada nas fatias de voxels que são perpendiculares ao eixo 
principal de visualização. A transformação do sistema de coordenadas da cena para o 
sistema de coordenadas padrão é feita através da permutação dos eixos x, y e z. 
fatoração da matriz visualização no sistema de coordenadas da cena (Mview) é então 
representada pelas matrizes de shear (Mshear), warp (lvfwarp) e também por uma matriz 
de permutação (Mp): 
Se o eixo principal de visualização for o eixo y então a matriz de permutação é: 
ro o 1 o1 
1 o o o 
o 1 o o 
lOOOl" 
(A.9) 
Se o eixo principal de visualização for o eixo z então a matriz de permutação é a matriz 
identidade: 
M, ~ [ 1 1 11] (A. lO) 
A transformação de coordenadas da cena para coordenadas padrão é: 
(A.ll) 
Seja M~iew a matriz de visualização permutada: 
(A.12) 
Esta matriz transforma pontos do sistema de coordenadas da cena no sistema de 
coordenadas padrão. 
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A.4 Transformação Shear 
O próximo passo é fatorar a matriz de visualização permutada M~iew nas direções de í 
e j. A fatoração satisfazer a seguinte depois da transformação shear a 
direção de visualização ser pE~q:•ertCI!cu!ar matriz 1\1~iew pode ser 
escrita através de seus elementos m';{ 
I 
m}4l m12 [ ' I I t mz- m22 mzs mz4 I - l 1\fshear -- r I I I 
m31 msz m33 
m;4 J I I I 
m41 m42 m43 m44 
No sistema de coordenadas padrão o vetor da direção de visualização d! é: 
"'i d= "l!! f!] - mnm23 - m21 m13 
f ! f f 
mzl m12 - mn m22 
(A.l4) 
A projeção do vetor de direção no plano ij tem uma inclinação d:fd~ (Figura A.2). 
O deslocamento necessário na direção de i para tornar a direção de visualização per-
pendicular ao plano ij é o negativo desta inclinação. O mesmo argumento serve para o 
deslocamento na direção de j. Os coeficientes de shear são: 
shear 
d'· 
' 
d' k 
Figura A.2: Cálculo dos coeficientes de shear Si e Sj. 
(A.15) 
(A.l6) 
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A.5 Imagem intermediária 
A transformação shear, seguida da projeção e composição das fatias, forma uma imagem 
intermediária (Figura A.4a). entanto, nos casos Figura em que os voxels assu-
mem coordenadas negativas após o deslocamento das fatias, é necessário adicionar uma 
translação para tomar suas coordenadas positivas. A transformação shear, que produz 
um sistema de coordenadas intermediárias, é então definida por: 
[ 
1 o o t; j 1 1 o S; o ] 
M - o 1 o tj o 1 Sj o -
shear - O O 1 O l O O 1 O -
0001 0001 
Si ti l 
~~{~ljj 
o o o 
(A.l7) 
1 o 
A Figura A.3 ilustra os quatro possíveis casos e as formulas correspondentes para 
o cálculo de cada translação ne•ces:sá:ria. 
coeficientes de shear. 
Em cada caso é pelos sinais dos 
Uma informação extra é necessária para a imagem intermediária: a de 
empilhamento das fatias na imagem intermediária. As fatias de voxels são ordenadas pela 
sua coordenada k no sistema de coordenadas padrão. Uma varredura jront-to-back das 
fatias corresponde percorrer as fatias em ordem crescente ou decrescente, dependendo da 
direção de visualização. A ordem de empilhamento é encontrada através da examinação 
do componente dk do vetor de direção de visualização. Se d;, é positivo então a fatia em 
no plano k = O é a fatia da frente, caso contrário, a fatia no plano k = kmax é a fatia de 
frente. 
A.6 Transformação Warp 
A fatoração shear-warp pode ser obtida pela matrizes M~iew e Mshear: 
Mwarpl\llshear = M~iew (A.18) 
lVfwarp = .._'o/f~iewM;i,_;ar (A.l9) 
d M-1 ' on e ~ shear e: 
[! o -s, _,, l M-l 1 -SJ -tJ (A.20) shear = o 1 o o o 1 
Caso 1: s; <: O,sj;:: 0 
',----.., 
t-=0 t;=O 
1 ' ] 
Caso 3: s; < O,Sj ;:: O 
Caso 2: s;;:: O,Sj <O 
Caso 4: Sj < O,Sj <O 
Figura A.3: Os quatro possíveis casos e as fórmulas correspondentes para o cálculo de 
cada translação t; e tj em relação ao fatores de shear e a posição kmax da última fatia. 
As três possibilidades de M~íew no sistema de coordenadas padrão dependem do eixo 
principal de visualização. Se o eixo principal de visualização for o eixo x: 
[ 
O -sen(if;) 
M~íe = cos(B) sen(B)cos(if;) 
w -sen(B) cos(B)cos(if;) 
o o 
Se o eixo principal de visualização for o eixo y: 
cos(if;) 
sen(B)sen(if;) 
cos( B)sen( if;) 
o 
(A.21) 
[ 
-sen(if;) 
= sen( O)cos( if;) 
"""'"" cos(O)cos(qy) 
o 
cos(if;) 
sen( O)sen( r/;) 
cos(O)sen(if;) 
o 
o 
cos(O) 
-sen(O) 
o 
Se o eixo principal de visualização for o eixo z, Mview e Af;iew são iguais: 
[ 
cos( r/;) O -sen( <f;) -tx ] 
1\.f~; . = sen( O)sen( r/;) cos( O) sen( O)cos( <(;) -ty 
ew cos(O)sen(if;) -sen(O) cos(O)cos(if;) -tz 
o o o 1 
(A.22) 
(A.23) 
Na equação A.l9, a matriz de warp foi construída de forma que, depois da trans-
formação shear na cena, a projeção e composição das fatias (Figura A.4a) forma uma ima-
gem Assim é possível a warp em 2D (Figura 
(a) (b) 
Figura A.4: A transformação de shear projeta a cena na imagem intermediária em (a) e 
a transformação de warp 2D transforma a imagem intermediária na imagem final em (b). 
A matriz de warp, que transforma a imagem intermediária (Figura A.4a) nas coorde-
nadas da imagem (Figura A.4b): 
r 
f f I f 
m\1 - ,m;, - t1m;, 1 mu m;z m 13 - simu- Sjm12 
m~, f f I I f t I t I ffi22 m 23 - sim21 - s jm22 m24 - im21 - imzz (A.24) A1warp = ;· f I f I I f I f f 
m31 m32 m33 - s;m31 - Sjm32 m34 - ;m31 - jm32 
L O o o 1 J 
Como é possível a mc<cut~ de warp em 2D, a +or·~alro linha e a terceira coitun.a 
podem ser removidas de 1'v1warp-
[
f I f f f f'] mu ml2 m14 - imu - Jm12 
Mwarp2D = m;1 m;2 m~- ti"?l- ijm~2 (A.25) 
Esta é a matriz de warp 3 x 3 que transforma a imagem intermediária 2D na imagem 
(A.26) 
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