Lecture 1. Poisson point processes

Poisson processes on the real line
Assume at time t = 0 we start recording the random times of occurence 0 ≤ T 1 ≤ T 2 ≤ · · · ≤ T n ≤ · · · of a sequence of events, e.g. customers who join a queue or the sales of an item.
• N t = #{i : T i ≤ t}: the number of events that have occurred before and including time t
• {N t } t≥0 is called a counting process.
• N t − N s : the number of events occurred in time interval (s, t] and is called the increment of the counting process over the interval (s, t] Definition 1 The stationary Poisson process {N t } t≥0 is defined as a counting process which has (P1) independent increments on disjoint time intervals and (P2) for each t ≥ 0, N t ∼ Pn(λt).
Equivalent ways to view a stationary Poisson process:
Proposition 2 A counting process {N t : t ≥ 0} is a Poisson process iff (a) N 0 = 0, (b) the process has stationary, independent increments, (c) I P(N t ≥ 2) = o(t) as t → 0, (d) I P(N t = 1) = λt + o(t) as t → 0, λ is a constant.
Define τ 1 = T 1 and τ i = T i − T i−1 for i ≥ 2, the following proposition can be shown easily.
Remark 5
The arrival times are naturally ordered; T 1 < T 2 < . . . < T n . Thus, given that n arrivals occurred in [0, t] , the unordered arrival times (a random permutation of T 1 , T 2 , . . . , T n ) look like n independent uniform [0, t] random variables.
Poisson point processes
• Γ: a locally compact complete separable metric space. Such a space is necessarily σ−compact • A locally finite measure ξ is called a point measure if µ(B) ∈ N := {0, 1, 2, · · ·} for all B ∈ B b
• δ x : the Dirac measure at x ∈ Γ, namely,
• Since Γ is σ−compact, it is possible to write a point measure ξ as
with #{i :
• H: the space of all point measures on (Γ, B b )
• |ξ| or ξ(Γ): the total measure (the number of points) of ξ
• we say that ξ n converges to ξ ∈ H vaguely if f dξ n → f dξ for all continuous functions on Γ with compact support.
Ξ| B , has the same distribution as X k = k i=1 δ θ i , where θ i , 1 ≤ i ≤ k are independent and identically distributed B-valued random elements with the common distribution λ(·)/λ(B).
Proof. Assume Ξ is a Poisson point process, then for every bounded Borel set B and every partition of B consisting (bounded) Borel sets B 1 , · · · , B m , and 
• To construct a Poisson point process on Γ, since Γ is σ−compact, one can partition the space Γ into at most countably many bounded subsets Γ i with λ(Γ i ) > 0. For each i, one can then independently define a Poisson process using Proposition 10, then the union of these independent Poisson processes is the desired Poisson process [see Reiss (1993) ].
When the carrier space is compact
• Γ is compact with a metric d 0 ≤ 1
• We say a sequence {ξ n } ⊂ H converges to ξ ∈ H weakly if f dξ n → f dξ for all bounded continuous functions on Γ
• The vague topology is the same as weak topology
• Metrics to quantify the weak topology 
• By the Kantorovich-Rubinstein duality theorem, if
can be interpreted as the average distance between a best coupling of the points of ξ 1 and ξ 2 :
where π ranges over all permutations of (1, · · · , m).
• The Prohorov distance:
The feature of maximum appeared here makes the Prohorov metric behave in a similar fashion to the total variation metric.
for all permutations π of (1, · · · , n), and hence
Proof Mathematical induction on n.
For n = 2, wlog, t 1 = min{t 1 , t 2 , s 1 , s 2 }. Three cases.
Suppose claim holds for n ≤ k with k ≥ 2, we shall prove it holds for n = k + 1 and all permutations π of (1, · · · , k + 1).
Proposition 12
The following statements are equivalent:
(iv) ξ n converges to ξ weakly;
Proof. The equivalence of (i)-(iv) is well-known.
(v) is equivalent of (vii): similarly.
(iv) is equivalent to (v): Assume first that d 1 (ξ n , ξ) → 0, then there exists an n 0 such that ξ n (Γ) = ξ(Γ) for all n ≥ n 0 . For any bounded continuous function f , as Γ is compact, f is uniformly continuous and for n ≥ n 0 ,
Since Γ is compact, for any sequence {n k } ⊂ N, there exists a subsequence {n k j } and
Proposition 13 H is a locally compact separable metric space.
Proof. By Proposition 7, it suffices to show H is locally compact. In fact, define U k = {ξ ∈ H : ξ(Γ) = k}, H = ∪ ∞ k=0 U k and for each k, U k is a compact, open and as well as closed set.
Characterization of Poisson point processes
• Palm theory For a non-negative integer-valued random variable X, X ∼ Pn(λ) iff
The equation completely characterizes the Poisson distribution and is the starting point for Stein's identity.
• Palm theory was developed after the work of Palm (1943) Heuristicly, since a Poisson process is a point process with independent increments and one dimensional distribution is Poisson, we may imagine that a Poisson process is pieced together by lots of independent "Poisson components" (if the location is an atom, the "component" will be Poisson, but if the location is diffuse, then the "component" is either 0 or 1). Hence, to specify a Poisson process, one needs to check that "each component" is Poisson and also independent of the rest. This can be intuitively done by
for all bounded function g on H and all α ∈ Γ.
• To make the argument rigorous, one needs the tools of Campbell measures and Radon-Nikodym derivatives [Kallenberg (1976) , p. 69].
• For each point process Ξ with locally finite mean measure λ, we may define probability measures {P α , α ∈ Γ} on B(H) [Kallenberg (1976) , p. 69]:
s., B ∈ B(H).
• A point process Ξ α on Γ is called a Palm process of Ξ at location α if it has the Palm distribution P α of Ξ at α.
• The Palm process of a Poisson process has the same distribution as the original process except one additional point is added
• Ξ α − δ α : the reduced Palm process
for all Borel set B ⊂ Γ.
• One can use Palm equation to establish the Stein identity for Poisson process approximation Theorem 14 A point process Ξ with locally finite mean measure λ is a Poisson process iff its reduced Palm processes have the same distribution as that of the original process.
• Janossy densities Suppose Ξ is a Poisson process on Γ with a finite mean measure λ, let ν(dα) = λ(dα)/λ, then by Proposition 10, for each bounded measurable function f on H,
General point processes: Janossy densities after its first introduction in Janossy (1950) • A few assumptions:
(JA1) the point process Ξ is finite with distribution R n = I P(|Ξ| = n),
(JA2) Given the total number of points equals n ≥ 1, there is a probability distribution Π n (·) on Γ n which determines the joint distribution of the positions of the points of the point process Ξ.
From these assumptions, we have
•
, where the sum ranges over all permutations π of (1, · · · , n), then
• The measures {J n } are called Janossy measures.
• We can find a reference measure ν such that J n is absolutely continuous w.r.t. ν n and denote its RadonNikodym derivative as j n .
• For any non-negative measurable function f : H → R,
• The density of the first moment measure λ of the point process Ξ with respect to ν:
• The density of a point being at α, given the configuration Ξ α of Ξ outside N α : Let m ∈ N be fixed and
where the term with r = 0 is interpreted as j m+1 (α, β) and the term with s = 0 similarly. Then g(α, β) is the density of a point being near α given that Ξ α is
Theorem 15 Ξ is a Poisson point process with finite mean measure λ iff, with respect to λ, its Janossy densities j n ≡ e −λ .
• Compensator The compensator A of (N, F ) is the unique previsible right-continuous increasing process such that N − A is an (F ) s≥0 local martingale [Jacod and Shiryaev (1987) or Dellacherie and Meyer (1982)]
• The compensator of a Poisson process with respect to its intrinsic filtration is a deterministic function, and in this case the Poisson process is simple iff its compensator is continuous.
• Any simple point process with continuous compensator is locally Poisson in character, in the sense that there exists a time transformation that converts the process into a Poisson process. More precisely, the transformation is given by the inverse of the compensator A of the simple point process (N t ) t≥0 :
The continuity of A ensures that σ(t) is an (F t ) t≥0 stopping time, and if lim t↑∞ A t = ∞ almost surely, then the transformed processN t := N σ(t) is a Poisson process with unit rate with respect to filtration (F t ) t≥0 , wherē
• If M is a Poisson process with compensator B t = t, 0 ≤ t < ∞, then (N,N ) is a natural coupling of the distributions of M and N .
Immigration-death point processes
Immigration-death processes
• X t : the number of objects in a system at time t
• Suppose that arrivals and departures occur independently of one another, but at rates depending on the state of the process. Thus, when there are n objects in the system, new arrivals enter at an exponential rate λ n and the n objects leave at an exponential rate µ n ; that is, when there are n objects in the system the time to the next arrival (departure) is exponentially distributed with mean 1/λ n (1/µ n ).
• {X t ; t ≥ 0}: an immigration-death process and the parameters {λ n } and {µ n } are the arrival (or immigration) rates and departure (or death) rates.
It is a continuous time Markov chain with states 0, 1, 2, . . .
then the Markov chain is ergodic with equilibrium distribution
• If λ j = λ and µ j = j for all j ≥ 0, then the equilibrium distribution is a Pn(λ).
The idea of using Markov immigration-death process to interpret Stein-Chen method was initiated by Barbour (1988) .
From now on, all immigration-death processes will be assumed to be ergodic.
• Z i is an immigration-death process with immigration rates {λ n } and death rates {µ n } and started in state i
Lemma 16
If λ n = λ and µ n = n for all n, then
where D n (t) is a pure death process with unit per capita death rate and D n (t) and Z 0 (t) are independent.
Proof.
• [Barbour (1988) ] For an immigration-death process, if the initial distribution is the equilibrium distribution, then the immigation-death process has equilibrium distribution for all time; if the process starts from a distribution close to equilibrium distribution, then it takes little time to stablize and if the initial distribution is far away from equilibrium distribuition, then it will need a lot of time to reach stationarity.
Spatial immigration-death processes
For Poisson process approximation, instead of integervalued Markov immigration-death process, we need to run a spatial immigration-death process [Preston (1977) ].
• Γ: compact; λ: finite measure on Γ There are infinitely many spatial immigration-death processes with equilibrium distribution Pn(λ). The one we use is as follows. Given the process takes a configuration ξ ∈ H, the process stays in state ξ for an exponentially distributed random sojourn time with mean 1/(n + λ) where ξ(Γ) = n, then with probability λ/(n + λ), it takes an immigration point and the point distributes on Γ according to λ/λ, independent of the existing configuration; and with probability n/(n + λ), a point is chosen equally likely from the existing configuration ξ and deleted from the system. This is equivalent to say that each point in ξ has an exponentially distributed lifetime with mean 1 and it is called unit per capita death rate.
Such a spatial immigration-death process, denoted as Z ξ (t), can be defined by its generator on H as follows Strictly speaking, we need to prove that the spatial immigration-death process constructed is the unique spatial Markov process
Proposition 17
The spatial immigration-death process has a unique equilibrium distribution Pn(λ) to which it converges in distribution from any initial state.
Proof. Need to add a proof here.
