RUTH GOODMAN
In generalizing Grace's Theorem on apolar polynomials, it was convenient (see reference 1) to use a set of relations among the coefficients of a pair of polynomials which is invariant under nonsingular linear transformations of the polynomials. Other invariant relations among their coefficients will define other classes of pairs of polynomials. The present paper establishes a set of relations which is both necessary and sufficient to guarantee that two polynomials of degree n either have a common zero of multiplicity at least n -1 or have their zeros all lying on one circle and so related that if the zeros of one polynomial are transformed, by a linear transformation, into the nth. roots of +1 then the zeros of the other are carried, by the same transformation, into the nth roots of -1.
A generalization of Grace's theorem [2] on apolar polynomials [1] makes use of a set of relations among the coefficients of a pair of polynomials. An important feature of this set of relations is its invariance under nonsingular linear fractional transformations of the polynomials. Other sets of relations which are similarly invariant will define other classes of polynomials. It is the purpose of this paper to investigate one such class.
For a discussion of Grace's theorem and related results, as well as an extensive bibliography, the reader is referred to Marden's volume [4] in the Mathematical Surveys series.
Let the complex polynomials /(*) = Σ ft Proof. Any nonsingular linear transformation is equivalent to a succession of transformations of the types
Hence we can prove that the set of conditions under consideration is invariant under a general nonsingular linear transformation by showing that it is invariant under each of these three types. Suppose the polynomials (1) 
and these expressions are the left sides of (2a) with j = n, so that they also vanish. Thus conditions (2a) all hold for the transformed polynomials. Now consider conditions (2b). We have
With j' = π -j and s' = s -π + i', these become
Since -?ι -f is an integer, we have Thus the expressions (4) are the left sides of equations (2a) with j Φ n, and therefore they vanish. We have now seen that the entire set of conditions (2a) and (2b) is invariant under the inversion z = 1/w. We have left to show that the conditions of the lemma are invariant under the translation z = w + μ. Under this transformation, the polynomials (1) are carried [1] into
Thus we have
Equations (2a) and (2b) can clearly be rewritten so that their left sides are all of form
Using the well known fact that the binomial coefficients satisfy the relations
• ; ) • ( : ) -•
we can write this last expression as follows:
n-ι n In ΣΣ .
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Thus the left side of every equation (2a) and (2b) where c x Φ 0, c 2 Φ 0 cmd S are constants, is that the coefficients of (1) satisfy conditions (2a) αwd (2b).
Proof. Since changing a polynomial by a multiplicative constant does not affect its zeros, we may, without loss of generality, assumê
~ ^2 -•*-•
To prove the necessity, let us assume first that (1) are transformable into w n + 1 and w n -1. Since (2a) and (2b) are invariant under linear transformations, it is sufficient to check that they hold for the transformed polynomials. Since A n = B n -1, A Q = 1 and -B o = -1 are the only nonvanishing coefficients, the only equations among (2a) and (2b) which have nonvanishing terms are
If (1) The proof of the sufficiency will be by mathematical induction. Let n = 2 and suppose one of the polynomials, say f(z), has distinct zeros. These can be transformed into the points w ~ 1 and w = -1, so that f(z) is carried into n Equations (2a) and (2b) now give 0 == a Q b n + a n b, -α 1 δ n _ 1 -a n _ λ b, = ^-(h + k) . n
Since a Φ 0, we must have k --h. We also have
Thus we have δ = 0, so that 7 and δ vanish simultaneously. Since βy -aδ Φ 0, this cannot happen. Hence 7^0. If a = 0, 7 ^ 0, we can proceed similarly:
δi= -^ (i = 2, •• ,^).

Λ = fc ,
Again, since βj -aδ Φ 0, a and /3 cannot vanish simultaneously. Thus a Φ 0. Now we have <x Φ 0 and 7^0, and integration of (7) gives 
yz + o
In this event
Now we can assume, without loss of generality, that all the zeros of both f(z) and g(z) are finite. For, if they are not, we can perform a linear transformation which will make them all finite and which will preserve conditions (2a) and (2b). Thus in the above polynomials we can assume a Φ 0; for a = 0 would give f'(z) = β n~\ f(z) = β^z + h, so that f(z) has n -1 zeros at infinity. Integration by parts gives These polynomials are of one of the desired forms, and the proof of the theorem is complete. The results we have just obtained can be stated in terms of the geometry of the zeros of the two polynomials. When a linear transformation is applied to a polynomial, the zeros of the transform are the transforms [3] of the zeros of the original polynomial. Hence we can state: Conditions (2a) and (2b) are both necessary and sufficient to guarantee that either ( i) f(z) and g(z) have a common, repeated zero of multiplicity at least n -1 or (ii) their zeros all lie on the same circle or straight line and the zeros of the two polynomials separate each other in such a way that a linear transformation will, at the same time, carry those of one polynomial into the wth roots of unity and those of the other into the wth roots of negative unity.
