Abstract. A sharp estimate for multilinear Marcinkiewicz integral operator is obtained. By using this estimate, we obtain the weighted norm inequalities and L log L type estimate for the multilinear operator.
1. Introduction. Let T be a singular integral operator. In [1] In [8] , Hu and Yang obtain a variant sharp estimate for the multilinear singular integral operator. The main purpose of this paper is to prove a sharp estimate for some multilinear operator related to Marcinkiewicz integral operator. As the applications, we obtain the weighted norm inequalities and L log L type estimate for the multilinear operator.
Notations and results.
Suppose that S n−1 is the unit sphere of R n (n ≥ 2) equipped with normalized Lebesgue measure dσ = dσ(x ′ ). Let Ω be homogeneous of degree zero and satisfy the following two conditions:
(i) Ω(x) is continuous on S n−1 and satisfies the Lip γ condition on S n−1 (0 < γ ≤ 1), i.e.
|Ω(
(ii) S n−1 Ω(x ′ )dx ′ = 0. Let m be a positive integer and A be a function on R n . The multilinear Marcinkiewicz integral operator is defined by
We also define that
, which is the Marcinkiewicz integral operator (see [12] ).
Let H be the Hilbert space
and F t (f )(x) may be viewed as a mapping from (0, +∞) to H, and it is clear that
Note that when m = 0, µ
A Ω is just the commutator generated by Macinkiewicz integral and a function A(see [10] [16] ). while when m > 0, it is non-trivial generalizations of the commutator. It has been known that multilinear operators are of great interest in harmonic analysis and have been widely studied by many authors (see [1] [2] [3] [4] [5] ).
First, let us introduce some notation(see [7] [11] [13] ).
For any locally integrable function f , the sharp function of f is defined by
where, and in what follows, Q will denote a cube with sides parallel to the axes, and
We say that f belongs to
Let M be the Hardy-Littlewood maximal operator, that is
we write that
Let B be a Young function andB be the complementary associated to B, we denote that, for a function f ,
and the maximal function by
The main Young function to be using in this paper is B(t) = t(1 + log + t) and its complementaryB(t) = exp t, the corresponding maximal denoted by M LlogL and M expL . We have the generalized Hölder's inequality:
and the following inequality (in fact they are equivalent), for any x ∈ R n ,
and the following inequalities, for all cube Q and any b ∈ BM O(R n ),
We denote the Muckenhoupt weights by A p for 1 ≤ p < ∞(see [7] ). Now we are in position to state our results.
for all α with |α| = m. Then for any 0 < r < p < 1, there exists a constant C > 0 such that for any f ∈ C ∞ 0 (R n ) and any
Theorem 3. Let w ∈ A 1 and D α A ∈ BM O(R n ) for all α with |α| = m. Then there exists a constant C > 0 such that for each λ > 0,
Remark. In Theorem 1, the sharp estimate for µ A Ω is given. As in [8] [10], Theorem 2 and 3 follow from Theorem 1. So we only need to prove Theorem 1.
l. liu 3. Some lemmas. We begin with some preliminary lemmas. Lemma 1. (Kolmogorov, [7, p.485 ]) Let 0 < p < q < ∞ and for any function f ≥ 0. We define that
where the sup is taken for all measurable sets E with 0 < |E| < ∞. Then
Lemma
for all α with |α| = m and some q > n. Then
, whereQ is the cube centered at x and having side length 5 √ n|x − y|.
Proof. By the Minkowski inequality and the condition on Ω, we have
Thus, the lemma follows from [4] [5].
Proof of Theorems.
First, we prove Theorem 1.
Proof of Theorem 1. Fixx ∈ R n . Let Q = Q(x 0 , l) be a cube centered at x 0 and having side length l such thatx ∈ Q. It is suffice to prove for f ∈ C ∞ 0 (R n ) and some constant C 0 , the following inequality holds:
Now, let us estimate I, II and III, respectively. First, using Lemma 3, we have
For II, by Lemma 1 and the weak type (1,1) of µ Ω (see [6] [14]), we have
To estimate III, we write, for |α| = m,
Note that |x − y| ∼ |x 0 − y| for x ∈Q and y ∈ R n \Q. By the condition on Ω, and similar to the proof of Lemma 4, we obtain
Similarly, we have
For III 3 , by the following inequality (see [14] ): This completes the proof of Theorem 1. From Theorem 1 and the weighted boundedness of µ Ω and M , we may obtain the conclusion of Theorem 2.
From Theorem 1 and Lemma 2, we may obtain the conclusion of Theorem 3.
