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1. Introduction
Variational inequalities of the form
(u − Au,u − v)H  0 for all v ∈ K (1.1)
in a Hilbert space H can be studied if some basic variational inequality properties like existence prop-
erty, normalization and homotopy property similar to those in ﬁxed point theories for nonlinear maps
can be established. These properties can be used to prove some variational inequality principles on
existence of solutions, positive solutions, nonzero positive solutions and eigenvalues. It is well known
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tion, nonlinear potential theory and elliptic inequalities, see, for example, [11,15,17–19,30,31].
An index theory for (1.1) with A being compact was established by Szulkin [41] using the well-
known ﬁxed point index for compact maps [3] to the operator r A, where r is the metric projection r
from H to a closed convex set K of H . In fact, variational inequalities for the map T − A can be found
when T is a suitable strictly monotone and coercive map from a reﬂexive Banach space X to its dual
space X∗ [41] or T is a suitable map of S-type [29]. It is known that if u is a ﬁxed point of r A, that
is, u = (r A)u, then u is a solution of (1.1). We refer to Lan and Webb [27] for the study of this ﬁxed
point equation, where a ﬁxed point index for generalized inward maps of condensing type deﬁned
on cones in Banach spaces was established, based on the classic ﬁxed point index for condensing
self-maps developed by Nussbaum [32]. The key requirements are that the map A is continuous and
r A is a map of condensing type.
However, if A is an S-contractive map, i.e., I − A is of S+-type which have been widely studied,
for example by Skrypnik [39,40], Browder [6], Adhikari and Kartsatos [2], then r A may be neither a
compact map nor a condensing map and if A is demicontinuous, then r A need not be continuous.
Therefore, these ﬁxed point index theories mentioned above cannot be used to treat the variational
inequality (1.1) when A is a demicontinuous S-contractive map. In addition, it seems to be diﬃcult to
employ the degree theories for maps of S+-type [6,39,40] to derive an index theory for (1.1) due to
the fact that I − Ar may not be of S+-type although the classic ﬁxed point index theory for compact
maps was developed by using the degree theory of I − Ar [3]. We refer to [2] for the study of the
existence of nonzero solutions for demicontinuous maps of S+-type, where the degree theories of
Skrypnik [39,40] and Browder [6] are employed.
It is known that the class of S-contractive maps contains compact maps, k-dissipative maps with
k ∈ [0,1) and the sum of the two type maps as special cases [22] and is a special class of the so-called
PM-maps studied by Lan and Webb [26] and references therein.
Recently, Lan [22] established a ﬁxed point theory for demicontinuous weakly inward S-contractive
maps in Hilbert spaces by employing the ideas of Granas’ topological transversality. It is known that
Granas’ topological transversality was previously used to study the existence of ﬁxed points for com-
pact self-maps [8,13] and for weakly inward continuous condensing maps [37,38]. However, there
are little applications of Granas’ topological transversality to the study of variational inequalities for
nonlinear maps.
In this paper, we develop a new theory for variational inequality (1.1) when A is a demicontinuous
S-contractive map in H . The methodology is to employ the ideas of Granas’ topological transversality.
Such a variational inequality theory has many properties similar to those of ﬁxed point theory for
demicontinuous weakly inward S-contractive maps [22] and to those of ﬁxed point index for con-
densing maps mentioned above.
To develop such a theory, we ﬁrst introduce the so-called essential maps for (1.1) in the class
of demicontinuous S-contractive maps and prove three basic properties of variational inequalities:
existence property, normalization and homotopy property. Next, we use these properties to prove
that maps which satisfy the Leray–Schauder type conditions related to variational inequalities are
essential and that maps which satisfy the conditions similar to those implying that the ﬁxed point
index is zero are not essential. Combining such results derives new results on the existence of nonzero
positive solutions and eigenvalues for variational inequalities. It is worth mentioning that we need
to introduce some new conditions in order to obtain new variational inequality theorems similar
to some ﬁxed point theorems for weakly inward S-contractive maps [22] and maps of condensing
type [10,35,36]. Moreover, the proofs of these variational inequality theorems are often more diﬃcult
than those of corresponding ﬁxed point theorems because the maps involved are not required to be
self-maps or generalized inward maps.
As applications of our variational inequality theory, we study the existence of positive weak solu-
tions for semilinear second-order elliptic inequalities of the form
{−u(x) f (x,u(x)), x ∈ Ω, (1.2)
u(x) = 0 on ∂Ω,
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is a Carathéodory function. That is, ﬁnd u ∈ P , the standard positive cone in the Sobolev space
H10 := H10(Ω), such that
(u − Au,u − v)H10  0 for all v ∈ P , (1.3)
where the map A is deﬁned by
(Au, v)H10
=
∫
Ω
f
(
x,u(x)
)
v(x)dx. (1.4)
We shall provide some new upper or lower bound conditions on f which contain the terms uδ
or uσ , respectively, and our results do not require the exponents δ and σ to be the same. Therefore,
these conditions are generalizations of previous growth conditions imposed on | f | which contain
the term uδ (see [4,29,41]). We shall prove that the map A deﬁned on (1.4) maps P into H10 and
is a completely continuous map under suitable choices of δ and σ in (0, n+2n−2 ) or a continuous S-
contractive map under a monotonicity condition and a lower bound condition involving the critical
Sobolev exponent n+2n−2 (that is, containing the critical term u
n+2
n−2 ).
It is known that there are some non-existence and existence results of solutions for the semilinear
second-order elliptic equations with the nonlinearity f equaling to u
n+2
n−2 and with suitable Ω (see [34]
for non-existence results and [5,33] for existence results). Hence, it is interested in knowing whether
the semilinear second-order elliptic inequality (1.2) has a weak solution when the nonlinearity f is
equal to u
n+2
n−2 or when the conditions imposed on f contain u
n+2
n−2 . It is known that the eigenvalue
problem −u(x)  λu n+2n−2 (x) has a positive weak solution [9], where the critical point theory was
used. Here, we shall use our variational inequality theory to prove new results on the existence of
positive weak solutions of (1.2) under suitable lower or upper bound conditions and the lower bound
conditions of f are allowed to contain u
n+2
n−2 . In addition, some new results on the existence of nonzero
positive solutions and eigenvalues for variational inequalities related to (1.1) are explored in a new
cone K smaller than P .
2. A variational inequality theory
Let H be a Hilbert space. We always assume that K is a closed convex set in H . We use the
symbols → and ⇀ to indicate strong and weak convergence, respectively. Recall that a map A : D ⊂
H → H is said to be S-contractive (on D) if I − A is of S+-type, that is, if {yn} ⊂ D with yn ⇀ y ∈ H
and limsup(yn − Ayn, yn − y)  0 together imply yn → y (see, for example, [6,22,26]). A is said to
be compact if A is continuous and A(Ω) is relatively compact for each bounded subset Ω of D . If
A is completely continuous on D , that is, {yn} ⊂ D with yn ⇀ y ∈ D implies Ayn → Ay, then A is
compact. It is known that the sum of an S-contractive map and a compact map is S-contractive and
if A is S-contractive on D , then A is S-contractive on Ω for every subset Ω of D . If B : D ⊂ K → H is
compact and A : K → H is a generalized contractive map (i.e., for each x ∈ K , there exists α(x) ∈ (0,1)
such that ‖Ax− Ay‖ α(x)‖x− y‖ for all y ∈ K , see [20]), then A + B : D → H is S-contractive on D .
In particular, if A is a k-dissipative map with k < 1 (i.e., (Ax − Ay, x − y)  k‖x − y‖2 for x, y ∈ K ),
then A + B : D → H is S-contractive on D (see [22]). In Section 4, some nonlinear maps arising from
semilinear elliptic inequalities will be proved to be S-contractive maps in H10.
The following known result provides a necessary and suﬃcient condition for a map to be S-
contractive (see Lemma 2.1 in [22]) and will be used in Section 4.
Lemma 2.1. A map A : D ⊂ H → H is S-contractive on D if and only if {yn} ⊂ D with yn ⇀ y ∈ H and
limsup‖yn − y‖2 > 0 together imply
limsup(Ayn, yn − y) < limsup‖yn − y‖2.
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Axn ⇀ Ax.
The following known result shows that a combination of two demicontinuous S-contractive maps
is a demicontinuous S-contractive map (see Proposition 2.2 in [22]).
Lemma 2.2. Let D be a closed set in H. Assume that A, B : D ⊂ H → H are demicontinuous S-contractive
maps and λ : D → [0,1] is a continuous function. Then the map T : D → H deﬁned by T x = λ(x)Ax +
(1− λ(x))Bx is a demicontinuous S-contractive map.
Let D be an open set in H . We denote by DK and ∂DK the closure and the boundary, respec-
tively, of DK = D ∩ K relative to K . It is shown in [22] that DK , ∂DK and DK have the following
properties: (a) DK = ∅ and ∂DK = ∅ if and only if DK = K ; (b) ∂DK = ∅ if and only if DK = ∅ and
DK = K ; (c) DK = ∅ and DK = K imply ∂DK = ∅; (d) if DK = K , then DK = ∅ if and only if ∂DK = ∅;
and (e) one of the following three cases must occur: (1) DK = K ; (2) DK = K and ∂DK = ∅; and
(3) DK = K and ∂DK = ∅.
We need the following known result obtained in [22].
Lemma 2.3. Let D1 and D be two open sets of H such that D1K = ∅, D1K = K and D1K ⊂ DK . Assume that
A : DK \ D1K → H is a demicontinuous S-contractive map and B : D1K → H is a demicontinuous S-contractive
map such that Ax = Bx for x ∈ ∂D1K . Then the map T : DK → H deﬁned by
T x =
{
Bx if x ∈ D1K ,
Ax if x ∈ DK \ D1K
is a demicontinuous S-contractive map.
The variational inequality of the map A:
(x− Ax, x− v) 0 for all v ∈ K (2.1)
is said to have a solution in D if there exists x ∈ D such that (2.1) holds. The complementarity problem
of A:
(x− Ax, x) = 0 and (x− Ax, v) 0 for all v ∈ K (2.2)
is said to have a solution in D if there exists x ∈ D such that (2.2) holds.
Recall that a closed convex set K is called a wedge if λx ∈ K for x ∈ K and λ 0. If a wedge K also
satisﬁes K ∩ (−K ) = {0}, then K is called a cone. If a wedge satisﬁes K ∩ (−K ) = {0} and K = −K ,
then K is said to be a proper wedge. A proper wedge is a wedge which is neither a cone nor a
subspace of H .
We need the following result on the equivalence between a variational inequality and a comple-
mentary problem (see [17,18,30,31]).
Lemma 2.4. Let K be a wedge in H and let A : D ⊂ H → H be a map. Then the following assertions hold:
(1) x ∈ D is a solution of the variational inequality (2.1) if and only if x ∈ D is a solution of the complementary
problem (2.2).
(2) If K is a subspace of H, then x ∈ D is a solution of the variational inequality (2.1) if and only if
(x− Ax, v) = 0 for all v ∈ K , that is, x− Ax is orthogonal to K .
The following lemma is a special case of Theorem 3.1 in [26].
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contractive map. Then (2.1) has a solution in K .
The following result is a generalization of Lemma 2.5 to the case when K is unbounded. Its proof
can be found in the ﬁrst part of the proof of Theorem 3.1 in [22] and thus is omitted.
Theorem 2.1. Let K be an unbounded closed convex set in H. Suppose A : K → H is a demicontinuous S-
contractive map and there exists x0 ∈ K such that
limsup
x∈K ,‖x‖→∞
(Ax, x− x0)/‖x‖2 < 1.
Then (2.1) has a solution in K .
Let D be a bounded open set in H such that DK = ∅. We denote by V (DK , H) the set of all
demicontinuous S-contractive maps A : DK → H such that (2.1) has no solutions on ∂DK . Following
Granas [8,13] and Lan [22], we introduce the following deﬁnition of essential maps related to varia-
tions inequalities.
Deﬁnition 2.1. A map A ∈ V (DK , H) is said to be essential on DK if for each map φ ∈ V (DK , H) with
φ(x) = Ax for x ∈ ∂DK , the variational inequality of φ has a solution in DK .
By the properties of DK , ∂DK and DK mentioned above, we see that if DK = K , then ∂DK = ∅ or
∂DK = ∅ occurs. Hence, we obtain
Proposition 2.1. Let K be a bounded closed convex set in H and D a bounded open set in H such that DK = K .
Then every map A ∈ V (DK , H) is essential on DK .
Proof. Let φ ∈ V (DK , H) with φ(x) = Ax for x ∈ ∂DK . Since DK = K , it follows from Lemma 2.5 that
the variational inequality of φ has a solution in K . The result follows from Deﬁnition 2.1. 
We now prove some important properties of essential maps which are similar to those of essential
maps related to ﬁxed points given in [22] and those of ﬁxed point index [26,27,32].
Theorem 2.2.
(P1) (Existence property) If A ∈ V (DK , H) is essential on DK , then (2.1) has a solution in DK .
(P2) (Normalization) If u ∈ DK , then uˆ is essential on DK , where uˆ(x) = u for x ∈ DK .
(P3) (Homotopy property) Let DK = K . Assume that A, B : DK → H are demicontinuous S-contractive maps.
Let h : [0,1] × DK → H be deﬁned by
h(t, x) = t Ax+ (1− t)Bx.
Assume that the variational inequality of h(t, ·) has no solutions on ∂DK for each t ∈ [0,1].
Then A is essential on DK if and only if B is essential on DK .
Proof. (P1) The result follows from Deﬁnition 2.1.
(P2) If DK = K , then K is bounded since D is bounded. It follows from Proposition 2.1 that uˆ is
essential on DK . If DK = K , then u is the unique solution of the variational inequality of uˆ and the
variational inequality of uˆ has no solutions on ∂DK . Hence, uˆ ∈ V (DK , H). Let φ ∈ V (DK , H) with
φ(x) = u for x ∈ ∂DK . Deﬁne a map T : K → H by
T x =
{
φ(x) if x ∈ DK ,
u if x ∈ K \ D .K
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that the variational inequality of T has a solution in K . If K is unbounded, noting that DK is bounded,
we have for every x0 ∈ K ,
limsup
x∈K ,‖x‖→∞
(T x, x− x0)/‖x‖2 = limsup
x∈K ,‖x‖→∞
(u, x− x0)/‖x‖2 = 0.
By Theorem 2.1, the variational inequality of T has a solution x ∈ K and it is easy to show that x ∈ DK .
Hence, φ(x) = T x and x is a solution of the variational inequality of φ. It follows from Deﬁnition 2.1
that uˆ is essential on DK .
(P3) Assume that B is essential on DK . Let φ ∈ V (DK , H) with φ(x) = A(x) for x ∈ ∂DK . Deﬁne
h∗ : [0,1] × DK → H by h∗(t, x) = tφ(x) + (1 − t)B(x). Let F be the set of all solutions in DK of
variational inequality of h∗(t, ·) for all t ∈ [0,1]. Then F = ∅ since B is essential on DK and it is easy
to prove that F is closed in H . It follows from Urysohn’s lemma (see page 302 in [16]) that there
exists a continuous function λ : DK → [0,1] such that λ(x) = 0 for x ∈ ∂DK and λ(x) = 1 for x ∈ F .
Deﬁne a map T : DK → H by T x = λ(x)φ(x)+ (1−λ(x))B(x). By Lemma 2.2, T is a demicontinuous S-
contractive map. Since T x = B(x) = h∗(0, x) for x ∈ ∂DK and the variational inequality of h∗(0, ·) has
no solutions on ∂DK , we have T ∈ V (DK , H). Since B is essential on DK , it follows from Deﬁnition 2.1
that the variational inequality of T has a solution x0 ∈ DK . Let t0 = λ(x0). Then T x0 = h∗(t0, x0) and
x0 is a solution of variational inequality of h∗(t0, ·). Hence, x0 ∈ F , λ(x0) = 1 and T x0 = φ(x0). This
implies that x0 is a solution of variational inequality of φ. It follows from Deﬁnition 2.1 that A is
essential on DK . For the converse, the proof is exactly the same. 
3. Variational inequality theorems
In this section we prove some existence results on (2.1) by using Theorem 2.2. We ﬁrst prove the
following result where the (LS) condition is stronger than the Leray–Schauder type condition used in
the ﬁxed point theory.
Theorem 3.1. Let K be a closed convex set in H and D a bounded open set in H such that DK = ∅ and DK = K .
Assume that A : DK → H is a demicontinuous S-contractive map and satisﬁes
(LS) there exists x0 ∈ DK such that the variational inequality of t A + (1 − t)xˆ0 has no solutions on ∂DK for
each t ∈ (0,1).
Then (2.1) has a solution in DK . Moreover, if (2.1) has no solutions on ∂DK , then A is essential on DK .
Proof. Assume that (2.1) has no solutions on ∂DK . Deﬁne h : [0,1] × DK → H by h(t, x) = t Ax +
(1 − t)x0. Noting that the variational inequality of xˆ0 has no solutions on ∂DK and using (LS)
implies that the variational inequality of h(t, ·) has no solutions on ∂DK for each t ∈ [0,1]. By Theo-
rem 2.2(P2), xˆ0 is essential on DK . It follows from Theorem 2.2(P3) with B = xˆ0 that A is essential
on DK . By Theorem 2.2(P1), (2.1) has a solution in DK . 
Now, we discuss the existence of nonzero positive solutions of variational inequalities. We ﬁrst
prove a general existence result.
Theorem 3.2. Let K be a closed convex set in H and let D1 , D be bounded open sets in H such that D1K = ∅,
D1K = K and D1K ⊂ DK . Assume that A : DK → H satisﬁes the following conditions.
(H1) A ∈ V (DK , H) is essential on DK .
(H2) A ∈ V (D1K , H) is not essential on D1K .
Then (2.1) has a solution in DK \ D1K .
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that the variational inequality of φ has no solutions in D1K . Deﬁne a map T : DK → H by
T x =
{
φ(x) if x ∈ D1K ,
Ax if x ∈ DK \ D1K .
By Lemma 2.3, T is a demicontinuous S-contractive map on DK . Moreover, T ∈ V (DK , H) and T x = Ax
for x ∈ ∂DK . Since A is essential on DK , it follows from Deﬁnition 2.1 and Theorem 2.2(P1) that
the variational inequality of T has a solution x0 in DK . Since the variational inequality of φ has no
solutions in D1K , we have x0 ∈ DK \ D1K and thus x0 is a solution of (2.1). 
The following result provides a suﬃcient condition for maps to be not essential.
Lemma 3.1. Let K be a wedge in H and D a bounded open set in H such that DK = ∅. Assume that
T ∈ V (DK , H) is bounded and satisﬁes the following condition.
(E1) There exists e ∈ K with ‖e‖ = 1 such that the variational inequality of T + β eˆ has no solutions on ∂DK
for each β > 0.
Then T is not essential on DK .
Proof. Let β0 > sup{‖x − T x‖: x ∈ DK }. Deﬁne a map S : DK → H by Sx = T x + β0e. Then S ∈
V (DK , H). We prove that the variational inequality of S has no solutions on DK . In fact, if not, there
exists x ∈ DK such that (x − Sx, x − v)  0 for all v ∈ K . Taking v = x + e implies (x − Sx, e)  0.
Hence, we have
β0 = (β0e, e) (x− T x, e) ‖x− T x‖‖e‖ sup
{‖x− T x‖: x ∈ DK },
which contradicts the choice of β0. By Theorem 2.2(P1), B is not essential on DK . Deﬁne h : [0,1] ×
DK → H by h(t, x) = tT x + (1 − t)Sx. Then h(t, x) = T x + β(1 − t)eˆ for (t, x) ∈ [0,1] × DK . By (E1),
we see that the variational inequality of h(t, ·) has no solutions on ∂DK for each t ∈ [0,1]. It follows
from Theorem 2.2(P3) that T is not essential on DK . 
Combining Theorems 3.1, 3.2 and Lemma 3.1, we obtain the following new result on the existence
of nonzero positive solutions of the complementary problem (2.2).
Theorem 3.3. Let K be a wedge in H and let D1 , D be bounded open sets in H such that 0 ∈ D1 and D1K ⊂ DK .
Assume that A : DK → H is a bounded demicontinuous S-contractive map such that (LS) of Theorem 3.1 holds
on ∂DK and (E1) of Lemma 3.1 holds on ∂D1K . Then (2.2) has a solution on DK \ D1K .
Proof. Assume that (2.1) has no solutions on ∂DK ∪ ∂D1K . By (LS) and Theorem 3.1, A is essential
on DK . By (E1) and Lemma 3.1, A is not essential on D1K . It follows from Theorem 3.2 that (2.1) has
a solution x0 in DK \ D1K . Since K is a wedge, it follows from Lemma 2.4(1) that x0 is a solution
of (2.2). 
Now, we generalize Theorem 3.3 and study the existence of eigenvalues for variational inequalities
of A + λB . We need the unique metric projection r from H to K (see [7]), that is, r satisﬁes
∥∥x− r(x)∥∥= d(x, K ) for x ∈ H
and if ‖x− u‖ = d(x, K ) for some u ∈ K , then r(x) = u.
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of (2.1).
Lemma 3.2. Let K be a convex set in H and A :Ω ⊂ K → H a map. Let x ∈ Ω . Then the following assertions
are equivalent:
(1) x is a solution of (2.1).
(2) ‖Ax− x‖ = d(Ax, K ).
(3) x = r Ax.
The equivalence of (1) and (2) can be found in Proposition 2.1 in [26] and it is clear that (2)
and (3) are equivalent.
Theorem 3.4. Let K be a wedge in H with K = −K . Let D1 , D be bounded open sets in H such that 0 ∈ D1
and D1K ⊂ DK . Suppose A : DK → H is a bounded demicontinuous S-contractive map and B : D1K → H is
a compact map. Assume that (LS) of Theorem 3.1 holds on ∂DK and the following conditions hold on ∂D1K .
(h1) inf{‖Bx‖: x ∈ ∂D1K } > 0.
(h2) If B(∂D1K ) \ K = ∅, then r(u) = 0 for each u ∈ B(∂D1K ) \ K .
(h3) B(∂D1K ) ∩ ((−K ) \ K ) = ∅.
(h4) d(w, K ) < d(w, (−K ) \ K ) for w ∈ B(∂D1K ) with d(w, K ) > 0.
(h5) The variational inequality of A + λB has no solutions on ∂D1K for λ > 0.
Then (2.2) has a solution on DK \ D1K .
Proof. Assume that (2.1) has no solutions on ∂DK ∪ ∂D1K . By (LS) and Theorem 3.1, A is essential
on DK . Since K = (−K ), we have K \ (−K ) = ∅. If u ∈ K \ (−K ), then λu ∈ K \ (−K ) for λ > 0. Hence,
we can choose e ∈ K \ (−K ) which satisﬁes ‖e‖ = 1. We prove the following assertion:
(E2) There exists λ0 > 1 such that the variational inequality of A+λ0B +βeˆ has no solutions on ∂D1K
for each β  0.
In fact, if not, there exist {xn} ⊂ ∂D1K , {λn} ⊂ (1,∞) with λn → ∞, {βn} ⊂ [0,∞) such that
(
xn − (Axn + λnBxn + βne), xn − v
)
 0 for all v ∈ K . (3.1)
We prove that {βn/λn} is bounded. Taking v = xn + e in (3.1) implies
βn(e, e) (xn − Axn, e) − λn(Bxn, e)
and βn/λn  (‖xn − Axn‖/λn) + ‖Bxn‖. Since D1K , A and B are bounded and λn → ∞, {βn/λn} is
bounded. We may assume that βn/λn → β0 and Bxn → w . By (3.1) and Lemma 3.2, we obtain
‖Axn + λnBxn + βne − xn‖ = d(Axn + λnBxn + βne, K ).
Noting that d(Axn + λnBxn + βne, K ) = d(Axn + λnBxn, K ), we have
∥∥∥∥ Axn − xnλ + Bxn + βnλ e
∥∥∥∥= 1λ d(Axn + λnBxn, K ) = d
(
Axn
λ
+ Bxn, K
)
.n n n n
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‖w + β0e‖ = d(w, K ). (3.2)
We prove β0 > 0. In fact, if β0 = 0, then ‖w −0‖ = d(w, K ) = ‖w − r(w)‖. It follows from the unique-
ness of r that r(w) = 0. By (h2), we have w ∈ K . This implies w = r(w) = 0 and we have Bxn → 0,
which contradicts (h1). Hence, β0 > 0 and −β0e ∈ (−K ) \ K . It follows from (3.2) that
d
(
w, (−K ) \ K ) ‖w + β0e‖ = d(w, K ).
This, together with (h4), implies d(w, K ) = 0 and w = −β0e. Hence we have B(∂D1K )∩ ((−K )\ K ) = ∅,
which contradicts (h3).
Deﬁne a map T : D1K → H by T x = Ax+ λ0Bx. Then T is a demicontinuous S-contractive map and
the variational inequality of T has no solutions on ∂D1K . Hence, T ∈ V (D1K , H). It is obvious that T is
bounded since A and B are bounded. It is shown above that the variational inequality of A+λ0B+βeˆ
has no solutions on ∂D1K for each β  0. It follows from Lemma 3.1 that T is not essential on D1K .
By (h5), the variational inequality of t A + (1− t)T = A + tβ0B has no solutions on ∂D1K for t ∈ [0,1].
It follows from Theorem 2.2(P3) that A is not essential on D1K . By Theorem 3.2, (2.1) has a solution
in DK \ D1K . The result follows from Lemma 2.4(1). 
Theorem 3.4 corresponds to some well-known ﬁxed point theorems, where B is required to be a
self-map [10,35,36] or a weakly inward map [22,27]. Theorem 3.4 requires the new conditions (h2)
and (h4) and the map B is not required to be a self-map or a weakly inward map. Moreover, the
proof of Theorem 3.4 is more diﬃcult than those of corresponding ﬁxed point theorems mentioned
above.
In Theorem 3.4, if B is required to be a self-map, then (h2)–(h4) of Theorem 3.4 hold. Hence, we
have
Corollary 3.1. Let K be a wedge in H with K = −K . Let D1 , D be bounded open sets in H such that 0 ∈ D1 and
D1K ⊂ DK . Suppose A : DK → H is a bounded demicontinuous S-contractive map and B : D1K → K is a com-
pact map. Assume that (LS) of Theorem 3.1 holds on ∂DK and (h1) and (h5) of Theorem 3.4 hold. Then (2.2)
has a solution on DK \ D1K .
By the proof of Theorem 3.4, we obtain the following result on the existence of eigenvalues of
variational inequalities.
Theorem 3.5. Let K be a wedge in H with K = −K and D a bounded open set in H such that ∂DK = ∅.
Suppose A : DK → H is a bounded demicontinuous S-contractive map and B : DK → H is a compact map.
Assume that (LS) of Theorem 3.1 and (h1)–(h4) of Theorem 3.4 hold on ∂DK . Then there exists λ 0 such that
the variational inequality of A + λB has a solution on ∂DK .
Proof. The proof is by contradiction. We may assume that (2.1) has no solutions on ∂DK . If the result
were false, then (h5) of Theorem 3.4 holds on ∂DK . By the proof of Theorem 3.4, we see that under
(h1)–(h5), A is not essential on DK . On the other hand, by (LS) and Theorem 3.1, A is essential
on DK . 
In Theorem 3.5, if B is a self-map, then we obtain the following result which will be used in
Section 4.
Corollary 3.2. Let K , D and A be the same as in Theorem 3.5. Suppose B : DK → K is a compact map. Assume
that (LS) of Theorem 3.1 and (h1) of Theorem 3.4 hold on ∂DK . Then the conclusion of Theorem 3.5 holds.
918 K.Q. Lan / J. Differential Equations 246 (2009) 909–928Theorems 3.4 and 3.5 apply when K is a cone or K is a proper wedge, but B is required to
satisfy (h3). The following result shows that if K is a proper wedge, (h1), (h3) and (h4) of Theorem 3.4
can be replaced by other two conditions, where (h3) may fail.
Theorem 3.6. Let K be a proper wedge in H. Let D1 , D be bounded open sets in H such that 0 ∈ D1 and
D1K ⊂ DK . Suppose A : DK → H is a bounded demicontinuous S-contractive map and B : D1K → H is a com-
pact map. Assume that (LS) of Theorem 3.1 holds on ∂DK and (h2) and (h5) of Theorem 3.4 hold on ∂D1K .
Assume that the following conditions hold.
(h′3) B(∂D1K ) ∩ (K ∩ (−K )) = ∅.
(h′4) d(w, K ) < d(w, K ∩ (−K )) for w ∈ B(∂D1K ) with d(w, K ) > 0.
Then (2.2) has a solution on DK \ D1K .
Proof. The proof is similar to that of Theorem 3.4 and we sketch the proof. We can choose e ∈
K ∩ (−K ) with ‖e‖ = 1. We prove that (E2) holds. In fact, if not, there exist {xn} ⊂ ∂D1K such that
Bxn → w and (3.2) holds. Since e ∈ K ∩ (−K ), −β0e ∈ K ∩ (−K ). It follows from (3.2) that
d
(
w, (−K ) ∩ K ) ‖w + β0e‖ = d(w, K ).
By (h′4), we have d(w, K ) = 0 and w = −β0e, which contradicts (h′3). The rest of proof is similar to
that of Theorem 3.4. 
In Theorems 3.4–3.6, the condition: K = −K is used in an essential way. For example, in Theo-
rem 3.4, it is used to ﬁnd the element e in its proof. Hence, when K = −K , that is, K is a subspace
of H , one has to ﬁnd such an element e by other methods.
The following new result provides such an element e when K is an inﬁnite dimensional subspace
in H .
Lemma 3.3. Let K be a wedge in H such that ∂K1 = {x ∈ K : ‖x‖ = 1} is not compact. Assume that D1
is a bounded open set in H such that D1K = ∅. Assume that B : D1K → H is a compact map such that (h1)
and (h2) of Theorem 3.4 hold. Then there exists e ∈ K with ‖e‖ = 1 such that
−r(B(∂D1K ))∩ {βe: β  0} = ∅. (3.3)
Proof. By (h1), we have inf{‖v‖: v ∈ B(∂D1K )} > 0. We prove that
α := inf{‖u‖: u ∈ r(B(∂D1K ))}> 0. (3.4)
In fact, if not, there exist {vn} ⊂ B(∂D1K ) such that r(vn) → 0. Since B is compact, we can assume
that vn → v ∈ B(∂D1K ). This implies r(v) = 0. It follows from (h2) that v ∈ K and r(v) = v = 0. Hence
vn → 0 and we have inf{‖v‖: v ∈ B(∂D1K )} = 0, which contradicts (3.4). Now, we prove (3.3). If (3.3)
were false, then for each x ∈ ∂K1, there exists βx  0 such that
βxx ∈ −r
(
B
(
∂D1K
))
.
By (3.4), βx  α > 0 for each x ∈ ∂K1. Let
Q = {βxx: x ∈ K with ‖x‖ = 1}.
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∂Kα =
{
x ∈ K : ‖x‖ = α}⊂ co(Q ∪ {0})⊂ co(−r(B(∂D1K ))∪ {0}).
This implies that ∂Kα is compact, which contradicts non-compactness of ∂K1. 
By Lemma 3.3, we can prove the following new result when K is an inﬁnite dimensional subspace
in H .
Theorem 3.7. Let K be an inﬁnite dimensional subspace in H. Let D1 , D be bounded open sets in H such that
0 ∈ D1 and D1K ⊂ DK . Suppose A : DK → H is a bounded demicontinuous S-contractivemap and B : D1K → H
is a compact map. Assume that (LS) of Theorem 3.1 holds on ∂DK and (h1), (h2) and (h5) of Theorem 3.4 hold
on ∂D1K . Then there exists x ∈ DK \ D1K such that x− Ax is orthogonal to K .
Proof. Assume that (2.1) has no solutions on ∂DK ∪ ∂D1K . By (LS) and Theorem 3.1, A is essential
on DK . By Lemma 3.3, there exists e ∈ K with ‖e‖ = 1 such that (3.3) holds. We prove that (E2)
holds. In fact, if not, a similar proof to that of Theorem 3.4 shows that (3.2) holds, that is,
∥∥w − (−β0e)∥∥= ‖w + β0e‖ = d(w, K )
and Bxn → w . Since K is a subspace, it follows that −β0e ∈ K and r(w) = −β0e. Hence, we have
β0e ∈ −r(B(∂D1K )), which contradicts (3.3). An argument similar to that of Theorem 3.4 shows that A
is not essential on D1K . The result follows from Theorem 3.4 and Lemma 2.4(2). 
By a similar proof to that of Theorem 3.5, we obtain the following result on the existence of
eigenvalues.
Theorem 3.8. Let K be an inﬁnite dimensional subspace in H and D a bounded open set in H such that
∂DK = ∅. Assume that A : DK → H is a bounded demicontinuous S-contractive map and B : DK → H is
a compact map. Assume that (LS) of Theorem 3.1 and (h1) and (h2) of Theorem 3.4 hold on ∂DK . Then there
exists λ 0 such that the variational inequality of A + λB has a solution on ∂DK .
Remark 3.1. We conjecture that Theorems 3.4, 3.6 and 3.7 hold if the conditions on DK and D1K
are interchanged. However, it seems to be diﬃcult to apply the theory developed in this paper to
treat these cases. Hence, problems on existence of multiple solutions of variational inequalities for
S-contractive maps are left open.
4. Positive weak solutions for semilinear second-order elliptic inequalities
In this section, we shall apply the results obtained in the above section to study the existence of
positive weak solutions for the semilinear elliptic inequality of (1.2). That is, ﬁnd u ∈ P such that
∫
Ω
∇u(x)∇u(x)dx =
∫
Ω
f
(
x,u(x)
)
u(x)dx (4.1)
and
∫
∇u(x)∇v(x)dx
∫
f
(
x,u(x)
)
v(x)dx for v ∈ P , (4.2)Ω Ω
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P = {u ∈ H10: u(x) 0 a.e. on Ω}.
Since P is a cone, it follows from Lemma 2.4 that the complementary problem (4.1)–(4.2) is equivalent
to the following semilinear elliptic variational inequality related to P : ﬁnd u ∈ P such that
∫
Ω
∇u(x)∇(u(x) − v(x))− f (x,u(x))(u(x) − v(x))dx 0 for v ∈ P . (4.3)
Under suitable conditions which will be given below, the map A deﬁned in (1.4) maps P into H10.
Hence, (4.3) is written as (1.3).
The existence of positive weak solutions and eigenvalue problems for (1.2) have been studied under
the following growth condition:
∣∣ f (x,u)∣∣ a(x) + b|u|δ, (4.4)
where a ∈ Lp+ , b > 0 and δ ∈ (0, n+2n−1 ) depending on p (see, for example, [4,29,41]). In the following,
we introduce upper or lower bound conditions imposed on f instead of | f |, which are generalizations
of the growth condition. The advantage of the generalization is that the values δ and σ involved may
take different values in applications and our variational inequality theory can be used to treat the
case when σ = n+2n−2 .
(C1) f :Ω × R+ → R satisﬁes the Carathéodory conditions, that is, f (·,u) is measurable for each
ﬁxed u ∈ R+ and f (t, ·) is continuous for almost every (a.e. for short) t ∈ Ω .
(C2)δ There exist a ∈ L
2n
n+2+ , δ ∈ (0, n+2n−2 ), s ∈ ( 2nn+2−(n−2)δ ,∞] and b ∈ Ls+ such that
f (x,u) a(x) + b(x)uδ for a.e. x ∈ Ω and u ∈ R+.
(C3)σ There exist a1 ∈ L
2n
n+2+ , σ ∈ (0, n+2n−2 ], s1 ∈ ( 2nn+2−(n−2)σ ,∞] (s1 = ∞ if σ = n+2n−2 ), b1 ∈ Ls1+ such
that
−a1(x) − b1(x)uσ  f (x,u) for a.e. x ∈ Ω and u ∈ R+.
(C4)δ f (·,0) ∈ L 2nn+2 and there exist δ ∈ (0, n+2n−2 ), s ∈ ( 2nn+2−(n−2)δ ,∞] and b ∈ Ls+ such that
f (x,u) − f (x, v) b(x)|u − v|δ for a.e. x ∈ Ω and 0 v  u. (4.5)
We note that (4.5) is equivalent to
(
f (x,u) − f (x, v))(u − v) b(x)|u − v|δ+1 for a.e. x ∈ Ω and u, v ∈ R+. (4.6)
The following relation between s∗ and δ will be used:
s∗ ∈
{
( 2nn+2−(n−2)δ ,
2n
n+2−2nδ ) if δ ∈ (0, n+22n ),
( 2nn+2−(n−2)δ ,∞) if δ ∈ [n+22n , n+2n−2 ).
(4.7)
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∫
Ω
bq(x)uδq(x)dx ‖b‖q
Ls∗ ‖u‖
δq
Lp for u ∈ Lp+,
where p = 2nδs∗
(n+2)s∗−2n and q = 2nn+2 .
Proof. Let p∗ = (n+2)s∗
(n+2)s∗−2n and q
∗ = (n+2)s∗2n . Then 1/p∗ + 1/q∗ = 1, qq∗ = s∗ and δqp∗ = p. Then we
have for u ∈ Lp+ ,
∫
Ω
bq(x)uδq(x)dx
(∫
Ω
bqq
∗
(x)dx
)1/q∗(∫
Ω
uδqp
∗
(x)dx
)1/p∗
.
This result follows. 
We need the following known results which can be found for example, in Theorems 7.10, 7.22
and (7.8), page 139 in [12] (also see [1,19]).
Lemma 4.2. The following assertions hold.
(i) H10 ⊂ L
2n
n−2 .
(ii) ‖u‖
L
2n
n−2
 c1‖u‖H10 for u ∈ L
2n
n−2 , where c1 = 2(n−1)(n−2)√n .
(iii) If 1 p  q < ∞, then
‖u‖Lp μ(
1
p − 1q )‖u‖Lq for u ∈ Lq
and Lq ⊂ Lp .
(iv) If {uk} ⊂ H10 with uk ⇀ u ∈ H10 , then uk → u strongly in Lq for each q ∈ [1, 2nn−2 ).
Lemma 4.2(ii) applies only to L
2n
n−2 . We need to generalize it to Lp with p ∈ [1, 2nn−2 ].
Lemma 4.3. Let p ∈ [1, 2nn−2 ]. Then
‖u‖Lp  C(p)‖u‖H10 for u ∈ H
1
0,
where C(p) = μ( 1p − n−22n ) 2(n−1)
(n−2)√n .
Proof. Since 1 p  2nn−2 , we have L
2n
n−2 ⊂ Lp . It follows from Lemma 4.2(iii) that
‖u‖Lp μ(
1
p − n−22n )‖u‖
L
2n
n−2
for u ∈ L 2nn−2 .
This, together with Lemma 4.2(ii), implies the required inequality. 
We are now in a position to show that A is compact or S-contractive.
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in (1.4)maps P into H10 and is completely continuous.
(2) Assume that f satisﬁes (C1), (C3)σ with σ = n+2n−2 and (C4)δ , then A : P → H10 is a continuous S-
contractive map.
Proof. (1) By Lemma 4.2(iii), we may assume b ∈ Ls∗+ and b1 ∈ Ls
∗
1+ , where s∗ and δ satisfy (4.7),
and s∗1 and σ satisfy (4.7), where s∗ and δ are replaced by s∗1 and σ , respectively. Let p = 2nδs
∗
(n+2)s∗−2n ,
p1 = 2nσ s
∗
1
(n+2)s∗1−2n and p2 = max{p, p1}. Then p, p1, p2 ∈ (1,
2n
n−2 ), L
p2 ⊂ Lp and Lp2 ⊂ Lp1 . By (C2)δ
and (C3)σ , we obtain∣∣ f (x,u)∣∣ a(x) + a1(x) + b1(x)uσ + b(x)uδ for a.e. x ∈ Ω and u ∈ R+.
Let q = 2nn+2 . Then we have∣∣ f (x,u(x))∣∣q  4q[aq1(x) + bq1(x)uσq(x) + aq(x) + bq(x)uδq(x)]. (4.8)
We prove that the Nemytskyii operator f deﬁned by fu(x) = f (x,u(x)) maps Lp2+ to L
2n
n+2 . Let u ∈ Lp2+ .
Then u ∈ Lp1+ and u ∈ Lp+ . By (4.8) and Lemma 4.1, we have∫
Ω
∣∣ f (x,u(x))∣∣q dx 4q(‖a1‖qLq + ‖b1‖qLs∗1 ‖u‖σqLp1 + ‖a‖qLq + ‖b‖qLs∗ ‖u‖δqLp
)
. (4.9)
Hence, f(u) ∈ L 2nn+2 for u ∈ Lp2+ . It follows from (C1) and Theorems 2.1 and 2.2 in [21] that f : Lp2+ →
L
2n
n+2 is bounded and continuous. Since p2 ∈ (1, 2nn−2 ), it follows from Lemma 4.2(i), (iii) that f maps
P ⊂ H10 into L
2n
n+2 and by Lemma 4.2(iv), f : P → L 2nn+2 is completely continuous. Next, we prove that
Au is well deﬁned for each u ∈ P . Let u ∈ P and v ∈ H10. It follows from Lemma 4.2(i) that v ∈ L
2n
n−2 .
By Hölder’s inequality and Lemma 4.2(ii), we have
(Fu)(v) :=
∫
Ω
f
(
x,u(x)
)
v(x)dx ‖fu‖
L
2n
n+2
‖v‖
L
2n
n−2
 c1‖fu‖
L
2n
n+2
‖v‖H10 . (4.10)
Therefore, Fu : H10 → (H10)∗ is a bounded linear operator on H10. It follows from Riesz’s theorem that
there exists a unique w ∈ H10 such that (Fu)(v) = (w, v)H10 . We deﬁne Au = w and hence, Au ∈ H
1
0 is
well deﬁned for each u ∈ P . Finally, we prove that A : P → H10 is completely continuous. Let {uk} ⊂ P
with uk ⇀ u in H10. It follows from the complete continuity of f that ‖fuk − fu‖L 2nn+2 → 0. By Hölder’s
inequality and Lemma 4.2(ii), we obtain for each v ∈ H10,
(Auk − Au, v)H10 
∫
Ω
∣∣ f (x,uk) − f (x,u)∣∣∣∣v(x)∣∣dx ‖fuk − fu‖
L
2n
n+2
‖v‖
L
2n
n−2
 c1‖fuk − fu‖
L
2n
n+2
‖v‖H10 .
This implies
‖Auk − Au‖H10  c1‖fuk − fu‖L 2nn+2 . (4.11)
It follows that ‖Auk − Au‖H1 → 0 and A : P → H10 is completely continuous.0
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f (x,u) f (x,0) + b(x)uδ  ∣∣ f (x,0)∣∣+ b(x)uδ for a.e. x ∈ Ω and u ∈ R+.
This, together with (C3)σ implies
∣∣ f (x,u)∣∣ ∣∣ f (x,0)∣∣+ a1(x) + b1(x)u n+2n−2 + b(x)uδ for a.e. x ∈ Ω and u ∈ R+.
Hence, we have
∣∣ f (x,u)∣∣q  4q[∣∣ f (x,0)∣∣q + aq1(x) + bq1(x)u 2nn−2 + bq(x)uδq].
We may assume b ∈ Ls∗+ , where s∗ and δ satisfy (4.7). By Lemma 4.1 we have for u ∈ L
2n
n−2+ ,∫
Ω
∣∣ f (x,u(x))∣∣q dx 4q(∥∥ f (·,0)∥∥qLq + ‖a1‖qLq + ∥∥bq1∥∥L∞‖u‖ n−22n
L
2n
n−2
+ ‖b‖q
Ls∗ ‖u‖
δq
Lp
)
.
Hence, f(u) ∈ L 2nn+2 for u ∈ L
2n
n−2+ and f : L
2n
n−2+ → L
2n
n+2 is bounded and continuous. By (4.11), we see that
A : P → H10 is continuous. Let {uk} ⊂ P with uk ⇀ u ∈ P and limsup‖uk − u‖2H10 > 0. Let p
∗ = (δ+1)s∗s∗−1 .
Then p∗ ∈ (1, 2nn−2 ) and by Lemma 4.2(iv), uk → u in Lp
∗
. By (C4)δ and Hölder’s inequality, we have
(Auk − Au,uk − u)H10 =
∫
Ω
(
f (x,uk) − f
(
x,u(x)
))(
uk(x) − u(x)
)
dx

∫
Ω
b(x)
∣∣uk(x) − u(x)∣∣(δ+1) dx ‖b‖Ls∗ ‖uk − u‖(1+δ)Lp∗ .
This implies
limsup(Auk,uk − u)H10  0 < limsup‖uk − u‖
2
H10
.
It follows from Lemma 2.1 that A is S-contractive. 
Theorem 4.1(1) generalizes and improves Lemma 2.1 in [4] and Theorem 4.1(2) is new.
Now, we are in a position to give two new results on the existence of positive weak solutions
of (1.2). The ﬁrst result treats the case when A is compact.
Theorem 4.2. Assume that (C1), (C2)δ with δ ∈ (0,1] and (C3)σ with σ ∈ (0, n+2n−2 ) hold. Assume further that
one of the following conditions holds:
(S1) δ < 1;
(S2) δ = 1 and ‖b‖Ls < 1/[C(2q∗)]2 , where
q∗ =
{ s
s−1 if s ∈ ( 2nn+2−(n−2)δ ,∞),
1 if s = ∞.
Then there exists r0 > 1 such that the variational inequality of t A has no solutions on P \ Pr0 for t ∈ [0,1],
where Pr0 = {u ∈ P : ‖u‖H1 < r0}. Moreover, (1.2) has a positive weak solution in P .0
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exist {rk} ⊂ (1,∞) with rk → ∞, {tk} ⊂ [0,1] with tk → t0 such that the variational inequality of tk A
has a solution uk in P for k ∈ N and ‖uk‖H10 → ∞. Hence, we have
(uk,uk)H10
= tk
∫
Ω
f
(
x,uk(x)
)
uk(x)dx.
This, together with (C2)δ and Hölder’s inequality, implies
‖uk‖2H10 
∫
Ω
f
(
x,uk(x)
)
uk(x)dx
∫
Ω
[
a(x) + b(x)uδk(x)
]
uk(x)dx

∫
Ω
a(x)uk(x)dx+
∫
Ω
b(x)uδ+1k (x)dx
 ‖a‖
L
2n
n+2
‖uk‖
L
2n
n−2
+ ‖b‖Ls‖uk‖δ+1L(δ+1)q∗
 c1‖a‖
L
2n
n+2
‖uk‖H10 +
[
C
(
(δ + 1)q∗)]δ+1‖b‖Ls‖uk‖δ+1H10 .
Hence, we have
1 c1
‖a‖Lq
‖uk‖H10
+ [C((δ + 1)q∗)]δ+1‖b‖Ls 1‖uk‖1−δH10
. (4.12)
If δ < 1, then the right-hand side of (4.12) converges to 0 and we obtain 1 < 0, a contradiction. If
δ = 1, then the right-hand side of (4.12) converges to [C(2q∗)]2‖b‖Ls and we have ‖b‖Ls  1[C(2q∗)]2 ,
a contradiction. The second result of Theorem 4.2 follows from the ﬁrst result and Theorem 3.1. 
In Theorem 4.2, σ can take any values in (0, n+2n−2 ) while δ is allowed to take values only in (0,1].
If one uses the growth condition (4.4), then σ must be equal to δ and is allowed to be in (0,1].
Hence, Theorem 4.2 generalizes Theorem 1 with p = 2 in [29], where f satisﬁes a growth condition
like (4.4) and the theory of ﬁxed point index for compact maps [3] is used.
Now, we give the second new result which treats the case when A is S-contractive.
Theorem 4.3. Assume that (C1), (C3)σ with σ = n+2n−2 and (C4)δ with δ ∈ (0,1] hold. If (S1) or (S2) of
Theorem 4.2 holds, then the results of Theorem 4.2 hold.
Proof. By Theorem 4.1(2), A : P → H10 is a continuous S-contractive map. Let a(x) = | f (x,0)|. Then f
satisﬁes (C2)δ with δ ∈ (0,1]. The rest of the proof is the same as that of Theorem 4.2. 
As applications of Theorems 4.2 and 4.3, we consider the existence of positive weak solutions of
{−u(x)−a1(x) − b1(x)uσ (x) + a(x) + b(x)uδ(x), x ∈ Ω,
u(x) = 0 on ∂Ω. (4.13)
Example 4.1. Assume that a1,a ∈ L
2n
n+2+ , σ ∈ (0, n+2n−2 ], s1 ∈ ( 2nn+2−(n−2)σ ,∞] (s1 = ∞ if σ = n+2n−2 ),
b1 ∈ Ls1+ , δ ∈ (0,1), s ∈ ( 2nn+2−(n−2)δ ,∞] and b ∈ Ls+ . Then (4.13) has a positive weak solution in P .
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cases:
(i) Assume that σ ∈ (0, n+2n−2 ). Then f satisﬁes (C2)δ with δ ∈ (0,1) and (C3)σ with σ ∈ (0, n+2n−2 ).
The result follows from Theorem 4.2(S1).
(ii) Assume that σ = n+2n−2 . Then f satisﬁes (C3)σ with σ = n+2n−2 . It is easy to prove that
uδ − vδ  (u − v)δ for 0 v  u. (4.14)
Hence, we have for 0 v  u,
f (x,u) − f (x, v) = −b1(x)
(
u
n+2
n−2 − v n+2n−2 )+ b(x)(uδ − vδ)
 b(x)
(
uδ − vδ) b(x)(u − v)δ.
Hence, f satisﬁes (C4)δ with δ < 1. The result follows from Theorem 4.3. 
5. Nonzero positive solutions for semilinear elliptic inequalities
Let γ ∈ (0,1) be given and Ω0 ⊂ Ω with meas(Ω0) > 0. We deﬁne a cone K by
K = {u ∈ P : u(x) γ ‖u‖H10 a.e. on Ω0}.
Such a cone K in H10 is smaller than P . Similar cones in C[0,1] have been widely used to study the
existence of multiple positive solutions for some boundary value problems, for example, in [14,23–25,
28,42]. We employ the cone K to investigate the existence of nonzero positive solutions of variational
inequalities of the form:
∫
Ω
∇u(x)∇(u(x) − v(x))− f (x,u(x))(u(x) − v(x))dx 0 for v ∈ K (5.1)
and the existence of the eigenvalues of variational inequalities of the form:
∫
Ω
∇u(x)∇(u(x) − v(x))− [ f (x,u(x))+ λg(x,u(x))(u(x) − v(x))]dx 0 for v ∈ K . (5.2)
The following new result provides a suﬃcient condition for (5.1) to have a nonzero solution, where
f is required to be positive.
Theorem 5.1. Assume that f :Ω ×R+ → R+ satisﬁes (C1), (C2)δ with δ ∈ (0,1) and the following condition:
(E ′) There exist g ∈ L1+(Ω0) with
∫
Ω0
g(x)dx > 0 and M ∈ ((γ 2 ∫
Ω0
g(x)dx)−1,∞) such that
lim
u→0+
f (x,u)
u
 Mg(x) a.e. on Ω0. (5.3)
Then there exists u ∈ K \ {0} such that (5.1) holds.
Proof. Since f is positive, (C3)σ holds. By Theorem 4.2, there exist r0 > 1 such that (LS) of Theo-
rem 3.1 holds on ∂Kr := {u ∈ K : ‖u‖H10 = r} for r > r0. Let e ∈ H
1
0 with ‖e‖H10 = 1 such that (e, v) 0
for v ∈ K . We prove that there exists ρ0 ∈ (0,1) such that the variational inequality of A + λeˆ has no
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u j ∈ K with ‖u j‖H10 → 0 such that
(u j,u j)H10
= (Au j,u j)H10 + λ j(e,u j)H10 . (5.4)
Since
0 f (x,u j(x))
u j(x)
 f (x,u j(x))
γ ‖u j‖H10
a.e. on Ω0,
we have
∫
Ω0
f (x,u j(x))/u j(x)dx < ∞ for j ∈ N. By (5.4), we obtain
‖u j‖2H10 
∫
Ω0
f
(
x,u j(x)
)
u j(x)dx =
∫
Ω0
f (x,u j(x))
u j(x)
u2j (x)dx
 γ 2‖u j‖2H10
∫
Ω0
f (x,u j(x))
u j(x)
dx.
This implies
lim inf
j→∞
∫
Ω0
f (x,u j(x))
u j(x)
dx 1/γ 2.
This, together with Fatou’s lemma and (E ′), implies 1  γ 2M
∫
Ω0
g(x)dx, which contradicts the hy-
pothesis M > (γ 2
∫
Ω0
g(x)dx)−1. The result follows from Theorem 3.3. 
Finally, we give a new result on the eigenvalue problem (5.2).
Theorem 5.2. Assume that f satisﬁes all the conditions of either Theorem 4.2 or Theorem 4.3. Assume that
g :Ω ×R+ → R+ satisﬁes (C1), (C2)δ and the following condition:
(G) There exist r∗ > 0 and h ∈ L1+(Ω0) with
∫
Ω0
h(x)dx > 0 such that
g(x,u) h(x) for a.e. x ∈ Ω0 and u  r∗.
Then there exist λ > 0 and u ∈ K with ‖u‖H10 > r
∗ such that (5.2) holds.
Proof. Assume that all the conditions of Theorem 4.2 hold. By Theorem 4.2, there exist r  r∗/γ such
that A satisﬁes (LS) of Theorem 3.1 on ∂Kr . We deﬁne a map B : K → K by
(Bu, v)H10
=
∫
Ω
g(x,u)v(x)dx.
By Theorem 4.1(1), B : K → K is compact. Let u ∈ ∂Kr . Then
u(x) γ ‖u‖H10 = γ r  r
∗ for a.e. x ∈ Ω0
and by (G), we obtain g(x,u(x)) h(x) for a.e. x ∈ Ω0. This implies
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∫
Ω
g
(
x,u(x)
)
u(x)dx
∫
Ω0
g
(
x,u(x)
)
u(x)dx
 γ ‖u‖H10
∫
Ω0
g
(
x,u(x)
)
dx γ ‖u‖H10
∫
Ω0
h(x)dx.
Hence, we have ‖Bu‖H10  γ
∫
Ω0
h(x)dx for u ∈ ∂Kr and inf{‖Bu‖H10 : u ∈ ∂Kr} > 0. The result follows
from Corollary 3.2. The proof is similar if all the conditions of Theorem 4.3 hold. 
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