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Preface
These are the very unpretentious lecture notes for the minicourse
Holonomy Groups in Riemannian geometry, a part of the XVII Brazil-
ian School of Geometry, to be held at UFAM (Amazonas, Brazil), in
July of 2012. We have aimed at providing a first introduction to
the main general ideas on the study of the holonomy groups of a
Riemannian manifold.
The holonomy group is one of the fundamental analytical objects
that one can define on a riemannian manfold. It interacts with, and
contains information about a great number of geometric properties
of the manifold. Namely, the holonomy group detects the local re-
ducibility of the manifold, and also whether the metric is locally
symmetric.
We have structured these notes to emphasize the principal bundle
formulation. This is done because it was felt that the symmetries of
a manifold, even pointwise, are best expressed in this way. We have
striven though to give constructions in two different ways, on vector
bundles and principal bundles, and also to stress the ways in which
these perspectives relate.
We plan to keep improving these notes, and the updates will be
available at
http://www.sci.ccny.cuny.edu/∼bsantoro/ and
http://www.ime.usp.br/∼clarke/en/
Meanwhile, we invite the reader to send suggestions, comments
and possible corrections to
bsantoro@ccny.cuny.edu or clarke@ime.usp.br
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Chapter 1
Introduction
It can be said that there are many ways of expressing the geom-
etry of a space. The different ways can be thought of as delineating
different areas of mathematics. A space in algebraic geometry is typ-
ically distinguished by its structure sheaf. That is, it is determined
by a ring (rather, a sheaf of rings) that determines the local proper-
ties of the space, and carries the information about how these objects
are pieced together globally. In hyperbolic geometry, that being of
manifolds that admit complete metrics of constant negative curva-
ture, much of the structure can be reduced to studying particular
subgroups of the set of isometries of hyperbolic space. Some spaces
can be studied by understanding a distinguished family of submani-
folds, such as calibrated or isoparametric submanifolds. Perhaps the
most important is of the geometry that comes from a fixed tensor
field, such as a metric or symplectic form.
Although the main aim of these notes is to study riemannian
geometry, we will do so by looking at the geometry in a particular
way. This is by the notion of parallelism. In euclidean space, the
notion of two vectors with different base points being parallel is clear.
Two vectors are parallel if we can carry one vector from its base point
to the other one and map onto the other vector.
On other manifolds, it is less clear how to make this definition.
We consider a connection ∇ on the tangent bundle TM . This is
a differential operator on vector fields, that allows us to say when
6
7a vector field is constant along a curve. Two vectors, defined at
different points, are parallel to one another with respect to a fixed
curve if we can carry one vector to the other using the connection.
That is, if γ is the curve with endpoints γ(0) = p and γ(1) = q, then
v ∈ TpM is parallel to w ∈ TqM if there is a vector field X along
γ that takes the values of v and w at the endpoints, and satisfies
∇∂tX = 0. We are able to define a isomorphism Pγ : TpM → TqM
that identifies parallel vectors.
The complication with this construction though, is the depen-
dence of the parallelism on the curve that we take between p and q.
If γ and τ are curves with the same endpoints, there is no particular
reason that the parallel translation maps Pγ and Pτ should coincide.
To measure the dependence upon the curve, we consider the set of
closed curves emanating from a fixed basepoint p ∈M and the set of
automorphisms Pγ of TpM . This is the holonomy group of ∇, that
we will denote Hol(∇, p). In the riemannian context, we will take
the Levi-Civita connection.
The holonomy group of a riemannian manifold is one of the funda-
mental analytical objects that one can define on a riemannian mani-
fold. It interacts with, and contains information about a great num-
ber of geometric properties of the manifold. The curvature tensor
generates the infinitesimal holonomy transformations. One can define
a surjective group homomorphism from the fundamental group of the
manifold onto the quotient of the holonomy group by its connected
component. The holonomy group also detects the local reducibility
of the manifold, and also whether the metric is locally symmetric.
These properties form part of the hypotheses for the fundamental
theorem of Berger that classified the possible holonomy groups of a
riemannian manifold.
In a certain sense, the classification theorem is the climax of these
notes. It shows that in the riemannian context, all of the study that
we have made of holonomy groups can be reduced to a short list of
cases. This theorem also demonstrates the way in which holonomy
relates to a number of very central areas of riemannian geometry.
Ka¨hler, hyper-ka¨hler, quaternion-Ka¨hler and Calabi-Yau manifolds
have been greatly studied in recent years, and the holonomy perspec-
tive is a particularly fruitful way of looking at these objects. The list
of Berger also contains two exceptional examples : G2 and Spin(7).
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These geometries are also very beautiful, and much has been recently
done to better understand them.
We have structured these notes to emphasise the principal bundle
formulation. This is done because it was felt that the symmetries of
a manifold, even pointwise, are best expressed in this way. We have
striven though to give constructions in two different ways, on vector
bundles and principal bundles, and also to stress the ways in which
these perspectives relate.
In the chapter to follow, we have discussed vector bundles and
principal bundles and the way that connections can be defined on
them. A large number of examples have been given that attempt to
relate these definitions to other, more familiar objects. In particular,
we define the torsion of a connection and prove the existence of the
Levi-Civita connection for any metric from the principal bundle point
of view.
In the next chapter we define parallel transport and holonomy
and study the detailed properties of the holonomy group. We show
that it is a Lie subgroup of the structure group, and we show how it
relates to the curvature of the connection. In particular, we prove the
Ambrose-Singer theorem that the holonomy Lie algebra is spanned by
the values of the curvature form, as it takes values over the reduced
sub-bundle.
We then concentrate on riemannian holonomy. We see that the
identity component of the holonomy group is a closed subgroup of
SO(n). We then make the elementary but important observation re-
lating invariant tensors at a point with parallel tensors on the man-
ifold. This is important in each example that arises from the clas-
sification theorem, and shows that the exceptional examples can be
considered similarly to the more familiar ones. We consider holonomy
groups that do not act irreducibly, and prove the de Rham decom-
position theorem. We consider the set of abstract curvature tensors
and see what space is required when the holonomy group is a proper
subgroup. We then give a rapid introduction to the geometry of
symmetric spaces. This leaves us with the classification theorem of
Berger.
In the final chapter we consider the various possibilities for a
non-symmetric, irreducible holonomy group. We ouline the basiscs
of Ka¨hler and Calabi-Yau geometry, including some analytical as-
9pects. For the holonomy groups modelled on the geometry of the
quaternions, we see that one can consider auxilary bundles, called
the twistor spaces, that carry much of the information about the
metrics. We then discuss the exceptional groups, and discuss the
geometric and curvature properties with these holonomy groups.
Chapter 2
Bundles and
Connections
2.1 Connections on Vector Bundles
Let E → M be a smooth vector bundle over the manifold M . We
denote by Ω0(E) the set of smooth sections of E. We say a section
of the bundle ΛkT ∗M ⊗ E is a bundle-valued k-form. We denote by
Ωk(E) the set of E-valued k-forms on M . The set of sections defined
over some subset U of M is denoted Ω0(U,E).
If σ is a section of E, we would like to differentiate it. One
problem that we have is that at different points in the manifold,
σ takes values in different vector spaces, so it is difficult to take the
difference between them. To compare the values of σ we have to
connect the points of M in a coherent way.
Here is a very elegant way to deal with this problem.
Definition 2.1.1. A connection on E is a linear map
∇ : Ω0(E)→ Ω1(E) (2.1.1)
that satisfies, for f ∈ C∞(M), σ ∈ Ω0(E),
∇(fσ) = df ⊗ σ + f∇σ. (2.1.2)
10
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That is, ∇ satisfies a Leibnitz rule for the pairing of smooth func-
tions and smooth sections of E. We will now give some examples
that will hopefully demonstrate that connections are well behaved in
the standard constructions using vector bundles.
Example 2.1.2. Levi-Civita connection Let E = TM be the tan-
gent bundle to the manifold M . If M is endowed with a riemannian
metric g, then there is a unique connection ∇ that satisfies
• ∇g = 0. That is,
dg(Y, Z) = g(∇Y, Z) + g(Y,∇Z)
• T∇ = 0, i.e., torsion-free, where
T∇(Y, Z) = ∇Y Z −∇ZY − [Y, Z].
Example 2.1.3. (Submanifolds and sub-bundles) We consider
a submanifold M ⊆ RN , or similarly, some other manifold. Then the
tangent bundle is contained in the product
TM ⊆M × RN .
A vector field Y on M can then be considered as an RN -valued func-
tion on M . Then, dY is a 1-form on M with values in RN . We then
define
∇Y = π(dY )
where π : RN → Tx,M is at each point the orthogonal projection onto
the tangent bundle. Then, ∇ is a connection on the tangent bundle
to M .
Similarly, let E → M be a smooth vector bundle equipped with
a fiber metric g. Suppose that F is a sub-bundle of E. That is, at
each x ∈ M , Fx is an n-dimensional subspace of Ex (for some fixed
n). Let πx : Ex → Fx denote the orthogonal projection onto Fx. Let
∇E denote a connection on E. Then the operator
∇Fσ = π(∇Eσ)
defines a connection on F .
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Before we can give another construction of connections, we will
describe them locally. Suppose that the vector bundle E can be
trivialized over some subset U ⊆M . That is, let {εi} denote a set of
sections of E over U that at every point x form a basis for Ex. Then
any section of E over U can be expressed as a linear combination
σ = εifi for fi ∈ C∞(U).
Then, we can express
∇σ = εi ⊗ dfi + fi∇εi.
Then if we express∇εi = εj⊗θ ij where {θ ij } forms a matrix of 1-forms
on U so
∇σ = εi ⊗ dfi + εj ⊗ θ ij fi
= εi ⊗ (dfi + θ ki fk).
That is, given a trivialization of the vector bundle, the connection ∇
acts by the standard exterior derivative d on the coefficient functions
plus a linear transformation θ in the coefficients. The matrix-valued
1-form determines the connection locally.
Exercise 2.1.1. Show that if we take a new local frame ε˜ = ε · g for
g ∈ GL(n,R) a constant (that is, ε˜i = εjg ij ), then the new connection
matrix is given by
θ˜ = g−1θg.
Exercise 2.1.2. Show that if g is not constant then
θ˜ = g−1dg + g−1θg. (2.1.3)
Equation 2.1.3 is a ubiquitous expression in the study of connec-
tions. It is according to this rule that connections transform accord-
ing to the action of the gauge group (see [Law85]). This is also the
rule that gives the patching data for when we can recover a connection
from its local expressions.
Exercise 2.1.3. Suppose that the vector bundle E admits trivi-
alizations {εα} defined over the open sets Uα that together cover
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M and that the trivializations are related by εα = εβgβα for maps
g : Uα ∩ Uβ → GL(nR). Suppose that on the sets Uα there exists
matrix-valued 1-forms θα that together satisfy
θα = g
−1
βαdgβα + g
−1
βαθβgβα.
Show that the matrices {θα} piece together to give a well-defined
connection on E.
The pull back of a connection
Another geometric operation that can be performed on vector bundles
and connections is the pull-back. Let f : M → N be a smooth map
and π : E → N be a smooth vector bundle. Then we can define the
vector bundle f∗E over M .
f∗E Ey y
f : M −−−−→ N
f∗E is the set {(x, v) ∈M × E ; f(x) = π(v)}. Then the projection
to the first factor defines this as a vector bundle where the fiber over
the point x is
(f∗E)x = Ef(x).
If σ ∈ Ω0(E) is a section of E then f∗σ = σ ◦ f defines a section of
f∗E.
Let ∇ be a connection on E. We wish to define f∗∇ as a connec-
tion on f∗E. Not every section of f∗E is of the form f∗σ for some
σ ∈ Ω0(E) however, but these sections do locally generate f∗E. That
is, let {εi} be a local frame for E over U ⊆ N . Then {ε˜i = f∗εi}
forms a local frame for f∗E over f−1(U) ⊆M . That is, every section
of f∗E over f−1(U) can be expressed as σ = ε˜ifi for fi ∈ C∞(U).
With respect to the local frame {εi} the connection determines
a matrix of 1-forms θ. Set θ˜ = f∗θ and define a connection on f∗E
over f−1(U) by
∇fσ = ∇f (ε˜ifi)
= ε˜i ⊗ (dfi + θ˜ ji fj).
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Exercise 2.1.4. Show that if we take another local frame {ε′ i} over
V ⊆ N , the connection we obtain coincides with ∇f defined here.
We conclude that ∇f = f∗∇ is well defined over f∗E.
2.2 Principal bundles
We define and consider principal fiber bundles in this section. The
examples of them are numerous, but our primary example and source
of intuition should be that of the frame bundle for some vector bundle.
We will emphasise a certain number of points, to make clear the
relationship between principal bundles and the connections on them
with vector bundles and the definition of connections that we have
already seen. Our treatment of the material here closely follows that
of Kobayashi and Nomizu [KN96].
We first recall that an action (either left of right) of a group G on
a set P is free if the only element of the group that possesses a fixed
point is the identity element e. That is, (for a right action), if u ∈ P
and g ∈ G are such that ug = u then g = e. The group G is then
in a bijective correspondence with the orbit of each element of P . A
group action is effective if ug = u for every u ∈ P only if g = e. This
is to say that the homomorphism G→ Aut(P ) is injective.
Definition 2.2.1. A principal fiber bundle over M with structure
group G consists of the following data. P is are smooth manifold
that is acted upon by G on the right. This satisfies the following
conditions :
1. The action
(u, g) 7→ ug = Rgu
is free.
2. M is equal to the quotient of P by the action of G and the
projection of π : P →M is smooth.
3. The quotient map π : P →M is locally trivial in the sense that
for every p ∈ M , there exists a neighbourhood U of x and a
diffeomorphism f : π−1(U) → U × G that is compatible with
the fight G-action on π−1(U) and U ×G.
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Then, above each x ∈ M , the set π−1(x) is a submanifold of P
diffeomorphic to the group G so that fr any u ∈ π−1(x), the fiber
π−1(x) corresponds exactly to the orbit u · G of u under the right
action of G.
Example 2.2.2. Hopf fibrations The first example of a principal
fiber bundle that we give is the Hopf fibration of P = S3, which fibers
over the S2 = CP1. The structure group G is the set of unit vectors
in C. CP1 consists of all 1-dimensional complex linear subspaces
of C2. Any unit length vector v ∈ S3 ⊆ C2 spans a complex line
l = [v], and this same complex line is also spanned by λv for any
unit length complex number λ ∈ S1. This defines a surjective map
S3 → CP1 and the fiber of a point l ∈ CP1 is the set of of unit
vectors λv ∈ l. This is the orbit of the point v under the action of
the group S1 on S3 by multiplication. In homogeneous coordinates
[z0; z1] on CP
1, the principal fiber bundle can be trivialized over the
sets U0 = {[z0 : z1] ; z0 6= 0} and U1 = {[z0 : z1] ; z1 6= 0}. These sets
cover CP1, confirming the final property that we need.
Exercise 2.2.1. Over the sets U0 and U1, explicitly define a trivial-
ization for this fiber bundle.
Exercise 2.2.2. Explicitly give a diffeomorphism between CP1 and
S2, considered as the unit sphere bundle in R3.
The same construction shows that the action of the group U(1) =
S1 on S2n+1 defines a principal fiber bundle over the n-dimensional
complex projective space CPn.
A slightly more complicated example uses the quaternions. The
set of quaternions form a associative normed division algebra H that
are generated by i, j, k. These elements have the square equal to
−1 and anti-commute. H is in particular a 4-dimensional real vector
space. We can consider Hn+1 a vector space over H, but we must
pay attention because H is non-commutative. Scalar multiplication
by λ ∈ H is given on a vector by right multiplication by λ¯. The set of
unit length quaternions S3 forms a group isomorphic to SU(2). We
moreover have that
(v, λ) 7→ vλ ∈ S4n+3 ⊆ Hn+1 for v ∈ S4n+3, λ ∈ S3,
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defines a right action of S3 on S4n+3 that preserves the unit spheres of
quaternion lines. The quotient is therefore the quaternion projective
space HPn. The projection S4n+3 → HPn defines a principal fiber
bundle by exactly the same argument as in the previous example.
Exercise 2.2.3. Define an isomorphism between S3, as the group of
unit quaternions, and SU(2), the group of 2 × 2 hermitian matrices
of unit determinant.
Example 2.2.3. Homogeneous spaces Our next example is given
by coset spaces. Let G be a Lie group and H a closed subgroup.
Then H acts on G on the right by (g, h) 7→ gh ∈ G and the quotient
space is given by G/H = {gH ; g ∈ G}. If H is a closed subgroup of
G the map
G×H → G×G
(g, h) 7→ (g, gh)
is proper. It can therefore be seen (see [DK00, Sec. 2.3]) that G/H
is a smooth manifold and the projection G→ G/H has the structure
of a principal fiber bundle with structure group H . This is shown by
constructing a transverse slice : that being a submanifold S ⊆ G that
is transverse to each orbit that it meets, and intersects each orbit at
at most one point.
These observations can be placed more geometrically by consid-
ering some specific examples. For example, the group SO(n) acts
freely and transitively on the sphere Sn−1, and the isotropy group of
the point (1, 0, . . . , 0) can be seen to equal SO(n− 1). We therefore
obtain a diffeomorphism
SO(n)/SO(n − 1)→ Sn−1.
Exercise 2.2.4. Consider the set of 2-dimensional complex vector
subspaces of Cn, which we denote by G(2,Cn). Show that this is
acted upon transitively by the unitary group U(n) with the isotropy
group of ξ = span(ε1, ε2) equal to U(2)×U(n−2). We conclude that
U(n)/(U(2)× U(n− 2)) ∼= G(2,Cn).
This defines a principal bundle over G(2,Cn) with structure group
U(2)× U(n− 2).
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Note though that elements of the form λId for λ ∈ U(1) preserve
every element of G(2,Cn), so the action is not effective. The map
U(n) → Diff(G(2,Cn) is not injective. This example will be investi-
gated further in Section 4.4.
Example 2.2.4. Covering spaces Let M˜ → M be the universal
covering space of a smooth manifold M . Then (see Greenberg and
Harper [GH81], §5.8), the fundamental group G = π1(M,x0) of M
acts on M˜ without fixed points and such that M is equal to M˜/G.
The group G = π1(M,x0) is a discrete group, but can be considered a
0-dimensional Lie group. The covering space condition implies that
the quotient is locally trivial. M˜ therefore defines a principal G-
bundle over M .
Example 2.2.5. Principal frame bundles Our final example is
the most important. Let M be a smooth manifold and FGL be the
set of ordered bases for the tangent spaces to M . We define a map π
that sends a basis for TxM to the point x ∈ M . The general linear
group GL(n,R) acts on the right on FGL. If ε = {ε1, . . . , εn} is a
basis for TxM , and g = (g
j
i ),
εg = {ε˜1, . . . , ε˜n},
for ε˜j = εig ji . (2.2.1)
By taking the local trivialization of the vector bundle TM over U ⊆
M we can trivialize FGL to show that π−1(U) is diffeomorphic to
U ×GL(n,R).
The tangent space TxM at a point in a manifold does not neces-
sarily have a distinguished basis. Rn, as a vector space, does have
a distinguished basis. We can then identify FGL with the set of iso-
morphisms
u : Rn → TxM, for x ∈M,
in such a way that the action of GL(n,R) is by multiplication on Rn
: for v ∈ Rn,
(ug)(v) = u(gv) ∈ TxM. (2.2.2)
18 [CAP. 2: BUNDLES AND CONNECTIONS
Sub-bundles and G-structures
The principal fiber bundle of a manifold consists of all the bases for
the tangent bundle. One can describe many geometric structures on
a manifold by considering sub-bundles of FGL.
For example, an n-dimensional manifold M is by definition ori-
entable if ΛnTM \ {0− section} has 2 connected components. M is
oriented if we have chosen one of the two components. Suppose that
M is an oriented manifold. Let FGL+ be the subset of FGL consist-
ing of frames ε such that ε1 ∧ . . . ∧ εn lies in the chosen connected
component of ΛnTM \ {0 − section}. Then, the group GL+(n,R)
of n × n matrices of positive determinant preserves this set, and in
fact acts transitively on the fibers of the projection π : FGL+ → M .
By similar reasoning to above, FGL+ forms a principal bundle with
structure group GL+(n,R).
This idea can be implemented similarly for subgroups of GL(n,R).
We will describe this explicitly in two well known cases.
Suppose that (M, g) is a riemannian manifold. Let FO be the
set of bases for fibers in M that are orthonormal with respect to the
metric. Then, acting according to either of Equations 2.2.1 or 2.2.2,
the group O(n) of orthogonal transformations preserves FO and give
it the structure of a principal bundle with structure group O(n). If
M is simultaneously, one can reduce the structure group further to
SO(n) = O(n) ∩GL(n,R).
LetM be 2n-dimensional and let J : TM → TM be an endomor-
phism with J2 = −Id on TM . That is, J defines an almost-complex
structure on M . We make a fixed identification of R2n = Cn. Let
FGL(C) consist of those linear maps u : Cn → TxM (for x ∈M) such
that
u(iv) = Jxu(v).
Then, GL(n,C) (⊆ GL(2n,R)) acts on FGL(C) and gives it the struc-
ture of a principal bundle. FGL(C) consists of those frames {ε1, . . . , ε2n}
such that
Jεi = εi+n
Jεi+n = −εi.
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In each of these examples, we have used the notion of a frame as a
linear map from Rn to transfer a given geometric structure (orien-
tation, metric or almost-complex structure) on the vector space Rn
to one on the tangent bundle. The structure group is reduced from
GL(n,R) to the group that preserves the given structure on Rn. It
should be stated again that it is not necessary that the frame bundle
FGL does reduce to one with structure group G. Not every manifold
is orientable, and not every even dimensional manifold admits an al-
most complex structure. A counterpoint to this statement is that one
can always reduce the structure group from GL(n,R) to O(n). This
is related to the fact that O(n) is a maximal compact subgroup of
GL(n,R) and these groups have the same homotopy type.
Principal bundle homomorphisms and reductions of struc-
ture group
In these previous examples, the sets that we have considered have
been submanifolds of the principal frame bundle FGL of a manifold.
We now make more concrete the idea of a subbundle.
A homomorphism of principal bundles consists of two maps, both
of which we will denote by f . Let Q → N be a principal H bundle
and P → M a principal G-bundle over different manifolds. Then a
homomorphism of the first to the second consists of a smooth map
f : Q→ P and a homomorphism f : H → G such that
f(ug) = f(u)f(g) for all u ∈ Q, g ∈ H.
In particular, a homomorphism induces a map f : N →M . If P and
Q are both bundles over M , we say that Q is a subbundle of P if the
map Q → P is an injective immersion, H → G is an injective group
homomorphism, and the induced map f :M →M is the identity.
Proposition 2.2.6. Let π : P → M be a principal G-bundle. Let
H be a Lie subgroup of G and suppose that Q is a subset of P that
satisfies the following properties :
1. The restriction π : Q→M is surjective,
2. Q is preserved by right translation by elements of H,
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3. for all x ∈M , H acts transitively on π−1(x) ∩Q,
4. for all x ∈M , there exists a local cross section of P , defined on
a neighbourhood of x, that takes values in Q.
Then Q has the structure of a principal subbundle of P with structure
group H.
Proof. Let σ : U → P be a local section of P that takes values in
Q. Then, for every u ∈ π−1(U) ∩ Q, there exists h ∈ H such that
u = σ(x)h. We define a map ψ : π−1(U) ∩Q→ U ×H
u 7→ (x, h).
This map is bijective, so we can define a differentiable structure on
π−1∩Q by specifying that this map is a diffeomorphism. An exercise
shows that this is independent of the section σ that we have taken.
With this topology, we can see that Q satisfies the three conditions
to be a principal H-bundle overM , such that the inclusion of Q into
P , together with the inclusion of H into G, is as a subbundle.
Let π : P → M be a principal fiber bundle with structure group
G. The third condition in the definition of a principal bundle implies
thatM can be covered with open sets {Uα} on which there exist local
sections sα : Uα → P such that π ◦ sα = id. On the intersections
Uα ∩ Uβ, the sections are equivalent under teh action of G. That is,
they satisfy sα = sβ · gβα where gβα : Uα ∩Uβ → G is a smooth map.
Exercise 2.2.5. Show that the collection of maps {gβα} satisfy :
• gαβ = g−1βα on Uα ∩ Uβ ,
• gαβgβγgγα = id on Uα ∩ Uβ ∩ Uγ .
That is, {gβα} defines a Cˇech cocycle with coefficients in the group
G, with respect to the the covering {Uα}.
We now describe the associated bundle construction, to obtain a
vector bundle from a principal bundle. Let π : P →M be a principal
fiber bundle with structure group G. Let V be a finite dimensional
vector space and ρ : G → Aut(V ) a representation of G on V . We
define an equivalence relation on P × V : (u, v) ∼ (ug, ρ(g)−1v) for
all g ∈ G. We then define
E = (P × V )/ ∼
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with the projection π : P →M , [u, v] 7→ π(u).
Proposition 2.2.7. π : E → M naturally has the structure of a
vector bundle over M .
Exercise 2.2.6. Prove this proposition. In particular, use the local
triviality of the fibration π : P →M to show that E is locally trivial.
It is using this relationsip between vector and principal bundles
that we will compare the different notions of connections and holon-
omy on vector and principal bundles.
Remark. If F is a smooth manifold and ρ : G → Diff(F ) is a ho-
momorphism then the same construction can be used to obtain a
manifold that fibers over M with all fibers diffeomorphic to F .
Proposition 2.2.8. There exists a one-to-one correspondence be-
tween sections σ ∈ Ω0(E) of the vector bundle π : E → M and
V -valued functions f on the manifold P that satisfy
f(ug) = ρ(g)−1f(u),
for u ∈ P and g ∈ G.
Proof. Let f be such a function on P . Then for x ∈M, let u ∈ π−1(x).
We define σ by
σ(x) = [u, f(u)].
Then the equivariance property of f implies that the element of E is
independent of the choice of u. We also have that π ◦ σ(x) = x.
Clearly, perhaps, every section of E is obtained in such a way.
This identification is almost sufficient for our purposes. We also
recall that if σ ∈ Ω0(E) is a section of E and ∇ is a connection on
E, then ∇σ ∈ Ω1(E) = Ω0(T ∗M ⊗ E). We will also describe these
objects on the principal bundle.
Let α be a k-form on the manifold P , with values in the vector
space V .
Definition 2.2.9. We say that α is horizontal if α(X1, . . . , Xk) = 0
if any of the vectors Xi lie in the kernel of the derivative π∗ : TuP →
Tπ(u)M . That is, if Xi is tangent to an orbit of G on M .
We say that α is a ρ-equivariant k-form if R∗gα = ρ(g)
−1 · α.
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That is, for u ∈ P and X1, . . . , Xk ∈ TuP ,
(R∗gα)u(X1, . . . , Xk) = αug(Rg∗X1, . . . , Rg∗Xk)
= ρ(g)−1 · αu(X1, . . . , Xk).
According to the terminology of Kobayashi and Nomizu (see [KN96,
pg. 75]), a ρ-equivariant k-form is pseudo-tensorial. Such a form
that is also horizontal is tensorial. This terminology stems from the
following proposition.
Proposition 2.2.10. There exists a one-to-one correspondence be-
tween k-forms on M with values in the vector bundle E, that is,
elements α ∈ Ωk(E), and horizontal, ρ-equivariant k-forms α˜ on P .
Proof. The proof is very similar to the previous observation. Let α˜ be
a horizontal ρ-equivariant k-form on P . Let X1, . . . , Xk ∈ TxM . For
any u ∈ π−1(x), take X˜i ∈ TuP such that π∗(X˜i) = Xi. Then, the
expression α˜u(X˜1, . . . , X˜k) is independent of the choice of the vectors
X˜i. Furthermore, the element
[u, α˜u(X˜i, . . . , X˜k)]
of E is also seen to be independent of the choice of u ∈ π−1(x). Thus,
such a form on P determines a vector bundle map from ΛkTM to
E, which is to say an E-valued k-form α. Conversely, a moment’s
reflection shows that an E-valued k-form on M similarly determines
the correct form on P .
It should perhaps be noted that the final statement, of indepen-
dence upon u ∈ P , is true because the lifts X˜i at u and ug are mapped
to one another by Rg∗. They therefore both project to Xi ∈ TxM .
2.3 Connections on principal bundles
After that relatively extensive description of principal bundles we
turn to differentiation and how the notion of a connection can be
given on a principal bundle.
We first note that there is a family of distinguished vector fields
on P given by the action of G. The action of G is free so for any
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u ∈ P the map µu : g 7→ ug is an embedding of G into P , and the
derivative at the identity
µu∗ : g→ TuP
is injective, and maps onto the tangent space to the fiber π−1(x)
through u. That is, for any X ∈ g, we can define
X∗ =
d
dt
(u · exp(tX)) |t=0 (2.3.1)
and every vector tangent to π−1(x) is equal to X∗ for some X ∈ g.
Proposition 2.3.1. For X ∈ g,
Rg∗(X∗) =
(
ad−1g X
)∗
(2.3.2)
where here X∗ is evaluated at the point u ∈ P and the term on the
right at ug ∈ P .
Proof. If X = ddtgt|t=0 ∈ g, then
Rg∗(X∗) =
d
dt
(
(ug) · g−1gtg
)
t=0
=
(
ad−1g X
)∗
.
We will refer to the tangent space to the fiber π−1(x) at some
u ∈ π−1(x) as the vertical subspace Vu ⊆ TuP . At each point it
is canonically isomorphic to g.
We now give the definition of a connection on a principal fiber
bundle. There are two equivalent ways of giving this definition, dif-
fering only in what aspects they emphasise. The first that we give
emphasises the geometry of the manifold P itself, and the second is
more closely comparable to the definition on vector bundles.
Definition 2.3.2. Let P be a princiapl fiber bundle with structure
group G. A connection A on P is a distribution of subspaces A ⊆ TP
that satisfies the following two properties :
1. at every u ∈ P , the restriction of π∗ to Au → Tπ(u)M is an
isomorphism,
2. the distribution is G-invariant. That is, Rg∗(Au) = Aug.
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Since the vertical space Vu is equal to the kernel of the projection
to TxM , this defines an invariant splitting of the tangent bundle of
P
TP = V ⊕A.
We will sometimes refer to Au as the horizontal subspace at u. Fur-
thermore, if π(u) = x, for any Y ∈ TxM there exists a unique vector
Y H ∈ Au such that π∗(Y H) = Y . Y H is called the horizontal lift
of Y . We have that Rg∗Y H ∈ Aug and π∗Rg∗(Y H) = π∗Y H = Y ,
so the horizontal lift of a vector at one point in the fiber above x
determines the others, by right-translation.
We now recall two facts in order to give the second definition of
a connection on a principal bundle. The first is that at each u ∈ P ,
we have an isomorphism
φ : Vu → g (2.3.3)
that inverts the map given in Equation 2.3.1. These second fact is
that a connection A defines a G-invariant splitting of TP
TP = V ⊕A.
Proposition 2.3.3. Let A be a connection on the principal G-bundle
P over M . Then the g-valued 1-form φ on P defined by extending φ
to all of TP by setting it identically zero on A satisfies
R∗gφ = ad
−1
g · φ.
φ is called the connection 1-form of A.
Proof. This can be seen by evaluating (R∗gφ)(X) for X vertical or
horizontal respectively. In the first case, the assertion follows from
Equation 2.3.2. In the second case, it follows from the second con-
dition in the definition of A, that the kernel of φ is preserved by
right-translation.
We now consider how the connection behaves with respect to triv-
ializations. Suppose that sU : U → P is a local section of P , arising
from a local trivialization, and let φ be a connection 1-form on P .
Then φU = s
∗
Uφ is a g-valued 1-form on U . Suppose that for some
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other open set V ⊆ M , sV : V → P is another local section. Then
sV (x) = sU (x)gUV (x) where gUV : U∩ → G are transition functions.
If we differentiate this equation,
sV ∗(X) = sU∗(X)gUV (x) + sU (x)gUV ∗(X)
= sU∗(X)gUV (x)sV (x)g−1UV (x)dgUV (X),
so (s∗V φ) (X) = φ(sU∗(X)gUV ) + φ(sV g
−1
UV dgUV (X))
φV = g
−1
UV dgUV + ad
−1
gUV · φV . (2.3.4)
This equation should be compared with Equation 2.1.3. In the two
cases, the expression g−1dg gives the canonical left-variant g-valued
1-form on G, the Maurer-Cartan form. The expression g−1UV dgUV is
the pull-back of this form to the set U ∩ V .
We can conclude that if a principal bundle P can be trivialized
by a family of local sections {sα} and if we locally have g-valued
forms {φα} that relate to one another via the transition functions
according to Equation 2.3.4, then we can patch the data together to
form a connection on P .
We now return to another point of view that we described earlier.
Let π : P →M be a principal G-bundle and ρ a representation of G
on the vector space V . Then,
E = (P × V ) / ∼
is the vector bundle associated to P and ρ. A section σ of E is defined
by a function f : P → V that satisfies
f(ug) = ρ(g)−1 · f(u)
for all u and g.
Exercise 2.3.1. Show that if X∗ is a vertical vector (see Equation
2.3.1) then, evaluated at u ∈ P ,
df(X∗) = −ρ∗(X) · f(u)
= −ρ∗(φ(X∗)) · f(u).
Exercise 2.3.2. Show that the V -valued 1-form on P
Df = df + (ρ∗ ◦ φ) · f
is ρ-equivariant and horizontal, according to Definition 2.2.9.
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We conclude that Df = df + (ρ∗ ◦ φ)f corresponds to an element
of Ω1(E). We denote this element ∇σ.
Remark. In this context we can often omit explicit reference to the
representation ρ and express the above 1-form as Df = df + φf .
In the following example, we show that a connection can be thought
of as a splitting of a short exact sequence. Let π : P →M be a princi-
pal fiber bundle with structure group G. Then, π∗(TM) = {(u, v) ∈
P × TM ; v ∈ Tπ(u)M} defines a vector bundle on P that naturally
admits a G-action, on the u-term. If we also consider the vector bun-
dles V and TP , that also admit G-actions, then we obtain the short
exact sequence of G-invariant vector bundles.
0→ V → TP π−→ π∗(TM)→ 0.
Exercise 2.3.3. Show that a connection on P corresponds exactly to
a G-invariant splitting of the short exact sequence. That is, a bundle
map β : π∗(TM)→ TP such that α ◦ β = id.
2.3.1 Homogeneous spaces and G-invariant con-
nections
In the following example, we return to the case where G is a Lie
group and H is a closed subgroup. Then the set of left cosets M =
G/H = {gH ; g ∈ G} forms a smooth manifold. We will consider
this configuration as M being a space on which G acts transitively
on the left, and H = {g ∈ G ; g · o = o} being the isotropy of a
point o ∈ M . The projection π : G → M gives G the structure of a
principal H-bundle over M , where H acts by right translation on G.
We consider the Lie algebra g of G, and suppose that it decomposes
as g = h+m where h is the subalgebra corresponding to the subgroup
H , and m is a transverse subspace that is preserved by the adjoint
action of H (this is to say thatM is a reductive homogeneous space).
That is,
adH(m) = m.
The projection π : G→M maps the identity to o ∈M and so we
have the map π : g = h+ m → ToM . The kernel of this map is h so
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m is mapped isometrically onto ToM . This observation can be made
more concrete by constructing the tangent bundle via the associated
bundle construction.
Proposition 2.3.4. There exists a vector bundle isomorphism
(G×m)/ ∼ → TM
given by [g,X ] 7→ g∗(πX).
The associated bundle (G× m)/ ∼ is given by the adjoint repre-
sentation of H on m.
Proof. We first show that the map is well defined. For h ∈ H ,
[gh, adh−1X ] maps to
g∗h∗π(adh−1X) = g∗h∗π
(
d
dt
(h−1gth)
)
= g∗π
(
d
dt
(gth)
)
= g∗π(X)
as desired. It can be clearly seen to be surjective onto every fiber,
and hence an isomorphism.
Proposition 2.3.5. There exists a one-to-one correspondence be-
tween G-invariant metrics on M and H-invariant inner products on
m.
Proof. We consider the projection π : G → M and its derivative at
e : π : g → ToM . Since the kernel of this map is h, the restriction
to m maps isomorphically onto ToM . Let γo be an inner product
on m, and hence via π, also on ToM . For p = gH ∈ M , we set
γp = g
−1 ∗γo. However, we can equally consider g1 = gh for h ∈ H .
γp is well-defined and G-invariant if for X,Y ∈ TpM ,
γo(h
−1
∗ g
−1
∗ X,h
−1
∗ g
−1
∗ Y ) = γo(g
−1
o X, g
−1
o Y )
or h∗γo = γo.
and γ is H-invariant. The converse statement is evident.
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If we consider h and m as subspaces of TeG (rather than sets
of left-invariant vector fields) we can define a distribution on G by
setting, at g ∈ G, Ag = Lg∗m. The first condition in the definition
of a connection can be seen in this case because the subspaces Lg∗h
and Lg∗m have trivial intersection. The former is the kernel of the
projection
π∗ : TgG→ TgHG/H
so the latter must project isomorphically to TgHG/H . The distribu-
tion is invariant by translation by elements inH since Agh = Lgh∗m =
Lg∗Lh∗m, and,
Rh−1∗Agh = Rh−1∗Lg∗Lh∗m
= Lg∗Lh∗Rh−1∗m
= Lg∗adhm
= Lg∗m = Ag.
So we can conclude that A defines a connection on the H-bundle over
G/H .
Exercise 2.3.4. Show the group SU(3) acts tranisitively on S5, with
isotropy group H = SU(2). In terms of the Lie algebra of SU(3),
show that one can find a transverse subspace m, that is invariant
under SU(2).
Exercise 2.3.5. Let π : P → N be a principal G-bundle and let
f : M → N be a smooth map. Let (A, φ) be a connection on P .
Show that one can define the bundle f∗P as a fiber product over M ,
and one can define on f∗P the pull-back connection of (A, φ).
2.4 Curvature and torsion
2.4.1 Curvature and torsion on vector bundles
We return to considering connections on vector bundles. Let ∇ be a
connection on the smooth vector bundle E. The connection defines
a differential operator ∇ : Ω0(E) → Ω1(E). Then, just as we can
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extend the exterior derivative on functions to forms of higher degree
d : Ωk(R)→ Ωk+1(R), we can extend ∇ to a differential operator
d∇ : Ωk(E)→ Ωk+1(E)
(d∇α)X0,...,Xk =
∑
i
(−1)i∇Xi(α(X0, . . . , Xˆi, . . . , Xk))
+
∑
i<j
(−1)i+jα([Xi, Xj ], X0, . . . , Xˆi, . . . , Xˆj , . . . , Xk).
This expression is highly unintuitive, but resembles very closely the
explicit definition of the exterior derivative.
Exercise 2.4.1. 1. Show that if f ∈ C∞(M) is a smooth func-
tion, d∇(fσ) = df ∧ σ + fd∇σ.
2. Show that if α ∈ Ωk(R) and σ ∈ Ω0(E) is a section of E, then
d∇(α⊗ σ) = dα⊗ σ + (−1)kα ∧ ∇σ.
Now we make use of this extension in two cases. Let E = TM
be the tangent bundle and ∇ a connection on TM . We have the dis-
tinguished section being the identity transformation Id ∈ Ω0(T ∗M ⊗
TM) = Ω1(TM).
Definition 2.4.1. The torsion of the connection ∇ is defined as
T∇ = d∇(Id) ∈ Ω2(TM). That is,
T∇X,Y = ∇XY −∇YX − [X,Y ].
Our second observation is to recall that for σ ∈ Ω0(E), ∇σ ∈
Ω1(E).
Definition 2.4.2. Let ∇ be a connection on the smooth vector bun-
dle E. The curvature of ∇ is the transformation
R∇ : Ω0(E) → Ω2(E)
σ 7→ d∇(∇σ),
R∇X,Y σ = ∇X∇Y σ −∇Y∇Xσ −∇[X,Y ]σ.
Proposition 2.4.3. The curvature R∇ is linear over the space of
functions
R∇(fσ) = fR∇σ.
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Corollary 2.4.4. (see [GKM68]) For x ∈M , (R∇σ)(x) is therefore
only dependent on the value σ(x). That is, R∇ ∈ Ω2(End(E)).
These definitions are extremely well known, and these concepts
are typically most useful in the forms stated above. However, when
the bundle E is endowed with additional structure, it is sometimes
most convenient to consider the corresponding expressions on the
principal bundle.
2.4.2 Curvature on principal bundles
Let π : P → M be a principal G-bundle. Let A be a connection on
P and let φ be the connection 1-form.
Definition 2.4.5. The curvature of the connection A is the g-valued
2-form on P
Ω = dφ+ [φ, φ].
That is, Ω(X,Y ) = dφ(X,Y ) + [φ)X), φ(Y )].
Proposition 2.4.6. The curvature Ω satisfies the invariance prop-
erties :
1. R∗gΩ = ad
−1
g · Ω,
2. If X∗ be a vertical vector, then Ω(X∗, ·) = 0.
Proof. The connection form φ obeys the same equivariance rule, so
we obtain,
R∗gΩ = R
∗
gdφ + [R
∗
gφ,R
∗
gφ]
= ad−1g dφ+ [ad
−1
g · φ, ad−1g · φ]
= ad−1g dφ+ ad
−1
g [φ, φ]
= ad−1g Ω
For the second assertion, Suppose that X∗ is a fundamental vertical
vector field, for some X ∈ g. In the first case, we suppose that Y ∗ is
also vertical. Then,
dφ(X∗, Y ∗) = X∗φ(Y ∗)− Y ∗φ(X∗)− φ([X∗, Y ∗])
= −φ([X∗, Y ∗])
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since the elements φ(X∗) and φ(Y ∗) are the constant vectors X and
Y respectively. Secondly, we note that the association g ∋ X 7→ X∗
is a Lie algebra homomorphism. Therefore,
dφ(X∗, Y ∗) = −φ([X∗, Y ∗]) = −φ([X,Y ]∗)
= −[X,Y ] = −[φ(X∗), φ(Y ∗)]
as required. If Y is horizontal then the equation
dφ(X∗, Y ) + [φ(X∗), φ(Y )] = X∗φ(Y )− Y φ(X∗)
− φ([X∗, Y ]) + [φ(X∗), φ(Y )] = −φ([X∗, Y ])
shows that it is sufficient to show that φ([X∗, Y ]) = 0, or that [X∗, Y ]
is horizontal.
Lemma 2.4.7. Let X∗ be a fundamental vertical vector field on P
induced from X ∈ g. Let Y be a vector field on M and Y H the
horizontal lift of Y . Then [X∗, Y H ] = 0. If Y H is an arbitrary
horizontal vector field, [X∗, Y H ] is horizontal, but possibly non-zero.
Proof. (of Lemma) One can show that the flow of the the vector field
X∗ on P is given by
ϕ : P × R→ P, (u, t) 7→ ugt = Rgtu
where g· : R → G is a 1-parameter subgroup of G tangent to X at
the identity. The field Y H satisfies Y Hug = Rg∗Y
H
u . Then, the Lie
bracket is given by
[X∗, Y H ]u = lim
t→o
1
t
(
Y Hu −Rg−1t ∗Y
H
ugt
)
= lim
t→0
1
t
(
Y Hu − Y Hu
)
= 0.
If Y H is not right-invariant, the argument is similar. This completes
the proof of Proposition 2.4.6.
From the above calculations we can also note that if XH and Y H
are horizontal vectors, then
Ω(XH , Y H) = −φ([XH , Y H ]). (2.4.1)
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We can say more. IfX and Y are vector fields onM , andXH and Y H
are the horizontal lifts then since π([XH , Y H ]) = [π(XH), π(Y H)] =
[X,Y ], we can see that
V ∗ = [XH , Y H ]− [X,Y ]H
is a fundamental vertical vector corresponding to the Lie algebra
element V = Ω(XH , Y H). A result that follows from the above cal-
culations is the following.
Corollary 2.4.8. The curvature Ω of the connection (A, φ) vanishes
identically if and only if the distribution A = kerφ on P is integrable.
By Proposition 2.2.10 these two conditions in Proposition 2.4.6
show that Ω defines a 2-form with values in a vector bundle onM . Let
g be the Lie algebra of the group G. Then, the adjoint representation
is given by X 7→ adgX = gXg−1. Then we will denote the vector
bundle that we obtain by the associated bundle construction by gP .
This is a bundle of Lie algebras, with each fiber isomorphic to g.
Corollary 2.4.9. The curvature Ω of a connection A on a principal
G-bundle P defines a 2-form on M with values in gP that we denote
RA. That is,
gP = (P × g) / ∼, (u,X) ∼ (ug, ad−1g X),
RA ∈ Ω2(gP ) = Ω0(Λ2 ⊗ gP ).
2.4.3 Curvature in the associated bundle construc-
tion
We have seen that one of the primary ways of explicitly relating
principal and vector bundles is by the associated bundle construction.
If π : P → M is a principal G-bundle and ρ : G → Aut(V ) is a
representation of G on a finite-dimensional vector space then E =
(P × V )/ ∼ defines a vector bundle. Let A be a connection on P ,
with connection form φ. If σ ∈ Ω0(E) is a section of E corresponding
to the equivariant function f : P → V , then the covariant derivative
of σ is given by, for X ∈ TM ,
∇Xσ = (df(X˜) + ρ∗(φ(X˜))f.
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where X˜ is a vector to P that projects to X . (Strictly speaking
the covariant derivative is given by [u, (dfu + ρ∗(φ)fu)(X˜)], in the
quotient space, but for notational simplicity we will not write all of
this. If X˜ is taken to be the horizontal lift of X , then φ(X˜) = 0 and
∇Xσ = X˜f . For two tangent vectors X,Y , the curvature is given by
R∇XY σ = ∇X∇Y σ −∇Y∇Xσ −∇[X,Y ]σ
= X˜(Y˜ f)− Y˜ (X˜f)− [˜X,Y ]f
=
(
[X˜, Y˜ ]− [˜X,Y ]
)
f
In the decomposition TP = V + A, the horizontal part of [X˜, Y˜ ] is
[˜X,Y ] since they both project to the same thing in M , that being
[X,Y ]. This means that ([X˜, Y˜ ]− [˜X,Y ] is a vertical vector, equal to
Z∗ for some Z ∈ g. Z is given by φ([X˜, Y˜ ]). Let gt be a 1-parameter
family in G generated by Z. Then,
R∇XY σ = Z
∗f
=
d
dt
(f(ugt)) |t=0
=
d
dt
(
ρ(gt)
−1f(u)
)
t=0
= −ρ∗(Z)f(u)
= −ρ∗(φ([X˜, Y˜ ]))f
That is,
R∇σ = ρ∗(Ω) · f.
Exercise 2.4.2. Show that the representation ρ : G→ Aut(V ), and
the induced map on Lie algebras ρ∗ : g → End(V ), induce a vector
bundle map
ρ˜ : gP → End(E),
such that ρ˜(RA) = R∇.
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2.5 Torsion on the principal frame bundle
The aim of this section is to study the torsion of a connection on
the tangent bundle of a manifold, as originally defined much earlier,
from the point of view of principal bundles. In particular, we show
that the orthonormal frame bundle to a riemannian manifold admits
a unique connection for which the torsion vanishes identically. This
gives a principal-bundle interpretation of the existence of the Levi-
Civita connection. To do these things, we use the fact that the frame
bundle to M carries the geometry of the manifold M in a much
greater way than an arbitrary principal bundle over M .
To start we give a preliminary result that has much in common
with Proposition 2.4.6. We suppose that π : P → M is a principal
G-bundle over M , and that ρ : G→ Aut(V ) is a representation of G
on the vector space V . Let α be a 1-form on P with values in V that
satisfies
α(X) = 0, if X is vertical
R∗gα = ρ(g)
−1 · α.
Let A be a connection on P with connection form φ. Then we
define the 2-form on P ,
Dα = dα+ ρ∗(φ) ∧ α (2.5.1)
defined by
Dα(X,Y ) = dα(X,Y ) + ρ∗(φ(X))α(Y )− ρ∗(φ(Y ))α(X).
Lemma 2.5.1. Let α be a ρ-equivariant, horizontal 1-form on P .
Then, Dα satisfies
Dα(X, ·) = 0 if X is vertical
R∗g(Dα) = ρ(g)
−1 ·Dα.
That is, Dα is a horizontal, ρ-equivariant 2-form on P and so
corresponds to an element of Ω2(E).
Proof. It should be easy to see that Dα is ρ-equivariant, because dα
is, and because of the equivariance properties of α and φ. From the
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expression
Dα(X,Y ) = Xα(Y )− Y α(X)− α([X,Y ]) + ρ∗(φ(X))α(Y )− ρ∗(φ(Y ))α(X).
we can see that Dα(X,Y ) = 0 if both X and Y are vertical. If
X = V ∗ is vertical, for some fixed V ∈ g, and if Y is the horizontal
lift of a vector field on M , then from Lemma 2.4.7, [X,Y ] = 0. The
above equation for Dα reduces to
Dα(X,Y ) = Xα(Y )− α([X,Y ]) + ρ(φ(X)) · α(Y ).
If X = V ∗ = d/dt(ugt)|t=0, so φ(X) = V
Xα(Y ) =
d
dt
(αugt(Yugt)) |t=0
=
d
dt
(
ρ(gt)
−1αu(Yu)
) |t=0
= −ρ∗(V ) · α(Y )
which implies that Dα(X,Y ) = 0. Dα is therefore horizontal. It
should also be noted that this lemma holds for forms of all degrees,
and not solely for the derivatives of 1-forms.
Exercise 2.5.1. Suppose that the 1-form α defines an element σ ∈
Ω1(E). Show that Dα corresponds to the form d∇σ, as defined in
Equation 2.4.1.
Just as the principal examples using the differential operator d∇
were the curvature and torsion of a connection. we consider these
examples on principal bundles.
Exercise 2.5.2. Let f be a V -valued, ρ-equivariant function on P .
Show that the curvature of the connection is given by
Ω · f = D(Df).
We now turn to the torsion of a connection. Let M be a smooth
manifold of dimension n and let FGL be the set of orthonormal bases
for TpM , as p varies over M . FGL is the principal frame bundle of
M . As noted earlier, a basis for TpM is equivalent to an isomorphism
u : Rn → TpM
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and the right action of GL(n) on FGL coincides with the left action
on Rn. The projection of FGL to M is defined by π : u 7→ p.
With these definitions, we can observe that FGL canonically ad-
mits a 1-form ω that takes values in Rn :
ω(X) = u−1(π∗X), for X ∈ TuFGL.
If X ∈ Vu ⊆ TuFGL is a vertical vector, then π∗X = 0 so ω is a
horizontal form. Furthermore,
(R∗gω)(X) = (ug)
−1(π∗(Rg ∗X))
= g−1u−1(π∗X)
= g−1ω(X).
We conclude that ω is ρ-equivariant where the representation ρ is the
standard multiplication of GL)n) on Rn. We consider the associated
bundle, for this representation.
Exercise 2.5.3. Show that the map defined by
(FGL × Rn)/ ∼ → TM[{εi}, (ai)] 7→ εiai
is well-defined and an isomorphism.
Show that the 1-form ω corresponds to the identity, considered as
a TM -valued 1-form Id ∈ Ω1(TM).
Definition 2.5.2. Let φ be connection form on FGL. The torsion
of φ is the 2-form
Θ = Dω
= dω + (ρ∗φ) ∧ ω.
Again, we will sometimes omit explicit reference to the represen-
tation ρ. A connection φ for which Θ = 0 is said to be torsion-free.
The fundamental theorem of riemannian geometry states that if
(M, g) is a riemannian manifold, then there exists a unique torsion
free connection that preserves the metric. We will now be able to
prove this.
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We note that if φ and φ′ are connection 1-forms on FGL, then
θ = φ′ − φ is a horizontal and equivariant 1-form. The torsion of the
two connections can be compared from the forumlas above to equal
Θ′ −Θ = φ′ ∧ ω − φ ∧ ω
= θ ∧ ω. (2.5.2)
The differential forms ω and Θ can only defined on the frame bundle
to a manifold, using the intrinsic geometry of the space. We use
this intrinsic behaviour in the following construction. Let θ be a
horizontal, orthogonal 1-form on FGL. We can define an equivariant
function θ˜ on FGL with values in gln⊗ (Rn)∗ as follows. Let v ∈ Rn.
Then,
θ˜u(v) = θu(X), (2.5.3)
where X ∈ TuFGL is such that ω(X) = v. It can then be shown that
θ˜ is well-defined and ρ-equivariant, where ρ is the induced represen-
tation of GL(n) on gln ⊗ (Rn)∗. Then define
µ : gln ⊗ (Rn)∗ → Rn ⊗ Λ2(Rn)∗
θ 7→ θ ∧ ω
α⊗ β∗ ⊗ γ∗ 7→ α⊗ (β∗ ∧ γ∗).
In particular, one can see that µ intertwines the representations on
the spaces gln ⊗ (Rn)∗ and Rn ⊗Λ2(Rn)∗. We now consider the case
that is relevant in riemannian geometry.
Lemma 2.5.3. The restriction of the map
µ : so(n)⊗ (Rn)∗ → Rn ⊗ Λ2(Rn)∗
is an isomorphism.
Proof. By a dimension count it is sufficient to show that µ is surjec-
tive.
µ((x ∧ y)⊗ z) = µ((x⊗ y − y ⊗ x)⊗ z)
= x⊗ (y ⊗ z − z ⊗ y)− y ⊗ (x ⊗ z − z ⊗ x)
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so, µ((x ∧ y)⊗ z − (y ∧ z)⊗ x+ (z ∧ x)⊗ y) = 2x⊗ (y ∧ z).
µ maps onto a generating set for the codomain, so is surjective.
Now we return to the principal bundles. Let (M, g) be a rieman-
nian manifold and let FO be the set of orthonormal bases for TpM ,
with respect to the metric g.
Corollary 2.5.4. Let ψ be a horizontal, equivariant 2-form on FO
with values in Rn. Then, there exists a unique horizontal, equivariant
so(n)-valued 1-form θ such that
µ(θ) = θ ∧ ω = ψ.
Proof. By the same construction as in Equation 2.5.3 the form ψ
determines an equivariant function ψ˜. The above lemma shows that
there is a function θ˜ such that
µ(θ˜) = ψ˜.
Moreover, since µ is at every point injective, and since it intertwines
the group representations, we can conclude that θ˜ is equivariant.
Then, θ˜ determines a 1-form θ on FO, and by the construction of
the map µ, θ satisfies the required equation.
Theorem 2.5.5. Let (M, g) be a riemannian manifold. Let FO be
the orthonormal frame bundle. Then there exists a unique connection
on FO that is torsion-free.
Proof. Let φ be a connection 1-form on FO. The torsion form Θ
determines an equivariant function Θ˜ on FO with values in Rn ⊗
Λ2(Rn)∗. By the corollary, there exists a function θ˜ such that
Θ˜ = −θ˜ ∧ ω,
or equivalently, a 1-form θ such that Θ = −θ ∧ ω. Therefore, by
Equation 2.5.2 the connection φ′ = φ+ θ has torsion
Θ′ = Θ+ θ ∧ ω = 0.
The connection determined by the form φ′ is called the Levi-Civita
connection of the metric g.
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Exercise 2.5.4. Consider the principal bundle
SU(3)→ S5 = SU(3)/SU(2)
which has structure group SU(2). Show that this can be considered a
sub-bundle of the principal frame bundle of S5. In Exercise 2.3.4 we
saw how this bundle admits an SU(3)-invariant connection. Calculate
the form ω and the torsion Θ in terms of the decomposition of the Lie
algebra su(3) = su(2)+m. In particular, show that the torsion is non-
zero, and that the connection does not coincide with the Levi-Civita
connection on S5.
Chapter 3
Parallel Transport and
Holonomy
3.1 Parallel transport on a vector bundle
The word connection is used in this context in differential geometry
because such an object allows us to connect the fibers of a bundle over
different points of M . This is done by means of parallel transport ; a
notion that we will discuss now.
Let π : E → M be a vector bundle over the manifold, and let ∇
be a connection on E. Let γ : [a, b]→ M be a smooth parametrized
curve in M .
We recall the construction of the pull-back of a connection by a
smooth map and consider the bundle γ∗E over [a, b] equipped with
the connection γ∗∇ = ∇γ .
Definition 3.1.1. A section σ ∈ Ω0(γ∗E) is parallel along γ if
∇γσ = 0.
We suppose that γ∗E is trivialized over [a, b]. The closed interval
is contractible, so this is always possible. That is, there is a diffeo-
morphism
ϕ : [a, b]× Rn → γ∗E
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such that ϕ(t, ·) : {t} × Rn → Eγ(t) is a linear isomorphism for each
t ∈ [a, b]. For the standard basis {ei} for Rn,
{εi(t) = ϕ(t, ei)}
forms a basis for γ∗E at t ∈ [a, b]. A section σ of γ∗E is then given
by σ = εifi where fi : [a, b]→ R are real valued functions. Then, as
noted in the previous chapter,
∇σ = εi ⊗ (dfi + φ ji fj)
∇∂tσ = εi(
dfi
dt
+ φ ji (∂t)fj)
= εi(
dfi
dt
+ A ji fj)
where A ji is a matrix of smooth functions. Then, the section σ is
parallel along γ if
df
dt
+Af = 0. (3.1.1)
A standard theorem from the study of ordinary differential equations
is the following.
Theorem 3.1.2. Let A be a smooth matrix of functions on [a, b].
Then for any v ∈ Rn, there exists a unique smooth function f :
[a, b]→ Rn such that
• dfdt +Af = 0,
• f(a) = v.
Corollary 3.1.3. For any v ∈ Eγ(a), there us a unique parallel
section σ ∈ Ω0(γ∗E) such that σ(a) = v.
Proof. This follows directly from the proposition, after expressing v
in terms of the basis {εi} at t = a.
Exercise 3.1.1. By proving that the operators
(Tεf)(t) = −
∫ t
a
A(s)f(s)ds
defined for t ∈ [a, a + ε], are contractions on the space of smooth
functions on [a, a+ ε] for ε sufficiently small, prove Theorem 3.1.2.
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Exercise 3.1.2. Show that the solution σ is independent of the
choice of the trivialization ϕ.
Definition 3.1.4. Parallel transport along γ is the map
Pγ : Eγ(a) → Eγ(b),
Pγ(v) = σ(b)
where σ is the (unique) parallel section of γ∗E such that σ(a) = v.
Proposition 3.1.5. Pγ is a linear isomorphism.
Proof. That Pγ is linear follows from the fact that Equation 3.1.1 is
a linear differential equation. That it is well defined and injective is
due to the fact that a solution to this equation is uniquely specified
when a fixed vector is given.
Exercise 3.1.3. Show that Pγ is independent of the parametrization
of the curve.
In a certain sense, we can recover the connection from the notion
of parallel transport. Let π : E →M be vector bundle, equipped with
a connection ∇. Let γ be a curve through the point y ∈M . Let σ be
a section of E along the curve γ. We will to calculate the covariant
derivative of σ in the direction γ∗(∂t). Let {εi} be a basis for Ey .
By the notion of parallel transport, we can extend each element εi
to be parallel along γ. That is, the sections εi satisfy ∇∂tεi = 0
for each i. Since parallel transport is a linear isomorphism, at each
point γ(t) in the curve the set {εi} remains a basis for Eγ(t). If σ
is a smooth section of E along γ, it can be uniquely expressed as
σ(t) = εi(t)fi(t), where the fi are smooth functions. The connection
∇ therefore satisfies
∇∂tσ = ∇∂t(εifi)
= εi
dfi
dt
since ∇∂tε = 0.On the other hand, when we express σ = εifi, we
have a simple expression for the parallel transport of σ. Along the
curve γ, let Pt denote the parallel tranport map from Eγ(t) to Eγ(0).
Then, Ptσ(t) is then a curve in the vector space Eγ(0).
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Proposition 3.1.6. Let σ be a section of E along γ. Then the
covariant derivative of σ at y = γ(0) is given by
∇∂tσ(0) = lim
t→0
1
t
(Ptσ(t)− σ(0)) .
Proof. This follows from the above expression for ∇∂tσ. Since the
sections εi are parallel along γ, Ptε(t) = ε(0). Therefore, Ptσ(t) =
Pt(ε
i(t)fi(t)) = ε
i(0)fi(t). We can then see that
∇∂tσ(0) = εi(0)
dfi
dt
(0) = lim
t→0
1
t
(
εi(0)fi(t)− εi(0)fi(0)
)
= lim
t→0
1
t
(Ptσ(t)− σ(0)) .
Parallel transport can also be defined for piecewise smooth curves.
That is, suppose that γ : [a, b] → M is a continuous map such that
there exist t0 = a < t1 < · · · < tk = b such that
γi = γ|[ti−1,ti] : [ti−1, ti]→M
is a smooth curve. Then we define parallel transport along the con-
catenated curve γ = γk∗γk−1∗· · ·∗γ1 to be Pγ = Pγk◦Pγk−1◦· · ·◦Pγ1 :
Eγ(a) → Eγ(b).
We now consider a point x ∈M , and the set of piecewise smooth
curves inM that start and end at x. If γ and δ are curves inM based
at x, then γ ∗ δ, given by following δ and then γ, is also a piecewise
smooth curve based at x. For the curve γ˜ defined by
γ˜(t) = γ(b+ a− t),
we have Pγ˜ = P
−1
γ .
Definition 3.1.7. Let x ∈ M . The holonomy group of the con-
nection ∇ is the group of transformations of Ex given as parallel
translations along piecewise smooth curves based at x. The group is
denoted Hol(∇, x).
We will limit our study of holonomy groups for connections on
vector bundles to the following proposition.
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Proposition 3.1.8. Let x, y ∈M and γ : [a, b]→M a path connect-
ing them ; γ(a) = x, γ(b) = y. Then
Hol(∇, x) = P−1γ ·Hol(∇, y) · Pγ .
The groups are naturally isomorphic. The isomorphism is not
canonical though. It is dependent on the path γ.
Proof. Let δ be a piecewise smooth path based at y. Then δ′ = γ˜∗δ∗γ
is a path based at x and
Pδ′ = P
−1
γ ◦ Pδ ◦ Pγ ∈ Hol(∇, x)
so Hol(∇, x) ⊇ P−1γ Hol(∇, y)Pγ .
The reverse inclusion is identical.
3.2 Parallel transport and holonomy on
principal bundles
We now consider the same situation on a principal bundle. Let P →
M be a principal G-bundle, and let (A, φ) be a connection on P .
Let γ : [a, b] → M be a smooth curve in M . Suppose that γ
is an embedding. Let C be the image of the map γ. π : P → M
is a submersion so π−1(C) is a smooth submanifold of P , with two
boundary components : π−1(γ(a)) and π−1(γ(b)). We define a vector
field on π−1(C). At u ∈ π−1(C), letX∗u be the horizontal lift of γ∗(∂t)
at x = π(u).
Then, the vector field X∗ points into π−1(C) along π−1(γ(a)) and
out of π−1(C) along π−1(γ(b)). We consider the flow of the vector
field X∗:
ϕ(u, t) ∈ π−1(C)
for x ∈ π−1(C) such that
d
dt
ϕ(u, t) = X∗ϕ(u,t)
ϕ(u, 0) = u.
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The first property of the flow is to note that if π(u) = γ(a), then
π(ϕ(u, t)) = γ(a + t). We note that the domain of the flow varies
for different u ∈ π−1(C), but from this equation, we see that if u ∈
π−1(γ(a)), ϕ(u, t) is defined for t ∈ [0, b− a].
Definition 3.2.1. The parallel translation along the curve γ is the
map
Pγ : π
−1(γ(a)) → π−1(γ(b))
Pγ(u) = ϕ(u, b− a).
We should note that one could make the above discussion slightly
more elegant by considering the pull-back of the bundle P to [a, b]
by the map γ, with the induced pull-back connection, as discussed in
Exercise 2.3.5. In particular we can use this to show that the flow
ϕ preserves the fibration over C, and restricts to be diffeomorphisms
between fibers.
Exercise 3.2.1. By considering the bundle γ∗P over [a, b], show that
if π(u) = γ(a), then
π(ϕ(u, t)) = γ(a+ t).
Proposition 3.2.2. For g ∈ G, Pγ(ug) = Pγ(u)g.
Proof. The vector field X∗ is right-invariant, so the flow must also
be.
Suppose that γ : [a, b]→M is piecewise smooth. Then, as in the
previous section, we define
Pγ = Pγk ◦ Pγk−1 ◦ · · · ◦ Pγ1
where γi = γ|[ti−1,ti] is smooth. We consider piecewise smooth curves
based at x ∈ M . That is, suppose that γ(a) = γ(b) = x. Then, for
u ∈ π−1(x), Pγ(u) ∈ π−1(x) and so
Pγ(u) = ugγ for some gγ ∈ G. (3.2.1)
Let δ be some other curve based at x. We can concatenate γ and δ
to form γ ∗ δ so
Pγ∗δ(u) = Pγ(Pδ(u)) = Pγ(ugδ)
= Pγ(u)gδ
= u(gγgδ).
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Definition 3.2.3. Let (A, φ) be a connection on P , and let u ∈ P .
The holonomy group Hol(A, u) is the subgroup of G consisting of
elements gγ for γ a piecewise smooth loop based at x = π(u).
It is generally a very difficult problem to determine the holonomy
group of a connection. Some of the theorems that we will encounter
later in these notes will give possible restrictions and properties of
holonomy groups. To begin with, we can consider a trivial example.
Exercise 3.2.2. Take G = S1 and consider P = S1×S1 →M = S1,
where projection is on the first factor. If the coordinates on P are
(θ, τ), show that
φ : x∂θ + y∂τ 7→ y − αx
defines a connection on P , where α ∈ R is constant. Calculate the
horizontal lift of ∂θ, and the flow of the vector field X
∗. Show that the
holonomy group is discrete if 2πα is rational, and a dense subgroup
of S1 if 2πα is irrational.
Just as in the case for connections on vector bundles, we wish
to know how Hol(A, u) is dependent on the choice of u ∈ P . It is
slightly more delicate in this case, although we are helped by the fact
that Hol(A, u) is always a subgroup of G, rather than of Aut(TxM),
for varying x ∈M . We first consider points in the same fiber of P .
Proposition 3.2.4. Let u ∈ P and g ∈ G. Then
Hol(A, ug) = g−1 ·Hol(A, u) · g.
Proof. This follows from the invariance of the parallel translation
map :
Pγ(ug) = Pγ(u) · g
= ug · (g−1gγg).
where gγ is given in Equation 3.2.1.
Proposition 3.2.5. Let x, y ∈ M and let γ be a piecewise smooth
path from x to y. Let u ∈ π−1(x) and let v ∈ P be that point obtained
by parallel translation along γ. Then,
Hol(A, u) = Hol(A, v).
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Proof. Let τ be a curve based at y and gτ ∈ Hol(A, v) such that
Pτ (v) = vgτ . We consider the curve γ
−1 · τ · γ based at x. Then,
P(γ−1·τ ·γ)(u) = Pγ−1Pτ (Pγu) = Pγ−1(Pτ (v))
= Pγ−1(vgτ )
= Pγ−1(v)gτ
= ugτ ,
so Hol(A, v) ⊆ Hol(A, u). Equality here is immediate.
We complete this section by considering a non-trivial example
constructed by Hano and Ozuki [HO56] that demonstrates some of
the properties that we will see in other results and contexts. In par-
ticular the group is a Lie subgroup of GL(6,R), but is not closed.
We will later see that the connected component of the identity of
the holonomy group is always a Lie subgroup, and in the riemannian
context will always be closed. For that it is necessary to use a fun-
damental result, the Ambrose-Singer Theorem, that will be proven
later.
Example 3.2.6. We consider a connection on the tangent bundle to
R6. R6 has a standard frame of basis vectors {εi = ∂xi}, which we
can consider a section of the principal frame bundle FGL over R6. If
φ is a connection form on FGL, we can pull it back and consider it
as a 1-form on R6 with values in gl6. That is, φ(ε
k) = (φkji ) ∈ gl6.
The torsion of φ is determined by the values
T (εk, εl) = εi(φkli − φlki ). (3.2.2)
The example that we take is given by φ(ε1) = 0,
φ(ε2) =


0 0
0 0
0 x1
−x1 0
0
√
2x1
−√2x1 0


,
and for k ≥ 3, φ(εk) = (φkji ) where φkji = 0 if j 6= 2, and φk2i = φ2ki .
Then, from Equation 3.2.2, this connection is torsion-free, and the
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curvature tensor Ω satisfies
Ω(ε1, ε2) =


0 0
0 0
0 1
−1 0
0
√
2
−√2 0


,
while Ω(ε1, εk), Ω(ε2, εk) and Ω(εk, εl) are zero, except for the posi-
tions (2, 3), . . . , (2, 6). Then, by a result that we have not yet seen,
the theorem of Ambrose and Singer (Thm. 3.4.6) that very precisely
relates the curvature tensor with the holonomy group, the holonomy
group consists of elements of the form


1 0
0 1 a1 a2 a3 a4
cos(θ) sin(θ)
− sin(θ) cos(θ)
cos(
√
2θ) sin(
√
2θ)
− sin(√2θ) cos(√2θ)


,
In particular, the elements with ai = 0 are defined by an irrational
rotation subgroup in S1 × S1 ⊆ SO(4).
The group that we have just seen is somewhat pathological. It is
a Lie subgroup of GL(6,R), but it is not a closed subgroup. We also
note that it is not contained in any compact subgroup of GL(6,R).
These properties can be well understood for holonomy groups. In
particular, by Theorem 3.3.6 the connected component is a Lie sub-
group. If (A, φ) is the Levi-Civita connection of a riemannian metric,
the identity component of Hol(A, φ) is a closed subgroup of SO(n).
3.3 Structure of the restricted holonomy
group
In this section and the next we give more detailed information about
the holonomy group of a connection on a principal bundle. Our aim
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in this section is to show that Hol(A, u) is a Lie subgroup of G. To
do this is it first necessary to pay specific attention to the subgroup
consisting of elements arising from parallel translation along paths
homotopic to the identity. We will show that this is a path connected
Lie group, and is equal to the connected component of Hol(A, u) that
contains the identity. We make at this point a comment on regularity.
Throughout this section, for reasons of brevity we will refer to curves
that are piecewise smooth. By this we really mean piecewise of class
C1. As noted in [KN96, e.g. Thm. 7.2], this distinction will not be
meaningful.
Throughout this section, we assume that π : P →M is a principal
bundle with structure group G and that (A, φ) is a connection on P .
Definition 3.3.1. The restricted holonomy group Hol0(A, u) is the
subgroup of Hol(A, u) consisting of group elements gτ arising from
parallel translation along τ where τ is a piecewise smooth loop in M ,
based at x = π(u), that is homotopic to the constant curve at x.
The first properties of the restricted holonomy group that we de-
termine are the following.
Proposition 3.3.2. The restricted holonomy group Hol0(A, u) is a
normal subgroup of Hol(A, u).
Let π1(X, x) be the fundamental group of M for x ∈ M . Let u ∈
π−1(x). There exists a surjective group homomorphism
π1(M,x)→ Hol(A, u)/Hol0(A, u).
Proof. For the first statement, observe that if γ is any path in M
based at x, and σ is a curve based at x that is homotopic to the
constant map to x, then γ−1 · σ · γ is also contractible to x.
The homomorphism is defined as follows. For [γ] ∈ π1(M,x) we
define
[γ] 7→ gγ modulo Hol0(A, u).
This is well-defined because if γ, σ : [0, 1] → M represent the same
class in π1(M,x), then γ
−1 · σ is homotopic to zero and
gγ−1·σ = g
−1
γ · gσ ∈ Hol0(A, u)
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and so gγ = gσ modulo Hol0(A, u). The homomorphism is clearly
surjective.
We wish to prove that Hol0(A, u) is a Lie subgroup of G. To
show this we first need a topological criterion for a subgroup of a Lie
group to be of Lie type. It will then remain to show that Hol0(A, u)
satisfies the necessary conditions.
In large part, the arguments in this section come from Kobayashi
and Nomizu, although we will give specific references later.
Theorem 3.3.3. Let G be a Lie group and H a subgroup of G such
that every element of H can be connected by a piecewise smooth path
in H to the identity e. Then H is a Lie subgroup of G.
Proof. We define the subspace S ⊆ g to be those vectors X that are
tangent to smooth paths in H , ie for which X = dx/dt(0) where xt
is a smooth curve contained in H . Then, for X,Y ∈ S, λ ∈ R,
1. λX ∈ S since λX = ∂∂t (xλt)(0),
2. X + Y ∈ S since X + Y = ∂∂t (xtyt)(0).
Moreover, S is a Lie subalgebra of g because [X,Y ] = dwt/dt at t = 0
where wt2 = xtytx
−1
t y
−1
t (see [Che99]). There exists a Lie subgroup
K of G that has S as its Lie algebra. K is found by considering the
left-invariant distribution on G given at g ∈ G by Lg∗S ⊆ TgG. This
distribution in integrable because S is a Lie algebra, and the maximal
integral submanifold that contains e is a Lie subgroup of G. We show
that H = K.
To show K ⊇ H , let a ∈ H and gt a curve in H such that g0 = e
and g1 = a. We translate the curve slightly. That is, for t0 ∈ [0, 1]
consider the curve t 7→ x−1t0 xt+t0 contained in H . This curve is tan-
gent to L−1xt0 (x
′
t0 ) at the identity (for t = 0) so this vector is contained
in the subspace S and x′t ∈ Lxt(S) for all t ∈ [0, 1]. We therefore have
that xt is contained in the maximal integral submanifold to the dis-
tribution, and hence H ⊆ K.
Next, we show that K ⊆ H . Let {X i} be a basis for S and git be
curves in H such that gi0 = e and g
i′
0 = X
i. We then consider the
map
f : (t1, . . . , tk) 7→ g1t1g2t2 · · · gktk
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maps from a neighbourhood of 0 in Rk (for k = dimS) into H (⊆ K)
but we can in particular see that the derivative at 0
Rk → S
is non-singular, and so f defines a local diffeomorphism onto a neigh-
bourhood of the identity in K. f specifically takes values in H how-
ever, so that neighbourhood in K is contained in H . Since K is
connected, this implies that K ⊆ H .
Exercise 3.3.1. Let S be a left-invariant distribution on the Lie
group G. Show that the subspace at the identity Se ⊆ g is a Lie
subalgebra if and only if the maximal integral submanifold for S that
contains the identity is a Lie subgroup of G.
The restricted holonomy group Hol0(A, u) ⊆ G consists of those
elements coming via parallel translation of u along piecewise smooth
curves in M that are bases at x = π(u) and are contractible in M
to x. We require that the curve is contained in a small coordinate
neighbourhood, and of a very particular form. This statement is
taken from Kobayashi and Nomizu [KN96, pg. 285] and the result
was originally due to Lichnerowicz [Lic62]
Lemma 3.3.4. Let U be a covering of M by open sets. Let γ be a
closed, piecewise smooth curve in M that is homotopic to zero. Then,
γ can be written as the concatenation of curves
γ = γ1 · γ2 · · · γn
where each piecewise smooth curve γi is of the form γi = µ
−1
i · σi · µi
where µi is a curve from x to another point y, and σi is a loop based
at y and contained in some element of the covering. In particular, σi
is given as a small rectangle, as a map from the boundary of I × I in
M .
The proof is done by breaking the square I × I into m2 small
equal sqares, on each of which the homotopy of γ to zero is smooth.
The µ’s and σ’s can then be taken. This is done in detail in [KN96].
We take a covering U of M by open sets, each of which is diffeo-
morphic to B(0, 1) ⊆ Rn. Consider gγ ∈ Hol0(A, u) for γ a curve in
52 [CAP. 3: PARALLEL TRANSPORT AND HOLONOMY
M . Then, according to the factorization lemma,
gγ = gγ1gγ2 · · · gγn (3.3.1)
where γi = µ
−1
i ·σi ·µi is a lasso. µi is a piecewise smooth path from
x to y and σi is a smooth curve based at y ∈ M . From the proof
of Proposition 3.2.5, the element of Hol0(A, v) corresponding to σi
is equal to the element gγi ∈ Hol0(A, u) for the curve γi. It suffices
to assume that γ is a map from the boundary of the rectangle I × I
into M and show that gγ can be connected to the identity.
We suppose that we have a smooth map F : I × I →M and γ is
given by
γ(t) = γ4 · γ3 · γ2 · γ1(t) =


F (4t, 0) t ∈ [0, 1/4]
F (1, 4t− 1) t ∈ [1/4, 1/2]
F (3− 4t, 1) t ∈ [1/2, 3/4]
F (0, 4− 4t) t ∈ [3/4, 1]
Then, we define a retraction of this rectangle onto the first line seg-
ment, the s = 0 set,
G(t, s) =


F (4t, 0) t ∈ [0, 1/4]
F (1, (1− s)(4t− 1)) t ∈ [1/4, 1/2]
F (3− 4t, 1− s) t ∈ [1/2, 3/4]
F (0, (1− s)(4− 4t)) t ∈ [3/4, 1]
That is, for each s, γs : t 7→ G(t, s) is the concatenation of 4 smooth
curves. Every curve starts and ends at the point x. The following
lemma shows that the parallel translation map defines a smooth curve
in P , for each interval [ i−14 ,
i
4 ] on which G is smooth.
Lemma 3.3.5. Let G : I × I → M be a smooth map and let τs be
the curve t 7→ G(t, s). Let p(s) be a smooth curve in P such that
π(p(s)) = G(0, s). Then, define q(s) = Pτs as the parallel transport
of p(s) along the curve τs. Then, q(s) is a smooth path in P .
Proof. This is a simple extension of the definition of parallel trans-
port. We pull P back to obtain the bundleG∗P over I×I and perform
parallel transport along the ∂t directions. This is a diffeomorphism
over {0} × I to {1} × I and maps p(s) to q(s).
[SEC. 3.3: STRUCTURE OF THE RESTRICTED HOLONOMY GROUP 53
That is, the parallel translations of u ∈ π−1(x) define q1(s), and
this determines q2(s), and so on. At the end, since all curves γ
s start
and end at x, the smooth curve that we end up with is contained in
the fiber π−1(x). That is q(s) = Pγs(u) = ugs. The local triviality of
the bundle implies that the curve gs ∈ Hol0(A, u) is smooth. Since
we can see that γ1 is the concatenation γ˜1 · γ1, the curve gs connects
gγ to the identity, as we desired.
Theorem 3.3.6. Let A be a connection on the principal G-bundle
P . Then the restricted holonomy group Hol0(A, u) is a Lie subgroup
of G.
Proof. From Equation 3.3.1, which follows from the factorization
lemma, and from Lemma 3.3.5 we see that every element ofHol0(A, u)
can be connected to the identity by a piecewise smooth curve in G.
We can then apply Theorem 3.3.3 to conclude that Hol0(A, u) is of
Lie type.
Corollary 3.3.7. The full holonomy group Hol(A, u) is a Lie sub-
group of G and Hol0(A, u) is the connected component that contains
the identity.
Proof. The restricted holonomy group Hol0(A, u) is a given as the
maximal integral submanifold of the distribution S on G. It is seen
to be path connected. In the topology of the leaves of the foli-
ation (weaker than the subset topology from G) this implies that
Hol0(A, u) is connected.
By left translation, we can introduce a Hausdorff topology on
Hol(A, u) so that every point is locally homeomorphic to Hol0(A, u).
gτ and gγ are in the same connected component if g
−1
τ ·gγ is contained
in Hol0(A, u). That is, if gτ = gγ modulo Hol0(A, u). It can be seen
(see [?]) that the fundamental group π1(M,x) is countable, so from
Proposition 3.3.2 Hol(A, u) has at most countably many connected
components. We can therefore conclude that the topology is second-
countable and Hol(A, u) is a Lie group.
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3.4 Curvature and holonomy
In this section we demonstrate the previously mentioned relationship
between the holonomy group and the curvature of the connection.
A priori, the connection (A, φ) is defined on a principal fiber bundle
P with structure group G while the holonomy group is a subgroup
Hol(A, u) of G. We can perform a reduction of the structure group
so as to be able to assume that Hol(A, u) = G.
In the previous section we saw that Hol(A, u) was a Lie subgroup
of G. As such, the subspace tangent to this subgroup is a Lie algebra
that we denote hol, leaving the connection and point of definition
implicit. The connection and its curvature are g-valued forms on P .
3.4.1 Values taken by the curvature form
Our first aim is to show that the curvature, at the point u ∈ P , takes
values in the subalgebra hol. The curvature of φ is defined as
Ω = dφ+ [φ, φ]
and so for XH and Y H horizontal vector fields on P , Ω(XH , Y H) =
−φ([XH , Y H ]). In particular, ifXH and Y H are the horizontal lifts of
vector fieldsX and Y onM , the Lie algebra element V = Ω(XH , Y H)
corresponds exactly with the vertical vector field on P ,
V ∗ = [XH , Y H ]− [X,Y ]H . (3.4.1)
We take vectors fieldsX and Y onM such that [X,Y ] = 0. We denote
by ϕXt and ϕ
Y
t the maps given by the flow of the vector fields. We
consider the rectangle inM given by moving ε alongX , ε along the Y -
flow, back−ε alongX and then −ε along Y . This is a little redundent
though, because [X,Y ] = 0 implies that ϕY−εϕ
X
−εϕ
Y
ε ϕ
X
ε (x) = x for all
u ∈ P .
Instead, we lift to the principal bundle and define XH to be the
horizontal lift of X and Y H to be the horizontal lift of Y , and denote
the flow of these vector fields by ϕX
H
t and ϕ
Y H
t respectively. Note
that since [X,Y ] = 0, [XH , Y H ] is vertical. These flow maps cover
the flows of the vector fields X and Y and in particular
ϕY
H
−ε ϕ
XH
−ε ϕ
Y H
ε ϕ
XH
ε : π
−1(x)→ π−1(x)
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defines the parallel transport map around the small rectangle of width
ε in M . This map can be closely related to the Lie bracket of vector
fields on P by the following lemma.
Lemma 3.4.1. Let f be a smooth test function on P . Then [XH , Y H ],
acting as a derivation, satisfies
(
[XH , Y H ]f
)
(u) = lim
ε→0
1
ε2
[
f
(
ϕY
H
−ε ϕ
XH
−ε ϕ
Y H
ε ϕ
XH
ε (u)
)
− f(u)
]
Proof. This follows quickly from the definition of the Lie derivative,
and the fact that XHf = limt→0 1t (f(ϕ
XH
t (u)− f(u)).
That is, [XH , Y H ] is the horizontal vector field on P given at u
by
[XH , Y H ](u) =
d
dt
ψt(u)|t=0
where ψt2(u) = ϕ
Y H
−t ϕ
XH
−t ϕ
Y H
t ϕ
XH
t (u)
The map ψt(u) defines the parallel transport of u around the small
rectangle based at x = π(u) and so in particular,
ψt(u) = ugt for gt ∈ Hol(A, u),
and [XH , Y H ](u) =
d
dt
(ugt)|t=0
= X∗(u)
is the horizontal vector at u for X ∈ hol according to the definition
in Equation 2.3.1. Furthermore,
Ω(XH , Y H) = −φ([XH , Y H ])
= −X ∈ hol.
We have proven the following result.
Proposition 3.4.2. Let (A, φ) be a connection on the G-bundle P
and let u ∈ P . Then the curvature Ω of φ takes values at u in the
Lie subalgebra hol(A, u).
In Proposition 3.2.5, we saw that if two points u, v ∈ P can be
joined by a horizontal curve in P , then the groups Hol(A, u) and
Hol(A, v) coincide and so have the same Lie algebra hol.
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Corollary 3.4.3. Let u ∈ P . Then Ωv takes values at v in hol for
every v ∈ P that can be connected to u by a horizontal path.
3.4.2 The reduction theorem
As previously, we suppose that π : P → M is a principal bundle
over M with structure group G. Suppose that (A, φ) is a connection
on P , and that H = Hol(A, u) is the holonomy group, for a point
u ∈ P . If H ⊆ G is a proper subgroup of G, then intuitively, there is
a certain amount of redundance in considering the connection A on
the full bundle P . One could feel that all the information regarding
the connection is contained in some set smaller than P .
Definition 3.4.4. Let u0 ∈ P . The holonomy bundle of the point
u0 is the set P (u0) of points v ∈ P that can be connected to u0 by a
piecewise smooth horizontal path in P .
Following Proposition 3.2.5, we can see that H = Hol(A, u0) ⊆ G
acts on P (u0), and acts transitively on the fibers of the projection to
M . Also, since M is path-connected, the projection to M is seen to
be surjective. Then, in appealing to Proposition 2.2.6, to show that
P (u0) is a subbundle of P , we only need to construct local sections
of P that take values in P (u0). For x ∈ M , take a coordinate chart
that identifies a small ball Bε(0) ⊆ Rn with a neighbourhood of x
(for example, exponential coordinates), such that the origin maps to
x. Let u ∈ π−1(x) ∩ P (u0). Then, for y ∈ Bε(0), let γy be the line
segment from 0 to y and let σ(y) = Pγy (u) ∈ π−1(y) ∩ P (u0). Then,
σ defines a section of P that takes values in P (u0).
Theorem 3.4.5. The holonomy bundle P (u0) is a subbundle of P ,
with structure group H = Hol(A, u0). The connection (A, φ) defines
a connection on P (u0), with the same curvature form and holonomy
group.
Proof. All that needs to be proved is the second statement, but this is
clear because the horizontal subspace A ⊆ TP is obviously tangent to
P (u0), since it is spanned by vectors tangent to horizontal curves, and
so defines a connection on P (u0). That the curvature and holonomy
do not change are also clear.
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3.4.3 The Ambrose-Singer Theorem
We now turn to a theorem that has already been referred to, in the
example at the end of Section 3.2. This gave a way of calculating
the holonomy group in terms of the curvature tensor of a connection.
Earlier in this section, we described concrete relationships between
the curvature and holonomy group of a conection on a prinicpal bun-
dle. In this section, we will state and prove this theorem, and state
the equivalent version for vector bundles. We will also make note
of similar theorems where we slightly change some hypotheses and
definitions.
Theorem 3.4.6. Let π : P → M be a principal fiber bundle with
structure group G and (A, φ) a connection on P . Then, the Lie alge-
bra hol(A, u0) of the holonomy group Hol(A, u0) of A with base point
u0 ∈ P is spanned by the values Ωv(X,Y ) taken by the curvature
2-form, as v varies in the subbundle P (u0).
Proof. To begin, we note that we can we have applied the reduction
theorem of the previous section, and that we have G = Hol(A, u0),
and P = P (u0) so that every point in P can be connected to u0
by a piecewise smooth horizontal curve. We define h ⊆ g to be
the subspace spanned by the values Ωv(X,Y ), for all v ∈ P (u0)
and X,Y ∈ TvP (u0). We also define S to be the distribution on P
spanned at u ∈ P by
1. the horizontal space Au;
2. the set of fundamental vertical vectors V ∗u for V ∈ h.
We first claim that h is an ideal in the algebra g. This follows from
the invariance properties of the curvature form :
R∗gΩ(X,Y ) = Ω(Rg ∗X,Rg ∗Y ) = g
−1 · Ω(X,Y )g ∈ h
for all g ∈ G. We can use this to show that S is an integrable
distribution on P . It suffices to show that if X and Y are horizontal
vector fields, and if V and W lie in h, then [X,Y ], [V ∗,W ∗] and
[X,V ∗] all lie in S. The distribution is locally spanned by vector fields
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of these forms. In the first case, if XH and Y H are the horizontal
lifts of vector fields X and Y on M , then
Ω(XH , Y H) = V ∈ h
where V ∗ = [XH , Y H ]− [X,Y ]H ,
so [XH , Y H ] ∈ S. Secondly, h is an ideal of g, so
[V ∗,W ∗] = [V,W ]∗ ∈ S.
Lastly, from Lemma 2.4.7, we have that [XH , V ∗] = 0. We can then
conclude that S is an integrable distribution, and P is foliated by
a family of maximal integral submanifolds, including one, Mu0 , that
contains u0. We finally recall that every point in P can be connected
to u0 by a piecewise smooth horizontal curve. That is, a curve that is
necessarily contained in the integral submanifold Mu0 . This implies
that P =Mu0 , dim(TP )=dim(S) and h = g.
Chapter 4
Riemannian Holonomy
4.1 Holonomy and invariant differential
forms
There are many geometric ways to detect the holonomy groupHol(g, x)
of a riemannian manifold. The one most immediately connected to
the definition of the holonomy group is that all endomorphisms of
a fixed tangent space TxM to the manifold that arise by parallel
transport around closed loops take values in a particular subgroup.
Another, as we will see in the following section, is that the universal
cover of the manifold admits a proper splitting into the product of
lower dimensional manifolds. This fact is essentially equivalent to
the holonomy group acting reducibly on TxM , which is to say that
it preserves two proper orthogonal subspaces Tx = V1 + V2. A third
method is to consider the induced action of Hol(g) on the associated
vector spaces at x, other than TxM . In the case that Hol(g, x) pre-
serves a vector v, it will lead to a distinguished tensor on M . This
section will be short, but it will lead to many ideas that will be seen
in the important examples of the following chapter.
We will be primarily interested in the riemannian case, in which
the connection is the Levi-Civita connection. At least to start though,
we will suppose that (A, φ) is a connection on the principal frame
bundle FGL. By the reduction theorem we can suppose that (A, φ)
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is defined on the holonomy bundle, which we denote by π : P →M .
This bundle has structure group H = Hol(A, u0).
The standard representation of GL(n) on Rn is by left multiplica-
tion on column vectors. The standard algebraic operations on vector
spaces lead to other representations. For example, let (Rn)∗ be the
dual space of linear functionals on Rn. Then for g ∈ GL(n) we define
g : (Rn)∗ → (Rn)∗ by
(gα)(v) = α(g−1v).
For T ∈ gl(n) ∼= Rn ⊗ (Rn)∗ the representation of GL(n) is given by
g ·T = gTg−1. Some of the most important representations of GL(n)
that are induced from that on Rn are on Λk(Rn)∗. For g ∈ GL(n)
and ϕ ∈ Λk(Rn)∗. Then,
g : Λk(Rn)∗ → Λk(Rn)∗
(gϕ)(v1, . . . vk) = ϕ(g
−1v1, . . . , g−1vk)
for vi ∈ Rn.
If P → M is a principal H-bundle on M , and ρ : H → Aut(V )
is a representation of H on the vector space V , the associated vector
bundle is the quotient
E = (P × V )/ ∼
where (p, v) ∼ (pg, ρ(g)−1v) for all g ∈ H . If φ is a connection for
on P , we can define a covariant derivative of sections. If the section
σ ∈ Ω0(E) defines the equivariant function f : P → V , the covariant
derivative σ ∈ Ω1(E) of σ is given by
Df = df + ρ(φ)f.
Here ρ : h→ End(V ) is the induced map on the Lie algebra.
Proposition 4.1.1. There exists a one-to-one correspondence be-
tween elements of V that are invariant under the action of H, and
sections of E that are parallel with respect to the connection (A, φ).
Proof. If f0 ∈ V satisfies ρ(g)f0 = f0 then ρ(X)f0 = 0 for all X ∈ h.
We can consider f0 as a constant V -valued function, which determines
a section σ of E. Then, df0 + ρ(φ)f0 = 0 and so ∇σ = 0.
[SEC. 4.1: HOLONOMY AND INVARIANT DIFFERENTIAL FORMS 61
Conversely, a section σ of E such that ∇σ = 0 can equally be
thought of as a equivariant function f : P → V that satisfies Df = 0.
If γ is a piece-wise smooth loop in M that is based at x = π(u0) then
we can lift it to a horizontal path γ˜ in P that starts at u0 and ends
at u0g for some g ∈ Hol(A, u0). Since
d
dt
f(γ˜(t)) = Df(∂t)− ρ(φ(∂t))f = 0
(the second term on the right vanishes since the lift is horizontal) we
can see that f is constant along the curve γ˜. We can then conclude
that f(u0g) = f(u0) and
ρ(g)−1f(u0) = f(u0)
for all g ∈ Hol(A, u0) and so the element f(u0) ∈ V is invariant
under the action of Hol(A, u0) on V .
This is an important result in the study of holonomy groups, be-
cause many of them admit some invariant vector, and hence parallel
tensor field. The usual proof of this result is in the context of con-
nections on vector bundles. We can give this proof easily as well.
Suppose that the connection on the tangent bundle TM induces
a connection on an associated vector bundle E. Then The holonomy
group Hol(∇, x) is a subgroup of Aut(TxM) and so acts also on fibre
Ex of E at the point x. Suppose that ϕ0 ∈ Ex satisfies gϕ0 = ϕ0 for
all g ∈ Hol(∇, x). For any other point y ∈ M , we take a piece-wise
smooth path γy in M from x to y and define
ϕ(y) = Pγy (ϕ0)
as the parallel translate of φ0 to y. It is immediate from the invariance
of ϕ0 that this definition is independent of the path γy, so ϕ is a
globally defined field on M . It is also immediate from the definition
that ϕ is parallel. Conversely, for any parallel field evaluation at x
recovers the element ϕ0 ∈ Ex.
The above result allows us to construct an multitude of examples.
Connections compatible with a metric
If (A, φ) is a connection on the frame bundle FGL such that H =
Hol(A, u0) is compact, then it can be shown that H preserves a
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positive definite inner product on Rn. Proposition 4.1.1 then shows
that there exists a metric on TM such that ∇g = 0. In this case, for
any local vector fields X,Y, Z on M ,
Zg(X,Y ) = g(∇ZX,Y ) + g(X,∇ZY ).
If ∇ is also torsion-free, then it is the Levi-Civita connection of the
metric g. If u0 is orthonormal with respect to g, then the holon-
omy bundle is contained in the principal bundle FO of g-orthonormal
frames.
Complex and Almost Complex Structures
If we suppose that R2n has the basis {e1, . . . , e2n} then we can define
an endomorphism J0 : R
2n → R2n by
J0e
j = ej+n
J0e
j+n = −ej
for j = 1, . . . , n. Then J20 = −Id and J0 defines the complex struc-
ture on Cn ⊆ R2n ⊗ C given by multiplication by i = √−1. Cn
has basis {εj = 1/2(ej − iJej)} for j = 1, . . . , n. The subgroup of
GL(2n,R) that preserves J0 (i.e. every element satisfies gJ0g
−1 = J0)
is GL(n,C).
If ∇ is a connection on TM such that Hol(∇, u0) ⊆ GL(n,C)
then from the above construction there exists a tensor field J of
endomorphisms of TM such that ∇J = 0. This means that for
v ∈ TM ,
∇(Jv) = J∇v.
It can easily be seen that J2 = −Id. We can therefore consider the
complexification of the tangent bundle TCM = TM ⊗C and see that
it decomposes into the subbundles T
(1,0)
M and T
(0,1)
M of +i and −i
eigenvectors of J respectively.
Exercise 4.1.1. Show that if∇J = 0, then the connection∇ extends
to a connection on the bundle T
(1,0)
M .
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The existence of a connection on T
(1,0)
M is not particularly inter-
esting, but if we take into account the torsion of ∇ we can obtain new
information. Given an almost-complex structure J on the manifold
M , we define the Nijenhuis tensor of J to be
NJ(X,Y ) =
1
4
([JX, JY ]− J [JX, Y ]− J [X, JY ]− [X,Y ]).
Then, by expressing, for example, [JX, Y ] = ∇JXY − ∇Y JX one
can easily see that if a 2n-dimensional manifold M admits a torsion-
free connection on TM with holonomy group contained in GL(n,C),
then the Nijenhuis tensor of the induced almost-complex structure
vanishes identically. It is a famous theorem of Newlander and Niren-
berg (see [NN57]) that this implies that the almost complex structure
is integrable, and arises from an atlas of maps from Cn with holo-
morphic transition functions.
Hermitian Manifolds
The terminology for almost-complex manifolds that admit a com-
patible riemannian metric is varied. In the symplectic context, they
are sometimes referred to as almost-symplectic structures and in the
case that the almost complex structure is integrable, the are called
hermitian structures. We will discuss these now.
If we suppose that M supports an almost complex structure J , a
riemannian metric is hermitian (with respect to J) if for any X, y ∈
TM ,
g(JX, JY ) = g(X,Y ).
In this case we can define the bilinear form ω by
ω(X,Y ) = g(JX, Y ) (4.1.1)
and it can easily be seen that ω is skew-symmetric, since ω(X,X) = 0.
On R2n, the subgroup of GL(2n,R) that preserves the euclidean in-
ner product g0 is SO(2n) and the subgroup that preserves the stan-
dard almost complex structure J0 is GL(n,C). The subgroup that
preserves the standard symplectic form ω0 (without necessarily pre-
serving g0 or J0 is the symplectic group Sp(2n,R). The group of
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transformations of R2n that preserve any two of these three is the
group U(n) of unitary matrices, since
U(n) = SO(2n) ∩GL(n,C) ∩ Sp(2n,R),
with the same intersection if we take any two of these three groups.
A manifold M that supports an almost complex structure J and a
compatible hermitian metric g then admits a reduction of its principal
frame bundle to FU , which has structure group U(n). To do this we
only consider those linear maps u : R2n → TxM such that
u(J0v) = Ju(v), u
∗g = g0.
Conversely, if FGL admits a connection (A, φ), or equivalently we
have ∇ on TM , with holonomy group contained in U(n), then from
the holonomy bundle, we obtain an almost complex structure J and
hermitian metric g on M that satisfy ∇g = 0 and ∇J = 0. The
metric and endomorphism J also determine a non-degenerate 2-form
ω that satisfies ∇ω = 0.
If ∇ is torsion-free, then ∇ is necessarily the Levi-Civita connec-
tion of the metric g. From the discussion above, the almost complex
structure is integrable and dω = 0. In this situation, we say that the
g is a Ka¨hler metric on the complex manifold (M,J).
This example is typical among the riemannian holonomy groups.
In each case, the holonomy group Hol(g) of the Levi-Civita connec-
tion preserves one or more tensors, in addition to the metric, when we
consider the representations on Λ∗(Rn)∗. In the Ka¨hler case this is
the sympletic form ω0. In the Calabi-Yau case it is a complex volume
form Ω0 ∈ Λn,0. In te case of quaternion-Ka¨hler manifolds, where
Hol(g) ⊆ Sp(n)Sp(1) ⊆ SO(4n), the holonomy group preserves the
4-form
Φ0 =
1
2
(
ω2I + ω
2
J + ω
2
K
)
where ωI , ωJ and ωK are 2-forms on H
n that correspond to the
almost-complex structures given by right multiplication by i, j and
k respectively. This idea can also be used to understand the other
important holonomy groups, but we will leave these to the following
section.
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4.2 Reducible holonomy groups
In this section, we develop some ideas that appeared in the previous
one. In that case, we considered the representation of H = Hol(g)
on Λ∗(Rn)∗ and supposed that there was some element α0 that was
left invariant : g · α0 = α0 for all g ∈ H . We were then easily able to
construct a tensor α on M was parallel and coincided with α0 at at
a fixed point. In this section we consider the standard representation
of H on Rn and suppose that there is a subspace V ⊆ Rn that
is preserved by H . Since H ⊆ SO(n), the orthogonal complement
of V is also preserved so we can suppose that Rn = V1 + V2 and
H ⊆ SO(V1) × SO(V2). The conclusion that we arrive at is that
if M is simply-connected, then M globally splits as a riemannian
product M = M1 × M2 with metric g = g1 + g2 and Hol(g) =
Hol(g1) ×Hol(g2). This is the result that we wish to prove in this
section. As in other sections, the discussion that we give follows that
from [KN96], although the result is originally due to de Rham [dR52].
The most lengthy part of this section is the proof of Theorem
4.2.6, and most of of our time will be spent proving this result. This
theorem says that we can give a well-defined map p :M →M1×M2.
We will then quickly be able to see that it is an isometry.
We suppose in this section that (M, g) is a connected and simply-
connected riemannian manifold, of dimension n, and such that the
metric is complete. We will also suppose that the holonomy group
Hol(g, x0) ⊆ SO(Tx0M) preserves two orthogonal subspaces V1(x0)
and V2(x0) = V1(x0)
⊥ ⊆ Tx0M . Let V1 be of rank k and V2 be of
rank n− k.
We define two distributions on M as follows. For y ∈ M , let γ
be a path in M from x0 to y. We set V1(y) = Pγ(V1(x0)) where
Pγ is the parallel translation map from Tx0M to TyM . Similarly,
V2(y) = Pγ(V2(x0)). We obtain some preliminary information from
the following sequence of lemmas..
Proposition 4.2.1. 1. The distributions V1 and V2 are well-defined
and smooth.
2. The distributions Vi are involutive.
3. The maximal integral submanifolds of V1 and V2 are totally
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geodesic and complete in the induced metric.
We denote by M1(y) and M2(y) the maximal integral submani-
folds of the two distributions that pass through the point y ∈M .
Proof. We show that the distributions do not depend upon the paths
chosen. For any two paths γ and γ from x0 to y, γ
−1 · σ is a closed
loop based at x0, and so we recall that Pγ−1·σ preserves the subspace
V1(x0) ⊆ Tx0M . Hence,
Pγ(V1(x0)) = Pγ · Pγ−1·σ(V1(x0)) = Pσ(V1(x0)).
Secondly, if X and Y are local sections of V1, we wish to show that
[X,Y ] is a local section of V1 as well. Since ∇ is torsion free, it
is sufficient to show that ∇XY is contained in V1 as well, but this
follows from Proposition 3.1.6, which expresses the connection as an
infinitesimal parallel transport.
Finally, let γ be a geodesic in M , with γ′(0) contained in V1(y).
Then, the tangent vector γ′(t) is given by parallel translation along
γ, of the initial tangent vector γ′(0) and is hence then contained in
V1(γ(t)). The curve γ is then an integral submanifold of the distri-
bution and so contained in M1(y). This submanifold is hence totally
geodesic. Since the geodesics in the induced metric coincide exactly
with those in the ambient space, that start inM1(y), they are defined
for all values of t. The space is therefore complete.
Lemma 4.2.2. On a neighbourhood of any point y ∈M there exists a
local coordinate system (x1, . . . , xn) such that (∂/∂x1, . . . , ∂/∂xk) lo-
cally spans the distribution V1 and (∂/∂x
k+1, . . . , ∂/∂xn) locally spans
V2. The maximal integral submanifolds M1 are then locally given as
the common level sets xi = ci for k + 1 ≤ i ≤ n and the M2 are the
levels sets of the coordinates xj for 1 ≤ j ≤ k.
Proof. Since the distributions are involutive, there exist local coordi-
nates (ui) and (vj) such that ∂/∂u1, . . . , ∂/∂uk locally span V1 and
such that ∂/∂vk+1, . . . , ∂/∂vn locally span V2. Then, since V1 and V2
are transverse at a point y, the map
(x1, . . . , xn) = (u1, . . . , uk, vk+1, . . . , vn) : U →M
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has derivative to TyM an isomorphism, so locally defines the coordi-
nates that we need.
Proposition 4.2.3. Let y ∈ M and let M1(y) and M2(y) be the
maximal integral submanifolds for the two distributions that contain
y. Then there is a neighbourhood U of y diffeomorphic to U1 × U2,
for Ui ∈ Mi(y), and such that the metric g on U is isometric to the
product metric on U1 × U2 ⊆M1(y)×M2(y).
Proof. The fact that there exist nighbourhoods of the form U = U1×
U2 where the slices are integral submanifolds of the two distributions
follows from the previous lemma. To show that the metric on the
local neighbourhood is the product we show that for i ≤ i, j ≤ k,
g(∂i, ∂j) does not depend on x
l, where k + 1 ≤ l ≤ n. We have,
∂
∂xl
g(∂i, ∂j) = g(∇∂l∂i, ∂j) + g(∂i,∇∂l∂j)
= g(∇∂i∂l, ∂j) + g(∂i,∇∂j∂l)
=
∂
∂xi
g(∂l, ∂j)− g(∂l,∇∂i∂j)
+
∂
∂xj
g(∂i, ∂l)− g(∇∂j∂i, ∂l)
and all terms on the right hand side of this equation vanish because
∂l is everywhere orthogonal to V1, and ∇∂i∂j is contained in V1 when
∂i and ∂j are.
Definition 4.2.4. Let γ be a smooth curve in M starting at x ∈M .
We will define the projection of γ onto M1(x) to be a curve γ˜ in the
integral submanifold M1(x) defined as follows. Given γ : I → M ,
define γt(s) = γ(ts). γt is a curve in M from x to γ(t). Let Pγ−1t
be
the parallel transport map from Tγ(t)M to TxM , and set
σ(t) = Pγ−1t
(
πV1(γ′(t)
)
where πV1(γ′(t)) is the component of the derivative of the curve in the
V1-subspace. Then σ defines a curve in the subspace V1(x) ⊆ TxM .
We define the curve γ˜ starting at x in the integral submanifoldM1(x)
to be defined by the fact that
γ˜′(t) = Pγ˜t(σ). (4.2.1)
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That is, parallel translation along γ˜ to γ˜(t) of the vector σ(t)
gives the velocity vector of the curve. This notion is related to the
development of a curve, which arises from the parallel translation
in the bundle of affine frames to M . This is studied in detail in
[KN96, Sec. III.4]. In particular, if (M, g) is a complete riemannian
manifold, and σ is a curve in TxM , there is a curve γ˜ in M that
satisfies Equation 4.2.1 and is defined for the same values of t that σ
is (see [KN96, Thm. IV.4.1]).
Proposition 4.2.5. If M is equal to the product M =M1×M2 then
the projection as defined above coincides with the usual projection
onto the first factor.
Proof. This is reasonably obvious, intuitively. If a path µ is given in
the product as µ = (µ1, µ2), then parallel transport along µ of vectors
tangent to the first factorM1 is given by parallel translation in along
µ1, together with trivial translation in M2. The projection map is
taken by parallel translation along µ, and then back along µ1.
Theorem 4.2.6. If γ1 and γ2 are curves in M from x0 to y that are
homotopic, then the projection map to M1(x0) defined using the two
curves have the same endpoint in M1(x0).
This in particular means that the projection p1 :M →M1(x0) is
well-defined. We can equally well define the map p2 : M → M2(x0)
and hence the two maps together p = (p1, p2) : M → M1(x0) ×
M2(x0). This is the principal result of this section and we will spend
much of the rest of the section proving it.
The important local phenomenon that we will use is the local
decomposition U = U1 × U2 in a neighbourhood of any y ∈ M . We
suppose that γ1 and γ2 are homotopic. Then, using a homotopy
F : I × I → M we can make a series of adjustments to γ1, with
each taking place in a good neighbourhood U . The curves γ1, . . . , γN
can be taken so that γ1 = γ1 and γ
N = γ2. and so that γ
i and
γi+1 coincide except on a small interval with images contained in
U = U1 × U2. We can therefore suppose that γ1 and γ2 almost
coincide :
γ1 = κ · µ · τ
γ2 = κ · ν · τ
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where τ is a curve from x0 to z1, µ and ν are curves that connect z1
and z2, and κ is a curve from z2 to y. We suppose that µ and ν are
contained in U ∼= U1 × U2 where Ui ⊆Mi(z1).
Lemma 4.2.7. Given a curve γ : I → M in M that starts at x0,
and a ∈ I, define the curve γa by γa(t) = γ(t) for t ∈ [0, a] and γa(t)
for t ∈ [a, 1] is given by the projection, according to the Definition
4.2.4, of γ|[a,1] onto the integral submanifold M1(γ(a)).
Then, the projection of γ onto M1(x0) coincides with the projec-
tion of γa on M1(x0).
That is, given a curve γ the projection ontoM1(x0) coincides with
the composition of two intermediate projections, one for part of the
curve onto another integral submanifold, and then the resulting curve
onto M1(x0).
We omit the proof of this lemma, and refer the interested reader
to [KN96].
Following this lemma we suppose that the curve κ given above is
actually contained in the integral submanifold M1(z2). In essence,
the projection of γ1 onto M1(x0) is by a sequence of intermediate
projections, and we suppose that κ is already the result of a projec-
tion.
In U , the curve µ is given by (µ1, µ2) ∈ U1×U2, and the projection
of µ onto M1(z1) is µ1.
By taking U sufficiently small, we can suppose that both U1 and
U2 are geodesically convex. Let µ
∗ be the geodesic in U from z2 to the
endpoint of the curve µ. Then µ∗ is contained in M2(z2) and parallel
transport along µ∗ of V1-vectors is the identity, in the trivialisation
of V1 along M2(z). The curves µ
−1 = (µ−11 , µ
−1
2 ) and µ
−1
1 · µ∗ from
z2 to z1 therefore determine the same parallel transport of vectors in
the distribution V1.
We now wish to lower the curve κ from the submanifold M1(z2)
to the submanifoldM1(z1). To do this we need the following lemmas.
We leave the proofs to later.
Lemma 4.2.8. Let τ : I → M be a curve in M1(x), and let σ :
[0, s0] → M be an arc-parameterised geodesic in M2(x) with σ(0) =
τ(0) and Y0 = σ
′(0) . Let Yt be the vector field along τ obtained by
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parallel of Y0. Then, the homotopy f(t, s) = expτ(t)(sYt) satisfies the
following :
1. f(t, 0) = τ(t), f(0, s) = σ(s),
2. parallel translation along the loop given as f restricted to the
boundary of I × [0, s0] is trivial,
3. the vector ft(t, s) is parallel to τ
′(t) along the curve s 7→ f(t, s),
4. the vector fs(t, s) is parallel to σ
′(s) along the curve t 7→ f(t, s).
Moreover, f(t, s) = exp(sYt) is the unique homotopy that satisfies
these properties.
Lemma 4.2.9. The projection, in the sense considered above, of the
curve τ · σ−1 onto the integral submanifold M1(σ(s0)) is given by
t 7→ f(t, s0).
We apply these lemmas, in the case that τ is the curve κ, and σ is
the geodesic µ∗. We can conclude that the projection of κ ·µ is given
by µ1, followed by the curve κ
′ that is obtained from the homotopy
above. We return to also consider the curve ν between z1 and z2.
Then ν = (ν1, ν2), and since the endpoints coincide with those of µ,
the endpoint of ν1 ∈M1(z1) coincides with that of µ1, so we can take
the same geodesic µ∗ as we did above. It follows that the homotopy
that carried the curve κ to κ′ is the same, and so the projection of
κ · ν onto M1(z1) is given by κ′ · ν1.
We now deal with the curve τ from x0 to z1. We can decompose
it as the product of curves τ1, . . . , τk where each is contained in an
open set of the form U = U1 ×U2. Then, as in the previous case, we
can project κ′ · µ1 and κ′ · ν1 onto the maximal integral submanifold
M1 that passes through the initial point of τ
k. From the homotopy
lemma, this is dependent on the parallel transport of a V2-vector
(given there as Y0) along the V1 path. Parallel transport of V2-vectors
along curves tangent to V1 is only dependent on the endpoints. Since
the curves κ′ · µ1 and κ′ · ν1 eventually coincide, we can conclude the
same thing, for the projection of κ′ · µ1 · τk and κ′ · ν1 · τk on the
maximal integral submanifold M1.
We can continue this argument, for the other curves τ i, and con-
clude that the projections of γ1 = κ · µ · τ and γ2 = κ · ν · τ onto the
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submanifold M1(x0) have the same endpoints. This concludes the
proof of Theorem 4.2.6.
It goes without saying that there is no distinguished position in
this arguement of the first factor over the second. We can therefore
give a well-defined projection p2 : M → M2(x0), and hence two
together p = (p1, p2) :M →M1(x0)×M2(x0).
Theorem 4.2.10. The map p = (p1, p2) :M →M1(x0)×M2(x0) is
an isometry.
Proof. One can show that if f :M → N is an isometric immersion of
riemannian manifolds of the same dimension, and if M is complete,
then f is a covering map. In the current context though, if h is
a homotopy in M of paths contained in M1(x0), then p1 ◦ h is a
homotopy in M1(x0). We conclude that M1(x0) and M2(x0) are
also both simply connected. If we can show that p = (p1, p2) is an
preserves lengths of tangent vectors, then we can conclude that it is
an isometry.
At y ∈M , let X = Y +Z ∈ V1+v2 = TyM . Then, p1∗(X) is given
by the parallel translation of Y along a path γ from y to x0, followed
by parallel translation along γ˜ to p1(y). This preserves the length of
Y , and p2∗ preserves the length of Z. Y and Z are orthogonal, so we
can conclude that p preserves the lengths of tangent vectors.
Theorem 4.2.11. Let (M, g) be a riemannian manifold of dimension
n. Then Hol0(g) is a closed, connected Lie subgroup of SO(n).
This theorem is a consequence of two results. The first, Theorem
4.2.10, which tells us that if (M, g) is a complete, simply-connected
Riemannian manifold, then it is isometric to a product manifold
(M1× · · ·×Mk, g1× · · ·× gk) such that the holonomy representation
of Hol(gj), for each metric gj , is irreducible.
The second result we need is the following theorem, whose proof
can be found at [KN96], Appendix 5.
Theorem 4.2.12. Let G be a connected Lie subgroup of SO(n) which
acts irreducibly in Rn. Then, G is closed in SO(n).
Combining Theorems 4.2.11 and 4.2.12, we see that Hol0(g) is a
compact subgroup of SO(n). Cheeger and Gromoll [CG72] proved
the following result.
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Theorem 4.2.13. Let (M, g) be a compact irreducible riemannian
manifold of dimension n. Then Hol(g) is a compact Lie subgroup of
SO(n).
Their proof relies on the study of the fundamental group of a
compact, irreducible riemannian manifold.
4.3 Decompositions of the curvature ten-
sor
It is a well known fact in riemannian geometry that there are a num-
ber of different types of curvature of which one can speak on a rie-
mannian manifold. The strongest and most restrictive is the sectional
curvature, which is defined in terms of two-dimensional planes tan-
gent to the manifold. The Ricci curvature, in a given direction, is
(n − 1-times) the average of the sectional curvatures of planes that
contain the direction. The scalar curvature is (n-times) the average
of the Ricci curvatures at that point. We won’t deal here with the
sectional curvature, but rather the curvature operator R···. The Ricci
and scalar curvature can be considered components of the full cur-
vature operator, in a decomposition that we will describe, and this
leads us to the remaining term, the Weyl curvature.
The frame bundle perspective allows us to consider these tensors
as functions with values in a vector space, and we will primarily
consider the linear algebra of that vector space. Throughout this
section we should recall the equivalence between sections of a vector
bundle, and equivariant functions on the correct principal bundle.
4.3.1 Abstract curvature tensors
We suppose that (M, g) is a riemannian manifold and FO is the or-
thogonal frame bundle. In Section 2.5 we saw that there exists a
unique connection (A, φ) on FO that is torsion-free. It is uniquely
determined by the equation
dω = −φ ∧ ω
where ω : TFO → Rn is the canonical Rn-valued 1-form on FO.
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The riemannian curvature tensor is without exageration the fun-
damental object of study in riemannian geometry. The symmetries of
the curvature tensor are well-known, but we will discuss them briefly
here. We will consider the curvature in one of two ways. Firstly, we
will consider ∇ as the Levi-Civita connection on TM , with curvature
R ∈ Ω2(End(TM))
RXY Z = ∇[X,Y ]Z − [∇X ,∇Y ]Z.
This differs from the definition that we made in earlier sections by a
factor of −1. We make this definition to coincide with usual conven-
tions (see [Bes87]). Otherwise we will consider the curvature as an
equivariant, horizontal 2-form on FO with values in so(n), defined by
Ω = dφ+ φ ∧ φ.
These two viewpoints will be related according to the associated bun-
dle construction considered in Section 2.2. We start with the first and
secong Bianch identities.
Proposition 4.3.1. let (A, φ) be a connection on FO, with curvature
form Ω and torsion Θ. Then,
1. DΘ = Ω ∧ ω,
2. DΩ = 0.
Here D = Dφ is the differential operator define by φ in Equation
2.5.1. In particular in the first statement we have that,
DΘ(X,Y, Z) = Ω(X,Y )ω(Z) + Ω(Y, Z)ω(X) + Ω(Z,X)ω(Y ).
Corollary 4.3.2. Let ∇ be the Levi-Civita connection on TM (that
is, such that T∇ = 0). Then,
1. RXY Z +RY ZX +RZXY = 0,
2. (∇XR)Y ZT + (∇Y R)ZXT + (∇ZR)XY T = 0.
The second Bianchi identity, as given in each of the above results,
holds for an arbitrary conection on a bundle (see [Law85]). This can
be expressed as d∇R∇ = 0, in the notation of Section 2.4.
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Proof. We have that Θ = dω + φ ∧ ω, so
DΘ = dΘ+ φ ∧Θ
= dφ ∧ ω − φ ∧ dω + φ ∧ dω + φ ∧ φ ∧ ω
= −φ ∧ φω +Ω ∧ ω + φ ∧ φ ∧ ω
= Ω ∧ ω.
For the second equation we have that Dω = dΩ+ (ρ∗φ) ∧Ω where ρ
is the adjoint representation. That is,
DΩ = dΩ + φ ∧Ω− Ω ∧ φ
= dφ ∧ φ− φ ∧ dφ+ φ ∧ (dφ+ φ ∧ φ)− (dφ+ φ ∧ φ) ∧ φ
= 0.
The corollary is immediate, in the terminology of the associated bun-
dle construction.
It should be noted from the proof that in the first case, we do not
at any point use the fact that the connection preserves the metric;
it holds for any connection on FGL. In the second case, the proof
shows that this holds for any connection, as stated above. The simple
proofs to these results also demonstrate one of the advantages of using
the principal bundle formalism. Instead of a potentially more com-
plicated calculation on a vector bundle, we can simply use exterior
calculus to derive the same result.
The riemannian curvature tensor R can be seen to be a 2-form on
M with values in the bundle so(TM ) of skew-symmetric transforma-
tions of TM . According to the correspondence that we have seen in
previous section, this corresponds to a 2-form on FO with values in
so(n) that is equivariant and horizontal in a certain sense. It can also
be considered as a section of the bundle Λ2T ∗M ⊗ so(TM ). According
to the same correspondence, this determines an equivariant function
R on FO with values in Λ2Rn∗ ⊗ so(n). This relates to the 2-form Ω
by
Rπ(X)π(Y ) = −Ω(X,Y ) ∈ so(n) (4.3.1)
for X,Y ∈ TFO. By making the identification Λ2 ∼= so(n), we will
study the vector space Λ2⊗Λ2 and determine the subset that R takes
values in.
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Proposition 4.3.3. R takes values in the symmetric product S2(Λ2) ⊆
Λ2 ⊗ Λ2.
Proof. The first Bianchi implies that R satisfies
Rxyv +Ryvx+Rvxy = 0
for x, y, v ∈ Rn. Therefore, together that R is anti-symmetric in the
respective arguments,
〈Rxyv, w〉 = −〈Ryvx+Rvxy, w〉
= 〈Ryvw, x〉+ 〈Rvxw, y〉
= −〈Rvwy +Rwyv, x〉 − 〈Rxwv +Rwvx, y〉
= 2〈Rvwx, y〉+ 〈Rwyx+Rxwy, v〉
= 2〈Rvwx, y〉 − 〈Ryxw, v〉,
so 〈Rvwx, y〉 = 〈Rxyv, w〉 as desired.
We consider the map
β : S2(Λ2) → ⊗4(Rn)∗
β(A)vwxy = 〈Avwx+Awxv +Axvw, y〉.
If w = v, then β(A)vwwy = 0 so we can see that β takes values in Λ
4.
Proposition 4.3.4. β is given by
β : φ⊗ φ 7→ 1
6
φ ∧ φ.
Proof. We have that
β(φ ⊗ φ)vwxy = φ(v, w)φ(x, y) + φ(w, v)φ(v, y) + φ(x, v)φ(w, y)
which equals φ ∧ φ up to scale.
Definition 4.3.5. We define the space of abstract curvature tensors
in n-dimensions to be
Rn = S
2(Λ2) ∩ ker{β : S2(Λ2)→ Λ4}.
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Then, if (M, g) is a riemannian manifold and FO is the orthonor-
mal frame bundle overM , then the curvature defines aO(n)-equivariant
function R on FO with values in Rn.
Exercise 4.3.1. Show thatRn is a vector space of dimension
n2(n2−1)
12 .
We can therefore see that R2 is 1-dimensional, which is seen in
the fact that the curvature tensor on a surface is determined by the
gaussian curvature. We also have that R3 is 6-dimensional and R4
is 10-dimensional. Coincidentally, perhaps, this equals the dimension
of the space of symmetric bilinear forms on R3 and R4, respectively.
This numerical coincidence exhibits itself in the study of Einstein
metrics in these dimensions. In 5-dimensions, we don’t have such a
nice result. R5 is 50-dimensional. For more information on Einstein
metrics, see [Bes87]. From this point on, we suppose that n ≥ 3.
We now consider the second Bianchi identity, and the space of
covariant derivatives of abstract curvature tensors. The riemannian
curvature R defines a function R that is defined on FO and takes
values in Rn. The covariant derivative ∇R is determined by the
equivariant, horizontal 1-form on FO given by DR = dR + ρ(φ)R
where ρ denotes the representation of O(n) on Rn. Again using the
1-form ω, this is equivalent to a function DR on FO that takes values
in the vector space
Λ1 ⊗Rn ⊆ Λ1 ⊗ Λ2 ⊙ Λ2.
As in the case of the first Bianchi identity, we make the following
definition.
γ : Λ1 ⊗Rn → Λ3 ⊗ Λ2
γ(A)uvwxy = Auvwxy +Avwuxy +Awuvxy.
Proposition 4.3.6. γ is given, on elements of Λ1 ⊗ Λ2 ⊗ Λ2, by
γ : α⊗ σ ⊗ τ 7→ α ∧ σ ⊗ τ.
The proof is identical to that of the first Bianchi identity. Then,
by the second Bianchi identity, the function DR on FO takes values
in the linear vector space
DRn = ker γ ⊆ Λ1 ⊗Rn.
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4.3.2 The decomposition of Rn into irreducible fac-
tors
We now consider some elementary linear algebra to elucidate the
decomposition of curvature tensors. Suppose that V andW are finite
dimensional vector spaces equipped with inner products, and c : V →
W is a surjective linear map. Then V decomposes as V = V1 + V2
where V1 = ker c and V2 = V
⊥
1 = Imc
∗ where c∗ : W → V is the
adjoint of c. Then we can decompose an element v = v1 + v2 where
c(v) = c(v2) = r ∈ W . We wish to have an expression for v2. cc∗ is
an isomorphism of W so if r = cc∗(r′) then, v2 = c∗(r′). Explicitly,
the projection onto the V2-factor in the decomposition of V is given
by v 7→ c∗(cc∗)−1c(v).
Definition 4.3.7. The Ricci contraction is the map
c : Rn → Sym2(Rn)
〈c(R)v, w〉 = tr{x 7→ Rxvw}
=
∑
i
〈Rveiw, ei〉
It can then be seen that c is O(n)-equivariant and, slightly less
evidently, is surjective onto Sym2(Rn). We apply the above linear
algebra to Rn and the contraction c. The inner products on Rn ⊆
Sym2(Λ2) and Sym2(Rn) are given by tr(α ◦ β) in each case. The
inner product on Λ2 is given by −tr(φ ◦ ψ), when the elements are
considered skew-symemtric transformations. The adjoint is c will be
seen in the following exercise.
Exercise 4.3.2. Let S : Rn → Rn be a symmetric linear transfor-
mation.
1. Show that if φ is a skew-symmetric map, then {S, φ} = Sφ +
φS : Rn → Rn is skew-symmetric.
2. Show that {S, ·} : Λ2 → Λ2 is symmetric, which is to say that
{S, ·} ∈ S2(Λ2).
3. Show that β({S, ·}) = 0, or that {S, ·} ∈ Rn.
4. Show that if R ∈ Rn, then 〈{S, ·}, R〉 = 〈S, c(R)〉.
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Each of these statements are elementary calculations. In the final
case the quantity is equal to
∑
I
〈{S, εI}, RεI 〉,
summing over an orthonormal basis for Λ2. In particular, this shows
that the adjoint of the Ricci contraction c∗(S) ∈ S2(Λ2) is given by
c∗(S)φ = {S, φ}.
This coincides with the negative of the Kulkarni-Nomizu product S?g
of the symmetric bilinear form 〈S·, ·〉 with the metric, as explained in
[Bes87], when we consider bilinear forms instead of endomorphisms.
The negative sign corresponds to the different definition of the Ricci
contraction. Expressed in this way, it can easily be seen that c∗ is
injective. This in particular implies that cc∗ is an isomorphism of
S2(Rn).
Proposition 4.3.8. The composition cc∗ : S2(Rn) → S2(Rn) and
its inverse (cc∗)−1 are given by
cc∗(S) = (n− 2)S + (trS)I
(cc∗)−1(S) =
1
n− 2S −
trS
2(n− 1)(n− 2)I.
where I is the identity map.
Proof.
〈(cc∗)(S)v, w〉 =
∑
i
〈(c∗S)eivw, ei〉
=
∑
i
〈S (〈v, w〉ei − 〈ei, w〉v) , ei〉+
∑
i
〈〈v, Sw〉ei − 〈ei, Sw〉v, ei〉
= 〈v, w〉
∑
i
〈Si, ei〉 −
∑
i
〈Sv, ei〉〈ei, w〉
+〈Sv,w〉
∑
〈ei, ei〉 −
∑
i
〈Sw, ei〉〈ei, v〉
= (n− 2)〈Sv,w〉+ (trS)〈v, w〉.
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The inverse can be found by supposing that (cc∗)−1S = 1n−2S +
λI and solving for λ. If we define S20(R
0) to be the symmetric
transformations with trace equal to 0, then any symmetric map S on
Rn can be uniquely expressed as
S = S0 +
trS
n
I
where S0 ∈ S20(Rn) so (cc∗)−1 can be expressed as
(cc∗)−1 : S 7→ 1
n− 2S0 +
trS
2n(n− 1)I.
We finally apply this to the decomposition of abstract curvature ten-
sors.
Theorem 4.3.9. There exists a unique O(n)-invariant decomposi-
tion
Rn = Sn + Zn +Wn
where
Wn = ker c,
Zn = {c∗(S0) ; S0 ∈ S20(Rn)}
Sn = {λI|Λ2 ; for λ ∈ R}.
Proof. That the decomposition exists is clear from the above. The
detailed proof that each factor is irreducible is given in [BGM71].
According to this decomposition, any R ∈ Rn can be expressed
as
R =
s
n(n− 1)I|Λ2 +
1
n− 2{r0, ·}+WR
where r = c(R) ∈ S2(Rn) has trace-free part r0 and trace s = trr,
and whereWR ∈Wn. This decomposition is equivariant with respect
to the action of O(n) on Rn.
Let (Mn, g) be a riemannian manifold with orthonormal frame
bundle FO. Consider the curvature as an equivariant function R on
FO with values in Rn, as in Equation 4.3.1.
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Proposition 4.3.10. The function c(R) on FO defines a symmetric
2-form rg on TM . tr(c(R)) defines a function sg on M . The compo-
nent of R in Wn determines a section of S2(Λ2T ∗M ). These tensors
are related to the riemannian curvature operator R by the relation
RXY =
sg
n(n− 1)X ∧ Y +
1
n− 2{rg0, X ∧ Y }+Wg(X,Y ) (4.3.2)
This follows from the equivariance of the functions, which is be-
cause c intertwines the representations of O(n) on the respective
spaces, and from the relationship between functions on FO and tensor
fields on M that we have repeatedly used.
Definition 4.3.11. The function sg is the scalar curvature, the bilin-
ear form rg is called the Ricci curvature andWg is theWeyl curvature
of the metric g.
4.3.3 Curvature decomposition for reduced holon-
omy metrics
In this section we make some elementary observations on the cur-
vature tensor in the case that H = Hol(A, u) is a proper subgroup
of SO(n). We will also assume that M is oriented, to immediately
reduce the holonomy group from O(n) to SO(n).
To start with, we note that the Levi-Civita connection reduces to
the holonomy bundle. This is a principal subbundle FH ⊆ FSO with
structure group H . In particular, the curvature form Ω on FH takes
values in the Lie algebra h = hol(A, u) ⊆ so(n) ∼= Λ2. Further more,
we have the following theorem.
Proposition 4.3.12. Let R be the curvature tensor, considered as a
function on the bundle FH . Then R takes values in the subset
RH = kerβ ∩ S2(h) ⊆ Rn
This statement just follows from the fact that Ω takes values in h,
and the curvature function R takes values in the symmetric product.
Interesting and important properties are of how this space behaves
with respect to the decomposition of the curvature tensor according
to Equation 4.3.2 in the case that the manifold has holonomy in H .
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For some possible holonomy groups, the Ricci curvature must vanish
identitically. For others, the trace-free part vanishes (which is to say
Einstein), while for others little can be said. We will discuss this
later.
In the classification theorem that we will describe, it is also nec-
essary to consider the second Bianchi identity. We consider the re-
striction
γ : Λ1 ⊗ h⊙ h → Λ3 ⊗ h
α⊗ σ ⊙ τ 7→ 1
2
((α ∧ σ)⊗ τ + (α ∧ τ)⊗ σ) .
If (M, g) is a riemannian manifold and the holonomy group H =
Hol(g, u) is a proper subgroup of SO(n) then the covariant derivative
of the curvature tensor DR takes values in the subset ker γ∩Λ1⊗RH .
The important observation of Berger about this space is that for
almost all subgroups of SO(n), the space ker γ is empty. Which
implies that ∇R = 0 or, as we will see in the following section, (M, g)
is locally symmetric.
4.4 Symmetric Spaces
On a neighbourhood of a point, say x, in any manifold it is possible to
define a diffeomorphism that fixes x, and has minus the identity as its
derivative at x. In the presence of a riemannian metric, such a map
can be given by reversing the geodesics through x. In this section
we study a class of riemannian manifolds for which there exists such
a map for each point x that is also a local isometry. The study of
riemannian symmetric spaces is undertaken in great detail in a range
of classical references, including [Che99,Hel01,KN96]. [Sal89] has a
shorter summary of the theory, but one that is particularly relevant
for the study of holonomy groups.
Definition 4.4.1. The riemannian manifold (M, g) is a riemannian
symmetric space if for every x ∈ M there exists an isometry sx :
M →M such that
sx(x) = x
sx∗ = −idx.
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Necessarily, the square of this map must be the identity : s2x = id.
(M, g) is a locally symmetric space if for any point, such a isometry
can be defined on a neighbourhood of the point.
We can summarise some immediate consequences of this defini-
tion.
Proposition 4.4.2. Let (M, g) be a riemannian symmetric space.
1. The curvature tensor satisfies ∇R = 0.
2. The metric g is complete.
3. The group of isometries of g acts transitively on M .
Proof. At a point x ∈M we consider the isometry sx. As an isometry,
this must preserve the curvature tensor and its covariant derivative.
At x however, sx∗ = −1 so
(∇R)(X,Y, Z,W ) = s∗x(∇R)(X,Y, Z,W )
= sx∗ (∇sx∗XR)sx∗Y sx∗Z (sx∗W )
= (−1)5(∇R)(X,Y, Z,W )
which implies that ∇R = 0.
For x ∈M , let y = expx(εX) be a point on a geodesic γ emanating
from x. Then,
γ(t) =
{
expx(tX) t ∈ [0, ε]
sy (expx((ε− t)X)) t ∈ [ε, 2ε].
That is, γ can be extended by reflection through y. This means that
every geodesic is infinitely extensible and so g is complete.
Finally, for x, y ∈ M , by completeness there exists a geodesic γ
between them such that γ(0) = x and γ(2T ) = y. Then, consider the
symmetry sz where z = expx(T ). This map preserves the geodesic
and distances along it so sz(x) = y.
This means that M can be expressed as M = G/H , where G is a
connected group of isometries ofM and H = Go = {g ∈ G ; g ·o = o}
is the isotropy group of a fixed point o ∈M . In particular, H is closed
and G can be considered a principal H-bundle over M .
Now mention thing about H nec being contained in SO(ToM).
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For much of the remainder of this section, we will consider the
algebra associated to G and H . To start, we observe that we can
define an automorphism of G.
σ : G → G
σ(g) = so ◦ g ◦ s−1o :M →M. (4.4.1)
Then, we can easily see that σ2 = Id. Furthermore, if h ∈ H ,
σ(h)(o) = o and σ(h)∗ = so∗h∗s−1o∗ = h∗ at o. This implies (see
Exercise 4.4.1) that σ(h) = h and in particular H is contained in the
fixed point set Gσ = {g ∈ G ; σ(g) = g} of the automorphism σ.
We can almost say that these subgroups do in fact coincide.
Proposition 4.4.3. Let G be the connected component of the identity
of the isometry group of a riemannian symmetric space M = G/H
where H is the subgroup that fixes a chosen point o. Let σ be as
defined in Equation 4.4.1. Then H is contained in Gσ, and contains
the connected component of the identity of Gσ.
Proof. We have already shown the first of these statements. Let gt
be a one-parameter subgroup of Gσ and define ot = gt ·o ∈M . Then,
gt ∈ Gσ is equivalent to saying that so ◦ gt = gt ◦ so. Therefore,
so(ot) = gtso(o) = ot
and the elements gt permute the fixed points of the symmetry map
so. However, since so∗ = −id, these fixed points are isolated from
one another, and necessarily ot = o and gt ∈ H . This implies that
Gσe ⊆ H .
Exercise 4.4.1. Let (M, g) be a connected riemannian manifold.
Use an open/closedness argument to show that if g and h are isome-
tries of M such that g(p) = h(p) and g∗p = h∗p then g = h.
The fact that a symmetric space M is homogeneous M = G/H
reminds us of some examples that we encountered in the first section
of these notes. The above result in particular means that H and Gσ
share the same Lie algebra h. We consider the linearisation of σ.
Specifically, the automorphism σ : G→ G induces an automorphism
σ : g→ g that satisfies σ2 = Id.
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Proposition 4.4.4. The linearisation σ : g→ g induces a decompo-
sition g = h+m that is related to the Lie bracket on g by
[h, h] ⊆ h, [h,m] ⊆ m, [m,m] ⊆ h.
Proof. Since σ2 = Id, we take h andm to be the +1 and−1 eigenspaces
of σ. Then the relations in the proposition then follow from the fact
that (−1)2 = 1, for instance. It can furthermore be seen that h is the
Lie algebra of the group H .
In particular, a riemannian symmetric space is a reductive ho-
mogeneous space, as we have considered in the first chapter of these
notes. Additionally however we have the condition that [m,m] ⊆ h,
which will help us greatly. We will from this point largely study the
riemannian geometry of M = G/H by considering the algebra of
this decomposition. If we consider g to be the set of left-invariant
vector fields on G, then the splitting g = h+m, defines two distribu-
tions on G. The distribution h is the kernel of the tangent projection
TG→ TM and π : m→ Tπ(g)M is at each point an isomorphism.
We have seen that FGL is the set of isomorphisms u : Rn →
TxM for all x ∈ M . If we identify m ∼= Rn then we can identify G
with a subbundle of FGL with structure group H , or as a subset of
isomorphisms πg : m→ TxM where x = π(g) ∈M .
Proposition 4.4.5. The projection π which at each point g defines
the isomorphism
πg : m→ TxM
defines G as a subbundle of FGL with structure group H, where H is
considered as a subgroup of GL(m).
Proof. This follows from Proposition 2.2.6. We can check each of the
conditions for this result. The only one that is not evident is the
second one. πg is defined by πg(v) = g∗(πv) where π : m → ToM ,
and so one can easily see that
πgh(v) = πg(Adhv)
from which the second and third conditions follow. The local section
comes from the local triviality of the fibration G→M .
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In the first chapter of these notes we saw that there are two im-
portant forms on the principal frame bundle to a manifold. The first
is the Rn-valued form ω given by ω(X) = u−1(πX). The second is
the h-valued 1-form given as a connection form. In the following re-
sult result we see that these can be calculated easily on a symmetric
space.
We will collect some elemenatary facts about the geometry of M .
Theorem 4.4.6. Let M = G/H be a riemannian symmetric space of
real dimension n, where G is a connected group of isometries. Then,
1. Then tangent bundle of M can be expressed as the associated
bundle TM = (G×m)/ ∼, arising from the adjoint representa-
tion of H on m.
2. The metric on M is induced by an H-invariant inner product
on m.
3. The fundamental Rn = m valued 1-form on G is given by
ω : TG → Rn ∼= m
ω(X) = πm(g−1∗ X) for X ∈ TgG,
and where πm : h+m→ m is the projection.
4. The Levi-Civita connection form φ is given by projection to the
h-component in the same decomposition. That is,
dω = −ρ(φ) ∧ ω (4.4.2)
where ρ is the adjoint representation of H on m.
5. The curvature, considered as an h-valued 2-form on G is given
by
Ω(X,Y ) = −[X,Y ]
where X and Y are left invariant elements of m.
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Proof. The associated bundle construction, to obtain a vector bundle
with typical fibre Rn from a principalG-bundle via a representation of
G on Rn, is given in Proposition 2.2.7. In this case, the isomorphism
(G×m)/ ∼ → TM
is given in Proposition 2.3.4 for reductive homogeneous spaces, as in
this case.
By assumption, G acts onM by isometries so we can apply Propo-
sition 2.3.5. This result states that for a reductive homogeneous space
M = G/H with decomposition g = h + m, there exists a correspon-
dence between G-invariant metrics on M and adH-invariant inner
products on m.
That the formula given here gives the fundamental Rn ∼= m valued
1-form on G can be seen from the above embedding of G into FGL.
A vector is translated back to e ∈ G and then projected to m, using
the inverse of the map πg.
We show that Equation 4.4.2 holds. Suppose thatX,Y are vectors
tangent to G. We can suppose that they are both left-invariant. If
either both X and Y lie in h, or both lie in m, then both sides of
Equation 4.4.2 are equal to zero. This in particular uses the fact that
ω([X,Y ]) = 0, or that [X,Y ] ∈ h in these cases. If X ∈ h and Y ∈ m,
then
dω(X,Y ) = −ω([X,Y ])
= −[X,Y ]
= −ρ(φ(X))ω(Y ).
In the case of the curvature, if X,Y ∈ m are left-invariant,
Ω(X,Y ) = −φ([X,Y ]) = −[X,Y ].
We can make some comments about these results. From the
second statement we see that, via the adjoint representation, H ⊆
SO(m) for some positive definite inner product on m. This fact is
also related to the inclusion of H in SO(ToM). Since h · o = o, h
must act, infinitesimally, on ToM . From 4.4.1, this inclusion must be
injective. Via the inclusion of G in FGL, we can assume that G ⊆ FO
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and any connection of G takes values in the Lie algebra h ⊆ so(m). In
particular, the connection φ that is shown to be torsion-free according
to Equation 4.4.2.
Exercise 4.4.2. Show that the connection φ given above on the
bundle G→M satisfies ∇R = 0.
Example 4.4.7. The complex grassmannian We now consider
a particular example in more detail. G(2, C) is the space of 2-
dimensional complex linear subspaces in Cn. It can easily be seen
that the group U(n) acts transitively, by considering hermitian bases
for Cn. The subgroup U(1) acts trivially so we consider
G = U(n)/U(1),
which acts effectively ofG(2,Cn). The isotropy group of ξ = span{e1, e2}
fixes ξ and the orthogonal complement ξ⊥ and equals
H = U(2)U(n− 2) = (U(2)× U(n− 2))/U(1)
where again we quotient by the subgroup that acts trivially. The
symmetries can be understood at the Lie algebra level. The algebra
u(n) decomposes as elements of the form
(
A X
−X¯t B
)
for A ∈ u(2), B ∈ u(n − 2) and X ∈ MC(2, n − 2). The subalgebra
h′ = u(2)+u(n−2) consists of elements with X = 0 and the subspace
m′ is of elements with A = B = 0. We define h = (u(2)+u(n−2))/u(1)
and m to be the images of these spaces in the quotient u(n)/u(1). We
can define an automorphism σ : u(n)→ u(n) by
σ ≡ 1 on h′
σ ≡ −1 on m′.
This automorphism descends to the algebra u(n)/u(1) and defines an
automorphism of U(n)/U(1). In particular, since H ⊆ {g ; σ(g) =
g}, σ descends to define a difeomorphism of G(2,Cn) = G/H . Then,
for any point x = gH ∈ G/H we can define a involution sx :
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G(2,Cn) → G(2,Cn) that fixes x and acts as −1 on TxG(2,Cn).
We act on cosets by
sx = g ◦ σ ◦ g−1
sx(g
′H) = gσ(g−1g′)H.
Then, as we have seen in the more general case, any inner product on
m that is preserved by the action of U(2)U(n− 2) extends to define
a metric on G(2,Cn) that is invariant under the action of U(n)/U(1)
and for which each of the maps sx are isometries.
This example illustrates the method with which we can recover
the riemannian symmetric space (M, g) from purely algebraic data.
The proof of the following is found in [KN96].
Theorem 4.4.8. Let G be a Lie group and H ⊆ G is a closed Lie
subgroup such that there exists a decomposition of Lie algebra g =
h+m such that
[h, h] ⊆ h, [h,m] ⊆ m, [m,m] ⊆ h.
Suppose also that AdH is a compact subgroup of GL(m). Then M =
G/H admits a G-invariant metric that gives it the structure of a
riemannian symmetric space.
We now return to study the holonomy groups of symmetric spaces.
From Theorem 4.4.6 we can see that the Levi-Civita connection onM
is defined on the subbundle given by GFGL. The holonomy bundle P
is therefore a subbundle of G and Hol(g) is a subgroup of H . By the
Ambrose-Singer theorem (Theorem 3.4.6) the holonomy Lie algebra
is spanned by elements Ωv(X,Y ) as v varies in P . In the symmetric
space case we see that ifX,Y are left-invariant vector fields in m, then
[X,Y ] is left-invariant and so the value of Ω(X,Y ) = −[X,Y ] ∈ h is
independent of g ∈ G (Note that this follows also from the fact that
∇R = 0). It suffices to evaluate the curvature at e ∈ G. We have the
following result.
Proposition 4.4.9. Let (M, g) be a riemannian symmetric space
where M = G/H as above. Then the holonomy Lie algebra is equal
to the vector space generated by [m,m] ⊆ h.
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We can use this result to further understand the previous example,
although we will now consider the group G = SU(n) acting transi-
tively on G(2,Cn) with isotropy H = S(U(2)×U(n− 2)). This is to
say, the subgroup of the product U(2)×U(n− 2) ⊆ SU(n) with unit
determinant. Then su(n) = h+m where h = s(u(2)+u(n−2)). Then,
since SU(n) is compact and semi-simple, one can see that [m,m] = h.
Exercise 4.4.3. Use the fact that if G is compact and semi-simple
then g admits a bi-invariant inner product, together with the fact that
the representation of h on m is effective, to show that if M = G/H
is symmetric and G is compact and semi-simple, then h = [m,m].
This example, though somewhat non-trivial, is useful because it
describes the properties of a large family of riemannian symmetric
spaces. We will not describe the classification in more detail, but it
is was achieved by Cartan in the 1920’s (see [Car26,Hel01,KN96]). In
particular, the holonomy groups for this class of riemannian manifolds
can be fully understood. If G is a simple Lie group of compact type,
there are 7 infinite families of riemannian symmetric spaces and 12
exceptional examples. The holonomy groups of the non-exceptional
cases consist of the groups SO(n), Sp(n) and U(n), together with
certain products of these (as in the case of G(2,Cn)). These mani-
folds can be interpreted as grassmannians of particular types. The
exceptional examples are more complicated, and arise from represen-
tations of the exceptional Lie algebras. Many of these can be seen to
parametrize certain geometric objects.
4.5 Classification Theorem of Berger
At this point, it seems natural to ask which subgroups of O(n) can
be realized as the holonomy group of an n-dimensional Riemannian
manifold (M, g).
Before we proceed with the answer, it is helpful to further precise
this question. By passing to the study of the restricted holonomy
Hol0(g), we may assume that M is simply connected. Also, we have
seen in Section 4.2 that if g is locally reducible, then Hol0(g) also
splits as a product. So, we will consider irreducible metrics. Finally,
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if g is locally symmetric, then the restricted holonomy falls in the list
of holonomy groups of symmetric spaces.
Therefore, our reformulated question becomes: which subgroups
of SO(n) can be realized as the holonomy group of an irreducible,
non-symmetric metric g on a simply connected Riemannian manifold
M?
This question was addressed by Berger [Ber60].
Theorem 4.5.1. Let M be an n-dimensional simply-connected rie-
mannian manifold, with an irreducible, non-symmetric Riemannian
metric on M . Then, exactly one of the seven cases hold:
1. Hol(g) = SO(n);
2. n = 2m, m > 1, and Hol(g) = U(m) ⊆ SO(2m). The metric
g is called a Ka¨hler metric;
3. n = 2m, m > 1, and Hol(g) = SU(m) ⊆ SO(2m). The metric
g is a Calabi-Yau metric;
4. n = 4m, m > 1, and Hol(g) = Sp(m) ⊆ SO(4m), and g is a
hyperka¨hler metric;
5. n = 4m, m > 1, and Hol(g) = Sp(m)Sp(1) ⊆ SO(4m). The
metric g is called a quaternionic Ka¨hler metric;
6. n = 7, and Hol(g) = G2 ⊆ SO(7);
7. n = 8, and Hol(g) = Spin(7) ⊆ SO(8);
In fact, Berger showed that those groups were the only possibilities
for the holonomy group of a Riemannian manifold. It took another
thirty years to confirm that all of the groups in Berger’s list do occur.
Berger’s original list also included the possibility of Spin(9) as
a subgroup of SO(16). Riemannian manifolds with such holonomy
were later shown independently by D. Alekseevski [Ale68] and Brown-
Gray [BG72] to be necessarily locally symmetric, and hence should
be excluded from the list above.
In [Joy07], Joyce describes the groups in Berger’s list making a
nice analogy with the four division algebras: R, C, H and O. The
[SEC. 4.5: CLASSIFICATION THEOREM OF BERGER 91
group O(n) is the automorphism group of Rn, U(n) is the automor-
phism group of Cn, Sp(n) is the automorphism group of Hn, and the
groups SO(n), SU(n) and Sp(n)Sp(1) are the ”determinant one”
subgroups of O(n), U(n) and Sp(n), respectively.
As for the exceptional groups, we can still make an analogy to the
octonions, even though not so directly. If we write O = R⊕ℑO, we
will see in Section 5.5 thatG2 is the automorphism group of ℑO, while
the group Spin(7) is the automorphism group of R8 which preserve
a certain part of the multiplicative structure of O (see Section 5.6).
From Berger’s classification, we can split the holonomy groups of
riemannian metrics into two main categories: Ka¨hler and non-Ka¨hler
holonomy groups. The groups U(n), SU(n) and Sp(n) represent
Ka¨hler metrics on M , so their inclusion in the Ka¨hler group is clear.
Even though metrics with holonomy group contained in Sp(n)Sp(1)
are not necessarily Ka¨hler , we will see in Section 5.4 that a mani-
fold (M, g) with this holonomy is such that there exists a CP1-bundle
Z over M , called the twistor space of M , such that Z is a com-
plex manifold, and all of the geometric structure of (M, g) can be
uniquely recovered from holomorphic data in Z. If (M, g) has posi-
tive scalar curvature, Z is in fact Ka¨hler . Because of this, metrics
with holonomy group contained in Sp(n)Sp(1) will also be included
in the Ka¨hler category, as it can be understood with tools from com-
plex and Ka¨hler geometry. The remaining interesting groups are G2
and Spin(7), the exceptional holonomy groups, that will form a class
on their own.
Here is an outline of the main ideas in the proof of Theorem 4.5.1.
First, note that sinceM is assumed to be simply-connected, Theorem
4.2.13 guarantees that Hol(g) ⊂ SO(n) is a closed, connected sub-
group. Since g is irreducible, that implies that the representation of
Hol(g) in Rn is also irreducible. Berger’s proof now consists of test-
ing, for each closed, connected subgroup H ⊂ SO(n) with irreducible
representation in Rn, if such H could be a holonomy group.
For H to be a holonomy group, it needs to pass two tests: The-
orem 4.3.12 tells us that if h = LieH, then the riemann curvature
tensor belongs to RH = S
2h ∩ ker(β), and the first Bianchi identity
holds. So, in one hand, if h is small, the subspace RH ⊂ h will be
even smaller. On the other hand, Ambrose-Singer Theorem (Theo-
rem 3.4.6) tells us that RH needs to be big enough to generate h.
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Many subgroups H of SO(n) will fail this test. The second test is
to satisfy the second Bianchi identity (see Proposition 4.3.6), with-
out having the curvature tensor be covariant constant, as this last
condition would mean that g is locally symmetric.
4.6 Holonomy groups and cohomology
Let (M, g) be a compact, riemannian manifold. The goal of this sec-
tion is to prove that a G-structure onM divides Λk(T ∗M) into a sum
of vector bundles, which correspond to irreducible representations of
G.
Let G ⊂ GL(n,R) be a subgroup, and let Q be a G-structure
on M . Then, to each representation ρ of G on a vector space V ,
we can associate a vector bundle ρ(Q) over M , with fiber V . The
important observation here is that if ρ is the restriction to G of the
representation of GL(n,R) in Rn, then ρ(Q) = TM .
This representation induces representations of G on the dual V ∗,
and its exterior powers ΛkV ∗. We write ρk for the representation of
G on ΛkV ∗. Then, due to the observation on the above paragraph,
ρ(Q) = ΛkT ∗M .
Now, if G is a proper subgroup of GL(n,R), ρk of G in ΛkV ∗ may
be reducible. Then, we can split ΛkV ∗ and ρk into a sum of irre-
ducible representations of G. The following proposition summarizes
the conclusions we can derive from the above, and that will be used
widely in the next chapter.
Proposition 4.6.1. Let G ⊂ GL(n,R) be a Lie subgroup, and let
M be an n-manifold with G-structure Q. Then, there is a natural
decomposition
ΛkT ∗M =
∑
i∈Ik
Λki ,
where Λki is a vector subbundle of Λ
kT ∗ M with fiber W ki , where
the representation (ρk,ΛkT ∗M) splits into a direct sum
∑
i∈Ik Λ
k
i of
irreducible representations of G on ΛkT ∗M .
Moreover, if φ : ΛkV ∗ → ΛℓV ∗ is a G-equivariant linear map,
then there is a corresponding map Φ : ΛkT ∗M → ΛℓT ∗M .
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Example 4.6.2. The Hodge Star Operator ∗ is defined as follows.
For a riemannian manifold (M, g), and for any any β ∈ ΛkT ∗M , the
hodge dual ∗β is the unique (n− k)-form such that
〈α, β〉L2dVolg = α ∧ ∗β, for all β ∈ ΛkT ∗M,
where 〈α, β〉L2 is the L2-inner product on (M, g).
We want to relate the Hodge star with Proposition 4.6.1. Let
G = SO(n). Then, a G-structure on an n-manifold M is equiva-
lent to a riemannian metric g and an orientation. Then, there is an
isomorphism
∗ : ΛkV ∗ → Λn−kV ∗,
defined in such a way that, for ω ∈ ΛkV ∗, ω ∧ ∗ω = dvolM .
Thanks to Proposition 4.6.1, this map induces an isomorphism
∗ : ΛkT ∗M → Λn−kT ∗M,
which is the Hodge Star operator.
The d-Laplacian can be defined as
∆ = dd∗ + d∗d, (4.6.1)
where the map d∗ : C∞(ΛkT ∗M) → C∞(Λk−1T ∗M), the formal
adjoint of d1, is defined by
d∗β = (−1)kn+n+1 ∗ d(∗β).
for β ∈ C∞(ΛkT ∗M). Note that the definition of the Laplacian
depends on the metric g, as the Hodge star also depends on it.
Now, we summarize the main results to be used in the following
chapter.
Theorem 4.6.3. Let M be a compact n-manifold with a torsion-free
G-structure Q on M , where G is a Lie subgroup of O(n), and let g
be the riemannian metric associated to Q. Let Λki be defined as in
Proposition 4.6.1.
1The name ’formal adjoint’ refers to the fact that d∗ is indeed the adjoint of
d with respect to the L2-inner product on M
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The Laplacian ∆ = dd∗+d∗d of g maps C∞(Λki ) to itself. Define
Hki = Ker∆|Λki , and let Hki (M,R) ⊂ Hk(M,R) be the subspace of
Hk(M,R) with representatives in Hki .
Then, Hki (M,R)
∼= Hki , and we have the direct sum decomposition
Hk(M,R) = ⊕i∈IkHki (M,R) (4.6.2)
induced by the irreducible representation decomposition of the repre-
sentation G in Rn.
Chapter 5
Irreducible Riemannian
Groups
This chapter is devoted to the study of each one of the groups on
Berger’s Classification.
Since Hol(g) ⊂ SO(n) for any Riemannian metric g, we will skip
the situation when all we know is that the holonomy is contained in
SO(n), since this is not interesting.
5.1 U(n)
According to Berger’s classification, the riemannian metrics g on
even-dimensional manifolds with Hol(g) = U(n) are the Ka¨hler met-
rics. Such condition imposes serious restrictions on the curvature
tensor and in the topology of the manifold. We now define such
manifolds, and list a few of their properties. The treatment follows
closely [San09].
Definition 5.1.1. Let M be an n-dimensional manifold. We say
that M is a complex manifold if it admits a system of holomorphic
coordinate charts, that is, charts such that the transition functions
are biholomorphisms.
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At each point p in a complex manifold M , we can define a map
J : TpM → TpM, J = d(z−1 ◦
√−1 ◦ z),
where z is a holomorphic coordinate defined on a neighborhood of p.
It is simple to check that J2 = −Id, and we call J an almost-
complex structure. In fact, the definition of an almost-complex struc-
ture is more general: it is simply a map J ∈ End(TM) such that
J2 = −Id. We see that a complex structure induced an almost-
complex structure, but the converse is not true. We say that the
almost-complex structure J is integrable if there exists an underlying
complex structure which generates it.
The Newlander-Nirenberg Theorem states that an almost-complex
structure is integrable if the Nijenhuis tensor
NJ(X,Y ) = [JX, JY ]− J [JX, JY ]− J [X, JY ]− [X,Y ]
vanishes identically.
Let M be a compact, complex manifold of complex dimension n,
and consider g, a hermitian metric defined on M . Note that g is
a complex-valued sesquilinear form acting on TM × TM , and can
therefore be written as
g = S − 2√−1ωg,
where S and −ω are real bilinear forms.
If (z1, . . . , zn) are local coordinates around a point p ∈M , we can
write the metric g as
∑
gij¯dz
i ⊗ dz¯j . Then, it is easy to see that in
these coordinates
ωg =
√−1
2
n∑
i,j=1
gij¯dz
i ∧ dz¯j .
The form ωg is a real 2−form of type (1, 1), and is called the funda-
mental form of the metric g.
Definition 5.1.2. We say that a hermitian metric on a complex
manifold is Ka¨hler if its associated fundamental form ωg is closed,
i.e., dωg = 0. A complex manifold equipped with a Ka¨hler metric is
called a Ka¨hler manifold.
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Another characterization of a Ka¨hler manifold M is a manifold
equipped with an almost-complex structure J and a metric g such
that g is J-invariant (i.e., g(JX, JY ) = g(X,Y )) and J is parallel
with respect to the Levi-Civita connection of g.
The reader can check that the conditions on J and g of a Ka¨hler
manifold implies that the Nijenhuis tensor vanishes, so any Ka¨hler
manifold is necessarily complex.
On a Ka¨hler manifold 1 M , the complexified tangent bundle
TMC = TM ⊗ C has a natural splitting. If p is a point in M , the
extension of map J to TpMC (as a complex-linear map) has
√−1 and
−√−1 as eigenvalues, and we define the associated eigenspaces as
T 1,0p M and T
0,1
p M . Hence, we have a decomposition
TMC = T
1,0M ⊕ T 0,1M.
Definition 5.1.3. A differential (p+ q)−form ω is of type (p, q) if it
is a section of
Λp,qM = (ΛpT 1,0)⊗ (ΛqT 0,1).
Let zi = xi+
√−1yi, i = 1, · · · , n be complex coordinates. Then,
we define
dzi = dxi +
√−1dyi and dz¯j = dxj −√−1dyj ,
and ∂∂zi ,
∂
∂z¯j , the dual of dz
i and dz¯j. From this definition, it is easy
to see that
T 1,0M = span
{
∂
∂zi
}n
i=1
T 0,1M = span
{
∂
∂z¯i
}n
i=1
Exercise 5.1.1. We consider the decomposition of forms into (p, q)-
type. Show that NJ = 0 if and only if (dα)
(0, 2) = 0 for every form
α of type (1, 0).
Exterior differentiation
d : Ωp,qM → Ωp+1,qM ⊕ Ωp,q+1M
1In fact, this whole paragraph holds for an almost-complex manifold.
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also splits according to this decomposition:
∂ : Ωp,qM → Ωp+1,qM
∂¯ : Ωp,qM → Ωp,q+1M
so that d = ∂ + ∂¯.
The identity d2 = 0 implies that ∂2 = 0, ∂¯2 = 0, and ∂∂¯+ ∂¯∂ = 0.
Using the second identity, we may define the Dolbeault Cohomology
groups Hp,q
∂¯
of a complex manifold by
Hp,q
∂¯
=
Ker[∂¯ : C∞(Λp,qM)→ C∞(Λp,q+1M)]
Im[∂¯ : C∞(Λp−1,qM)→ C∞(Λp,qM)] (5.1.1)
If M is Ka¨hler , we recall that the Ka¨hler (closed) form ωg is
given, in local coordinates, by
√−1
2
n∑
i,j=1
gij¯dz
i ∧ dz¯j,
where gij¯ = g(
∂
∂zi ,
∂
∂z¯j )
2.
A last remark we make is that, due to J-invariance, the coefficients
of type gij and gj¯l¯ vanish identically. This cancelation phenomenon
also happens for some of the coefficients of the Riemann curvature
tensor. This is the subject of the next section.
5.1.1 Curvature and its contractions on a Ka¨hler
manifold
Many of the results in this section will be presented without a proof,
mainly because they involve direct calculations using the definition.
The Complex Christoffel symbols are defined in analogy with the
Riemannian version. We denote by ∇C (for simplicity, just ∇) the
Levi-Civita connection of the hermitian metric g.
∇ ∂
∂zi
∂
∂zj
=
(
Γlij
∂
∂zl
+ Γl¯ij
∂
∂z¯l
)
∇ ∂
∂zi
∂
∂z¯j
=
(
Γlij¯
∂
∂zl
+ Γl¯ij¯
∂
∂z¯l
)
2Here, we are abusing notation and writing g for both the Riemannian metric
and its complex extension to TMC
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A more useful expression for the Christoffel symbols is given by
the following lemma.
Lemma 5.1.4. In holomorphic coordinates, the Christoffel symbols
are
Γkij =
1
2
gkl¯
(
∂
∂zi
gjl¯ +
∂
∂z¯j
gil¯ −
∂
∂z¯j
∂
∂z¯l
gij
)
= gkl¯
∂
∂zi
gjl¯.
and Γkij = Γ
k
ji
All the coefficients are zero, except for the ones of the form Γkij
or Γk¯
i¯j¯
.
Let R(g) = Rij¯kl¯ be the coordinates of the (4, 0)-Riemann curva-
ture tensor of the metric g written in holomorphic coordinates. It is
useful to know the following expression, writing R(g) in terms of the
metric g.
Lemma 5.1.5. The components of the Ka¨hler Riemann tensor are
given by
Rij¯kl¯ = −
∂2
∂zi∂z¯j
gkl¯ + g
uv¯ ∂
∂zi
gkv¯
∂
∂dz¯j
gul¯.
Note that the only non-vanishing terms have two barred indices
exactly. The vanishing of the others has to do with the fact that
R(X,Y ) is J-invariant on a Ka¨hler manifold.
We define the (complex) Ricci curvature tensor of the metric g as
being the trace of the Riemann curvature tensor. Its components in
local coordinates can be written as
Rickl¯ =
n∑
i,j=1
gij¯Rij¯kl¯ = −
∂2
∂zk∂z¯l
log det(gij¯). (5.1.2)
The Ricci form associated to g can then be defined by setting
Ric =
n∑
i,j=1
Ricij¯dz
i ∧ dz¯j. (5.1.3)
in local coordinates.
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Finally, we define the Laplacian acting on functions to be given
by
∆ = gij¯∇i∇j¯ = gij¯
∂2
∂zi∂zj
.
5.1.2 Hodge Theory for Ka¨hler manifolds
Recall from Section 4.6 that the space Hk of Hodge k-forms decom-
poses into a direct sum of irreducible representations of Hol(g). We
will work out a few of the details for the case when Hol(g) = U(n),
and derive a few constraints in the topology of a compact Ka¨hler
manifold. Let M be a compact Ka¨hler manifold, and define the vec-
tor space Hp,q of harmonic forms of type (p, q) by
Hp,q = Ker (∆ : C∞(∧p,qM)→ ∧p,qM)) .
Exercise: Show that α ∈ Hp,q if and only if ∂α = ∂¯α = ∂∗α = ∂¯α =
∂¯∗α = 0.
The following result is the Ka¨hler analog of the Hodge Decompo-
sition Theorem, and its proof can be found in [Wel80].
Theorem 5.1.6. Let M be a compact Ka¨hler manifold. Then
C∞(∧p,qM) = Hp,q ⊕ ∂[C∞(∧p−1,qM)]⊕ ∂¯[C∞(∧p,q−1M)].
As a consequence of the theorem above, we see that the Dolbeault
groups Hp,q
∂¯
are isomorphic to Hp,q. We now define, for the complex
Laplacian ∆,
Hk = Ker (∆ : C∞(∧kM ⊗ C)→ ∧kM ⊗ C)) .
Since the real and complex laplacian differ by a constant factor,
there is an isomorphism between Hk and the complex cohomology
Hk(M,C). We then define Hp,q(M) ⊂ Hp+q(M,C) to be the sub-
space with representatives in Hp,q. Then,
Theorem 5.1.7. Let M be a compact 2n-dimensional Ka¨hler mani-
fold. Then, Hk(M,C)
⊕k
j=0H
k,j−k(M), and any element in Hp,q(M)
can be represented by a harmonic (p, q)-form. Furthermore, we have
Hp,q(M) ∼= Hp,q∂¯ (M) and
Hp,q(M) ∼= Hq,p(M) (5.1.4)
Hp,q(M) ∼= (Hn−p,n−q(M))∗. (5.1.5)
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Note that the definition ofHp,q(M) does not depend on the choice
of Ka¨hler structure, only on the complex structure. However, the
relationships of the cohomology groups in (5.1.7) are only true for
Ka¨hler manifolds.
We define the Hodge numbers, in analogy with the Betti numbers
bk, by h
p,q = dimHp,q(M). So, equation (5.1.4) implies that
hp,q = hq,p = hn−p,n−q = hn−q,n−p. (5.1.6)
Because of the relations above, we see that some compact, complex
manifolds may not admit a Ka¨hler metric. For example, note that
the k-th Betti number bk satisfy bk =
∑k
j=0 h
j,k−j . For k odd, the
Betti number bk needs to be even.
Exercise 5.1.2. Check that the Hopf surface S, obtained as a quo-
tient of C2\{0} by a free action of Z (any discrete group works too), is
a compact manifold that admits a complex structure, but no Ka¨hler
structure.
5.2 SU(n)
The metrics with holonomy group SU(n) are the Calabi-Yau metrics,
Ka¨hler metrics with zero Ricci curvature. Let’s recall the main result
about the existence of such metrics in compact Calabi-Yau manifolds.
Recall that the coordinates of the Ricci tensor are given by (5.1.3).
The Ricci form associated to g can then be defined by setting
Ric =
n∑
i,j=1
Ricij¯dz
i ∧ dz¯j.
in local coordinates. In fact, a computation shows that the Ricci form
is given by
Ric = −
√−1
2π
∂2
∂zi∂zj
(log det(g)).
Now, given a metric g, we can define a matrix-valued 2-form Ω
by writing its expression in local coordinates, as follows
Ωji =
n∑
i,p=1
gjp¯Rip¯kl¯dz
k ∧ dz¯l. (5.2.1)
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This expression for Ω gives a well-defined matrix of (1, 1)-forms, to
be called the curvature form of the metric g.
Following Chern-Weil Theory, we want to look at the following
expression
det
(
Id +
t
√−1
2π
Ω
)
= 1 + tφ1(g) + t
2φ2(g) + . . . ,
where each φi(g) denotes the i-th homogeneous component of the
left-hand side, considered as a polynomial in the variable t.
Each of the forms φi(g) is a (i, i)-form, and is called the i-th Chern
form of the metric g. It is a fact (see for example [Wel80] for further
explanations) that the cohomology class represented by each φi(g) is
independent on the metric g, and hence it is a topological invariant
of the manifold M . These cohomology classes are called the Chern
classes of M and they are going to be denoted by ci(M).
Remark: We can define more generally the curvature Ω(E) of
a hermitian metric h on a general complex vector bundle E on a
complex manifold M .
Let ∇ = ∇(h) be a connection on a vector bundle E →M . Then
the curvatureΩE(∇) is defined to be the element Ω ∈ Ω2(M,End(E,E))
such that the C-linear mapping
Ω : Γ(M,E)→ Ω2(M,E)
has the following representation with respect to a frame f :
Ω(f) = Ω(∇, f) = dθ(f) + θ(f) ∧ θ(f).
Here, Γ(M,E) is the set of sections of the vector bundle E, Ω2(M,E)
is the set of E−valued 2-forms, and θ(f) is the connection matrix
associated with ∇ and f (with respect to f , we can write ∇ = d +
θ(f)).
Similarly one defines the Chern class ci(M,E) of a vector bundle
and these are also independent on the choice of the connection. In
fact, we use the expression “Chern classes ci(M) of the manifold M”
meaning the Chern classes ci(M,TM) of the tangent bundle of M.
We will restrict our attention to the first Chern class c1(M) of the
manifoldM . Note that the form φ1(g) represents the class c1(M) (by
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definition), and that φ1(M) is simply the trace of the curvature form:
φ1(g) =
√−1
2π
n∑
i=1
Ωii =
√−1
2π
n∑
i,p=1
gip¯Rip¯kl¯dz
k ∧ dz¯l. (5.2.2)
On the other hand, notice that the right-hand side of (5.2.2) is
equal to
√−1
2π Rickl¯, in view of (5.1.2). Therefore, we conclude that
the Ricci form of a Ka¨hler metric represents the first Chern class of
the manifold M . A natural question that arises is: given a Ka¨hler
class [ω] ∈ H2(M,R) ∩ H1,1(M,C) in a compact, complex manifold
M , and any (1, 1)-form Ω representing c1(M), is that possible to find
a metric g on M such that Ric(g) = Ω?
This question was addressed to by Calabi in 1960, and it was
answered by Yau [Yau78] almost 20 years later.
Theorem 5.2.1. (Yau, 1978) If the manifold M is compact and
Ka¨hler , then there exists a unique Ka¨hler metric g on M satisfying
Ric(g) = Ω.
This theorem has a large number of applications in different areas
of Mathematics and Physics. Its proof is based on translating the
geometric statement into a non-linear partial differential equation, as
follows.
First fix a Ka¨hler form ω ∈ [ω] representing the previously given
Ka¨hler class in H2(M,R)∩H1,1(M,C). In local coordinates, we can
write ω as ω = gij¯dz
i ∧ dz¯j .
The (1, 1)-form Ω is a representative for c1(M), and we have seen
that Ric(ω) represents the same cohomology class as Ω. Therefore,
since Ric(ω) is also a (1, 1)-form, we have that, due to the famous
∂∂¯-Lemma, there exists a function f on M such that
Ric(ω)− Ω =
√−1
2π
∂∂¯f,
where f is uniquely determined after imposing the normalization
∫
M
(
ef − 1)ωn = 0. (5.2.3)
Notice that f is fixed once we have fixed ω and Ω.
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Again by the ∂∂¯-Lemma, any other (1, 1)−form in the same co-
homology class [ω] will be written as ω+
√−1
2π ∂∂¯φ, for some function
φ ∈ C∞(M,R).
Therefore, our goal is to find a representative ω+
√−1
2π ∂∂¯φ of the
class [ω] that satisfies
Ric
(
ω +
√−1
2π
∂∂¯φ
)
= Ω = Ric(ω)−
√−1
2π
∂∂¯f. (5.2.4)
Rewriting (5.2.4) in local coordinates, we have
−∂∂¯ log det
(
gij¯ +
∂2φ
∂zi∂z¯j
)
= −∂∂¯ log det (gij¯)− ∂∂¯f,
or
∂∂¯ log
det
(
gij¯ +
∂2φ
∂zi∂z¯j
)
det
(
gij¯
) = ∂∂¯f. (5.2.5)
Notice that, despite of the fact that this is an expression given in
local coordinates, the term at the right-hand side of (5.2.5) is defined
globally. Therefore, we obtain an equation well-defined on all of M .
In turn, this equation gives rise to the following (global) equation
(
ω +
√−1
2π
∂∂¯φ
)n
= efωn. (5.2.6)
We shall also require positivity of the resulting Ka¨hler form:
(
ω + ∂∂¯φ
)
> 0 on M.
This equation is a non-linear partial differential equation of Monge-
Ampe`re type, that is going to be referred to from now on as the
Complex Monge-Ampe`re Equation.
We remark that, if φ is a solution to (5.2.6), ω+∂∂¯φ is the Ka¨hler
form of our target metric g, ie, Ric(g) = Ω. Therefore, in order to find
metrics that are solutions to Calabi’s problem, it suffices to determine
a solution φ to (5.2.6).
The celebrated Yau’s Theorem in [Yau78] determines a unique
solution to (5.2.6) when f satisfies the integrability condition (5.2.3).
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The proof of this result is based on the continuity method, and we
sketch here a brief outline of the proof.
The uniqueness part of Calabi Conjecture was proved by Calabi
in the 50’s. Let ω′, ω′′ ∈ [ω] be representatives of the Ka¨hler class
[ω] such that Ric(ω′) = Ric(ω′′) = Ω. Without loss of generality, we
may assume that ω′′ = ω, and hence ω′ = ω + ∂∂¯u.
Notice that
0 =
1
Volω(M)
∫
M
u((ω′)n − ωn) (5.2.7)
=
1
Volω(M)
∫
M
−u∂∂¯u ∧ [(ω′)n−1+ (5.2.8)
(ω′)n−2 ∧ ω + · · ·+ ωn−1] . (5.2.9)
However ω′ is a Ka¨hler form, so that ω′ > 0. We then conclude that
the right-hand side of (5.2.7) is bounded from below by
1
Volω(M)
∫
M
−u∂∂¯u ∧ wn−1.
Therefore,
0 ≥ 1
Volω(M)
∫
M
−u∂∂¯u ∧wn−1 (5.2.10)
=
1
nVolω(M)
∫
M
|∂u|2wn (5.2.11)
=
1
2nVolω(M)
∫
M
|∇u|2wn, (5.2.12)
implying that |∇u| = 0, hence u is constant, proving the uniqueness
of solution to (5.2.6).
Let us now consider the existence of solution to (5.2.6). Define,
for all s ∈ [0, 1], fs = sf + cs, where the constant cs is defined by
the requirement that fs satisfies the integrability condition
∫
M
[efs −
1]ωn = 0.
Consider the family of equations
(
ω + ∂∂¯us
)n
= efsωn. (5.2.13)
106 [CAP. 5: IRREDUCIBLE RIEMANNIAN GROUPS
We already prove that the solution us to (5.2.13) is unique, if it exists.
Let A = {s ∈ [0, 1]; (5.2.13) is solvable for all t ≤ s}. Since A 6= ∅,
we just need to show that A is open and closed.
Openness: Let s ∈ A, and let t be close to s. We want to show
that t ∈ A. In order to do so, let ωs = ω + ∂∂¯us, for us a solution to
(5.2.13). We define the operator Ψ = Ψs by
Ψ : X → Y ; Ψ(g) = log
(
(ωs + ∂∂¯g)
n
wns
)
,
where X and Y are subsets (not subspaces) of C2,1/2(M.R) and
C0,1/2(M.R) satisfying some extra non-linear conditions.
The linearization of Ψ about g = 0 is simply the metric laplacian
with respect to the metric ωs. By the Implicit Function Theorem, the
invertibility of the laplacian (a result that can be found in [GT01],
for example) establishes the claim.
Closedness: The proof that A is closed is a deep result, involving
complicated a priori estimates. A reference for this proof is Yau’s
paper itself [Yau78], or for a more detailed proof, the books [Tia00]
and [Ast78].
5.3 Sp(n)
The metrics g with holonomy group Hol(g) ⊂ Sp(n) are the hy-
perka¨hler metrics. Since Sp(n) ⊂ SU(2n), all the hyperka¨hler man-
ifolds are necessarily Ka¨hler and Ricci-flat. But more is true: we
will see that a hyperka¨hler metric is not only Ka¨hler with respect to
one complex structure on the manifold, but to a whole 2-sphere of
complex structures.
Let us start by describing Sp(n). In order to do so, we now recall
some basic facts about the quaternions H.
Definition 5.3.1. The quaternions H are defined by
H = {x0 + x1i+ x2j + x3k | xj ∈ R} ∼= R4. (5.3.1)
The imaginary quaternions are given by ℑH =< i, j, k >∼= R3, with
multiplication given by
ij = −ji = k, jk = −kj = i, ki = −ik = j, i2 = j2 = k2 = 1.
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We can define a metric g and 2-forms ω1, ω2 and ω3 on H
n as
follows. If q1, · · · , qn are coordinates on Hn such that qℓ = x0ℓ +x1ℓ i+
x2ℓj + x
3
ℓk, then
g =
n∑
ℓ=1
3∑
p=0
(dxpℓ )
2 ω1 =
n∑
ℓ=1
dx0ℓ ∧ dx1ℓ + dx2ℓ ∧ dx3ℓ
ω2 =
n∑
ℓ=1
dx0ℓ ∧ dx2ℓ + dx1ℓ ∧ dx3ℓ ω3 =
n∑
ℓ=1
dx0ℓ ∧ dx3ℓ + dx1ℓ ∧ dx2ℓ
Identifying H with R4, and abusing notation and writing the com-
plex structures i, j and k on R4 defined by left multiplication by i, j
and k, we see that g is Ka¨hler with respect to each complex structure
i, j and k.
The subgroup of GL(4n,R) that preserves (g, ω1, ω2, ω3) is Sp(n),
a compact, connected, simply-connected, semi-simple Lie Group of
dimension 2n2 + n.
Exercise 5.3.1. Setting x0ℓ + x
1
ℓ i = z2ℓ−1 and x
2
ℓ + x
3
ℓ i = z2ℓ, we
can define coordinates in C2 that will allow an identification H ∼= C2.
Using this identification, show that Sp(n) ⊂ SU(2n).
Now, we can define the notion of a hyperka¨hler structure on a 4n-
dimensional manifoldM . Let (M, g) be a 4n-dimensional riemannian
manifold with holonomy group contained in Sp(n). Since Sp(n) pre-
serves 3 complex structures i, j and k in R4n, we can see that there
are three corresponding almost complex structures J1, J2 and J3 on
M , whose covariant derivative with respect to the Levi-Civita con-
nection of g is zero, and such that J1J2 = J3. The metric g is Ka¨hler
with respect to each of them 3, and we will refer to it as a hyperka¨hler
metric, and (J1, J2, J3, g) as a hyperka¨hler structure on M .
Note that if we do not require that the almost complex structures
are integrable (or equivalently, as we will see in Proposition 5.3.2, that
they are not covariantly constant), we will refer to (J1, J2, J3, g) as
a almost hyperka¨hler structure on M . Each of those almost complex
structures Ji defines a hermitian form ωi.
3In fact, g is Ka¨hler with respect to a1J1 + a2J2 + a3J3, for any real numbers
a1, a2, a3 such that a
2
1
+ a2
2
+ a2
3
= 1.
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The following proposition is a characterization of hyperka¨hler
manifolds, and its proof can be found in [Sal89].
Proposition 5.3.2. LetM be a 4n-dimensional manifold, and (J1, J2, J3, g)
is an almost hyperka¨hler structure on M . Let ω1, ω2, ω3 be the asso-
ciated hermitian forms. Then, the following are equivalent:
1. (J1, J2, J3, g) is a hyperka¨hler structure on M .
2. dω1 = dω2 = dω3 = 0.
3. ∇ω1 = ∇ω2 = ∇ω3 = 0.
4. Hol(g) ⊂ Sp(n).
5.3.1 Twistor Spaces
Let (M,J1, J2, J3, g) be a hyperka¨hler manifold of (real) dimension
4n. We can associate to M a (2n+1)-dimensional complex manifold
Z, called the twistor space of M , in the following way.
Recall that the space of complex structures on M is an S2, that
we can think of CP1, that carries a natural complex structure J0. Set
Z = CP1 ×M , where each point in z ∈ Z is of the form z = (J, x),
for J ∈ CP1 and x ∈M .
Then, we can define a complex structure JZ = J0 ⊕ J at the
tangent space TzZ = TjCP
1⊕TxM . It turns out that JZ is integrable,
and (Z, JZ) is a complex manifold, called the twistor space of M .
The twistor space Z of M carries two important structures:
1) If p : Z → CP1 and π : Z → M are the natural projections, then
p is holomorphic. We can define a free holomorphic anti-involution
σ : Z → Z by (J, x) 7→ (−J, x). Also, for each x ∈ M , the fiber
π−1(x) is a holomorphic curve in Z, isomorphic to CP1, with normal
bundle 2nO(1) and preserved by the involution σ .
2) Let D be the kernel of dp : TZ → TCP1. Then D is a holomorphic
subbundle of TZ, and so one can construct a non-degenerated holo-
morphic section ω of the holomorphic vector bundle p∗(O(2))⊗Λ2D∗
over Z.
What 2) actually means is that, for each fiber p−1(J), to choose
a complex symplectic form ω on it.
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Exercise 5.3.2. What is ω for each choice of J1, J2 and J3?
The nice feature about twistor spaces is that we can use (Z, p, σ, ω)
to reconstruct (M, g, J1, J2, J3):
Theorem 5.3.3. Let (Z, JZ) be a (2n+1)-dimensional complex man-
ifold, equipped with
1. A holomorphic projection p : Z → CP1,
2. A holomorphic section ω of p∗(O(2))⊗Λ2D∗, where D = Ker(dp),
3. A free antiholomorphic involution σ : Z → Z such that σ∗(ω) =
ω and p ◦ σ = σ′ ◦ p, where σ′ : CP1 → CP1 is the antipodal
map.
Let M ′ be the set of holomorphic curves in Z which are isomorphic
to CP1, preserved by σ, and with normal bundle 2nO(1).
Then M ′ is a hyper-complex 4n-manifold with a natural pseudo-
riemannian metric g. If g is indeed riemannian, then M ′ is hy-
perka¨hler .
Furthermore, let Z ′ be the twistor space of M ′. Then, there is a
natural map ι : Z → Z ′ that is a local biholomorphism, and such that
p, σ and ω are identified with their analogues in Z ′,
For the proof, we refer to [Joy07].
5.3.2 K3 Surfaces
For the next few sections, the main references we suggest are [Joy07]
and [Sal89].
The 4-dimensional example of a hyperka¨hler manifold are the K3
surfaces, named after Ka¨hler , Kummer and Kodaira, and as a ref-
erence to K2, the second highest mountain in the world, located in
South Asia.
Definition 5.3.4. AK3 surface S is a compact, complex 2-dimensional
manifold with h1,0 = 0 and trivial canonical line bundle.
Note that our definition does not include the requirement that S
is Ka¨hler . The result that all K3 surfaces are indeed Ka¨hler is due
to Siu.
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One example of a K3 surface is the Fermat quartic
F = {[z0, · · · , z3] ∈ CP3; z40 + · · · z43 = 0}.
We can use the adjunction formula KF = (KCP3⊗LF )|F to conclude
that the canonical line bundle of F is trivial.
For this example, Riemann-Roch tells us that Ξ(F ) = 24. Since
b0 = 1 and b1 = 0 (as F is Ka¨hler and h1,0 = 0), we learn that
b2 = 22.
Also, since the canonical line bundleKF of F is trivial, then h
2,0 =
1 = h0,2, which implies that h1,1 = 20. Further, the signature τ(F ),
defined by τ(F ) = b2+ − b2−, is given by τ(F ) =
∑2
p,q=0(−1)php,q =
−16, which tells us that b2+ = 3 and b2− = 19.
The following result tells us that the same topological facts listed
above hold true for any K3 surface.
Theorem 5.3.5. Let S be a K3 surface. Then S is simply connected,
with Betti numbers b2+ = 3 and b
2
− = 19. Moreover, S is Ka¨hler ,
with Hodge numbers h2,0 = h0,2 = 1, and h1,1 = 20. All K3 are
diffeomorphic.
The proof of this theorem is a consequence of two main results:
the first is the result by Kodaira [Kod64] that proved that all K3s are
diffeomorphic to the Fermat hypersurface S described above. Sec-
ondly, Siu [Siu83] showed that a K3 surface is necessarily Ka¨hler .
The theorem follows trivially from the assertions above.
5.4 Sp(n)Sp(1)
We begin this section by recalling what is the action of Sp(n)Sp(1) on
Hn: by looking at Sp(n) as the group of n× n matrices with quater-
nionic coefficients, we can describe the action of (A, q) ∈ Sp(n) ×
Sp(1) on Hn by
(q1, · · · , qn) 7→ q(q1, · · · , qn)AH .
Clearly, this action pushes down to
Sp(n)Sp(1) = (Sp(n)× Sp(1)) /{±(In, 1)},
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where In is the n× n identity matrix.
As pointed out by Salamon [Sal89], one of the main interests in
studying quaternionic Ka¨hler manifolds comes from an observation
by Wolf [Wol65] that given any compact simple Lie Group G, there
exists a quaternionic Ka¨hler symmetric space G/H .
Definition 5.4.1. We say that a 4n-dimensional Riemannian man-
ifold (M, g) (n > 1) is a quaternionic Ka¨hler manifold if Hol(g) ⊂
Sp(n)Sp(1).
It should be pointed out that quaternionic Ka¨hler manifolds may
not be Ka¨hler , as Sp(n)Sp(1) is not a subgroup of U(2n). In fact, the
quaternionic Ka¨hler manifolds should be seen as a generalization of
hyperka¨hler manifolds: the tangent space still admits three complex
structures J1, J2, J3 (satisfying the same composition rules as the
imaginary quaternions i, j, k), but there is no preferred choice of basis.
It is possible to make a smooth local choice of J1, J2, J3, but those
will not be all complex structures on M .
The following result is proved in Salamon [Sal89]:
Proposition 5.4.2. If (M, g) is quaternionic Ka¨hler , then it is nec-
essarily Einstein. Furthermore, if g is also Ricci-flat, then Hol0(g) =
Sp(n).
Because of the proposition above, we can split the class of quater-
nionic Ka¨hler manifolds into positive or negative, according to the
sign of the (constant) scalar curvature s of g. The case s = 0 corre-
sponds to (M, g) being locally hyperka¨hler , according to the above
result.
Now, for the 2-forms ω1, ω2, ω3 defined in (5.3.2), we see that
Sp(n)Sp(1) preserved the 4-form
Ω0 = ω1 ∧ ω1 + ω2 ∧ ω2 + ω3 ∧ ω3. (5.4.1)
on Hn.
Then, by Prop 4.1.1, we see that any quaternionic Ka¨hler manifold
has a constant 4-form Ω which is isomorphic to Ω0 at each point. The
stabilizer of Ω0 in GL(4n,R) is Sp(n)Sp(1), so Sp(n)Sp(1)-structures
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on a 4n-dimensional manifold M are equivalent to 4-forms Ω which
are isomorphic to Ω0 at each point.
By a result of Swann, if n ≥ 3, the Sp(n)Sp(1)-structure is
torsion-free if and only if dΩ = 0 (ie, ∇Ω = 0⇔ dΩ = 0).
5.4.1 Twistor Spaces
Quaternionic Ka¨hler manifolds (M, g), as well as hyperka¨hler , have
also twistor spaces. The manifold M has a principal Sp(n)Sp(1)-
bundle P , a subbundle of the frame bundle of M . We define
Z = P/Sp(n)U(1),
so Z is a bundle π : Z → X with fiber
Sp(n)Sp(1)/Sp(n)U(1) ∼= S2.
Let us make this identification more explicit. For a point z ∈ Z,
we can associate a complex structure on Tπ(z)M as follows: for any
x ∈ M , due to the natural identification TxM ∼= R4n, Ω ∼= Ω0 and g
identified with the Euclidean metric, we can naturally identify π−1x
with a1J1 + a2J2 + a3J3 in R
4n, for (a1, a2, a3) ∈ S2.
Exercise 5.4.1. Check that changing the choice of identification
TxM ∼= R4n are related by the action of Sp(n)Sp(1), so that the
construction is well defined.
We end this section with the following theorem due to Salamon
[Sal89]
Theorem 5.4.3. Let (M, g) be a quaternionic Ka¨hler manifold, and
let Z and π be defined as above. Then Z has the following structures:
• An integrable complex structure J , so that Z is a complex man-
ifold. Further, each fiber π−1(x), x ∈ M , is a CP1 in Z with
normal bundle 2nO(1);
• An anti-holomorphic involution σ : Z → Z such that π ◦σ = π,
and acting as J 7→ −J ;
• If g has nonzero scalar curve, then Z carries a holomorphic
contact structure τ .
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• If the scalar curvature of g is positive, then Z carries a Ka¨hler-
Einstein metric h with positive scalar curvature.
Moreover, we can completely recover the quaternionic Ka¨hler struc-
ture on M (up to homothety) from the data (Z, π, σ, τ).
5.5 G2
We have seen in Section 4.5 that riemannian metrics with exceptional
holonomy G2 and Spin(7), 7 and 8-dimensional resp., are necessarily
Ricci-flat. These last two sections will be dedicated to those groups.
Manifolds with holonomyG2 were first introduced by Edmond Bo-
nan in 1966. The first complete, noncompact 7-manifolds with holon-
omy G2 were constructed by Robert Bryant and Salamon in 1989.
The first compact 7-manifolds with holonomy G2 were constructed
by Dominic Joyce in 1994, and compact manifolds are sometimes
known as ”Joyce manifolds”, especially in the physics literature.
These manifolds have been the subject of interest of theoretical
physicists since the introduction of M -theory. In regular String The-
ory, the model of Universe is 10-dimensional: the usual Minkowsky
space R4 times a Calabi-Yau manifold of very small diameter. M-
Theory, an extension of String Theory, replaces the previous model
with an 11-dimensional R4 times a G2 manifold, also with diame-
ter of the order of 10−33cm. A good introductory reference for the
Physics-oriented student is [MS06].
Let us recall the definition of the group G2.
Definition 5.5.1. Let (x1, · · · , x7) be coordinates for R7. Define a
3-form ϕ0 by
ϕ0 = dx123 + dx145 + dx167 + dx246 − dx257 − dx347 − dx356,
where dxijk denotes the 3-form dxi ∧ dxj ∧ dxk.
The subgroup of GL(7,R) which preserves the form ϕ0 is the 14-
dimensional exceptional Lie Group G2. It is compact, connected,
semi-simple, and it fixes the Euclidean metric g0 = dx
2
1 + · · · + dx27,
the orientation, and the 4-form ∗ϕ0, the Hodge dual of the 3-form ϕ0
with respect to the metric g0.
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Once we understand the structure in R7, we can move on to man-
ifolds. So, let M be a 7-dimensional riemannian manifold, and let
p ∈M . We define
P3pM = {ϕ ∈ ∧3T ∗pM ; there exists an oriented isomorphism
f : TpM → R7withϕ = f∗ϕ0}.
Clearly, P3pM is isomorphic to the quotient GL(7,R)/G2, which
has dimension 49−14−35. Since 35 is also the dimension of ∧3T ∗pM ,
we see that P3pM is an open subset of ∧3T ∗pM .
Let P3M be a fiber bundle over M , with fiber P3pM . Then P3M
is an open subbundle of ∧3T ∗pM with fiber GL(7,R)/G2. We will say
that a 3-form ϕ is positive if ϕ|p ∈ P3M .
Let F be the frame bundle of M (with fiber, at each p ∈ M , the
set of all isomorphisms from the tangent space at p to R7), and let
ϕ ∈ P3M be a positive 3-form.
Consider Q, a subbundle of F , such that its fiber at p consists of
the isomorphisms f : TpM → R7 that preserve ϕ.
Exercise 5.5.1. Show that Q is a principal subbundle of the frame
bundle F , with fiber G2.
In other words, the exercise above completes the proof that fixing
a positive 3-form ϕ determines a G2-structure Q on M .
The converse is also true: given a G2-structure, we can define a
metric g, a 3-form ϕ and a 4-form ∗ϕ by requiring that ϕ0, ∗ϕ0 and
g0 are preserved under action of G2. The form ϕ will be positive
definite if and only if Q is an oriented G2-structure.
Hence, we will from now on refer to (ϕ, g) as a G2 structure on
M .
Definition 5.5.2. Let M7 be a riemannian 7-manifold, endowed
with a G2 structure (ϕ, g). Let ∇g be the Levi-Civita connection
associated to g, and ∇gϕ be the torsion of the G2 structure (ϕ, g).
We say that (ϕ, g) is torsion-free if ∇gϕ = 0.
A G2-manifold is a triple (M,ϕ, g) such that (ϕ, g) is a torsion-free
G2-structure.
The following proposition is a characterization of G2-manifolds,
and its proof can be found at [Sal89].
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Proposition 5.5.3. Let M be a riemannian 7-manifold, and let
(ϕ, g) be a G2-structure on M . Then, the following statements are
equivalent:
1. (ϕ, g) is torsion-free.
2. hol(g) ⊂ G2, and ϕ is the induced 3-form by the inclusion.
3. dϕ = 0 and d∗ϕ = 0 on M .
4. dϕ = 0 and d(∗ϕ) = 0 on M .
It should be noted that even though the condition ∇gϕ = 0 looks
linear on ϕ, it is not, because ∇g depends on g, and so does the
Hodge star operator.
Recall that in Section 4.6, we saw that a G-structure induces a
splitting of the bundle of forms on M into irreducible components.
For a manifold with a G2-structure, this take the shape described in
the following result.
Proposition 5.5.4. ForM a manifold with G2-structure (ϕ, g), each
bundle ∧kT ∗M of k-forms splits orthogonally as follows:
• ∧1T ∗M = ∧17
• ∧2T ∗M = ∧27 ⊕ ∧214
• ∧3T ∗M = ∧31 ⊕ ∧37 ⊕ ∧327,
where ∧kℓ is an irreducible representation of G2 of dimension 7.
The Hodge star operator ∗ provides an isometry between ∧kℓ and
∧7−kℓ , and we have ∧31 = 〈ϕ〉 and ∧41 = 〈∗ϕ〉
As discussed in Section 4.5, the curvature tensor of a riemannian
metric is subject to very strong restrictions, once we fix the holonomy
group of the metric.
Lemma 5.5.5. If (M, g) is a riemannian manifold with curvature
tensor Rijkl, then for each p ∈ M , Rijkl lies on S2hol ⊂ ∧2T ∗xM ×
∧2T ∗xM .
This result implies
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Proposition 5.5.6. If (M, g) is a riemannian 7-manifold whose
holonomy group Hol(g) ⊂ G2, then g is Ricci-flat.
In fact, having Hol(g) contained in G2 implies more. Since G2
is a simply-connected subgroup of SO(7), then any manifold with a
G2-structure is spin, with a preferred spin structure.
Recall that SU(2) ⊂ SU(3) ⊂ G2, and there are strong limits for
the possibilities for the holonomy groups of a manifold with holonomy
contained in G2 :
Proposition 5.5.7. If (ϕ, g) is a torsion-free G2 structure on M ,
then Hol0(g) can only be one of the following subgroups of G2: {1},
SU(2), SU(3) or G2.
The proposition above tells us that from a K3 surface or a Calabi-
Yau 3-fold, we can manufacture a G2 manifold. This simple result
turns out to be a useful tool to produce compact examples of mani-
folds with holonomy group equal to G2.
More explicitly, let (M,J, h,Ω) be a K3 surface, where h is the
(ricci-flat) Ka¨hler metric with associated Ka¨hler form ω, and Ω is the
holomorphic 2-form. Let (x, y, z) be coordinates for R3. We define
g = dx2 + dy2 + dz2 + h;
ϕ = dx ∧ dy ∧ dz + dx ∧ ω + dy ∧ Re(Ω) + Im(Ω) ∧ dz
Then, (ϕ, g) is a torsion-free G2 structure on M × R3.
Similarly, for (M,J, h,Ω) a Calabi-Yau 3-fold, with h, the (ricci-
flat) Ka¨hler metric with associated Ka¨hler form ω, and Ω, the holo-
morphic 3-form, and x ∈ R,
g = dx2 + h;
ϕ = dx ∧ ω +Re(Ω)
define a torsion-free G2 structure on M × R.
5.5.1 Topological Properties of compact G2 mani-
folds
We list here a few out of the many topological properties of compact
G2 manifolds.
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Proposition 5.5.8. Let (M,ϕ, g) be a compact G2 manifold.
Then Hol(g) = G2 if and only if the fundamental group of M is
finite.
Proof. Note that M must be Ricci-flat, which implies that M has a
finite cover isomorphic to T k ×N , where N is simply connected.
This splitting implies that π1(M) = F ⋉ Z
k, where F is finite.
Hence, π1(M) is finite if and only if k = 0.
Now, the only possibilities for Hol0(M) are {1}, SU(2), SU(3) or
G2. If Hol0 = {1}, then k = 7; for the SU(2) case, k = 3 and for
SU(3), k = 1. Therefore, the only possibility is that Hol0(M) = G2.
Now, Proposition 5.5.4 implies
Proposition 5.5.9. Let M be a compact G2-manifold. Then,
H2(M,R) = H27 (M,R)⊗H214(M,R)
H3(M,R) = H31 (M,R)⊗H37 (M,R)⊗H327(M,R)
H4(M,R) = H41 (M,R)⊗H47 (M,R)⊗H427(M,R)
H5(M,R) = H57 (M,R)⊗H514(M,R)
The Hodge star operator provides the isomorphism Hkℓ (M,R)
∼=
H7−kℓ (M,R), which implies in particular that the refined Betti num-
bers satisfy bkℓ = b
7−k
ℓ .
Also, H31 (M,R) is spanned by ϕ, and H
4
1 (M,R) is spanned by ∗ϕ.
5.6 Spin(7)
The discussion on Spin(7) will be analogous to the previous section.
We start by giving the definition of the group Spin(7) as a subgroup
of GL(8,R), as described in [Bry87].
Definition 5.6.1. Let (x1, · · · , x8) be coordinates for R8. Define a
4-form Ω0 by
Ω0 = dx1234 + dx1256 + dx1278 + dx1357 − dx1368 − dx1458 − dx1467
−dx2358 − dx2367 − dx2457 + dx2468 + dx3456 + dx3478 + dx5678,
where dxijkl denotes the 4-form dxi ∧ dxj ∧ dxk ∧ dxl.
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The subgroup of GL(8,R) which preserves the form Ω0 is the 21-
dimensional exceptional Lie Group Spin(7). It is compact, connected,
semi-simple, and it fixes the Euclidean metric g0 = dx
2
1 + · · · + dx28
and the orientation.
We note that the 4-form ∗Ω0, the Hodge dual of the 4-form Ω0
with respect to the metric g0, is equal to Ω0 itself, that is, Ω0 is
self-dual.
Let M be an oriented 8-manifold, and let p ∈ M . In analogy to
the G2 case, we would like to define a Spin(7) manifold by looking at
the bundle of 4-forms Ω for which there exists an isomorphism f from
TpM to R
8 such that f∗(Ω0) = Ω: define ApM , the admissible set,
to be the set of all such forms where the isomorphism f is oriented.
We say that Ω ∈ ∧4T ∗M is admissible if Ω|p ∈ ApM .
Let AM be the bundle on M with fiber ApM . We note that,
unlike the G2 case, ApM is far from being open in ∧4T ∗pM : being
isomorphic to GL(8,R)+/Spin(7), ApM has dimension 64−21 = 43,
while ∧4T ∗pM has dimension
(
8
4
)
= 70.
Nevertheless, there is still a one-to-one correspondence between
oriented Spin(7) structures on M and admissible 4-forms Ω ∈ AM .
Therefore, we will abuse notation once again, and refer to the pair
(Ω, g) as a Spin(7)-structure on M . Also, we say that a Spin(7)-
structure (Ω, g) is torsion-free if ∇gΩ = 0.
The following results are analogous to Propositions 5.5.3, 5.5.4
and 5.5.7, and their proofs can be done as an exercise by the reader,
using the similarities with the G2 case.
Proposition 5.6.2. Let M be an oriented riemannian 8-manifold,
and let (Ω, g) be a Spin(7)-structure on M . Then, the following state-
ments are equivalent:
1. (Ω, g) is torsion-free.
2. hol(g) ⊂ Spin(7), and Ω is the induced 4-form by the inclusion.
3. dΩ = 0 on M .
It is true that the condition dΩ = 0 is linear, but the requirement
that Ω is an admissible form is non-linear: so, we are dealing again
with a non-linear equation for Ω, as in the G2 case.
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Proposition 5.6.3. ForM a manifold with Spin(7)-structure (Ω, g),
each bundle ∧kT ∗M of k-forms splits orthogonally as follows:
• ∧1T ∗M = ∧18
• ∧2T ∗M = ∧27 ⊕ ∧221
• ∧3T ∗M = ∧38 ⊕ ∧348
• ∧4T ∗M = ∧4+T ∗M ⊕ ∧4−T ∗M
• ∧4+T ∗M = ∧41 ⊕ ∧47 ⊕ ∧427
• ∧4−T ∗M = ∧435,
where ∧kℓ is an irreducible representation of Spin(7) of dimension ℓ.
The Hodge star operator ∗ provides an isometry between ∧kℓ and
∧8−kℓ , and we have ∧41 = 〈Ω〉 . Also, the splitting on item 4 on
∧4±T ∗M corresponds to the ±1-eigenspaces of the Hodge ∗ operator.
Proposition 5.6.4. If (M, g) is a riemannian 8-manifold whose
holonomy group Hol(g) ⊂ Spin(7), then g is Ricci-flat.
Theorem 5.6.5. If (Ω, g) is a torsion-free Spin(7) structure on M ,
then Hol0(g) can only be one of the following subgroups of Spin(7):
{1}, SU(2), SU(2)× SU(2), SU(3), G2., Sp(2), SU(4) or Spin(7).
The theorem above allows us to construct Spin(7) manifolds start-
ing from a Calabi-Yau, or a G2 manifold. We now describe how to
do this explicitly.
Theorem 5.6.6. 1) If (M,J, h, θ) is a Calabi-Yau 2-fold, with asso-
ciated Ka¨hler form ω, and x1, · · · , x4 are coordinates in R4, then we
can define a torsion-free Spin(7) structure (Ω, g) on M by
g = dx21 + · · ·+ dx24 + h
Ω = dx1234 + (dx12 + dx34) ∧ ω
(dx13 − dx24) ∧ ℜ(θ) − (dx14 + dx23) ∧ ℑ(θ) + 1
2
ω ∧ ω
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2) If (M,J, h, θ) is a Calabi-Yau 3-fold, with associated Ka¨hler form
ω, and x1, x2 are coordinates in R
2. Now, we can define a torsion-free
Spin(7) structure (Ω, g) on M × R2 by
g = dx21 + dx
2
2 + h
Ω = dx12 ∧ ω + dx1 ∧ ℜ(θ)− dx2 ∧ ℑ(θ) + 1
2
ω ∧ ω
3) Now, if the Calabi-Yau manifold (M,J, h, θ) has dimension 4, the
torsion-free Spin(7)-structure is given by g = h, and
Ω =
1
2
ω ∧ ω + ℜ(θ) (5.6.1)
4) Finally, for the case where (M,ϕ, h) is a G2 manifold (in which
case ϕ is torsion-free), we define a torsion-free Spin(7) structure on
M ×R by g = h+ dx2 and Ω = dx ∧ϕ+ ∗ϕ, where x is a coordinate
for R.
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