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ABSTRACT
In this dissertation we derive accurate approximations and inequalities for the distri-
bution of fixed window scan statistics for observations from a continuous model. Em-
ploying the R algorithms for multivariate normal and t probabilities developed by Genz
and Bretz (2009), these approximations and inequalities are applied to normal observa-
tions, with mean and variance being both known and unknown. These approximations
are utilized to investigate the performance of fixed window scan statistics for detecting
a local shift in the process mean for iid normal data. Both one and two dimensional
scan statistics are investigated. To detect a local change of unknown size in the process
mean, a multiple window scan statistic is introduced and compared with fixed window
scan statistics via a power comparison. These results are also extended to ARMA time
series data, which consists of dependant observations. It is concluded that both approx-
imations and inequalities are quite accurate, and when the size of a local change in the
process mean is unknown, the multiple window scan statistic outperforms fixed window
scan statistics.
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1Chapter 1
Introduction
Approximations for the distribution of moving sums of independent and identically dis-
tributed (iid) random variables have been of interest in probability and statistics (Bauer
and Hackl, 1978; Chan, 2009; Chu et al., 1995; Glaz and Johnson, 1988; Glaz and Naus,
1991; Glaz et al., 2001; Holst and Janson, 1990; Lai, 1974; Xia et al., 2009). Appli-
cations to quality control based on moving sums of iid normal random variables have
been discussed in Bauer and Hackl (1980), Westlund (1984) and Waldman (1986). Ad-
ditional research related to development of tests for detection of structural changes in an
observed process of recurrent residuals has been reported in Chu et al. (1995) and Xia
et al. (2009). These testing procedures are closely related to a testing procedure based
on scan statistics, which is defined as the maximum of moving sums for a sequence of
observations when scanning with a window of fixed length.
Most of the research on scan statistics has been focused on one dimensional case
and in particular on discrete models. The connections between moving sums and fixed
window scan statistics in the one dimensional case have been discussed by several au-
thors, including Glaz and Naus (1991), Glaz et al. (2001, 2012) and Haiman (2007).
2In the two dimensional case this connection has been discussed, among others by Alm
(1997, 1998, 1999), Chen and Glaz (1996, 1999, 2002, 2009), and Haiman and Preda
(2002, 2006). In this dissertation accurate approximations and inequalities are derived
for the distribution of both one and two dimensional fixed window scan statistics for
iid observations of continuous random variables. These approximations and inequalities
are evaluated for normal data. Based on these approximations we will also investigate
the performance of one and two dimensional multiple window scan statistics. These
multiple window scan statistics have mostly been investigated for discrete data in Glaz
and Zhang (2004); Chen and Glaz (2009).
The importance of scan statistics and their applications have been noted in many ar-
eas of science and technology, including: astronomy (Darling and Waterman, 1986), com-
puter science (Pfaltz, 1983), ecology (Cressie, 1991; Koen, 1991), epidemiology (Cressie,
1991; Kulldorff, 1997), image analysis (Rosenfeld, 1978), pattern recognition (Panayirci
and Dubes, 1983), material science (Alm, 1999) , minefield detection via remote sensing
(Glaz, 1996), signal detection in a sensor network (Guerriero et al., 2009; Song et al.,
2012), quality control (Bauer and Hackl, 1978, 1980), and reliability theory (Boutsikas
and Koutras, 2000; Fu and Koutras, 1994; Malinowski and Preuss, 1995; Saperstein,
1976). In this dissertation, we will address the implementation of our methodology to
time series models. Time series models have been employed in many areas of science and
technology, including: stock market price fluctuation in finance (Amihud, 2002), global
warming in environmental science (Webster et al., 2005), fMRI imaging in medicine
3(Friston et al., 2011) and disease case study in epidemiology (Dominici et al., 2002).
While monitoring data generated by stationary time series models, such as autoregres-
sive moving average (ARMA) models, the scientists might be interested in detecting a
local change in the observed data, triggered by a local change in the mean of the Gaus-
sian white noise component of the ARMA models. In this dissertation we will propose
to investigate the performance of a multiple window scan statistic for monitoring time
series data for an occurrence of a local change in the process mean.
This dissertation is structured as follows.
In Chapter 2, we introduce one dimensional fixed window scan statistics as the
maximum of all moving sums for a sequence of observations, when scanning with a
window of fixed length. We derive approximations and inequalities for the distribution,
expected stopping time and variance of the stopping time associated with moving sums
of independent and identically distributed continuous observations. Numerical results
are presented for a normal model, with both known and unknown mean and variance.
In Chapter 3, we generalize the methodology from the one dimensional case to the
two dimensional case, where a scan statistic is defined similarly for a rectangular region.
A Markov-like product-type approximation is derived for two dimensional fixed window
scan statistics, whose accuracy is compared with another approximation established in
Haiman and Preda (2006). Second-order Bonferroni-type inequalities are also derived,
which can be used to evaluate the accuracy of the approximations. The accuracy of these
approximations and inequalities is investigated for a normal model, where mean and
4variance being both known and unknown are discussed. Based on approximations for the
distributions of one and two dimensional fixed window scan statistics, multiple window
scan statistics are introduced as the minimum p-value from multiple fixed window scan
statistics. We investigate the performance of these multiple window scan statistics as test
statistics for detection of a local change in the mean of a normal distribution, when the
size of a change is unknown. By utilizing R algorithms for the multivariate normal and
t distributions established in Genz and Bretz (2009), numerical results are presented to
evaluate the efficiency of implementing the multiple window scan statistics and compare
their performance, via power calculations, with fixed window scan statistics.
Finally in Chapter 4 we implement our methodology for ARMA time series models.
We extend the approximations based on iid observations in Chapter 2 to correlated
observations from time series models. Scan statistics are investigated for ARMA models
with selected parameters and a Gaussian white noise. Based on the covariance structure
for the time series model, the new R algorithms for the multivariate normal distributions
established in Genz and Bretz (2009) provide readily available numerical results for the
approximations. The accuracy of these approximations is verified via a simulation study.
The multiple window scan statistic from Chapter 3 is also implemented for the detection
of a change of unknown size in the mean of Gaussian white noise. Numerical results are
presented to evaluate the efficiency of implementing the multiple window scan statistic
and compare its performance, via power calculations, with fixed window scan statistics.
We also illustrate the use of the multiple window scan statistic for a data set in Box and
5Jenkins (1976).
6Chapter 2
One Dimensional Scan Statistics
2.1 Introduction
Let X1, ...., XM , ... be a sequence of iid normal observations with mean µ and variance
σ2. Let Yr,u =
∑u
i=rXi for u ≥ r ≥ 1. For integers 2 ≤ m < M , where m is the length
of the sliding window and M is the specified range of the monitored process, define the
scan statistic
Sm,M = max
m≤j≤M
{Yj−m+1,j} . (2.1)
The sequence {Yj−m+1,j;m ≤ j ≤ M}, based on which the scan statistic is defined,
contains M −m + 1 moving sums of length m. The random variables {Yj−m+1,j;m ≤
j ≤ M} have a joint multivariate normal distribution with mean vector (mµ, ....,mµ)′
and variance and covariance matrix Σ = {σi,j}, where
σi,j =

(m− |i− j|)σ2 when |i− j| < m
0 when |i− j| ≥ m
7For 2 ≤ m ≤M and −∞ < t <∞, let
Gm,t(M) = P (Y1,m < t, Y2,m+1 < t, ...., YM−m+1,M < t) . (2.2)
The distribution of the scan statistic Sm,M is given by
P (Sm,M < t) = Gm,t(M). (2.3)
Equivalently, the probability that the scan statistic exceeds level t is given by
P (Sm,M ≥ t) = 1−Gm,t(M). (2.4)
When the values of m,M and t are clearly understood, we abbreviate Gm,t(M) and Sm,M
to G(M), and Sm, respectively. This scan statistic can be used in detecting a local change
in the process mean within a sequence ofM observations via testing the null hypothesis of
randomness, H0, that assumesXi, 1 ≤ i ≤M, are iid normal random variables with mean
µ0 and variance σ
2. For the alternative hypothesis, H1, of a local change in µ , one often
specifies a segment of m consecutive observations R(i0,m) = {i0, i0 + 1, ...., i0 +m− 1},
where 1 ≤ i0 ≤M −m+ 1 is unknown and 2 ≤ m ≤M/4 is a specified window length.
Under H1, for any i0 ≤ i ≤ i0 + m − 1, Xi has a normal distribution with mean µ1
and variance σ2, where µ1 > µ0. For i /∈ R(i0,m), X ′is are distributed according to the
distribution specified by the null hypothesis. When the length of the sliding window m
8is known, the generalized likelihood ratio test rejects the null hypothesis of randomness
in favor of the local change alternative hypothesis H1, whenever Sm,M exceeds the value
t, where t is determined from P (Sm,M ≥ t|H0) = α, where α is a specified significance
level of the testing procedure (Glaz et al., 2001).
Approximations for the distribution of moving sums of iid discrete random variables
have been investigated in Glaz and Naus (1991). Accurate approximations, via extremes
of a 1-dependent stationary sequence, have been derived in Haiman (2007). In this chap-
ter, we extend the approach in Glaz and Naus (1991) to moving sums of iid continuous
random variables. In Section 2.2, Theorem 1, we present inequalities for the distribu-
tion of moving sums of iid random variables. In Section 2.3, we present approximations
for G(M). In Sections 2.4 and 2.5, approximations and inequalities are derived for the
expected time and variance of the time it takes a moving sum of length m to cross a
specified level t, respectively. In Section 2.6, we describe how to implement the results
presented in Sections 2.1-2.5 for a sequence of iid normal random variables with mean µ
and variance σ2. Both cases of µ and σ2 being known and unknown are discussed. For
the case of σ2 unknown, Theorem 2 confirms that the approximations and inequalities
derived in Sections 2.1-2.5 remain valid. In turn, these approximations can be employed
to implement the scan statistic defined in (2.1).
The new R algorithms for multivariate normal and t distributions (Genz and Bretz,
2009) provide readily available numerical results to evaluate upper tail probabilities for
the scan statistic. In Section 2.7, we present numerical results for a scan statistic based
9on the inequalities and approximations discussed in this article. Concluding remarks are
given in Section 2.8.
2.2 Inequalities for G(M)
Let X1, ...., XM be iid continuous random variables with mean µ and variance σ
2. Let
Yr,u =
∑u
i=rXi for u ≥ r ≥ 1, and Yr,u = −∞, otherwise. For integers 2 ≤ m ≤ R ≤
U ≤M and −∞ < t <∞, define
NR,U = max
R≤j≤U
{Yj−m+1,j} ,
to be the largest element in a sequence of moving sums of length m. Let
τm,t = inf {k ≥ m;Yk−m+1,k ≥ t} ,
be the waiting time time for a sequence of moving sums of length m to exceed a level t.
For 0 ≤ j ≤ m− 1, define G(j) = 1. For M ≥ m, let
Gm,t(M) = P (τm,t > M) = P (Nm,M < t),
10
denote the probability of no exceedance of level t within a block of M−m+1 consecutive
moving sums of length m. Let
fm,t(k) = P (τm,t = k) ,
be the probability that the first exceedance of level t by a sequence of moving sums of
length m occurs at time k. When the values of m and t are clearly understood we will
abbreviate τm,t, Gm,t(M) and fm,t(k) to τ , G(M) and f(k), respectively. The following
two lemmas are needed to establish probability inequalities for G(M).
Lemma 1 For integers L ≥ 1 and k ≥ Lm,
f(k) ≤ G(k − Lm)f(Lm). (2.5)
Proof For k ≥ (L+ 1)m,
f(k) = P {(Nm,k−1 < t) ∩ (Yk−m+1,k ≥ t)}
= P {(Nm,k−Lm < t) ∩ (Nk−Lm+1,k−1 < t) ∩ (Yk−m+1,k ≥ t)}
≤ P {(Nm,k−Lm < t) ∩ (Nk−(L−1)m,k−1 < t) ∩ (Yk−m+1,k ≥ t)}
= P (Nm,k−Lm < t)P
{(
Nk−(L−1)m,k−1 < t
) ∩ (Yk−m+1,k ≥ t)}
= G(k − Lm)f(Lm).
11
where the last step follows from the stationary property of the moving sums of iid random
variables.
To verify inequality (2.5) for Lm ≤ k ≤ (L + 1)m − 1, note that G(j) = 1 for
0 ≤ j ≤ m− 1. Therefore, for L = 1 and 2 ≤ m ≤ k ≤ 2m− 1,
f(k) = P {(Nm,k−1 < t) ∩ (Yk−m+1,k ≥ t)}
≤ P (Yk−m+1,k ≥ t) = P (Y1,m ≥ t) = f(m)
= G(k −m)f(m).
For L ≥ 2,
f(k) = P {(Nm,k−1 < t) ∩ (Yk−m+1,k ≥ t)}
≤ P {(Nk−(L−1)m,k−1 < t) ∩ (Yk−m+1,k ≥ t)}
= f(Lm) = G(k − Lm)f(Lm).
This concludes the proof of Lemma 1.
Lemma 2 For integers L ≥ 1 and k ≥ (L+ 1)m,
f(k) ≥ G(k − Lm)f((L+ 1)m). (2.6)
12
Proof Let
E1 = (Nm,k−Lm < t)
and
E2 = {(Nk−Lm,k−1 < t) ∩ (Yk−m+1,k ≥ t)}.
Let
S = (Xk−Lm+1, ...., Xk).
Conditioned on S, the indicator random variables IE1 and IE2 are decreasing functions
of X1,...., Xk−Lm. Therefore, if follows from J.D. Esary and Walkup (1967), Section 2,
that
P (E1 ∩ E2|S) ≥ P (E1|S)P (E2|S) = P (E1)P (E2|S).
By Averaging over the density of S we get
P (E1 ∩ E2) ≥ P (E1)P (E2) = G(k − Lm)f((L+ 1)m).
This concludes the proof of Lemma 2.
Now we state a theorem about lower and upper bounds for G(M) for iid continuous
random variables. The case of iid integer valued random variables has been investigated
in Glaz and Naus (1991).
Theorem 1 For integers i,m ≥ 2 and L ≥ 1 :
13
G(M) ≥ G(im)[
1 + G(Lm−1)−G(Lm)
G((L+1)m−1)
]M−im , forM ≥ (i ∨ L)m, (2.7)
and
G(M) ≤ G(im){1− [G((L+ 1)m−1)−G((L+ 1)m)]}M−im, for M ≥ (i∨ (L+ 1))m.
(2.8)
Proof We first derive a lower bound for G(M). For k ≥ Lm, it follows from Lemma
1 that
f(k) = G(k − 1)−G(k) ≤ G(k − Lm)f(Lm).
The indicator random variables of the events (Nm,u < t) and (Nu−m+2,u+v < t) are
decreasing functions of X ′is. It follows J.D. Esary and Walkup (1967), Section 2, that
for u ≥ m and v ≥ 0
G(u+ v) = P {(Nm,u < t) ∩ (Nu−m+2,u+v < t)}
≥ P (Nm,u < t)P (Nu−m+2,u+v < t)
= G(u)G(v +m− 1).
14
In particular, for k ≥ Lm, u = k − Lm and v = Lm, the inequality above implies that
G(k − Lm) ≤ G(k)/G((L+ 1)m− 1).
Therefore,
G(k − 1)−G(k) ≤ f(Lm)G(k)/G((L+ 1)m− 1),
leading to
G(k − 1) ≤ (1 +B1,L)G(k),
or equivalently
G(k − 1)(1 +B1,L)k−1 ≤ G(k)(1 +B1,L)k,
where
B1,L =
f(Lm)
G((L+ 1)m− 1) .
The last inequality implies that
G(k)(1 +B1,L)
k
is an increasing function in k. Therefore, for L ≥ 1 and M ≥ (i ∨ L)m,
G(M)(1 +B1,L)
M ≥ G(im)(1 +B1,L)im
15
or equivalently
G(M) ≥ G(im)/(1 +B1,L)M−im
=
G(im)[
1 + f(Lm)
G((L+1)m−1)
]M−im
=
G(im)[
1 + G(Lm−1)−G(Lm)
G((L+1)m−1)
]M−im .
To derive the upper bound for G(M), note that Lemma 2 implies that for k ≥ (L+1)m,
f(k) = G(k − 1)−G(k) ≥ f((L+ 1)m)G(k − Lm) ≥ f((L+ 1)m)G(k − 1). (2.9)
For L ≥ 1, let
A1,L = f(L+ 1)m).
It follows from inequality (2.9) that
G(k) ≤ G(k − 1)(1− A1,L)
or equivalently
G(k)/(1− A1,L)k ≤ G(k − 1)/(1− A1,L)k−1.
Therefore,
G(k)/(1− A1,L)k
16
is a decreasing function of k. This fact implies that for L ≥ 1 and M ≥ (i ∨ (L+ 1))m,
G(M)/(1− A1,L)M ≤ G(im)/(1− A1,1)im
or equivalently
G(M) ≤ G(im)[1− f((L+ 1)m)]M−im
= G(im){1− [G((L+ 1)m− 1)−G((L+ 1)m)]}M−im.
This concludes the proof of Theorem 1.
Remark. The proofs of Lemma 1, Lemma 2 and Theorem 1 follow closely the
approach in Glaz and Naus (1991), where similar probability inequalities were derived
for moving sums of iid integer valued random variables.
For computing the bounds for G(M), we employ, i = 2 and L = 2 for the lower
bound and i = 2 and L = 1 for the upper bound. For these choices of i and L, and since
G(3m− 1) ≥ G(2m− 1)G(2m), the inequalities in Theorem 1 reduce to:
G(M) ≥ G(2m)[
1 + G(2m−1)−G(2m)
G(2m−1)G(2m)
]M−2m , M ≥ 2m, (2.10)
and
G(M) ≤ G(2m){1− [G(2m− 1)−G(2m)]}M−2m, M ≥ 2m. (2.11)
17
To prove that the upper bound is always larger than the lower bound, one needs to
show the following inequality
1− [G(2m− 1)−G(2m)] ≥ 1
1 + G(2m−1)−G(2m)
G(2m−1)G(2m)
=
G(2m− 1)G(2m)
G(2m− 1)G(2m) +G(2m− 1)−G(2m) .
Multiply both sides of the inequality by G(2m − 1)G(2m) + G(2m − 1) − G(2m) and
factor out G(2m− 1)G(2m), one gets
[G(2m− 1)−G(2m)][1−G(2m− 1)G(2m)−G(2m− 1) +G(2m)] ≥ 0
which is equivalent to
[1−G(2m− 1)][1 +G(2m)] ≥ 0
which holds always and we expect these bounds to be tight for a large value of t, since
they converge as G(2m)→ 1 and G(2m−1)−G(2m)→ 0, which is satisfied as t −→∞.
2.3 Approximations for G(M)
We now proceed to derive a Markov-type approximation for G(M) following a method
introduced in Naus (1982). Let M = Km+ υ, where K ≥ 3,m ≥ 2 and 0 ≤ υ ≤ m− 1
18
are integers. Then, for 2 ≤ L ≤ K − 1
G(M) = P
{
max
m≤k≤M
Yk−m+1,k < t
}
= P
(⋂K
j=1Ej
)
= P
(
L−1⋂
i=1
Ei
)∏K
j=LP
(
Ej|
⋂j−1
h=1Eh
)
, (2.12)
where for 1 ≤ j ≤ K − 1
Ej =
(
max
jm≤k≤(j+1)m
Yk−m+1,k < t
)
,
which can be interpreted as the event of no exceedance of level t within a block of m+ 1
consecutive partial sums of length m, and
EK =
(
max
Km≤k≤Km+υ
Yk−m+1,k < t
)
.
19
By conditioning on most recent past of L ≥ 2 events Ej in (2.12), we propose the
following approximation for G(M):
G(M) ≈ P
(
L−1⋂
i=1
Ei
)[∏K−1
j=L P
(
Ej|
j−1⋂
h=j−L+1
Eh
)]
P
(
EK |
K−1⋂
p=K−L+1
Ep
)
= P
(
L⋂
i=1
Ei
)
∏K−1
j=L+1

P
(
j⋂
h=j−L+1
Eh
)
P
(
j−1⋂
h=j−L+1
Eh
)


P
(
K⋂
p=K−L−1
Ep
)
P
(
K−1⋂
p=K−L1
Ep
)
= G((L+ 1)m)
[
G((L+ 1)m)
G(Lm)
]K−L−1
G(Lm+ υ)
G(Lm)
. (2.13)
Equation (2.13) follows from the fact that for 2 ≤ L ≤ K − 1, the events {Ej; 1 ≤
j ≤ K − 1} and {Ej−L+1 ∩ · · · · ∩Ej; 2 ≤ j ≤ K − L + 1} are stationary and that for
1 ≤ L ≤ K−2, P
(
L⋂
i=1
Ei
)
= G((L+1)m) and P (EK−L∩· · · ·∩EK) = G((L+1)m+υ).
For L = 2, the above approximation reduces to:
G(M) ≈ G(3m)
[
G(3m)
G(2m)
]K−3
G(2m+ υ)
G(2m)
.
If M = Km, approximation (2.13) simplifies to
G(M) ≈ G((L+ 1)m)
[
G((L+ 1)m)
G(Lm)
]K−L−1
. (2.14)
20
For M = Km and L = 2 this approximation reduces to:
G(M) ≈ G(3m)
[
G(3m)
G(2m)
]K−3
. (2.15)
Haiman (1999, 2007) derived accurate approximations for G(M) for iid discrete ran-
dom variables. These approximations are valid as well for iid continuous random vari-
ables. A nice feature of these approximations is that a sharp error bound can be easily
evaluated. For the problem at hand, for any t and M ≥ 3m, such that 1−G(2m) ≤ .025
and 3.3M [1 − G(2M)]2 ≤ 1, the following approximation for G(M) is obtained from
Haiman (2007), Corollary 2 and Equation 2.2:
G(M) ≈
2G(2m)−G(3m)[
1 +G(2m)−G(3m) + 2 (G(2m)−G(3m))2]M/m−1 , (2.16)
with an error bound of approximately
3.3[1−G(2m)]2(M/m− 1). (2.17)
In Section 2.7, based on approximations (2.15) and (2.16), we evaluate approximations
for the distribution of the scan statistic for a sequence of iid normal and t random
variables.
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2.4 Approximations and Inequalities for E(τ )
Recall from Section 2.2, that τ is the waiting time for moving sums to exceed level t.
Since,
E(τ) =
∑∞
M=0P (τ > M) = m+
∑∞
M=mP (τ > M)
= m+
∑(L+1)m
M=m G(M) +
∑∞
M=(L+1)m+1G(M), (2.18)
approximations and inequalities for G(M) yield approximations and inequalities for
E(τ).
For L ≥ 1, it follows from (2.18) and (2.13) that an approximation for E(τ) is given
by:
E(τ) ≈ m+
∑(L+1)m
M=m G(M) +
∑m
υ=1
∑∞
K=L+1G((L+ 1)m)
[
G((L+ 1)m)
G(Lm)
]K−L−1
× G(Lm+ υ)
G(Lm)
= m+
∑(L+1)m
M=m G(M) +G((L+ 1)m)
∑m
υ=1
G(Lm+ υ)
G(Lm)
∑∞
K=L+1
[
G((L+ 1)m)
G(Lm)
]K−L−1
.
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Therefore,
E(τ) ≈ m+
∑(L+1)m
M=m G(M) +G((L+ 1)m)
G(Lm)
G(Lm)−G((L+ 1)m)
×∑mυ=1G(Lm+ υ)G(Lm)
= m+
∑Lm
M=mG(M) +
G(Lm)
G(Lm)−G((L+ 1)m)
∑m
υ=1G(Lm+ υ). (2.19)
For L = 2, we get the following approximation for E(τ):
E(τ) ≈ m+
∑2m
M=mG(M) +
G(2m)
G(2m)−G(3m)
∑m
υ=1G(2m+ υ). (2.20)
By summing the geometric series in (2.7) for i = L ≥ 2, we get the following lower
bound for E(τ) :
E(τ) ≥ m+∑Lm−1M=mG(M) +G(Lm) [1 + G((L+ 1)m− 1)G(Lm− 1)−G(Lm)
]
. (2.21)
By summing the geometric series in (2.8) for i = L+ 1, L ≥ 1, we get the following
upper bound for E(τ) :
E(τ) ≤ m+∑(L+1)m−1M=m G(M) + G((L+ 1)m)G((L+ 1)m− 1)−G((L+ 1)m) . (2.22)
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With L = 2 for the lower bound and L = 1 for the upper bound:
E(τ) ≥ m+∑2m−1M=mG(M) +G(2m) [1 + G(2m− 1)G(2m)G(2m− 1)−G(2m)
]
(2.23)
and
E(τ) ≤ m+∑2m−1M=mG(M) + G(2m)G(2m− 1)−G(2m) . (2.24)
For large value of t, G(2m−1), G(2m)→ 1 and G(2m−1)−G(2m)→ 0. Therefore,
the value of both bounds for E(τ) will be large and dominated by m+
∑2m−1
M=mG(M) +
1/[G(2m− 1)−G(2m)]. The difference between these bounds will be at most 1.
2.5 Approximations and Inequalities for V ar(τ )
Approximations and inequalities for E(τ) have been derived in Section 2.4. Since,
V ar(τ) = E[τ(τ − 1)] + E(τ)− [E(τ)]2, (2.25)
approximations and inequalities for E[τ(τ−1)] will yield approximations and inequalities
for V ar(τ). For L ≥ 1, the following representation for E[τ(τ − 1)] is employed:
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E[τ(τ − 1)] = 2∑∞M=1MG(M) = 2∑m−1M=1M + 2∑(L+1)mM=m MG(M)
+ 2
∑∞
M=(L+1)m+1MG(M)
= m(m− 1) + 2∑(L+1)mM=m MG(M) + 2∑∞M=(L+1)m+1MG(M). (2.26)
For clarity, we defer the technical details related to the derivation of the approx-
imation and inequalities for E[τ(τ − 1)], via the approximation and inequalities for∑∞
M=(L+1)m+1MG(M), to the end of this section. We present below a simple approxi-
mation and inequalities for V ar(τ). This approximation is evaluated in Section 2.7.
For L = 2, it follows from (2.35) that
E[τ(τ − 1)] ≈ m(m− 1) + 2∑3mM=mMG(M) + 2mx(3− 2x)(1− x)2 ∑mυ=1G(2m+ υ)
+
2x
1− x
∑m
υ=1υG(2m+ υ) = ÊL=2[τ(τ − 1)],
where
x =
G(3m)
G(2m)
.
Therefore, for L = 2, an approximation for V ar(τ) is given by:
ÊL=2[τ(τ − 1)] + ÊL=2(τ)−
[
ÊL=2(τ)
]2
. (2.27)
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For L = 2, we get from (2.40) that:
E[τ(τ − 1)] ≥ m(m− 1) + 2∑2mM=mMG(M) + 2mG(2m)u(1− um)(3− 2um)(1− u)(1− um)2
+
2G(2m)u[1− (m+ 1)um +mum+1]
(1− u)2(1− um) = LBL=2 {E[τ(τ − 1)]} , (2.28)
where
u =
G(2m− 1)G(2m)
G(2m− 1)G(2m) +G(2m− 1)−G(2m) .
Hence:
V ar(τ) ≥ LBL=2 {E[τ(τ − 1)]}+ LBL=2E(τ)− [UBL=1E(τ)]2 . (2.29)
For L = 1, inequality (2.38) implies:
E[τ(τ − 1)] ≤ m(m− 1) + 2∑2mM=mMG(M) + 2mG(2m)y(1− ym)(2− ym)(1− y)(1− ym)2
+
2G(2m)y[1− (m+ 1)ym +mym+1]
(1− y)2(1− ym) = UBL=1 {E[τ(τ − 1)]} , (2.30)
where
y = 1− [G(2m− 1)−G(2m)].
This yields the following upper bound:
V ar(τ) ≤ UBL=1 {E[τ(τ − 1)]}+ UBL=1E(τ)− [LBL=2E(τ)]2 . (2.31)
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We now derive approximations and inequalities for
∑∞
M=(L+1)m+1MG(M) andE[τ(τ−
1)], based on which approximations and inequalities for V ar(τ) have been obtained.
To approximate
∑∞
M=(L+1)m+1MG(M), let M = Km+υ, where K ≥ 2 and 1 ≤ υ ≤
m. Then,
∑∞
M=(L+1)m+1MG(M) ≈
∑m
υ=1
∑∞
K=L+1(Km+ υ)G((L+ 1)m)
×
[
G((L+ 1)m)
G(Lm)
]K−L−1
G(Lm+ υ)
G(Lm)
.
It follows that,
∑∞
M=(L+1)m+1MG(M) ≈
G((L+ 1)m)
G(Lm)
∑m
υ=1G(Lm+ υ)
×
{
m
∑∞
K=L+1K
[
G((L+ 1)m)
G(Lm)
]K−L−1
+ υ
∑∞
K=L+1
[
G((L+ 1)m)
G(Lm)
]K−L−1}
.
To simplify the presentation of the results we will use the following notation:
x =
G((L+ 1)m)
G(Lm)
.
Then,
∑∞
M=(L+1)m+1MG(M) ≈ x
∑m
υ=1G(Lm+υ)
(
m
∑∞
K=L+1Kx
K−L−1 + υ
∑∞
K=L+1x
K−L−1) .
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Since 0 < x < 1, the following geometric series sums to:
∑∞
K=L+1x
K−L−1 =
1
1− x.
To sum ∑∞
K=L+1Kx
K−L−1,
we employ the following well know identity
∑∞
j=1jx
j−1 =
1
(1− x)2 .
It follows that
∑∞
K=L+1Kx
K−L−1 =
1
xL
∑∞
K=L+1Kx
K−1 =
1
xL
[∑∞
K=1Kx
K−1 −∑LK=1KxK−1]
=
1
xL
[
1
(1− x)2 −
∑L
K=1Kx
K−1
]
=
1
xL(1− x)2 −
1
xL
∑L
K=1Kx
K−1.
Since
∑L
K=1Kx
K−1 =
d
dx
[∑L
K=0x
K
]
=
d
dx
[
1− xL+1
1− x
]
=
1 + LxL+1 − (L+ 1)xL
(1− x)2 , (2.32)
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we get
∑∞
K=L+1Kx
K−L−1 =
1
xL(1− x)2
[
(L+ 1)xL − LxL+1]
=
L+ 1− Lx
(1− x)2 . (2.33)
Hence,
∑∞
M=(L+1)m+1MG(M) ≈ x
∑m
υ=1G(Lm+ υ)
[
m(L+ 1− Lx)
(1− x)2 +
υ
1− x
]
=
mx(L+ 1− Lx)
(1− x)2
∑m
υ=1G(Lm+ υ) +
x
1− x
∑m
υ=1υG(Lm+ υ)
(2.34)
and
E[τ(τ − 1)] ≈ m(m− 1) + 2∑(L+1)mM=m MG(M) + 2mx(L+ 1− Lx)(1− x)2 ∑mυ=1G(Lm+ υ)
+
2x
1− x
∑m
υ=1υG(Lm+ υ). (2.35)
We now derive bounds for
∑∞
M=(L+1)m+1MG(M) and E[τ(τ − 1)]. Let M = Km+υ,
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where K ≥ 2 and 1 ≤ υ ≤ m. Note that:
∑∞
M=(L+1)m+1MG(M) ≤
∑m
υ=1
∑∞
K=L+1(Km+ υ)G((L+ 1)m) (2.36)
× {1− [G((L+ 1)m− 1)−G(L+ 1)m)]}Km+υ−(L+1)m
= G((L+ 1)m)
∑m
υ=1 {1− [G((L+ 1)m− 1)−G((L+ 1)m)]}υ
×∑∞K=L+1(Km+ υ) {1− [G((L+ 1)m− 1)−G((L+ 1)m)]}Km−(L+1)m .
Therefore,
∑∞
M=(L+1)m+1MG(M) ≤ G((L+ 1)m)
∑m
υ=1 {1− [G((L+ 1)m− 1)−G((L+ 1)m)]}υ
×m∑∞K=L+1K {1− [G((L+ 1)m− 1)−G((L+ 1)m)]}Km−(L+1)m
+G((L+ 1)m)
∑m
υ=1υ {1− [G((L+ 1)m− 1)−G((L+ 1)m)]}υ
×∑∞K=L+1 {1− [G((L+ 1)m− 1)−G((L+ 1)m)]}Km−(L+1)m .
To simplify the presentation of the results, let
y = 1− [G((L+ 1)m− 1)−G((L+ 1)m)]
and
z = ym.
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Then,
∑∞
M=(L+1)m+1MG(M) ≤ mG((L+ 1)m)
∑m
υ=1y
υ
∑∞
K=L+1Kz
K−L−1
+G((L+ 1)m)
∑m
υ=1υy
υ
∑∞
K=L+1z
K−L−1. (2.37)
The first and fourth sums are geometric series in y and z, respectively, and have the
following simple expressions:
∑m
υ=1y
υ =
y(1− ym)
1− y
and ∑∞
K=L+1z
K−L−1 =
1
1− z =
1
1− ym .
It follows from identity in (2.32) that:
∑m
υ=1υy
υ =
y[1− (m+ 1)ym +mym+1]
(1− y)2 .
Equation (2.33) implies:
∑∞
K=L+1Kz
K−L−1 =
L+ 1− Lz
(1− z)2 =
L+ 1− Lym
(1− ym)2 .
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Therefore,
E[τ(τ − 1)] ≤ m(m− 1) + 2∑(L+1)mM=m MG(M) + 2mG((L+ 1)m)y(1− ym)(L+ 1− Lym)(1− y)(1− ym)2
+
2G((L+ 1)m)y[1− (m+ 1)ym +mym+1]
(1− y)2(1− ym) . (2.38)
We now derive a lower bound for
∑∞
M=Lm+1MG(M) and E[τ(τ − 1)]. For i = L, it
follows from the lower bound for G(M) in (2.7) that:
∑∞
M=Lm+1MG(M) ≥
∑m
υ=1
∑∞
K=L(Km+ υ)
G(Lm)[
1 + G(Lm−1)−G(Lm)
G((L+1)m−1)
]Km+υ−Lm (2.39)
≥∑mυ=1∑∞K=L(Km+ υ) G(Lm)[
1 + G(Lm−1)−G(Lm)
G(Lm−1)G(Lm)
]Km+υ−Lm
The right hand side of the inequality (2.39) has the same structure as the inequality
(2.36). Let
u =
G(Lm− 1)G(Lm)
G(Lm− 1)G(Lm) +G(Lm− 1)−G(Lm)
and
w = um.
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Therefore, for L ≥ 1:
E[τ(τ − 1)] ≥ m(m− 1) + 2∑LmM=mMG(M) + 2mG(Lm)u(1− um)(L+ 1− Lum)(1− u)(1− um)2
+
2G(Lm)u[1− (m+ 1)um +mum+1]
(1− u)2(1− um) . (2.40)
2.6 Moving Sums for Normal Observations
Let X1, ...., XM , .... be iid normal random variables with mean µ and variance σ
2. With-
out loss of generality we can assume that µ = 0. Otherwise, we will consider the sequence
of recurrent residuals (Bauer and Hackl (1980), Section 1.2):
Wi =
(i− 1)Xi −
∑i−1
j=1Xj√
i(i− 1) , i ≥ 2,
which are iid normal random variables with mean equal to 0 and variance equal to σ2.
First, we consider the case of σ2 being known, and without loss of generality assume σ2 =
1. We employ a randomized quasi Monte-Carlo R algorithm for evaluating multivariate
normal probabilities (Genz and Bretz, 2009) to evaluate the approximations and bounds
for the distribution and moments of moving sums that have been derived in Sections 2.1-
2.5. Approximations and bounds for probabilities of moving sums yield approximations
and bounds for tail probabilities of the scan statistic in Equation (2.4). Numerical results
for selected values of the parameters are presented in Section 2.7.
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We now consider the case of σ2 being unknown. In what follows, we will show how
one can generalize Theorem 1, Section 2.2, to derive approximations and bounds for the
distribution and the moments of moving sums.
Let X1, X2, .....be iid normal random variables with mean 0 and unknown variance
σ2. Assume that a training sample of n0 iid normal random variables, independent of
the X ′is, and with the same distribution as X1, has been observed. Let S
2 be the sample
variance based on n0 observations in the training sample. For i ≥ 1, Define
X∗i =
Xi
S
,
then the X∗i ’s are from a t distribution with n0 − 1 degrees of freedom. Let Y ∗r,u =∑u
i=rX
∗
i , for u ≥ r ≥ 1, and Y ∗r,u = −∞, otherwise. For integers U ≥ R ≥ m ≥ 2 and
−∞ < t <∞, define
N∗R,U = max
R≤k≤U
{
Y ∗k−m+1,k
}
and
τ ∗m,t = inf
{
k ≥ m;Y ∗k−m+1,k ≥ t
}
.
For 0 ≤ j ≤ m− 1, define Hm,t(j) = 1. For M ≥ m, let
Hm,t(M) = P
(
τ ∗m,t > M
)
= P (N∗m,M < t)
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and
f ∗m,t(k) = P
(
τ ∗m,t = k
)
.
When the values of m and t are clearly understood we will abbreviate τ ∗m,t, Hm,t(M) and
f ∗m,t(k) to τ
∗, H(M) and f ∗(k), respectively.
For k ≥ m, the random variables
Y ∗k−m+1,k√
m
=
∑k
i=k−m+1X
∗
i√
m
=
∑k
i=k−m+1Xi√
mS
have a t distribution with n0 − 1 degrees of freedom. The following result holds:
Theorem 2. For integers i,m ≥ 2 and L ≥ 1 :
H(M) ≥ H(im)[
1 + H(Lm−1)−H(Lm)
H((L+1)m−1)
]M−im , for M ≥ (i ∨ L)m, (2.41)
and
H(M) ≤ H(im){1− [H((L+1)m−1)−H((L+1)m)]}M−im, for M ≥ (i∨(L+1))m.
(2.42)
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Proof It follows from the definition of H(M) that
H(M) = P (N∗m,M < t) = P
(
max
m≤k≤M
{
Y ∗k−m+1,k
}
< t
)
= P
(
max
m≤k≤M
{
Yk−m+1,k
S
}
< t
)
= P
(
max
m≤k≤M
{
Yk−m+1,k√
mS
}
<
t√
m
)
= P
(
Y1,m√
mS
<
t√
m
,
Y2,m+1√
mS
<
t√
m
, .....,
Ym+1,M√
mS
<
t√
m
)
,
where for 1 ≤ j ≤M −m+ 1, Yj,j+m−1 =
∑j+m−1
i=j Xi .Therefore,
Y1,m√
mS
,
Y2,m+1√
mS
, ....,
Ym+1,M√
mS
, ....
is a sequence of moving sums of t random variables {X∗i = Xi/S; i ≥ 1} . The inequalities
of Theorem 2 follow from Theorem 1.
All the approximations and the inequalities derived in Sections 2.3-2.5 remain valid
for the case of σ2 being unknown by replacing G(M) with H(M).
Remark: For the special case of i = 2, L = 2 and M = KM, K ≥ 4, we get the
following approximation and inequalities for H(M):
H(M) ≈ H(3m)
[
H(3m)
H(2m)
]K−3
(2.43)
H(M) ≥ H(2m)[
1 + H(2m−1)−H(2m)
H(2m−1)H(2m)
]M−2m , for M ≥ 2m. (2.44)
For i = 2 and L = 1, we get
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H(M) ≤ H(2m){1− [H(2m− 1)−H(2m)]}M−2m, for M ≥ 2m. (2.45)
2.7 Numerical Results
In Tables 2.1 − 2.4, for selected values of parameters M , m and t, approximations and
bounds are evaluated for tail probabilities of the statistic defined in Section 2.1, for iid
normal random observations with mean 0 and variance 1. These numerical results are
obtained from the R algorithm for the multivariate normal distribution in Genz and Bretz
(2009). In Table 2.5, for m = 30, M = 750 and selected values of t, approximations and
bounds are presented for scan statistic probabilities, for iid normal random variables with
mean 0, unknown variance σ2. For illustration, the unknown variance σ2 was estimated
from an independent preliminary sample of 50 iid normal random variables with mean
0 and σ2 = 1. These numerical results have been evaluated via the R algorithm for the
multivariate t distribution in Genz and Bretz (2009).
In Tables 2.1 − 2.4, APPRX1, LB and UB are evaluated via the approximation
and bounds for G(M) in (2.15), (2.10) and (2.11), respectively. In Table 2.5, APPRX1,
LB and UB are evaluated via similar approximations and bounds for H(M). In Tables
2.1 − 2.4, APPRX2 and Error Bound are evaluated via Equations (2.16) and (2.17),
respectively. In Table 2.5, these quantities are evaluated similarly, for the t distribution
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model. In Tables 2.1 − 2.5,the error bounds have been evaluated only for a restricted
range of probabilities, as specified in Section 2.3, based on Haiman (2007), Corollary 2.
In Tables 2.6 − 2.9, for selected values of parameters, for iid normal observations
with mean 0 and variance 1, we present numerical results for the approximation of
E(τ), SD(τ) (the standard deviation of τ) and their bounds, based on (2.20), (2.27),
(2.23), (2.24), (2.29) and (2.31) respectively. In Table 2.10, for selected values of param-
eters, for iid normal observations with mean 0 and unknown variance, estimated from a
preliminary sample of size 50, (for the simulation algorithms without loss of generality
we used σ2 = 1), we present numerical results for the approximation of E(τ), SD(τ)
and their bounds.
Based on the numerical results presented in Tables 2.1−2.5, one can conclude that the
approximations and bounds are quite accurate. The approximations for E(τ) and SD(τ)
in Tables 2.6 − 2.10 appear to be accurate as well. Their accuracy was confirmed by
simulating 10,000 sequences of moving sums of iid normal random variables. Moreover,
repeated evaluations of E(τ) and SD(τ) via R algorithms in Genz and Bretz (2009)
yielded stable results (within 2% of each other).
We have also presented here numerical results for the inequalities of E(τ) and SD(τ),
derived in Sections 2.4 and 2.5, respectively, but they are unstable for large values of
t, when G(2m) (or H(2m)) exceeds the value .90. The reason for that is that these
approximations include in the denominator the termG(2m−1)−G(2m) (e.g. inequalities
for E(τ) in (2.23) and (2.24)), which is close to 0. Apparently the R algorithm in Genz
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and Bretz (2009) is not accurate enough to estimate values of G(2m− 1)−G(2m) that
are close to 0, thus yielding inaccurate inequalities for E(τ) and SD(τ).
2.8 Conclusion
In this chapter approximations and inequalities have been derived for the distribution,
expected stopping time and variance of the stopping time associated with moving sums
of independent and identically distributed continuous random variables. These approx-
imations and bounds yielded approximations and bounds for scan statistic probabilities
that can be employed in detecting a local change in the mean of iid normal observations.
Numerical results presented in Section 2.7, have been evaluated via new R algorithms
for multivariate normal and t distributions in Genz and Bretz (2009). Based on the nu-
merical results, we can conclude that the approximations and bounds for scan statistic
probabilities associated with the distributions of moving sums are accurate and stable,
as are the approximations for E(τ) and SD(τ). New algorithms are needed for eval-
uating accurately the inequalities for E(τ) and SD(τ), derived in Section 2.4 and 2.5,
respectively.
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Chapter 3
Two Dimensional Scan Statistics
3.1 Introduction
For 1 ≤ i ≤ M1 and 1 ≤ j ≤ M2, let Xij be iid observations from a continuous
distribution with mean µ and variance σ2. For 2 ≤ mk ≤Mk − 1, 1 ≤ ik ≤Mk −mk + 1
and k = 1, 2, define
Yi1,i2 =
i1+m1−1∑
i=i1
i2+m2−1∑
j=i2
Xij, (3.1)
as a moving sum in a m1 × m2 rectangular grid. These moving sums follow a multi-
variate distribution with a (M1 − m1 + 1) × (M2 − m2 + 1) dimensional mean vector
(m1m2µ, ....,m1m2µ)
′ and covariance matrix Σ whose elements equal to σ2 times the
number of observations that belong to both of the corresponding moving sums. A two
dimensional scan statistic, Sm1,m2(M1,M2), is defined as the maximum of moving sums
over all m1 ×m2 rectangular grids within the range to be monitored:
Sm1,m2(M1,M2) = max {Yi1,i2 ; 1 ≤ ik ≤Mk −mk + 1, k = 1, 2} . (3.2)
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To simplify the presentation of results, we will assume that M1 = M2 = M , m1 =
m2 = m and M = Lm, where m, L ≥ 3. For 2 ≤ m ≤M and −∞ < t <∞, let
Gm,t(M) = P (max {Yi1,i2 ; 1 ≤ ik ≤Mk −mk + 1, k = 1, 2} < t). (3.3)
The distribution of the scan statistic Sm,m(M,M) is given by
P (Sm,m(M,M) < t) = Gm,t(M).
When the values of m,M and t are clearly understood, we abbreviate Gm,t(M) and
Sm,m(M,M) to G(M) and Sm,m respectively.
The chapter is organized as follows. Approximations and inequalities for the distri-
bution of two dimensional scan statistics, based on iid observations from a continuous
distribution, are given in Section 3.2 and 3.3 respectively. In Section 3.4, we present
one and two dimensional multiple window scan statistics for normal data. Models with
known and unknown mean and variance are discussed. These scan statistics are designed
for detecting a local change in the mean of a normal model in a given region. Based
on Genz and Bretz (2009) algorithms for the multivariate normal and t distributions,
we present algorithms for implementing these multiple window scan statistics and eval-
uating their power for a specified alternative. In Section 3.5, for selected values of the
parameters, numerical results are presented to evaluate the performance of proposed
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approximations, inequalities and multiple window scan statistics. Concluding remarks
are presented in Section 3.6.
3.2 Approximations for G(M)
For 1 ≤ i1, i2 ≤M −m+ 1, define the event
Ai1,i2 = (Yi1,i2 ≥ t).
Then,
P (Sm,m ≥ t) = P (
M−m+1⋃
i1=1
M−m+1⋃
i2=1
Ai1,i2).
To derive a Markov-like product-type approximation for G(M), let
Bi1 = (
M−m+1⋂
i2=1
Aci1,i2),
where 1 ≤ i1 ≤M −m+ 1. Then
G(M) = P (B1)
M−m+1∏
i1=2
P (Bi1|Bi1−1
⋂
...
⋂
B1).
To approximate G(M), we employ the following approximation suggested in Naus and
Sheng (1996):
P (Bi1|Bi1−1
⋂
...
⋂
B1) ≈ P (Bi1|Bi1−1).
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Therefore,
G(M) ≈ P (B1)
M−m+1∏
i1=2
P (Bi1|Bi1−1)
=
[P (B1
⋂
B2)]
M−m
[P (B1)]M−m−1
. (3.4)
To evaluate P (B1) and P (B1
⋂
B2) via Genz and Bretz (2009) R algorithm, we need
to evaluate a 2(M −m + 1) dimensional multivariate probability. Since the Genz and
Bretz (2009) R algorithm is only valid for dimensions lower than 1000, in some appli-
cations the above approximation can not be used. We propose to employ the following
approximation (Boutsikas and Koutras, 2000), when the dimension exceeds 1000:
G(M) ≈ [P (Sm,m(m+ 1,m+ 1) < t)]
(M−m)2
[P (Sm,m(m,m+ 1) < t)](M−m−1)(M−m)
× q
(M−2m)(M−m−1)
m,2m−1
q
(M−2m+1)(M−m−1)
m,2m
, (3.5)
where
P (Sm,m(m+ 1,m+ 1) < t) = P (A
c
1,1
⋂
Ac1,2
⋂
Ac2,1
⋂
Ac2,2),
P (Sm,m(m,m+ 1) < t) = qm,m+1,
and for m ≤ l ≤ 2m
qm,l = P (
l−m+1⋂
i=1
Ac1,i).
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Haiman and Preda (2006) also derived accurate approximations for G(M) for the
case of two dimensional iid discrete random variables. These approximations are valid
as well for iid continuous random variables. A nice feature of these approximations is
that a sharp error bound can be easily evaluated. For the problem at hand, for any t
and M ≥ 3m, such that 1− P (Sm,m(2m,M) < t) ≤ 0.025, the following approximation
for G(M) is obtained:
G(M) ≈ 2(Q2 −Q3)[1 +Q2 −Q3 + 2(Q2 −Q3)2]−L+1, (3.6)
where
Q2 ≈ 2(q∗2m,2m − q∗2m,3m)[1 + q∗2m,2m − q∗2m,3m + 2(q∗2m,2m − q∗2m,3m)2]−L+1,
Q3 ≈ 2(q∗3m,2m − q∗3m,3m)[1 + q∗3m,2m − q∗3m,3m + 2(q∗3m,2m − q∗3m,3m)2]−L+1,
and P (Sm,m(am, bm) < t) = q
∗
am,bm, which stands for the distribution of scan statistics
defined in a am by bm rectangular region. An error bound for G(M) is given by:
E = Eapp + Esim (3.7)
where Eapp arises from the approximation process in (3.6), and Esim arises from the
simulation process of q∗2m,2m, q
∗
2m,3m, q
∗
3m,2m and q
∗
3m,3m. These two error terms can be
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found in Haiman and Preda (2006). In Section 3.4, based on approximations (3.4), (3.5)
and (3.6), we will evaluate the performance of these approximations for the distribution
of Sm,m.
3.3 Inequalities for G(M)
We now proceed to derive second order Bonferroni-type inequalities for G(M) = 1 −
P (Sm,m ≥ t). Since,
P (Sm,m ≥ t) = P (
M−m+1⋃
i1=1
M−m+1⋃
i2=1
Ai1,i2)
= P (
M−m+1⋃
i1=1
Bci1),
we will derive Bonferroni-type inequalities in terms of the events Bi1 , where 1 ≤ i1 ≤
M −m+ 1. It follows from Hunter (1976) that
P (
M−m+1⋃
i1=1
Bci1) ≤
M−m+1∑
i1=1
P (Bci1)−
M−m∑
i1=1
P (Bci1
⋂
Bci1+1)
= (M −m+ 1)P (Bc1)− (M −m)P (Bc1
⋂
Bc2).
Substitute
P (Bc1) = 1− P (B1)
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and
P (Bc1
⋂
Bc2) = 1− P (B1
⋃
B2) = 1− 2P (B1) + P (B1
⋂
B2)
in the above inequality to get
P (
M−m+1⋃
i1=1
Bci1) ≤ 1− (M −m)P (B1
⋂
B2) + (M −m− 1)P (B1).
We get the following lower bound:
G(M) ≥ (M −m)P (B1
⋂
B2)− (M −m− 1)P (B1). (3.8)
To derive an upper bound for G(M), we employ the inequality from Kwerel (1975) to
get
G(M) ≤ 1− 2s1
b
+
2s2
b(b− 1) , (3.9)
where b is integer part of 2 + 2s2/s1,
s1 = (M −m+ 1)(1− P (B1))
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and
s2 =
M−m+1∑
j=2
j−1∑
i=1
P (Bci
⋂
Bcj) =
M−m+1∑
j=2
j−1∑
i=1
[1− 2P (B1) + P (Bi
⋂
Bj)]
= 0.5(M −m+ 1)(M −m)[1− 2P (B1)] +
M−m+1∑
j=2
j−1∑
i=1
P (Bi
⋂
Bj)
= 0.5(M −m+ 1)(M −m)[1− 2P (B1)] +
m∑
j=2
(M −m+ 2− j)P (B1
⋂
Bj)
+ 0.5(M − 2m+ 1)(M − 2m+ 2)[P (B1)]2.
The last equality follows from the fact that for j − i ≥ m, the events Bi and Bj are
independent and therefore P (Bi
⋂
Bj) = [P (B1)]
2.
In Section 3.4, one and two dimensional multiple window scan statistics will be
developed and evaluated for normal data, based on approximation (2.15) and (3.4),
respectively.
3.4 Multiple Window Scan Statistics
We now introduce a multiple window scan statistic for one dimensional normal data.
This scan statistic can be used in detecting a change of size m in the mean within a
sequence of M observations via testing the null hypothesis, H0, that assumes Xi, 1 ≤
i ≤ M, are iid normal random variables with mean µ = µ0 and variance σ2. For the
alternative hypothesis, H1, one assumes a local change in mean within a segment of m
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consecutive observations
S(i0,m) = {i0, i0 + 1, ...., i0 +m− 1},
where both the window size m, 2 ≤ m ≤M/4 and the location i0, 1 ≤ i0 ≤M−m+1, are
unknown. Under H1, for any i0 ≤ i ≤ i0+m−1, Xi has a normal distribution with mean
µ = µ1 and variance σ
2, where µ1 > µ0. For i /∈ S(i0,m), Xi is distributed according to
the distribution specified by the null hypothesis. When the length of the sliding window
m is known, the generalized likelihood ratio test rejects the null hypothesis in favor of
the local change in alternative hypothesis when Sm exceeds the a threshold t, where t
is determined from P (Sm ≥ t|H0) = α, and α is a pre-specified significance level of the
testing procedure (Glaz et al., 2001, chap. 13). Here we assume that the window size m
is unknown. Both cases of variance σ2 known and unknown will be considered. Since the
size of the sliding window m is unknown, we propose to investigate the performance of
a multiple window scan statistic based on a sequence of n fixed window scan statistics:
Sm1,...., Smn , where 2 ≤ m1 < m2 < .... < mn ≤M/4, where the lengths of the n sliding
windows, are chosen by the experimenter. For 1 ≤ j ≤ n, let tj be the observed value
of Smj and pj = P (Smj ≥ tj | H0) the associated p-value. To test H0 vs H1 we propose
the following test statistic:
P
(1)
min = min{pj; 1 ≤ j ≤ n}, (3.10)
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the minimum P-value statistic. In the context of multiple window scan statistics, P
(1)
min
has been introduced in Hoh and Ott (2000) for a one dimensional 0 − 1 iid Bernoulli
model. It has been extended to two-dimensional multiple window scan statistics for
binomial and Poisson data in Zhang and Glaz (2008) and Chen and Glaz (2009).
Since the exact distribution for the P
(1)
min statistic is unknown, for a given significant
level α, the critical value pα,
PH0
(
P
(1)
min ≤ pα
)
= α,
has to be evaluated via simulation. In each run of the simulation, we generate M
observations under the null hypothesis. Then we scan the whole region with multiple
moving windows of sizes m1,m2, .... and mn, and record the observed values of the
fixed window scan statistics, Sm1 , ...., Smn , denoted by t1, t2, ..., tn, respectively. At the
next stage, a randomized quasi Monte-Carlo R algorithm is employed to evaluate the
observed p values pj = P (Smj ≥ tj | H0), 1 ≤ j ≤ n. The minimum of these p values is
recorded and then the whole process is repeated N times. pα will be calculated as the
α ∗ 100 percentile of the simulated distribution of P (1)min statistic.
We now introduce a multiple window scan statistic for two dimensional normal data.
This statistic can be used to detect a local change of mean within a m1 by m2 grid by
testing the null hypothesis, H0, that assumes {Xij} are iid observations from a normal
distribution with mean µ = µ0 and variance σ
2. For the alternative hypothesis, H1, of
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a local change in the mean, one often specifies a rectangular subregion
S(i1, i2) = [i1, i1 +m1 − 1]× [i2, i2 +m2 − 1],
where Xij has a normal distribution with mean µ = µ1 , where µ1 > µ0. For i, j /∈
S(i1, i2), Xij is distributed according to the distribution specified by the null hypothesis.
When the size of the scanning m1 × m2 window is known, the generalized likelihood
ratio test rejects the null hypothesis in favor of the local increase in mean from alter-
native hypothesis H1, when Sm1,m2 exceeds a threshold t, where t is determined from
P (Sm1,m2 ≥ t|H0) = α, and α is a specified significance level of the testing procedure
(Glaz et al., 2001, chap. 16.1). The use of Sm1,m2 for testing the null hypothesis of
randomness for binomial and Poisson data has been of interest in many areas of science
and technology (Glaz et al., 2001, chap. 16.1).
In what follows, to simplify the presentation of the results, we will assume that
M1 = M2 = M and m1 = m2 = m. Let 1 ≤ i0, j0 ≤ M − m + 1 and 2 ≤ m ≤
M/4 be unknown parameters. Since the size of the window where a change happens is
unknown, we propose to investigate the performance of a multiple window scan statistic
based on a sequence of n fixed window scan statistics: Sm1,m1 , ...., Smn,mn , where 2 ≤
mj < mj+1 ≤M/4, 1 ≤ j ≤ n− 1. For 1 ≤ j ≤ n, let tj be the observed value of Smj ,mj
and pj = P (Smj ,mj ≥ tj | H0) be the associated p-value. To test H0 vs. H1 we propose
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to investigate the performance of the test statistic:
P
(2)
min = min{pj; 1 ≤ j ≤ n}. (3.11)
This two-dimensional multiple window scan statistic is of interest in the area of environ-
mental sciences (Patil et al., 2009) and signal detection in a sensor network (Guerriero
et al., 2009).
To implement the P
(2)
min statistic, approximation (3.4) derived in Section 3.2 is em-
ployed. Similar to the one dimensional case, for a given significance level α, the critical
value pα,
PH0
(
P
(2)
min ≤ pα
)
= α,
has to be evaluated via simulation. In each run of the simulation, we generate M
by M observations under the null hypothesis. Then, we scan the whole region with
multiple two dimensional moving windows of sizes m1×m1,m2×m2, ...., and mn×mn,
and record the observed values of the fixed window scan statistics Sm1,m1 , ...., Smn,mn ,
denoted by t1, t2, ..., tn, respectively. At the next stage, a randomized quasi Monte-Carlo
R algorithm is employed to evaluate the observed p values: pj = P (Smj ,mj ≥ tj | H0),
1 ≤ j ≤ n, via approximation (3.4). The minimum of these p values is recorded and then
the whole process is repeated N times. pα will be calculated as the α ∗ 100 percentile of
the simulated distribution of P
(2)
min statistic.
In this section we are interested in investigating the performance of multiple window
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scan statistics for one and two dimensional normal data. Implementation of these scan
statistics are based on approximations for the fixed window scan statistics. For one
dimensional data, section 2.6 discussed the cases when the mean µ and variance σ2 are
unknown. It was shown there that without loss of generality one can always assume
that µ = 0. When σ2 is unknown, it can be estimated by the sample variance S2 from
a training sample of size n0, independent of the observed data. A larger value of n0 will
yield a more accurate estimator for σ2. In this case the following sequence is considered:
X∗i =
Xi
S
, i = 1, ....,M, (3.12)
where {Xi; i = 1, ....,M}, are iid normal with µ = 0 and unknown variance σ2. Y ∗j−m+1,j
is defined accordingly as
Yj−m+1,j
S
. The sequence of random variables
{
Xi
σ
}
follow a
multivariate normal distribution with a zero mean vector and identity covariance matrix,
and since (n0−1)S
2
σ2
follows a chi-square distribution with degrees of freedom n0 − 1,
independent of the data, thus we have {X∗i } follow a multivariate t distribution with
degrees of freedom n0− 1 and identity covariance matrix. We now proceed to derive the
distribution of
{
Y ∗j−m+1,j
}
. It can be shown that
{
Yj−m+1,j
σ
}
follow a multivariate normal
distribution with a zero mean vector and a covariance matrix whose elements equal to
the number of observations that belong to both of the corresponding moving sums. Since
(n0−1)S2
σ2
follows a chi-square distribution with degrees of freedom n0 − 1, independent
of the data, we have that
{
Y ∗j−m+1,j
}
follow a multivariate t distribution with degrees
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of freedom n0 − 1 and the same covariance matrix. We can employ the randomized
quasi Monte-Carlo R algorithm established by Genz and Bretz (2009) to evaluate the
multivariate t probabilities for the distribution of fixed window scan statistic. See section
2.6 for more details.
For normal observations in a two dimensional grid, without loss of generality one can
always assume that µ = 0. Otherwise, one can extend the approach in Bauer and Hackl
(1978) and consider the following sequence of recurrent residuals:
Wij =
[(i− 1)M + j − 1]Xij −
∑i−1
i1=1
∑j−1
i2=1
Xi1i2√
[(i− 1)M + j][(i− 1)M + j − 1] , (i− 1)M + j ≥ 2,
which are iid normal random variables with mean 0 and variance σ2. If σ2 is known,
without loss of generality we can assume σ2 = 1. We employ a randomized quasi
Monte-Carlo R algorithm for evaluating multivariate normal probabilities (Genz and
Bretz, 2009) to evaluate the approximations and inequalities for the distribution of fixed
window scan statistic derived in the previous section.
If the variance σ2 is unknown, assume that a training sample of n0 iid normal random
variables, independent of the {Xij}, and with the same distribution has been observed.
Let S2 be the sample variance based on n0 observations in the training sample, inde-
pendent of the observed data. Consider the following sequence:
X∗ij =
Xij
S
, i, j = 1, ....,M, (3.13)
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and Y ∗i1,i2 , S
∗
m,m and G
∗(M) will be defined accordingly, with Xij replaced by X∗ij. Similar
to one dimensional case discussed above, the sequence of random variables
{
X∗ij
}
follow
a multivariate t distribution with degrees of freedom n0 − 1 and identity covariance
matrix, and
{
Y ∗i1,i2
}
follow a multivariate t distribution with n0 − 1 degrees of freedom
and a covariance matrix whose elements equal to the number of observations that belong
to both of the corresponding moving sums. It follows that the approximations and
inequalities derived in Sections 3.2 and 3.3 hold for G∗(M). Therefore, we can employ
a randomized quasi Monte-Carlo R algorithm for evaluating multivariate t probabilities
(Genz and Bretz, 2009) to evaluate approximations and inequalities for the distribution
of a fixed window two dimensional scan statistic, when variance σ2 is unknown.
To evaluate the performance of multiple window scan statistics, P
(1)
min and P
(2)
min, and
compare it with that of fixed window scan statistics, in detecting a change of the mean
within a window of unknown size, we designed the following algorithms to evaluate the
power of these scan statistics. In these algorithms, we have a specified number and
length of the moving windows. For the alternative hypothesis we pre-selected a locally
increased mean µ1 > 0. For a specified significance level α, we have evaluated the power
under each alternative hypothesis. The following algorithms are used to evaluate the
power. First, we present the steps for the one dimensional case, with σ2 being both
known and unknown.
1. If σ2 is known, generate M observations from a normal distribution with µ0 = 0
and σ2 = 1, and in a specified window of length m replace them with observations
59
with mean µ1 > 0.
If σ2 is unknown, by using a learning sample of size n0, generate M observations
from a multivariate central-t distribution (3.12) with n0 − 1 degrees of freedom
and an identity covariance matrix, and in a specified window of length m replace
them with observations with mean µ1 > 0.
2. Scan the whole region with selected window sizes, and let t1, ..., tn be the observed
values of the fixed window scan statistics Sm1,...., Smn, respectively.
3. For a fixed window of length mj and a specified significance level α, evaluate
pj = 1− P (Smj < tj), and reject H0 if pj < α.
4. For the multiple window scan statistic, P
(1)
min = min {pj; 1 ≤ j ≤ n}, reject H0 if
P
(1)
min < pα.
5. Repeat steps 1-4 N times and count how many times out of N trials, we have
rejected H0 with both the fixed and multiple window scan statistics.
For the two dimensional case a similar algorithm is employed.
1. If σ2 is known, we generate M by M observations from a normal distribution with
µ0 = 0 and σ
2 = 1, and in a specified m × m rectangular window replace them
with observations with mean µ1 > 0.
If σ2 is unknown, by using a learning sample of size n0, generate M by M ob-
servations from a multivariate central-t distribution (3.13) with n0 − 1 degrees of
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freedom and an identity covariance matrix, and in a specified m×m rectangular
window replace them with observations with µ1 > 0.
2. Scan the whole region with selected window sizes, and let t1, ..., tn be observed
fixed window scan statistics, respectively.
3. For a fixed window of length mj and significance level α, evaluate pj = 1 −
P (Smj ,mj < tj). Reject the null hypothesis if pj < α.
4. For the multiple window scan statistics, P
(2)
min = min {pj; 1 ≤ j ≤ n}, we reject the
null hypothesis if P
(2)
min < pα.
5. Repeat steps 1-4 N times and count how many times out of N we reject the null
hypothesis for both variable and fixed window scan statistics.
3.5 Numerical Results
In this section numerical results are presented to evaluate, for selected values of the
parameters, the accuracy of approximations and inequalities for the distribution of two
dimensional scan statistics, and to compare the power of multiple window scan statistics
with fixed window scan statistics. In Table 3.1, for M = 250, m = 10 and selected
threshold values t, approximations and inequalities are evaluated for tail probabilities
1 − G(M), defined in Sections 3.2 and 3.3, for iid normal random observations with
mean 0 and variance 1. These numerical results are obtained from the R algorithm
61
for the multivariate normal distribution in Genz and Bretz (2009). In Tables 3.2 −
3.3, for M = 250, m = 10 and selected values of threshold t, approximations and
inequalities are presented for tail probabilities for iid normal random variables with mean
0, unknown variance σ2. For illustration, the unknown variance σ2 was estimated from
an independent preliminary sample of 16 and 101 iid normal random variables. These
numerical results are evaluated via the R algorithm for the multivariate t distribution
in Genz and Bretz (2009).
In Table 3.1, LB, Appx1, Appx2, Appx3, Error, Error App, Error Sim and UB
are evaluated via the approximations and inequalities for 1−G(M) in (3.9), (3.4), (3.5),
(3.6), (3.7) and (3.8) respectively. In Haiman and Preda (2006) approach, we used 107
simulation runs to estimate q∗2m,2m, q
∗
2m,3m, q
∗
3m,2m and q
∗
3m,3m. The error bounds have
been evaluated only for a restricted range of probabilities, as specified in Section 3.2,
based on Haiman and Preda (2006). In Tables 3.2− 3.3, these quantities are evaluated
similarly for the t distribution via the same formula but with respect toX∗ij instead ofXij.
Haiman and Preda (2006) approximation is not valid for the multivariate t distribution
used here, as the sequence {X∗ij} is not independent. Conditional on (n0−1)S
2
σ2
, one can
evaluate all the components that are needed to evaluate the approximation in Haiman
and Preda (2006).
In Tables 3.4−3.9, numerical results are presented to evaluate the accuracy of achiev-
ing a specified probability of Type I error for multiple window scan statistics, and to
compare their power with fixed window scan statistics. For a given significance level
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α = 0.05, the critical values pα are evaluated via simulations with 10, 000 trials using
the algorithms in Section 3.4. For selected values of parameters, we used 1, 000 replica-
tions to simulate the power of P
(1)
min and P
(2)
min statistics and compare it with the power
of fixed window scan statistics.
In tables 3.4− 3.6, numerical results are presented for the one dimensional case. In
Table 3.4, based on a simulation with 1, 000 trials, we evaluate the power of P
(1)
min for
M = 250 iid normal observation with mean µ and variance σ2 = 1, where the mean
parameter under the null hypothesis µ = 0, and the mean parameter µ = µ1 > 0 within a
consecutive sequence of m observations, under the alternative hypothesis. The power of
P
(1)
min is compared to that of the fixed window scan statistics Smj where the length of the
scanning window is mj. In Tables 3.5−3.6, under the same setup, based on a simulation
with 1, 000 trials, we evaluate the power of P
(1)
min, for iid normal random variables with
unknown variance σ2, with mean µ = 0 under the null hypothesis and µ = µ1 > 0
within a consecutive sequence of m observations, under the alternative hypothesis. For
illustration, the unknown variance σ2 was estimated from an independent preliminary
sample of 16 and 101 iid normal observations.
In tables 3.7 − 3.9, numerical results are presented for two dimensional case. In
table 3.7, for M = 250, with mean parameter under null hypothesis µ0 = 0, selected
µ = µ1 > 0 under alternative hypothesis, and a local change size m under alternative
hypothesis, the power of P
(2)
min is evaluated via 1000 simulations and compared with
fixed window scan statistics Smj ,mj where scanning window is fixed at mj by mj, for
63
iid normal random observations with mean 0 and variance 1. In tables 3.8 − 3.9, for
M = 50, under the same setup, the power of P
(2)
min is evaluated and compared with fixed
window scan statistics for iid normal random variables with mean 0, unknown variance
σ2. The unknown variance σ2 was estimated from an independent preliminary sample
of 16 and 101 iid normal random variables, respectively.
Based on the numerical results presented in Tables 3.1− 3.3, one can conclude that
the approximations and inequalities are quite accurate. By comparing the numerical
results for power calculations in Tables 3.4 − 3.9, fixed window scan statistics with
correctly specified window size turned out to be most powerful. The multiple window
scan statistics were slightly less powerful in that case, but they outperformed the fixed
window scan statistics with an incorrectly specified window size where a change in mean
has occurred.
3.6 Conclusion
In this chapter, we investigated the performance of multiple window scan statistics for
iid normal data in one and two dimensional regions. Based on the numerical results it is
evident that, when the size of the region where a change in the mean has occurred is un-
known, the multiple window scan statistics outperform the fixed window scan statistics.
Numerical results presented in Section 3.5, have been evaluated via new R algorithms
for multivariate normal and t distributions in Genz and Bretz (2009). To implement
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these multiple window scan statistics for other models of iid continuous observations,
new effective algorithms for general multivariate distributions need to be developed.
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Table 3.1: two dimensional Normal variables, M=250, m=10
t LB Appx1 Appx2 Appx3 Error Bound Error App Error Sim UB
45 0.0603 0.0982 0.0829 0.0829 0.0061 0.0018 0.0043 0.1033
46 0.0456 0.0617 0.0539 0.0575 0.0044 0.0008 0.0036 0.0637
47 0.0080 0.0358 0.0487 0.0361 0.0031 0.0003 0.0028 0.0364
48 0.0060 0.0167 0.0287 0.0242 0.0025 0.0001 0.0023 0.0169
49 0.0020 0.0131 0.0221 0.0142 0.0018 0.0000 0.0018 0.0131
50 0.0011 0.0068 0.0082 0.0084 0.0014 0.0000 0.0014 0.0068
Table 3.2: two dimensional t variables, df=15, M=250, m=10
t Lower Bound Appx1 Appx2 Upper Bound
63 0.0441 0.0811 0.1447 0.0846
64 0.0575 0.0804 0.1260 0.0838
65 0.0442 0.0856 0.0989 0.0894
66 0.0331 0.0763 0.0775 0.0793
67 0.0165 0.0435 0.0752 0.0445
68 0.0125 0.0355 0.0714 0.0362
Table 3.3: two dimensional t variables, df=100, M=250, m=10
t Lower Bound Appx1 Appx2 Upper Bound
47 0.0388 0.0938 0.1046 0.0985
48 0.0564 0.0800 0.0586 0.0833
49 0.0143 0.0352 0.0607 0.0359
50 0.0186 0.0288 0.0334 0.0292
51 0.0109 0.0246 0.0162 0.0250
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Table 3.4: one dimensional Normal variables, µ0 = 0, M=250
m µ1 Pmin S5 S10 S15 S20 S25
10 0.5 0.091 0.074 0.100 0.076 0.061 0.067
1 0.424 0.339 0.468 0.317 0.228 0.189
1.5 0.909 0.828 0.926 0.770 0.589 0.465
15 0.5 0.150 0.116 0.149 0.155 0.119 0.099
1 0.742 0.506 0.695 0.773 0.618 0.505
1.5 0.993 0.932 0.987 0.994 0.971 0.921
20 0.5 0.247 0.153 0.209 0.263 0.264 0.189
1 0.895 0.602 0.819 0.878 0.913 0.834
1.5 1.000 0.981 0.997 1.000 1.000 1.000
Type I Error 0.050 0.045 0.048 0.047 0.046 0.063
Table 3.5: one dimensional t variables, df=15, µ0 = 0, M=250
m µ1 Pmin S5 S10 S15 S20 S25
10 0.5 0.064 0.042 0.056 0.053 0.066 0.066
1 0.148 0.105 0.186 0.107 0.093 0.083
1.5 0.559 0.346 0.657 0.390 0.277 0.217
15 0.5 0.067 0.053 0.067 0.060 0.060 0.059
1 0.373 0.148 0.322 0.451 0.320 0.253
1.5 0.898 0.510 0.844 0.930 0.821 0.710
20 0.5 0.111 0.062 0.085 0.106 0.129 0.106
1 0.630 0.183 0.456 0.618 0.700 0.588
1.5 0.983 0.633 0.941 0.978 0.988 0.967
Type I Error 0.052 0.024 0.033 0.027 0.028 0.027
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Table 3.6: one dimensional t variables, df=100, µ0 = 0, M=250
m µ1 Pmin S5 S10 S15 S20 S25
10 0.5 0.089 0.090 0.106 0.074 0.049 0.052
1 0.338 0.288 0.427 0.264 0.188 0.152
1.5 0.866 0.770 0.911 0.735 0.555 0.442
15 0.5 0.126 0.101 0.138 0.138 0.109 0.103
1 0.666 0.426 0.646 0.731 0.567 0.449
1.5 0.990 0.913 0.986 0.996 0.954 0.902
20 0.5 0.211 0.115 0.173 0.228 0.248 0.201
1 0.858 0.507 0.786 0.863 0.898 0.814
1.5 1.000 0.964 0.999 0.999 1.000 1.000
Type I Error 0.050 0.045 0.053 0.038 0.044 0.043
Table 3.7: two dimensional Normal variables, µ0 = 0, M=250
m µ1 Pmin S5,5 S10,10 S15,15 S20,20 S25,25
10 0.2 0.056 0.044 0.061 0.048 0.043 0.039
0.4 0.269 0.127 0.354 0.087 0.046 0.037
0.5 0.606 0.219 0.716 0.159 0.100 0.059
15 0.2 0.714 0.172 0.605 0.741 0.441 0.222
0.4 0.824 0.171 0.675 0.860 0.516 0.254
0.5 0.989 0.465 0.964 0.990 0.890 0.584
20 0.1 0.073 0.056 0.068 0.056 0.062 0.048
0.2 0.209 0.036 0.095 0.207 0.290 0.126
0.4 1.000 0.326 0.945 0.998 1.000 0.985
Type I Error 0.050 0.052 0.039 0.041 0.038 0.036
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Table 3.8: two dimensional t variables, df=15, µ0 = 0, M=50
m µ1 Pmin S5,5 S7,7 S10,10 S15,15
5 0.5 0.049 0.041 0.030 0.040 0.020
0.8 0.099 0.082 0.069 0.080 0.055
1 0.263 0.168 0.196 0.148 0.154
7 0.5 0.318 0.184 0.178 0.210 0.189
0.8 0.502 0.369 0.334 0.383 0.360
1 0.718 0.589 0.588 0.553 0.558
10 0.5 0.472 0.317 0.336 0.313 0.323
0.8 0.967 0.818 0.821 0.847 0.839
1 1.000 0.994 0.984 0.978 1.000
Type I Error 0.050 0.034 0.034 0.034 0.035
Table 3.9: two dimensional t variables, df=100, µ0 = 0, M=50
m µ1 Pmin S5,5 S7,7 S10,10 S15,15
5 0.5 0.077 0.057 0.064 0.056 0.066
0.8 0.298 0.196 0.204 0.159 0.165
1 0.425 0.324 0.319 0.253 0.286
7 0.5 0.309 0.179 0.173 0.204 0.184
0.8 0.502 0.374 0.375 0.366 0.347
1 0.830 0.691 0.691 0.623 0.617
10 0.3 0.260 0.164 0.157 0.133 0.169
0.5 0.835 0.561 0.615 0.536 0.604
0.8 1.000 0.977 0.989 0.992 0.966
Type I Error 0.048 0.045 0.043 0.050 0.042
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Chapter 4
An Application on Time Series
Models
4.1 Introduction
In this chapter we extend the approximations for the distribution of scan statistics, that
have been derived in Wang and Glaz (2013) for iid normal observations, to time series
models. These approximations will be evaluated for selective ARMA models with a
Gaussian white noise component in Section 4.2. In Section 4.3, we present a multiple
window scan statistic for detecting a local change in the mean of Gaussian white noise
component of the underlying time series models. Based on Genz and Bretz (2009) algo-
rithms for the multivariate normal distribution, we present algorithms for implementing
this multiple window scan statistic. Moreover, for a specified model of a local change,
we compare its power with that of several fixed window scan statistics. In Section 4.4,
for selected values of parameters, numerical results are presented to evaluate the per-
formance of proposed approximations and the effectiveness of the multiple window scan
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statistic to detect a local change in the mean. We illustrate the performance of the
proposed multiple window scan statistic on an observed data set. Concluding remarks
are given in Section 4.5.
4.2 Approximations for G(M)
Let X1, ...., XM be a sequence of observations from an autoregressive moving average
(ARMA) time series model with a Gaussian white noise component with mean µ and
variance σ2. We assume that µ and variance σ2 are known, or have been effectively
estimated from a large data set. Let Yi,j =
∑j
t=iXt, 1 ≤ i < j ≤ M , denote a moving
sum of length j − i + 1. For integers 2 ≤ m < M , where m is the size of the scanning
window and M is the specified range to be scanned, define a scan statistic
Sm,M = max
m≤j≤M
{Yj−m+1,j} . (4.1)
For 2 ≤ m ≤M and −∞ < t <∞, let
Gm,s(M) = P (Y1,m ≤ s, Y2,m+1 ≤ s, ...., YM−m+1,M ≤ s).
The distribution of Sm,M is given by
P (Sm,M ≤ s) = Gm,s(M).
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When the values of m,M and t are clearly understood, we abbreviate Gm,t(M) and
Sm,M to G(M) and Sm, respectively.
The following approximation for G(M) have been derived in Glaz et al. (2012):
G(M) ≈ G(3m)
[
G(3m)
G(2m)
]K−3
, K = [M/m]. (4.2)
Therefore, to approximate the distribution of the scan statistic in (4.1), we need to
evaluate accurately G(2m) and G(3m). Based on the assumption of Gaussian white noise
component associated with an ARMA model, a joint multivariate normal distribution
can be derived for time series observations.
We now proceed to discuss the representation of the covariance matrices for the
specific ARMA models, for which the fixed window and multiple window scan statistics
are investigated. Then, by utilizing an algorithm developed by Genz and Bretz (2009)
for multivariate normal probabilities, we evaluate approximations for the distribution
of fixed window scan statistic for time series observations. In Section 4.3, a multiple
window scan statistic is developed based on approximation (4.2) for the distribution of
a fixed window scan statistic in (4.1).
4.2.1 MA Models
Let X1, ...., XM be a sequence of observations from an MA(1) model, Xt = ωt + θωt−1,
where ωt is a Gaussian white noise with mean µ = 0 and known variance σ
2. Without loss
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of generality, we will assume σ2 = 1. It is well known that the X ′ts have a multivariate
normal distribution. Therefore, the moving sums {Yj−m+1,j;m ≤ j ≤ M} follow a
multivariate normal distribution with a zero mean vector µ and covariance matrix Σ =
{σi,j}, where σi,j = cov(Yi,i+m−1, Yj,j+m−1). A routine derivation yields the following
covariance matrix:
σi,j =

(j +m− i)(1 + θ2) + 2θ(j +m− i), if i− j < m
θ, if i− j = m
m(1 + θ2) + 2θ(m− 1), if i = j
0, otherwise.
Given the mean vector and covariance matrix associated with the MA(1) model,
one can utilize the algorithm developed by Genz and Bretz (2009) to approximate the
distribution of G(M) for a fixed window scan statistic.
Haiman and Preda (2013) introduced a different approximation for the distribution
of fixed window scan statistics based on 1-dependent stationary sequences, which can
be effectively applied for the MA(1) model. It follows from Haiman and Preda (2013),
Theorem 1, that
G(M) ≈
2q1 − q2
[1 + q1 − q2 + 2(q1 − q2)2]K , K = (M + 1)/m− 1, (4.3)
with an error bound:
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Error = 3.3K(1− q1)2 + 2K ∗ 1.96
√
q1(1− q1)
I
, (4.4)
where I, q1 and q2 are given in Haiman and Preda (2013), Section 3. In section 4.4,
table 1, we present numerical results for approximations in (4.2) and (4.3).
For an MA(2) model, Xt = ωt + θ1ωt−1 + θ2ωt−2, where ωt is the Gaussian white
noise with mean µ = 0 and variance σ2 = 1. Since X ′ts follow a multivariate normal
distribution, with the following autocovariance function(ACF),
γh =

∑2−h
j=0 θjθj+h, if 0 ≤ h ≤ 2
0, if h > 2.
It follows that {Yi−m+1,i;m ≤ i ≤ M} have a multivariate normal distribution with
a mean vector of zeros and covariance matrix Σ = {σi,j}, which can be derived in a
similar manner as in the MA(1) case. For simplicity, we omit the presentation of its
formulae here. In section 4.4, table 2, we evaluate the approximation in (4.2). Note that
the approximation discussed in Haiman and Preda (2013) is valid only for the MA(1)
model.
4.2.2 AR Models
Let X1, ...., XM be a sequence of observations from an AR(1) process, Xt = θXt−1 + ωt,
where ωt is a Gaussian white noise with mean µ = 0 and variance σ
2 = 1. Since X ′ts
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follow a multivariate normal distribution, {Yi−m+1,i;m ≤ i ≤ M} have a multivariate
normal distribution with zero mean vector and covariance matrix Σ = {σi,j}, where
σi,j = cov(Yi,i+m−1, Yj,j+m−1). A routine derivation, yields the following covariance ma-
trix:
σi,j =

θ
(1−θ)4 (1− θj+m−i)(1− θi−j) + θ
j+m−i+1
(1−θ)4 (1− θi−j)2
+ j+m−i
(1−θ)2 +
2θ
(1−θ)3 [j +m− 1− i− θ1−θ (1− θj+m−1−i)]
+ θ
(1−θ)4 (1− θi−j)(1− θj+m−i), if i− j < m
1
1−θ2{m+ 2θ1−θ [m− 1− θ1−θ (1− θm−1)]}, if i = j
θi−j−m+1 (1−θ
m)2
(1−θ)2 , otherwise.
Given the mean vector and covariance matrix, we can utilize the algorithm developed
by Genz and Bretz (2009) to approximate the distribution G(M) for a fixed window scan
statistic.
For an AR(2) model, Xt = θ1Xt−1+θ2Xt−2+ωt, where ωt is the Gaussian white noise
with mean µ = 0 and variance σ2 = 1,the X ′ts follow a multivariate normal distribution
with the following ACF:
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γh =

1−θ2
1−θ2−θ21−θ2θ21−θ22+θ32 , if h = 0
γ0
θ1
1−θ2 , if h = 1
γ0[θ1γh−1 + θ2γh−2], if h > 1.
The sequence of moving sums, {Yi−m+1,i;m ≤ i ≤M}, has a multivariate normal distri-
bution with zero mean vector and covariance matrix Σ = {σi,j}, which can be derived
similarly as in the AR(1) process. For simplicity, the explicit form of the covariance
matrix is omitted here.
4.2.3 ARMA Model
Let X1, ...., XM be a sequence of observations from an ARMA(1,1) process, Xt =
θ1Xt−1+ωt+θ2ωt−1, where ωt is the Gaussian white noise with mean µ = 0 and variance
σ2 = 1. The X ′ts follow a multivariate normal distribution, and have the following ACF:
γh =

1+2θ1θ2+θ22
1−θ21 , if h = 0
(1+θ1θ2)(θ1+θ2)
1−θ21 θ
h−1
1 , if h > 0.
Therefore, {Yi−m+1,i;m ≤ i ≤ M} have a multivariate normal distribution with a zero
mean vector and covariance matrix Σ = {σi,j}, which can be easily derived. For sim-
plicity, its explicit form is omitted here.
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4.3 A Multiple Window Scan Statistic
We now introduce a multiple window scan statistic for detecting a local change in the
process mean of time series data, Xt, 1 ≤ t ≤ M, modeled by an ARMA model. We
are interested in testing the null hypothesis H0, that assumes the Gaussian white noise
components in the time series model, ωt, are iid normal random variables with mean
µ = µ0 = 0 and variance σ
2. For the alternative hypothesis, H1, of a local change in µ ,
one often assumes that the following change has occurred in a segment of m consecutive
observations,
R(t0,m) = {t0, i0 + 1, ...., t0 +m− 1},
where both the window size m, 2 ≤ m ≤ N/4 and the location t0, 1 ≤ t0 ≤ N −m+ 1,
are unknown. Under H1, for t0 ≤ t ≤ t0+m−1, ωt has a normal distribution with mean
µ = µ1 and variance σ
2, where µ1 > µ0. For t /∈ R(t0,m), ωt’s are distributed according
to the distribution specified by the null hypothesis. When the length of the sliding
window m is known, the generalized likelihood ratio test rejects the null hypothesis of
randomness in favor of the local change alternative hypothesis, whenever Sm exceeds
the value s, where s is determined from P (Sm ≥ s|H0) = α, where α is a specified
significance level of the testing procedure.
Since the size of the sliding window m is unknown, we propose to investigate the
performance of a multiple window scan statistic based on a sequence of n fixed window
scan statistics: Sm1,...., Smn , where 2 ≤ m1 < m2 < .... < mn ≤M/4, where the lengths
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of the n sliding windows, are chosen by the experimenter. For 1 ≤ j ≤ n, let sj be the
observed value of Smj and pj = P (Smj ≥ sj | H0) the associated p-value. To test H0 vs
H1 we propose the following test statistic:
Pmin = min{pj; 1 ≤ j ≤ n}, (4.5)
the minimum P-value statistic. Since the exact distribution for the Pmin statistic is
unknown, for a given significant level α, the critical value pα,
PH0 (Pmin ≤ pα | H0) = α,
has to be evaluated via simulation. In each run of the simulation, we generate M
observations under the null hypothesis. Then we scan the whole region with multiple
moving windows of sizes m1,m2, .... and mn, and record the observed values of the
fixed window scan statistics, Sm1 , ...., Smn , denoted by s1, s2, ..., sn, respectively. At the
next stage, a randomized quasi Monte-Carlo R algorithm by Genz and Bretz (2009)
is employed to evaluate the observed p values pj = P (Smj ≥ sj | H0), 1 ≤ j ≤ n, by
employing the approximation (4.2). The minimum of these p values is recorded and then
the whole process is repeated N times. pα will be calculated as the α ∗ 100 percentile of
the simulated distribution of Pmin statistic.
We now describe an algorithm to evaluate the performance of the Pmin statistic to
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detect a local change in the mean of a Gaussian white noise component in time series
data and compare its power with that of fixed window scan statistics. In this algorithm
we have specified the number of moving windows and their individual lengths. For the
alternative hypotheses we specified the locally increased mean µ1 > 0, the location and
the window length where the change in the mean process has occurred. For a specified
significance level α, we have evaluated the power under each alternative hypothesis using
the following steps:
1. Generate M observations from a specified ARMA time series model with a Gaus-
sian white noise component with µ0 = 0 and σ
2 = 1. In a specified location t0 and
window of length m replace the observations obtained in step 1 with observations
from an ARMA time series model that has Gaussian white noise component with
mean µ1 > 0 and σ
2 = 1.
2. Scan the whole region with selected window sizes, and let s1, ..., sn be the observed
values of the fixed window scan statistics Sm1,...., Smn, respectively.
3. For a fixed window of length mj and a specified significance level α, evaluate
pj = 1− P (Smj ≤ sj), and reject H0 if pj < α.
4. For the multiple window scan statistic based on Pmin = min {pj; 1 ≤ j ≤ n}, reject
H0 if Pmin < pα.
5. Repeat steps 1-4 T times and count how many times out of T , we have rejected
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H0 with both the fixed and multiple window scan statistics.
4.4 Numerical Results
In this Section, numerical results are presented to evaluate, for selected values of the
parameters, the accuracy of approximations for the distribution of fixed window scan
statistics for selected ARMA time series models, and to compare their power with the
multiple window scan statistic, using a simulation study proposed in Section 4.3. More-
over, the use of a multiple window scan statistic in detecting a local change in Gaussian
white noise component is illustrated for a Series D data set in Box and Jenkins (1976),
page 529.
In Tables 4.1−4.5, for selected M , m, θ and threshold t, approximations are evaluated
for tail probabilities 1−G(M), defined in Section 4.2, for time series observations with a
Gaussian white noise component with mean 0 and variance 1. These numerical results are
obtained from the R algorithm for the multivariate normal distribution in Genz and Bretz
(2009). APPRX1, APPRX2 and ErrorBound are evaluated via the approximations
for 1−G(M) in (4.2), (4.3) and (4.4) respectively. To evaluate the approximation and
error bound in Haiman and Preda (2013), 106 simulation runs have been used to estimate
q1 and q2.
In Tables 4.6 − 4.11, numerical results are presented to evaluate the accuracy of
achieving a specified probability of Type I error for the multiple window scan statistic,
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and to compare its power with fixed window scan statistics. For a significance level
α = 0.05, the critical values pα are evaluated via simulations with 10, 000 trials using the
algorithms in Section 4.3. In Tables 4.6−4.10, for selected values of parameters, we used
1, 000 replications to simulate the power of Pmin and compare it with the power of fixed
window scan statistics. The mean of Gaussian white noise under the null hypothesis µ0
is 0, and µ1 > 0 within a consecutive sequence of m observations, under the alternative
hypothesis. The power of Pmin is compared to that of the fixed window scan statistics
Smj where the length of the scanning window is mj. Observations are generated under
different time series models using a Monte Carlo simulation. In Table 4.11, we evaluate
the performance of the multiple scan statistic, introduced in Section 4.3, in detecting a
local change in the mean of Gaussian white noise, for the Series D data set in Box and
Jenkins (1976), page 529. This data set consists of 310 hourly uncontrolled viscosity
readings of a chemical process. To model this data set an AR(1) has been used in Box
and Jenkins (1976), page 529, with estimated parameters θ = 0.87 and σ2 = 0.09. To
evaluate the performance of the multiple window scan statistic, we have introduced a
change in Gaussian white noise component at a random location. We employed steps
2− 5 in the algorithm outlined in Section 4.3, to perform a power study.
Based on the numerical results presented in Tables 4.1− 4.5, one can conclude that
both approximations from (4.2) and (4.3) are quite accurate. The error bound for a
MA(1) model will decrease as we increase the number of replications used to evaluate
q1 and q2. The accuracy of both approximations is verified by a simulation study with
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104 replications. By comparing the numerical results for power calculations in Tables
4.6− 4.10, fixed window scan statistics with correctly specified window size turned out
to be most powerful in detecting a local change in Gaussian white noise mean. The
multiple window scan statistic was slightly less powerful in that case, but outperformed
the fixed window scan statistics with an incorrectly specified window size where a change
in mean has occurred. In Table 4.11, we observed similar results, and the discrepancy
could have resulted from the model lack of fit.
4.5 Conclusion
In this chapter, approximations for the distribution of fixed window scan statistics for
observations generated by ARMA time series models have been discussed. Based on the
numerical results these approximations appear to be quite accurate. A multiple window
scan statistic has been introduced along with an algorithm for its implementation. The
numerical results presented in Section 4.4, have been effectively evaluated via an R algo-
rithm for the multivariate normal distribution in Genz and Bretz (2009). For detecting a
local change in the mean of the observed time series data, generated by a local change in
the Gaussian white noise component, it is evident that a multiple window scan statistic
outperforms fixed window scan statistics, when the size of the region where a change in
the mean has occurred is unknown.
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Table 4.1: P (Sm,M > t) for MA(1) process, M=1500, m=20, θ=0.1
t 18 19 20 21 22 23
APPRX 1 0.0659 .0294 .0192 .0060 .0034 .0007
APPRX 2 .0592 .0282 .0128 .0053 .0021 .0013
Error Bound .0091 .0061 .0043 .0026 .0020 .0011
Simulation .0622 .0288 .0135 .0055 .0021 .0007
Table 4.2: P (Sm,M > t) for MA(2) process, M=500, m=10, θ1 = θ2=0.5
t 21 22 23 24 25 26
APPRX 1 .0500 .0424 .0112 .0030 .0015 .0029
BruteForce .049 .0296 .0143 .0074 .0032 .0017
Table 4.3: P (Sm,M > t) for AR(1) process, M=1500, m=20, θ=0.1
t 18 19 20 21 22 23
APPRX 1 .0695 .0347 .0168 .0050 .0036 .0028
BruteForce .0686 .032 .016 .0063 .0032 .0018
Table 4.4: P (Sm,M > t) for AR(2) process, M=500, m=10, θ1 = θ2=0.2
t 16 17 18 19 20 21
APPRX 1 .0734 .0496 .0238 .0087 .0006 .0036
BruteForce .0945 .0489 .0245 .0105 .0041 .0019
Table 4.5: P (Sm,M > t) for ARMA(1,1) process, M=1500, m=20, θ1 = θ2=0.1
t 19 20 21 22 23 24
APPRX 1 .1007 .0559 .0231 .0129 .0093 .0021
BruteForce .1001 .0531 .0293 .0130 .0053 .0022
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Table 4.6: one dimensional MA(1) variables, µ0 = 0, M = 1500, θ = 0.1
m µ1 Pmin S5 S10 S15 S20 S25
10 0.5 0.065 0.070 0.073 0.055 0.059 0.051
1 0.262 0.204 0.310 0.168 0.119 0.089
1.5 0.797 0.655 0.848 0.563 0.386 0.279
15 0.5 0.088 0.071 0.091 0.097 0.079 0.074
1 0.549 0.306 0.510 0.582 0.404 0.294
1.5 0.965 0.809 0.947 0.972 0.914 0.823
20 0.5 0.130 0.078 0.098 0.123 0.136 0.117
1 0.760 0.330 0.615 0.749 0.801 0.670
1.5 0.998 0.889 0.990 0.998 1.000 0.993
Type I Error 0.051 0.058 0.066 0.058 0.039 0.054
Table 4.7: one dimensional MA(2) variables, µ0 = 0, M = 500,θ1 = θ2 = 0.5
m µ1 Pmin S5 S10 S15 S20 S25
10 0.5 0.080 0.079 0.093 0.067 0.070 0.063
1 0.390 0.328 0.470 0.270 0.199 0.142
1.5 0.900 0.816 0.933 0.747 0.567 0.434
15 0.5 0.116 0.098 0.124 0.141 0.105 0.084
1 0.673 0.440 0.631 0.753 0.554 0.419
1.5 0.994 0.938 0.984 0.997 0.975 0.928
20 0.5 0.194 0.106 0.160 0.193 0.209 0.157
1 0.871 0.551 0.784 0.866 0.906 0.810
1.5 0.998 0.976 0.996 0.998 0.998 0.997
Type I Error 0.047 0.078 0.042 0.047 0.054 0.048
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Table 4.8: one dimensional AR(1) variables, µ0 = 0, M = 1500,θ = 0.1
m µ1 Pmin S5 S10 S15 S20 S25
10 0.5 0.076 0.075 0.063 0.056 0.062 0.050
1 0.292 0.211 0.337 0.172 0.124 0.101
1.5 0.797 0.649 0.841 0.554 0.388 0.285
15 0.5 0.103 0.072 0.087 0.093 0.085 0.074
1 0.532 0.273 0.494 0.594 0.407 0.297
1.5 0.973 0.810 0.960 0.989 0.915 0.800
20 0.5 0.115 0.068 0.091 0.113 0.120 0.100
1 0.762 0.378 0.615 0.759 0.818 0.683
1.5 1.000 0.905 0.992 1.000 1.000 0.992
Type I Error 0.050 0.037 0.052 0.052 0.051 0.052
Table 4.9: one dimensional AR(2) variables, µ0 = 0, M = 500,θ1 = θ2 = 0.2
m µ1 Pmin S5 S10 S15 S20 S25
10 0.5 0.093 0.095 0.103 0.072 0.074 0.073
1 0.486 0.423 0.529 0.294 0.191 0.150
1.5 0.935 0.884 0.957 0.760 0.578 0.458
15 0.5 0.150 0.126 0.140 0.154 0.108 0.092
1 0.724 0.536 0.690 0.778 0.584 0.462
1.5 0.996 0.968 0.986 0.998 0.982 0.912
20 0.5 0.200 0.132 0.166 0.176 0.210 0.160
1 0.892 0.688 0.818 0.880 0.922 0.822
1.5 1.000 0.994 1.000 1.000 1.000 1.000
Type I Error 0.051 0.054 0.036 0.051 0.040 0.060
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Table 4.10: one dimensional ARMA(1,1) variables, µ0 = 0, M = 1500,θ1 = θ2 = 0.1
m µ1 Pmin S5 S10 S15 S20 S25
10 0.5 0.068 0.074 0.072 0.068 0.055 0.056
1 0.255 0.213 0.306 0.167 0.116 0.099
1.5 0.825 0.666 0.870 0.630 0.420 0.298
15 0.5 0.095 0.074 0.074 0.104 0.064 0.060
1 0.525 0.291 0.487 0.593 0.422 0.307
1.5 0.965 0.828 0.951 0.985 0.923 0.824
20 0.5 0.123 0.062 0.107 0.122 0.136 0.107
1 0.749 0.364 0.622 0.744 0.811 0.689
1.5 0.998 0.892 0.990 0.997 0.999 0.993
Type I Error 0.049 0.054 0.054 0.054 0.049 0.046
Table 4.11: real data AR(1) process, µ0 = 0, M = 310,θ = 0.87, σ
2 = 0.09
m µ1 Pmin S5 S10 S15 S20 S25
10 0.15 0.142 0.170 0.260 0.035 0 0
0.2 0.584 0.588 0.628 0.330 0.100 0
0.25 0.703 0.731 0.710 0.641 0.403 0.262
15 0.15 0.394 0.234 0.379 0.473 0.226 0.161
0.2 0.704 0.725 0.700 0.664 0.622 0.520
0.25 0.841 0.845 0.834 0.864 0.756 0.731
20 0.15 0.625 0.324 0.499 0.574 0.617 0.500
0.2 0.778 0.787 0.774 0.750 0.753 0.737
0.25 0.932 0.889 0.914 0.910 0.942 0.805
Type I Error 0.051 0.040 0.054 0.049 0.059 0.040
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