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[1] We present a novel approach for the numerical solution of problems of diffraction
by open arcs in two dimensional space. Our methodology relies on composition
of weighted versions of the classical integral operators associated with the Dirichlet
and Neumann problems (TE and TM polarizations, respectively) together with a
generalization to the open-arc case of the well known closed-surface Calderón
formulae. When used in conjunction with spectrally accurate discretization rules
and Krylov-subspace linear algebra solvers such as GMRES, the new second-kind
TE and TM formulations for open arcs produce results of high accuracy in small
numbers of iterations—for low and high frequencies alike.
Citation: Bruno, O. P., and S. K. Lintner (2012), Second-kind integral solvers for TE and TM problems of diffraction by open
arcs, Radio Sci., 47, RS6006, doi:10.1029/2012RS005035.
1. Introduction
[2] Problems of diffraction by infinitely thin open surfaces
play central roles in a wide range of problems in science and
engineering, with important applications to antenna and radar
design, electronics, optics, etc. Owing to difficulties inherent
in rigorous mathematical treatment of open surface scatterers,
such problems are often treated by means of physically
approximate models [Keller, 1962; Karam and Fung, 1983;
Lu and Ando, 2012] whose accuracy is limited by the physical
approximations made. Like other wave scattering problems,
on the other hand, open surface problems can be rigorously
treated—either by means of numerical methods that rely
on approximation of Maxwell’s Equations over volumetric
domains (on the basis of, e.g., finite difference or finite ele-
ment methods) or by methods based on boundary integral
equations. As a result of the singular character of the elec-
tromagnetic fields in the vicinity of open edges, open-surface
scattering configurations present major difficulties for both
volumetric and boundary integral methods. Boundary inte-
gral approaches, which require discretization of domains
of lower dimensionality than those involved in volumetric
methods, can generally be treated efficiently, even for high-
frequencies, by means of accelerated iterative scattering sol-
vers [Bleszynski et al., 1996; Bruno and Kunyansky, 2001;
Rokhlin, 1993]. Unfortunately, integral methods for open
surfaces do not give rise, at least in their classical formula-
tions, to Fredholm integral operators of the second-kind, and
can therefore prove to be computationally expensive—as the
eigenvalues of the resulting equations accumulate at zero
and/or infinity and, thus, iterative solution of these equations
often requires large numbers of iterations.
[3] This paper presents new Fredholm integral equations
of second-kind and associated numerical algorithms for
problems of scattering by two-dimensional open arcs G (i.e.,
infinite cylinders of cross-section G) under either transverse
electric (TE) or transverse magnetic (TM) incident fields. The
new second-kind Fredholm equations (which result from
composition of appropriately modified versions Sw and Nw
of the classical single-layer and hypersingular integral
operators S andN) provide, for the first time, a generalization
of the classical closed-surface Calderón formulas to the open-
arc case. In particular, the new formulations possess highly
favorable spectral properties: their eigenvalues are highly clus-
tered, and they remain bounded away from zero and infinity,
even for problems of very high frequency. When used in
conjunction with spectrally accurate discretization rules and
Krylov-subspace linear algebra solvers such as GMRES, the
new open-arc formulations produce results of high accuracy
in small numbers of iterations—for low and high frequencies
alike.
[4] The new second-kind formulation for the TMproblem is
particularly beneficial, as it gives rise to order-of-magnitude
improvements in computing times over the corresponding
weighted hypersingular formulation. Such gains do not occur
in the TE case: although the new second-kind TE equation
requires fewer iterations than the corresponding weighted first
kind formulation, the total computational cost of the second-
kind equation is generally higher in the TE case—since the
application of the first-kind operator can be significantly less
expensive than the application of the composite second-kind
operator.
[5] The difficulties that arise as integral equations are used
to treat open surface scattering problems are of course well
known, and many contributions have been devoted to their
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treatment; early work in these regards can be found for
instance in Meixner [1949], Maue [1949], and Mittra et al.
[1973]. Like the present work, Povzner and Suharevski
[1960] and Christiansen and Nédélec [2000] seek to tackle
these problems by means of generalizations of the classical
Calderón relations to the case of open surfaces. The first of
these contributions establishes that the combination NS can
be expressed in the form I + TK, where the kernel K(x, y) of
the operator TK has local singularity of at most O
1
x yj j
 
.
This early result however does not take into account the sin-
gular edge behavior; the resulting operator TK is not compact
(in fact it gives rise to extreme singularities at the edge
(S. Lintner and O. Bruno, A generalized Calderón formula for
open-arc diffraction problems: Theoretical considerations,
submitted to Proceedings of the Royal Society of Edinburgh,
2012; available at http://arxiv.org/abs/1204.3699)) and I + TK
is therefore not a second-kind operator in any numerically
meaningful functional space. When used in conjunction with
boundary elements that vanish on the edges (by means of
well-chosen projections) however, the combination NS does
give rise to reduction of iteration numbers, as demonstrated in
Christiansen and Nédélec [2000] through numerical exam-
ples for low frequency problems. This contribution does not
include details on accuracy, and it does not utilize integral
weights to resolve the solution’s edge singularity. A related
but different method was introduced in Antoine et al. [2005]
which exhibits, once again, low iteration numbers for low-
frequency problems, but which does not resolve the singular
edge behavior and for which no accuracy studies have been
presented. Finally, high-order integration rules for the single-
layer and hypersingular operators adapted to open arcs were
introduced in a Galerkin framework in Stephan and Wendland
[1984], Hsiao et al. [1991], and Stephan and Tran [1998].
These methods have thus far only been applied for simple
geometries and at low frequencies, and limited information is
available on the actual convergence properties and perfor-
mance of their computational implementations.
[6] A second class of methods include those proposed in
Atkinson and Sloan [1991], Mönch [1996], and Jiang and
Rokhlin [2004]. The contribution by Atkinson and Sloan
[1991], some aspects of which are incorporated in our
method, treats the Dirichlet problem for Laplace’s equation by
means of second kind equations. The basis of this approach
lies in the observation that the cosine basis has the dual posi-
tive effect of diagonalizing the logarithmic potential for a
straight arc and removing the singular edge behavior—so that
the inverse of the logarithmic potential can be easily computed
and used as a preconditioner to produce a second kind oper-
ator for a general arc. The approach byMönch [1996], which
also uses a cosine basis, treats the Neumann problem for the
non-zero frequency Helmholtz equation with spectral accu-
racy by means of first kind equations. The contribution by
Jiang and Rokhlin [2004], finally, treats, just like Atkinson
and Sloan [1991], the Laplace problem by means of sec-
ond-kind equations resulting from inversion of the straight
arc logarithmic potential; like Mönch [1996], further, it pro-
duces spectral accuracy through use of the cosine transforms.
The second-kind integral approach developed in Atkinson
and Sloan [1991] and later revisited in Jiang and Rokhlin
[2004] seems essentially limited to the specific problem for
which it was proposed: neither an extension to the Neumann
problem nor to the full three dimensional problem seem
straightforward. And, more importantly, this approach does
not lead to adequately preconditioned equations for non-zero
frequencies: a simple experiment conducted in section 3.4
shows that a direct generalization of the algorithm Atkinson
and Sloan [1991] to the Helmholtz problem generally
requires significantly more linear algebra iterations than are
necessary if the operator Sw alone is used.
[7] The remainder of this paper is organized as follows: after
recalling in section 2 the classical boundary integral formula-
tions for the TE and TM open-arc scattering problems, in
sections 3.1 and 3.2 we present our new weighted operators Sw
and Nw as well as certain periodized counterparts ~S and ~N
(which are obtained by considering sinusoidal changes of
variables for source and observation points). Our main result,
the generalized Calderón formula, is presented in section 3.3.
Section 3.4 then presents results of numerical evaluation of
eigenvalues for a non-trivial open arc problem, illustrating the
spectral properties of previous open-arc operators as well as
the second kind operators introduced in this paper. Theoretical
considerations concerning the new second-kind equations are
presented in section 4, including a succinct but complete proof
of the open-arc Calderón formulae; a more detailed theoretical
discussion, including full mathematical technicalities, can be
found in Lintner and Bruno (submitted manuscript, 2012). The
high-order quadrature rules we use for evaluation of the new
integral operators are described in section 5. Numerical results,
finally, are presented in section 6 for a wide range of fre-
quencies and for various geometries (including a brief study of
resonant open cavities) demonstrating the uniformly well
conditioned character of the integral formulations proposed in
this paper.
2. Preliminaries
[8] Let G denote a smooth open arc in the plane. The TE
and TM problems of scattering by the open arc G amount to
two-dimensional problems for the Helmholtz equation with
Dirichlet and Neumann boundary conditions on G, respec-
tively:
Duþ k2u ¼ 0 outside G; ujG ¼ f TEð Þ
Dv þ k2v ¼ 0 outside G; ∂v
∂n G
¼ g TMð Þ:j
8<
: ð1Þ
Here n denotes the normal to G, and f and g are given in terms
of the incident electric excitation uinc: f = uinc and g =
∂uinc/∂n on G.
2.1. Classical Open-Arc Equations
for TE and TM Problems
[9] The (unique) solutions u and v of the TE and TM
problems above can be expressed, for r ∉ G, in terms
of single- and double-layer potentials of the form u(r) =R
G Gk(r, r′)m(r′)d‘′ and v (r) =
R
G
∂Gk r;r′ð Þ
∂nr′
n(r′)d‘′ [see, e.g.,
Stephan and Wendland, 1984;Wendland and Stephan, 1990;
Saranen and Vainikko, 2002]. Here nr′ is a unit vector normal
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to G at the point r′ ∈ G (we assume, as we may, that nr′ is a
smooth function of r′ ∈ G), and, calling H01 the first Hankel
function of order zero,
Gk r; r′ð Þ ¼
i
4
H10 k r r′j jð Þ; k > 0
 1
2p
ln r r′j j; k ¼ 0
8><
>: ð2Þ
and
∂Gk r;r′ð Þ
∂nr′
= nr′  rr′ Gk(r, r′). Denoting by S and N the
single-layer and hypersingular operators
S m½  rð Þ ¼
Z
G
Gk r; r′ð Þm r′ð Þd‘′; r ∈ G; ð3Þ
and
N n½  rð Þ ¼ ∂
∂nr
Z
G
∂Gk r; r′ð Þ
∂nr′
n r′ð Þd‘′
¼def lim
z!0þ
∂
∂z
Z
G
∂Gk rþ znr; r′ð Þ
∂nr′
n r′ð Þd‘′; r ∈ G; ð4Þ
further, the densities m and n are the unique solutions of the
integral equations
S m½  ¼ f ; N n½  ¼ g: ð5Þ
[10] It is known that the eigenvalues of the integral
operators in equations (5) accumulate at zero and infinity,
respectively (see, e.g., Figure 1). As a result (and as illus-
trated in section 6), the solution of these equations by means
of Krylov-subspace iterative solvers such as GMRES gen-
erally requires large numbers of iterations. In addition, as
discussed in section 2.3, the solutions m and n of equations
(5) are not smooth at the end-points of G, and, thus, they
give rise to low order convergence (and require high dis-
cretization of the densities for a given accuracy) if standard
quadrature methods are used. Details in these regards are
provided in what follows.
2.2. Calderón Relation for Closed and Open Arcs
[11] As is well known Colton and Kress [1983], Nédélec
[2001], and Colton and Kress [1997] second-kind formula-
tions for closed surfaces (arcs) result from: (1) The classical
jump relations associated with singular integral operators, as
well as (2) application of the Calderón formula
NcSc ¼  I4þKc; ð6Þ
which shows that the composition of the closed-surface
hypersingular and single-layer operators Nc and Sc equals a
compact perturbation Kc of the identity.
[12] In the open-surface context however, jump relations
cannot be exploited since, according to the boundary condi-
tions (1), the same limits must be reached on both sides of the
Figure 1. Eigenvalue distribution for the spiral-shaped arc displayed in Figure 2, with frequency
L
l
= 100,
for the various operators under consideration. (top left) ~S, (top right) ~N , (bottom left) ~S
1
0
~S, and (bottom
right) ~N~S. Note the differences of scale that occur in these graphs.
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open surface G. Further, use of the combined operatorNS does
not lead to well-posed equations: as shown in Lintner and
Bruno (manuscript in preparation, 2012), the image under NS
of the constant function 1 is highly singular, with edge
asymptotics NS[1](r) = O 1d rð Þ
 
, r ∈ G, where d(r) denotes
the Euclidian distance to the edge. The combinationNS is also
problematic in the functional framework set forth in Stephan
and Wendland [1984], Wendland and Stephan [1990], and
Stephan [1987], since the image under S of the Sobolev space
H
1
2(G) (as defined in Stephan [1987]) is larger than the domain
of definition of ~H
1
2 (G) (as defined in Stephan [1987]) of the
operator N.
2.3. Regularity and Singular Behavior at the Edge
[13] The singular character of the solutions of equations
(5) is well documented [Stephan, 1987; Costabel et al.,
2003]: m and n can be expressed in the forms
m  c1ﬃﬃﬃ
d
p þ h; n  c2
ﬃﬃﬃ
d
p
þ z; ð7Þ
where d denotes the distance to the edge, c1 and c2 are
smooth cut-off functions, and where the functions h and z
are somewhat smoother than m and n. More recently fur-
thermore, it was established in Costabel et al. [2003] that
expressions such as (7) can be viewed as part of an expan-
sion in powers of d1/2 which can be carried out as long as the
degree of smoothness of the surface and the right hand side
of the equations allow it. For example, if the curve itself and
the functions f and g in (5) are infinitely differentiable, it
follows that
m ¼ aﬃﬃﬃ
d
p ; n ¼ b
ﬃﬃﬃ
d
p
; ð8Þ
where a and b are infinitely differentiable functions through-
out G, up to and including the endpoints [Costabel et al.,
2003]. Thus the singular character of these solutions is fully
characterized by the factors d1/2 and d1/2 in equation (8).
3. Well-Posed Second-Kind Integral Equation
Formulations
3.1. Weighted Operators
[14] In view of the regularity results (8), we introduce a
positive integral weight w(r) > 0 with asymptotic behavior
w  d1/2 at the edge (by which it is implied that the quotient
w/d1/2 is infinitely differentiable up to the edge), and we
define the weighted operators
Sw a½  ¼ S aw
h i
; Nw b½  ¼ N wb½ ; ð9Þ
so that, in view of the discussion of section 2.3, for smooth
functions f and g, the solutions of the equations
Sw a½  ¼ f and Nw b½  ¼ g ð10Þ
are also smooth.
[15] Without loss of generality, we choose a smooth
parameterization r(t) = (x(t), y(t)) of G defined in the interval
[1, 1], and we define the weight w canonically as w(r(t)) =ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t2
p
. As a result, the operators Sw and Nw give rise to the
parameter-space operators
Sw j½  tð Þ ¼
Z 1
1
Gk r tð Þ; r t′ð Þð Þ j t′ð Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t′2
p t t′ð Þdt′; ð11Þ
and
Nw y½  tð Þ ¼ lim
z!0þ
∂
∂z
Z 1
1
∂
∂nr t′ð Þ
Gk r tð Þ þ znr tð Þ; r t′ð Þ
 
y t′ð Þt t′ð Þ

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t′2
p
dt′; ð12Þ
defined on functions j and y of the variable t, 1 ≤ t ≤ 1; in
these equations we have set t(t) = dr tð Þdt
			 			. Clearly, for j(t) =
a(r(t)) and j(t) = b(r(t)) we have Sw[a](r(t)) = Sw[j](t) and
Nw[b](r(t)) = Nw[y](t).
3.2. Periodized Spaces and Regularity
[16] Introducing the changes of variables t = cos q and t′ =
cos q′, and defining nq = nr(cosq), we obtain the periodic
weighted single-layer and hypersingular operators
~S g½  qð Þ ¼
Z p
0
Gk r cos qð Þ; r cos q′ð Þð Þg q′ð Þt cos q′ð Þdq′ ð13Þ
and
~N g½  qð Þ ¼ lim
z!0þ
∂
∂z
Z p
0
∂
∂nq′
Gk r cos qð Þ þ znq; r cos q′ð Þð Þg q′ð Þ
 t cos q′ð Þ sin 2q′dq′:
Clearly then, the solutions to the periodic equations
~S ~j½  ¼ ~f ; ~N ~y
  ¼ ~g; ð14Þ
where ~f (q) = f(r(cos q)) and ~g(q) = f(r(cos q)), are related to
the solutions of equations (11) and (12) by the relations
~j qð Þ ¼ j cos qð Þ ; ~y qð Þ ¼ y cos qð Þ: ð15Þ
In view of (15), the solutions to equations (14) are smooth
and periodic, and it is therefore natural to study the proper-
ties of ~S and ~N in the Sobolev spaces He
s(2p) of 2p periodic
and even functions [cf. Yan and Sloan, 1988; Bruno and
Haslam, 2007].
[17] Definition 1.
[18] Let s∈ℝ. The Sobolev space Hes(2p) is defined as the
set of all 2p-periodic functions of the form v (q) = 12a0 +
X∞
m¼1
am cos(mq) for which the s-norm kvks2 = |a0|2 + 2
X∞
m¼1
m2s |am|
2 is finite.
[19] Clearly the set {cos(nq): n ∈ ℕ} is a basis of the
Hilbert space He
s(2p) for all s.
3.3. Generalized Calderón Formula
[20] Given the smoothness of the solutions of the equations
arising from the weighted periodic operators ~S and ~N , and in
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light of equation (6), it is reasonable to consider the compo-
sition ~N~S as a possible basis for solution of open-arc pro-
blems. As stated in the following theorem and demonstrated
below, this combination does indeed give rise to a second-
kind integral formulation. The statement of the theorem
makes use of the concept of bicontinuity: an operator L
between two Hilbert spaces is said to be bicontinuous if and
only if L is invertible and both L and L1 are continuous
operators.
[21] Theorem 1.
[22] (i) For all s > 0 the operators ~N and ~S define bicon-
tinuous mappings ~S: He
s(2p)! Hes+1(2p) and ~N: Hes+1(2p)!
He
s(2p). Thus, the composite operator ~N~S is bicontinuous
from He
s(2p) into He
s(2p) for all s > 0.
[23] (ii) The generalized Calderón formula
~N~S ¼ ~J t0 þ ~K ð16Þ
holds, where ~K : He
s(2p) ! Hes(2p) is a compact operator,
and where ~J
t
0: He
s(2p) ! Hes(2p) is a bicontinuous operator
independent of the frequency k.
[24] (iii) The set ss of eigenvalues of ~J
t
0: He
s(2p)! Hes(2p)
equals the union of the discrete setL∞ = {l0 =ln 24 ,ln =14 14n:
n > 0} and a certain open set Ls which is bounded away from
zero and infinity. The sets Ls are nested, they form a
decreasing sequence, (Ls ⊊ Ls′, s > s′) and they satisfy
∩s>0 Ls ¼  14
 
, where Ls denotes the closure of Ls.
[25] It follows that the open-arc TE and TM scattering
problems (1) can be solved by means of the second-kind
integral equations
~N~S ~j½  ¼ ~N ~f
  and ð17Þ
~N~S ~y

  ¼ ~g; ð18Þ
respectively. The smooth and periodic solutions ~j and ~y of
these equations are related to the singular solutions m and n of
equations (5) via m(r(cos q)) = ~j(q)/sin q and n(r(cos q)) =
~S[~y](q)

 sin q. We thus see that, through introduction of
the weight w and use of spaces of even and 2p-periodic
functions, a picture emerges for the open-surface case that
resembles closely the one found for closed-surface config-
urations: the generalized Calderón relation (16) is analogous
to the Calderón formula (6), and mapping properties in terms
of the complete range of Sobolev spaces are recovered for
~S and ~N , in a close analogy to the framework presented in
Kress [1999] and Nédélec [2001] for the operatorsNc and Sc.
3.4. Eigenvalue Distributions
[26] In order to gain additional insights on the character of
the various k ≠ 0 open-arc operators under consideration
(namely, ~S , ~N , ~N~S as well as a generalization to non-zero
frequencies of the operator introduced in Atkinson and Sloan
[1991]), we consider their corresponding eigenvalue dis-
tributions. In Figure 1 we thus display the eigenvalues asso-
ciated with these operators, for the spiral-shaped arc
displayed in Figure 2 and described in section 6, as they were
produced by means of the quadrature rules presented in
section 5 and subsequent evaluation of matrix eigenvalues.
The frequency was chosen to ensure a size to wavelength
ratio Ll = 100, where L is the length of the arc and l the
wavelength of the incident wave. As expected, the eigenva-
lues of ~S tend slowly to zero, the eigenvalues of ~N are large,
while the eigenvalues of ~N~S are bounded away from zero and
infinity, and they accumulate at 14.
[27] The k > 0 generalization of the second-kind equation
introduced in Atkinson and Sloan [1991], whose operator
Figure 2. TE-diffraction by a spiral-shaped arc of size L =
200 l, for incidence angles of (top) 135 and (bottom) 45
from the positive x-axis. Figure 2 (top) shows internal reflec-
tions that enable the field to penetrate to the center of the spi-
ral, giving rise to an interesting array of caustics. The relative
error r in both numerical solutions is no larger than 10
5.
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eigenvalues are displayed in Figure 1 (bottom left), is
obtained from right-multiplication of the single layer operator
in equation (10) by the inverse of the flat-arc zero-frequency
single-layer operator ~S
t
0 (defined in equation (39) below); the
resulting equation is given by
~S ~S
t
0
 1
~j½  ¼ ~f : ð19Þ
This equation, which can be re-expressed in the form ðI þ
ð~S  ~St0Þð~S
t
0Þ 1Þ ~j½  ¼ ~f , is a second-kind Fredholm integral
equation: the operator ~S  ~St0
 
~S
t
0
 
1:He
s(2p)!Hes(2p) is
compact. Unfortunately, the spectrum of the operator in
equation (19) is highly unfavorable at high frequencies, as
illustrated in Figure 1 (bottom left). Such poor spectral dis-
tributions translate into dramatic increases, demonstrated in
Table 6, in the number of iterations required to solve (19) by
means of Krylov subspace solvers as the frequency grows. In
fact, a direct comparison with Table 3 shows that the second-
kind integral equation (19) may require many more iterations
at non-zero frequencies than the original first-kind equation
(14).
4. Theoretical Considerations
[28] This section presents a proof of Theorem 1. The
argument proceeds by consideration of the flat-arc zero-
frequency case (sections 4.1 through 4.3) and subsequent
extension to the general case (sections 4.4, 4.5 and 4.6). A
more detailed discussion, including full mathematical tech-
nicalities, can be found in Lintner and Bruno (submitted
manuscript, 2012).
4.1. Flat Arc at Zero-Frequency
[29] In the particular case where the frequency vanishes
(k = 0) and the curve under consideration is the flat strip
(G = [1, 1]), the operator ~S reduces to Symm’s operator
~S0 ~j½  qð Þ ¼  12p
Z p
0
ln cos q cos q′j j~j q′ð Þdq′; ð20Þ
whose well-known diagonal property in the cosine basis
en(q) = cos nq, [Yan and Sloan, 1988; Bruno and Haslam,
2007], namely
S0 en½  ¼ lnen;ln ¼
ln 2
2
n ¼ 0
1
2n
; n ≥ 1
8><
>: ð21Þ
plays a central role in our analysis. Note that, in particular,
equation (21) establishes the bicontinuity of the operator ~S0
from He
s(2p) into He
s+1(2p). The corresponding property of
bicontinuity (from He
s+1(2p) into He
s(2p)) for the weighted
flat-strip, zero-frequency hypersingular operator
~N0 ~y

 
qð Þ ¼ 1
2p
lim
z!0
Z p
0
∂2
∂z2
ln
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cos q cos q′ð Þ2 þ z2
q 
 ~y q′ð Þ sin2q′dq′
results, in turn, from our study of the operator ~J 0 in section 4.2.
[30] An integration by parts argument presented in Mönch
[1996] gives rise to the factorization ~N0 ¼ ~D0~S0~T0 where
~D0 ~jð Þ qð Þ ¼ 1sin q
d~j qð Þ
dq
ð22Þ
and
~T 0 ~j½  qð Þ ¼ ddq ~j qð Þ sin qð Þ: ð23Þ
As a result, for the flat-arc at zero-frequency case, the
composite operator ~N~S, is given by
~J 0 ¼ ~N 0~S0 ¼ ~D0~S0~T0~S0: ð24Þ
4.2. The Operator ~J0
[31] It is easy to evaluate the action of the operator ~J 0 on
the cosine basis: in view of equation (24), using (21) and
expressing ~T0[en] as a linear combination of cosines (which
results from simple trigonometric manipulations) we obtain
the relation
~J 0 en½  qð Þ ¼
 ln 2
4
n ¼ 0
cos q sin nq
4n sin q
 cos nq
4
; n ≥ 1:
8><
>: ð25Þ
Clearly then,
~J 0 ~j½  qð Þ ¼ 
~f qð Þ
4
 cos q
4
~C ~j½  qð Þ þ 1 ln 2
4p
Z p
0
~j uð Þdu; ð26Þ
where the operator ~C is defined by
~C en½  qð Þ ¼
0 n ¼ 0
sin nq
n sin q
; n ≥ 1:
(
ð27Þ
[32] The right hand side of equation (26) may appear
to bear a direct connection with the classical closed-
curve Calderón formula (6). Yet, unlike the operator Kc in
equation (6), the operator ~C is not compact–see section 4.3.
It is easy, however, to verify that ~C can also be expressed in
the form
~C ~j½  qð Þ ¼ q p qð Þ
p sin q
1
q
Z q
0
~j uð Þdu 1
p q
Z p
q
~j uð Þdu
 
; ð28Þ
and is therefore closely related to the Césaro operator C[h](x) =
1
x
Z x
0
h(u)du. Since C is bounded (but not compact) from
L2[0, b] into L2[0, b] [Brown et al., 1965] (where L2[0, b]
denotes the space of square-integrable functions in the
interval [0, b]), it follows that ~C : He
s(2p) ! Hes(2p) is a
continuous operator for all s > 0, and, therefore, ~J 0:He
s(2p)!
He
s(2p) is also a continuous operator.
[33] Composing the operator ~I0 ¼ 4~S10 ~C~S0~T0 with ~J 0
from the right on one hand, and from the left, on the other,
and applying the two resulting composite operators to the
basis en, shows that Ĩ0 is the inverse of ~J 0 , and that Ĩ0 is a
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continuous operator from He
s(2p) into He
s(2p). It follows that
~J 0 is a bicontinuous operator. As indicated in Section 4.1,
finally, the bicontinuity of ~N 0 from He
s+1(2p) into He
s(2p)
follows directly from equation (24) and the corresponding
bicontinuity properties of ~S0 and ~J 0.
4.3. Eigenvalues of ~J0
[34] Re-expressing (25) in the form
~J 0 en½  qð Þ ¼
 ln 2
4
n ¼ 0
 sin nþ 1ð Þq
4n sin q
þ cos nq
4n
 cos nq
4
; n > 0;
8><
>: ð29Þ
and making use the well-known expansion [Erdélyi et al.,
1981; Mason and Handscomb, 2003]
sin nþ 1ð Þq
sin q
¼
Xp
k¼0
2 d0kð Þ cos 2kq; n ¼ 2p
2
Xp
k¼0
cos 2k þ 1ð Þq; n ¼ 2pþ 1;
8>><
>>:
ð30Þ
we obtain
~J 0 en½  ¼
lnen  12n
Xp1
k¼0
1 d0k
2
 
e2k ; n ¼ 2p; p ≥ 0
lnen  12n
Xp1
k¼0
e2kþ1; n ¼ 2pþ 1; p ≥ 0
;
8>>><
>>:
ð31Þ
where the diagonal elements ln are given by
ln ¼
 ln 2
4
; n ¼ 0
 1
4
 1
4n
; n > 0:
8><
>: ð32Þ
In view of (29), the operator ~J 0 can be viewed as an infinite
upper-triangular matrix. The diagonal terms ln of this matrix
are eigenvalues of ~J 0; the corresponding eigenvectors vn, in
turn, can be expressed in terms of a finite linear combination
of the first n cosine basis functions: vn =
Xn
k¼0 c
n
kek . This
establishes that the set L∞ defined in Theorem 1 is contained
in the spectrum ss for all s > 0.
[35] As is known, the diagonal elements of an infinite upper-
triangular matrix are a subset of all the eigenvalues of the
corresponding operator; for instance, the point spectrum of the
upper-triangular bounded operator C*[a](n) =
X∞
k¼n
ak
kþ1 , (the
adjoint of the discrete Cesàro operator C) is given [Brown
et al., 1965, chapter 2] by the entire disc |l  1| < 1. A
similar situation arises for the operator ~J 0: searching for
sequences {fn, n ≥ 0} such that f = ∑n fn en satisfies J0[ f ] =
lf leads to the relations
 1
4
 1
4n
 
fn  12
X∞
k¼1
fnþ2k
nþ 2k ¼ lfn; n ≥ 1; ð33Þ
and
 ln 2
4
 
f0  14
X∞
k¼1
f2k
2k
¼ lf0; n ¼ 0: ð34Þ
The spectrum of ~J 0 equals the set of all values l for which the
relations (33) and (34) admit solutions satisfying ∑| fnns|2 < ∞.
This set is the union of the discrete set L∞ (see point (iii) in
Theorem 1), and the open set Ls defined by
Ls ¼ l ¼ lx;ly
 
; 4sþ 2 <  lx þ
1
4
 
lx þ 14
 2 þ l2y
( )
: ð35Þ
It follows in particular that the operator ~C is not compact from
He
s(2p) into He
s(2p): if it were, in view of equation (26), the
spectrum of ~J 0 would be discrete, in contradiction with (35).
[36] We thus see that, even though ~C is not compact (so
that, in particular, the decomposition (26) does not present
~J 0 as the sum of a multiple of the identity and a compact
operator), it follows from (32) and (35) that the eigenvalues
of ~J 0 are all bounded away from zero and infinity, and that
they are tightly clustered around 14—in close analogy to the
eigenvalue distribution associated with the closed-surface
Calderón operator (6).
4.4. Properties of the Operator ~S
[37] The study of ~S in the general case (possibly curved
arc, k ≠ 0) hinges on the decomposition
Gk r tð Þ; r t′ð Þð Þ ¼ A1 k; t; t′ð Þln t  t′j j þ A2 k; t; t′ð Þ; ð36Þ
of the kernel Gk, which results from the expression [Colton
and Kress, 1997, p. 64]
H10 zð Þ ¼
2i
p
J0 zð Þ ln zð Þ þ G zð Þ; ð37Þ
where J0(z) is the Bessel function and G(z) is analytic.
Clearly, the functions A1 and A2 are smooth functions of t
and t′, and the singular behavior of Gk thus resides entirely in
a logarithmic term. In particular, the continuity of the oper-
ator ~S follows directly from the corresponding continuity of
the operator ~S0.
[38] To establish the invertibility of the operator ~S and the
continuity of its inverse ~S1, on the other hand, we consider
the decomposition
~S ¼ St0 I þ St0
 1 ~S  St0  ; ð38Þ
where the operator ~S
t
0, defined by
~S
t
0 g½  ¼ ~S0~Z0 g½ ; ð39Þ
differs from ~S0 only in the additional multiplicative
term ~Z0 [g](q) = g(q) t(cosq). Since the He
s ! Hes
operator ~St0
 1 ~S  ~St0  is compact (in view of classical
embedding results and the increased regularity of the kernel
of the operator ~S  ~St0
 
) and since the operator ~S is injective
(as it follows from results established in Stephan andWendland
BRUNO AND LINTNER: SECOND-KIND OPEN ARC INTEGRAL SOLVERS RS6006RS6006
7 of 13
[1984], Wendland and Stephan [1990], and Stephan [1987]
for the operator (3)), the bicontinuity of ~S follows from the
invertibility of ~S0 (and, thus, of ~S
t
0 ) together with an appli-
cation of the Fredholm theory to the term in parenthesis in
equation (38).
4.5. Properties of the Operator ~N
[39] As is known, for closed curves, the operator Nc (the
normal derivative of the double-layer potential), can be
expressed in terms of a composition of a single layer potential
and derivatives tangential to the curve Gc [Colton and Kress,
1983, p. 57]. While for open surfaces the conversion of
normal derivatives into tangential derivatives for the operator
N gives rise to highly singular boundary terms (which arise
from the integration-by-parts calculation that is part of the
conversion process), the presence of the boundary-vanishing
weight w in our Nw operator eliminates all singular terms, and
we obtain Nw[j](t) = Nw
g [j](t) + Nw
pv[j](t) where
Ngw j½  tð Þ ¼ k2
Z 1
1
Gk r tð Þ; r t′ð Þð Þ j t′ð Þt t′ð Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t′2
p
nt  nt′ dt′;
ð40Þ
and where
N pvw j½  tð Þ ¼
1
t tð Þ
d
dt
Z 1
1
Gk r tð Þ; r t′ð Þð Þ ddt′ j t′ð Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t′2
p 
dt′
ð41Þ
[see Mönch, 1996]. Using the changes of variables t = cos q
and t′ = cos q′ in equations (40) and (41), it follows that
~N ~j½  qð Þ ¼ ~Ng ~j½  qð Þ þ ~N pv ~j½  qð Þ; ð42Þ
where
~N
g
~j½  qð Þ ¼ k2
Z p
0
Gk r cos qð Þ; r cos q′ð Þð Þ ~j q′ð Þ t cos q′ð Þ
 sin 2q′nq  nq′ dq′; ð43Þ
and where, defining ~T
t
0 ~j½  qð Þ ¼ 1t cosqð ÞT0 ~j½  qð Þ,
~N
pv
~j½  qð Þ ¼ 1
t cos qð Þ
~D0~S~T
t
0
 
~j½  qð Þ: ð44Þ
Note for future use that equation (44) can be re-expressed in
the form
~N
pv
~j½  qð Þ ¼ ~N t0 ~j½  qð Þ þ
1
t cos qð Þ
~D0 ~S  ~St0
 
~T
t
0 ~j½  qð Þ: ð45Þ
where ~N
t
0[g] = ~Z
1
0
~N 0[g].
[40] In view of equation (42), the operator ~N equals the
sum of ~Ng (which, like ~S, mapsHe
s(2p) intoHe
s+1(2p)) and ~Npv.
But, from (45), we see that ~N pv can be expressed as the sum
of ~N
t
0 and a compact perturbation. Since, like ~N0, the operator
~N
t
0 mapsHe
s+1(2p) intoHe
s(2p), it follows that ~Npv is a bounded
operator from He
s+1(2p) into He
s(2p), and, thus, ~N :He
s+1(2p)
! Hes(2p) is a bounded operator as well.
[41] The bicontinuity properties of ~N can now be
established by an argument similar to the one applied to
~S in the previous section using, this time, the identity
~N ¼ N t0 ðI þ ð~N
t
0Þ
1ð~N  ~N t0ÞÞ:
4.6. Generalized Calderón Formula
[42] The generalized Calderón formula is obtained by
expressing the combination ~N~S in the form
~N~S ¼ ~N t0~S
t
0 þ ~K ¼ ~J
t
0 þ ~K ð46Þ
where the operator ~K , given by ~K ¼ ~Nð~S  ~St0Þ þ
~N  ~N t0
 
~S
t
0; is compact in view of the classical Sobolev
embedding theorems and the (increased) smoothness prop-
erties of the kernels of the operators ð~S  ~St0Þ and ~N  ~N
t
0
 
respectively. In view of the relation ~J
t
0 ¼ ~Z
1
0
~J 0~Z0; ~J 0 and
~J
t
0 have the same spectrum: (l, v ) is an eigenvalue-eigen-
vector pair for ~J 0 if and only if (l, ~Z
1
0 [v]) is an eigenvalue-
eigenvector pair for ~J
t
0 . Clearly, ~J
t
0 has the same mapping
properties and regularity as ~J 0 (~J
t
0 is bicontinuous from
He
s(2p) into He
s(2p)), and therefore, the decomposition (46)
shows that ~N~S equals the sum of an invertible bicontin-
uous operator and a compact operator; that is, ~N~S is a sec-
ond-kind Fredholm operator.
5. High-Order Numerical Methods
[43] In this section we present spectral quadrature rules
for the operators ~S, ~N and ~N~S which give rise to an efficient
and accurate solver for the general open arc diffraction
problem (1).
5.1. Spectral Discretization for ~S
[44] Use of the nodes qn ¼ p 2nþ1ð Þ2N
n o
, n = 0, ⋯, N  1,
gives rise [Press et al., 1992, equations (5.8.7) and (5.8.8)]
to a spectrally convergent cosine representation for smooth,
p-periodic and even functions ~j:
~j qð Þ ¼
XN1
n¼0
an cos nqð Þ; where an ¼ 2 d0nð ÞN
XN1
j¼0
~j qj
 
cos nqj
 
:
ð47Þ
Thus, applying equation (21) to each term of expansion (47),
we obtain the well-known spectral quadrature rule for the
logarithmic kernel
Z p
0
ln cos q cos q′j j~j q′ð Þdq′  p
N
XN1
j¼0
~j qj
 
R Nð Þj qð Þ; ð48Þ
where
R Nð Þj qð Þ ¼ 2
XN1
m¼0
2 dmð Þlm cos mqj
 
cos mqð Þ: ð49Þ
Following Colton and Kress [1997], Martensen [1963], and
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Kussmaul [1969] we then devise a high-order integration
rule for the operator ~S, noting first from (2) and (36) that
Gk r qð Þ; r q′ð Þð Þ ¼ A1 k; cos q; cos q′ð Þln cos q cos q′j j
þ A2 k; cos q; cos q′ð Þ; ð50Þ
where, letting R = |r(cos q)  r(cos q′)| we have
A1 k; cos q; cos q′ð Þ ¼  12p J0 kRð Þ; ð51Þ
and
A2 k; cosq; cosq′ð Þ ¼ i4H
1
0 kRð Þ þ
1
2p
J0 kRð Þ ln cos q cos q′j j:
ð52Þ
In view of (37) and the smoothness of the ratio Rcos q cos q′j j, the
functions A1 and A2 are even, smooth (analytic for analytic
Table 1. Scattering by a Spiral-Shaped Arc of Size Ll = 400: Far-
Field Errors
N TE Case, ~S TE Case, ~N~S TM Case, ~N TM Case, ~N~S
3000 5.4  106 8.2  106 1.5  103 2.8  104
3100 4.5  108 4.9  108 1.0  105 5.5  106
3350 8.4  1012 8.5  1012 3.7  1010 3.7  1011
Figure 3. A sequence of increasingly thin closed curves converging to the open parabolic scatterer
x = 1  2y2 and corresponding far-field patterns. (top) Closed-curve with a = 0.9 and corresponding
far field, (middle) closed-curve with a = 0.99 and corresponding far field, and (bottom) parabolic
(open) arc and corresponding far field. Note the convergence of the far-field patterns as the closed
scatterers approach the open parabolic scatterer.
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arcs) and 2p-periodic functions of q and q′—and, thus,
in view of (48), the expressionZ p
0
~j q′ð ÞA1 k; cos q; cos q′ð Þ ln cos q cos q′j jt cos q′ð Þdq′
 p
N
XN1
j¼0
~j qj
 
t cos qj
 
A1 k; cos q; cos qj
 
R Nð Þj qð Þ
provides a spectrally accurate quadrature rule. By making
use of trapezoidal integration for the second term in the
right-hand side of (50) we therefore obtain the spectrally
accurate quadrature approximation of the operator ~S:
~S j½  qð Þ  p
N
XN1
j¼0
~j qj
 
t cos qj
 
A1 k; cos q; cos qj
 
R Nð Þj qð Þ
þ A2 k; cos q; cos qj
 
: ð53Þ
5.2. Efficient Implementation
[45] The right-hand side of (53) can be evaluated directly
for all q in the set of quadrature points {qn, n = 0,…, N  1}
by means of a matrix-vector multiplication involving the
matrix S(N) whose elements are defined by
S Nð Þnj ¼
p
N
t cos qj
 
A1 k; cos qn; cos qj
 
R Nð Þj qnð Þ
þ A2 k; cos qn; cos qj
 
: ð54Þ
A direct evaluation of the matrix S(N) on the basis of (49)
requires O(N3) operations; as shown in what follows, how-
ever, the matrix S(N) can be produced at significantly lower
computational cost. Indeed, expressing the product of
cosines in (49)) as a sum of cosines of added and subtracted
angles, the quantities
R Nð Þj qnð Þ ¼ 
XN1
m¼0
2 dmð Þlm

cos
mp
N
n jj j
 
þ cos mp
N
nþ jþ 1ð Þ
 
ð55Þ
Figure 4. Sample diffraction patterns. (top) TE scattering
(total field) by an infinitely thin strip of size L = 200l for
horizontal left-to-right incidence. (The TM total field at this
incidence equals the incident field.) (bottom) TM solution
for a half-circle of size L = 200l under normal incidence
from below. Note the trailing shadow in the wake of the
strip, and the caustics inside the circular reflector.
Table 2. Iteration Numbers and Computing Times for the TE
(Dirichlet) Problem on the Flat Strip
L
l N r Mat.
TE(~S) TE(~N~S)
It. Time It. Time
50 400 <105 <1 s 24 <1 s 8 <1 s
200 1600 <105 4 s 33 1 s 8 2 s
800 6400 <105 54 s 45 18 s 8 15 s
Table 3. Iteration Numbers and Computing Times for the TE
(Dirichlet) Problem on the Spiral-Shaped Arc
L
l N r Mat.
TE(~S) TE(~N~S)
It. Time It. Time
50 400 <105 <1 s 64 <1 s 46 <1 s
200 1600 <105 4 s 93 3 s 62 8 s
800 6400 <105 55 s 136 58 s 79 158 s
Table 4. Iteration Numbers and Computing Times for the TM
(Neumann) Problem on the Strip
L
l N r Mat.
TE(~N ) TE(~N~S)
It. Time It. Time
50 400 <105 <1 s 67 <1 s 9 <1 s
200 1600 <105 4 s 160 16 s 9 1 s
800 6400 <105 55 s 298 415 s 9 17 s
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can be expressed in the form
RNj qnð Þ ¼ R Nð Þ n jj jð Þ þ R Nð Þ nþ jþ 1ð Þ; ð56Þ
where the vector R(N) is given by
R Nð Þ ‘ð Þ ¼ 
XN1
m¼0
2 dmð Þlm cos mpN ‘
 
; ‘ ∈ 0; 2N  1½ : ð57Þ
Our algorithm evaluates this vector efficiently by means of
an FFT, and produces as a result the matrix S(N) at an overall
computational cost of O (N2 ln N) operations. This fast
spectrally-accurate algorithm could be further accelerated, if
necessary, by means of techniques such as those presented in
Bleszynski et al. [1996], Bruno and Kunyansky [2001], and
Rokhlin [1993].
5.3. Spectral Discretization for ~N
[46] In order to evaluate ~N we use (42), the first term of
which is a single-layer operator which can be evaluated by
means of a rule analogous to (53) and a rapidly computable
matrix Ng,(N) (similar to S (N)) with elements
Ng; Nð Þnj ¼
k2p
N
t cos qj
 
sin2qj nqj  nqn
 
 A1 k; cos qn; cos qj R Nð Þj qnð Þ
þ A2 k; cos qn; cos qj
 
: ð58Þ
To evaluate the second term in (42), in turn, we make use of
the decomposition (44), and we approximate the quantity
~T
t
0 ~j½  by means of term per term differentiation of the sine
expansion of the function ~j (q)sin(q) (which can itself be
produced efficiently by means of an FFT). Since ~D0 is
essentially the differentiation operator in the x variable,
1
sin q
d
dq
j cos qð Þð Þ ¼  d
dx
j xð Þð Þ;
our solver evaluates the quantity ~D0 ~j½  by invoking classical
FFT-based Chebyshev differentiation rules [Press et al.,
1992, p. 195].
6. Numerical Results
[47] The numerical results presented in what follows were
obtained by means of a C++ implementation of the quadra-
ture rules introduced in section 5 for numerical evaluation of
the operators ~S and ~N (and thus, through composition, ~N~S),
in conjunction with the iterative linear algebra solver
GMRES [Saad and Schultz, 1986]. In all cases the errors
reported were evaluated by comparisons with highly-
resolved numerical solutions. All runs were performed in a
single 2.2 GHz Intel processor.
6.1. Spectral Convergence
[48] To demonstrate the high-order character of the algo-
rithm described in previous sections we consider the pro-
blems of TE and TM scattering by the exponential spiral
x(s) = es cos(5 s), y(s) = es sin(5 s) of size Ll = 800, where
L and l denote the perimeter of the curve and the electro-
magnetic wavelength, respectively. Table 1 demonstrates the
spectral (exponentially-fast) convergence of the TE and TM
numerical solutions produced by means of the operators ~S, ~N
and ~N~S for this problem (cf. equations (14), (17), and (18));
note from Figure 2 the manifold caustics and multiple
reflections associated with this solution.
6.2. Limit of Closed Curves
[49] In order to obtain an indication of the manner in
which an open arc problem can be viewed as a limit of
closed-curve problems (and, in addition, to provide an
independent verification of the validity of our solvers) we
consider a test case in which the open-arc parabolic scatterer
x = 1  2y2 is viewed as the limit as a ! 1 of the family of
closed curves x(s) = (1  a)cos s + a cos(2 s), y(s) = sin(s)
Using the closed-curve Nyström algorithms [Colton and
Kress, 1997] we evaluate the TE fields scattered by these
closed curves at k = 10 for values of a approaching a = 1.
Figure 3 displays the k = 10 far fields corresponding to a =
0.9 and a = 0.99 side-by-side the corresponding far-field
pattern for the limiting open parabolic arc as produced by the
~S-based open-arc solver. Clearly the closed-curve and open-
arc solutions are quite close to each other. As might be
expected, as a approaches 1 an increasingly dense dis-
cretization is needed to maintain accuracy in the closed-
curve solution: for a = 0.9, 256 points where needed to reach
a far field error of 104, while for a = 0.99 as many 1024
points were needed to reach the same accuracy—even for
the low frequency under consideration. The corresponding
open-arc solution, in contrast, was produced with 104
accuracy by means of a much coarser, 64 point discretization.
6.3. Solver Performance
[50] The TE (Dirichlet) problem can be solved by means
of either the left-hand equation in (14) or equation (17),
which inwhat follows are called equations TE ~S
 
and TE ~N~S
 
,
respectively. The TM (Neumann) problem, similarly, can be
tackled by means of either the right-hand equation in (14) or
equation (18); we call these equations TM(~N) and TM ~N~S
 
,
respectively. Results for TE and TM problems obtained by
the various relevant equations for two representative geom-
etries, a strip [1, 1] and the exponential spiral mentioned
above in this section, are presented in Figures 2 and 4 and
Tables 2–6. In the tables the abbreviation “It.” denotes the
Table 5. Iteration Numbers and Computing Times for the TM
(Neumann) Problem on the Spiral-Shaped Arc
L
l N r Mat.
TE(~N ) TE(~N~S)
It. Time It. Time
50 400 <105 <1 s 202 <1 s 48 <1 s
200 1600 <105 3 s 432 65 s 63 8 s
800 6400 <105 55 s 849 1692 s 83 160 s
Table 6. Iteration Numbers and Computing Times Required for
the Solution of TE Problems (on the Spiral-Shaped Arc Depicted
in Figure 2) Using ~S
t
0
 
1 as a Preconditionera
L
l N r It. Mat. Time Sol. Time
50 400 1.2  105 124 <1 s 1 s
200 1600 6.3  106 293 3 s 15 s
800 6400 2.2  105 672 56 s 411 s
aIn a direct generalization of the method of Atkinson and Sloan [1991]
and Jiang and Rokhlin [2004].
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number of iterations required to achieve an r relative maxi-
mum error in the far field (calculated as the quotient of the
maximum absolute error in the far field by the maximum
absolute value of the far-field), “Mat.” is the time needed to
build the ~S matrix given by equation (54), as well as (when
required) the corresponding matrix for ~N g which can be
constructed in O (N2) operations from the ~S matrix (see
section 5), and “Time” is the total time required by the solver
to find the solution once the matrix is stored.
[51] As can be seen from these tables, the TM equation
TM(~N ) requires very large number of iterations as the fre-
quency grows and, thus, the computing times required by the
low-iteration second-kind equation TM ~N~S
 
are signifi-
cantly lower than those required by TM(~N). The situation is
reversed for the TE problem: although, the corresponding
second-kind equation TE ~N~S
 
requires fewer iterations than
TE ~S
 
, the total computational cost of the second-kind
equation is generally higher in this case—since the applica-
tion of the operator in TE ~S
 
is significantly less expensive
than the application of operator in TE ~N~S
 
.
6.4. Resonant Cavities
[52] We have found that interesting resonant electromag-
netic behavior arises from diffractive elements constructed
as almost-closed open-arcs. As can be seen in Figure 5, for
example, circular and rocket-shaped cavities with small
openings (a few wavelengths in size), can give rise to
interesting and highly energetic field patterns within the
open cavity. The number of iterations required for each of
these configurations is of course much larger than for sim-
pler geometries, such as the strip. Yet, overall reduction in
number of iterations and computing times is observed when
the equation TM ~N~S
 
is used in lieu of TM(~N). For the TE
problem, once again TE ~S
 
gives rise to faster overall
numerics than TE ~N~S
 
, although the latter equation still
requires fewer GMRES iterations.
7. Conclusions
[53] We have introduced new second kind equations and
associated numerical algorithms for solution of TE and TM
scattering problems by open arcs. The new open-arc second-
kind formulations are the first ones in the literature that lead
to reduced number of GMRES iterations consistently across
various geometries and frequency regimes. The new second-
kind formulation TM ~N~S
 
is highly beneficial for the TM
problem, giving rise to order-of-magnitude improvements in
computing times over the hypersingular formulation TM(~N).
Such gains do not occur in the TE case: although, the
Figure 5. (top) Field leakage and resulting resonances for a
circular cavity of size Ll = 200 with a bottom aperture of size
equal to the wavelength l; TM polarization, 90 incidence.
(middle) Same as Figure 5 (top) for a rocket-shaped cavity
of perimeter L = 200 l and a bottom aperture of size 6l;
TE polarization, 45 incidence. (bottom) Same as the Figure 5
(middle) but under 90 incidence—for which a strong reso-
nance develops in the tail of the rocket.
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second-kind equation TE ~N~S
 
requires fewer iterations than
TE ~S
 
, the total computational cost of the second-kind
equation is generally higher in this case—since the applica-
tion of the operator in TE ~S
 
is significantly less expensive
than the application of operator in TE ~N~S
 
. Generalization
of these methods enabling efficient second-kind solution of
problems of scattering by open-surfaces in three dimensions
will be presented elsewhere (O. Bruno and S. Lintner, A
high-order integral solver for scalar problems of diffraction
by screens and apertures in three dimensional space, sub-
mitted to Journal of Computational Physics, 2012; available
at http://arxiv.org/abs/1208.5173).
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