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Abstract
Recently the Euler forms on numerical Grothendieck groups of rank 4
whose properties mimick that of the Euler form of a smooth projective
surface have been classified. This classification depends on a natural num-
ber m, and suggests the existence of noncommutative surfaces which up
to that point had not been considered for m ≥ 2. These have been con-
structed for m = 2 using noncommutative P1-bundles, and for all m ≥ 2
by a different construction using maximal orders on Blx P
2.
In this article we compare the constructions for m = 2, i.e. we com-
pare the categories arising from half-ruled del Pezzo quaternion orders
on F1 with noncommutative P
1-bundles on P1. This can be seen as a
noncommutative instance of the classical isomorphism F1 ∼= Blx P
2.
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1 Introduction
Exceptional collections are a convenient way to study derived categories in
(noncommutative) algebraic geometry, for (the noncommutative analogues of)
smooth projective varieties. The existence of a full and strong exceptional col-
lection is a very strong property for a triangulated category, but when it is
satisfied the study of the derived category and its invariants essentially becomes
the study of a (directed) finite-dimensional algebra.
One thing which sets apart the algebras obtained in this way from the class
of all algebras is the behaviour of the Serre functor on the Grothendieck group:
it can be shown that (−1)dimXS is unipotent [9, lemma 3.1]. By [25] the case
of dimX = 1 is trivial, the only finite-dimensional algebra that appears is the
path algebra of the Kronecker quiver.
In [13] the Serre functor in the case of a surface is studied, and some extra
properties are determined: for a finitely generated free abelian group Λ, a non-
degenerate bilinear form 〈−,−〉 : Λ× Λ→ Z and an automorphism s ∈ Aut(Λ)
we will ask that
Serre automorphism 〈x, s(y)〉 = 〈y, x〉 for x, y ∈ Λ;
unipotency s− idΛ is nilpotent;
rank rk(s− idΛ) = 2;
Indeed, it can be shown that the action of the Serre functor on the Grothendieck
group for all smooth projective surfaces (besides being unipotent) has the extra
property that the rank of s− idΛ is precisely 2. Independently, in [19] a closely
related notion is introduced.
One can then try to classify the possible Serre functors on the numerical
level, and indeed this is done for Λ of rank 3 and 4 in [13]. For rank 3 the only
case is the Grothendieck group arising from P2 as the Beilinson quiver (and its
mutations). For rank 4 the classification is more interesting, and it is given
in [13, theorem A]. The following matrices describe all possible bilinear forms
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(up to the action of the signed braid group corresponding to mutation of the
exceptional collections):
1 2 2 4
0 1 0 2
0 0 1 2
0 0 0 1
 (A)
and 
1 m 2m m
0 1 3 3
0 0 1 3
0 0 0 1
 (Bm)
where m ∈ N. One observes that (A) corresponds to P1 × P1, (B0) to P2 ⊔ pt
and (B1) to Blx P
2. Moreover in all of these cases it is possible to change the
relations of the quiver, which corresponds to considering the noncommutative
analogues of these varieties.
For (Bm) there are no smooth projective surfaces with this Euler form. But
in [14] a suitable adaptation of the theory of noncommutative P1-bundles [31]
was used to construct a noncommutative surface of type (B2). Using completely
different techniques the first two authors constructed noncommutative surfaces
of type (Bm) for all m ≥ 2 in [6]. This construction takes a maximal order on P2
and pulls it back along the blowup of a point outside the ramification locus. We
recall some of the details of these constructions in sections 3.1 and 4.1.
Hence there are two geometric constructions of an abelian category which
behaves like the category of coherent sheaves on a smooth projective surface: it
is of global dimension 2, and its derived category has a Serre functor which is
compatible with the standard t-structure, just like in algebraic geometry.
The goal of the current paper is to compare these two constructions, i.e. com-
pare the abelian category arising as a noncommutative P1-bundle on P1 to the
category of coherent sheaves on a maximal order on Blx P
2. It turns out that
they can be explicitly compared using the geometry of the linear systems used
in their construction. The idea is to write both categories in terms of (relative)
Clifford algebras, which in turn reduces the problem to comparing the data
defining these algebras. This allows us to explicitly relate the input for the
noncommutative P1-bundle to the input for the maximal order construction.
In section 2 we recall various notions of Clifford algebra which are needed for
the results in this paper. Most of these are well-known, but we also introduce a
comparison result which might be of independent interest, relating the Clifford
algebra with values in a relatively ample line bundles to the total Clifford al-
gebra. In section 3 we consider the noncommutative P1-bundles constructed in
[14], and explain how we can use the formalism of generalised preprojective alge-
bras to describe these abelian categories using Clifford algebras. In section 4 we
obtain a similar description of the blowups of maximal orders on P2 constructed
in [6] for the special case where the the fat point modules have multiplicity 2.
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In op. cit. it is also shown that these are del Pezzo orders in the sense of [12],
and moreover that they are half-ruled in the sense of [11].
We compare these constructions in section 5. The essential ingredient in
the proof is a comparison between basepoint-free pencils of binary quartics and
basepoint-free nets of conics together with the choice of a smooth conic in the
net. The correspondence on the geometric level is not complete at the moment,
but it is sufficient to give a comparison of the two constructions.
The comparison of the two constructions can be seen as a suitable noncom-
mutative analogue of the isomorphism of the first Hirzebruch surface with the
blowup of P2 in a point. The formalism of Clifford algebras will allow us to
compare Clifford algebras relative to the two projective morphisms in
F1 ∼= Blx P2
P2 P1.
p π (1)
There is also a different (conjectural) noncommutative analogue of the isomor-
phism F1 ∼= Blx P
2, which is actually a deformation of the commutative isomor-
phism. The two constructions in this case are the noncommutative P1-bundles
from [31] versus the notion of blowup from [32]. The main difference between
the notions of bundles is that the one considered in this paper is of rank (1, 4),
where originally they were of rank (2, 2). The main difference between the no-
tions of blowing up is that we consider a point outside the point scheme (or
rather the ramification), whereas the original blowup considers a point on the
point scheme. We come back to the comparison of these constructions in sec-
tion 5.5.
Conventions The more general parts of this paper work over any scheme
where 2 is invertible. For the actual comparison we will work with varieties over
an algebraically closed field k not of characteristic 2 or 3.
2 Clifford algebras
The main tool in comparing the constructions from [14] and [6] is the formalism
of Clifford algebras. It turns that it is possible to write both abelian categories as
a category associated to a certain Clifford algebra. This is done in section 3 and
section 4. It then becomes possible to compare the linear algebra data describing
the quadratic forms. In this way we can set up an explicit correspondence
between the two models, and explicitly relate the input data for the P1-bundle
model to the input data for the blowup model. This is done in section 5.
In section 2.1 we recall the notion of the Clifford algebra associated to a
quadratic form on a scheme. This is a coherent Z/2Z-graded sheaf of algebras.
In section 2.2 we recall the more general version where the quadratic form is
allowed to take values in a line bundle [8, 10]. In this case we cannot obtain
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a Z/2Z-algebra, but the even part of the Clifford algebra is nevertheless well-
defined.
In section 2.3 we recall the notion of the graded Clifford algebra associated to
a linear system of quadrics [4, 21]. Provided the linear system is basepoint-free
we get an Artin–Schelter regular algebra which is finite over its center.
Finally, we can generalise the notion of a graded Clifford algebra to the rela-
tive setting for projective morphisms. This is done in section 2.4, by combining
section 2.2 and section 2.3. The classical case of a graded Clifford algebra then
corresponds to the morphism ProjSymk(E) → Spec k, where E is the vector
space spanned by the elements of degree 1.
2.1 Clifford algebras
Classically the Clifford algebra is a finite-dimensional k-algebra associated to a
quadratic form q : E → k on a vector space E. It is defined as the quotient of
the tensor algebra T(E) by the two-sided ideal generated by
v ⊗ v − q(v) (2)
for v ∈ E. We will use the notation Cℓk(E, q) for the Clifford algebra. Under the
standing assumption that the characteristic of k is not two we can also consider
the symmetric bilinear form bq associated to q, and rewrite the relation as
u⊗ v + v ⊗ u− 2bq(u, v). (3)
The correspondence between symmetric bilinear forms and quadratic forms is
an instance of the isomorphism
Sym2E ∼= Sym2E (4)
Here Sym2E ⊂ E ⊗ E is the subspace of all symmetric tensors, i.e. as a vec-
torspace it is generated by elements of the form u⊗v+v⊗u. Conversely Sym2E
is the quotient of E⊗E by all relations of the form u⊗v−v⊗u. The isomorphism
in (4) is then given by
u⊗ v 7→
u⊗ v + v ⊗ u
2
This isomorphism will be used in a more general form on schemes later.
One can similarly define a Clifford algebras over arbitrary commutative rings
Definition 1. Let A be a commutative algebra and E a finitely generated
projective A-module. Moreover let q : E → A be a quadratic form, i.e. (up
to the identification of q and bq) q is a symmetric A-linear bilinear form
q : Sym2A(E)→ A (5)
Then the Clifford algebra CℓA(E, q) is the quotient of TA(E) by the relations
v ⊗ w + w ⊗ v − q(vw) (6)
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Observe that the obvious Z-grading on T(V ) equips Cℓ(V, q) with a Z/2Z-grad-
ing. The even degree part forms a subalgebra which we will denote Cℓ(V, q)0,
and the odd degree part forms the Cℓ(V, q)0-bimodule Cℓ(V, q)1.
We want to globalise these constructions to quadratic forms over schemes.
First we have to say what we mean by a quadratic form on a scheme X .
Definition 2. Let X be a scheme such that 2 is invertible on X . A quadratic
form on X is a pair (E , q) where E is a locally free sheaf and q : Sym2(E)→ OX
is a morphism of OX -modules, and Sym2 E denotes the submodule of symmetric
tensors inside T2(E).
Let us denote the symmetric square as Sym2 E , i.e. this is the quotient of T2 E
by the relation v⊗w−w⊗v. As in (4), using the assumption that 2 is invertible
on X , there exists an isomorphism Sym2 E ∼= Sym
2 E , relating quadratic forms
to symmetric bilinear forms. We will from now on identify both sheaves and
consider quadratic forms as morphisms from Sym2 E .
We can then define what we mean by a Clifford algebra associated to such
a quadratic form.
Definition 3. Let X be a scheme. Let (E , q) be a quadratic form over X . The
Clifford algebra CℓX(E , q) is the sheafification of
U 7→ TOX(U)(E(U))/(v ⊗ v − q(v)1 | v ∈ H
0(U, E)). (7)
From the grading on the tensor algebra we see that CℓX(E , q) is a Z/2Z-graded
algebra, as was the case for Cℓ(V, q). In order to be compatible with the notation
from section 2.2 we will sometimes denote this Clifford algebra as CℓX(E , q,OX).
Remark 4. Now in the case that q is nondegenerate we get that CℓX(E , q) is
strongly Z/2Z-graded, and CℓX(E , q)1 is an invertible sheaf of CℓX(E , q)0-bi-
modules. See also [18, example 1.1.24].
Similar to definition 1 we can extend this definition by replacing OX by a
sheaf of commutative algebras A as follows.
Definition 5. Let X be a scheme and A a sheaf of commutative algebras on X .
Let E be a locally free A-module and let q : Sym2A(E) → A be a morphism
of A-modules. The Clifford algebra CℓA(E , q) is the sheafification of
U 7→ TA(U)(E(U))/(v ⊗A(U) v − q(v)1 | v ∈ H
0(U, E)). (8)
We will use this construction in remark 9 and section 2.4, where A will be
a sheaf of graded algebras concentrated in even degree. In this case we give E
degree 1, and then CℓA(E , q) will be a Z-graded algebra.
2.2 Clifford algebras with values in line bundles
Wewould also like to consider morphisms of the form Sym2(E)→ L, where L 6∼= OX
is a line bundle on X . In this case we cannot mimick the construction of sec-
tion 2.1 to produce a Z/2Z-graded Clifford algebra for this more general situa-
tion. But an analogue of the even part of the Clifford algebra can be defined,
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together with a bimodule over this algebra [8, 10] which generalises the odd part
of the usual Clifford algebra.
The generalisation of quadratic forms taking values in a line bundle is the
following.
Definition 6. Let X be a scheme such that 2 is invertible on X . Let L be an
invertible sheaf. An L-valued quadratic form on X is a triple (E , q,L) where E
is a locally free sheaf and q : Sym2(E)→ L is a morphism of OX -modules.
Let X be a scheme. Let (E , q,L) be an L-valued quadratic form on X . We
can consider the total space of L as
p : Y := Spec
X
(⊕
n∈N
L⊗n
)
→ X. (9)
Because p∗L ∼= OY the quadratic form (p∗E , p∗q) takes values in OY , so we are
in the situation of the previous section.
Definition 7. The sheaf of algebras p∗(CℓY (p
∗E , p∗q)) on X is called the gener-
alised Clifford algebra or total Clifford algebra. As p is an affine morphism, p∗ is
just the forgetful functor, and the structure as OY -module induces a Z-grading
on the total Clifford algebra.
The even Clifford algebra CℓX(E , q,L)0 is the degree 0 subalgebra of p∗(CℓY (p∗E , p∗q)).
The Clifford module CℓX(E , q,L)1 is the degree 1 submodule of the total
Clifford algebra considered as a bimodule over CℓX(E , q,L)0.
It is not possible to combine these two pieces into a Z/2Z-graded algebra.
Rather we get that the bimodule structure gives rise to a multiplication map
CℓX(E , q,L)1 ⊗CℓX (E,q,L)0 CℓX(E , q,L)1 → Cℓ(E , q,L)0 ⊗OX L. (10)
These construction satisfy the same pleasant properties as the Clifford algebra
from section 2.1. In particular we will use that it is compatible with base change
[8, lemma 3.4].
2.3 Graded Clifford algebras
In [8, 10] there is a construction of connected graded algebras based on linear
algebra input. For sufficiently general choices it gives rise to an interesting class
of Artin–Schelter regular algebras of arbitrary dimension which are finite over
their center.
Definition 8. Let M1, . . . ,Mn be symmetric matrices in Matn(k). The graded
Clifford algebra associated to (Mi)
n
i=1 is the quotient of the graded free k-alge-
bra k〈x1, . . . , xn, y1, . . . , yn〉, where |xi| = 1 and |yi| = 2, by the relations
1. xixj + xjxi =
∑n
m=1(Mm)i,jym, where i, j = 1, . . . , n
2. [xi, yj ] = 0 and [yi, yj] = 0, where i, j = 1, . . . , n, i.e. yi is central.
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To understand the properties of this graded Clifford algebra, we have to
interpret the matrices M1, . . . ,Mn as quadratic forms Qi (in the variables yi).
In this way we obtain n quadric hypersurfaces in Pn−1, which span a linear
system. There are many different ways in which the geometry of the linear
system of quadrics influences the algebraic and homological properties of these
Clifford algebras.
In particular, the graded Clifford algebra is Artin–Schelter regular if and only
if the linear system of quadrics is basepoint-free [21, proposition 7]. It is also
possible to describe the (fat) point modules [21, proposition 9]. We can consider
the matrix M =
∑n
i=1Miyi, and at a point p ∈ P
n−1
y1,...,yn we can consider the
rank of the matrix M(p). Generically it is of full rank, and the point modules
correspond to those points for which the rank is 1 or 2. We are interested in
the case where n = 3, so the point modules are given by the determinant of M ,
which describes a cubic curve inside P2. We get back to this in section 4.2.
Remark 9. Although definition 8 is at first sight quite different from defini-
tion 1, we would like to mention that every graded Clifford algebra is in fact a
Clifford algebra. To see this, let Cℓ(M) be the graded Clifford algebra defined
by n symmetric n× n matrices Mm. Then there is an isomorphism
Cℓ(M) ∼= CℓA(E, q) (11)
by setting
A = k[y1, . . . , yn]
F = kx1 ⊕ . . .⊕ kxn
E = F ⊗k A
(12)
and considering the quadratic form
qF : Sym
2
k F → ky1 ⊕ . . .⊕ kyn
xixj + xjxi 7→
n∑
m=1
(Mm)i,jym
(13)
and extending it as
q : Sym2AE = Sym
2
k F⊗kA
qF⊗idA
−−−−−→ (ky1⊕. . .⊕kyn)⊗kA = A2⊗kA→ A (14)
In the next section we continue this idea of interpreting Clifford algebras in two
ways.
2.4 Clifford algebras with values in ample line bundles
Consider a projective morphism f : Y → X , and let L be an f -relatively ample
line bundle on Y . In this case we can consider the graded OX -algebra
A :=
⊕
n≥0
f∗(L
⊗n) (15)
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and we have that the relative Proj recovers Y , i.e. Y ∼= Proj
X
A.
Let E be a vector bundle on X . Consider a quadratic form
q : Sym2Y (f
∗E)→ L (16)
We can associate two Clifford algebras to this quadratic form:
1. Using section 2.2 there is the sheaf of even Clifford algebras Cℓ0(f
∗(E , q,L),
which is a coherent sheaf of algebras on Y .
2. On the other hand, we can use the algebra A from (15) and consider it
with a doubled grading, i.e.
An =
{
f∗(L⊗m) n = 2m
0 n = 2m+ 1.
(17)
Changing the grading in this way does not change the property that Y is
the relative Proj of A.
Because f∗ is monoidal and using the adjunction f∗ ⊣ f∗ we can consider
the quadratic form q as a morphism Sym2X E → f∗(L) = A2. We can then
extend this morphism to the quadratic form
Q : Sym2A(E ⊗OX A)→ A. (18)
Using section 2.1 we can define the Clifford algebra CℓA(E ⊗OX A, Q),
which we can consider as a sheaf of graded A-algebras on X .
We can compare these two constructions as follows.
Proposition 10. With the notation from above, the coherent sheaf of algebras
on Y associated to CℓA(E ⊗OX A, Q) is isomorphic to the sheaf of even Clifford
algebras Cℓ0(f
∗E , q,L).
Moreover, the coherent sheaf on Y associated to CℓA(E ⊗OX A, Q)(1) is
isomorphic to the Clifford bimodule Cℓ1(f
∗E , q,L).
Proof. We have by the relative version of Serre’s theorem that QcohY ∼= QGrX A.
Then f∗E on Y is given by the graded A-module E⊗OXA. It now suffices to ob-
serve that by the characterisation of relatively ample line bundles [28, tag 01VJ]
we can compare the two constructions of Clifford algebras, using [8, lemmas 3.1
and 3.2].
The statement about the Clifford module follows from the fact that A is
concentrated in even degree, and [8, lemma 3.1].
Example 11. As a special case of this construction we recover the graded Clif-
ford algebra from section 2.3. To see this, we consider the graded Clifford algebra
as an algebra over C[y1, . . . , yn]. If we denote E the vector space spanned by
the yi’s, we have a morphism P(E) → Spec k, and the graded Clifford alge-
bra is nothing but the Clifford algebra associated to (E ⊗k OP(E), q,OP(E)(1)),
where q describes the linear system of quadrics as symmetric matrices in the
global sections E ⊗ E∨.
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3 Noncommutative P1-bundles as Clifford alge-
bras
As mentioned in the introduction the goal of this paper is to compare two
constructions of noncommutative surfaces of (numerical) type m = 2 of (Bm)
which was described above. We will prove that both categories are equivalent
to (a Serre quotient of) the module category over a sheaf of graded Clifford
algebras on P1. In this section we describe how the noncommutative P1-bundle
obtained in [14, theorem 5.1] is equivalent to the module category over a sheaf
of graded Clifford algebras on P1.
In section 3.1 we quickly recall this construction as a noncommutative P1-bun-
dle, or rather the associated module category QGr(S(f (OP1)id)).
In section 3.4 we recall the technicalities in the construction of noncommuta-
tive P1-bundles as in [14] in more detail. We also recall the notion of twisting for
sheaf-Z--algebras, an operation which induces equivalences of categories at the
level of Gr and QGr. We use this twist operation to show that QGr(S(f (OP1)id))
is equivalent to QGr(H(P1/P1)) for a sheaf of graded algebras H(P1/P1) associ-
ated to the finite morphism f : P1 → P1.
In section 3.5 we then show that H(P1/P1) is a symmetric sheaf of graded
algebras. In the particular case that f has degree 4, this implies using lemma 39
that H(P1/P1) is isomorphic to a sheaf of graded Clifford algebras on P1.
The proofs of both lemma 37 and lemma 39 are based on local computations:
it was shown in [14, §3] that noncommutative P1-bundles can be studied locally
using the theory of generalized preprojective algebras ΠC(D) associated to a
relative Frobenius pair D/C of finite rank as in [15]. We recall this theory
in section 3.3. In this section we also show that QGr(ΠC(D)) is equivalent
to QGr(H(D/C)) where H(D/C) is a graded algebra with symmetric relations.
The theory in section 3.2 then shows that H(D/C) maps surjectively onto a
graded Clifford algebra CℓA(E, q). In the particular case of a relative Frobenius
pair D/C of rank 4 (these are the only pairs we encounter locally when f has
degree 4) this map is in fact an isomorphism by proposition 22.
We can summarise the steps in the comparison as follows.
qgrS(f (OP1)id)y lemma 32
qgrΠ(Y/X)y
qgrΠ(Y/X)(2)y (72)
qgrH(Y/X)y corollary 44
qgr
(
CℓSym(O
P1⊕OP1(1))
(
O⊕3
P1
⊗O
P1
Sym(OP1 ⊕OP1(1)), q
))y remark 45
qgr
(
CℓSym(O
P1⊕OP1 (1))
(
E ⊗k Sym(OP1 ⊕OP1(1)), q
))
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3.1 Construction of the surface as a noncommutative bun-
dle
In [31] a notion of noncommutative P1-bundles was introduced, in order to de-
scribe noncommutative Hirzebruch surfaces. This is done by defining a suitable
notion of a noncommutative symmetric algebra for a locally free sheaf, where
the left and right structures do not necessarily agree but where the rank is 2 on
both sides.
In [14] this construction was modified to define a noncommutative symmetric
algebra where the rank is 1 on the left and 4 on the right. In particular it provides
noncommutative P1-bundles on P1 as categories QGr(S(fLid)) where
1. L is a line bundle on P1,
2. f : P1 → P1 is a finite morphism of degree 4,
3. S(fLid) is the symmetric sheaf Z-algebra associated to the bimodule fLid
One is referred to section 3.4 for the exact definition of this object.
Such a noncommutative P1-bundle on P1 has “morphisms” to two copies
of P1 (see [14, §4]). This means that there are functors Π0,∗,Π1,∗ : QGr(S(fLid))→ Qcoh(P1)
with left adjoints denoted by Π∗0,Π
∗
1. It is then shown in [14, theorem 5.1] that
one can use these functors to lift the Beilinson exceptional sequence on P1 to a
full and strong exceptional sequence
Db(qgr(S(fLid))) = 〈Π
∗
1OP1 ,Π
∗
1OP1(1),Π
∗
0OP1 ,Π
∗
0OP1(1)〉 (19)
inDb(qgr(S(fLid)). Moreover there is an explicit formula ([14, theorem 4.1]) for
computing Ext-spaces of the form Extn(Π∗iF ,Π
∗
jG). In particular for L = OP1
one finds that the Gram matrix for the above exceptional sequence is given by
1 2 4 5
0 1 0 1
0 0 1 2
0 0 0 1
 . (20)
It was shown in [13, §6] that B2 is mutation equivalent to this matrix.
3.2 Graded algebras with symmetric relations
Let C be a commutative ring in which 2 is invertible. Let F be a finitely
generated, projective C-module and let R be a direct summand of Sym2C(F ).
As we assumed 2 ∈ C to be invertible, we can use the isomorphism in (4)
to view R as a submodule of Sym2(F ) ⊂ T
2
C(F ). As such we can consider
the algebra TC F/(R). The goal of this section is to show that this algebra is
isomorphic to a Clifford algebra.
We construct the Clifford algebra CℓA(E, q) as in definition 3. For this
letQ = Sym2C(F )/R,A = SymC Q andE = F⊗CA. The quotient map q˜ : Sym
2
C(F )→ Q
11
induces a map:
q : Sym2A(E) = Sym
2
C(F )⊗C A→ Q⊗C A
µ
→ A (21)
where µ is given by multiplication in A. Moreover A can be considered as
a Z-graded algebra by giving Q degree 2.
Remark 12. Giving A degree 0 and E degree 1 equips CℓA(E, q) with a filtra-
tion such that
gr• CℓA(E, q) ∼=
∧•
E (22)
as graded A-modules.
Lemma 13. With the above notation there exists a morphism
ϕ : TC(F )/(R)→ CℓA(E, q). (23)
Proof. The inclusions C →֒ A and F →֒ E induce a morphism
TC(F )→ TA(E)→ CℓA(E, q). (24)
It hence suffices to show that this morphism factors through TC(F )/(R), i.e. that
the above map sends R to 0. For this note that R is generated by elements of
the form v ⊗ w + w ⊗ v. The image of such an element in CℓA(E, q) is given
by q(vw). And q(vw) = 0 for v ⊗ w + w ⊗ v ∈ R because q was obtained as
an A-linear extension of the quotient map q˜.
Proposition 14. The morphism (23) is always an epimorphism.
Proof. It suffices to show that A ⊂ CℓA(E, q) and E ⊂ CℓA(E, q) lie in the
image of ϕ. By construction C and F lie in the image of ϕ and E = F ⊗C A. In
order to prove surjectivity of ϕ, we hence only need to show that A lies in the
image of ϕ. Finally, as A is N-graded and generated in degree 2, it suffices to
show that A0 and A2 lie in the image of ϕ. For A0 this is obvious as A0 = C.
For A2 this follows by noticing that A2 = q(F ⊗ F ).
3.3 Generalised preprojective algebras
In this section we introduce generalized preprojective algebras as in [15]. First
we introduce some short hand notation.
Definition 15. Let C be a commutative ring and D a commutative C-algebra,
then we define the tensor algebra T(D/C) via
T(D/C) := TC⊕D(CDD ⊕ DDC) (25)
where CDD is a C ⊕ D-bimodule by letting C act on the left, D act on the
right and all other actions being trivial. Similarly DDC is a C ⊕D-bimodule.
In particular CDD ⊗C⊕D CDD = DDC ⊗C⊕D DDC = 0.
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Definition 16. Let C be a commutative ring and D a commutative C-algebra.
Then D/C is called a relative Frobenius extension of rank n if the following
conditions are satified:
• D is a free C-module of rank n,
• there exists an isomorphism ϕ : HomC(D,C)→ D of D-(bi)modules.
Remark 17. As mentioned in [14, remark 1.2] one can also define relative
Frobenius pairs D/C where D is projective over C. Most of the results in
op. cit. can be lifted to the projective setting by suitably localizing C. As we
will only need the case where C is a local ring, this extra generality is not
necessary for our purposes.
Definition 18. Let D/C be a relative Frobenius extension of rank n and let ϕ
denote the isomorphism HomC(D,C) ∼= D. The generalized preprojective alge-
bra ΠC(D) is defined as the quotient of T(D/C) with the relations given by the
images of the following morphisms
• the structure morphism i : C → CDC = CDD ⊗D DC
• the D-bimodule morphism r : D → DDC ⊗C DD : 1D 7→ rϕ, where rϕ is
the element in DDC⊗CDD corresponding to ϕ ∈ HomD(HomC(D,C), D)
under the identification
HomD(HomC(D,C), D) ∼= DDC ⊗C DD. (26)
Remark 19. It was mentioned in [15, definition 1.3 and remark 1.4] that the
morphism r as above can also be described in a different way. For this one
fixes a morphism Λ: C → D which generates HomC(D,C) as a D-module,
i.e. HomC(D,C) = ΛD. Every basis {e1, . . . , en} for D as a C-module admits
a dual basis {f1, . . . , fn} for D in the sense that
Λ(eifj) = δi,j . (27)
The element rϕ ∈ DDC ⊗CDD is then given by
∑n
i=1 ei⊗ fi. The fact that this
defines a D-bimodule morphism follows from [14, lemma 3.24].
Definition 20. Let D/C be a relative Frobenius extension of rank n and
let ΠC(D) be as above. Then we define
H(D/C) := ((1C , 0)ΠC(D)(1C , 0))
(2)
(28)
It is immediate that H(D/C) can be written as a quotient of TC(D/i(C)).
Lemma 21. There exists a Clifford algebra CℓA(E, q) and a surjective mor-
phism
ϕ : H(D/C)→ CℓA(E, q). (29)
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Proof. By proposition 14 it suffices to prove that the relations in H(D/C) as a
quotient of TC(D/i(C)) are symmetric. Note that
H(D/C) = (TC(D/i(C))) /(R) (30)
where R is the image of
D
r
→ D ⊗C D → D/i(C)⊗C D/i(C) (31)
We now make the following three observations:
• The image of r is described by rϕ, which can be written as
∑n
i=1 ei ⊗ fi
where {e1, . . . , en} is a basis for D as a C-module and {f1, . . . , fn} is a
basis dual to this one.
• As rϕ can be defined without the choice of a basis for D as C-module, it
does not depend on the choice of basis {e1, . . . , en}.
• If Λ(eifj) = δi,j then Λ(fiej) = δi,j as well. In particular if {f1, . . . , fn} is
the dual basis for {e1, . . . , en}, then {e1, . . . , en} is the dual basis for {f1, . . . , fn}
as well.
These 3 observations together imply
n∑
i=1
ei ⊗ fi = rϕ =
n∑
i=1
fi ⊗ ei (32)
such that R ⊂ SymC,2(D/i(C)) ∼= Sym
2
C(D/i(C)) as required.
Proposition 22. The morphism in (29) is an isomorphism provided that n = 4.
Proof. Surjectivity is immediate by the construction as in proposition 14. Hence
it suffices to prove injectivity.
We now claim that H(D/C) and CℓA(E, q) have a structure as gradedC-alge-
bra such that γ becomes a graded C-algebra morphism and such that H(D/C)n
and (CℓA(E, q))n are free C-modules of the same rank for each n. The propo-
sition then follows.
As (1CΠC(D))
(2) = (1CΠC(D)1C)
(2) = H(D/C) we can use [14, lemma 3.10]
to conclude that H(D/C) is a graded C-algebra such that H(D/C)n is a free C-
module of rank n+ 1.
Next note that A has a structure of a graded C-algebra. Moreover, as before,
we let Q ⊂ A have degree 2. Hence letting F ⊂ E have degree 1, the relations
u⊗ v + v ⊗ u = q(uv) (33)
become homogeneous of degree 2 for each u, v ∈ F and there is a unique induced
grading on CℓA(E, q). Using remark 12 we find isomorphisms of C-modules:
CℓA(E, q)2n ∼= A2n ⊕ (E ∧ E)2n−2,
CℓA(E, q)2n+1 ∼= E2n ⊕ (E ∧ E ∧E)2n−2.
(34)
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As E, E ∧ E and E ∧ E ∧ E are free A-modules of ranks 3, 3 and 1 respec-
tively, we can calculate the rank of CℓA(E, q)2n(+1) using the rank of An.
Recall that A = SymC(Q) and that Q is a free C-module of rank 2. As
such hA(2n) = n + 1. We hence find that CℓA(E, q)2n is a free C-module
of rank n+1+3n= 4n+1 = 2(2n)+1 and that CℓA(E, q)2n+1 is a free C-mod-
ule of rank 3(n+ 1) + n = 4n+ 3 = 2(2n+ 1) + 1.
Finally it is immediate from the construction that γ : H(D/C)→ CℓA(E, q)
is a graded C-algebra morphism. The claim and the result follow.
For use below we also introduce the following Z-algebra:
Definition 23. Let D/C be a relative Frobenius extension of rank n. We define
the tensor-Z-algebra TZ(D/C) via
TZ(D/C)(j,j+1) =
{
CDD if j is even
DDC if j is odd
(35)
and we denote ΠZ(D/C) for the quotient of TZ(D/C) with the relations given
by the images of i and r as in definition 18.
Remark 24. The generalized preprojective algebra ΠD(C) is related to the Z-al-
gebra ΠZ(D/C) as follows:
• ΠD(C) = ΠZ(D/C) using the notation of [14, §3.3].
• ­H(D/C) :=
­(
(1C , 0)ΠC(D)(1C , 0)
)(2) ∼= ΠZ(D/C)(2)
3.4 Bimodule Z-algebras and twisting
We start by recalling the definitions of bimodules and sheaf Z-algebras as in [14,
31]. Whenever we use the notations W , X , Y , Xn, . . . , these schemes are in
fact smooth k-varieties.
Definition 25. A coherent X-Y bimodule E is a coherent OX×Y -module such
that the support of E is finite over X and Y . We denote the corresponding
category by bimod(X-Y ).
More generally an X-Y -bimodule is a quasicoherent OX×Y -module which is
a filtered direct limit of objects in bimod(X-Y ). The category ofX-Y -bimodules
is denoted Bimod(X-Y ).
Most bimodules we encounter in this paper are of the form uUv where u, v
are finite maps and U is a quasicoherent sheaf on some varietyW . More fomally
we have the following.
Definition 26. Consider finite morphisms u : W → X and v : W → Y . If U ∈ Qcoh(W ),
then we denote (u, v)∗U ∈ Bimod(X-Y ) as uUv. One easily checks that
−⊗ uUv = v∗(u
∗(−)⊗W U) (36)
Moreover it was shown in [31] that (under some technical conditions which
will always be fulfilled in this paper) every bimodule E ∈ bimod(X-Y ) has a
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unique right dual E∗ ∈ bimod(Y -X) which is defined by requiring that the
functor
−⊗Y E
∗ : Qcoh(Y )→ Qcoh(X) (37)
is right adjoint to the functor − ⊗X E . The dual notion leads to the left dual :
an object ∗E ∈ bimod(Y -X). By Yoneda’s lemma we have
E =∗ (E∗) = (∗E)∗ (38)
Hence one can use the following notation
E∗n =

E
n︷ ︸︸ ︷
∗ . . . ∗ n ≥ 0
−n︷ ︸︸ ︷
∗ . . . ∗E n < 0
(39)
and there are unit and counit morphisms
in : id(OXn)id → E
∗n ⊗ E∗n+1
jn : E
∗n ⊗ E∗n−1 → id(OXn)id
(40)
where X2n = X and X2n+1 = Y for all n.
Example 27. Let f : Y → X be a finite morphism, where Y is a smooth
variety over Spec k, and let E be the bimodule f (OY )id. One can use the ex-
plicit formula for E∗ as in the discussion following [31, proposition 3.1.6] to
obtain E∗ = id(OY )f . Using (36) we find
−⊗X E = f
∗(−) and −⊗Y E
∗ = f∗(−). (41)
As such the adjunction − ⊗X E ⊣ − ⊗Y E
∗ is nothing but the usual ad-
junction f∗ ⊣ f∗. Using Grothendieck duality we know that f∗ has a right
adjoint given by f !(−) = f∗(−) ⊗ ωX/Y because f is finite and flat [22],
where ωX/Y ∈ Qcoh(Y ) is defined by
f∗ωX/Y = Hom(f∗OY ,OX). (42)
In particular we find
E∗∗ = f (ωX/Y )id = E ⊗ ωX/Y (43)
with associated unit morphism
id(OY )id → E
∗ ⊗ E ⊗ id(ωX/Y )id (44)
Moreover by induction we have that
E(2n)∗ = f (ω
n
X/Y )id
E(2n+1)∗ = id(ω
−n
X/Y )f
(45)
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The tensor product of OW×X×Y -modules induces a tensor product
Bimod(W -X)⊗ Bimod(X-Y )→ Bimod(W -Y ) : (E ,F) 7→ E ⊗X F (46)
through the formula
E ⊗ F := πW×Y ∗
(
π∗W×X(E)⊗W×X×Y π
∗
X×Y (F)
)
. (47)
For each E ∈ Bimod(W -X) this defines a functor
−⊗XE : Qcoh(W )→ Qcoh(X) :M 7→M⊗XE := πX∗
(
π∗W (M)⊗W×XE
)
(48)
analogous to the notion of a Fourier–Mukai transform, which is right exact in
general and exact if E is locally free on the left. We mention that [31, lemma
3.1.1] shows that this functor determines the bimodule E uniquely. As such the
category Bimod(W -X) is embedded in the more abstract categories BiMod(W -X)
and BIMOD(W -X) as in op. cit.
The above tensor product turns Bimod(X-X) into a monoidal category.
As such it is possible to define algebra objects in this category. More gen-
eral one can construct Z-algebra objects with respect to a collection of cate-
gories Bimod(Xi-Xj) as follows.
Definition 28. Let (Xi)i∈Z be a sequence of smooth varieties. A sheaf Z-alge-
bra A is a collection of Xi-Xj-bimodules Ai,j equipped with multiplication and
identity maps
µi,j,k : Ai,j ⊗Aj,k → Ai,k
ui : OXi → Ai,i
(49)
such that the associativity
Ai,j ⊗Aj,k ⊗Ak,l Ai,k ⊗Ak,l
Ai,j ⊗Aj,l Ai,l
µi,j,k⊗1
1⊗µj,k,l µi,k,l
µi,j,l
(50)
and unit diagrams
OXi ⊗Ai,j Ai,i ⊗Ai,j Ai,j ⊗OXi Ai,j ⊗Aj,j
Ai,j Ai,j
ui⊗1
µi,i,j
1⊗ui
µi,j,j
(51)
commute.
A graded A-module is a sequence of quasi-coherent OXi -modules Mi to-
gether with maps
µM,i,j : Mi ⊗Ai,j →Mj (52)
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compatible with the multiplication and identity maps on A in the usual sense.
A morphism of graded A-modules f : M → N is a collection of Xi-mod-
ule morphisms fi : Mi → Ni such that the obvious diagrams commute. The
associated category is denoted Gr(A).
An A-module is right bounded if Mi = 0 for i ≫ 0. An A-module is called
torsion if it is a filtered colimit of right bounded modules. Let Tors(A) be the
subcategory of Gr(A) consisting of torsion modules. If Gr(A) is a locally noethe-
rian category (which is always the case for our applications, see for example [14,
theorem 3.1]), then Tors(A) is a localizing subcategory and the corresponding
quotient category is denoted by QGr(A).
Remark 29. Let R be a sheaf of graded algebras on X , then R induces a
sheaf-Z-algebra Rˇ on (Xi)i∈Z with Xi = X for all i via
Rˇi,j = Rj−i. (53)
It is well known that there are induced equivalences of categories
Gr(Rˇ) ∼= Gr(R) and QGr(Rˇ) ∼= QGr(R). (54)
Of particular interest are so-called symmetric sheaf-Z-algebras, which are
defined in [31] and [14].
Definition 30. Let X and Y be smooth varieties over k and let E be an X-Y -bi-
modules for which all duals En∗ exist. Then the tensor sheaf Z-algebra T(E) is
the sheaf-Z-algebra generated by the En∗, more precisely
T(E)m,n =

0 n < m
id
(
OX
)
id
if n = m is even
id
(
OY
)
id
if n = m is odd
Em∗ ⊗ . . .⊗ E(n−1)∗ n > m
(55)
The symmetric sheaf-Z-algebra S(E) is the quotient of T(E) by the relations
defined by (40) above. More precisely, S(E)m,n is defined as{
T(Ei)m,n n ≤ m+ 1
T(E)m,n/
(
im(im)⊗ . . .) + (Em∗ ⊗ im(im+1)⊗ . . .) + . . .+ (. . .⊗ im(im−2))
)
n ≥ m+ 2.
(56)
A fundamental operation in the context of sheaf-Z-algebras is that of twisting
by a sequence of invertible bimodules. Invertible bimodules are defined in [14]
or [31], for our applications it suffices to realize that bimodules of the form idLid
are invertible. As the next theorem shows, this operation induces equivalences
of categories at the level of Gr and QGr.
Theorem 31. (see for example [14, theorem 2.14]) Let (Xi)i and (Yi)i be se-
quences of smooth varieties over k and A a sheaf-Z-algebra on (Xi)i. Given a
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collection of invertible Xi-Yi-bimodules (Ti)i one can construct a sheaf-Z-alge-
bra B by
Bi,j := T
−1
i ⊗Ai,j ⊗ Tj (57)
called the twist of A by (Ti)i.
There is an equivalence of categories given by the functor
T : Gr(A) ∼= Gr(B) :Mi →Mi ⊗ Ti. (58)
If moreover A and B are noetherian, then this also induces an equivalence at
the level of QGr
We will apply this theorem to the symmetric sheaf-Z-algebras as defined in
[14, definition 2.13] or [31, §1].
Lemma 32. Let f : Y → X be a finite morphism between smooth projec-
tive curves and let S(f (OY )id) be the associated symmetric sheaf-Z-algebra.
Moreover denote ΠZ(Y/X) for the sheaf-Z-algebra (over the collection (Xi)i∈Z
with X2j = X and X2j+1 = Y ) defined as follows:
• ΠZ(Y/X)m,n = 0 whenever m > n;
• ΠZ(Y/X)2j,2j = id(OX)id for all j;
• ΠZ(Y/X)2j+1,2j+1 = id(OY )id for all j;
• ΠZ(Y/X)2j,2j+1 = f (OY )id for all j;
• ΠZ(Y/X)2j+1,2j+2 = id(OY )f for all j;
• ΠZ(Y/X) is freely generated by the ΠZ(Y/X)n,n+1 subject to the relations
id(OX)id ⊂ id(f∗OY )id
= f (OX)f
= ΠZ(Y/X)2j,2j+1 ⊗Y ΠZ(Y/X)2j+1,2j+2
(59)
and
r(id(ω
−1
f )id) ⊂ ΠZ(Y/X)2j−1,2j ⊗Y ΠZ(Y/X)2j,2j+1 (60)
where
r : id(ω
−1
f )id → id(OY )f ⊗ f (OY )id (61)
is induced by f∗ ⊣ f ! = f∗ ⊗ ωX/Y as in (44).
Then ΠZ(Y/X) is a twist of S(f (OY )id).
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Proof. Using (45) it follows immediately that
(S(f (OY )id))2j,2j+1 = (ΠZ(Y/X))2j,2j+1 ⊗ id(ω
j
X/Y )id (62)
and
(S(f (OY )id))2j+1,2j+2 = id(ω
−j
X/Y )id ⊗ (ΠZ(Y/X))2j+1,2j+2. (63)
Now let Ti be defined by
Ti :=
{
id(OX)id i = 2j
id(ω
j
X/Y )id i = 2j + 1.
(64)
We then claim that
(S(f (OY )id))m,n
∼= T −1m ⊗ΠZ(Y/X)m,n ⊗ Tn (65)
holds for all m,n.
As both algebras are generated in degree 1 and have quadratic relations, it
suffices to check the claim for n − m = 0, 1, 2. By the above the claim holds
for n−m = 0, 1.
For n = m+ 2 = 2j + 2 we have
(S(f (OY )id))2j,2j+2 = id (f∗OY /OX)id = (ΠZ(Y/X))2j,2j+2 (66)
To get the claim for n = m+ 2, m = 2j + 1 it suffices to check that
i2j+1(id(OY )id) = id(ω
−j
X/Y )id ⊗ r(id(ω
−1
f )id)⊗ id(ω
j+1
X/Y )id
= id(ω
−j
X/Y )id ⊗ r(id(ω
−1
f )id)⊗ id(ωX/Y )id ⊗ id(ω
j
X/Y )id
(67)
This in turn follows by using the fact that i2j+1 and r are defined as unit maps,
the fact that the bimodules underlying these unit maps are twists of each other
and the fact that(
id(ω
−j
X/Y )id ⊗ id(OY )f
)∗
= (id(OY )f )
∗ ⊗ id(ω
j
X/Y )id. (68)
Remark 33. The sheaf-Z-algebra ΠZ(Y/X) as introduced above is 2-periodic,
i.e. for each i and j there is an isomorphism
(ΠZ(Y/X))i,j
∼= (ΠZ(Y/X))i+2,j+2 (69)
and these isomorphisms are compatible with the multiplication in ΠZ(Y/X).
In particular let H(Y/X) be the graded sheaf of algebras on X defined as
follows:
• H(Y/X)0 = OX ;
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• H(Y/X)1 = f∗OY /OX ;
• H(Y/X) is generated by H(Y/X)1 subject to the relation
f∗ω
−1
X/Y ⊂ H(Y/X)1 ⊗H(Y/X)1 = f∗OY /OX ⊗ f∗OY /OX (70)
which is induced by
id(f∗ω
−1
X/Y )id = f (ωX/Y )f
= f (OY )id ⊗ id(ω
−1
X/Y )id ⊗ id(OY )f
r
→ f (OY )id ⊗ id(OY )f ⊗ f (OY )id ⊗ id(OY )f
= id(f∗OY ⊗ f∗OY )id
→ id(f∗OY /OX ⊗ f∗OY /OX)id;
(71)
then there is an isomorphism of sheaf-Z-algebras:
ΠZ(Y/X)
(2) ∼= Hˇ(Y/X) (72)
Using theorem 31, lemma 32, remark 33 and remark 29 we have equivalences
of categories
QGr(S(f (OP1)id)) ∼= QGr(ΠZ(P
1/P1))
∼= QGr(H(P1/P1)).
(73)
As a last result of this section we mention that the above category is pre-
served by the PGL2×PGL2-action on the set of degree 4 maps f : P
1 → P1
(where the action is given by coordinate changes of on the domain and codomain).
Lemma 34. Let f : P1 → P1 be a finite map and let ϕ, ψ ∈ Aut(P1), then
QGr(S(f (OP1)id)) ∼= QGr(S(ϕ◦f◦ψ(OP1)id)). (74)
Proof. By theorem 31 it suffices to show that S(f (OP1)id) and S(ϕ◦f◦ψ(OP1)id)
are twists of each other. We claim that
(S(ϕ◦f◦ψ(OP1)id))i,j
∼= T −1i ⊗ (S(f (OP1)id))i,j ⊗ Tj . (75)
holds for all i and j if we choose
Ti :=
{
idOϕ if i is even
ψOid if i is odd
. (76)
For example we have that
(S(ϕ◦f◦ψ(OP1)id))2,3 = ϕ◦f◦ψ (ωϕ◦f◦ψ)id
∼= ϕ◦f◦ψ
(
ωψ ⊗ ψ
∗ωX/Y ⊗ ψ
∗f∗ωϕ
)
id
∼= ϕ◦f◦ψ
(
OP1 ⊗ ψ
∗ωX/Y ⊗ ψ
∗f∗OP1
)
id
∼= ϕ◦f◦ψ
(
ψ∗ωX/Y
)
id
∼= ϕ(OP1)id ⊗ f
(
ωX/Y
)
id
⊗ ψ(OP1)id
∼= (id(OP1)ϕ)
−1 ⊗ (S(f (OP1)id))2,3 ⊗ ψ(OP1)id.
(77)
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We leave it as an exercise to the reader to check that this twisting is compatible
with the quadratic relations of S(f (OP1)id) and S(ϕ◦f◦ψ(OP1)id).
3.5 Symmetric sheaves of graded algebras
This section is devoted to generalizing lemma 13, proposition 14 and lemma 21
to the level of sheaves of algebras. Throughout this section, all schemes are
assumed to have 2 invertible, and for ease of statement we will also assume that
they are irreducible.
Definition 35. Let H = H0 ⊕ H1 ⊕ . . . be a graded sheaf of algebras on a
scheme X . We say H is a symmetric sheaf of graded algebras if the following
conditions hold:
• H1 is a locally free sheaf on X ;
• there is a surjective morphism of sheaves of graded algebras
ϕ : TOX (H1)։ H; (78)
• ϕ is an isomorphism in degree 0 and 1;
• ker(ϕ) ∼= R⊗OXTOX (H1) whereR is a direct summand of SymOX ,2(H1) ⊂ TOX (H1)2.
The following is immediate from the local nature of the construction of SymOX ,2(−)
and TOX (−).
Lemma 36. Let H be a sheaf of graded algebras on X . Then the following are
equivalent:
1. H is a symmetric sheaf of graded algebras on X .
2. for each point p ∈ X we have that Hp is a graded (OX,p-)algebra with
symmetric relations as in section 3.2.
We use this lemma to prove the following.
Lemma 37. Let X and Y be smooth varieties over a field k of characteristic
different from 2 and let f : Y → X be a finite morphism of degree n. Let H(Y/X)
be the associated sheaf of graded algebras as in remark 33. Then H(Y/X) is a
symmetric sheaf of graded algebras on X .
Proof. Using lemma 36 it suffices to prove that H(Y/X)p is a graded algebra
with symmetric relations as in section 3.2. For this we first use [14, lemma 3.2.7]
which (among other things) shows that (f∗OY )p/OX,p is relative Frobenius of
rank n. For example one has an isomorphism of (f∗OY )p-modules
(f∗OY )p ∼= (ωX/Y )p ∼= HomOX,p((f∗OY )p/OX,p). (79)
We now claim that
H(Y/X)p = H
(
(f∗OY )p/OX,p
)
(80)
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where the right hand side was defined in (28). The lemma follows from this
claim and the fact that H((f∗OY )p/OX,p) is a graded algebra with symmetric
relations (see for example the proof of lemma 21).
By comparing (30) with remark 33 we see that the claim holds in de-
gree 0 and 1: both algebras can be written as quotients of the tensor alge-
bra TOX,p((f∗OY )p/OX,p) subject to quadratic relations.
Recall that the quadratic relations in H((f∗OY )p/OX,p) were obtained by
composing the morphisms r in (31) with the obvious morphism
π : (f∗OY )p ⊗OX,p (f∗OY )p → (f∗OY )p/OX,p ⊗OX,p (f∗OY )p/OX,p. (81)
A closer examination of the morphisms r in (31), see for example the proof of
[14, lemma 3.4.2], shows that the forgetful functor Mod((f∗OY )p)→ Mod(OX,p)
is left adjoint to the functor − ⊗OX,p (f∗OY )p : Mod(OX,p) → Mod((f∗OY )p)
and that r coincides with the associated unit morphism
(f∗OY )p → (f∗OY )p ⊗OX,p (f∗OY )p. (82)
Similarly the quadratic relations in H(Y/X)p were obtained as the image
of π ◦ r′ where π is as in (81) and r′ is obtained by localizing the unit morphism
in (61). Hence in order to prove the claim it suffices to show that the localization
of the unit morphism in (61) coincides with the unit morphism in (82). For this
we use the isomorphism (f∗OY )p ∼= (ωX/Y )p as in (79) and the commutativity
of the following diagrams
Qcoh(OY ) Qcoh(OX)
Mod((f∗OY )p) Mod(OX,p)
f∗=−⊗id(OY )f
f∗,p (−)p
forget
(83)
and
Qcoh(OX) Qcoh(OY )
Mod(OX,p) Mod((f∗OY )p)
f∗=−⊗f (OY )id
(−)p f∗,p
−⊗OX,p (f∗OY )p
(84)
where for the second diagram, commutativity follows from the projection for-
mula.
The local nature of the constructions in definition 5 allow us to generalize
lemma 13 and proposition 14 as follows.
Lemma 38. Let H = TOX (H1)/R be a symmetric sheaf of graded algebras
on X . Let Q = Sym2OX (H1))/R, A = SymOX Q and E = H1 ⊗OX A.
Let q : Sym2A(E)→ A be induced by the quotient map q˜ : Sym
2
OX (H1))→ Q;
i.e.
q : Sym2A(E) = Sym
2
OX (H1)⊗OX A → Q⊗OX A
µ
→ A (85)
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where µ is given by multiplication in A.
Then the inclusions OX →֒ A and H1 →֒ E induce a epimorphism
ϕ : H։ CℓA(E , q). (86)
We now combine lemma 38 with lemma 37 to obtain the following.
Lemma 39. Let X and Y be smooth varieties over a field k of characteristic
different from 2 and let f : Y → X be a finite morphism of degree 4. Let H(Y/X)
and CℓA(E , q) be as above. Then there is an isomorphism
H(Y/X) ∼= CℓA(E , q). (87)
Proof. Combining lemma 38 and lemma 37 we already know that there is an
epimorphism
ϕ : H(Y/X)։ CℓA(E , q). (88)
It hence suffices to show that ϕ is in fact an isomorphism, and this can be
checked locally. Hence let p be any point in X . We must show that
ϕp : H(Y/X)p = H((f∗OY )p/OX,p)։ (CℓA(E , q))p = CℓAp(Ep, qp) (89)
is an isomorphism. This follows from proposition 22 by noticing that ϕp coin-
cides with (29).
We are particularly interested in the case where Y = X = P1. Hence from
now on fix a finite, degree 4 morphism f : P1 → P1. We continue this section
by describing the sheaf of algebras A and the A-module E in (87). We will use
the following easy lemmas.
Lemma 40. We have for n ∈ Z and i = 0, 1, 2, 3 that
f∗(OP1(4n+ i)) ∼= OP1(n)
⊕i+1 ⊕OP1(n− 1)
3−i. (90)
Proof. Because f is a finite morphism between regular schemes we have that it
is necessarily flat.Hence f∗(OP1(4n+i)) must be locally free. By Grothendieck’s
splitting theorem it must split as a direct sum of line bundles. The exact splitting
can be found using that
HomP1(f∗ (OP1(4n+ i)) ,OP1(a)) ∼= HomP1(OP1(4n+ i), f
∗ (OP1(a)))
∼= HomP1(OP1(4n+ i),OP1(4a))
(91)
which is max{0, 4a− 4n− i}-dimensional.
Lemma 41. We have that
FY/X := H(P
1/P1)1 ∼= OP1(−1)
⊕3. (92)
Proof. By lemma 40 we have that f∗(OP1) ∼= OP1 ⊕ OP1(−1)
⊕3. As the struc-
ture morphism OP1 → f∗(OP1) is nonzero we have that it is necessarily an
isomorphism between OP1 and the summand OP1 of f∗(OP1).
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Lemma 42. We have that
ωX/Y ∼= OP1(6). (93)
Proof. By construction
f∗ωX/Y ∼= Hom(f∗OP1 ,OP1)
∼= Hom(OP1 ⊕OP1(−1)
⊕3,OP1)
∼= OP1 ⊕OP1(1)
⊕3
∼= f∗(OP1(6))
(94)
where we applied lemma 40 twice. The result now follows as I is an invertible
sheaf and f∗ is faithful (because f is affine).
We can use these lemmas to obtain the following.
Proposition 43. Let Q := Sym2
P1
(
FY/X/f∗(ω
−1
X/Y )
)
as above.
We have that
Q ∼= OP1(−2)⊕OP1(−1). (95)
Proof. We wish to prove that
1. the morphism r : f∗(ω
−1
X/Y )→ Sym
2
P1
(H(P1/P1)1) is injective;
2. the quotient Q is a locally free sheaf.
Assuming that these hold there is a short exact sequence
0→ OP1(−2)
⊕3 ⊕OP1(−3)→ OP1(−2)
⊕6 → Q→ 0 (96)
where we used lemma 41 to obtain Sym2P1(F) ∼= OP1(−2)
⊕6 and lemma 42 to-
gether with lemma 40 to find f∗(ω
−1
X/Y )
∼= f∗(OP1(−6)) ∼= OP1(−2)
⊕3⊕OP1(−3).
If Q is locally free it splits as a sum of two line bundles OP1(i) ⊕ OP1(j)
where i ≥ j ≥ −2. By [17, exercise II.5.16.d] we find
OP1(−12) ∼= OP1(−9)⊗OP1(i+ j) (97)
with unique solution i = −1, j = −2. It hence remains to prove that r is
injective and that is cokernel is locally free.
The injectivity is checked locally. As in the proof of lemma 37, r is locally
given by
D → DDC ⊗C DD : 1D 7→
4∑
i=1
ei ⊗ fi (98)
where D = (f∗OY )p, C = OX,p and e1, e2, e3, e4 and f1, f2, f3, f4 form dual
bases for D as C-module. As coker(r) = (0, 1D) ((ΠC(D))2) (0, 1D) is a free C-
module of rank 12 by [15, lemma 3.10], r must necessarily be injective.
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That the cokernel of r is locally free can also be checked locally. Hence
let Q = Sym2C(D/C)/ im(r) for a relative Frobenius pair D/C. A computation
similar to the one carried out in [15, §3] reduces to showing that dimk(Q) does
not depend on D in the case where C is an algebraically closed field k. This in
turn follows from the equality
dimk(Q) = dimk(Sym
2
k(D/k))− dimk(D) = 6− 4 = 2. (99)
We can now conclude the description in the following corollary.
Corollary 44. There exists an isomorphism
H(P1/P1) ∼= CℓSym
P1 (OP1 (−2)⊕OP1(−1))
(
OP1(−1)
⊕3 ⊗ SymP1(OP1(−2)⊕OP1(−1)), q
)
(100)
We can moreover twist everything in the construction by the appropri-
ate OP1(i)’s to find and equivalence of categories
qgr
(
CℓSym
P1 (OP1 (−2)⊕OP1(−1))
(
OP1(−1)
⊕3 ⊗ SymP1(OP1(−2)⊕OP1(−1)), q
))
↓ ∼=
qgr
(
CℓSym
P1 (OP1⊕OP1(1))
(
O⊕3
P1
⊗ SymP1(OP1 ⊕OP1(1)), q
))
Remark 45. The morphism q : Sym2(O⊕3
P1
) → OP1 ⊕ OP1(1) in (29) is ob-
tained from a surjective map q : Sym2(E) → V where E := H0(P1,O⊕3
P1
)
and V := H0(P1,OP1 ⊕ OP1(1)) because these sheaves are generated by their
global sections, and the dimensions of the Hom’s between the sheaves is the
same as the dimension of the Hom’s between their global sections.
4 Quaternion orders on F1 as Clifford algebras
Wewill now write the construction from [6] in the case responsible for typem = 2
in (Bm) as a Clifford algebra. This allows us to compare it to the Clifford algebra
obtained in section 3, which is done in section 5.
In section 4.1 we quickly recall the construction of [6]. In section 4.2 we
describe how we can describe the Artin–Schelter regular algebras in the special
case where the order of the automorphism is 2. In section 4.3 we can then
use the description as a graded Clifford algebra before blowing up to give a
description as a Clifford algebra with values in a line bundle after blowing up,
which allows us to write the associated abelian category in the same way as was
obtained in section 3. This can be summarised as follows.
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coh p∗Sy lemma 57
coh p∗
(
CℓP2(Sym
2(E)⊗k OP2 , q,OP2(1))0
)y section 4.3
cohCℓF1(Sym
2(E)⊗k OF1 , q,OF1(1))0y §2.2
qgrCℓSym(O
P1⊕OP1(1))
(
E ⊗k Sym(OP1 ⊕OP1(1)), q
)
4.1 Construction of the surface as a blowup
In this section we quickly recall the construction from [6]. The idea is to use the
maximal order on P2 induced from a quadratic 3-dimensional Artin–Schelter
regular algebra finite over its center, and blow up a point p on P2 outside the
ramification locus of the maximal order. The pullback of the maximal order is
again a maximal order, now on Blx P
2. Using a generalisation of Orlov’s blowup
formula to the case of maximal orders on smooth projective varieties we can
then construct derived categories with a full and strong exceptional collection
whose Cartan matrix is of the form described in [13] for all m ≥ 2. For the
purpose of this paper we are only interested in the case m = 2, where we wish
to show that the construction from op. cit. is equivalent to the construction
from [14].
The setup for this situation is as follows. Let A be a 3-dimensional quadratic
Artin–Schelter regular algebra, which is finite over its center. Then in [34] it was
shown that the center of the sheaf of algebras induced on the Proj of the center
of the graded algebra is always isomorphic to P2. Hence we always obtain a
maximal order S on P2. Because cohS ∼= qgrA, the derived categoryDb(cohS)
has a full and strong exceptional collection, mimicking that of P2. This maximal
order has a ramification divisor C and an Azumaya locus P2 \C. The divisor C
is a cubic curve, which is an isogeny of another cubic curve E which is the point
scheme used in the classification of these algebras.
The final step is to consider a point x in the Azumaya locus. There is a fat
point module of the graded algebra A associated to this point, which defines a
skyscraper sheaf supported at x whose fibre is a simple module for Sp⊗k(x). In
[6, §3.3] the first two authors have shown how it is possible to generalise Orlov’s
blowup formula to this setting. Let us denote the morphisms involved in the
blowup as follows.
E = P1 Blx P
2
x P2.
p (101)
Then there exist a semiorthogonal decomposition of Db(coh p∗S) in terms
ofDb(cohS) and an exceptional object which is the (noncommutative) structure
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sheaf of the exceptional fibre. This gives the existence of a full and strong
exceptional collection in Db(coh p∗S). We can summarise the result of [6] in
the case we are interested in as follows, where the unexplained terminology
regarding elliptic triples will be introduced shortly.
Theorem 46. Let A be a quadratic 3-dimensional Artin–Schelter regular alge-
bra associated to an elliptic triple (E, σ,L) for which the order of σ is 2. With
the sheaf of maximal orders S as above, and p : Blx P2 → P2 the blowup in a
point x ∈ P2 \C in the Azumaya locus, there exists a full and strong exceptional
collection
Db(p∗S) = 〈p∗S0, p
∗S1, p
∗S2, p
∗F〉 (102)
where Si := A˜(i) and F is the skyscraper associated to a fat point module, and
whose Gram matrix is mutation equivalent to type B2.
The Gram matrix for the exceptional colletion in (102) is given by
1 3 6 2
0 1 3 2
0 0 1 2
0 0 0 1
 . (103)
It was shown in [6, proposition 14] that B2 is mutation equivalent to this matrix.
4.2 Quaternionic noncommutative planes
We wish to understand all quadratic AS-regular algebras that can appear in
theorem 46, and we want to write everything in terms of Clifford algebras.
There exists a complete classification of 3-dimensional quadratic Artin–Schelter
regular algebras, due to Artin–Tate–Van den Bergh [2] and Bondal–Polishchuk
[9]. The Artin–Tate–Van den Bergh approach to the classification is in terms of
triples of geometric data [2, definition 4.5].
Definition 47. An elliptic triple is a triple (C, σ,L) where
1. C is a divisor of degree 3 in P2;
2. σ ∈ Aut(C);
3. L is a very ample line bundle of degree 3 on C.
We say that it is a regular triple if moreover
L ⊗ (σ∗ ◦ σ∗(L)) ∼= σ∗(L) ⊗ σ∗(L). (104)
We are only interested in algebras which are finite over their center, and by
[3, theorem 7.1] we have that this is the case if and only if the order of σ is
finite.
Remark 48. The condition that σ is of finite order gives a restriction on the
curves which can appear in a regular triple: out of 9 possible point schemes,
only 4 remain. These are
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1. the elliptic curves,
2. the nodal cubic,
3. a conic and line in general position,
4. a triangle of lines.
This can be done explicitly by describing the automorphism groups of cubic
curves, and then take into account the required compatibility between σ and L
to define a regular triple.
Another way of obtaining this restriction is by using the description of the
ramification data for maximal orders on P2. In this case the Artin–Mumford se-
quence can be used to show that these 4 curves are the only possible ramification
divisors.
A third way in which it is possible to see this restriction is in terms of the
e´tale local structure of a maximal order, which shows that the singularities are
necessarily at most nodal [34].
Finally, after proving that the specific algebras we are interested in (those for
which σ is not just finite, but of order 2) can be described using graded Clifford
algebras, we will see how for those algebras there is yet another way of seeing
these 4 curves, namely as discriminants of nets of conics without basepoints.
As the construction in [14] only concerns the case m = 2 of type (Bm) in
the classification of [13], we can restrict the general construction from [6] to the
case where the order of σ is 2. Then the fat points all have multiplicity 2. Let
us introduce some terminology for these.
Definition 49. Let A be a quadratic 3-dimensional Artin–Schelter regular al-
gebra. We say that A (resp. qgrA) is quaternionic if the automorphism in the
associated elliptic triple is of order 2.
Observe that Artin–Schelter regular algebras whose automorphism σ has
order 6 also have fat point modules of multiplicity 2 [3, theorem 7.3]. But using
the proof of proposition 50 we will show in lemma 53 that these algebras are
not new when considered up to Zhang twist.
We will now show that all quaternionic noncommutative planes can be writ-
ten as a graded Clifford algebra, up to Zhang twist. This result does not appear
as such in the literature, but it follows almost immediately by combining the
classification of elliptic triples and the description of “Clifford quantum P2’s” in
[30, corollary 4.8]. These are precisely the 3-dimensional graded Clifford algebras
which are Artin–Schelter regular, i.e. which are associated to a basepoint-free
net of conics. The following proposition can be seen as a converse to this result.
Here the condition that the characteristic of k is not 3 is important.
Proposition 50. Let A = A(C, σ,L) be a quaternionic Artin–Schelter regular
algebra. Then A is the Zhang twist of a graded Clifford algebra.
Proof. Recall from [26, theorem 1.2] that A is a Zhang twist of A′ if and only if
their associated Z-algebras Aˇ and Aˇ′ are isomorphic. Now Aˇ = A(C,L, σ∗L) is a
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quadratic Artin–Schelter regular Z-algebra in the sense of [33]. It is shown in [33,
theorem 3.5] (based upon the results in [3]) that there is a morphism of algebraic
groups η : Pic0 C → AutC where Pic0 C consists of all line bundles having
degree 0 on each component of C. Moreover we have by [33, theorem 4.2.2] that
every quadratic Artin–Schelter regular Z-algebra A(C,L0,L1) is of the form Aˇ′
where A′ = A(C,L0, σ′) and σ′ ∈ im(η). In particular A is a Zhang twist of a
quadratic Artin–Schelter regular algebra1 A′ whose associated C-automorphism
lies in im(η). We claim that A′ is a graded Clifford algebra.
A closer investigation of [3, §5] shows that for every G ∈ Pic0 C we have
that η(G) is uniquely defined by the following property:
OC(η(G)(p)) ∼= G(p) (105)
if p is a nonsingular point of C and
η(G)(p) = p (106)
if p is a singular point of C. In particular if all points of C are singular (which
only happens when C is a triple line), the only finite order automorphism
in im(η) is idC . However in this case A
′ does not allow fat point modules.
This is a contradiction, because the existence (and multiplicity) of fat point
modules is an invariant of the category QGr(A) and by construction there are
equivalences of categories
QGr(A) ∼= QGr(Aˇ) ∼= QGr(Aˇ′) ∼= QGr(A′). (107)
Hence we can assume that C contains a nonsingular point p. Now assume
that η(G)n = idC , then by (105) we find
OC(p) ∼= G
⊗n(p) (108)
and hence
OC ∼= G
⊗n. (109)
This implies that η preserves the order of an element in Pic0 C. By (104) we
know that L−1 ⊗ σ∗L has order 2 in Pic0 C, and hence σ′ = η(L−1 ⊗ σ∗L)
has order 2 as well. By the description of Pic0 C as e.g. in [9, table 1], we see
that Pic0 C only admits order 2 elements when C is an elliptic curve, a nodal
cubic, the union of a conic and a line in general position or a triangle of lines,
as explained in remark 48.
In the case of an elliptic curve, A′ is a quaternionic Sklyanin algebra and it
is shown in example 54 that such an A′ is a graded Clifford algebra. For the
other 3 options for the point scheme C there is a unique order 2 element in Pic0 C
and the associated algebra A′ is the quotient of k〈x, y, z〉 by the relations
xy + yx = 0
yz + zy = c1x
2
zx+ xz = c2y
2,
(110)
1It is customary to refer to a quadratic Artin–Schelter regular algebra A = A(C,L, σ) as
a translation algebra whenever σ ∈ im(η).
30
where (c1, c2) = (1, 1), (0, 1), (0, 0) for the 3 cases respectively. These algebras
are graded Clifford algebra by example 55.
The classification of [30, corollary 4.8] is a converse to proposition 50: it
turns out that quaternionic translation algebras are precisely the graded Clifford
algebras, and that they describe all quaternionic noncommutative planes.
Remark 51. The algebraA′ constructed in the above proposition is a graded k-al-
gebra with symmetric relations. As such lemma 13 and proposition 14 show the
existence of an epimorphism ϕ : A′ → Cℓk(E, q). Both A′ and the Clifford alge-
bra Cℓk(E, q) are graded k-algebras with Hilbert series 1/(1− t)3, hence ϕ is an
isomorphism. This gives an alternative proof for showing that A′ is a Clifford
algebra, but it does not highlight the fact that Cℓk(E, q) is a graded Clifford
algebra.
Example 52. Not every quaternionic Artin–Schelter regular algebra is a graded
Clifford algebra on the nose. By the proof of proposition 50 we can also say
that not every Artin–Schelter algebra is a translation algebra. As an example
we can consider
k〈x, y, z〉/(xz − zx, yz − zy, xy + yx). (111)
The point scheme C is the triangle of lines defined by xyz, and the automorphism
is given by rescaling by −1 in one component, and exchanging the two others.
In a translation algebra the automorphism needs to preserve the components
and rescale them in the same way. The prescribed Zhang twist in this case is
induced from the automorphism of the degree 1 part which has z 7→ −z, and
we obtain the Clifford algebra associated to the net NE in (117).
We now show why the algebras with an automorphism of order 6 (and hence
fat points of multiplicity 2) can be ignored for the purposes of this paper.
Lemma 53. Let A = A(C, σ,L) be a an Artin–Schelter regular algebra such
that the order of σ is 6. Then A is the Zhang twist of a quaternionic Artin–
Schelter regular algebra.
Proof. We have that σ = σ3 ◦ σ−2, where σ−2 is of order 3. Moreover σ−2
commutes with σ, and it extends to an automorphism of the ambient P2 in
which C is embedded using L. Hence up to a Zhang twist as in the proof
of proposition 50 we can also work with the elliptic triple (C, σ3,L), which is
quaternionic.
Nets of conics Because we are only interested in the associated category qgrA,
we can restrict ourselves to considering graded Clifford algebras if we are only
interested in those algebras which have fat point modules of multiplicity 2. We
will now recall the algebras from [30, corollary 4.8].
In the case of n = 3 the linear system of quadrics is known as a net of
conics, and there exists a complete classification of these [35]. Because we are
only interested in basepoint-free nets of conics we can summarise the part of this
classification with the notation of op. cit. as follows. Recall that the discriminant
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type discriminant number of double lines
A elliptic curve 0
B nodal cubic 1
D conic and line in general position 2
E triangle of lines 3
Table 1: Base-point free nets of conics
is the locus of the singular conics in the linear system. Such a singular conic is
either two lines intersecting in a point or a double line. The double lines in the
net of conics correspond precisely to the singularities of the discriminant for the
basepoint-free nets. In table 1 the situation is summarised for the types which
are relevant to us, for a complete classification one is referred to [35, table 2].
Example 54 (Quaternionic Sklyanin algebras). 3-dimensional Sklyanin alge-
bras associated at points of order 2 are an interesting class of graded Clifford
algebras. It can be shown that such an algebra has a presentation of the form
xy + yx = cz2
yz + zy = cx2
zx+ xz = cy2
, (112)
where c 6= 0, c3 6= 8 and c3 6= −1 [20, example 3.5].
If we identify x = x1, y = x2 and z = x3 these algebras are Clifford algebras
associated to the net of conics given by
M1 =
2 0 00 0 c
0 c 0
 ,M2 =
0 0 c0 2 0
c 0 0
 ,M3 =
0 c 0c 0 0
0 0 2
 , (113)
or equivalently the symmetric matrix
M =
2x2 cz2 cy2cz2 2y2 cx2
cy2 cx2 2z2
 (114)
In this case the central elements yi are x
2, y2 and z2 which are in turn the
norms of the elements x, y, z in degree 1. Computing the determinant of this
matrix to describe the point modules we get the discriminant curve
(2c3 + 8)x2y2z2 − 2c2(x6 + y6 + z6). (115)
Example 55 (Special quaternionic algebras). We have seen in proposition 50
that there are three other isomorphism classes of graded Clifford algebras which
are relevant to us, besides the generic case of a quaternionic Sklyanin algebra.
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Their nets of conics are given by
MB =
2x2 0 y20 2y x2
y2 x2 2z2
 ,
MD =
2x2 0 00 2y2 x2
0 x2 2z2
 ,
ME =
2x2 0 00 2y2 0
0 0 2z2

(116)
where B, D and E refer to the classification in table 1. The particular choice of
basis is made to be compatible with [30, corollary 4.8]. The nets of conics are
in turn given by
NB = 〈x2 + yz, y2 + xz, z2〉,
ND = 〈x2 + yz, y2, z2〉,
NE = 〈x2, y2, z2〉.
(117)
Remark 56. It is also possible to study the derived category of the Clifford
algebra on P2 using the derived category of the associated standard conic bundle,
as in [7, §5.3].
4.3 Blowing up Clifford algebras
Using proposition 50 we get that the Artin–Schelter regular algebras we need
to consider in the construction can be written as graded Clifford algebras, as
our construction is insensitive to Zhang twist. We now show using a chain of
easy lemmas how it is possible to write the maximal order p∗S on Blx P
2 as a
Clifford algebra in the sense of section 2.4.
Lemma 57. There exists an isomorphism
S ∼= CℓP2(E ⊗k OP2 , q,OP2(1))0. (118)
In particular we also have that
p∗S ∼= p∗ CℓP2(E ⊗k OP2 , q,OP2(1))0. (119)
By functoriality of the Clifford algebra construction we then get the following
description.
Lemma 58. There exists an isomorphism
p∗S ∼= CℓBlx P2(E ⊗k OBlx P2 , q,OBlx P2(1))0. (120)
Proof. This follows from the isomorphism
p∗ CℓP2(E⊗kOP2 , q,OP2(1))0 ∼= CℓBlx P2(E⊗kOBlx P2 , q,OBlx P2(H))0. (121)
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Then by proposition 10 we get the following description of the Clifford alge-
bra, which puts the category of coherent sheaves over p∗S on the same footing
as that of the noncommutative P1-bundle as in corollary 44. This will allow us
to compare the two constructions in section 5.
Corollary 59. There exists exists an equivalence of categories
coh p∗S ∼= qgrP1 CℓSymP1 (OP1⊕OP1(1))(E ⊗k SymP1(OP1 ⊕OP1(1)), q). (122)
Proof. In (1) we have seen the classical isomorphism
Blx P
2 ∼= Proj SymP1(OP1 ⊕OP1(1)). (123)
We apply proposition 10 to the morphism π : Blx P
2 ∼= F1 → P1, where
E := E ⊗k OP2 ,
L := p∗(OP2(1)),
(124)
and therefore
A ∼= SymP1(OP1 ⊕OP1(1)) (125)
using the identification
H0(P1,OP1 ⊕OP1(1)) = H
0(P2,OP2(1)) (126)
In this situation we have that p∗(OP2(1) corresponds to the shift by 1 in the
sheaf of graded algebras SymP1(OP1 ⊕OP1(1)) on P
1. The result follows.
We state and prove the following easy observation, and come back to this in
remark 80.
Proposition 60. The global dimension of p∗S is 2.
Proof. Because we have blown up a point in the Azumaya locus, we have
that S|P2\{x} ∼= (p
∗S)|Blx P2\E . Because we can check global dimension in the
stalks, we conclude that the global dimension is ≤ 2 in the points of Blx P
2 \E.
For points on E we use that the global dimension of an Azumaya algebra is
equal to the global dimension of the ring.
5 Comparing the two constructions
By sections 3 and 4 the categories qgr(S(f (OP1(1))id)) and coh(p
∗S) are equiv-
alent to a category of the form
qgr
(
CℓSym(O
P1⊕OP1(1))
(
E ⊗k Sym(OP1 ⊕OP1(1)), q
))
(127)
where q is obtained from a surjective map Sym2(E) → V . Using the isomor-
phism Blx P
2 ∼= F1 and the blowup p : Blx P2 → P2 we also write the associated
category using
p∗ CℓP2(E ⊗k OP2 , q,OP2(1))0. (128)
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by inverting the construction in section 4.3.
Using this description the comparison of the abelian categories boils down
to understanding how the geometric data defining both categories can be com-
pared. We do this by explaining how we can go back from the data as in (127)
to the morphism f : P1 → P1, and how this gives an inverse to the results of
section 3.
In section 5.1 we discuss the geometry of the linear systems we are interested
in: we will need to understand the classification of pencils of binary quartics [36]
and pencils of conics [35], in order to set up a correspondence between pencils
of binary quartics on one hand, and nets of conics together with the choice of
a smooth conic in the net on the other. To set up the correspondence we need
to discuss a branched covering of the dual of the net of conics in some detail,
this is done in section 5.2. This allows us to obtain the comparison between
the geometric data in section 5.3. Finally we discuss the comparison of the
categories in section 5.4.
In section 5.5 we discuss how the constructions which are compared in this
paper relate to other notions of noncommutative blowing up and noncommuta-
tive P1-bundles. In particular, there is a conjectural relationship between the
constructions in this paper and these other notions, obtained by suitably de-
generating the construction. And we discuss how the Hochschild cohomology
of these categories is expected to behave, based on the automorphisms of the
geometric data.
5.1 Nets of conics and pencils of binary quartics
In this section we will recall some results on linear systems which we will need
to relate the two constructions. The two types which we want to compare are
nets of conics (which are used to define graded Clifford algebras) and pencils
of binary quartics (which are used to define noncommutative P1-bundles). In
section 5.2 we will construct a natural 4 : 1-cover of P2 by P2 associated to a
net of conics, which will allow us to compare pencils of binary quartics to nets
of conics together with the choice of a smooth conic in the net, as in section 5.3.
Pencils of conics
As a tool in setting up the correspondence between nets of conics together
with a point and pencils of binary quartics, we need to say a few words on
pencils of conics. These are 2-dimensional subspaces of H0(P2,OP2(2)). Their
classification is completely classical. It is also the first (non-trivial) case of
Segre’s classification of pencils of quadrics using Segre symbols. It is given in
table 2, and the main observation is that there is a correspondence between the
base locus and the types of singular conics which appear in the pencil.
The number of singular fibres and the number of double lines will allow us
to describe the ramification of f : P1 → P1 as in table 4.
Nets of conics
In section 2.3 n − 1-dimensional linear systems of n − 1-dimensional quadrics
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Segre symbol base locus # singular fibres # double lines
[1, 1, 1] (1, 1, 1, 1) 3 0
[2, 1] (2, 1, 1) 2 0
[3] (3, 1) 2 0
[(1, 1), 1] (2, 2) 2 1
[(2, 1)] (4) 1 1
Table 2: Pencils of conics
were used to define graded Clifford algebras. We are interested in the special
case of nets of conics, i.e. of 3-dimensional subspaces of H0(P2,OP2(2)).
We will consider a net of conics as a surjective morphism φ : Sym2E → V ,
where E and V are 3-dimensional vector spaces. Then the net itself is P(V ∨),
whilst the conics live in P(E). Associated to this there is the discriminant of
the net, which is the locus in P(V ∨) of the singular conics in the net. It is also
known as the Hessian curve.
The Jacobian is the union of the singular points of each conic in P(E). Both
the discriminant and Jacobian are cubics, but they live in different spaces and
they are not necessarily of the same type.
In section 5.2 we will construct the morphism Θ: P(E) → P(V ), send-
ing a point to the subpencil which has this point in its baselocus. This is
a 4 : 1-cover. The branch curve inside P(V ) is the locus of points whose fibres
do not have 4 distinct points, Generically the branch curve is the dual of the
discriminant, hence it is of degree 6, but if the discriminant is zero the degree
is lower.
The ramification curve inside P(E) are those points which are multiple points
of a fiber. Using table 2 this also means that the associated subpencil of conics
has at most two singular points, hence the ramification curve is equal to the
Jacobian. In table 3 we give an overview of all the curves associated to a net
of conics. Observe that the point scheme for an Artin–Schelter regular Clifford
algebra is a double cover of the ramification curve, and hence coincides with the
double cover of the discriminant constructed by considering the two lines in P(E)
associated to the singular conic parametrised by a point on the discriminant.
Hence the curves living in the same ambient P2 coincide.
The classification of nets of conics is obtained in [35]. We are only interested
in basepoint-free nets of conics, otherwise the associated graded Clifford algebra
is not Artin–Schelter regular. The classification in this case was summarized
in table 1, with the labeling from [35]. The double lines in the net of conics
necessarily correspond to the singularities in the discriminant for a basepoint-
free net of conics.
We now give an example of a net of conics. It will be important in under-
standing a special element in the classification of noncommutative P1-bundles,
see also example 62 and section 5.5.
Example 61. Consider the net of conics given by x2, y2, z2 + 2xy. It is (up to
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curve ambient space degree
∆ discriminant P(V ∨) 3
J Jacobian P(E) 3
R ramification curve P(E) 3
B branch curve P(V ) ≤ 6
C point scheme P(E∨) 3
∆˜ double cover of discriminant P(E∨) 3
conic in the net P(E) 2
Table 3: Curves associated to a net of conics
base change) the only net of conics of type D. Its discriminant is a conic and
line in general position, and the two singularities of the discriminant correspond
to the double lines x2 and y2. The Jacobian turns out to be a triangle of lines,
but we will not use this.
Pencils of binary quartics
The only input needed for the construction of a noncommutative P1-bundle in
the sense of [14] is a finite morphism f : P1 → P1 of degree 4. This data is
equivalent to the data of a basepoint-free pencil of binary quartics, i.e. a 2-di-
mensional subspace of H0(P1,OP1(4)). Indeed, if 〈f1, f2〉 is such a pencil,
then [x : y] 7→ [f1(x, y) : f2(x, y)] is a well-defined finite morphism f : P1 → P1.
These pencils have been studied in detail in [36], and we will quickly recall the
relevant results here.
As for nets of conics, we can associate the Jacobian and the discriminant
to a pencil of binary quartics. In this case the Jacobian represents the branch
points of the associated morphism, and the discriminant are the images of these.
We can moreover describe the branching behaviour of the associated morphism
using its symbol : algebraically it is obtained by considering the roots of the dis-
criminant and listing the multiplicities of the remaining factors. Geometrically
it describes the cycle type of the monodromy around each branch point. Its
notation is not to be confused with that of Segre symbols as in table 2.
The classification is given in table 4, where we have already included the
comparison to the net of conics, from theorem 77.
Example 62. The “most degenerate” morphism f : P1 → P1 is given by [x4 : y4].
It is ramified in [0 : 1] and [1 : 0] only, where 4 branches come together, hence
its symbol is [(4)(4)]. It corresponds to type A in the classification of table 4.
Remark 63. In [36, §2] it is remarked that there is no pencil of binary quartics
whose symbol is [(2, 2)(2, 2)(3, 1)], which is excluded by considering the mon-
odromy of the would-be corresponding morphism f : P1 → P1 of degree 4. Using
the correspondence we have set up between nets of conics and pencils of binary
quartics we can also argue that this case cannot occur using the geometry of
cubics: there is no cubic curve with 2 singularities and 1 inflection point.
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5.2 Branched coverings and nets of conics
Let V and E be 3-dimensional vector spaces, and let
φ : Sym2E → V (129)
be a surjection. This corresponds to a net of conics inside P(E) parametrised
by P(V ∨). We will assume that the net is basepoint-free, such that it defines a
graded Clifford algebra which is Artin–Schelter regular, as in section 2.3.
Define
S := Sym(E∨),
R := Sym(V ∨)
(130)
and consider S as a graded R-algebra via φ∨ : V ∨ → Sym2E∨. Moreover we
define
A := S/SR≥1. (131)
For the notion of a (graded) Frobenius algebra we refer to [27, §3].
Lemma 64. The algebra A is a graded Frobenius algebra with Hilbert se-
ries 1, 3, 3, 1.
Proof. Because the net of conics is basepoint-free, any choice of basis for the
net gives a regular sequence in S. The Hilbert series of the associated complete
intersection is (1 + t)3, e.g. using [29]. Likewise by basepoint-freeness we have
that A is Frobenius because it defines a zero-dimensional complete intersection
(hence it is Gorenstein).
If x ∈ S, then we will denote x for the induced element in A. If x ∈ A0
or A1, then we will also use the notation x to indicate the corresponding element
in S0 or S1 depending on the context.
There exists a morphism
tr : S → S/(RS0 ⊕RS1 ⊕RS2) (132)
which defines a non-degenerate pairing
S ⊗R S → R(−3)⊗A3 : p⊗ q 7→ tr(pq), (133)
where we have used the isomorphism
S/(RS0 ⊕RS1 ⊕RS2) ∼= R(−3)⊗A3. (134)
We will use dual R-bases {e0, . . . , e7} and {f0, . . . , f7} for S, where the
degrees of the elements ei, fj are
|ei| = |f7−i| =

0 i = 0
1 i = 1, 2, 3
2 i = 4, 5, 6
3 i = 7.
(135)
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Moreover we can and will assume that e0 = f7 = 1 (and therefore e7 = f0),
f4 = e1, f5 = e2, f6 = e3, and f1 = e4, f2 = e5, f3 = e6. If we introduce the
structure constants
eiej =
3∑
l=1
ci,j,lel+3 (136)
for the multiplication in A, where i, j = 1, 2, 3, then we have the following
lemma.
Lemma 65. The structure constants ci,j,l are invariant under permutation
of i, j and l.
Proof. We evaluate tr(eaebed) for a, b, d = 1, 2, 3:
tr(eaebed) =
3∑
i=1
ca,b,i tr(ei+3ed)
=
3∑
i=1
ca,b,i tr(fied)
=
∑
d
ca,b,iδi,d
= ca,b,d.
(137)
By construction we have the identifications
A1 = E
∨,
A2 = Sym
2 E∨/V ∨,
A3 = Sym
3 E∨/E∨V ∨,
(138)
and the multiplication mult : A1 ⊗k A1 → A2 is nothing but the quotient
map Sym2E∨ → Sym2E∨/V ∨, with the inclusion of V ∨ into Sym2E∨ given
by φ∨. Because A is graded Frobenius by lemma 64 the multiplication in the
algebra provides us with a duality in the form of a perfect pairing
A1 ⊗A2 → A3 (139)
which yields the identifications
A∨1 = A2 ⊗A
−1
3 ,
A∨2 = A1 ⊗A
−1
3 .
(140)
If we define
α : A1 ⊗A
−1
3 → Sym
2A2 ⊗A
−2
3 : ei ⊗ e
−1
7 7→
3∑
j=1
eiej · f j ⊗ e
−2
7 (141)
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and
β : Sym2A2 ⊗A
−2
3 → V : ei+3 · ej+3 ⊗ e
−2
7 7→ φ(e
∨
i · e
∨
j ) (142)
then these morphisms are compatible with the algebra structure on A in the
following way using lemma 65.
Lemma 66. The diagram
0 A1 ⊗A
⊗−1
3 Sym
2A2 ⊗A
⊗−2
3 V 0
0 A∨2 Sym
2A∨1 V 0
α β
mult∨ φ
(143)
where the vertical arrows are the identifications obtained from the graded Frobe-
nius structure, is commutative.
Proof. We first discuss the square involving α. Note that
α(ei ⊗ e
−1
7 ) =
3∑
j=1
eiej · ej+3 ⊗ e
−2
7
=
3∑
l,j=1
ci,j,lel+3 · ej+3 ⊗ e
−2
7
(144)
whereas the lower composition in this square is given by
ei ⊗ e
−1
7 → e
∨
i+3
→
3∑
p,q=1
cp,q,ie
∨
p · e
∨
q
→
3∑
p,q=1
cp,q,iep+3 · eq+3 ⊗ e
−2
7 .
(145)
It now suffices to use the symmetry of the structure constants as in lemma 65.
The fact that the square involving β commutes follows immediately from the
definition of β and the fact that the middle vertical identification is given by
ei+3 · ej+3 ⊗ e7
−2 7→ ei
∨ej
∨. (146)
The trace pairing from (133) gives an identification
S∨ := HomR(S,R) ∼= S(3)⊗A
⊗−1
3 : e
∨
i 7→ fi ⊗ e
−1
7 (147)
of graded S-modules. Using this identification, together with the R-dualised
multiplication S ⊗R S → S we get a copairing
δ : S(−3)⊗A3 → S ⊗R S (148)
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such that
δ(u ⊗ e7) =
7∑
i=0
uei ⊗ fi. (149)
Similar to (32) and [14, lemma 3.24] we see that
∑7
i=0 ei ⊗ fi =
∑7
i=0 fi ⊗ ei is
a central element in S ⊗R S.
We will now do the preliminary algebraic constructions for the results of
section 5.3, by suitably describing everything in terms of graded modules. Con-
sider the decomposition S = Seven ⊕ Sodd of graded R-modules into the part of
even and odd grading. Then there exists a canonical identification
Seven/R = (R⊗A2)(−2). (150)
We moreover define a graded R-module Ω as the cokernel in the leftmost mor-
phism of the Koszul sequence, i.e.
0→ R(−6)
κ
→ V ⊗R(−4)→ Ω→ 0. (151)
We have that Ω induces TP(V )(−3) after sheafification, which in turn is isomor-
phic to Ω1
P(V ).
Finally consider the morphism
Φ: Sodd(−3)⊗A3 → Sym
2A2 ⊗k R(−4) (152)
which is the composition of the inclusion into S(−3)⊗A3, the morphism δ from
(148), the projection S ։ Seven and the quotient Seven ։ Seven/R ∼= A2⊗kR(−2)
in both factors of the tensor product, and the quotient A2 ⊗k A2 → Sym
2A2.
Proposition 67. There exists an isomorphism
cokerΦ ∼= Ω⊗A⊗23 . (153)
More precisely, the induced morphism
Sym2A2 ⊗k R(−4)→ cokerΦ ∼= Ω⊗A
⊗2
3 (154)
is the composition of β ⊗ idR(−4) and the quotient map in (151).
Proof. The module Sodd contains canonically a gradedR-submoduleA1⊗R(−1).
We first describe how Φ acts on A1⊗A3⊗R(−4). Using the definition this map
is given by
ei ⊗ e7
δ
7→
7∑
j=0
eiej · fj 7→
7∑
j=0
eiej · f j =
3∑
j=1
eiej · f j (155)
for i = 1, 2, 3 (where we used the fact that eiej 6∈ Seven for j = 0, 4, 5, 6
and eie7 ∈ R).
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In other words it is, up to tensoring with A−23 , precisely the map α in
lemma 66. More precisely, it is given by the unique map α′ making the following
diagram commute
A1 ⊗A
⊗−1
3 ⊗R(−4) Sym
2 A2 ⊗A
⊗−2
3 ⊗R(−4)
A1 ⊗A3 ⊗R(−4) Sym
2 A2 ⊗R(−4)
α⊗idR(−4)
∼= ∼=
α′
(156)
Next consider the following commutative diagram
0
R(−6)⊗A3 ⊗A3
Sodd(−3)⊗A3 Sym
2A2 ⊗R(−4) cokerΦ 0
0 A1 ⊗A3 ⊗R(−4) Sym
2A2 ⊗R(−4) V ⊗R(−4)⊗A
⊗2
3 0
0
Φ
α′ β
(157)
In particular β ◦ Φ induces a map R(−6)⊗A23 → V ⊗R(−4)⊗A
2
3.
We claim that this map is trivial on A⊗23 :
e7 ⊗ e7
Φ
7→
6∑
i=4
e7fi ⊗ ei
=
6∑
i,j=4
tr(e7fifj)ej ⊗ ei
β
7→
6∑
i,j=4
tr(e7fifj)φ(e
∨
j−3 · e
∨
i−3)⊗ e
2
7
=
6∑
i,j=4
tr(e7fifj)φ(f
∨
j · f
∨
i )⊗ e
2
7.
(158)
The right hand side should be considered as an element of R2 ⊗ V ⊗A
⊗2
3 .
Now with the notation of lemma 68 (which is an easy result from linear
algebra) applied to α = tr(e7−) : S
2E∨ → R2 = V
∨, β = φ∨ : V ∨ → S2E∨
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and (al)l = (fi · fj)i,j=4,5,6 we find
6∑
i,j=4
tr(e7fifj)⊗ φ(f
∨
j · f
∨
i )⊗ e
2
7 = idV ⊗e
2
7 (159)
with idV considered as an element of V
∨⊗V . As such, by the construction of the
Koszul sequence we have that β◦Φ: R(−6)⊗A23 → V⊗R(−4)⊗A
2
3 can be decom-
posed as κ⊗ idA⊗23
with κ as in (151). In particular coker(β◦Φ) ∼= coker(κ) = Ω.
Conversely the image of β◦Φ is given by ker γ, such that coker(β◦Φ) ∼= im(γ) = coker(Φ),
proving the lemma.
Lemma 68. Let V1, V2, V3 be finite-dimensional vector spaces. Let α : V1 → V2
and β : V3 → V1 be linear maps. Let v1, . . . , vn be a basis for V1. Then
n∑
i=1
α(vi)⊗ β
∨(v∨i ) (160)
is equal to
α ◦ β : V3 → V2 (161)
considered as elements of V ∨3 ⊗k V2.
We will now use these algebraic results, to describe explicitly a morphism
g : P(E)→ P(V ) (162)
which is a 4 : 1-cover. This is a morphism which exists more generally for nets
of curves on smooth projective surfaces, as explained in [16, §11.4.4], and it will
be the crucial ingredient in comparing the two constructions. As it turns out
there is a purely geometric result comparing morphisms f : P1 → P1 of degree 4
to nets of conics and the choice of a smooth conic in the net, which is proven in
section 5.3, whilst the categorical incarnation comparing the two constructions
is given in section 5.4.
Consider Z := ProjS = P(E) and T := ProjR = P(V ), where we equip R
with the doubled grading. From φ : Sym2E ։ V we get a corresponding mor-
phism g : Z → T .
Lemma 69. The morphism g : Z → T sends a point to the pencil of conics for
which it is a basepoint.
Proof. Note that every element in Sym2E∨ (or rather (Sym2E∨)/k×) defines a
conic in P(E). In particular φ∨ : V ∨ →֒ Sym2E∨ identifies V ∨ (or rather V ∨/k×)
as a net of conics. More concretely, fix bases x1, x2, x3 and v1, v2, v3 for E and V
respectively and write φ(xixj) = α1,i,jv1 + α2,i,jv2 + α3,i,jv3. Then V
∨ is the
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net of conics spanned by
v∨1 =
3∑
1=i≤j
α1,i,jx
∨
i x
∨
j ,
v∨2 =
3∑
1=i≤j
α2,i,jx
∨
i x
∨
j ,
v∨3 =
3∑
1=i≤j
α3,i,jx
∨
i x
∨
j .
(163)
An element [t1 : t2 : t3] ∈ T = P(V ) corresponds to the following one dimen-
sional subspace of V ∨/k× (i.e. the pencil of conics)
{a1v
∨
1 + a2v
∨
2 + a3v
∨
3 | a1t1 + a2t2 + a3t3 = 0}/k
× (164)
Now φ∨ induces a map g : Z → T as follows:
Z = P(E)
Veronese embedding
−−−−−−−−−−−−−→ P(Sym2E)
Proj(Sym(φ∨))
−−−−−−−−−→ P(V ) (165)
In particular g acts as follows
[z1 : z2 : z3] 7→ [z
2
1 : z
2
2 : z
2
3 : z1z2 : z1z3 : z2z3]
7→ [v∨1 (z1, z2, z3) : v
∨
2 (z1, z2, z3) : v
∨
3 (z1, z2, z3)].
(166)
The lemma follows by combining (164) and (166).
Remark 70. Note that g([z1 : z2 : z3]) is not well defined when [z1 : z2 : z3] is
a basepoint of the net of conics induced by ϕ. We will show in proposition 75
below that this situation cannot occur.
From lemma 69 we get the following corollary, which is also contained in [16,
§11.4.4].
Corollary 71. With the notation as above as above, let ξ ∈ V ∨, let tξ ∈ P(V
∨)
be the associated point andXξ ∈ P(V ) the associated line. Conversely let Yξ ∈ P(E)
be the conic defined by ξ. Then g−1(Xξ) = Yξ.
Proof. Write ξ = a1v
∨
1 + a2v
∨
2 + a3v
∨
3 , then Xw is the line in the coordi-
nates [v1 : v2 : v3] defined by a1v1 + a2v2 + a3v3 = 0. In particular
g−1(Xξ) = {[x1 : x2 : x3] | a1v
∨
1 ([x1 : x2 : x3])+a2v
∨
2 ([x1 : x2 : x3])+a3v
∨
3 ([x1 : x2 : x3]) = 0.
(167)
This is equal to Yξ.
Now if g : Z → T is an arbitrary finite morphism of smooth projective vari-
eties, then by dualising the multiplication
g∗OZ ⊗OT g∗OZ → g∗OZ (168)
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we obtain a copairing
g∗ωZ/T → g∗ωZ/T ⊗OT g∗ωZ/T . (169)
By tensoring it over g∗OZ on the left and right with g∗ω
−1
Z/T we get an equivalent
copairing
δZ/T : g∗ω
−1
Z/T → g∗OZ ⊗OZ g∗OZ . (170)
This will be the geometric incarnation of (148) in the special case we are inter-
ested in. This, and other identifications between sheaves and the corresponding
graded modules are given in the following lemma.
Lemma 72. There exist isomorphisms
g∗OZ ∼= S˜even, (171)
and
g∗ω
−1
Z/T
∼= ˜Sodd(−3)⊗k A3. (172)
Using these identifications the morphism (170) is the sheafification of the com-
position
Sodd(−3)⊗A3 →֒ S(−3)⊗A3
δ
→ S ⊗R S ։ Seven ⊗R Seven. (173)
Proof. The identification in (171) follows from the fact that R is concentrated
in even degrees.
The identification in (172) is obtained by restricting (147) to the even part,
which gives
g∗ωZ/T = S˜odd(3)⊗A
⊗−1
3 , (174)
and using
(Sodd(−3)⊗k A3)⊗Seven (Sodd(3)⊗k A
−1
3 )
∼= Seven (175)
we get the desired identification.
Finally the identification in (173) follows from the explicit form of duality
for a finite flat morphism.
We will now define sheaves on T , which will induce the sheaves F and Q
on X , as in section 3.5. These are
F := g∗OZ/OT ,
Q := coker(δ′ : ω−1Z/T → Sym
2 F)
(176)
where δ′ is the composition of δZ/T with the projection to Sym
2 F . Then we
have the following result.
45
Proposition 73. There exist isomorphisms
F ∼= A2 ⊗k OT (−1),
Q ∼= Ω1T/k ⊗k A
⊗2
3 .
(177)
Moreover we have that the quotient map
Sym2 F → Q (178)
is the composition of the sheafification of the morphism β from (142)
Sym2A2 ⊗k OT (−2)→ V ⊗k OT (−2)⊗A
⊗2
3 (179)
with the quotient map
V ⊗k OT (−2)⊗A
⊗2
3 → Ω
1
T/k ⊗A
⊗2
3 . (180)
Proof. This follows immediately from the construction together with proposi-
tion 67 and lemma 72.
5.3 The geometric comparison
We now consider the situation of section 3, i.e. we start with a finite mor-
phism f : Y → X of degree 4, where X,Y ∼= P1. As in section 3.5 we define
FY/X := f∗OY /OX
QY/X := coker(ω
−1
Y/X → Sym
2 FY/X).
(181)
Then we define
EY/X := H
0(X,FY/X(1))
VY/X := H
0(X,QY/X(2)).
(182)
Using lemma 41 and proposition 43 we see that dimk EY/X = dimk VY/X = 3,
and the quotient morphism Sym2 FY/X → QY/X defines a net of conics
φY/X : Sym
2EY/X ։ VY/X (183)
because the twist in the definition of EY/X and VY/X makes the higher sheaf
cohomology vanish in the definition of QY/X .
We now prove the following lemma, which will allow us to prove that the net
of conics φY/X is basepoint-free. Recall from section 3.5 that FY/X(1) = O
⊕3
P1
and f∗ω
−1
Y/X(2) = O
⊕3
P1
⊕OP1(−1). In particular there is a morphism
θ : f∗ω
−1
Y/X(2)→ OP1(−1) (184)
which is unique up to scalar multiple.
If x is not a branch point of f , then f−1(x) = {y1, y2, y3, y4} and
(f∗ω
−1
Y/X(2))x⊗k(x)
∼= (f∗OY )x⊗k(x) ∼= k(y1)⊕k(y2)⊕k(y3)⊕k(y4) (185)
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Lemma 74. For a generic x ∈ X the map θx ⊗ k(x) does not vanish on any of
the k(yi) in (185).
Proof. As in [14, §3.1] we can restrict to an affine open SpecC ⊂ X such
that f−1(SpecC) = SpecD,D/C is relative Frobenius of rank 4 and f∗ω
−1
Y/X(2)|SpecC
∼= f∗(OD).
In particular θ is given by a morphism D → C. Moreover as f has only
finitely many branch points, we can choose C such that f−1(x) consists of 4
points y1, y2, y3, y4 for all x ∈ SpecC. We will now prove that the lemma holds
for all but a finite number of points of SpecC.
Note that if x is any point in SpecC, we can use [15, lemma 3.1] to conclude
that
(f∗OY )x ⊗ k(x) ∼= D ⊗C k(x) ∼= k(y1)⊕ k(y2)⊕ k(y3)⊕ k(y4) (186)
is relative Frobenius of rank 4 over k(x). This implies that k(yi) ∼= k(x)
for i = 1, 2, 3, 4. Let ex,1, ex,2, ex,3, ex,4 denote the idempotents in
k(y1)⊕ k(y2)⊕ k(y3)⊕ k(y4) ∼= k(x)
⊕4 (187)
We now need to prove (for generic x) that (θx⊗k(x))(ex,i) 6= 0. For this consider
the following commutative diagram
HomC(D,C) Homk(x)(D ⊗C k(x), k(x)) k(x)
D D ⊗C k(x) k(x)
⊕4 k(x) ∼= Dyi ⊗ k(yi).
∼= ∼=
eval(ex,i)
∼=
−⊗Ck(x) ∼= πi
(188)
Commutativity of the left square follows from the fact that the construction
of relative Frobenius pairs is compatible with base change. Commutativity of
the right square follows from the fact that the middle vertical isomorphism (or
rather its inverse) is given by
k(x)⊕4
∼=
−→ Homk(x)(k(x)
⊕4, k(x)) : (a1, a2, a3, a4) 7→
(
(b1, b2, b3, b4) 7→
4∑
i=1
aibi
)
(189)
Now recall that every element in d ∈ D defines a function on SpecD by send-
ing yi ∈ SpecD to the image of d under the bottom horizontal composition in
(188). In particular θ ∈ HomC(D,C) defines an element in D through the left
vertical isomorphism in (188) and hence a function θ˜ on SpecD. By construction
we have
θ˜(yi) 6= 0 ⇔ (θx ⊗ k(x))(ex,i) 6= 0 (190)
The lemma now follows by noticing that θ˜ can only have finitely many zeroes
on SpecD.
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Proposition 75. The net of conics φY/X is basepoint-free.
Proof. Recall that φY/X was constructed via the following short exact sequence
0→ H0(X, f∗ω
−1
Y/X(2))
iY/X
−−−→ Sym2(H0(X,FY/X(1)))
φY/X
−−−→ H0(X,QY/X(2))→ 0
(191)
In particular it suffices to prove that
im(iY/X) ∩ {e · e | e ∈ H
0(X,FY/X(1))} = {0}. (192)
To see this, note that im(iY/X) = ker(φY/X) and
ker(φY/X) =

3∑
1=i≤j
βi,jxixj | φ
 3∑
1=i≤j
βi,jxixj
 = 0

=

3∑
1=i≤j
βi,jxixj |
3∑
1=i≤j
αn,i,jβi,j = 0 for n = 1, 2, 3

=

3∑
1=i≤j
βi,jxixj | v
∨
n ((βi,j)i,j) = 0 for n = 1, 2, 3
 .
(193)
where the xi and αi,j are as in lemma 69. Moreover as in (165), we in-
terpret v∨1 , v
∨
2 , v
∨
3 as functions on P(Sym
2E) ∼= P5. The condition that the
net spanned by v∨1 , v
∨
2 , v
∨
3 is basepoint-free is equivalent to requiring that the
points [β1,1 : β2,2 : β3,3 : β1,2 : β1,3 : β2,3] for which
∑3
1=i≤j βi,jxixj ∈ ker(φY/X))
do not lie in the image of the Veronese embedding P(E) ∼= P2 →֒ P(Sym2 E).
And finally the latter is equivalent to
∑3
1=i≤j βi,jxixj not lying in the image of
E → Sym2E :
3∑
i=1
γixi 7→ (γixi)
2
=
3∑
1=i≤j
γiγjxixj . (194)
In particular in order to prove the result, it suffices to prove (192).
Let jY/X : ker(θ) → f∗ω
−1
Y/X(2) → Sym
2(FY/X(1)) be the induced com-
position. Then, using the fact that OP1(−1) has no global sections, we see
that H0(X, jY/X) = iY/X . Moreover as both ker(θ) and Sym
2(FY/X(1)) are
given by direct sums of copies of the structure sheaf we have for each point x ∈ X
that
jY/X,x ⊗OX,x k(x) = H
0(X, jY/X)⊗k k(x) = iY/X ⊗k k(x) (195)
and
{(e · e)⊗k 1k(x) | e ∈ H
0(X,FY/X(1))} = {ex · ex | ex ∈ Fx ⊗ k(x)}. (196)
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As such it suffices to prove that
im
(
jY/X,x ⊗OX,x k(x)
)
∩ {(ex · ex)⊗OX,p 1k(x) | ex ∈ Fx} = {0} (197)
holds for some point x ∈ X . For this let x be a generic point as in lemma 74
Then as in the proof of lemma 37 (using the fact that the ei form a self-dual
basis (remark 19)) we see that jY/X,x ⊗OX,x k(x) is given by composing the
inclusion ker(θx)⊗OX,x k(x) ⊂ k(x)
⊕4 with
k(x)⊕4 → Sym2(k(x)⊕4)→ Sym2((k(x)⊕4)/k(x)) : ei 7→ ei · ei
Note that
∑4
i,j=1,i≤j ai,j
ei·ej+ej ·ei
2 is of the form e·e if and only if αi,iαj,j = 4α
2
i,j
holds for all i < j. Such an element lies in the image of jY/X,x⊗OX,x k(x) if and
only if there is 1 i such that αj,k = 0 whenever (j, k) 6= (i, i). Hence it suffices
to show that ker(θx) ⊗OX,x k(x) does not contain an element of the form λei.
This is however guaranteed by the fact that θx ⊗OX,x k(x) does not vanish on
any of the k(yi) in (185).
One final piece of information obtained from f : Y → X in this setting is a
character ξY/X : VY/X → k, up to scalars, by taking the global sections of the
unique non-zero projection
QY/X(2) ∼= OX ⊕OX(1)→ OX . (198)
Definition 76. An algebraic quadruple is a tuple (E, V, φ, ξ), where E and V
are vector spaces of dimension 3, φ : Sym2E → V is a surjective morphism
defining a basepoint-free net of conics, and ξ : V → k is a non-zero morphism.
The procedure described above is a way of getting an algebraic quadruple
from a morphism f : P1 → P1 of degree 4, by taking (EY/X , VY/X , φY/X , ξY/X).
The main result of this section is that there exists a correspondence between
such morphisms f and these algebraic quadruples.
From an algebraic quadruple we can define a morphism f : P1 → P1 of
degree 4. For this we consider the morphism g : Z → T defined in (162).
From ξ ∈ P(V ∨) we obtain a line X inside P(V ). Then define f : Y → X
using the fibre product
Y Z
X T.
f g
i
(199)
As explained in corollary 71, we can identify Y with the conic parametrised
by the point ξ ∈ P(V ∨) in the net of conics. Hence if ξ is taken outside the
discriminant locus in P(V ∨), then Y is a smooth conic, hence we get a mor-
phism f : P1 → P1 of degree 4. The following theorem shows that the algebraic
quadruple associated to this morphism is isomorphic to the original algebraic
quadruple.
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Theorem 77. Let (E, V, φ, ξ) be an algebraic quadruple such that ξ defines a
point outside the discriminant locus of the net of conics φ. Then
(E, V, φ, ξ) ∼= (EY/X , VY/X , φY/X , ξY/X). (200)
Proof. Using lemma 41 and propositions 43 and 73 and the fact that X is a
curve of degree 1 inside T we have a commutative diagram
Sym2 FY/X QY/X OX(−2)⊕OX(−1)
Sym2(i∗F) i∗Q i∗Ω1T/k
∼=
∼=
(201)
Because Ω1T/k(2) sits inside the twist of the Euler exact sequence
0→ OT (−1)
γ
→ V ⊗k OT → Ω
1
T/k(2)→ 0 (202)
we get that H0(Ω1T/k(2)) = V . From this we get isomorphisms
V ∼= VY/X (203)
and
EY/X = H
0(FY/X(1))
∼= H0(i∗(F(1))) by (201)
∼= H0(i∗(A2 ⊗k OT )) proposition 73
∼= H0(A2 ⊗k OX)
∼= A2
∼= E by (138) and (140)
(204)
We also get that φ = φY/X by (201).
Finally to show that ξY/X = ξ we need to show that ξ equals the composition
V = H0(T,Ω1T/k(2)) H
0(X, i∗Ω1T/k(2))
H0(X,OX ⊕OX(1)) H
0(X,OX) = k.
(205)
The fiber in p ∈ P(V ) of the inclusion is (up to scalar) the morphism p : k → V .
If we pull back the short exact sequence along the closed immersion i we see
that the image of the fibers of all pullbacks are contained in ker ξ, hence we
have a complex
OX(−1)
i∗γ
−−→ V ⊗k OX
ξ⊗idOX−−−−−→ OX . (206)
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Up to scalars this must be the unique non-zero morphism
i∗Ω1T/k → OX . (207)
By taking global sections we see that ξY/X = ξ.
Unfortunately, we do not have a complete correspondence between the two
pieces of geometric data. It is not clear that we can start from f : P1 → P1,
produce an algebraic quadruple using geometric arguments, such that the asso-
ciated morphism is the original f (up to automorphisms of P1). We phrase this
as a conjecture.
Conjecture 78. Let f = (f1, f2) be a basepoint-free pencil of binary quartics.
Then there exists an algebraic quadruple (E, V, φ, ξ) such that f is the associated
morphism P1 → P1.
Luckily, this does not prevent us from completing the comparison between
the associated categories, which we perform in section 5.4. The geometric cor-
respondence would also follow from a good understanding of the Morita theory
of the noncommutative P1-bundles, but this does not seem within reach.
Moreover, in the classification of the pencils of binary quartics there are 13 types,
and for each of these types we can construct an algebraic quadruple giving rise
to this pencil of binary quartics. And whenever there are degrees of freedom
within a certain class, the degrees of freedom agree with the degrees of freedom
in algebraic quadruples of the corresponding type.
Explicit correspondence We will now relate the classification of pencils of
binary quartics from [36] to algebraic quadruples, i.e. to the classification of nets
of conics from [35] and the choice of a smooth conic inside the net. We do this
by giving for every element in the classification of pencils of binary quartics the
discriminant of the net of conics and the position of the point which is blown
up, corresponding to the choice of the smooth conic inside the net.
To understand which type of f we obtain in from an algebraic quadruple, we
only need to describe what the inverse image of each point looks like, i.e. what
the ramification behaviour is. For this, it suffices to understand what the pos-
sible intersections of lines from the pencil of lines with the discriminant cubic
are, because there is a correspondence between base loci of pencils of conics and
the structure of their singular fibres.
1. The Segre symbol [1, 1, 1] is the generic case, and is not relevant in the
construction. It corresponds to a generic line intersecting the discriminant
cubic in 3 points, i.e. a pencil of conics with 3 singular fibres.
2. The Segre symbol [2, 1] corresponds to ramification of type (2, 1, 1), and to
realise it we must have a tangent line to the discriminant cubic intersecting
the discriminant cubic in another (smooth) point: we have two singular
fibres of rank 2, one of which is counted twice.
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3. The Segre symbol [3] corresponds to ramification of type (3, 1), and to
realise it we must have a tangent at an inflection point: we have one
singular fibre of rank 2 which is counted thrice.
4. The Segre symbol [(1, 1), 1] corresponds to ramification of type (2, 2), and
to realise it we must have a line through a node intersecting the discrimi-
nant cubic in another point.
5. The Segre symbol [(2, 1)] corresponds to ramification of type (4), and to
realise it we must have a line through a node intersecting the discriminant
only in this node.
Using this it is straightforward to set up the correspondence given in ta-
ble 4. It only remains to observe that on a nodal cubic there are 3 inflections
points whose tangent lines are not concurrent, and that on an elliptic curve
in P2 with j = 0 there exist sets of 3 inflection points whose tangent lines are
concurrent. If j 6= 0 then this is not possible (and recall that there are 9 inflec-
tion points in total). This follows immediately from the proof of [1, lemma 1],
where the inflection tangents are concurrent if c = 0, which gives the elliptic
curve defined by x3 + y3 + z3, which indeed has j-invariant 0.
5.4 The categorical comparison
The categorical comparison would follow from theorem 77 and a positive answer
to conjecture 78. Lacking this, we give an algebraic proof for the fact that a
noncommutative P1-bundle gives rise to an algebraic quadruple. The only thing
left to show for this is that the center of the blowup is outside the discriminant.
From the description in section 3 and the computation in [6, remark 34] it
suffices to show that the global dimension of the associated abelian category is
finite.
Proposition 79. The global dimension of qgr(S(f (OP1)id)) is finite.
Proof. By [14, lemma 4.6] we have that Π∗m is an exact functor, whilst [14,
lemma 5.3] shows that Πm,∗ has cohomological dimension 1. The Grothendieck
spectral sequence for Hom in qgr(S(f (OP1)id)) and Πm,∗ then shows that the
cohomological dimension of Π∗m(OP1(i)) is 2, i.e. that Ext
n(Π∗m(OP1(i)),M) = 0
for n ≥ 3, using [14, lemma 4.7].
From [14, theorem 5.1, theorem 5.5] we have that there exists a full and
strong exceptional collection in Db(qgr(S(f (OP1)id)) consisting of objects of co-
homological dimension 2. Because the global dimension of this endomorphism
algebra is finite (as it is the path algebra of an acyclic quiver modulo an ideal of
relations), and the cohomological dimension of the functor realising the equiv-
alence is 2, we can compute Extn in qgr using uniformly bounded complexes
inDb(kQ/I), and we can conclude that the global dimension is indeed finite.
Remark 80. It would be interesting to give a direct proof that the global
dimension of this surface-like category is precisely 2. We expect that this can
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label normal form discriminant cubic moduli
location of the point
A [(4)(4)] conic and line 0
intersection of tangent lines at conic in singularities
B [(4)(2, 2)(2, 1, 1)] conic and line 0
intersection of tangent line at conic in singularity and generic line
C [(4)(3, 1)(2, 1, 1)] nodal cubic 0
intersection of tangent line at singularity and tangent line of inflection
point
D [(4)(2, 1, 1)(2, 1, 1)(2, 1, 1)] nodal cubic 1
intersection of tangent line at singularity and tangent line at non-
inflection point
E [(2, 2)(2, 2)(2, 2)] triangle of lines 0
any point
F [(2, 2)(2, 2)(2, 1, 1)(2, 1, 1) conic and line 1
intersection of tangent lines at two smooth points on conic
G [(2, 2)(3, 1)(3, 1)] nodal cubic 0
intersection of tangent lines at inflection points
H [(2, 2)(3, 1)(2, 1, 1)(2, 1, 1)] nodal cubic 1
intersection of non-tangent line through singularity and tangent line at
inflection point
I [(3, 1)(3, 1)(3, 1)] elliptic curve, j = 0 0
intersection of three concurrent tangent lines at inflection points
J [(3, 1)(3, 1)(2, 1, 1)(2, 1, 1)] elliptic curve 1
generic intersection of two tangent lines at inflection points
K [(2, 2)(2, 1, 1)(2, 1, 1)(2, 1, 1)(2, 1, 1)] nodal cubic 2
intersection of two generic tangent lines
L [(3, 1)(2, 1, 1)(2, 1, 1)(2, 1, 1)(2, 1, 1)] elliptic curve 2
generic intersection of tangent line at inflection point and another tan-
gent line
M [(2, 1, 1)(2, 1, 1)(2, 1, 1)(2, 1, 1)(2, 1, 1)(2, 1, 1)] elliptic curve 3
generic point
Table 4: Correspondence between pencils of binary quartics and algebraic
quadruples
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be deduced from [15, theorem 6.1] using an appropriate analogue of the local-
to-global spectral sequence for Ext.
Observe that from theorem 82 we can a posteriori conclude that the global
dimension is indeed 2, as the global dimension of the equivalent category con-
structed as a blowup is 2 by proposition 60.
Corollary 81. The center of the blowup in (128) is contained in the Azumaya
locus of the maximal order on P2.
Proof. Assume on the contrary that x is contained in the discriminant. Then
blowing up at x yields a sheaf of algebras on Blx P
2 which is not of finite global
dimension (and which is not a maximal order), using the local computation from
[6, remark 34]. But this contradicts proposition 79, as these two categories are
equivalent.
This does not imply conjecture 78: there could be non-equivalent f giving
rise to an equivalent noncommutative P1-bundle, and only one of these corre-
sponds to an algebraic quadruple. In other words: it is not clear that there
exists a surjection from pencils of binary quartics to algebraic quadruples, but
if we only care about these objects up to equivalence of the associated abelian
categories, the comparison is complete.
We are now in the position to state and prove the final comparison theo-
rem, giving a correspondence between noncommutative P1-bundles of rank (4, 1)
and blowups of quaternionic noncommutative planes outside the discriminant.
In this way, we obtain a purely noncommutative incarnation of the isomor-
phism Blx P
2 ∼= F1.
Theorem 82. Every noncommutative P1-bundle qgr(S(f (OP1)id)) is equivalent
to coh p∗S for a quaternionic order p∗S on Blx P2 and vice versa.
Proof. First let qgr(S(f (OP1)id)) be a noncommutative P
1-bundle. Using the
techniques in section 3 we know that qgr(S(f (OP1)id)) is equivalent to a category
of the form
qgrCℓSym(O
P1⊕OP1 (1))
(
E ⊗k Sym(OP1 ⊕OP1(1)), q
)
(208)
This category is completely determined by a quadruple (E, V, φ, ξ). Using propo-
sition 75, we know that this quadruple is algebraic. In particular the category
is equivalent to one of the form coh p∗S. By corollary 81 the point (determined
by ξ) in P(V ∨) ∼= P2 blown up by p : F1 → P2 lies in the Azumaya locus of S.
Conversely, let coh p∗S be the category associated to a quaternionic order
on F1. The techniques in section 4 tell us that this category is equivalent to a
category of the form
qgrCℓSym(O
P1⊕OP1 (1))
(
E ⊗k Sym(OP1 ⊕OP1(1)), q
)
, (209)
which again is determined by a quadruple (E, V, φ, ξ). Using [21, proposition 7],
we know that this quadruple is algebraic and by construction ξ determines a
point in the Azumaya locus of S. Using [21, proposition 8], we get that this point
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determines a nonsingular conic in the net V ∨. We can then use theorem 77, to
find a noncommutative P1-bundle qgr(S(f (OP1)id)) equivalent to coh p
∗S.
5.5 Final remarks
Blowing up a point on the discriminant
There is an important difference between the construction of [6] and the con-
struction of a blowup in [32]. In the latter a point on the point scheme on an
arbitrary noncommutative surface is constructed resulting in a noncommuta-
tive Blx P
2, whereas the former only works for sheaves of orders where a point
outside (an isogeny of) the point scheme is blown up. Hence these situations
have no overlap. In other terms, the latter construction gives a deformation of
the commutative Blx P
2, whereas there is no commutative counterpart for the
former.
Likewise there is an important difference between the notion of a noncom-
mutative P1-bundle of type (1, 4) [14] and that of a noncommutative P1-bundle
of type (1, 4) [31]. The latter can be used to construct the noncommutative
Hirzebruch surface F1. It is expected that this construction gives the same
surfaces as the blowup from [32], but no proof has been found so far.
We can sum up the situation in the following table, where the rows give the
same noncommutative surfaces (albeit conjecturally for the first row), whilst
the columns are constructions of an analogous nature. This paper shows that
the bottom row gives isomorphic noncommutative surfaces.
noncommutative P1-bundle of type (2, 2) abstract blowup on point scheme
noncommutative P1-bundle of type (1, 4) pullback along blowup outside ramification
Table 5: Four constructions of a noncommutative F1 = Blx P
2
It is possible to degenerate the situation in the bottom row. If one were to
blow up a point on the ramification of the maximal order on P2 and pull back the
sheaf of algebras along this morphism in the setting of section 4, the resulting
sheaf of orders is no longer a maximal order, nor does it have finite global
dimension. But there exist two maximal orders in which the pullback can be
embedded2, and these sheaves of algebras describe the construction of [32] in the
special case where everything is finite over the center. These two maximal orders
correspond to the two inverse images under the isogeny C → C/τ , where C is
the point scheme and C/τ the ramification.
We suggest that there exists a construction of a noncommutative P1-bundle
which does not use a finite morphism f : P1 → P1 of degree 4, but rather a finite
morphism f : C → P1 of degree 4 where C is the singular conic in the net of
2At least when the point which is blown up is a smooth point on the ramification. If one
blows up a singular point, there is only 1 preimage under the isogeny and the maximal order
is unique.
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conics associated to the point which is being blown up. Then the formalism
from [15] yields an abelian category of infinite global dimension, which should
be the same as the category associated to the non-maximal order of infinite
global dimension by methods similar to the ones used in this paper.
Now the choice of a maximal order (of finite global dimension) contain-
ing the pullback gives the construction from the top row in table 5. In the
construction of the noncommutative P1-bundle this seems to correspond to a
resolution of singularities of the singular conic3 C degenerating the degree 4
morphism f : C → P1 to two degree 2 morphisms fi : P1 → P1. These then
degenerate the noncommutative P1-bundle of type (1, 4) to two different non-
commutative P1-bundles of type (2, 2). We leave the details for this comparison
for future work.
Hochschild cohomology
In [23, 24] a deformation theory of abelian ategories was introduced, which is
controlled by their Hochschild cohomology HH•ab. This turns out to be a derived
invariant, so we can use the finite-dimensional algebra obtained through the full
and strong exceptional collection to compute it.
In [5] the first author computed the Hochschild cohomology of noncommuta-
tive planes and quadrics. Computer algebra calculations suggest that the result
for the noncommutative surfaces considered in this paper is less varied than it
is in the situation of op. cit., where a wide variety of situations appears. Recall
that the method to compute Hochschild cohomology for noncommutative planes
and quadrics consists of having an explicit computation for HH1ab, a vanishing
result for HHiab with i ≥ 3 and the Lefschetz trace formula for Hochschild coho-
mology which then determines the dimension of HH2ab in terms of the number
of exceptional objects in the derived category.
For the noncommutative del Pezzo surfaces studied in this paper, only the
noncommutative P1-bundle associated to the pencil of type A (see also exam-
ple 62) has dimk HH
1
ab(qgrS(fLid)) = 1, all other cases have HH
1 = 0. Because
there is a full and strong exceptional objects of length 4 in the derived cate-
gory this means that the noncommutative P1-bundle associated to the pencil of
type A has dimk HH
2
ab = 4, whilst all other cases have dimk HH
2
ab = 3.
As it turns out, type A is also the only pencil of binary quartics which
has a 1-dimensional symmetry group, all other types have a finite (and often
trivial) automorphism group [36, §4]. One way of seeing this is that the mor-
phism f of type A is only ramified over two points, and the subgroup of PGL2
fixing these two points is isomorphic to Gm. The only ingredient missing to
mimick the method of [5] is a good understanding of the relationship between
automorphisms of the pencil and outer automorphisms of the finite-dimensional
algebra obtained from the full and strong exceptional collection to confirm these
numerical results.
We can also (heuristically) understand the 1-dimensional first Hochschild
3If C is a double line there will be only one morphism P1 → P1 of degree 2, which should
correspond to there only being one choice of maximal order.
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cohomology space for type A pencils of binary quartics from the blowup model.
Using [5] we have a description of the automorphisms of the elliptic triples.
The only elliptic triples we need to consider are those whose automorphism
group is positive-dimensional, hence the point scheme is either a conic and a
line, or a triangle of lines. Now we are interested in those automorphisms of C
(or rather4 the isogeneous C/σ) which preserve the point we wish to blow up.
In type A of table 4 we see that the automorphisms of C preserve the point,
hence we get a 1-dimensional automorphism group. For the other relevant
types, namely those for which the first Hochschild cohomology of the associated
noncommutative P2 is nonzero (i.e. types B, E and F) we get that at most
finitely many automorphisms of the curve also preserve the point we wish to
blow up. This heuristic works more generally for all cases in the construction
of [6], not just when n = 2.
4Recall that the discriminant is an isogeny of the point scheme, and is a cubic curve of the
same type.
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