In this paper nonlinear optimization algorithms, namely the Gradient descent and the Gauss-Newton algorithms, are proposed for blind identification of MA models. A relationship between third and fourth order cumulants of the noisy system output and the MA parameters is exploited to build a set of nonlinear equations that is solved by means of the two nonlinear optimization algorithms above cited. Simulation results are presented to compare the performance of the proposed algorithms.
INTRODUCTION
Numerous methods have been proposed in the literature for blind identification of MA models using cumulants. The present paper is concerned with the linear algebra solutions approach. It consists in constructing a system of equations obtained from explicit relations that link third and fourth order cumulants of the noisy output with the MA parameters and solving this system by the least-squares method ((Alshebeili, 1993) , (Giannakis, 1989) , (Martin, 1996) , (Na, 1995) , (Srinivas, 1995) , (Stogioglou, 1996) , (Tugnait, 1990) , (Tugnait, 1991) ). In order to take the redundancy in the unknown parameters vector into account, (Abderrahim, 2001 ) proposed a constrained optimization based solution.
In this paper, we propose another approach to reduce this redundancy. It consists in exploiting the nonlinearity existing in the unknown parameters estimated vector. In the literature, the parameters of the vector to be estimated are regarded as independent, but actually it isn't the case. Thus the major contribution of this paper lies in the estimates of a non redundant vector of unknown parameters.
The organization of this paper is as follows. The problem formulation is given in Section 2. In Section 3, the resolution with least squares and the nonlinear optimization algorithms, in the event Gradient descent and Gauss-Newton algorithms, well be developed. Computer simulation results are given in Section 4 to show the effectiveness of the proposed techniques. Finally, the paper is concluded in Section 5.
PROBLEM FORMULATION
We consider the discrete, causal, linear time-invariant process represented on figure 1, with the following assumptions :
H.1. The input w(k) is a zero mean, independent and identically distributed (i.i.d), stationary nonGaussian, non measurable real sequence, with unknown distribution, and :
Cm,w(τ1, τ2, . . . , τm−1) = γm,w δ(τ1, τ2, . . . , τm−1)
where : ⋄ Cm,w(τ1, τ2, . . . , τm−1) is the mth-order cumulant of the input signal of the MA model.
©£ 2 is the kurtosis of w(k). H.2. The additive noise v(k) is assumed to be an i.i.d Gaussian sequence with unknown variance, zero-mean, and independent of w(k). H.3. The non measurable output x(k) is assumed to be a nonminimum or minimum phase MA process. H.4. The order q of the model is assumed to be known.
The measured noisy MA process y(k) is represented by the following equations :
For the MA model described by equation (1) with the assumptions H.1, H.2, H.3, and H.4, the mth and nth-order cumulants of the MA system output (2) are linked by the following relation (Abderrahim, 2001) :
where m > 2, n > 2 and s is an arbitrary integer number satisfying : 1 ≤ s ≤ min(m, n) − 2,
Setting n = 3, m = 4, and s = 1 in equation (3), yields
By setting τ 1 = τ 2 = 0 in (4), we get the relation used in this paper for estimating the parameters
It is important to determine the range of values of α 1 and β 1 so that the cumulants
{C 4,y (0, 0, j + α 1 )} j=jmin,··· ,jmax , and the coefficients {h(j + β 1 )} be not all zero for each equation.
By taking account of the property of causality of the model and the domain of support for third and fourth order cumulants of an MA(q) process (Mendel, 1991) , we obtain :
Using the symmetry properties of cumulants (Nikias, 1993) , the set of values for α 1 and β 1 is defined by :
3 PARAMETER ESTIMATION
Least-Squares (LS) Solution
Concatenating (5) for all values of α 1 and β 1 defined by (7), we obtain the following system of equations :
where :
Solving (8) provides the parameter estimates {h(i)} i=1,··· ,q as the first q components of the estimated parameter vectorθ in (10).
Gradient Descent Algorithm (GDA)
The idea satisfying this paper is to reduce the dimension of the estimated parameter vector (9). In section 3.1, θ is a vector of q 2 +5q+2 2 elements. The linear algebra solutions regard the elements of the vector θ clarified in relation (9) as independent parameters, but the dependence of these elements is almost obvious. To palliate the problem of redundancy in θ, we propose a new approach based on non-linear optimization algorithm. In this part, the parameters vector θ is a (q + 1) length vector. It has this form :
The criterion to be minimized in this case is as follows :
The GDA solution has the following form :
where : ⋄ r is defined in section 3.1. ⋄ φ is the system of equations obtained by concatenating (5) for all values of α 1 and β 1 defined by (7). ⋄ J is the Jacobian matrix of φ,
where k = 1, · · · , 5q 2 +7q+2 2
, and l = 1, · · · , q+1. ⋄ λ is the step-size.
The parameter ǫ 4,3 must be estimated since we are supposed that we don't know the nature of the distribution of the input signal w(k).
Gauss-Newton Algorithm (GNA)
This algorithm has this form :
⋄ r, φ, and J are defined in section 3.2. ⋄θ N Lgn has the form of (11). ⋄ µ is the step-size of this algorithm.
SIMULATION RESULTS
To demonstrate the effectiveness of the proposed techniques, let us examine two examples treated in the literature. In both models the input signal w(k) is a zero-mean exponentially distributed i.i.d noise sequence with γ 2,w = σ 2 w = 1 and γ 3,w = 2. We define the Signal-to-Noise Ratio as
For each run, we calculate the Normalized Mean Square Error (NMSE) defined as
where h(i) and h(i) are respectively the actual and the estimated impulse responses, respectively. The Error to Signal Ratio (ESR) in decibels is also used as a measure of the estimation error. The ESR is defined as ESR(dB) = 10 log 10 (N M SE)
Example 1 :
The zeros of the system transfer function H(z) are located at 2 and 0.3333. This model has also been used in (Abderrahim, 2001) , (Giannakis, 1989), and (Srinivas, 1995) . Additive colored noise is generated as the output of the following MA(2) model (Abderrahim, 2001) :
where the input sequence e(k) is an i.i.d Gaussian sequence. We carried out Monte Carlo simulations with K = 100 different noise sequences, N = 5120 data for each run, and three different values of SNR (20dB, 10dB, and 0dB). The simulation results are summarized in Tables 1, 2 , and 3.
Example 2 : The zeros of the system transfer function H(z) are located at −2, 0.7±j0.7 and 0.25±j0.433. This model has also been used in (Alshebeili, 1993) , (Stogioglou, 1996) , (Tugnait, 1990) , and (Tugnait, 1991) . Additive colored noise is generated as the output of the following MA(3) model (Abderrahim, 2001 ) and (Na, 1995) :
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where the input sequence e(k) is an i.i.d Gaussian sequence. In this case N = 10240. The simulation results are given in tables 4, 5, and 6.
In these simulations, we initialize the nonlinear optimization algorithms with the LS solution. The advantage of this is to avoid the convergence to local minimum. The good value of the step-size allows also to avoid this problem of the local minima. Table 1 shows that the parameters estimation via the proposed method is much more powerful than LS solution in term of mean value, standard deviation, or NMSE, and ESR . The Gradient Descent and GaussNewton algorithms converge to the same values, but the convergence speed is different. The figures 2 and 3 illustrate this. Tables 2 and 5 show that the Gradient Descent algorithm is sensitive to the additive noise. However, the Gauss-Newton algorithm is more robust to measurement noise.
We can note that for a low SNR (SN R = 0dB), the estimate of the parameters is poor what is due to the bad estimate of third and fourth order cumulants. These estimation results could be improved by processing more data, which allows to get better estimates of the cumulants. -11.8660 -8.2867 -23.3527 By increasing the order q of the model, we use the third and fourth order cumulants with large lags that are poorly estimated for a low SNR. The consequence of this is the bad parameters estimated (table 6) much poorer than in the case of a model of order 2 (table 3) .
These two algorithms are numerically expensive compared to the Least-Squares algorithm.
CONCLUSION
In this paper, a blind identification of the MA models using Higher-Order Statistics (HOS) is exposed. The linear algebra solution is compared with the nonlinear optimization algorithms solution. Computer simulation results prove that it is interesting to use this algorithms in spite of their expensive calculative cost. 
