Abstract-The final diagnosis in coronary angiography has to be performed on a large set of original images. Therefore, lossless compression schemes play a key role in medical database management and telediagnosis applications. This paper proposes a wavelet-based compression scheme that is able to operate in the lossless mode. The quantization module implements a new way of coding of the wavelet coefficients that is more effective than the classical zerotree coding. The experimental results obtained on a set of 20 angiograms show that the algorithm outperforms the embedded zerotree coder, combined with the integer wavelet transform, by 0.38 bpp, the set partitioning coder by 0.21 bpp, and the lossless JPEG coder by 0.71 bpp. The scheme is a good candidate for radiological applications such as teleradiology and picture archiving and communications systems (PACS's).
. Compression ratio required for transmission of 512 2 512 pixels coronary angiograms using ISDN with channel capacities of p 2 64 kbit/s. of three (see Table I ), more than 54 channels are required to achieve a throughput of five frames/s. We conclude that applying compression results in improved efficiency, since it reduces both the storage costs and the image transfer time.
Various methods, both for lossy (irreversible) and lossless (reversible) image compression are proposed in the literature. The recent advances in the lossy compression techniques include different methods, such as vector quantization [2] , wavelet coding [3] , [4] , and some less widespread approaches like neural networks [5] and fractal coding [6] . Although these methods can achieve high compression ratios (of the order 50 : 1, or more), they do not allow one to reconstruct exactly the original version of the input data. Lossless compression techniques, however, permit the perfect reconstruction of the original image, but the achievable compression ratios are only of the order 2 : 1 up to 4 : 1. Currently, the lossy coding methods are not accepted for coronary angiogram compression [7] . In recent years, several methods have been proposed for lossless (medical) image compression, such as context-based adaptive lossless image coding (CALIC) [8] , hierarchical interpolation (HINT) [9] , two-dimensional (2-D) multiplicative autoregressive model-based coding [10] , and segmentation-based image coding [11] . Although these coders are among the most performant ones as far as the compression ratio is concerned, the lack of a progressive transmission capability makes them unsuitable for radiological applications expanded over large networks. The concept of progressive data transmission is of particular importance in an electronic 0278-0062/99$10.00 © 1999 IEEE radiology environment, including applications such as fast telebrowsing through large data sets or telediagnosis [12] . PACS and teleradiology are becoming available over large networks and, as distance interactivity grows, the available network bandwidth has a tendency to collapse. For economical data transmission over large networks, it is therefore desirable to send progressively the compressed data and to refine the images gradually at the destination site, retaining the option of perfect reconstruction. Additionally, intelligent image transfer scheduling and extra functionalities of the employed compression technique can significantly reduce the access time to image data for the end users working in a network environment. In this context, the JPEG 2000 committee defines a set of profiles for still image compression covering typical applications, including medical ones (e.g., remote sensing, medical, digital photography, etc.). Some of the most prominent requirements [13] from the medical profile are enumerated in the following.
1) Lossy-to-Lossless Compression: Lossy-to-lossless compression based on a unique compressed bit stream, as well as a much better rate-distortion performance at low bit rates than the current standard JPEG [14] . These two requirements are essential for medical-image handling scenarios based on progressive transmission.
2) Definition of Regions-of-Interest (ROI's) at the Sender
Site: Usually, medical images are taken under the assumption of a certain pathology. Therefore, based on some contextual knowledge, one can a priori define several ROI's which can be refined at the receiver site much faster than their surroundings, resulting in a faster data interaction, less network congestion, and better image database access. 3) Definition of ROI's by the Receiver: In many cases, at an early stage of transmission the end user can indicate the ROI's within an image or the particular 2-D slices within a 3-D data set on which he would like to carry out a detailed analysis. We have recently reported [15] on a case study of tumor delineation carried out on a set of ROI's while the transmission of the 3-D MRI data set is going on over a 64 kbit/s ISDN line: while for the uncompressed data, the full transmission would have taken around 1.5 h, progressive transmission and ROI support allowed to delineate and render the tumor in 3-D in less than 2 min [15] .
4) Error Resilience:
In some cases, the errors that might occur due to transmission can be reduced by coding the most important information (e.g., the coarse version of the image) with a very robust error correction, while weaker error correction methods can be applied in the least significant parts of the transmitted bit stream. Possible applications are the transmission of medical images from a portable medical imaging device in an ambulance or from distant areas to a nearby hospital. These requirements are not supported by the current JPEG standard [14] . Among the possible alternatives for a lossless compression scheme with progressive transmission capabilities, the transform-based techniques are the most attractive. The wavelet transform can be implemented in compression schemes featuring progressive transmission in which one transmits the coarser version of the image first, followed by successive transmissions of the refinement details. The paper presents a wavelet-based compression method that is able to operate in the lossless mode. There is a significant difference between this method and the standard wavelet compression techniques [3] , [4] , which cannot reconstruct the lossless version of the original image because of the rounding to integers of the wavelet coefficients. Our alternative is the use of the lifting scheme [16] to compute an integer wavelet representation. Using lifting, it is particularly easy to build nonlinear wavelet transforms that map integers to integers and which permit a lossless representation of the image pixels [17] , [18] . Moreover, the factorization of the wavelet transform into lifting steps reduces the computational complexity by a factor of two, as compared with the standard algorithm implementing the fast wavelet transform [19] .
The paper is organized as follows. Section II briefly describes the integer wavelet transform. The quantization module described in section III implements a new modality for the coding of the wavelet coefficients that is more effective than the classical zerotree coding [3] . Section IV reports on comparative experimental results obtained on 20 coronary angiograms with the proposed algorithms and other lossless compression schemes. An example is given to illustrate the progressive transmission capabilities of the proposed methods and a visual comparison to a JPEG block transform scheme shows the superior performance of our algorithms.
II. INTEGER WAVELET TRANSFORM
In most of the cases, the filters used in wavelet transforms have floating point coefficients. Since the input images are matrices of integer values, the filtered output no longer consists of integers and losses will result from rounding. For lossless coding it is necessary to make an invertible mapping from an integer image input to an integer wavelet representation. The solution is given in [18] where it is shown that the integer version of every wavelet transform employing finite filters can be built with a finite number of lifting steps.
The lifting scheme is used in [16] to construct symmetric biorthogonal wavelet transforms starting from interpolating Deslauriers-Dubuc scaling functions [20] . A family of symmetric biorthogonal wavelets is derived, where is the number of vanishing moments of the analysis high-pass filter and is the number of vanishing moments of the synthesis high-pass filter. An instance of this family of transforms is the (4,2) interpolating transform. The integer version of it, given in [18] , is implemented in the first stage of our coding algorithm. In this case, the integer wavelet representation of a one dimensional signal having nonzero samples is given by (1) where represents the integer part of , is the number of scales, and denote, respectively, the approximation and the detail of the original signal calculated at the scales
The coefficients of the filters in (1) are given in [18] (2)
The extension of (1) to the 2-D case consists of the successive application of the one-dimensional (1-D) wavelet transform, as described in [21] . This results in the representation of any arbitrary input image via the set (3) where is the approximation of at the coarser resolution , and and , are the details of the image in horizontal, vertical, and diagonal orientation, respectively, at the resolutions
III. WAVELET COEFFICIENTS CODING
The coefficient's significance maps, introduced by Shapiro in [3] , are binary maps indicating the positions of the significant wavelet coefficients. It is proven in [3] that the zerotree representation can efficiently encode the significance maps by predicting the absence of significant information across scales. The image model used in the zerotree coding (EZW) is extremely general and is based on the zerotree hypothesis [3] . This hypothesis assumes that if a wavelet coefficient at a certain scale is insignificant with respect to a given threshold , i.e.,
, then all the coefficients of the same orientation in the same spatial location at finer scales are also insignificant with respect to the threshold As shown in [3] , the zerotree hypothesis is satisfied with a high probability. As a consequence, the interband redundancies are efficiently exploited by grouping the insignificant coefficients in trees growing exponentially across the scales, and by coding them with zerotree symbols. In contrast to EZW [3] and set partitioning into hierarchical trees (SPIHT) [22] , which are zerotree based coders, the new coding method presented in the following exploits only intraband dependencies.
Define the tree associated to an arbitrary root coefficient from a band as the set:
The wavelet image is partitioned into a lattice of squares of width , each square delineating a set of wavelet coefficients. Consider a parent square located in the subband and select the trees corresponding to all the root coefficients from
It can be proven that the coefficients from located in an arbitrary subband are delimited by the squares with It follows that the total number of squares delimiting the selected trees is
For reasons of simplicity, we depict in Fig. 2 the particular case of where and delimit all the descendants of the root coefficients in
Choose an arbitrary square located in a subband and associate with it the logarithmic threshold defined as (4) where is the maximum absolute value of the wavelet coefficients delimited by
The value indicates that all the coefficients in are not significant with respect to the whole set of thresholds , for any satisfying inside (5) Also, the definition (4) of indicates that at least one coefficient from is significant with respect to (6) We deduce from (5) that the representation can be used to code the significance of all the coefficients delimited by with respect to the set of thresholds For a typical nine-bits-per-pixel wavelet image (including one bit per pixel for the sign), the range of the values is [0, 7] , therefore one can use three bits to represent them. Hence, the total number of bits used to code the significance of the coefficients from the considered trees is
We conclude from (6) that significant coefficients are expected in the square , for thresholds lower than . The significance of the coefficients from with respect to the thresholds is determined by applying successive approximation quantization (SAQ).
Assuming, as in the case of the zerotree-like coders [3] , [22] , that the wavelet coefficients satisfy the zerotree hypothesis, it is shown hereafter that our proposed coding method outperforms the classical zerotree coding, when used in the lossless mode.
To make a comparison with the zerotree coding scheme, we have to determine the number of zerotree symbols used to code the significance of the coefficients from the same set of trees.
Select an arbitrary square from the subband and denote by the squares delimiting the corresponding descendants in the finer subband (see Fig. 3 ). If respectively are the associated logarithmic thresholds, from their definitions we write where and are the maximum absolute values of the wavelet coefficients in the squares , respectively
From (5) and (6) we write
The zerotree hypothesis, which we assume to be valid, states that if the parent coefficients in are not significant with respect to , then all the corresponding descendants in the finer subbands are also not significant. Therefore (10) From (9) and (10) we deduce which is equivalent to This shows that the values are increasing with (11) If we apply the thresholds with , the coefficients delimited by and all the descendants from the finer subbands are not significant. This can be shown by choosing an arbitrary descendant coefficient with value belonging to and having the associated logarithmic threshold . From (5) and (11) we can write which proves the nonsignificance of with respect to
The result is that the significance of the coefficients in and the significance of their descendants in is coded with zerotree symbols for all the thresholds with Hence, for all the squares with the number of zerotree symbols is (see Fig. 3) The number of zerotree symbols used to code the significance with respect to the thresholds of the roots from and of all the corresponding descendants is
The total number of zerotree symbols needed to code the significance of the selected trees amounts to (12) The proposed coding scheme is more efficient than the zerotree coding if [given by (7) ] is smaller than the number of bits needed to code the zerotree symbols (two bits for each symbol) (13) This inequality is satisfied for (14) Relation (14) specifies a theoretical bound for which the coding of the significance map through the representation has the same efficiency as the zerotree coding.
Assume a practical case in which the width of the squares is and consider a wavelet decomposition with of a 512 512 pixels input image. If equality is considered in (14) we get . The number of wavelet coefficients contained in one tree having the root in an arbitrary square is
From the above example we conclude that our method and EZW have equal efficiency if the significance of these 1365 coefficients is coded with only 128 zerotree symbols (equivalent to 0.19 bits per coefficient). In practical situations the value of is much higher, which explains the gain attained with this method, even for small values of (typically or . We could incorrectly conclude from (13) that the efficiency of our method increases when a large value of is chosen. However, there is another (intuitive) constraint that imposes small values of , which is illustrated in the following example.
Suppose we have an extreme case where only one coefficient from the square is significant with respect to (and not significant with respect to and all the other coefficients are significant with respect to (and not significant with respect to , with . The significance of the coefficients with respect to the thresholds has to be coded with bits. Let us now split the square into four squares of half width and associate to each of them the logarithmic thresholds A number of coefficients delimited by three squares have the value equal to , while the other coefficients have the associated logarithmic threshold equal to It follows that only for the last ones we do need to code the significance with respect to the thresholds Halving the width of brings a gain of bits. The last term comes from the nine additional bits used to code the three additional values. We conclude from the above example that for high values of the influence in a certain square of the isolated coefficients with high values increases the overhead needed for the significance coding of the coefficients with small values. It is the case of the regions located around edges characterized by wavelet coefficients of high values. Increasing the width causes more overhead information to be used for the significance coding of the coefficients with small values, corresponding to the smooth areas in the image.
Taking into account the constraints regarding the value of the square's width, we choose for the experiments reported in Section IV. 
A. Coding Scheme A
A coding scheme that implements the previously described significance representation is explained in the following. The wavelet image is partitioned into a lattice of squares of width and for each square, the associated logarithmic thresholds are determined according to (4) . The maximum of the determined values is recorded as side information to inform the decoder about the starting threshold . The wavelet image is scanned, starting with the lowest frequency subband and ending with the highest frequency subband [see Fig. 4 (a) ]. In each subband the corresponding set of squares are scanned in raster order. For any scanned square the corresponding coefficients are scanned also in raster order, as shown in Fig. 4(b) .
During encoding SAQ is applied. This consists of the use of a set of thresholds which are sequentially applied, starting with and ending with No coding is performed for all the wavelet coefficients belonging to if Conversely, for each , the significance with respect to of all the coefficients belonging to is recorded into a significance list, list1.
If a certain coefficient is declared as significant with respect to we record its sign into a second list (sign list), list2. The quantization module is followed by arithmetic data compression. Each threshold is recorded as a matrix element having a position within the matrix corresponding to the spatial location of the associated square in the wavelet image. The matrix is scanned in raster order and the resulting stream of symbols is entropy coded with a high-order arithmetic coder.
The list of significance (list1) is also entropy coded by using the arithmetic coder described in [23] and a classical adaptive zero-order model [23] . There is no need to code the sign list (list2), since there is almost no gain in the compression ratio.
We observe that the most important coefficients (having a higher are coded before the least important ones (having a small . Therefore, the representation allows an ordering of the coefficients, starting from the ones of high values and ending with the ones of low values. This enables the coder to transmit progressively the data, which is gradually refined at the decoder site, until perfect reconstruction is achieved.
It is also interesting to observe the spatial extension of the -based lattice partitioning of the wavelet image. In the particular case of Fig. 2 , we notice that the selected trees corresponding to all the root coefficients from are related to a square region of pixels located in the spatial domain. These trees contain all the wavelet coefficients located in the subbands that correspond to this region. More generally, due to the dyadic nature of the wavelet transform, for a wavelet decomposition with levels the trees corresponding to all the root coefficients from a square are related to a square region of pixels located in the spatial domain. Similarly, one can identify the squares selecting the wavelet coefficients corresponding to this spatial domain region and located in the subbands and The correspondence between a certain spatial region and a set of squares delimiting wavelet coefficients in the wavelet domain can be used if one is interested in coding several ROI's in the image. Suppose that we require that a certain rectangular ROI is coded before coding the background information. The squares from the lattice that correspond to the ROI are determined and marked, and the coefficients belonging to these squares are coded first. Similarly, the coding process continues with the coding of all the other ROI's, and ends with the coding of the remaining wavelet coefficients (included in the squares which are not marked and which actually correspond to the background information). This coding process is very useful when several predefined diagnosis-based ROI's are delineated, coded, and transmitted before sending the background information, resulting in the advantages mentioned in Section I.
The algorithm described above is identified as Algorithm A in the experiments reported in Section IV.
B. Coding Scheme B
Another scheme implementing the previously described approach for the coefficient's significance coding can be derived if we impose that the square's width is one. The algorithm described in the following is related to Algorithm A, and it gives an interesting insight concerning the achievable compression results for a minimal value of Although in this case we cannot claim that the proposed algorithm is more If the logarithmic thresholds are coding the significance of each wavelet coefficient apart. In this case, indicates that the corresponding coefficient is not significant with respect to and significant with respect to if it has a nonzero value. It results that the most significant bits (excluding the sign bit) from the binary representation of any wavelet coefficient are represented with three bits (since , therefore, a gain of bits is feasible.
Note that the values 0, 1 and 1 are identified by the same value , thus, a distinction between them has to be made using separate information.
An intuitive explanation of the efficiency of such significance representation is given by the observation that the majority of the wavelet coefficients have small values. We deduce that a gain is feasible if a high number of wavelet coefficients satisfy Denote by the probability of an arbitrary coefficient to be significant with respect to and nonsignificant with respect to where (15) Also, denote by the probability of an arbitrary coefficient to satisfy (i.e., If the total number of the wavelet coefficients is , then the number of the coefficients that satisfy is and the number of 0, 1 values is
As was previously explained, the gain obtained for each coefficient with an associated logarithmic threshold is bits, therefore the total gain is However, separate information makes the distinction between the values 0 and 1, for which we need bits. It follows that the gain achieved by using this representation of the coefficient's significance is (16) The gain has a positive value if (17) Although the argumentation is empirical, in general (18) which means that in a wavelet image the values have a higher probability of occurrence than the higher values From (15) and (18) we write which implies that (17) is satisfied.
The coding scheme implementing this method is broadly the same as the Algorithm A. The difference consists in the side information used to make the distinction between the values 0, and 1. We identify this method as Algorithm B in the section reporting the experimental results.
IV. EXPERIMENTAL RESULTS
We evaluate the lossless compression performances obtained with the proposed algorithms on a set of 20 digitized coronary angiograms and we compare them with the results obtained with other lossless compression techniques such as CALIC [8] , binary tree predictive coding (BTPC) [24] , lossless JPEG (LJPG) [14] , [25] , the EZW coder [3] combined with the integer wavelet transform (EZW & IWT), and the set partitioning into hierarchical trees coder (SPIHT) [22] .
It is important to mention that in contrast to our proposed techniques operating in the wavelet domain, both BTPC and CALIC are predictive coders operating in the spatial domain. BTPC uses a noncausal shape-adaptive predictor to decompose an image into a binary tree of prediction errors and zero blocks. BTPC is designed to perform both lossless and lossy stillimage compression and is very effective for compression of photographs, graphics, and compound images containing both text and continuous-tone images. The best lossless compression performances reported in the literature for continuoustone images are mostly obtained with CALIC. This technique is a context-based, adaptive, predictive coder designed for the lossless/nearly lossless compression of continuous-tone images. CALIC uses a large number of modeling contexts to condition a nonlinear predictor and makes it adaptive to varying source statistics. Efficient techniques for forming and quantizing modeling contexts assure the low time and space complexities of CALIC. In the chart in Fig. 5 we plot the bit rates achieved with the tested algorithms applied on the individual images. Note that the curves corresponding to Algorithm A and CALIC are below the curves corresponding to the other algorithms for all the images from the test set.
Note also from Table I Also, the difference between the average bit rate achieved with Algorithm A and CALIC is only 0.018 bpp. Additionally, it is important to remark that although CALIC provides a slightly better compression performance for the tested set of images, it cannot be used for progressive image transmission.
Notice that the results reported in Table I To give an intuitive interpretation of how the significance information is conveyed and to show how SAQ operates, we illustrate in Fig. 7 several significance maps corresponding to the image shown in Fig. 6 . For a wavelet decomposition of this image on two levels, we find that the highest threshold applied by SAQ is
The significance map corresponding to this threshold is shown in Fig. 7(a) . The white and the black pixels indicate the positions of the significant and nonsignificant coefficients respectively. As expected, the number of significant coefficients increases as the value of the applied threshold is lower, as we notice in Fig. 7(b)-(f) , where the significance maps corresponding to the thresholds 32, 16, 8, 4 , and 2, respectively, are shown. As explained in Section III A, at each applied threshold the significance of the coefficients within a given square is encoded if is lower or equal to the corresponding logarithmic threshold . The matrix of logarithmic thresholds is depicted in Fig. 8(a) . The seven colors used to draw this image correspond to the seven possible values of the applied thresholds and are shown in the color bar in Fig. 8(a) . The significance information for the coefficients delimited by the squares with the highest associated logarithmic threshold is coded first; these squares are indicated with a dark-brown color in Fig. 8(a) . For the lower threshold of value 32, the significance of the wavelet coefficients within the squares with an associated logarithmic threshold of five is coded; these squares are yellow-brown colored in Fig. 8(a) . Similarly, the coding process continues for the all lower applied thresholds until the significance information is fully encoded, i.e., up to the lossless stage. For Algorithm B the coding process is similar, but in this case the matrix of logarithmic thresholds [shown in Fig. 8(b) ] operates at pixel level . We note that the use of the logarithmic thresholds allows the encoder to order the significant coefficients in their relative order of importance and to encode the coefficients with higher values first. If at a certain point in the coding process the target bit rate is met, then the coding is simply stopped and the image is decoded. This property was used to produce, with Algorithm A, the images shown in Fig. 9 .
In this figure, the progressive refinement of a zoomed area from a coronary stenosis is shown comparatively, both for Algorithm A and for the standard JPEG [14] . Although the progressive transmission scheme implemented in Algorithm A is not optimal in the rate distortion sense (our purpose is to demonstrate the progressive transmission capabilities), we note that our technique preserves a better visual quality at high compression ratios, while typical blocking artefacts are present in JPEG compression.
The CPU times spent on a 143-MHz ULTRA-SPARC computer to encode/decode a 512 512 8 bpp coronary angiogram with Algorithm A are approximately 0.8 and 0.85 s, respectively. For Algorithm B these times increase up to approximately 1.2 s for encoding and 1.3 s for decoding of the same image. Since the programs implementing these algorithms are not optimized for speed, these figures are just an indication of the achievable speed on usual computer architecture.
V. CONCLUSIONS
Radiological applications such as PACS and teleradiology are expanding over large networks, requiring an efficient lossless compression scheme with progressive transmission capabilities.
Considering the reported results (lossless compression ratio's equal to the state of the art CALIC technique) and the low complexity of the algorithms, we conclude that the proposed compression schemes are good candidates for radiological applications for archiving, for economical image transfer over limited bandwidth channels, and for fast interaction with coarser versions of the image data. It is the progressive transmission capability of the algorithms that makes them attractive for compression schemes in which a subset or all the received images have to be gradually refined up to the lossless version of the input data.
