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ABSTRACT
Zhang, Yiteng Ph.D., Purdue University, August 2016. Quantum Coherence and
Entanglement in Open Quantum Systems. Major Professor: Sabre Kais.
We humans always want to believe that we can overpower nature. However,
the reality is that nature outperforms humans in many aspects. Animals’ abilities
to navigate/orient and photosynthesis are two excellent examples in these aspects.
However, the mechanisms underlying them are still unknown. For decades, scientists
and researchers have made a lot of efforts to reveal these mysteries in nature.
Recently, quantum coherence and entanglement are believed to play a crucial
role in such biological systems–avian compass and photosynthesis. Thus, nature
might know more tricks to utilize quantum mechanics than humans. Studies on the
mechanisms underlying avian compass and photosynthesis are highly able to improve
or inspire new technologies in detection of weak magnetic fields and solar cells.
In this thesis, the effect of quantum coherence and entanglement in these systems
is studied. Based on the studied systems, this thesis falls into two parts: avian
compass–radical pair mechanism and photosynthesis–enhancing photocell efficiency
via coherence.
The radical pair mechanism used to explain the avian compass is studied in the
first part. It is demonstrated that Cryptochrome is a suitable candidate of the primary
magnetoreceptor, located in birds’ eyes. Also, the product yields due to the radical
pair reactions are able to act as the direction signal for birds. The long-lived quantum
entanglement has presented between the radical pairs.
In photosynthesis, quantum coherence has been demonstrated to play an essential
role in high energy conversion efficiency. Studies have revealed that the quantum
coherence can break the detailed balance, the key factor limiting the efficiency in
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artificial solar cells. By mimicking photosynthetic complexes, a designed solar cell
taking advantage of coherent donors caused by dipole-dipole interactions is able to
achieve a higher energy conversion efficiency than the famous Shockley-Queisser limit.
Again, more and more evidence has shown that quantum mechanics is able to
play a crucial role in biological systems. Quantum coherence and entanglement, as
main signatures of quantum mechanics, can be used to explain many astonishing
phenomena in nature, such as avian magnetoreception and photosynthesis. Learning
from nature can accelerate developments of new technologies.

1

1. INTRODUCTION
1.1

Motivation
For a long time, quantum physics and biology have been considered as unre-

lated disciplines for obvious and good reasons. The former is subtle and describes a
microscopic world in the scale of nanometers, surrounded by ultra-low temperature
and strictly controlled laboratory environment. The latter is messy and describes a
macroscopic world of living species, surrounded by warm and extremely uncontrollable environment. Until Erwin Schrödinger brought them together, quantum physics
and biology rarely crossed paths. Erwin Schrödinger, one of the main architects of
quantum mechanics, introduced quantum physics into the realm of biology [1]. Back
in his time, he believed that the human heredity material was a molecule, which was
later confirmed to be the DNA molecule [2].
Despite those differences between quantum physics and biology, the progress in
quantum biology has been very rapid since the twentieth century [3–6]. In some
sense, quantum mechanics always plays a significant role in modern biology since
every chemical reaction relies on quantum mechanics, and chemical reactions are basic
processes in biological systems [7–12]. Recently, many articles have been published
in the field of quantum biology, including articles on photosynthesis [3, 13–31], avian
compass [4–6, 32–43], and olfaction [44, 45].
All the discoveries and hypotheses mentioned in those articles suggest that the
nature knows a few more tricks to use quantum effects, building a bridge between
quantum physics and modern biology, shown in Fig. 1.1. Therefore, nowadays one of
the hottest scientific topics is how to fit life science into the big picture of quantum
mechanics.
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Fig. 1.1. (Color) Quantum physics has been widely used to explain
the phenomena in biology. Photosynthesis and avian compass are two
biological fields where quantum mechanics has taken a crucial part in.
Nature seems to know more tricks to use quantum effects than human.

1.2

Quantum Coherence
Quantum coherence is one of the most important signatures of quantum mechan-

ics. It can be defined as a correlation between the phases of two or more waves. The
amount of coherence depends on how correlated the waves are. In quantum physics,
objects are usually describes as wave functions or state vectors and these two kinds
of expressions are equivalent. Quantum coherence can be considered as the strength
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of quantum correlation [46]. In another word, quantum coherence can be used to
describe a particle’s ability to exist simultaneously in several distinct states, such as
position, energy, or spin. The effects of coherence play an essential role in distinguishing quantum physics from classical physics. Quantum coherence gives a particle the
property of non-locality, which cannot be explained within the framework of classical
mechanics.
In the density matrix formalism, the off-diagonal elements quantify the coherence
between two states [46,47]. Consider a qubit, | ψi =

√1 (|↑i+ |↓i),
2
 

one of the simplest

1
quantum states. In this chapter, |↑i will be represented as   and |↓i is represented
0
 
0
as  . Therefore, its density matrix of this qubit can be expressed as
1
ρψ =| ψihψ |


1
1
1
,
= 
2
1 1

(1.1)

where the diagonal elements, ( 21 , 12 ) are the probabilities to be in states |↑i and |↓i
for the qubit, and the off-diagonal elements, ( 12 , 21 ) are the quantities of the coherence
|↑ih↓| and |↓ih↑| between the two states, |↑i and |↓i.

1.2.1

Coherence in Avian Navigation

The birds’ migrating puzzle has been a mystery for centuries. Radical Pair Mechanism (RPM) is a promising hypothesis to shine some light on this puzzle. The RPM
roots in the field of spin chemistry which deals with spin and magnetic effects in chemical reactions. More details on RPM will be explained in Chapter 3. In brief, the
RPM involves two spatially separated electrons, which are correlated with each other
and affected by the external weak magnetic field and internal nuclear spin couplings.
The basic scheme of the radical pair model is illustrated in Fig. 1.2.
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Fig. 1.2. (Color) The basic scheme of radical pair model. Left: A
coupled radical pair with neighboring effective nuclear spins (green
~ (blue arrows, →). Right:
arrows, →) in an external magnetic field B
~ depicted in the molecular coordinate frame, where
The direction of B
the z axis is the z axis of the radical pair. The radical pair, affected
by the external magnetic field and the surrounding nuclear spins, is
under the interconversion of singlet state and triplet states.

There is indirect evidence indicating that the quantum coherence exists in bird
navigation [32,36]. The proposed radical pair mechanism for avian compass postulates
that absorption of blue or green light creates a radical pair of electrons. Initially,
the radical pair is in a fully entangled singlet state. After separating from each
other, the pair undergoes coherent quantum oscillations between entangled singlet
and triplet states, at a rate depending on the external magnetic fields. Finally, the
pairs in the singlet and the triplet states will lead to different chemical products,
providing orientation information for birds. Therefore, the quantum coherence plays
an important role in this mechanism.
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1.2.2

Coherence Effects in Photosynthesis

The property of coherence effects, enabling a particle to exist in several distinct
states, make quantum coherence play a fundamental part in transport problems, such
as electronic excitons transfer, which is important for photosynthetic systems.
After excited by the light, the electronic excitons need to be transported from
the light harvesting complexes (LHCs) to the reaction center, where a chemical reaction converting the energy to carbohydrate occurs. The photon-to-charge conversion
quantum efficiency of photosynthesis in plants, bacteria, and algae can be almost
100% under certain conditions. It has been shown experimentally and theoretically
that quantum coherence plays a crucial role in the energy transport in photosynthetic
complexes [3, 17, 20, 48–53].
Photovoltaic (PV) solar energy conversion, which is likely to play an important
role in the future of electricity generation, is one of the most promising emerging
renewable energy technologies. Due to the high efficiency of biological LHCs, scientists have been trying to get some inspiration for new artificial light-harvesting
technologies by studying the quantum-mechanical structures in LHCs. Recently, a
basic scheme using the quantum heat engine (QHE) model has been proposed [54].
The subsequent theoretical studies on this QHE model have proved that coherence
effects can increasingly enhance the efficiency of such a QHE model [55–58]. Therefore, a QHE-like PV cell can benefit from quantum coherence as well. More details
on the mechanism is explained in Chapter 6.

1.3

Quantum Entanglement
Quantum entanglement can be defined as the correlation between two or more

particles. It is a very strange quantum mechanical signature different from classical
correlation. It cannot be explained from a classical point of view as well. Quantum
entanglement allows two or more particles to be correlated differently and stronger
than the same classically correlated particles.
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Consider a system containing two 12 −spin electrons. | ψi stands for the state of the
system, and | φA i and | φB i stand for the states of the two spins, respectively. If | ψi
can be expressed as the direct product of | φA i and | φB i (| ψi =| φA i⊗ | φB i), the
two spins are not entangled with each other. Otherwise, the two spins are entangled
with each other.
Consider one situation of the state of the system is | ψi =

√1 (|↑↑i−
2

|↑↓i). Clearly,

this state can be expressed as
1
| ψi =|↑i ⊗ ( √ (|↑i− |↓i))
2

(1.2)

=| φA i⊗ | φB i,
where | φA i =|↑i and | φB i =

√1 (|↑i−
2

|↓i). Thus, this is not an entangled state.

However, let us consider another state of the system, which is
 
1
 
 
0
1
1 
.
| ψi = √ (|↑↑i− |↓↓i) = √ 

2
2 0 

 
−1

(1.3)

Let us assume | ψi can be expressed as | φA i⊗ | φB i. The state of the two spins can
be expressed as
 
   
1
0
a
| φA i = a   + b   =   ,
0
1
b
 
   
1
0
c
| φB i = c   + d   =   .
0
1
d
To make | ψi =| φA i⊗ | φB i, the following equations must be satisfied:

ac = 21







ad = 0
.


bc = 0






bd = 12

(1.4)

(1.5)
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Obviously, there are no solutions to the above equations and the state. Therefore,
| ψi CANNOT be expressed as | φA i⊗ | φB i and the state | ψi is an entangled state
of | φA i and | φB i.
In another word, quantum entanglement indicates that the local state can be fully
mixed even if the global state of the system is perfectly known. Take the singlet state
| ψi =

√1 (|↑↓i−
2

|↓↑i) as an example. The density matrix of the singlet state can be

expressed as
ρψ =| ψihψ |

0


1 0
= 
2
 0

0

0

0





1 -1 0 
.

-1 1 0 

0 0 0

(1.6)

If we take the partial trace of the this density matrix, we can get the individual state
in the form of density matrix of a single electron spin:


1 0
1
,
ρA = T rB | ψihψ |= 
2
0 1

(1.7)

which is a fully mixed state, meaning that the state | φA i is in the states of |↑i and |↓i
simultaneously at the same possibility. Also, the electron is not in self-coherent state
since the off-diagonal elements are zeros. The entanglement creates the non-local
correlations [47, 59, 60].

1.3.1

Negativity: Measurement of Entanglement

Beside the physics definition of entanglement, the mathematical methods to quantify the quantum entanglement have draw a lot of attention among researchers. Several analytical methods have been developed to measure the biparticle entanglement,
such as entanglement entropy, concurrence [61] and negativity [62]. However, an
analytical approach to measure multi-particle quantum entanglement is still under
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investigation. To my best knowledge, there are still no effective analytical methods
for the measurement of multi-particle entanglement.
“Negativity”, originated from the observation due to Peres [62], is a computable
measure of the entanglement. It is based on the trace norm of the partial transpose,
ρTA , of the bipartite mixed state density matrix, ρ [63, 64]. Essentially, negativity
measures the degree to which ρTA fails to be positive, and therefore it can be regarded
as a quantitative version of Peres criterion of separability [62–64]. From the definition
of negativity, we can construct a quantity to measure the entanglement:
N (ρ) =

k ρTA k1 −1
,
2

(1.8)

where k ρTA k1 is the trace norm of the partial transpose of the system’s density
matrix [64, 65].
This measure of entanglement, N (ρ), corresponds to the absolute value of the
sum of negative eigenvalues of ρTA [66, 67], and it vanishes for unentangled states.
Moreover, in the case of an entangled state of two qubits, negativity is defined as
two times the absolute value of the negative eigenvalue of the partial transpose of a
state [68].
In density matrix formalism, denote ρ as a generic state of a bipartite system with
the finite-dimensional Hilbert space, HA ⊗ HB , shared by two parties, A and B. ρTA ,
the partial transpose of the density matrix, ρ, with respect to subsystem A, will be
defined as:
hiA , jB | ρTA | mA , nB i ≡ hmA , jB | ρ | iA , nB i,

(1.9)

where | iA , jB i ≡| iiA ⊗ | jiB ∈ HA ⊗ HB is a fixed but arbitrary orthonormal product
basis [64]. The trace norm of ρTA is:
TA

kρ

q
k1 = tr ρTA † ρTA ,

(1.10)

which is equal to the sum of the absolute values of the eigenvalues of ρTA , since ρTA is
hermitian [69]. Since the eigenvalues of the density matrix, ρ, are positive, the trace
norm of ρ is:
k ρ k1 = trρ = 1.

(1.11)
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Thus, the partial transpose, ρTA , also satisfies the condition tr[ρ] = 1. But since it
may have negative eigenvalues, ei < 0, its trace norm is [64]:
k ρTA k1 = 1 + 2 |

X

ei |≡ 1 + 2N (ρ).

(1.12)

i

Therefore, the negativity (N (ρ) =|

P

i ei

|) can also be defined as the sum of the

negative eigenvalues, ei , of the density matrix partial transpose, ρTA , measuring by
how much ρTA fails to be positive definite [64, 70]. So we have an alternative way to
calculate the negativity. It can be written as:
N (ρ) =|

X

ei |=

i

X | λj | −λj
,
2
j

(1.13)

where ei are the negative eigenvalues of ρTA , and λj are the eigenvalues of ρTA . In the
following, I will show some simple examples to illustrate negativity.
Consider the state | ψi can be separated into two sub-states, | φA i and | φB i,
indicating that this state is not an entangled state. | φA i and | φB i have the following
expressions:
1
| φA i = √ (|↑i+ |↓i),
2
1
| φB i = √ (|↑i+ |↓i).
2

(1.14)
(1.15)

Thus, the expression of | ψi will be:
1
| ψi =| φA i⊗ | φB i = (|↑iA + |↓iA ) ⊗ (|↑iB + |↓iB ).
2

(1.16)

As a result, the density matrix of | ψi, ρψ , will be:
ρψ =| ψihψ |

1


1 1
= 
4
 1

1

1 1 1





1 1 1 
.

1 1 1 

1 1 1

(1.17)

10
Therefore, the partial transpose of the density matrix with respect to subsystem B
is,

ρTψB

1 1 1 1







1 1 1 1 
1
.

= 
4 1 1 1 1 



1 1 1 1

(1.18)

Through the calculation, we can find that the four eigenvalues of ρTψA are {1, 0, 0, 0}.
According to the formula of negativity Eq. 1.13,
4
X
| λi | −λi
N (ρ) =
,
2
i

the negativity is 0. This example shows that the negativity of a unentangled state is
zero.
Now, consider the fully entangled state, the singlet state:
 
0
 
 
1
1 1
.
| ψi = √ (|↑↓i− |↓↑i) = √ 

2
2
−1
 
0
In this case, the density matrix of the state | ψi,

0 0 0


0 1 -1
1
ρψ = 

2  0 -1 1

0 0 0

ρψ , is

0


0 
.

0 

0

(1.19)

(1.20)

Therefore, the partial transpose of this density matrix with respect to subsystem B
is

ρTψB

0 0 0 -1







0 1 0 0 
1

.
= 
2 0 0 1 0 



-1 0 0 0

(1.21)
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We can find that the eigenvalues of ρTψB are {−0.5, 0.5, 0.5, 0.5}. Therefore, the negativity of the state | ψi is 0.5. After taking twice the negativity, we find that the
entanglement of the state | ψi is 1, which is the maximum entanglement, indicating
the singlet state is fully entangled.
The above examples show that negativity can serve as a metric of the entanglement very well. Therefore, in my research I will use the negativity as the measurement
of entanglement. It is worth to mention that for a two-qubit system, the two measurements, negativity and concurrence, are equivalent.

1.3.2

Entanglement in Avian Compass

Quantum entanglement plays a key role in the radical pair mechanism of the avian
compass. A single electron photo-excitation and a subsequent electron translocation
leads to an entangled state, which provides the necessary spin correlations. Along
with the effects of the magnetic fields, this causes the electrons to oscillate between
singlet and triplet states.
Many scientists have conducted researches on the role of entanglement in chemical
compass [71–73]. Gauger et al. has shown that even though entanglement falls off at a
faster rate than the decay of population from the excited state under dephasing noise,
the superposition and entanglement are sustained for at least tens of microseconds,
exceeding the durations achieved in the best comparable man-made molecular systems
[72]. However, other researchers focus on the effects of the entanglement of the initial
states of the radical pairs [71, 73]. These studies have shown that the sensitivity of
the chemical compass depends on the initial state of the radical pair. Briegel and his
colleagues have randomly chosen 5000 different initial states from the set of separable
states and singlet initial state and calculated the maximally achievable magnetic-field
sensitivity for every value of B. The results show that entanglement is indeed helpful,
and it is specifically entanglement rather than mere quantum coherence [71].
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1.3.3

Entanglement in Photosynthesis

Quantum entanglement research is very popular in the study of photosynthesis
as well since it is the essential effect to prove the energy transport in photosynthesis
to be a quantum evolution rather than a classical hopping. Since light-harvesting
components play a key role in energy transport in photosynthesis, much research has
been conducted on light-harvesting complexes (LHCs).
In 2010, Whaley et al. studied the entanglement evolution in Fenna-MatthewsOlson (FMO) protein, acting as LHC in green anoxygenic bacteria. He studied the
pairwise entanglement between two chromophores in FMO and related the entanglement to the coherence of the FMO complex using the approach of concurrence [74].
Meanwhile, Plenio et al. studied the effects of entanglement during exciton energy
transfer (EET) proving that the interplay between creation of entanglement for short
distance and times followed by the destruction of entanglement for longer distance
and times is necessary for optimal EET [75]. As following, many studies have shown
the importance of entanglement in the process of EET in FMO complex [30, 76, 77].

1.4

Organization of the Thesis
This dissertation shows the theoretical studies on the role of quantum coherence

and entanglement in biological systems. Except for Chapter 1, the rest of this thesis
falls into two major parts based on the object of study: Avian Compass–Radical
Pair Mechanism and Photosynthesis–Enhancing Photocell Efficiency via Coherence.
Chapter 2, 3, and 4 belong to the former, while the latter part contains Chapter 5,
6, and 7.
In Chapter 2, the background and properties of avian compass are introduced including a brief introduction of RPM. In Chapter 3, more details of RPM are revealed,
as well as the effects of (weak) magnetic fields. In Chapter 4, the relation between
RPM and birds’ ability to navigate/orient is explained, more details of RPM used in
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chemical compass are revealed, and the role of quantum entanglement is studied as
well.
In Chapter 5, the efficiency of photosynthesis is introduced as well as the theoretical limit of a photovoltaic cell. In Chapter 6, the prototype photocell breaking
detailed balance via coherence is briefed. In Chapter 7, more photocell models utilizing coherence are revealed and the role of quantum coherence in enhancing efficiency
is studied.
Finally, Chapter 8 is the chapter of conclusion and outlook, as the end of this
thesis.
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2. AVIAN MAGNETORECEPTION
2.1

Introduction to Animal Magnetoreception
We, human beings, have lost the sense of directions for a long time, that is, we

cannot tell which direction is north without a compass if we are locked in a closed cart.
On the contrary, many animals have an extraordinary ability to sense the directions
by perceiving the geomagnetic field, probably as a result of the natural selection after
a very very long time of evolution since they cannot find habitats if they lose the
ability to sense the direction especially for those migrating between habitats from
season to season.
As we know, the Earth’s magnetic field provides a reliable and omnipresent resource of navigational information [78]. What is not known to all of us is that there
are actually two kinds of ways in which the Earth’s magnetic field provides such information. One type is that the geomagnetic vector provides directional information
and can be used as a compass, and the other type is that total intensity or inclination
of the geomagnetic field show gradients between the magnetic poles and the magnetic
equator used as an indicator of position [79]. Animals have been shown to use both
kinds of information to aid their migration [80].
A bunch of behavioral experiments have been conducted to demonstrate that animals are able to use a magnetic compass and orient corresponding to the magnetic
field [33, 81–84]. This magnetic compass is used by animals for all kinds of activities, ranging from migrating and homing to building nests. Based on which type of
magnetic infomation, there are two types of magnetic compass mechanisms leading
to fundamental differences in their functional characteristics, a polarity compass and
an inclination compass(Table. 2.1). The polarity compass, using the information of
geomagnetic vector, works similar to a regular technical compass, taking advantage
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Table 2.1
Animals magnetoreception and types of compass [79].
Systematic group

Number of species

Compass type

Crustaceans

5 species

polarity compass

Insects

9 species

polarity compass?

Bony fish

4 species

polarity compass

Reptilians

2 species

inclination compass

Birds

21 species

inclination compass

Mammals

3 species

polarity compass

of the polarity of the magnetic field to distinguish between magnetic north and magnetic south. While the inclination compass, using the information of geomagnetic filed
intensity or inclination, only relies on the axial course of the magnetic field rather
than distinguishes between north and south. In details, if only one component of the
horizontal and vertical components of the magnetic field is reversed, the compass is
able to distinguish the change. However, if both horizontal and vertical components
are reversed at the same time, the compass will not be able to distinguish the change.
Fig. 2.1 illustrates the properties of the inclination compass.
Among all the animals exhibiting abilities to use magnetoreceptions to orient or
navigate, birds have drawn a lot of attention. In ancient times, homing pigeons
were used to carry messages due to their phenomenal abilities to find home. Homing
pigeons have long played a very important role in war, especially in World War I and
World War II. Although birds’ navigational abilities have long been taken advantage
of to serve humans, the mystery of how they navigate and orient is still unrevealed.

2.2

Avian Magnetoreception and its Properties
Besides pigeons’ abilities to find home, migrant birds navigate hundreds or even

thousands of miles between their seasonal habitats every year. However, the precise
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Fig. 2.1. Schematic view of the inclination magnetic compass. BE is
the magnetic field; Bv and Bh are the vertical and horizontal components of the magnetic field, respectively; g is the gravity indicating the
direction towards the ground. Left: local geomagnetic field in northern hemisphere indicating that the bird flies to the south. Center:
reverse the horizontal component of the magnetic field experimentally, indicating the bird flies to the opposite direction, the north.
Right: reverse the vertical component as well, indicating the bird flies
to the same direction, the north. Therefore, if the direction of the
magnetic field is reversed, a inclination compass will not be able to
distinguish.

mechanism of avian navigation has been a mystery for centuries. Scientists have been
trying to explain this astonishing phenomenon for decades. To date, the primary
biophysical process underlying the avian compass still remains unknown.
On the path to bring the answer to light, researchers have found that many sources
of directional information can contribute to birds’ navigation, such as landmarks
or topographic features [85, 86], stars [87–91], the sun [92–94], and so on. Among
these sources, the Earth’s magnetic field is believed to be a very important and
essential one. As for the mechanism of taking advantage of the geomagnetic field,
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magnetite as well as biochemical radical-pair reactions have been hypothesized to
mediate sensitivity to Earth-strength magnetic fields through fundamentally different
physical mechanisms [95, 96].
In the magnetite-based mechanism, basically a polarity compass, magnetic fields
exert mechanical forces [97, 98]. Recently, Treiber et al. reported that the iron
minerals located in cells in the upper beak of pigeons, previously believed to be the
functional magnetite, are actually macrophages and have nothing to do with magnetic
sensing [99, 100], but the magnetite-based mechanism is still a reasonable hypothesis
to explain the magnetoreception in birds.
In the radical pair mechanism, magnetic fields alter the dynamics of transitions
between electron spin states, after the creation of a radical pair through a lightinduced electron transfer. These transitions in turn affect reaction rates and products
[32, 34, 40]. The radical pair mechanism is a very promising hypothesis due to three
unusual properties of the avian compass, inclination compass, light dependence and
narrow range of responsive magnetic field intensities. These properties can be well
explained by radical pair mechanism.

2.2.1

Inclination Compass

As mentioned in Section 2.1, the avian compass is an inclination compass rather
than a polarity compass [101–104]. As known to all, the geomagnetic field lines leave
the earth at the magnetic pole near the geographic south pole, curve around the earth
and re-enter to the earth at the magnetic pole near the geographic north pole. The
inclination, defined as the angle between the field lines and the horizontal plane, is
90◦ at the magnetic poles and 0◦ at the magnetic equator; at the latter, the field
lines run parallel to the earth’s surface. In the northern hemisphere, field lines have
a downward component with a positive inclination; in the southern hemisphere they
have an upward component with a negative inclination. The geomagnetic field pro-
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vides a reliable and omnipresent source of navigational information for birds capable
of preceiving the fields.
As a inclination compass, the functional mode of the avian magnetic compass is
based on the inclination of the field lines instead of their polarity [101], different from
that of our standard technical compasses. That means birds can only perceive the
axial course of the field lines and they must interpret the inclination of the field lines
with respect to up and down to derive unambiguous directional information (Fig.
2.1). The avian magnetic compass does not distinguish between magnetic “north”
and “south” as indicated by polarity.

2.2.2

Light Dependence

A second important property of the avian compass is the light dependence. This
property has been supported by a series of behavioral experiments [100,105–111]. The
avian compass orientation depends on the wavelength of the ambient light. While
European robins and Australian silvereyes demonstrated good orientation in blue
light and green light, they were disoriented in red light [32, 105, 106]. Also, European
robins cannot orient in yellow-orange light, although there is a significant overlap
between the green light, where their orientation was excellent, and the yellow light
where they were disoriented [108].
These experimental findings put constraints on any mechanism designed to explain magnetoreception in birds, suggesting that light with an energy above a certain
threshold is needed for the mechanism to work. It provides very strong support for
the radical pair mechanism [112, 113].
Another interesting fact relating to the property of light dependence is that the
avian compass function is only depend on one of the birds’ eyes. With their left
eye covered, robins were still able to orient in their migratory direction as well as
with both eyes open. However, they would be disoriented when their right eyes were
covered [114]. The same results were found in Australian Silvereyes [115]. And garden
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warblers were able to use their magnetic compass when they had to rely only on their
left eyes [116]. These findings are indirect proof of the light dependence of the avian
compass since birds’ eyes are the only organs to receive and sense the light.
Lots of the experiments reveal that light is a key factor in avian compass. Without
light, specifically, light with certain frequencies, the avian compass is not able to
function.

2.2.3

Narrow Range of Responsive Magnetic Fields

Another unusual property of the avian compass is that the compass is tuned to
a narrow range of the ambient magnetic field. This property was first discovered by
Wiltschko et al.. Experiments showed that robins captured in Frankfurt am Main,
Germany, would be disoriented when the total intensity was decreased or increased
by about 30% [117]. This surprising fact of the disorientation in higher fields suggests
that the loss of ability to orient is not caused by the intensity below a certain threshold.
It means that higher magnetic field will not help birds to orient. On the contrary, it
will disorient birds.
Also, further experiments showed that the functional window of the robins’ magnetic compass is not fixed. They can adjust themselves to intensities outside the
normal functional window. In another word, robins are able to regain their ability
to orient when exposed to lower or higher intensities for a certain period. However,
they are not able to enlarge the functional window. For example, when robins adjust
themselves to 150 µT, they can still orient at the local intensity of 46 µT, but they
are still unable to orient at the intermediate intensity of 81 µT [117].

2.3

A Brief Overview of Radical Pair Mechanism
Even though these properties can be well explained by radical pair mechanism,

there are still some debatable points of view on the mechanism. At first sight, it seems
to be impossible for radical pairs or a chemical reaction to detect the Earth-strength
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magnetic field, which is about 50 µT. Actually, the energy level of interaction between
a molecule and a 50 µT is about 10-100 times smaller than the strength of a chemical
bond. This makes it inconceivable that the chemical reaction of the radical pairs could
be significantly altered by such a tiny little perturbation. Nevertheless, there is more
and more evidence showing that the astonishing ability of birds to take advantage of
the geomagnetic field to orient or navigate is based on chemical reactions’ product
yields which depend on the geomagnetic field [32, 36, 118–121].
It has been shown that chemical reactions involving radical pairs as reactants are
actually able to respond to applied external magnetic fields. The radical pairs have
some unique properties that their product yields in chemical reactions are largely controlled by weak magnetic interactions via their spin correlation and that the electron
spins remain far enough from thermal equilibrium for long enough that the thermal
perturbation (kB T ) is irrelevant. Both experimental and theoretical studies on radical pair mechanism have given convincing evidence on the magnetic properties and
dynamics of radicals [5, 34, 122, 123].
Thus, radical pair mechanism is currently the only plausible hypothesis to explain
the puzzle of birds’ nevigation. The mystery of centuries might be finally revealed in
this century.
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3. RADICAL PAIR MECHANISM
3.1

Introduction to Radical Pairs
A radical is an atom, molecule or ion that has unpaired valence electrons. Rad-

icals and radical pairs often play a very important role as intermediates in thermal,
radiation, and photochemical reactions [124]. The presence of unpaired electron spins
in these systems allows one to influence and control these reactions using interactions
between external magnetic fields and electron spins [125].
However, until 1970, most scientists believed that ordinary magnetic fields had no
significant effect on chemical or biochemical reactions, since the magnetic energy of
typical molecules, under ordinary magnetic fields, is much smaller than the thermal
energy at room temperature and the activation energies for those reactions [124,125].
This situation changed significantly in the 1970’s after a series of experimental results
were reported on magnetic field effects on chemical reactions [126–130]. Because of
these experimental studies, a number of researchers have made an effort to theoretically explain the magnetic field effects on the chemical reactions [131,132]. Thanks to
these and the subsequent efforts, we are now able to explain systematically magnetic
field effects in terms of the radical pair mechanism. The radical pair mechanism was
then successfully applied to explain the chemically induced nuclear polarization and
electron polarization, which were shown to be based on the spin dynamics of radical
pairs [125].
According to the radical pair mechanism, an external magnetic field affects chemical reactions by alternating the electron spin state of a weakly coupled radical pair,
which is produced as an intermediate. The basic scheme of chemical reactions through
the radical pairs is shown in Fig. 3.1.
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Fig. 3.1. Reaction scheme of radical pairs generated from singlet and
triplet precursors. Singlet and triplet radical pairs are represented by 1 [... ]
and 3 [... ], respectively. kSO,P,E are the rates of reactions. (Taken from
Ref. [125], with modifications.)

Radical pairs are usually produced as short-lived intermediates through decomposition, electron transfer, or hydrogen transfer reactions from singlet or triplet excited
states. These reaction precursors are called “S-precursors” or “T-precursors”. The
generated radical pairs are surrounded by a solvent molecular cluster, called a “solvent
cage”, and these pairs retain the spin multiplicity of their precursors.
Initially, two radicals are close together, and are called the “close pair”. Sometimes, recombination reactions occur from S- or T-close pairs immediately after the
formation of the radical pairs. Such reactions are called “primary recombinations”,
and their products are called “cage products”. However, because of the Pauli exclusion principle, the T-close pairs require enough energy to produce excited “cage
products”, while the S-close pairs are able to produce the ground state of the “cage
products”, due to the spin preservation during the chemical reactions. Consequently,
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the recombination reactions from T-close pairs occur less frequently than those from
S-close pairs. Usually, we can ignore reactions from T-close pairs.
However, the singlet-triplet conversion is possible for close pairs involving heavy
atom-centered radicals due to their spin-orbit interactions. But for close pairs involving only light atom-centered radicals, no spin conversion occurs between their singlet
and triplet states. The S-T conversion mainly occurs during the second stage. In
the second stage, as shown in Fig. 3.1, the two radicals begin to diffuse away from
each other, forming a separate pair. When the two radicals are separated at a certain
distance, the S-T conversion becomes possible through weak magnetic interactions of
radicals including Zeeman and the hyperfine interactions, as will be explained in detail
later. In the last stage, some of the separated radicals approach each other, forming
close pairs again, and some continue to diffuse from each other, forming free radicals
and producing “escape products” with or without the solvent molecules [124, 125].

3.2

Spin Dynamics of the Radical Pairs
Consider two weakly coupled radicals that form a radical pair. The spin dynamics

~ RP ), which can be expressed as
of the radical pair is governed by a Hamiltonian (H
~ ex ) and a magnetic (H
~ mag ) term [125, 131],
the sum of an exchange term (H
~ RP = H
~ ex + H
~ mag ,
H

(3.1)



1
~
~
~
Hex = −J(r) 2S1 · S2 +
,
2

(3.2)

where,

~ mag =µB B
~ · (g1 S
~1 + g2 S
~2 )
H
+(

a
X
i

~i =
In Eq. 3.2, S

1
~σ ,
2 i

~1 · I~1i +
A1i S

b
X

~2 · I~2k ).
A2k S

(3.3)

k

where i = 1, 2, and ~σi are the Pauli matrices, J(r) is

~1 and S
~2 ),
the value of the exchange integral between two unpaired electron spins (S
which decreases with separation distance, r. In Eq. 3.3, the first two terms describe
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Fig. 3.2. Dependence of a radical pair’s energy on the distance (r) between
two components when B 6= 0 and J(r) is negative. (Taken from Ref. [124],
with modifications.)

the Zeeman effects, and the last two terms are hyperfine interactions between the
~1 , S
~2 ) and the nuclear spins (I~1i , I~2k ) in the radicals 1 and 2. Nuclear
electron spins (S
Zeeman effects are neglected since their magnitudes are much smaller than those of
the electron Zeeman terms and hyperfine coupling terms. Also, g1 and g2 are the
isotropic g-values of the two component radicals in the radical pair, respectively,
and A1i and A2k are the isotropic hyperfine coupling constants in radicals 1 and 2,
respectively, and the number of nuclei in radicals 1 and 2 are a and b, respectively.
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The state of a radical pair can be represented by the product of the electron and
nuclear states. The two unpaired electron spins generate the singlet (|Si) and triplet
(|Tn i; n = -1, 0, 1) states which are expressed as:
1
|Si = √ (|↑↓i− |↓↑i)),
2
1
|T0 i = √ (|↑↓i+ |↓↑i)),
2
|T+1 i = |↑↑i,

(3.4)
(3.5)
(3.6)

|T−1 i = |↓↓i.

(3.7)

We use |↑i or |↓i to express the z-component of an electron spin state, and we use
|M i to express the z-component of a nuclear spin state, i.e. Iˆz |M i = M |M i. Since
we ignore the interactions between nuclear spins, the total nuclear spin states can be
expressed as,
|χN i =

a
Y

|Mi i

i

b
Y

|Mk i,

k

where a and b are the number of nuclei in radicals 1 and 2, respectively.
In the presence of an external magnetic field, we can calculate the energies of the
singlet and the triplet radical pairs,
~ RP |S, χN i = J(r),
E(S) =hS, χN |H
~ RP |Tn , χN i
E(Tn ) =hTn , χN |H
a

b

X
n X
A1i Mi +
A2k Mk ),
= − J(r) + ngµB B + (
2 i
k
where, n = -1, 0 and +1; g =

g1 +g2
.
2

The r-dependent energy of a radical pair in the external magnetic field is schematically depicted in Fig. 3.2 in the range of a few molecular diameters. Since the
exchange interaction (J(r)) decreases with the distance exponentially, J(r) can be
neglected safely in the second stage (r > rc ) of radical pair mechanism mentioned
before. Therefore, for further discussion, we will neglect the exchange interaction
(J(r)).
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When r > rc , the conversion between |Si and |Tn i is governed by the following
rules:
~ RP |S, χN i
hT0 , χN |H
a

b

X
X
1
= (∆gµB B + (
A1i Mi −
A2k Mk ))
2
i
k

(3.8)

=h̄ωN ,

~ RP |S, χN i
hT±1 , χN 0 |H
(3.9)

1
∓A1i
= √ [I1i (I1i + 1) − Mi (Mi ∓ 1)] 2 ,
2 2

where
∆g = g1 − g2 ,
|χN i = |Mi , Mk i,
|χN 0 i = |Mi0 , Mk0 i,
Mi0 = Mi ∓ 1,
Mk0 = Mk ,
and ωN is the nuclear Rabi frequency.
It is worth mentioning that in large external magnetic fields, due to the large
energy gap (gµB B), only the S − T0 conversion is taken into account, and the S − T±1
conversions can be neglected [133]. However, in small magnetic fields, all conversions
between singlet and three triplet states of the radical pair must be considered, since
the Zeeman terms are small compared to hyperfine interaction.
By solving the Schrödinger equation (3.10), Kaptein obtained the time evolution
of the wave function (Φ(t)) of a radical pair during the S − T0 conversion [133],

ih̄

∂Φ(t)
= HRP Φ(t),
∂t

Φ(t) = CSN (t)|S, χN i + CT0 N |T0 , χN i,

(3.10)
(3.11)
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where
CSN (t) = CS (0) cos ωN t − iCT0 (0) sin ωN t,

(3.12)

CT0 N (t) = CT0 (0) cos ωN t − iCS (0) sin ωN t.

(3.13)

For chemical reactions occurring from S-precursors, |CSN (0)| = 1 and |CT0 N (0)| = 0.
In these cases, the wave function of a radical pair is:
Φ(t) = (cos ωN t)|S, χN i + (sin ωN t)|T0 , χN i.

(3.14)

Ideally, the time evolution of the populations of singlet and triplet states are
cos2 ωN t and sin2 ωN t during the S − T0 conversion, respectively. However, due to
random-walk diffusion within the solvent cages, the radicals either separate from each
other further, forming “escape radicals”, or re-encounter with each other, realizing a
secondary recombination. Therefore, the solvent can affect the lifetime of the generated radical pair. The more viscous the solvent is, the longer the lifetime of the
radical pair becomes.

3.3

Magnetic Field Effects on Product Yields
The magnetic field can have an influence on the products of chemical reactions

through the radical pairs in solution [134]. Since the lifetime of a radical pair becomes
longer in a more viscous solvent, the magnetic field effects, due the radical pair
mechanism, become appreciable if the solvent is very viscous [127].
Eq. (3.8) and Eq. (3.9) clearly show that the S − T conversion of a radical
pair can be influenced by the external magnetic field and the hyperfine interaction,
in the region where the exchange interaction (J(r)) can be neglected. Thus, the
magnetic field effects on radical pairs in this region can be classified by two typical
mechanisms: the ∆g mechanism and the hyperfine coupling mechanism. The ∆g
mechanism is appreciable when ∆g 6= 0 and A1i = A2k = 0, while the hyperfine
coupling mechanism is appreciable when ∆g = 0, and A1i 6= 0 or A2k 6= 0 [124, 125].
For the ∆g mechanism, there is no S − T conversion in the absence of external
magnetic field. However, according to Eq. (3.8), in an external magnetic field, the
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S − T0 conversion can be induced with a frequency of

∆gµB B/2h̄,

but the S − T±1

conversion will still not occur. This means that, due to the ∆g mechanism, the rate
of S − T conversion becomes larger with a stronger external magnetic field.
In this situation, if the radical pair in a chemical reaction is produced from an
S-precursor, the cage product will decrease as the magnetic field increases. Because a
singlet radical pair is generated initially, the conversion rate will increase as the field
increases. Also, it can be proved that the magnetically induced decrease in the yield of
1

the cage product is proportional to B 2 [124]. On the other hand, the yield of products
from the triplet radical pair, such as escape products, increases with B increasing.
The opposite results occur when the radical pair is generated from a T-precursor.
1

The yield of cage product increases, with B increasing at a rate proportional to B 2 .
The yield of products from the triplet pair, such as escape products, decreases.
For the hyperfine coupling mechanism at zero magnetic field, the S − T conversion
can occur between the singlet state and all of the three sub-levels of the triplet state,
through the hyperfine coupling terms in Eq. (3.8) and Eq. (3.9). In the presence
of an external magnetic field, the three triplet sub-levels are split by the Zeeman
effect. So the S − T±1 conversion will be forbidden due to the energy gap, but the
S − T0 conversion can occur with the same frequency,

P
Pb
( a
i A1i Mi −
k A2k Mk )/2h̄,

as the

frequency without the magnetic field.
As a result, the rate of the S − T conversion decreases as the external magnetic
field increases. And this decrease becomes saturated at higher fields. Due to this
mechanism, if the radical pair is produced from the S-precursor, the yield of cage
products will increase, and the yield of products produced from the triplet pair will
decreases, when a non-zero magnetic field is present. The magnetically reduced triplet
yield is characterized by the field, B1/2 , at a half saturation. Weller et al. [135] gave
an expression of the B1/2 value as, B1/2 = 21 (B1 + B2 ), where
X
1
Bl = (
A2lj Iij (Ilj + 1)) 2 ,
j

(3.15)
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in which
l = 1 or 2;
j = 1, 2, ..., a for l = 1;
j = 1, 2, ..., b for l = 2.
The opposite occurs for a pair generated from a T-precursor. The yield of cage
1

product decreases with B increasing at a rate proportional to B 2 . The yield of
products produced from the triplet pair, such as escape products, increases with B,
and these magnetically induced changes should also become saturated at very high
magnetic fields (B  B1/2 ).
It is noteworthy that due to the ∆g mechanism and the hyperfine coupling mechanism, the external magnetic field has opposite effects on the product yields. The
general case will be a mixture of these two mechanisms, meaning ∆g 6= 0, and A1i 6= 0
or A2k 6= 0. In this case, the magnetic field effects, due to the ∆g mechanism and the
hyperfine coupling mechanism, appear simultaneously.
Since the magnetic field effects due to the hyperfine coupling mechanism have a
saturated region, the magnetic field effects due to the ∆g mechanism dominate at
high fields, and the magnetic field effects due to the hyperfine coupling mechanism
dominate at low fields. Therefore, the cage product yield has a maximum, when the
radical pair is generated from an S-precursor (T-precursor) as a function of increasing
magnetic field [124, 125].

3.4

Low Field Effect on Radical Pairs
Motivated by the concerns of the adverse effect of the electromagnetic radiation

from electrical equipments and electrical power lines on human health, the effect of
weak magnetic field on biological systems has drawn a lot of attentions. Radical pair
mechanism is the generally accepted way in which weak magnetic fields can affect the
chemistry of individual molecules [5]. The free radical concentration can be changes
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due to the exposure to the weak magnetic field (weaker than ∼ 1 mT ) [136,137]. This
phenomenon is the so-called Low Field Effect (LFE).
In organic radical pairs, the interconversion between singlet and triplet states takes
about 10 ns. Thus, the radicals tend to separate before significant mixing of singlet
and triplet states takes place. And only radicals diffusing back to recombination are
sensitive to an external magnetic field. However, the radicals’ re-encounter probability
falls steeply as time increases. The effects of weak magnetic field on radicals can be
significant if the motion of the radicals is restricted. Therefore, a high probability
of a re-encounter after extensive mixing of singlet and triplet states will be the ideal
conditions for an LFE.
Research has demonstrated that the size of the LFE highly depends on the nature
of the radicals involved. The LFE will be largest if one of the radicals experiences little hyperfine coupling and the other strongly interacts with a single group of identical
nuclei [138, 139]. Also, it has been found that the yield of any free radical recombination reaction can change by 15-30% when a weak field is applied [140]. To that
extent, the LFE may be a common occurrence when one or both radicals are bound
to a macro-molecule or membranes [136].
The suggested radical pairs in RPM explaining the avian compass satisfy those
conditions. Thus, it is not beyond expectation that the geomagnetic field plays an
important role in avian compass.
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4. CHEMICAL COMPASS IN BIRDS
4.1

Basic Scheme of the RPM in birds
The actual reaction scheme of the magnetoreception can be very complex in birds.

It involves molecules in the eyes absorbing the light, the chemical reaction of the
radical pair in these molecules, and the avian neurons to react to the signal. However,
I can simplify the scheme into three stages.
In the first stage, the photons with certain energies activate a certain type of
molecules located in the birds’ eye, inducing an electron transfer reaction and generating a radical pair in the singlet state. After the pair is generated, under the
influence of the external magnetic field (the geomagnetic field) and the internal magnetic field (the hyperfine coupling effect), the state of the pair can remain a singlet
state or become a triplet state. Different inclination angles, associated with the external magnetic field, can induce different ratios of the singlet and triplet states. In
the last stage, the radical pairs in different states will generate different chemical
products which can induce a detectable signal that birds can use to recognize the
direction they need to go [141].
The predictions of the radical-pair mechanism are consistent with the behavioral
findings on the properties of the avian compass: light dependence [102, 140], inclination compass and narrow range of responsive magnetic field intensities.

4.2

Basic One-Stage Scheme of RPM
Following Ref. [32], I include only the Zeeman interaction and the hyperfine in-

teraction in the Hamiltonian of the system:
H = gµB

2
X
i=1



~i · B
~ +A
bi · I~i .
S

(4.1)
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Fig. 4.1. Scheme of the radical pair mechanism. After absorbing light,
donor (D) and acceptor (A) molecules form radical pairs in its singlet
states. Then, under the influence of the external magnetic field, the
states of the radical pairs inter-converse between singlet states and
triplet states. Finally, the singlet and triplet radical pairs end up
with different chemical products.

In Eq. (4.1), the first term is the Zeeman interaction and the second term is the
hyperfine interaction. (I assume that each electron is coupled to a single nucleus.)
~i is the electron spin operator, i.e., S
~ = ~σ /2 with
I~i is the nuclear spin operator; S
~σ being the Pauli matrices; g is the g-factor of the electron, which is chosen to be
bi is the hyperfine coupling
g = 2; µB is the Bohr magneton of the electron; and A
tensor, a 3×3 matrix. Due to different hyperfine coupling tensors for this two spins,
the Hamiltonian of the system does not commute with the total spin of the pair,
(S~1 + S~2 )2 , resulting in the conversion between singlet and triplet states.
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As proposed in Ref. [32], I model the radical-pair dynamics with a Liouville equation [142],
i
ρ̇(t) = − [H, ρ(t)]
h̄
kS  S
kT  T
−
Q , ρ(t) −
Q , ρ(t) .
2
2

(4.2)

In Eq. (4.2), H is the Hamiltonian of the system; QS is the singlet projection operator,
i.e. QS = |SihS|, and QT = |T+ ihT+ | + |T0 ihT0 |+ | T− ihT− | is the triplet projection
operator, where |Si is the singlet state and (|T+ i, |T0 i, |T− i) are the triplet states [143];
ρ(t) is the density matrix for the system; kS and kT are the decay rates for the singlet
state and triplet states, respectively.
Under the basic scheme, I assume that the initial state of the radical pair is a
perfect singlet state, |Si =
density matrix is: ρ(0) =

√1 (|↑↓i− |↓↑i). Therefore, the initial condition
2
1ˆ
I ⊗ QS , where the electron spins are in their
4 N

for the
singlet

states, and nuclear spins are in a completely mixed state, which is a 4×4 identity
matrix. Assuming that the rate is independent of spin, the decay rates for the singlet
and triplet should be the same [32], kS = kT = k = 1µs−1 , i.e., k is the recombination
~
rate for both the singlet and triplet states. The external weak magnetic field, B,
representing the Earth’s magnetic field in Eq. (4.1), depends on the angles, θ and
ϕ, with respect to the reference frame of the immobilized radical pair in Fig. 1.2 in
~ = B0 (sin θ cos ϕ, sin θ sin ϕ, cos θ), where B0 = 0.5G is the magniChapter 1, i.e., B
tude of the local geomagnetic field. Without losing the essential physics, ϕ can be
assumed to be 0.
Since the radical pair must be very sensitive to different alignments of the magnetic
field, it is necessary to assume that the hyperfine coupling tensors in Eq. (4.1) are
anisotropic. However, for the sake of simplicity, I employ the hyperfine coupling as
anisotropic for one radical, and as isotropic for the
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Fig. 4.2. Angular dependence on the triplet yields. The triplet yields are
symmetric around 90◦ . θ is the angle between the z-axis of the radical pair
and the Earth’s magnetic field. Therefore, based on the triplet yields as a
signal of direction, birds cannot distinguish between magnetic north and
south. This is a strong proof that the RPM is an inclination compass.

Using the parameters defined above, I calculate one of the properties of the avian
compass, depending only on the inclination but not on the polarity. As one can see
in Fig. 4.2, the triplet yields are symmetric around 90◦ since the hyperfine coupling
tensors are symmetric. Consequently, the radical pair mechanism cannot distinguish
between magnetic fields that are oppositely directed but have the same magnitude.
Also, I investigated whether the entanglement, measured by negativity, is angledependent. While, using the suggested hyperfine coupling tensor in Ref. [32], the
calculation gives me the surprising result shown in Fig. 4.3. Namely, the dynamics
of entanglement does not change with angle, i.e., the entanglement is not sensitive to
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Fig. 4.3. Entanglements as a function of angles. Results are produced by
assuming the decay rate to be 1µs−1 . All curves are almost identical. In
the geomagnetic field, entanglement does not change with orientation.

the angle between the z-axis of the radical pair and the Earth’s magnetic field under
these parameters. The main reason may be that the fast exponential decay rate
hides the effect of the hyperfine coupling interaction. Therefore, when enlarging the
hyperfine coupling, the difference of entanglement between angles will be observable.
Even though the entanglement of the radical pair cannot directly provide directional
information, this does not mean that entanglement is not involved in avian navigation.
There might be indirect mechanisms for birds to utilize entanglement.
The results of my calculations shown in Fig. 4.3, demonstrate that the dynamics
of entanglement is almost the same for all angles when symmetric hyperfine tensors
are involved. This raises the following question: “What will happen if there is an
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Fig. 4.4. Entanglements for four angles under the hyperfine coupling tenbb . Under this hyperfine coupling, entanglements don’t seem to be
sors, A
i
significant during the first 0.5µs.

asymmetric hyperfine tensor?” Although hyperfine tensors of organic radicals are
usually symmetric, I can examine a few asymmetrical cases to try to find the possible
asymmetry effects of the hyperfine coupling. The radicals with asymmetric hyperfine
tensors are likely to have fast spin relaxation and not suitable for the purpose of a
geomagnetic sensor. Therefore, my study here is only out of theoretical curiosity to
find out what will happen to the entanglement when the hyperfine tensors are not
symmetric. The asymmetric hyperfine tensors I examine are:
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Fig. 4.5. Entanglements for four angles under the hyperfine coupling tenbc . Under this hyperfine coupling, entanglements is very significant
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during the first 0.5µs. Also, the entanglements is angle-dependent in this
case.
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From Fig. 4.4 and Fig. 4.5, I can easily see that the hyperfine coupling tensor
bci gives an intriguing result. Namely, the dynamics of the entanglement is
pair of A
clearly dependent on the system’s orientation. Therefore, an asymmetric hyperfine
coupling tensor without diagonal elements is able to make the entanglements of the
radical pairs depend on the angle, θ, between the z-axis of the radical pair and the
geomagnetic field. However, asymmetric hyperfine couplings rarely exist in nature.
These are only theoretical studies on the properties of the entanglements depending
on the hyperfine coupling tensors.
This section reveals the basic properties of the radical pair mechanism. This study
has demonstrated that the radical pair mechanism is a promising candidate to explain
the properties of the avian compass. In the following, more studies have been done in
a more realistic context. Obviously, the candidate molecules in birds providing such
radical pairs are essential for RPM.
Although there are not any observations of specific biological radical pairs satisfying all constraints, the current discussion of cryptochrome 1a (Cry1a) makes it
a promising candidate for magnetosensitive radical pair [141, 144–149]. Also, the
electron transfer path has been studied [150, 151]. However, the neural path is still
unknown, although a vision-based hypothesis was put forward by Ritz et al. [32].

4.3

Reaction Kinetics in Cryptochrome
Using a carotenoid-porphyrin-fullerene model system [152], Hore and his col-

leagues demonstrated that, under a static magnetic field, as weak as the geomagnetic
field, a chemical reaction can act as a magnetic compass, by producing the detectable
changes in the chemical product yield. Their experiment has provided a proof-ofprinciple of a chemical compass. Along with other experiments [102, 105–109], this
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provides a significant support to the radical-pair hypothesis of the avian magnetic
compass.
However, the candidate molecules with certain biophysical characteristics must
exist in the eyes of the migratory birds, so that the radical pair mechanism can play
a role in the magnetoreception. Cryptochromes, a class of photoreceptor proteins
located in the retina and absorbing blue-green part of the spectrum which is the
functional range of the magnetic compass [153], were proposed as the host molecules
for the crucial radical pair cofactors that putatively act as primary magnetoreceptors.
Also, the experiments have demonstrated that the vertebrate cryptochromes, under the UV/visible transient absorption and the electron paramagnetic resonance
spectroscopy, form long-lived radical pairs which involve a flavin radical and a radical
derived from a redox-active amino acid [154, 155]. This demonstrates that the cryptochrome harbors are the type of radical pair needed for the action of the magnetic
compass.
Scientists also have verified that cryptochromes exist in the eyes of the migratory
birds [144,153,154,156,157]. Furthermore, a distinct part of the forebrain, which primarily processes input from the eyes, is highly active at night in the night-migratory
birds [158–162]. All of these findings are consistent with the hypothesis that the
cryptochromes can serve as the primary magnetoreceptors.
The process of cryptochrome photoactivation has been discussed, and several reaction schemes have been proposed [150, 156, 163–173]. Cryptochrome contains a
blue-light-absorbing chromophore, flavin adenine dinucleotide (FAD). This FAD cofactor is reduced via a series of light-induced electron transfers, from a chain of three
tryptophans (Trp) that bridge the space between FAD and the protein surface [172].
According to Hore and his colleagues [151], due to the light-induced electron
transfer, a radical pair [FAD•− TrpH•+ ] (RP1) is formed in the cryptochrome (Cry1 from the plant Arabidopsis thaliana, AtCry), followed by a second radical pair
[FADH• Trp• ] (RP2). The formation of RP2 is more complex. The tryptophanyl
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radical may deprotonate either fully or partially, while the protonation of FAD•−
produces a the neutral FADH• .
In this scheme, the RP1 interconverts coherently between singlet and triplet states,
under the influence of the magnetic interactions internal to the radicals (electronnuclear hyperfine couplings), and under the Zeeman interactions with the external magnetic field. Only the singlet state of RP1 can revert to the ground state
[FAD+TrpH] by the electron-hole recombination, and the corresponding reaction of
the triplet state being spin-forbidden. Simultaneously, one of the constituents of the
RP1 changes its protonation state to give RP2, a process that is not spin-related, and
in which the singlet and triplet are produced at equal rates.
In summary, Cryptochrome is a promising candidate of radical pair mechanism
for the chemical compass in birds. It satisfies with the requirements for magnetoreceptors based on behavioral findings: locating at the eye where reception of magnetic information takes place [174, 175]; strongly affected by the ambient light conditions [105–108, 110]; and consistent with the postulated role of ocular photoreceptors
in creating magnetosensitive radical pairs [112].

4.4

Two-Stage Scheme of RPM
For further study, I modify the model based on Ref. [151]. The radical pair reac-

tion scheme has two stages (see Fig. 4.6). The initial radical pair [FAD•− TrpH•+ ] is
formed by light-induced electron transfer, followed by the protonation and deprotonation, forming a secondary radical pair [FADH• Trp• ]. This two-stage scheme is shown
in Fig. 4.6. Both radical pairs are affected not only by the external magnetic field,
but also by their surrounding nuclei. Respectively, the Hamiltonians of the initial
and secondary radical pair are,
H1 = gµB

2
X



~
~
b
~
Si · B + A1i · Ii ,

(4.3)



~i · B
~ +A
b2i · I~i .
S

(4.4)

i=1

H2 = gµB

2
X
i=1
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Fig. 4.6. The reaction scheme of the radical pair mechanism in cryptochrome. kb = τb−1 and kf = τf−1 are the first-order rate constants for
recombination of the initial radical pair and formation of the secondary
pair from the initial one, respectively. ks = τs−1 is rate constant for the
decay of the secondary pair. The green two-headed arrows indicate the
interconversion of the singlet and triplet states of the radical pairs.

~i is the unpaired electron spin of the radical pairs,
In Eq. (4.3) and Eq. (4.4), S
and I~i is the nuclear spin of nitrogen in the pairs. The hyperfine coupling tensors
bij , are calculated using Gaussian09 with UB3LYP/EPR-II. For sim(Table. 4.1), A
plicity, in the subsequent calculations, Only one of the hyperfine coupling tensors
within each molecule, since additional nuclear spins have little effect on the yield
curves [150]. Also, because the electron is located near the nitrogen atoms is used,
and the couplings between the electron and the nitrogen atoms are stronger than
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Table 4.1
The hyperfine coupling tensors of Nitrogen and Hydrogen atoms in
TrpH•+ , FAD•− , Trp• and FADH• involved in the two stage scheme
of RPM, calculated by Gaussian09 with UB3LYP/EPR-II.
Moleclule

Atom

Isotropic (G)

Anisotropic (G)

Principal

Axis

(Angstrom)
TrpH•+

N

H

FAD•−

Trp•

N

N

H

FADH•

N

H

12.864

-3.054

2.339

8.393

-5.888

2.015

-3.054

-7.154

0.63 0.70 -0.34

-7.051

0.73 0.63 0.04

14.205

-0.26 0.22 0.94

-1.478

0.50 0.86 -0.12

-0.977

-0.14 0.20 0.96

2.454

0.85 -0.47 0.22

-5.392

0.61 0.79 0.00

-5.353

0.79 0.61 0.00

10.745

0.00 0.00 1.00

-9.708

-0.23 0.97 0.10

-9.539

0.96 0.24 -0.14

19.247

0.15 -0.07 0.99

-2.458

0.62 0.78 -0.09

-0.792

0.21 -0.06 0.98

1.320

0.75 -0.63 -0.20

-4.815

0.79 0.61 0.00

-4.702

0.61 0.79 0.00

9.517

0.00 0.00 1.00

-1.478

0.50 0.86 -0.12

-0.977

-0.14 0.20 0.96

2.454

0.85 -0.47 0.22

the couplings to other near-by hydrogen atoms, the hyperfine coupling tensors associated with the nitrogen atoms in each molecule are chosen for my subsequent
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~ is the weak external geomagnetic field. B
~ depends on the angles,
calculations. B
θ and ϕ, with respect to the reference frame of the immobilized radical pair, i.e.,
~ = B0 (sin θ cos ϕ, sin θ sin ϕ, cos θ). The x-axis can be chosen to make the azimuthal
B
angle, ϕ, to be zero for conveniency. The constants, g and µB , are the g-factor and
the Bohr magneton of the electron, respectively.
The time evolution of the corresponding spin system is described through a modified stochastic Liouville equation [32, 176–180]. For this purpose, Denote the density
matrix corresponding to the states of the radical pair [FAD•− TrpH•+ ] as ρ1 and the
density matrix corresponding to the states of the radical pair [FADH• Trp• ] as ρ2 .
Each density matrix follows a stochastic Liouville equation that describes the spin
motion and also takes into account the transition into and out of a particular state
from or into other states, as illustrated in Fig.4.6. Therefore, the dynamics of the
radical pairs in the two-stage scheme is governed by the following coupled Liouville
equations:

∂ρ1 (t)
i
= − [H1 , ρ1 (t)]
∂t
h̄
kf  S
kf  T
−
Q , ρ1 (t) −
Q , ρ1 (t)
2
2
kb  S
−
Q , ρ1 (t) ,
2

(4.5)

i
∂ρ2 (t)
= − [H2 , ρ2 (t)]
∂t
h̄
kf  S
kf  T
+
Q , ρ1 (t) +
Q , ρ1 (t)
2
2
ks  S
ks  T
Q , ρ2 (t) −
Q , ρ2 (t) ,
−
2
2

(4.6)

where H1 and H2 are the Hamiltonians of the two radical pairs given in Eqs. (4.3)
and (4.4); QS , as defined before, is the singlet projection operator, QS = |SihS|, and
QT = |T+ ihT+ | + |T0 ihT0 | + |T− ihT− | is the triplet projection operator, where |Si is
the singlet state, and (|T+ i, |T0 i, |T− i) are the triplet states; and all of the decay rates
are indicated in Fig. 4.6. In addition, the initial state of the pair [FAD•− TrpH•+ ] is
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as a function of the external fields for four polar angles, θ =
0◦ (black), 30◦ (red), 60◦ (blue), 90◦ (green). Since the entanglement of the
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Fig. 4.7.

√1 (|↑↓i− |↓↑i), while the pair [FADH• Trp• ]
2
words, ρ1 (0) = 19 IˆN ⊗ QS , where the electron spins

assumed to be in the singlet state, |Si =
is not produced initially. In other

are in the singlet states, and nuclear spins are in thermal equilibrium, a completely
mixed state, which is a 9×9 identity matrix, and ρ2 (0) = 0.
Consider the product formed by the radical pair [FADH• Trp• ] in the triplet state as
R∞
the signal product, whose yield is defined as: ΦT = ks 0 T r[QT ρ(t)]dt [140,177,181],
where QT = |T ihT |, and |Ti = |T+ i + |T0 i + |T− i.
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The entanglement is believed to play an important role in many systems [65,182–
184], including the chemical compass in birds. As mentioned before, negativity is used
as the metric of entanglement. However, for the two-stage scheme, the secondary
radical pair [FADH• Trp• ] barely has any entanglement between the two unpaired
electrons, since the chemical reaction (protonation and deprotonation) has destroyed
the entanglement between them in the preceding radical pair [FAD•− TrpH•+ ]. The
unpaired electrons in the initial radical pair show a robust entanglement. Fig. 4.7
shows the entanglement of the initial radical pair [FAD•− TrpH•+ ] for four polar angles, θ. Also, the dynamics of the entanglement is clearly dependent on the angles,
which is very different from the results in the one-stage case [185]. However, the
entanglements at the angles, 0◦ , 30◦ and 60◦ , are nearly the same for the first 0.1µs,
while the entanglement at 90◦ is very different from others. At 90◦ , the entanglement lasts for 0.1µs, which is long enough for electrons to transfer between different
molecules [172].
Fig. 4.8 and Fig. 4.9 show the yields of [FAD•− TrpH•+ ] and [FADH• Trp• ]. After a relatively long time, the triplet yield of [FAD•− TrpH•+ ] is almost zero, which
demonstrates that the pair of [FAD•− TrpH•+ ] has transferred to [FADH• Trp• ] via
some chemical reactions. Basically, following the scheme I used, these results of
yields can be important, and the yield of [FADH• Trp• ] can be seen as the signal for
birds. Around 90◦ (80◦ -90◦ ), the derivative of yields with respect to the angle seems
to be larger than for the other angles, which indicates that the birds are more sensitive when they are heading north. This could be a good sign, because it may give
birds the cue of direction.
Now focus on the magnetic sensitivity of the avian compass, which is defined as
∂ΦT /∂B (T−1 ) [71, 186]. Fig. 4.10 shows that the sensitivities around 0◦ and 90◦
are similar and also larger than for most other angles, which could indicate that the
birds can detect the directions of meridians and parallels if they use the intensity
of the magnetic field for navigation, since the yield-based compass is most sensitive
along these two directions. Another property that attracted my attention is that the
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Fig. 4.8. The triplet yields of radical pairs [FAD•− TrpH•+ ] as a
function of angles. The figures show that the yield of the pair
[FAD•− TrpH•+ ] is almost zero. That means, after a relative long
time, the radical pair [FAD•− TrpH•+ ] has converted to the pair
[FADH• Trp• ] via chemical reactions. Thus, the triplet yield of
[FAD•− TrpH•+ ] is almost zero.

sensitivity’s slope is significantly larger between 80◦ and 90◦ than that of the other
sections of the curve. This property of increased sensitivity may imply that it is easier
for birds to detect the direction of magnetic parallels than that of magnetic meridians.
Since the yield-based compass is very sensitive to the change of intensities, It can also
be expected that it is easier for birds to detect the change of the field intensities when
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Fig. 4.9. The triplet yields of radical pairs [FADH• Trp• ] as a function
of angles. Around 90◦ (80◦ -90◦ ), the derivative of yields with respect
to the angle seems to be larger than the other angles away from 90◦ .

the polar angle is around 90◦ . This capability can enable birds to migrate along the
direction of the gradient of intensities of the geomagnetic fields.
Furthermore, the magnetic sensitivity as a function of the intensities of the magnetic field is explored for several polar angles θ, in Fig. 4.11. Fig. 4.11 shows two
types of curves. The first pattern is observed for 85◦ and 90◦ , in which the sensitivities
monotonically decrease as the external fields increase. In this situation, the sensitivities are much higher for very weak magnetic fields, less than 0.25G, than those in the
normal range of the geomagnetic fields, from 0.25G to 0.65G [187]. The sensitivities
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Fig. 4.10. The magnetic sensitivity of the chemical compass as a function
of the angle. The sensitivity is defined as ∂ΦT /∂B, in T−1 . There is a
rapid increase in this sensitivity between 80◦ and 90◦ . The sensitivity under
geomagnetic field is of the order of 10−3 , requiring a strong magnification
mechanism in birds to utilize it.

fall into the normal range in the geomagnetic fields, similar to other angles. The other
pattern occurs for 0◦ , 30◦ and 60◦ , and the sensitivities increase initially, and then
decrease as the external fields increase. In this situation, the maxima of the curves
move rightwards and downwards as the polar angles increase. Combining these two
situations (Fig. 4.11), I observe the properties of the chemical compass mentioned
before, namely that compass is most magnetically sensitive around 0◦ and 90◦ at
the geomagnetic fields. However, above 0.35G, all sensitivities decrease as the fields’
intensities increase. This may explain why some species of birds lose their ability to
orient themselves in higher magnetic fields [32, 102]. Also, since the sensitivity is not
zero, after extended exposure to unnatural magnetic fields the birds may adapt to
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Fig. 4.11. (Color) Intensity dependence of the magnetic sensitivity. This
~
graph shows the sensitivity as a function of external magnetic field, B,
as a function of polar angle, θ, between the z-axis of the radical pair
and the magnetic field, i.e., θ = 0◦ (black), 30◦ (red), 60◦ (blue), 85◦ (pink),
90◦ (green). The interior graph magnifies the data for angles θ = 0◦ (black),
30◦ (red), 60◦ (blue).

the decreased sensitivity, so that they are able to regain the ability to orient [188].

So far, I have investigated two aspects of the radical pair mechanism: the yields
of defined signal states, triplet states, and the entanglement of the states. All of the
results can provide a basic picture of the radical pair mechanism.
However, biological systems are messy, surrounded by warm and extremely uncontrollable environments. When considering a mechanism working in such a system, the
effects of noise can never be neglected. In another words, noise in biological systems
can play an important role in the radical pair mechanism.
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4.5

Effects of Noise
Biological mechanisms, such as magnetoreception in birds, are powered by the

chemical machinery, which consists of complex molecules structured at the nanoscale
and sub-nanoscale. The dynamics of the chemical machinery at such small scales
is regulated by the laws of quantum mechanics. As one of the main features of
complex quantum systems, the quantum coherence between different sub-systems, can
ultimately lead to many collective phenomena, such as the quantum entanglement.

4.5.1

Thermal Noise

Quantum effects, such as coherence and entanglement, are easily destroyed by
interactions with the environment. There is a rule of thumb, the kB T argument,
stating that when the energy of the interaction is smaller than room temperature,
then quantum coherent effects cannot persist. Intuitively, because the temperature of
the biological systems is around 300K, which is hot, thermal fluctuations will destroy
the quantum coherent effects. However, the kB T argument can break down when
dealing with living systems like birds. The thermal argument is true only for the
equilibrium state, which the system approaches for relatively long times. However,
if the equilibrium is approached rapidly, coherent quantum effects can survive (at
equilibrium) even at room temperatures [13–19, 189, 190]. Another possibility is that
the quantum coherent effects, including the quantum entanglement, can survive as
the system approaches the equilibrium with the surrounding environment. In another
words, the quantum effects are used before the system has time to equilibrate with
the environment. The latter situation is believed to be what happens in the radical
pair mechanism of the avian compass [47].
Since the geomagnetic field is very weak (≈ 0.5 Gauss), the effects of such a weak
magnetic field, in biological systems, can easily be masked by the thermal fluctuations.
To take advantage of the weak geomagnetic field, one effective method is to use the
short-lived, specialized photochemical reactions. Then the thermal fluctuations do
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not have enough time to effectively mask the effects of the weak magnetic fields. The
radical pair mechanism is believed to rely on this process [145].
If the useful signal carries more energy than the thermal noise, this signal can be
distinguished from the noise. But since the energy differences, due to the geomagnetic
fields, between the singlet and the triplet states are generally small, and are even
smaller in living organisms, the chemical reaction of radical pairs is a subject to a
significant thermal noise [191]. However, due to the short lifetime of the radical pair
reactions, and due to the fast conversion rate between singlet and triplet states, the
photochemical reactions can produce a bird-detectable signal through the yields of
singlet and triplet states, in spite of the thermal noise. Weaver et al. also discussed the
detection limit in the radical pair mechanism, and claimed that a chemical compass
in birds is feasible with the chemical reactions with certain rate constants [192].

4.5.2

Dephasing Noise

Other than thermal noise, dephasing noise can only affect the coherences between
singlets and triplets. Once the radicals come close to each other, dipolar and exchange
interaction can no longer be neglected. For instance, if the exchange interaction is
considered, the electron singlet and triplet states will be separated in energy, which
can destroy the conversion between the singlet and the triplet [193]. However, since
the molecule motion can be quickly distributed over the environment owing to Brownian molecule motion, the microscopic causes of the path taken are quickly lost.
In addition, the involved energy scales are much smaller when compared with the
energy released owing to recombination [193]. Therefore, the dephasing noise can
hardly harm the coherence since the molecular motions that cause spin-decoherence
by modulating hyperfine interactions have either low amplitude or high frequency or
both.
There are many papers that discuss the effects of dephasing noise on the radical
pair mechanism via Lindblad operators [72, 193, 194]. Intuitively, one might expect
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that dephasing noise is unfavorable for the function of the chemical compass. However, these studies show that the effect of noise depends on the model. In Gauger’s
model, the compass mechanism is almost immune to pure phase noise [72]. Cai argued that correlated dephasing noise could even enhance the chemical compass in
their model [194]. Both models give me positive, or at least non-negative, perspectives concerning dephasing noise.

4.6

Applications Inspired by the Radical Pair Mechanism
Despite all of the theoretical arguments, the ultimate goal of studying the mecha-

nisms of bird navigation is to learn from nature and to design highly effective devices
that can mimic biological systems in order to detect weak magnetic fields, and to use
the geomagnetic field to navigate. Previous literature has shown that the anisotropic
hyperfine coupling plays a crucial role in the magnetic field sensitivity of the avian
compass and has provided routes towards the design of biologically inspired magnetic
compass sensors [194–203]. Scientists have exploited many practical methods to realize a device based on the avian chemical compass. Recently, several intriguing models
were reported, and significant experimental/simulative results were obtained.
One of the models is a synthetic donor-bridge-acceptor compass, which is a triad
composed of linked carotenoid (C), porphyrin (P) and fullerene (F) groups [152, 196,
204, 205]. Such a triad molecule is the first known molecule that has been experimentally demonstrated to be sensitive to the geomagnetic field, although it works
at low temperature (193K). In such a molecule, both radicals are immobilized. The
anisotropic magnetic interactions are preserved because the hyperfine interactions in
the fullerence radical are very small, and the anisotropic interaction in the carotenoid
radical dominates the anisotropy of magnetic field effect. The other conditions are
that the radical pair is generated in the singlet state with different decay rates for
singlet and triplet states (kT < kS ), and the rate of the spin-lattice relaxation is
comparable to the combination rate. Based on all such conditions, the experiments
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showed a promising result under a magnetic field of the order of ∼mT and produced
the surprising result that the lifetime of the radical pair is significantly affected by
magnetic fields as weak as 50 µT, which is about the magnitude of the geomagnetic
field [152]. Yet, the fact is that currently there is not a biomimetic or synthetic
chemical compass that functions at room temperature.
Another model is one utilizing magnetic nanostructures to design a chemical compass inspired by theoretical studies [206]. According to the theoretical and experimental studies, the internal anisotropic magnetic field is the key factor for product
yields of the photochemical reactions to be sensitive to the angle with respect to
the external magnetic field [32, 34, 152]. In some molecules, the hyperfine coupling
provides the internal anisotropic magnetic field. However, when designing a real device, the hyperfine coupling can be replaced by a local strong gradient magnetic field,
which can be created in the vicinity of a hard ferromagnetic nanostructure by applying a spatially uniform bias field that cancels the field of the nanostructure in a
small region [206, 207]. In simulations, such a device exhibits significant directional
sensitivity [206].
Other studies have achieved to map nanomagnetic fields using a radical pair reaction [202] and found a method to improve the magnetic sensitivity of chemical
magnetometers [203].
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5. PHOTOSYNTHESIS AND PHOTOVOLTAICS

Since

the future supply and availability of fossil fuels is uncertain and the global

population surges, we must develop alternative resources to meet our ever-increasing
energy consumption. Solar energy and wind energy will be two choices for future
clean energy. Nowadays, photovoltaics (PV) are well-developed technologies to take
advantage of the energy in sunlight. However, how to improve the efficiency of solar
cells is still a hot topic both in the industry and academy of PV. Mimicking the
process of natural photosynthesis might accelerate the improvement.

5.1

Efficiency of Photosynthesis
Photosynthesis, the vital link between the energy of the Sun and the life on Earth,

is an essential process in nature used by plants, algae and other organisms to convert
the light energy, usually the solar energy, to the chemical energy, which can be used for
future living activities. One of most intriguing facts in the process of photosynthesis
is that the Fenna-Matthews-Olson (FMO) complex transfers the exciton energy from
the light-harvesting complex (LHC), absorbing the sunlight, to the reaction center
(RC) with an efficiency of almost 100% even at room temperature, meaning that the
conversion efficiency from light to charge is almost 100% [208, 209]. In another word,
almost every absorbed photon is converted into a charge-separated state through
the RC. Despite many researches have been done trying to reveal the underlying
mechanism ruling the fundament process–photosynthesis–in nature [209], the precise
reason why such high quantum efficiency can be achieved in a noisy biological system
is unknown.
In 1990s, with the developments of femtosecond spectroscopy, Vos and his colleagues succeeded in visualizing the coherent nuclear motion in the bacterial RC, a
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simpler version of photosystem II reaction center [210]. Later, their experimental
findings were supported by theoretical models [211, 212].Together with these results,
the observation of long-lived coherence in photosynthetic complexes has stimulated a
series of intensive experimental and theoretical studies on the role of quantum coherence in promoting the efficiency of photosynthesis [3,25–27,29,30]. Although there is
no conclusive evidence showing the correlation between the coherence and the energy
transfer, the quantum coherence is believed to make the process of energy and electron
transfer less sensitive to the disorder of protein complexes involved in photosynthesis
so as to avoid the energy losses resulting in improvement of efficiency.
The experimental and theoretical studies on the role of coherence in determining the efficiency of charge separation in the plant photosystem II RC revealed the
presence of electronic coherence between excitons as well as between exciton and
charger-transfer states [213]. These results connect the quantum coherence to the
almost-unity efficiency of energy conversion in photosynthesis. Such a coherent mechanism can inspire the development of new energy technologies, such as solar cells, as
well.
The quantum efficiency mentioned in this section is in different sense from the
following Shockley-Queisser limit of photovoltaics efficiency, which will be introduced
in the next section. Although it is debatable, quantum coherence is believed to cause
the high photo-to-charge efficiency in photosynthesis. This can inspire new methods
utilizing quantum coherence when designing solar cells.

5.2

Shockley-Queisser Limit of Photovoltaics Efficiency

5.2.1

Introduction to Detailed Balanced

Detailed balance is the balance of flows between any (and every) pair of states.
The balance among infinitesimal states implies the balance of flows among global
states which are groups of infinitesimal states. Therefore, the principle of detailed
balance is formulated for kinetic systems which are composed of elementary processes
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Fig. 5.1. Simple example of detailed balance with two states.

(or states). In another word, at equilibrium, each elementary process should be
equilibrated by its reverse process.
Consider a simple example, if the probability of a transition from one state A to
the other state B is known, and the probability of the transition from stateB to state
A as well (Fig. 5.1), the equilibrium condition for N particles distributed in the two
states will be:
NA πA→B = NB πB→A ,
where NA + NB = N and NA and NB are the occupation of particles in the state A
and the state B, respectively.
The principle of detailed balance is the fundamental rule for any equilibrium
states. Obviously, this rule can be applied to the analysis of the efficiency of a solar
cell. This work was first been done by W. Shockley and H. J. Queisser [214].

5.2.2

Shockley-Queisser Limit

Shockley-Queisser (SQ) limit describes the maximum theoretical solar energy conversion efficiency of a solar cell made from a single p − n junction. Any new photovoltaic technologies will compare the conversion efficiency to this standard. This
limit is believed to be one of the most fundamental rules in the field of solar cell production [214]. The SQ limit is induced from the principle of detailed balance, which
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indicates that the number of photons flowing into a solar cell should be equal to the
number of the particles (photons or electrons) flowing out of the cell at equilibrium.
The SQ limit indicates the maximum solar energy conversion efficiency is around
33.7% using a single p − n junction with a band gap of 1.34 eV under an Air Mass
(AM) 1.5 solar spectrum [214]. That is, only 33.7% of the total sunlight power shining
on the ideal solar cell can be converted into electrical power.
When inducing the SQ limit, three main consideration have been taken: blackbody
radiation, radiative recombination and spectrum losses.

Blackbody Radiation
As we know, any material not at absolute zero (0 K) has a property of emitting
electromagnetic radiation depending on its temperature, named blackbody radiation.
The blackbody radiation from a solar cell cannot be captured by the cell. This kind of
energy lost will turn into heat. Thus, any inefficiency due to the blackbody radiation
in a solar cell will increase the temperature of the cell. As the cell’s temperature
increases, the blackbody radiation will increase as well, until an equilibrium is reached.
In practice, this equilibrium is usually reached around 360 K. Therefore, a solar cell
usually works at a lower efficiency than its room temperature efficiency.
Although the blackbody radiation play a negative role in the efficiency, its effect
could be very small.

Radiative Recombination
In a solar cell, the absorption of a photon can create a pair of electron and hole, so
called electron-hole pair, which potentially contributes to the electrical current. However, according to the detailed balance, the reverse process is also possible, meaning
that the electron and the hole can meet and recombine with each other, creating a
photon and resulting in radiation. Such recombinations reduce the potential electrical current so as to reduce the efficiency. Radiative recombination sets an upper
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limit to minority carrier lifetime so as to determine the detailed balance limit for the
efficiency.
In SQ’s model, the rate of recombination depends on the voltage across the solar
cell. When the voltage increases, it becomes more difficult for the electron and the
hole to meet each other. Therefore, the recombination rate decrease as the voltage
across the cell increases. However, the recombination rate stays the same under any
situation of the incoming light. The radiative recombination is a key factor setting a
limit to the efficiency of a solar cell.

Spectrum Losses
Since the underlying principle of the solar cell is rooted in photoelectric effects,
only photons with certain energy levels or frequencies are able to create electron-hole
pairs. Take a silicon solar cell as an example, the conduction band in silicon is about
1.1 eV away from the valence band, so that the energy gap corresponds to light with
frequencies around the frequency of infrared light. In another word, the lights far
away from infrared light will not contribute to the electrical power production. This
immediately puts a limit on the amount of energy extracted from the sunlight.
A huge part of photons in the incident light cannot contribute to the electrical
power due to the spectrum losses. According to Shockley and Queisser, only considering spectrum losses, there is a theoretical power conversion efficiency limit of 48%,
ignoring all other factors.

It is worth mentioning that the SQ limit only applies to solar cells with a single
p − n junction, which is used to induce this limit by W. Shockley and H. J. Queisser.
Those solar cells with multiple layers or junctions can outperform this limit. Recently,
a very high efficiency of 46% has been achieved using multi-junction [215].
In principle, Shockley-Quiesser model is a two-extended-level model. By incorporating more levels and manipulating them constructively, the conversion efficiency can
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be improved. Also, as mentioned in Section 5.1, we can get some inspirations from the
coherent mechanism when designing a new type of solar cell. In other words, mimicking the photosynthesis might be one of the ultimate ways to solve the future energy
problems. Recently, some studies have been conducted to design new photocells.

5.3

Beyond the SQ Limit
After analyzing the main reasons causing the SQ limit, many studies have been

conducted to break such a limit. As mentioned, designing solar cells using multiple
layers or junctions is obviously one direction to break the SQ limit. However, other
methods and directions have also been tried. More details on the directions and
methods to overcome the SQ limit are listed in Ref. [216, 217]. In this section, some
typical methods are introduced and they fall into three main categories according to
the reasons.

5.3.1

Thermalization Control

As known, there is no way to stop blackbody radiation and the only way to reduce
the blackbody radiation is to bring the device (solar cell) to a lower temperature.
However, according to the second law of thermodynamics, it requires extra energy to
lower the temperature. Thus, reducing the blackbody radiation is certainly not an
option. The remaining option will be how to utilize such radiation.

Hot carrier solar cells
The hot carrier solar cell takes advantage of the excess carrier’s kinetic energy
and convert it into electrical power. The idea behind this type of solar cells is to
collect the hot excited electrons before they are relaxed. It has been shown that with
semiselective contacts and nonzero thermalization, a 50% efficiency can be achieved
[218]. Also, it has been demonstrated that some nanostructure materials, such as
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Fig. 5.2. The scheme of a split spectrum solar system. Through
the optical setup, the sunlight is separated into several independent
spectrums. Then, each spectrum is directed to the corresponding
solar cell. Thus, in total, such a solar system can take advantage of a
broader spectrum.

BBi, BiN, AlBi, BiP, Bi2S3, SiSn, BSb and InP, can be good candidates to fulfill the
hot carrier transport [219].

5.3.2

Spectrum manipulation

According to Shockley and Queisser, spectrum losses account for at least 52% loss
of the conversion efficiency in a p − n junction solar cell. Therefore, designing a solar
cell to utilize a broad range of the solar spectrum is obviously a good method to
improve the conversion efficiency.
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Split spectrum solar cell system
The most intuitive way to utilize a broader range of the solar spectrum is to split
the whole spectrum by some optical devices and then direct each split spectrum to
the corresponding solar cell with a matching energy gap. Obviously, such a system
is composed of two parts as shown in Fig. 5.2: the optical setup and solar cells. The
optical setup separates the spectrum according to frequencies and concentrates the
light in the proper direction to the corresponding solar cells. The solar cells part is
responsible for absorbing the energy matching their energy gap, respectively. This
method has been proved to be a powerful way to achieve high conversion efficiency.
Recently, an efficiency of 43.5% has been achieved by using split-spectrum solar system [220]. Also, Ref. [221] shows that a more than 50% efficiency could be obtained
using current technologies.

Up and Down Conversion
As known, the solar spectrum is very broad ranging from infrared to ultraviolet.
It is impossible to design a solar cell that makes use of all the energy contained in
sunlight. However, a narrow spectrum can be produced from the whole solar spectrum
through some non-linear optical devices. The up and down conversion techniques are
methods to narrow down the solar spectrum and minimize energy loss [222].
The principle of the up conversion technique is to convert two or more lower energy/frequency photons into one higher energy/frequency photon, as shown in Fig.
5.3(a). After the conversion, the photons with higher energy/frequency will be reflected to the solar cell again, as shown in Fig. 5.3(b). When the material of the solar
cell has a large energy gap, it is suitable to apply the up conversion technique (Fig.
5.3).
On the contrary, if the material of the solar cell has a small energy gap, it is
suitable to apply the down conversion technique (Fig. 5.4). The principle of the
down conversion technique is to convert one higher energy/frequency photon into
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(a) Up conversion process.

(b) Scheme of the solar cell using up converter.

Fig. 5.3. (a): Up conversion process. Two photons with energy of
1
E ≤ hν < Eg go through the up converter, resulting in one photon
2 g
a higher energy hν ≥ Eg , where Eg is the energy band gap of the
solar cell material. (b): Scheme of solar cell using up converter. The
sun light goes through the solar cell first with higher energy photons
absorbed. Then, the lower energy photons go into the up converter
and are converted into higher energy photons. At last, the higher
energy photons are reflected into the solar cell again to be absorbed.
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two or more lower energy/frequency photons, as shown in Fig. 5.4(a). After the
conversion, the photons with lower energy/frequency will be reflected to the solar cell
again, as shown in Fig. 5.4(b).
Such a manipulation of spectrum can extremely reduce the efficiency loss due to
the thermalizaiton. Recently, Shpaisman and his colleagues have improved the single
junction solar cell conversion efficiency up to 49% via combining up conversion and
multiple exciton generation [223].

Reducing Radiative Recombination
According to Würfel, there is no way to avoid radiative recombination since a
radiative downward transition to destroy the excitation must be allowed as well if the
radiative upward transition to generate the excitation is allowed [224]. However, with
the development of studies on the role of coherence in efficiency of photosynthesis,
it was proposed by Scully that it is possible to break detailed balance via quantum
coherence [54]. Recently, the reduced radiative recombination has been observed
experimentally in quantum well solar cells [225].
It is an astonishing discovery that it is possible to break the detailed balance
via quantum coherence. Natural photosynthesis may inspire some new methods to
enhance the efficiency of solar cells.
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(a) Down conversion process.

(b) Scheme of the solar cell using down converter.

Fig. 5.4. (a): Down conversion process. One photon with energy
hν ≥ 2Eg go through the up converter, resulting in two photons
with lower energy hν ≥ Eg , where Eg is the energy band gap of the
solar cell material. (b): Scheme of solar cell using up converter. The
sun light goes through the solar cell first with lower energy photons
absorbed. Then, the higher energy photons go into the up converter
and are converted into lower energy photons. At last, the lower energy
photons are reflected into the solar cell again to be absorbed.

65

6. EFFECTS OF QUANTUM COHERENCE

As mentioned in last chapter (Chapter 5), mimicking photosynthesis in nature provides some new methods to design PV devices. Taking advantage of quantum coherence is an effective way to break the detailed balance limiting the conversion efficiency
of a solar cell. In this chapter, I will review the role of coherence in breaking the detailed balance.

Fig. 6.1. Configuration of LWI in a three-level system. The two
lower levels are coherent with each other. The two induced coherent
radiative emitters cancel each other due to the phase difference of
180◦ , resulting in absorption cancellation; with incident single-mode
radiation, the coherent emitter are in the same phase, resulting in
emission amplification.
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6.1

Introduction to Lasing Without Inversion
Lasing without Inversion (LWI) is a quantum-optical phenomenon of laser emis-

sion taking place without the presence of a population inversion. The main idea
underlying LWI is that the cancellation of absorption provides the possibility to obtain light amplification even if the population of atoms at the upper level is less than
the population of atoms at the lower level [226, 227]. LWI can be achievable via
quantum coherence. In details, consider a three-level system; the coherent atomic
transitions destructively interfere and cancel absorption.
The configuration of the three-level system is shown is Fig. 6.1. The ground state
contains a coherent doublet. When the transition of the system is from the upper
level to the two lower levels, the total probability of such a transition is the sum of
the probabilities of the transitions of |ai → |b1 i and |ai → |b2 i, probably resulting
in emission amplification (Fig. 6.1). However, the probability of the transitions
from the two lower levels to the upper level is the square root of the sum of the
two probability amplitudes since these two transitions end in a common upper state,
resulting in absorption cancellation or reduction (Fig. 6.1). More details are explained
in Ref. [54, 226, 227].
It is more interesting that it is possible to reverse the effects by preparing a
coherent doublet excited state, resulting in emission cancellation or reduction and
leaving absorption intact [54].

6.2

Radiative Recombination Reduction via Coherence
To illustrate the mechanism responsible for reducing radiative recombination via

quantum coherence, the same example as Ref. [54] is used in the following.
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Fig. 6.2. (Color) The quantum dot solar cell composed of one p −
n junction. The cell is illuminated by monochromatic light with a
frequency of νs and h̄ν = Ec − Eν .

Fig. 6.3. (Color) Quantum dot solar cell with two states in conduction
band. | c1 i and | c2 i are coherently driven by a field of h̄ν0 = 12 (Ec2 −
Ec1 ).
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6.2.1

Non-Coherent Cell Voltage

Fig. 6.2 shows the configuration of a quantum dot solar cell containing one p − n
junction. In such a cell, the populations Nν and Nc occupying the valance band and
the conduction band can be described by the chemical potential µν and µc :
Nν
[E − E − (µ − µ )]
= e c ν c ν /kB Ta ,
Nc

(6.1)

where Ta is the ambient temperature and µc − µν = eV is the cell voltage.
The interaction between the quantum dots and the single mode cavity field is
given by
V =

X

h̄gi | νi ihci | â† + h.c.,

(6.2)

i

where gi is the coupling constant between the ith quantum dot and the creation
(annihilation) operator â† (â) describes the radiation field.
After analyzing the dynamics of the density matrix, ρ, the dynamics of the average
number photon number, n̄, can be obtained:
n̄˙ = −R[

1
h̄νs/kB Ts

e

−

−1

1
(h̄νs − eV )/kB Ta

e

−1

],

(6.3)

where R = κ(ρcc − ρνν ) and Ts is the temperature of incident laser.
At the steady state, the condition of n̄˙ = 0 should be satisfied, implying that
1
h̄νs/kB Ts

e

−1

=

1
(h̄νs − eV )/kB Ta

e

−1

.

(6.4)

Therefore, the cell voltage is
eV = h̄ν(1 −

6.2.2

Ta
)
Ts

(6.5)

Coherent Cell Voltage

Now incorporate the coherence into the model by replacing | ci with the doublet
| c1 i and | c2 i. They are coupled by a resonant driving field with h̄ν0 = 21 (Ec2 − Ec1 )
as shown in Fig. 6.3. In this case, a driving field term will be added to Eq. 6.2.
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Consequently, the dynamics of the average number photon number, n̄, will be modified
as:

n̄˙ = −R[

1
h̄νs/kB Ts

e

−1

−

1
],
ex − 1

(6.6)

where
ex =

ρc1 c1 + ρc2 c2

2ρνν
,
+ (ρc2 c2 − ρc1 c1 )cosφ

(6.7)

and φ is the phase ruled by the driving h̄ν0 field.
Consider the coherence case, where φ = π, Eq. (6.7) results in

ex =

h̄(νs +ν0 )−eV
ρνν
Nν
=
= e kB Ta .
ρ c2 c2
Nc1

(6.8)

Therefore, together with Eq. (6.6), the cell voltage at steady state can be obtained:
eV = h̄νs (1 −

Ta
) + h̄ν0 .
Ts

(6.9)

That is, the cell voltage can be improved via quantum coherence by h̄ν0 .
More analytic details can be found in Ref. [54, 228].

6.2.3

Internal Generated Coherence

In the above example, the coherence caused by an external resource has been
demonstrated to reduce the radiative recombination, resulting in enhancing both
the cell power and current. It seems that using external driving fields to cause the
favorable coherence is not efficient in practice. Are there any internal resources able
to induce quantum coherence? The answer is yes.
Quantum coherence can be generated without an external driving field. Scully
and his colleagues have done a lot of studies on this subject. They have shown that
the coherence can be induced by Fano interference. Such noise-induced coherence is
able to enhance the power and current in a photocell model [229–231].
Besides Fano interference, there are many other methods able to induce the favorable coherence between two states or particles as well. The dipole-dipole interaction
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has been demonstrated to be one of the methods. Chin and his colleagues have
shown that the coherence induced by the dipole-dipole interactions between donors
can enhance the efficiency of the photocell and break the SQ limit [57].

71

7. QUANTUM PHOTOCELL

For photovoltaics, according to Shockley and Quiesser, the efficiency of energy conversion is limited by 33.7% due to the radiative recombination of electron-hole pairs,
thermalization, and unobsorbted photons [214]. However, it has been shown that
quantum coherence can be used to alter the conditions in the detailed balance and
enhance the quantum efficiency in photocells [54–56]. Therefore, mimicking photosynthesis seems to be a promising route to increase the efficiency of the current solar
cell since coherence, without an external driving field, has been proved to play a
crucial role in photosynthesis [3, 13–31].
Besides Fano interference, there are many other internal resources able to induce
the coherence between two states or particles as well. The dipole-dipole interaction
can act as one of the internal resources.

7.1

Arranged Molecules with Special Orbitals

7.1.1

Configuration of Photocell

Here, a system with three suitably arranged electron donors is proposed to act
as a solar cell.The donors coupled with one another via dipole-dipole interactiond
can generate quantum coherence, resulting in an enhancement of photocurrents and
maximum power outputs by about 49.5% over a classical photocell [58]. The proposed Quantum Heat Engine (QHE) model is inspired by Creatore’s model [57]. The
proposed model involves three electron donors and one electron accepter, as shown in
Fig. 7.1. The quantum coherence between electron donors resulting from the dipoledipole interactions can alter the conditions for the thermodynamic detailed balance
and enhance the efficiency of the photocell.
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Fig. 7.1. Scheme of the photocell. D1 , D2 , D3 denote optically active
donors, contributing to transferring the excited electron to the accepter A.
The pink and blue shadowed regions surrounding the molecules denote the
molecular orbitals representing the spatial distribution density of electrons.

7.1.2

Theoretical Photocell Model

The proposed toy photocell model here is depicted in Fig. 7.1. The picture of
a classical cyclic engine is described as the following: D1 , D2 , and D3 represent
three identical and initially uncoupled donor molecules aligned around an accepter
molecule A. Initially, the system is in its ground state |bi. The cycle of electron
transport begins with the absorption of solar photons leading to the uncoupled donor
excited states |a1 i, |a2 i, and |a3 i. Then the excited electrons can be transferred to
the accepter molecule, the charge-separated state |αi, via the excess energy radiated
as a phonon (Fig. 7.1).
Then, the excited electron is assumed to perform work, leaving the charge-separated
state |αi and decaying to the sub-stable state |βi. Also, the recombination between
the accepter and the donor is also considered with a decay rate Γα→b = χΓ, where χ is
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Fig. 7.2. Left: Schematic of energy levels for uncoupled donors. Assuming that the three donors have the same excited energy (E), the photon
absorption and emission rates between ground state |bi and the excited
states are the same, denoted by γh . Also, the electron transfer rates between the excited donors (|a1 i, |a2 i, |a3 i) and the accepter are the same,
denoted by γc . Right: Schematic of energy levels for coupled donors. Due
to the dipole-dipole interactions, the excited states (|x1 i, |x2 i, |x3 i) become
the combination of |a1 i, |a2 i, |a3 i. Also, the transition rates are changed
accordingly.

a dimensionless fraction. This loss channel brings the system back to the ground state
without producing work current, which could be a significant source of inefficiency.
Finally, the state |βi decays back to the charge neutral ground state, closing
the cycle. When the quantum effects resulting from the long-range dipole-dipole
interaction are taken into account, the new element of the system is the formation
of new optically excitable states through strong excitonic coupling among the donor
molecules [57].
This model assumes identical and degenerate donor excited states with parallel
transition dipole moments for optical absorption and emission µ~1 = µ~2 = µ~3 = µ
~ [57].
The assumption of the electron transfer matrix elements is made as Ref. [57]. The
electron transfer matrix elements leading to charge separation have been chosen to
have the same magnitudes |tD1 A | = |tD2 A | = |tD3 A | = t. Also, the accepter molecule is
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presumed to host an electron into a lowest unoccupied molecular orbital characterized
as the shape same as d-orbital as shown in Fig. 7.1. Further, the donor molecules
are presumed to be located close to different lobes of the accepter molecular orbital,
leading the electron transfer matrix elements with the same magnitudes but different
signs, i.e., tD1 A = −tD2 A = tD3 A = t.
Due to the effects of the dipole-dipole interactions, the eigenstates of the three
optically excited donors are no longer uncoupled, but coherent excitonic states. The
interactions between D1 and D2 , D2 and D3 are both J, and the interaction between
D1 and D3 is 0. Also, the energies of the uncoupled states |a1 i, |a2 i and |a3 i are
assumed to have the same value E. Therefore, there are three new eigenstates |x1 i,
|x2 i and |x3 i, which are combinations of the uncoupled donor states:
√
1
|x1 i = (|a1 i + 2|a2 i + |a3 i),
2
1
|x2 i = √ (|a1 i − |a3 i),
2
√
1
|x3 i = (|a1 i − 2|a2 i + |a3 i),
2

(7.1)
(7.2)
(7.3)

with corresponding eigenvalues
Ex1 = E +

√

2J,

Ex2 = E,
√
Ex3 = E − 2J.
The superposition of states will change the transfer rate between states. The
dipole moment of the state |x1 i/|x3 i is enhanced/weakened by constructive interference of the individual transition dipole matrix elements,


√
1
1
µx1 /x3 = (µ1 ± 2µ2 + µ3 ) = 1 ± √ µ,
2
2
while the dipole moment of the state |x2 i cancels due to the interference. Therefore,
the state |x2 i, the antisymmetric combination of the uncoupled states |a1 i and |a3 i,
describes an optically forbidden dark state.
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On the contrary, the states |x1 i and |x3 i describe two optically active bright states
with photon absorption and emission rates
3 √
γ1h ∝ |µx1 |2 = ( + 2)γh
2
and

3 √
γ3h ∝ |µx3 |2 = ( − 2)γh ,
2

given
γh ∝ |µ|2 .
In other words, |x1 i is brighter than |x3 i, since the photon absorption and emission
rate of |x1 i is enhanced while that of |x3 i is weakened. Similarly, the dark state |x2 i
has a resultant charge transfer matrix element equal to zero. And the bright state
|x1 i/|x3 i has a matrix element
√
1
tx1 A/x3 A = (tD1 A ∓ 2tD2 A + tD3 A )
2
√
1
= (t ∓ 2t + t)
2
1
=(1 ∓ √ )t,
2
giving us the electron transfer rate
1
3
γ1c/3c ∝ |tx1 A/x3 A |2 = ( ∓ √ )γc , (γc ∝ |t|2 ).
2
2
These modifications of the electron transfer matrix elements play a crucial role in
enhancing the photocurrent in the photocell model.
Another crucial procedure in this model is the phonon-mediated energy relaxations, which can be very effective between excitonic states with strong pigment
overlap [57, 232]. These relaxations are included in the kinetic model via the relaxation rates γ12 , γ13 , γ23 .
The Pauli Master Equation(PME) describes the population evolutions of different states, involving only diagonal elements of the density matrix. The PME holds
when the characteristic time of the transition between two states is much larger than
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the characteristic time between two successive transitions [233]. Assuming that the
new donor states are directly populated by the absorption of weak incoherent solar photons, the kinetics of the optically excited states obeys PME by treating the
donor-light, electron transfer, and bright-dark relaxation coupling in second-order
perturbation [57]. The PMEs (Eqs. 7.4 and 7.5) are guaranteed to give completely
positive populations:

ρ̇a1 a1 = − γh [(1 + nh )ρa1 a1 − nh ρbb ]
− γc [(1 + nc )ρa1 a1 − nc ραα ],
ρ̇a2 a2 = − γh [(1 + nh )ρa2 a2 − nh ρbb ]
− γc [(1 + nc )ρa2 a2 − nc ραα ],
ρ̇a3 a3 = − γh [(1 + nh )ρa3 a3 − nh ρbb ]
− γc [(1 + nc )ρa3 a3 − nc ραα ],
ρ̇αα =γc [(1 + nc )ρa1 a1 − nc ραα ]
+ γc [(1 + nc )ρa2 a2 − nc ραα ]
+ γc [(1 + nc )ρa3 a3 − nc ραα ]
− (Γ + χΓ)ραα ,
ρ̇ββ =Γραα − Γc [(1 + Nc )ρββ − Nc ρbb ],

(7.4)
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ρ̇x1 x1 = − γ1h [(1 + n1h )ρx1 x1 − n1h ρbb ]
− γ12 [(1 + n12 )ρx1 x1 − n12 ρx2 x2 ]
− γ13 [(1 + n13 )ρx1 x1 − n13 ρx3 x3 ]
− γ1c [(1 + n1c )ρx1 x1 − n1c ραα],
ρ̇x2 x2 =γ12 [(1 + n12 )ρx1 x1 − n12 ρx2 x2 ]
− γ23 [(1 + n23 )ρx2 x2 − n23 ρx3 x3 ],
ρ̇x3 x3 = − γ3h [(1 + n3h )ρx3 x3 − n3h ρbb ]

(7.5)

+ γ23 [(1 + n23 )ρx2 x2 − n23 ρx3 x3 ]
+ γ13 [(1 + n13 )ρx1 x1 − n13 ρx3 x3 ]
− γ3c [(1 + n3c )ρx3 x3 − n3c ραα],
ρ̇αα =γ1c [(1 + n1c )ρx1 x1 − n1c ραα ]
+ γ3c [(1 + n3c )ρx3 x3 − n3c ραα ]
− (Γ + χΓ)ραα ,
ρ̇ββ =Γραα − Γc [(1 + Nc )ρββ − Nc ρbb ].
In addition, the constrain condition for ρbb in each case due to the conservation of
particle numbers is:
ρa1 a1 /x1 x1 + ρa2 a2 /x2 x2 + ρa3 a3 /x3 x3 + ραα + ρββ + ρbb = 1.

(7.6)

In these equations (7.4), (7.5) and (7.6), nh and n1h (n3h ) are the average numbers of
photons with frequencies matching the transition energies from the ground state |bi
to the excited states |a1 i/|a2 i/|a3 i and |x1 i (|x3 i), respectively; nc and n1c (n3c ) are
the thermal occupation numbers of ambient phonons at room temperature Ta = 300K
with energies E −Eα in the absence of coupling in Eqs. (7.4) and Ex1 −Eα (Ex3 − Eα )
in the presence of coupling in Eqs. (7.5); n12 , n13 , n23 are the corresponding thermal
occupation at Ta with energies Ex1 − Ex2 , Ex1 − Ex3 , Ex2 − Ex3 , respectively; and
Nc is the corresponding thermal occupation at Ta with energy Eβ − Eb . The rates in
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Fig. 7.3. The evolution of populations in each states for uncoupled donors.
Because of the symmetry, the populations in the states of | a1 i, | a2 i and
| a3 i are the same, overlapped with each other. The sum of the populations
is equal to one due to the conservation.

Eqs. (7.4) and (7.5) obey local detailed balance and correctly lead to a Boltzmann
distribution for the level population if the thermal averages for the photon and phonon
reservoirs are set to a common temperature, such as room temperature. Consider the
initial condition as a fully occupied ground state, i.e., ρbb (t = 0) = 1.

7.1.3

Effects of Coherence

The parameters [54, 57] listed in Table 7.1 are used to calculate the populations
of each states. Consider the superposition states to be stable under the steady-state
operation, so that γ13 , γ12 , γ23 have to satisfy the relationship of γ13 = 2γ12 = 2γ23 ≤
√
√
2 2J [234]. Here, we choose the limiting condition γ13 = 2γ12 = 2γ23 = 2 2J.
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Fig. 7.4. The evolution of populations in each states for coupled donors.
Compared with Fig. 7.3, the steady-state populations of the ground state
| bi is decreased, and the populations of the accepter’s both ground state
| βi and excited state | αi are increased.

(Similarly, such a limiting condition for Creator’s model is used to compare the results
with the proposed model.) Fig. 7.3 and 7.4 shows the populations of each state in the
absence and presence of the coupling. Due to the dipolar interaction among donors,
the populations of the donors’ ground state |bi is significantly decreased and the
populations of the accepters’ states |αi and |βi are notably increased in the presence
of coherence, when the system reaches the steady-state operation. These changes lead
to the enhanced photocurrents.
Taking a modest recombination rate Γa→b = χΓ with χ = 20%, the current
enhancement as a function of the transition rate γc was evaluated using the same
other parameters listed above, as shown in Fig. 7.5. Under the upper limit condition,
when γc = γ12 = γ23 , there is no current enhancement. That means that the charge
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Fig. 7.5. Relative current enhancement (j − j 0 )/j 0 as a function of the
transition rate γc . Using the upper limit condition for γ12 , γ23 , and γ13 , a
current enhancement as high as 49.5% can be achieved. And when γc =
γ12 = γ23 , there is no current enhancement.

transfer via the channels |x1 i → |αi,|x1 i → |x3 i → |αi, and |x1 i → |x2 i → |x3 i → |αi
are as fast as the combined transfer through the independent channels |a1 i → |αi,
|a2 i → |αi, and |a3 i → |αi. However, when γc < γ12 = γ23 , the coherent coupling
leads to substantial current enhancements as compared to the configuration without
coupling. Fig. 7.5 also shows that the current enhancement can reach as high as
49.5% comparing with 35% in Creator’s model. The multiple transfer channels in our
model leads to the much higher current enhancement.
Also, the effect of recombination rate Γa→b = χΓ on the current enhancement is
studied. Fig. 7.6 shows not only the current enhancement for the system with three
donors, which is proposed here, but also the current enhancement for the system with
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Fig. 7.6. Relative current enhancement (j − j 0 )/j 0 as a function of the
recombination rate χ using γc = 6meV . j and j 0 are the electric current
in the excitonically coupled and uncoupled cases, respectively, when the
system reaches steady-state operation. The red line represents the current
enhancement for the system with three donors; the blue line represents the
current enhancement for the system with two donors proposed by Creator
et al.; the black line represents the current enhancement of this model
comparing to Creator’s model in the presence of dipolar coupling.

two donors, which is proposed in Ref. [57], under the similar electron transfer rate
condition.
The results show that although the overall current is lower for faster recombination, the relative enhancement of photocurrent is actually slightly larger for strong
recombination. This property is the same as that in the system with two donors [57].
It is worth noticing that the current enhancement in three-donor system is much
larger than that in two-donor system at any recombination rates as shown in Fig.
7.6. However, the current enhancement, in the order of 10−3 , from the model with
two coupled donors to the model with three coupled donors is very small.
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Table 7.1
The parameters used in numerical calculations
Parameters

Values (eV )

E − Eb

1.8

E − Eα = Eβ − Eb

0.2

J12 = J23 = J

0.015

γh

0.62 × 10−6

γc

6 × 10−6

Γ

0.12

Γc

0.025

Within this scheme, there is assumed to be a “load” connecting the accepter levels
α and β. According to the Fermi-Dirac statistics, the voltage V across this load can
be expressed as
eV = Eα − Eβ + kB Ta log

ρ

αα

ρββ



,

where e is the charge of the electron [54, 57].
Thus, the performance of our proposed photocell in terms of its photovoltaic
properties can be assessed. The steady-state current-voltage (j − V ) characteristic
and power generated are shown in Fig. 7.7. The current and voltage are evaluated
using the steady-state solutions of the PMEs, calculated at increasing rate Γ at fixed
other parameters: from open circuit regime where j → 0 (Γ → 0) to the short circuit
regime where V → 0. The power P is evaluated by the formula P = j · V .
From the Fig. 7.7, the peak current enhancement is about 23.4% in the system
with three uncoupled donors (J12 = J23 = J13 = 0) relative to the system with
three coupled donors (J12 = J23 6= 0, J13 = 0). Following the definition in Ref. [57],
the peak delivered power enhancement is about 23.0% in in the system with three
uncoupled donors (J12 = J23 = J13 = 0) relative to the system with three coupled
donors (J12 = J23 6= 0, J13 = 0).
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Fig. 7.7. Current and power generated as a function of the induced cell
voltage V at room temperature. The blue lines represent the dimensionless
0 ) of the system with three
current (j 0 /(2eγh )) and power generated (Pout
uncoupled dipoles (J12 = J23 = J13 = 0); the red lines represent the dimensionless current (j/(2eγh )) and power generated (Pout ) of the system
with three coupled dipoles (J12 = J23 6= 0, J13 = 0); the green lines repre00 ) of
sent the dimensionless current (j 00 /(2eγh )) and power generated (Pout
the system with two coupled dipoles, which is proposed in Ref. [57].

It is worth showing the current-voltage characteristic and power generated for the
system with two coherent donors, which is proposed in Ref. [57] in Fig. 7.7. The
results suggest that compared to the system with two coherent donors, the system
with three coherent donors has an enhancement by 6.3% in both the peak current
and the peak delivered power.
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Fig. 7.8. Scheme of the solar cell model composed of linearly-aligned
photons absorbing antennae attached with an accepter. The nearest
pairs are coupled with each other via dipole-dipole interactions, J.
The accepter can only accept excitons from the donor at the end of
the system. The hopping rate between the donor and the accepter is
γx . The excitons at the accepter site are extracted to do work with a
rate of γa .

7.2

Linearly Aligned Molecules

7.2.1

Configuration of Linear Antennae

It is not easy to manipulate the molecular orbitals in practice. Especially as the
number of donors increase, it becomes more and more complex, even impossible,
to achieve the required molecular orbitals. The most common molecular aggregate
with dipole-dipole interactions is the H-aggregate. Basically, H-aggregate is a series
of linearly aligned molecules. To explore the possibility of designing a solar cell by
H-aggregate, the properties of linearly aligned dipoles need to be studied.
Consider the configuration of linear molecules as shown in Fig. 7.8. The antennae
system is composed of N identical two-level emitters, with nearest pairs coupled with
one another via a dipole-dipole interaction. The Hamiltonian governing the antennae
system can be described as (assuming h̄ = 1 for convinience):
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Hs = ω

N
X

σi+ σi−

+J

i=1

N
−1
X

−
+
(σi+ σi+1
+ σi+1
σi− ),

(7.7)

i=1

where ω is the bare transition energy on the sites, J is the dipole-dipole interaction
constant between nearest pairs, and σi± denote the raising and lowering operators
which create and destroy an exciton on emitter sites. After diagonalization, the
Hamiltonian of the antennae system can be rewritten as:
Hs =

X

λK | KihK |,

K

where | Ki describes the eigenstate with eignenergy of λK . The eigenstates of | Ki
can be categoried into several energy bands based on the number of excitons.

Ratchet States
The rate of optical transitions connecting eigenstates with one exciton difference
is proportional to
ΓKK 0 =| hK 0 | J+ | Ki |2 ,
where J+ =

PN
i

σi+ .

Certain eigenstates of the system can work as ratchets to amplify the absorption
with zero emission. Consider the first energy band of a four-emitter system as an
√
example. There are four states in this band with energies, ω − 21 (1 + 5)J, ω −
√
√
√
1
( 5 − 1)J, ω + 12 ( 5 − 1)J, and ω + 12 (1 + 5)J, respectively. And the ground state
2
√
can only be excited into the optical bright states with the energies of ω − 12 ( 5 − 1)J
√
and ω + 21 (1 + 5)J in this energy band. The other two are called dark states due to
the optical transition rate Γ = 0. Consequently, the dark states do not have pathways
decaying back to the ground state as well. However, the bright states can decay to the
dark states via phononic transitions and the dark states can then be further excited
to the states in the second band. Therefore, the dark states in the band works like
exciton ratchets, called ratchet states [235].
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Fig. 7.9. (Color) Partial Energy states of 4-emitter antennae system.
The dark blue double sided arrows indicates optical transitions. The
red arrows indicates the phononic transitions. The states, ω − 21 (1 +
√
√
5)J and ω + 12 ( 5 − 1)J, in the first energy band are ratchet states.

7.2.2

Dynamics of the Populations

Denote the density operator of the antennae system as ρs . Taking into account of
the light field via the standard light-matter-interaction Hamiltonian, the dissipator
for the coupling of the system can be described as [235, 236]:

Do [ρs ] = γo

X

ΓKK 0 [(N (ωΩ ) + 1)D[L̂†Ω , ρs ] + N (ωΩ )D[L̂Ω , ρs ]],

(7.8)

ωΩ >0

where γo is the decay rate of a single emitter, L̂Ω =| KihK 0 |, and N (ωΩ ) =

1
eωΩ/kB T −1

is the thermal occupancy of the optical mode with frequency of ωΩ . The sum in Eq.
(7.8) includes all optical modes with a non-zero frequency, i. e. ωΩ = λK − λK 0 > 0.
And D[L̂, ρ] = L̂ρL̂† − 21 {L̂† L̂, ρ} is the Lindbladian dissipator. The collective
interband transitions is described by this dissipator (Eq. 7.8).
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The phononic transitions to the ratchet states play a very important role in enhancing the efficiency. This type of transition is caused by the interaction between
the system states and the local bath of phonons. Such interactions can be described
as:
Hs−p =

N
XX
q

gq σiz (âq + â†q ),

(7.9)

i

where âq (â† ) is the annihilation (creation) operator for the phonons of wavevector q
with energy of ωq and exciton-phonon coupling gq . This interaction can only mediate
P z
transitions within the same energy band since it commutes with
σi . Denote | Klν i
lµ
and | Klµ i as the eignstates of Hs with energies of λlν
K and λK , respectively, from the

same energy band l. Thus, the intra-band transition operators L̂p can be described
as
L̂p (l, ν, µ) =| Klν ihKlµ | .
Therefore, the dissipator due to the interaction with the phonon bath can be written
as
Dp [ρs ] = γp

XX

[(N (ωq )+1)D[L̂p (l, ν, µ)† , ρs ]+N (ωq )D[L̂p (l, ν, µ), ρs ]], (7.10)

l,ν,µ ωq >0
lµ
where ωq = ∆λ(l, ν, µ) = λlν
K − λK is the intra-band energy gap. The summation over

ωq includes all positive frequencies. As known, the rate of phonon relaxation, γp , is
usually much faster than optical transition rate. γp can be set as 1000 times of γo , i.
e. γp = 1000γo . This setup of timescales allows populations to leave the bright states
before reemission [235].
To form a complete photovoltaic circuit, an accepter, A, is absolutely necessary
with a excited state |αi and a ground state |βi. The accepter acts as “work load” to
convert the energy of excitons into electrical power. The Hamiltonian governing the
accepter is
HA = ωA σA+ σA− ,
where ωA is the transition frequency of the accepter, and σA+ = |αihβ| (σA− = |βihα|)
is the raising (lowering) operator.
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For general cases, the extraction of excitons from emitters to the accepter could
simply be an incoherent hopping process. Thus, the extraction mechanism can be
described as:
− +
Dx [ρ] = γx D[σN
σA , ρ],

(7.11)

where ρ is the joint density combined the emitter system and the accepter That is,
ρ = ρs ⊗ ρA where ρA is the density of the accepter.
Integrate all the mentioned dissipators and decay process and the master equation
governing the dynamics of the density matrix is obtained:
ρ̇ = −i[HsA , ρ] + Do [ρ] + Dp [ρ] + Dx [ρ] + DA [ρ],

(7.12)

where HsA = Hs + HA , and DA [ρ] = γa D[σA− , ρ] is the decay process of the accepter
and γa is the decay rate of the exciton at the site of the accepter.
Now incorporate the theory of QHE [57] to evaluate the current and voltage of
the proposed model as a solar cell. The current can be evaluated via the formula:
I = eγa hρα iss ,

(7.13)

where hρα iss is the steady state population of the excited state of the accepter. The
decay rate γa depends on the nature of the accepter, which also can be considered as
the “load” resistance. The cell voltage driving the “load” to work can be describes
as:
eV = h̄ωA + kB Tp log

 hρ i 
α ss
,
hρβ iss

(7.14)

where kB is the Boltzmann’s constant and Tp is the temperature of the phonon bath,
which is the temperature of the sun, 5800 K.

7.2.3

Effects of Ratchet States

In order to study the relationship between voltage and current as well as power,
different decay rates on the site of the accepter are used to calculate the populations
of the excited and ground state of the accepter, hρα iss and hρβ iss . Other typical
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(a) N=4

(b) N=5

Fig. 7.10. (Color) The cell power as a function of voltage in a fourand five-emitter system. The powers with and without phononic dissipation in the system use different scales. The phononic dissipation
can enhance the cell power greatly.
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(a) N=4

(b) N=5

Fig. 7.11. (Color) The cell current as a function of voltage in a fourand five-emitter system. The currents with and without phononic dissipation in the system use different scales. The phononic dissipation
can enhance the cell current greatly.
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Table 7.2
The parameters used in numerical calculations (h̄ = 1). The parameters are equivalent to those used in Ref. [235]
Parameters

Values (eV )

ωs

1.80-2J

J

0.02

γo

1 × 10−6

γp

1000γo

γx

0.1γo

parameters are listed in Table (7.2). The results are shown in Fig. 7.10 and Fig.
7.11. A trivial feature is that when γa → 0, the work current will tend to zero, since
γa = 0 means that the “load” resistance is infinity indicating that the cell circuit
become an open circuit. On the contrary, if γa → ∞, the cell voltage will approach
to zero, resulting in a “short circuit”.
However, there is a very intriguing characteristic about phononic dissipation in
the results shown in Fig. 7.10 and Fig. 7.11. The cell current and power will be much
greater with phononic dissipation than without this kind of dissipation. Obviously,
the maximum cell power is enhanced by phononic dissipation. According to the
results, the maximum power and current are enhanced about 6 times by phononic
intra-band dissipations. The phononic dissipation can extract excitons from the bright
states to the dark states. However, the channel for excitons to decay from dark states
to the ground state is closed and excitons on the dark states can still be excited to
upper levels. The joint effects greatly increase the populations of excitons at the site
of accepter. Therefore, the phononic intra-band dissipation makes the dark states
work as ratchets to extract excitons from the ground states to excited states. As
a result, these ratchets states can greatly enhance the cell power and current via
phononic dissipation.
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Fig. 7.12. (color online) The comparison of cell power as a function
of γa for four-, five- and six-emitter systems. The embedded figure
is the relationship between the differences of the cell power and the
values of γa . The embedded figure shows the cell power differences as
a function of γa . The red line in the embedded figure indicates the
power difference between systems with five emitters and four emitters,
P5 − P4 and the blue line for P6 − P5 .

After the enhancing effect of phononic dissipations is confirmed, we move on to
explore the relationship between the cell powers and the number of emitters in the
antennae system. Intuitively, increasing emitter sites could decrease the populations
on the accepter site, since the accepter can only extract excitons from the site of the
emitter connectted to it. Thus, the cell currents and powers would decrease when
increasing emitter in a linearly aligned emitter system due to the decreased exciton
population on the accepter site. However, our simulations tell a different story from
intuition.
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The cell powers of four-, five- and six-emitter systems as a function of γa are
compared, as shown in Fig. 7.12. The results show that the cell power is larger with
more emitters in the system. According to the results, the maximum power occurs
around the regime of γa = 0.0025γo for all the cases, and the maximum cell power
of a five-emitter system is enhanced about ∼7% compared to that of a four-emitter
system and around ∼4% for a six-emitter system compared to a five-emitter system.
Such enhancements are also probably caused by more ratchet states since a antennae
system with more emitters will have more ratchet states. Again, this demonstrates
that the ratchet states are able to enhance the cell power due to exciton extracting.
In a word, the counterintuitively enhanced cell current and power are mainly due
to the effects of ratchet states. The enhancing effect of ratchet states neutralizes the
dilution effect due to the increased emitter sites. However, the enhancing effect with
more emitters will decrease as emitters increase, as shown in the embedded figure of
Fig. 7.12. The percentage enhanced by adding one emitter to a system with four
emitters is larger than by adding one emitter to a system with five system. There
must be a balance between the enhancing effect and dilution effect. That’s means,
there will be a best number of emitters in the antennae system achieving the best
efficiency in our proposed photocell model.
In a linear aligned chain of dipole-dipole interacting molecules, the coherence
caused by the dipole-dipole interaction induces dark states. These dark states are
able to work as ratchets to extract excitons through phononic dissipation, thereby
breaking detailed balance. All these joint effects will lead to enhanced cell current
and power. The most intriguing result is that the increasing emitter in the antennae
can enhance the peak power. Such enhancing effect due to the increasing number of
emitter in the antennae might not always be true when the emitters exceed a certain
number, but it is true at least when the number of emitter is not large.
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Fig. 7.13. Scheme of the solar cell model composed of circularlyaligned photons absorbing antennae attached with an accepter. The
nearest pairs are coupled with each other via dipole-dipole interactions, J. The accepter can extract excitons from all the emitters at
a same rate γx . The excitons at the accepter site are extracted to do
work with a rate of γa .

7.3

Circularly Aligned Antennae
Since the cell current strongly depends on the steady state population of the

accepter, the natural question will be what if the accepter is able to extract excitons
from all the emitters. In that case, all the emitters become donors and the current and
power should be greatly enhanced. To confirm the speculation, the circularly-alignedemitter antennae system, as shown in Fig. 7.13, is studies. In this photocell model,
the accepter locates at the center of a circularly aligned chain of emitters(donors) and
is able to extract excitons from the emitters at a same rate γx .
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Fig. 7.14. (Color) The comparison of cell power as a function of
voltage for three-, four- and five-donor systems. The maximum cell
powers are enhanced by the increasing number of emitters (donors).

In this circularly aligned antennae system, the Hamiltonian of the system becomes:
Hc = ω

N
X
i=1

σi+ σi−

+J

N
X

−
+
(σi+ σi+1
+ σi+1
σi− ),

(7.15)

i=1

±
±
where σN
+1 = σ1 and all the notations are the same as linearly aligned system.

Due to the difference of Hamiltonians, there will be more ratchet states in a circularly aligned system than in a linearly aligned system when the number of emitters
is the same. For example, in a N = 4 circularly aligned system there will be three
ratchet states compared to two of them in a linear system. The increased number of
ratchet states will be one of the sources to enhance the power and current.
The mathematical forms of optical and phononic dissipators are the same as Eq.
(7.8) and Eq. (7.10). However, the extraction mechanism will change to:
Dcx [ρ] = γx D[Ê, ρ],

(7.16)
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where Ê =

PN

i=1

σi− σA+ . Therefore, the dynamics of the density matrix become:
ρ̇ = −i[HcA , ρ] + Do [ρ] + Dp [ρ] + Dcx [ρ] + DA [ρ],

(7.17)

where HcA = Hc + HA .
The results, shown in Fig. 7.14, confirm the assessment that the cell power will
increase as the number of emitters(donors) increases as well. As analyzed previously,
this is caused by increasing ratchet states. Also, the enhancement of the maximum
power exceeds hundreds of percent compared to the linearly aligned system. In more
details, for N = 4 system, the enhancement is about 134% and for N = 5, about
170%. This huge enhancement could be rooted in two sources. One source would be
the increased ratchet states. Since there will be more dark states in circularly aligned
antennae, the ratchet states will be more efficient to extract photons, under the aid
of phononic dissipations. The other source is the increased donors. In this model,
the accepter is assumed to be able to extract excitons from all the emitters in the
antennae. Therefore, it will be more easy for the accepter to be excited, resulting in
a increasing population on the site of the accepter at the steady state.
Without considering the feasibility, circularly aligned antennae system is a better
and more efficient configuration for a photocell. Actually, in nature, the complexes
transferring excitons are circularly arranged in photosynthesis.
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8. CONCLUSIONS AND OUTLOOK

Are quantum effects able to play a non-trivial role in biological systems? If they are
favorable and could provide more effective ways for biological systems to function, the
answer has to be yes. If it is useful for the living system to harness quantum coherence
and entanglement, nature has to have found the method to take advantage of them
since it has more than 3.5 billion years to research and learn through the so-called
“natural selection” rule. Nevertheless, it is not easy and even difficult to confirm
that a biological system employs quantum coherence and entanglement. Each system
have its own mechanism to utilize quantum effects. Chemical compass in birds and
photosynthesis are two biological systems which have been conducted some intensive
studies on. The role of coherence and entanglement in these two complex systems is
a hot topic now.

In the field of avian compass, the radical pair mechanism is a promising hypothesis
to explain the mystery of bird navigation. The theoretical studies have demonstrated
the role weak magnetic fields play in the product yields of the radical pairs and
confirmed the positive role quantum coherence and entanglement play in RPM. In
addition, this type of study has inspired scientists to design highly effective devices
for detecting weak magnetic fields and using the geomagnetic fields to navigate.
The anisotropic hyperfine coupling between the electron spins and the surrounding
nuclear spins can play a crucial role in avian magnetoreception as well. The hyperfine
coupling can affect not only the product yields but also the entanglement of the
electron spin states. By involving more nuclear spins one can greatly enhance the
quantum entanglement [237]. Also, mimicking this anisotropic magnetic environment
can be very useful for creating detectors of weak magnetic fields.
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The study on the role of intensity of the magnetic field in avian navigation finds
that birds could be able to detect the change of the intensity of geomagnetic fields and
the approximate direction of magnetic parallels instead of sensing the exact direction.
This may provide some inspirations when designing a new type of navigation system
taking advantage of geomagnetic fields.
Besides all the progress in avian compass, the mechanism which birds use to navigate is still unclear at this time. Scientists suggests birds are not only use one method
to sense the geomagnetic field but also combine different mechanisms and informations together to navigate/orient. The mystery of bird navigation still stays unsolved
for now.

The quantum coherence has been demonstrated to play a crucial role in high energy conversion efficiency in photosynthesis. The study of photosynthesis has inspired
a new way to harness quantum effects such as the formation of coherent superpositions in artificial molecular light-harvesting systems. Quantum coherence is able to
break the detailed balance. This coherence can be induced by some internal sources,
such as dipole-dipole interactions.
Some theoretical models used to improve the performance of possible photocells
are studied. It shows that the coherence caused by dipole-dipole interactions among
suitably arranged donors can greatly enhance the photocurrents and power. Starting
from there, a linear configuration of molecules interacting with each other through
electronic dipole-dipole interactions as a solar cell is explored. In a linearly aligned
chain of dipole-dipole interacting molecules, the coherence caused by the interaction
induces dark states. Intra-band phononic dissipation enables these dark states to work
as ratchets to extract excitons without decay, thereby breaking detailed balance. All
these joint effects will lead to an enhanced cell current and power. The most intriguing
result is that increasing emitters in the antennae can enhance the peak power although
the enhancing effects will decrease as the number of emitters increases. Therefore,
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such enhancing effect might not always be true when the emitters exceed a certain
number, but it is true at least when the number of emitters is not large.
These discoveries and findings confirms that quantum coherence can enhance
the efficiencies of energy transfer and conversion and inspires a new way to harvest light and design a solar cell. H-Aggregate, a series of linearly aligned dipoles,
has been demonstrate to be able to serve as light-harvesting antennae. The study
on the enhancement of efficiency achieved by dipole-dipole interactions might make
H-Aggregate a good candidate to design a solar cell.

It has been demonstrated that quantum phenomena exist in nature and nature
is able to utilize these phenomena to function more accurately and more efficiently,
such as animals’ navigation/orientation and plants’ photosynthesis. By studying these
phenomena and learning from them, humans can benefit a lot and gain inspiration
to design and improve new technologies.
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