Abstract. In this paper we propose a state estimation method for linear parabolic partial differential equations (PDE) that accounts for errors in the model, truncation, and observations. It is based on an extension of the Galerkin projection method. The extended method models projection coefficients, representing the state of the PDE in some basis, by means of a differential-algebraic equation (DAE). The original estimation problem for the PDE is then recast as a state estimation problem for the constructed DAE using a linear continuous minimax filter. We construct a numerical time integrator that preserves the monotonic decay of a nonstationary Lyapunov function along the solution. To conclude we demonstrate the efficacy of the proposed method by applying it to the tracking of a discharged pollutant slick in a 2D fluid.
1. Introduction. Applications often give rise to new theoretical directions for numerical analysis. One example of such an application is the tracking of environmental slicks resulting from a discharge of a pollutant into the ocean. A simple mathematical model describing transport phenomena is the linear advection-diffusion equation:
where I(x, t) models the concentration of a pollutant at time t and location x within a given domain Ω, v(x, t) is a divergence-free vector-field representing the fluid flow, and f (x, t) represents model error. In fact, (1.1) describes the diffusive linear transport of the initial pollutant concentration I(x, 0) = f 0 (x) in the flow v. Widespread interest in pollutant tracking problems stems from concerns of environmental agencies, energy producers and governments worldwide: namely, one is interested in combining sensor readings obtained in real time (for instance, satellite images) in a sensible manner with the solution of equation (1.1) to generate reliable predictions of the pollutant's transport. Tracking pollutants based on sensor information is challenging because, on the one hand, the measurements are sparse and noisy, and, on the other hand, there is incomplete knowledge of the fluid flow v. In fact, v is usually inferred from a flow identification procedure (see, for instance, [11] ) and the resulting identification error f is only quantifiable as a bounded signal. This motivates the work of the present paper. Specifically, we are concerned with the following problem: estimate the state I(x, t) of the infinite dimensional system (1.1) given incomplete and noisy observations y k associated to I(x, t) by:
y k (t) = Ω g k (x, t)I(x, t)dx + e k (t) ,
where g k models a sensor and e k represents the measurement error.
There are two principal strategies to construct a numerical state estimate for a partial differential equation (PDE) . The first one is to consider the PDE (1.1) as a dynamical system with an infinite dimensional state space [6] , then derive the estimator for the infinite dimensional system analytically, and finally reduce the resulting estimator to a finite dimensional system in order to construct the numerical estimate. The second strategy is to reduce a PDE to a finite-dimensional system and then estimate the state of the reduced system. The first strategy applies either the semigroup theory given in [18] or the concept of Sobolev spaces [7] . One such class of infinite dimensional state estimators is based on optimal control theory for PDEs [15] . For example, linear optimal estimates for parabolic PDEs were derived in [4, 17] . We emphasize that to compute an optimal "off-line estimate" one needs to discretize the so-called Euler-Lagrange equations. This entails the solution of a two-point boundary value problem for (1.1) and its adjoint. On the other hand, obtaining an optimal "on-line estimate" in the form of a linear filter requires solving a non-linear operator equation which is, in fact, an infinite-dimensional counterpart of the matrix Riccati equation [19] . Another class of state estimators based on Lyapunov stability theory is represented by stable infinite dimensional observers with non-optimal gains [3] .
In this paper we adopt the second strategy: namely, we reduce the PDE (1.1) to a finite-dimensional system and then derive an estimator for the reduced model. In order to do this systematically and to fully incorporate the reduction method into the state estimation procedure we propose an extension of the classical Galerkin projection method. Recall that the Galerkin projection method is built upon the following requirement (see [12, p. If the exact solution I of (1.1) were known, we could project it onto span {ϕ k } N k=1
to obtain the vector of the exact projection coefficients a true N . However, we stress that a true N satisfies (1.4) in a very special case, namely if span{ϕ 1 . . . ϕ N } is invariant with respect to the differential operator A = v · ∇ − ε∆. In the general case, the solution of ODE (1.4) deviates from a true N for any finite N as the system (1.4) is not closed: namely, it does not retain all the information which is necessary to describe the evolution of a true N . Although the solution of (1.4) converges to a true N in the limit N → ∞ provided the basis functions are consistent and stable (see [12, p.251] for details), the limiting case N → ∞ is less interesting for our purposes as in operational practice one usually fixes N before deriving the state estimator.
In this paper we wish to explicitly account for the truncation error induced by (1.4), combining knowledge of the regularity properties of the parabolic operator A and information available from indirect observations of a true N to control the error of an approximate solution such that it resides within a known ellipsoid centered around a true N . Thus, for a finite N , it is necessary for us to have a closed system describing the evolution of a true N , in contrast to the Galerkin projection methods discussed in [2, 12, 16, 20] where the authors study the limiting behavior only of the approximation error for the non-closed system (1.4) . Consequently, we propose the following extension of the Galerkin method: we close (1.4) by including an unknown input vector field e m that models the impact of the truncated coefficients {a N +1 , a N +2 , . . . } on a = (a 1 , . . . , a N ) . We allow e m to take on values within an a priori determined bounding set constructed using parabolic regularity theory [7] . Further, we introduce an additional algebraic constraint that filters out inadmissible e m . Assembling the resulting differential and algebraic equations together we arrive at a reduced model for a true N in the form of a DAE. Formal derivation of the described reduction of PDE (1.1) to the DAE is given in Proposition 3.1. The formulation is contrasted with the classical Galerkin method in Section 3.2.
Although the literature on projection methods and related control techniques is very rich, to the best of our knowledge, the proposed extension of the Galerkin method is new and has not been discussed in the literature yet. A preliminary version of the minimax projection method appeared in [27] . With respect to [27] the main difference is that our state equation is time-dependent and has unknown parameters, and the time-discretization process has been incorporated into the state estimation procedure.
In our description the model error f and input e m are unknown deterministic functions that are bounded. The latter is natural as the input e m represents the truncation error which can be expanded in Fourier series. On the other hand, the observation error e k is assumed to be a realization of a random process which is the most commonly used uncertainty model for such errors. In practice, second moments of e k are usually given with some error. Thus the state estimator should be robust with respect to fluctuations of the covariance matrix. We propose to address this issue by assuming that the covariance function of e k is unknown but bounded and belongs to a given ellipsoid. As a result we need to deal with unknown bounded deterministic parameters in the state equation and random noise in the observation equation, which has unknown but bounded covariance function.
Within the context just sketched, it is natural to analyze the worst-case realization of all the unknown parameters to derive the state estimate for a true N . This may be realized using the minimax state estimation approach [5, 14, 17] , which was extended to DAEs in [22] [23] [24] [25] . To construct the minimax state estimate for a DAE we apply a generalized Kalman duality principle [26] that converts the state estimation problem into a dual control problem with quadratic cost. This cost is, in fact, the worst-case estimation error and so, by minimizing it, we get the state estimate with the minimal worst-case error. The dual control problem is derived in Proposition 3.6 and provides a key component of the estimation procedure as it accumulates all the information about the deterministic projection error e m , model error f and random measurement error e k , which are present in the original DAE. As a result, the solution of the dual control problem has minimal worst-case error and is, therefore, robust to all the aforementioned sources of errors. This solution provides a starting point for the design of a numerical minimax estimate. Namely, we represent the minimax estimatê a N for a true N in the form of a linear filter. We also build an ellipsoid which is centered aroundâ N and contains 1 a true N . This ellipsoid describes how the DAE propagates all admissible errors enclosed in the a priori determined bounding set constructed in Proposition 3.1. The ellipsoid is parametrized by a symmetric positive definite matrixvalued function t → K N (t) which is obtained by solving a differential Riccati equation (DRE). Further, the largest eigenvalue of K N (t) defines the worst-case estimation error. All these important details are summarized in Corollary 3.7.
To conclude the introduction we turn our attention to the numerical method. As mentioned above, the key ingredients of the minimax estimation are the linear filter a N and matrix K N defined in Corollary 3.7. It is worth noting that the DRE is well understood from the theoretical point of view: for example, it is known (see [19] for the details) that K N (t) = V (t)U −1 (t), where V and U solve an associated linear Hamiltonian ODE. The exact representation of this ODE is given in Corollary 3.7. We make use of this fact to approximate V and U using a generic s-stage symplectic Runge-Kutta (RK) method of order p. The corresponding numerical method is derived in Proposition 4.1. Symplectic RK methods preserve quadratic invariants [10] , an important point as the proper choice of discretization method ensures that the structure of the estimation error is preserved for the discrete filterâ n N . Namely, the estimation error admits a non-stationary Lyapunov function which is preserved by the proposed discretization as it is discussed in Remark 3. The importance of this is that the simulation results are trust-worthy and represent indeed what has been predicted by the theory for the continuons case. To the best of our knowledge this is the first result of this kind in the framework of minimax state estimation. We note that symplectic RK methods were applied in [8] to obtain structure preserving discretization of Möbius integrators for DREs arising in the context of control problems for ODEs. In this paper we generalize this result to DAEs. To illustrate our approach, we represent the discrete filterâ n N by means of the implicit midpoint rule and apply it to the tracking problem assuming that a slick of a discharged pollutant moves in the flow generated by the 2D incompressible Euler equation.
This paper is organized as follows. Subsection 1.1 gives the notations used in the paper. Section 2 presents the formal problem statement. Our main results are given in Section 3: subsections 3.1 and 3.2 contain minimax projection method and comparisons to the classical Galerkin approach. Subsection 3.3 derives the minimax estimate for the projection coefficients and provides the worst-case estimation error. Section 4 introduces the structure-preserving discretization for the minimax estimate. Finally, section 5 presents the case-study and conclusions are given in section 6.
1.1. Notation. N denotes the set of natural numbers {1, 2, . . . }; R n denotes ndimensional Euclidean space; x·w denotes the canonical inner product for x, w ∈ R n , x 2 R n := x · x and, more generally, f, g H denotes the canonical inner product in a Hilbert space H for f, g ∈ H and f 
(Ω) with respect to the norm of H 1 (Ω); I stands for an identity operator or matrix; J v (x) denotes Jacobian matrix for the vector-field v; A m×n ; the prime denotes the operation of taking the adjoint: A denotes the adjoint operator, A denotes the transposed matrix; A is the largest singular value of A; A 1 2 denotes the square root of a symmetric semidefinite matrix A; δ i,j = 1 if i = j and 0 otherwise. Finally E denotes the expectation of a random variable in its associated probability measure.
2. Problem statement. In this section we formalize the program laid out in Section 1 to specify a problem statement. Assume ε > 0 and I(·, t) ∈ H 1 0 (Ω) satisfies for almost all t ∈ (0, T ) the following equation:
(Ω) satisfy the following inequality:
n and given 0 < q 0 ≤ q 0 < +∞, and Q ∈ C(0, T, C(Ω)) is a weighting function such that 0 < q(t) ≤ Q(x, t) ≤ q(t) < +∞ for the given q, q. We note that Q 0 and Q may be considered as design parameters which quantify our level of confidence in I 0 and f : namely, Q 0 may specify "zones" of Ω where our knowledge of the initial condition is more precise or less so, and Q defines zones of Ω where (2.1) holds almost exactly or only up to a significant error and these zones may vary over time.
We assume that a vector y(t) = (y 1 (t) . . . y M (t)) is observed in the form:
where
) is a spatial averaging kernel that models the effect of a measurement instrument, and e = (e 1 (t) . . . e M (t)) is a realization of a random process with zero mean and unknown but bounded covariance function cov(t, s) := Ee(t)e (s), that is:
where t → R(t) is a symmetric positive definite continuous matrix-valued function with bounded inverse. In other words, the covariance function of e belongs to an ellipsoid in the space of real symmetric positive definite matrices where the trace is taken as the inner product. We note that, in practice, second moments of e k are usually given with some error and this fact is reflected by assumption (2.4): indeed, the inequality (2.4) represents a constraint on the weighted second moments of e as:
Re · e dt. Now, assuming that functions {ϕ k } k∈N form an orthonormal basis in L 2 (Ω), we expand the solution I into the following series:
Note that I is completely defined by the coefficients {a i (t)} i∈N and I N = P † N P N I represents the most natural approximation for I in the given basis {ϕ k } N k=1 , provided that (2.6)
The formal problem statement for our state estimation algorithm is: (i) Construct matrices A N , H N , C N and a bounding set E N such that the vector of exact projection coefficients a true N := P N I satisfy for some (I 0 , f, e m , e o , w) ∈ E N the following DAE:
where (e m , e o , w) stand for the projection error. See Section 3.1.
(ii) Design a linear minimax estimateâ N for the state of (2.7), that is, a vector-valued function t →â N (t) such that ·â N (t) =û(y) := t 0û · ydt and
2 is the estimation error, corresponding to the worst-case realizations of parameters (I 0 , f, e m , e o , w) ∈ E N and observation error e satisfying (2.4). See Section 3.3.
(iii) Introduce a discrete-time minimax estimate n →â n N such that (2.8) holds for a n N and discretized error functional σ. See Section 4.
In fact,â N represents a robust estimate of a true N with minimal worst-case estimation error σ and its discrete analogâ n N has a minimal worst-case error in discrete time.
3. Minimax estimate for the projection coefficients.
3.1. Minimax projection method. We begin with specifying basis functions used in (2.6) to define the projection operator P N . Recall that the Laplacian operator −∆ possesses an orthonormal set of eigenfunctions {ϕ k } k∈N in L 2 (Ω):
where 0 < λ 1 ≤ λ 2 ≤ . . . and lim k→∞ λ k = +∞ (see [7, p.355] ). Define the differential operator Aϕ = v · ∇ϕ − ε∆ϕ associated with (2.1) and its projection
correspond to the projection of the observation operator. We also introduce
. Next we formulate the main theoretical result of this article. It states that the projection coefficients of the exact solution I(x, t) solve the finite dimensional DAE (2.7) depending on error terms that can be bounded within a certain ellipsoid E N .
Proposition 3.1. Assume that I solves (2.1) for some I 0 and f satisfying (2.2) and y(t) is associated to I through (1.2). Then there exist e m ∈ R N , e o ∈ R N and w ∈ R M such that the vector of the exact projection coefficients a true N = P N I ∈ R N solves the following DAE:
where (I 0 , f, e m , e o , w) belong to the ellipsoid E N :
:
for certain positive constants S, V and µ N := 1 + λ
N +1 , S and V . We postpone the proof of this proposition until the end of this section. Remark 1. On the one hand, the DAE (3. and so every term in (3.1) provides information which is then used in the actual numerical computations.
The proof of Proposition 3.1 relies on three Lemmas, the proofs of which are technical and not needed in further calculations. They are provided in the appendix. We make use of the following definitions: define
and set:
Since Ω may have non-smooth boundary (for instance, a rectangular domain used in the case study), we need to assure that (2.1) has a unique solution I such that ∆I(·, t) is well defined for almost all t ∈ (0, T ). This is demonstrated by the following lemma.
We also require the following estimate for e o · e o :
Lemma 3.3.
Finally, we require a bound on ∆I(·, t)
Now we turn to the proof of Proposition 3.1.
Proof. Formally, the first claim is almost obvious. Indeed, let us define
Since a true N (t) = P N I(·, t) we show that a true N solves:
Multiplying (3.6) by P N and noting P N P † N = I, we find that a 
and, recalling that (P † N ) = P N , we compute: 
Let us prove that e m , e o and w satisfy (3.2). In order to estimate e m · e m we recall that
(Ω) we write:
To prove this we apply integration by parts formula [9, p.52] (we omit the argument (x, t) below to make the notation more convenient):
where tr(u) denotes the trace of u on ∂Ω and ν = (ν 1 . . . ν n ) denotes the outward pointing normal vector for ∂Ω. Namely, recalling that
. Now, the orthogonality condition ϕ k , ϕ s L 2 (Ω) = δ ks and (3.8) imply that for almost all t ∈ (0, T ): 
(Ω) = 0 and so:
(3.12)
An estimate for e o · e o is provided by lemma 3.3. Let us estimate w. Define g
and so, by applying the Cauchy-Schwarz-Bunyakovsky inequality we obtain:
Let us note that, by definition of Q 0 , Q, we have:
Now, by integrating (3.13) and using (3.4) from Lemma 3.4 followed by (3.14) and the definition of V we get
To conclude the proof we note that ∇I 0 2
. Finally, to get (3.2) we add (3.12) to (3.3) from Lemma 3.3, integrate from 0 to T and bound the right hand side of the resulting inequality by using the definition of µ 1 ,(3.4) and (3.14). Then we multiply the resulting inequality by Sλ N +1 and add the result to the sum of (2.2) and (3.15) . This completes the proof.
3.2.
Comparison to the classical Galerkin approach. In this section we briefly contrast the extended Galerkin formulation of the previous section with the classical Galerkin method. To simplify the presentation we assume for a moment that f = 0 in (2.1). The classical Galerkin projection approach is built upon the following requirement [12, p.43]:
a i ϕ i approximates I solving (2.1). This condition yields the following ODE for determining a = (a 1 . . . a N ) :
Let us investigate the connection between (3.1) and (3.17) . We note that the basic assumption (3.16) of the Galerkin method holds true for a true N if and only if
Now, by (3.6), the latter is true if and only if P N e(t) = 0. Recalling (3.5), we rewrite e as follows:
Now, we compute P N e(t) = P N A(P † N P N − I)I and so a(t) = a and, therefore, has no impact on the dynamics of a true N . We stress that P N e(t) = 0 in the general case but there are important special cases when this holds true: namely, e = 0 provided that Aϕ k = α k ϕ k . This suggests the following interpretation for (3.18): the norm of e quantifies the degree to which the subspace generated by {ϕ k } N k=1 differs from an eigenspace of A. More generally, P N e = 0 if P † N P N commutes with A. In this case, (3.17) gives a closed system for a true N : it contains all the required information to describe how the exact projection coefficients evolve over time. We emphasize that, in practice, the assumption P N e = 0 is not easy to check (for a given set of basis functions) as e depends on the solution I which is unknown. Therefore, in practice, the Galerkin system (3.17) is usually non-closed.
In contrast to the classical Galerkin method, the solution proposed by Proposition 3.1 is to consider e m = P N e as an unknown deterministic input for (3.17) and construct an a priori estimate for e m = P N e in the form (3.2) using information about the coefficients of A, domain Ω and data I 0 , f . As a result, the true coefficients a true N belong to the set of solutions of (3.1). The information provided by the second equation in (3.1) allows filtering out inadmissible e m . In fact, it bounds the norm of (I −P † N P N )AP † Nâ N , representing the energy of the A-image of the projected solution P † Nâ N in the orthogonal complement of span{ϕ 1 . . . ϕ N }.This allows one, in turn, to narrow down the set of all admissible a solving (3.1). Finally, the resulting DAE (3.1) together with ellipsoid (3.2) represents a closed system for a true N . 3.3. Minimax projection coefficients. In this section we construct the minimax approximation of the solution of the DAE (3.1). This solution minimizes the maximum error over the parameter set E N containing the true projection coefficients. Subsequently we show that the minimax solution can be obtained as the solution of an equivalent optimal control problem. Finally, we cast the optimal control problem in a form that facilitates its numerical solution.
Following the definition of the minimax estimate given in Section 2 we will be looking for an estimate of a linear function · a(T ) of the state of (2.7) within the class of linear functionals: The numberσ(T, ) = σ(û, T, ) is called a minimax error. In fact, σ(u, T, ) can be interpreted as yielding the "worst" realization of the unknown deterministic parameters satisfying (3.2) and covariance operator of e satisfying (2.4). Sinceû possesses minimal worst-case errorσ, it follows thatû is robust with respect to any realization of unknown parameters.
Following [26] we apply the generalized Kalman duality principle to construct the minimax estimateû for the DAE (3.1). Define Q 0N := {λ
and set
Proposition 3.6. The minimax estimateû is the unique minimum point of σ(u, T, ) where:
Proof. Let us compute σ(u, T, ). By recalling the 3rd equation in (3.1) we compute: u(y) = u, C N a + w L 2 (0,T ) + u, e L 2 (0,T ) . Combining this with the assumption Ee = 0 we get:
Clearly, for any u ∈ L 2 (0, T ) we can find at least one z, g such that z, g and u satisfy the adjoint equation (3.21) . Using this observation and integrating by parts the term u, C N a + w L 2 (0,T ) we find:
By the Cauchy-Schwartz-Bunyakovsky inequality we get:
trace(R E e (t)e(t)) dt and recalling (2.4) we obtain:
Let us estimate sup E N α. We first note that: 
Combining this with (3.23) and recalling (3.22) we find that 1 µ N σ(u, T, ) is represented by (3.24) . Now, we note that z is uniquely defined by g and u through (3.21) and g may be considered as a "free parameter" which belongs to the "null-space" of the linear operator associated to (3.21) (see [22] for the further details). In other words, the adjoint DAE (3.21) is overdetermined as the original DAE (3.1) is underdetermined. Since the minimax estimateû should have the minimal worst-case estimation error, the latter is represented by σ and σ depends on the "free parameter" g, it follows that we can determine the minimax estimateû by minimizing σ with respect to u, g, provided z solves the adjoint equation (3.21) . This completes the proof.
Corollary 3.7. The unique solution of (3.20) is given by:
. The optimal value of the cost is σ(u, T, ) = µ N K N (T ) · , provided K N = V U −1 and the matrix-valued functions V, U solve the following linear Hamiltonian ODE: The minimax estimateû(y) may be represented as an output of the linear system, that isû(y) = ·â N (T ) whereâ N solves the following ODE: In particular, we have that for all :
Proof of the first part of the Corollary follows from the well-known results of LQ-control theory [19] 
This observation makes it clear that
On the other hand,
3), (3.3) and so, for large enough N , we have that U , V can be made arbitrarily close to the solutions of the following system:
and the minimax filterâ N becomes arbitrarily close to the solution of
In other words, the minimax projection method guarantees that (3.26) converges to the minimax estimate of the infinitedimensional system (2.1). On the other hand, the constant C(ε, v) in the estimate (3.4) for the Laplacian ∆I(x, t) is very conservative: the errors e m , e o decay faster than λ can be seen from (3.12) and (A.3) . Therefore, in practice, it is not necessary (but, of course, is sufficient) to choose N so that λ 
(Ω) ≈ 0 and N is large enough to numerically resolve the system (2.1) for the anticipated model error f . Then the estimate may be obtained from (3.27). We will apply this method in Section 5.
4. Structure preserving discretization. In this section we discretize the cost function σ using a quadrature rule and compute the discrete-time minimax estimate n →û n which is the unique minimum point of the discretized cost. As a result, the discrete minimax estimate n →û n inherits the key geometric property of the continuous one: it can be represented in terms of the solution of a discrete Hamiltonian system which is, in turn, a discrete version of the continuous Hamiltonian system (3.25) . This allows us, in particular, to representû n in the form of discrete minimax filter n →â n N and derive a representation for discrete σ which is similar to the continuous one given in Corollary 3.7. Also we prove that non-stationary Lyapunov function is preserved along the trajectories of n →â 
, y(i, n) are defined analogously, and
We set by definition
In the next proposition we construct the linear discrete minimax filter n →â 
in , and U n , V n and U in , V in are defined as solutions of the variational equations:
Then min σ L = µ N K N (L) · and the minimax error and estimate admit the following approximation:
Proof. Let us prove that min
To this end we define z n := U n U −1 L and p n := V n z 0 and set δz in := δU in z 0 , δp in := δV in z 0 , z in := U in z 0 and
N +1 SH N (n)p n , where C N (n) stands for C N (t n ) and similarly for R N (n), H N (n), with intermediate valueŝ
We claim thatû n and g n minimize the discrete cost function σ L defined by (4.1) over solutions of (4.2) . To see this one needs to check that
The latter can be proved by plugging the expressions for p n , z n into the right hand side of the following sub-gradient inequality:
un−ûn gn−ĝn , and integrating the resulting expression by parts using the following formulae:
which holds for any RK method satisfying M jk ≡ 0. Now, recalling the definitions of p n and p in given at the very beginning of the proof, we note that
in . Plugging these formulas into (4.6) and using (4.4) one easily gets:
To prove (4.5) we recall that, by Corollary 3.7 σ(u, T,
where the matrix-valued functions V , U solve (3.25). We stress that the assumption M jk ≡ 0 is precisely the necessary condition that (4.4) be a symplectic s-stage RK method (see for instance [10, p.192] ) for (3.25) . In addition, we have
, as the RK-method has order p by assumption. Now, we note that, although U −1 (T ) is well defined, it can be illconditioned numerically. To overcome this we note that under the change of variables U (t) := U (t)X, V (t) := V (t)X, where U , V solve (3.25), one would get that K N (t) =
. Therefore, we are free to re-initialize U n , V n at each time-step t n , that is we can compute
n+1 , where V n+1 , U n+1 are obtained through (4.4) with V n = K n N and U n = I. Computed in this way U L is well-conditioned as it is close to the identity matrix I and so
n . This and (4.7) proves the first equality in (4.5). Let us prove the second equality in (4.5). To this end we recall that the minimax estimatê u(y) = ·â N (T ) by Corollary 3.7 whereâ N solves (3.26). On the other hand, we note that (4.3) is an s-stage symplectic RK method for (3.26) and so one has at least
is smooth then the previous estimate can be improved.
Corollary 4.2. Assume that the coefficients a ij , b i are chosen so that RKmethod corresponds to a Gauss-Legendre method (see [10, p.34] ). Then the order of the method is p = 2s, and for s = 1 the discrete system (4.3) reads as the implicit midpoint rule:
)(y(t n+
1n and V 1n , U 1n solve (4.4) with s = 1. If the coefficients a ij , b i are chosen so that the RK method corresponds to a diagonally implicit RK method of order p (see [10, p.147 ]) then the s-stage method (4.3) may be represented as a composition of implicit midpoint steps [10, p.192] .
Remark 3. Let us define the estimation error ξ(t) := a true N (t) −â N (t). Then, by differentiating ξ and using (3.1) and (3.26) it is easy to derive that
o . Now, by using (3.25) it is not hard to note that
Then we have:
N ξ · m is dominated by the quadratic term. Now, by using argument of [8] it may be demonstrated that (K N ) −1 ξ n · ξ n decays.
5. Case study. As proof of concept for the minimax projection method, in this section we compute an idealized experiment with specifications similar to real pollutant tracking problems. In particular, we assume that the observations of a discharged pollutant are available in the form of images in which observation data is either lacking or occluded by moving clouds, making it impossible to track and predict the pollutant from the image data only. Specifically, we will consider two test cases in which the observations differ. In Case I, we impose incomplete observations as well as a moving cloud profile over the domain. In Case II, we consider a situation in which observations have large error over part of the domain. We first describe Case I in detail, then point out the differences with Case II.
Test Case I.
The pollutant is discharged in the center of the domain Ω = (0, 2π) 2 . The initial concentration I 0 (x, y) is a radial Gaussian profile centered at (π, π) with standard deviation 2. The pollutant concentration I(x, y, t) evolves according to the linear transport equation (2.1) with ε = 0. The fluid flow v = (u(x, y, t), v(x, y, t) ) is computed by solving the 2D incompressible Euler equation in vorticity-stream function form as suggested in [11] with homogeneous Dirichlet boundary conditions for vorticity and stream functions. The initial vorticity field is obtained from the Matlab peaks function. The vorticity field is then approximated by using a Fourier pseudospectral discretization on a uniform 128 x 128 grid, denoted Γ, with 4th order explicit Runge-Kutta time stepping. For each time step we project the vorticity field onto a span of eigenfunctions of the Laplacian, {ϕ ks = sin( k,s=1 to compute the stiffness matrix A N (t). Model error f was represented as a linear combination of ϕ ks with random coefficients uniformly distributed in (0, 1). Finally, the resulting non-stationary, non-homogeneous linear system for the projection coefficients a true N was integrated in time using the implicit midpoint rule to obtain semi-analytical representation for I(x, y, t) = To generate observations y(hn) we projected the continuous in space snapshots I(x, y, hn) onto the grid Γ, so that y(nh) is an M := 128 2 -vector: y(nh) = I(x i , y j , nh) for x i , y j in Γ. Accordingly, we set g ij := ε −2 B( . The weighting matrix R is set up so that the occluded regions have variance 10000 and the rest of the observed image has variance 0.01. We assume that the "pixels" are uncorrelated according to the hyperbolic nature of (2.1) and so R is diagonal.
For the minimax projection method we followed the procedure given in Remark 2. Namely, we checked that µ N ≈ 1 and
2 . We also ensured that (2.1) was well-resolved numerically as can be assessed visually looking at version of the transport equation,(2.1) with ε = 0.01, which is equivalent to adding ε diag(λ 1 . . . λ N ) to the stiffness matrix −A N computed for (2.1) as described above. The latter introduces non-additive model error which is taken into account together with additive model error f by setting Q(x, t) ≡ 1. We also used Q 0 (x) ≡ 0.01I reflecting the fact that we do not have any information about the initial condition (the place and amount of the discharge). The discrete minimax estimateâ n N was implemented by using the implicit midpoint rule (4.8) and the discrete gain K N (n + 1) was computed using (4.4) with s = 1 and re-initialization U n = I, V n = K n N discussed in the proof of Proposition 4.1. As was suggested in Remark 2 we dropped all the We note that after the transition phase the estimate reconstructs the solution occluded by clouds and in the unobserved region: Fig. 5 .1g, 5.1h, 5.1i). The reason for this is that the flow v is quite strong across the boundary of O 1 and so the "trusted" observations from the adjacent regions flow into the unobserved region. The latter allows the filter to pick-up the right shape and the magnitude of the image in O 1 . We also observe that the model error is smoothed out which explains the 20% relative error of the final estimate. Finally, the dynamics of the relative estimation error
is compared against the relative observation error in Fig. 5 .2b: estimation error drops from 100% to 20% as opposed to the observation error which stays above 200%.
Test Case II.
The second test case simulates a scenario in which observations are unreliable in a part of the domain, e.g. due to an instrument failure. To model this situation, the domain was partitioned into a 3 × 3 array, and two subdomains occluded: the centermost subdomain O 2 = {(x, y) | For Case II, the true solution was computed at higher resolution, using a 75-mode truncation in each direction, i.e. N = 75
2 . Furthermore, the model was assumed perfect: f ≡ 0. Imperfect observations of the square regions O 2 and O 3 were obtained from the discrete images y(nh) by setting I(x i , y j , nh) = 0 for (x i , y j ) ∈ O 2,3 ⊂ Γ. The observed images y(nh) together with the relative norm of the resulting observation error are shown on Fig. 5 .3a-5.3g. Observation uncertainty was again defined by diagonal R with occlusion patches having variance 10000 compared to variance 0.01 elsewhere. We also used Q 0 (x) ≡ 0.01I reflecting the fact that we do not have any information about the initial condition (the place and amount of the discharge), and Q(x, t) ≡ 100, to indicate high confidence in our PDE model (2.1).
The estimation results (in the "space of images") are shown on Fig. 5.3b, 5 .3e, 5.3h. We note that again after the transition phase the estimate perfectly reconstructs the central occluded region O 2 ; i.e. Fig. 5 .3g, 5.3h, 5.3i) thanks to the very strong flow v over O 2 . In contrast, v is not strong in the lower-left region O 3 and so the reconstruction is imperfect. This intuitive description is in full agreement with Fig. 5.4c were the uncertainty map (minimax errors in the "space of images") and the corresponding occlusion pattern are shown: as we can see the uncertainty is quite high in O 3 as opposed to O 2 . Finally, the relative estimation error drops from 100% to 8% as opposed to the relative observation error which stays above 45% (see Fig. 5 .4b).
6. Conclusion. In this paper we solve the state estimation problem for linear parabolic PDEs using a "discretize and optimize" strategy. That is, to project PDE (2.1) and its solution I onto a finite-dimensional space, to bound the truncation error, and then derive the DAE for the projection coefficients. Using the minimax approach we derive the state estimate for the DAE in the form of the linear filter (3.26) which depends on the number of the basis functions N and the norm of ∆I through the terms involving λ 
Consequently, for large enough N these terms have little or no impact and the constructed estimate converges to the infinitedimensional state estimator. We conclude that the "discretize and optimize" strategy adopted in the paper is equivalent to "optimize and discretize" in the limit N → ∞.
Existence and uniqueness of I ∈ B(T ) solving (A.1) was proved in [21] . The estimate (A.2) can be verified projecting (A.1) on the span of {ψ k := λ (Ω) with respect to the inner product u, v 1 := ∇u, ∇v L 2 (Ω) , and estimating the projection coefficients by applying the CauchySchwatrz-Bunyakovsky inequality. Let us now prove that ∆I(·, t) ∈ L 2 (Ω) for almost all t ∈ (0, T ). Indeed, we introduce a linear operator v → I assigning v ∈ X(T ) := L ∞ (0, T, H 1 0 (Ω)) the solution I ∈ B(T ) of (A.1) which corresponds to
. Then, by applying the same argument as in [7, p .425], we prove that v → I has a fixed point I * ∈ X(T * ) for small enough 0 < T * ≤ T . Therefore, the parabolic equation ∂ t I + AI = f , I(x, 0) = 0 has a unique solution I ∈ B(T * ) and so ∆I(·, t) ∈ L 2 (Ω) for almost all t ∈ (0, T * ). In the case I(x, 0) = I 0 = 0 we have that AI 0 ∈ L 2 (0, T * , L 2 (Ω)) and so the PDE ∂ t I 1 + AI 1 = f − AI 0 , I 1 (x, 0) = 0 has the unique solution I 1 ∈ B(T * ). But then I := I 1 + I 0 solves ∂ t I + AI = f , I(x, 0) = I 0 and ∆I(·, t) = ∆I 1 + ∆I 0 ∈ L 2 (Ω) for almost all t ∈ (0, T * ). Now, to conclude the proof, we split up the original interval (0, T ) into sub-intervals (0, T * ), (T * , 2T * ) and so forth, and repeat the above argument to prove that ∆I(·, t) ∈ L 2 (Ω) for almost all t ∈ (0, T ).
A. 
Now, we claim that:
Indeed, it is sufficient to apply integration by parts (3.9) to the left hand side of (A.4) and note that tr(v(·, t) · ∇I N (·, t)) = 0. The latter can be shown, in turn, by approximating M i (·, t) ∈ H [7] ). Now, combining (A.4) with (A.3) we get:
(A.5)
Let us now estimate the last term in (A.5). (3.10) implies:
Denote (Ω) and consequently we can write:
Now, recalling that
for a convex open bounded domain Ω (see [1, 13] ), we bound v j · ∇I N (·, t) 2 1 by applying CauchySchwarz-Bunyakovsky inequality:
Now, recalling that v j → v(·, t) in H 1 (Ω) and taking limits in the above inequality, we deduce that it holds true for v(·, t) ∈ H 1 0 (Ω) (for almost all t). This latter observation, equation (A.6) and equation (A.3) prove (3.3).
A.3. Proof of Lemma 3.4. Proof. Let I solve (2.1). Then, ε∆I = ∂ t I + v · ∇I − f in Ω and so:
(A.7)
Applying the energy method [7, p .372] we obtain:
(A.8)
By (A.6) we get:
This and (A.8) imply that the sequence {∂ t I N } N ∈N is bounded in L 2 (0, T, L 2 (Ω)) and so we can find a subsequence {∂ t I N k } weakly converging to ∂ t I in L 2 (0, T, L 2 (Ω)). As the norm in L 2 (0, T, L 2 (Ω)) is weakly lower-semicontinuous we get:
(A.9)
Since (A.8) holds for any T > 0, it follows by the Gronwall inequality in the integral form that:
and by the weak convergence argument we get the same estimate for ∇I(·, t). Combining this latter estimate with (A.7) and (A.9) gives (3.4).
