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Abstract
In the present paper, discussion of perturbations against a Q-ball solution is continued.
It is shown that in order to correctly describe perturbations containing nonoscillation
modes, it is also necessary to consider nonlinear equations of motion for the perturbations,
like in the case of oscillation modes only. It is also shown that the additivity of the
charge and the energy of different modes holds for the most general nonlinear perturbation
consisting of oscillation and nonoscillation modes.
1 Introduction
Recently, it was shown [1] that in order to correctly describe perturbations against a background
Q-ball solution [2],1 it is not sufficient to consider only the linearized equations of motion for
the perturbations. In particular, the correct nonzero values of the charge and the energy of a
perturbation can be obtained using the equations of motion for perturbations that contain at
least the second order in the perturbations (the use of only the linearized equations of motion
leads to a nonconservation of charge and energy of the perturbations). In addition, the use of
such nonlinear equations also results in the additivity of the charge and the energy of different
nonlinear modes forming the perturbation.
Meanwhile, only the nonlinear oscillation modes were thoroughly examined in [1], whereas
the validity of the additivity property for the nonlinear nonoscillation modes was not checked.
In the present paper I show that the use of nonlinear equations of motion for the perturbations
(at least up to the second order in the perturbations) is necessary for describing both the
oscillation and nonoscillation modes and for the validity of the additivity property for these
nonlinear modes.
To begin with, let us briefly describe the results obtained in [1]. The action for a complex
scalar field φ in the flat (d+1)-dimensional space-time with d ≥ 1, providing a Q-ball solution,
1It should be noted that solutions of the Q-ball type were discussed in the literature earlier [3–6].
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has the standard form
S =
∫ (
φ˙∗φ˙−
d∑
j=1
∂jφ
∗∂jφ− V (φ∗φ)
)
dtddx, (1)
where φ˙ = ∂tφ. The ansatz for a Q-ball is
φ0(t, ~x) = e
iωtf(r). (2)
Here r =
√
~x2 and f(r) is a real function without nodes (without loss of generality, one can set
f(r) > 0 for any r), satisfying the boundary conditions ∂rf(r)|r=0 = 0, lim
r→∞
f(r) = 0 and the
equation
ω2f +∆f − dV
d(φ∗φ)
∣∣∣∣
φ∗φ=f2
f = 0, (3)
where ∆ =
d∑
j=1
∂2j .
The global U(1) charge is
Q = i
∫ (
φφ˙∗ − φ∗φ˙
)
ddx, (4)
giving for the Q-ball
Q0 = 2ω
∫
f 2ddx. (5)
In what follows, I consider only the classically stable Q-balls such that dQ0
dω
< 0 [7–11] (for the
proof of the classical stability criterion based on the use of only the linearized equations of
motion for perturbations, like in [12–14] for the nonlinear Schro¨dinger equation, see [15]). The
energy of the system is
E =
∫ (
φ˙∗φ˙+
d∑
j=1
∂jφ
∗∂jφ+ V (φ
∗φ)
)
ddx. (6)
Now let us consider small perturbations against Q-ball solution (2), in the form
φ(t, ~x) = eiωt
(
f(r) + ϕ(t, ~x)
)
. (7)
It was shown in [1] that in order to correctly describe the properties of perturbations consisting
of oscillation modes (in particular, to obtain correct nonzero values of their charge and energy),
it is necessary to consider a nonlinear equation of motion for the perturbations, at least up
to the second order in the perturbations. Namely, it is necessary to consider the equation of
motion
ω2ϕ− 2iωϕ˙− ϕ¨+∆ϕ− Uϕ− S(ϕ+ ϕ∗)− S 1
f
(ϕ2 + 2ϕ∗ϕ)− J(ϕ+ ϕ∗)2 = 0, (8)
where
U(r) =
dV
d(φ∗φ)
∣∣∣∣
φ∗φ=f2(r)
, S(r) =
d2V
d(φ∗φ)2
∣∣∣∣
φ∗φ=f2(r)
f 2(r), J(r) =
1
2
d3V
d(φ∗φ)3
∣∣∣∣
φ∗φ=f2(r)
f 3(r).
(9)
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Equation (8) follows directly from the equation of motion for the scalar field, which comes from
action (1). In this case, a single nonlinear mode takes the form
ϕn(t, ~x) = αψ1,n(t, ~x) + α
2ψ2,n(t, ~x), (10)
where the real parameter α ≪ 1 is introduced for convenience and can be considered as the
expansion parameter (in such a case, the functions ψ1,n(t, ~x) and ψ2,n(t, ~x) can be considered
to be of the order of f(r)). Here ψ1,n(t, ~x) satisfies the linearized equation of motion, following
from (8). The standard ansatz for ψ1,n(t, ~x) has the form [16, 17]
ψ1,n(t, ~x) = an(~x)e
iγnt + bn(~x)e
−iγ∗
n
t, (11)
with the subscript n enumerating different modes.2 Note that γn can be either real or purely
imaginary [15]. The second case corresponds to the instability mode, which is absent in the case
of a classically stable Q-ball.3 Thus, here we can take γn to be real (without loss of generality,
γn can be chosen, say, to be positive). The function ψ2,n(t, ~x) is a correction coming from (8).
Thus, the whole mode (10) solves nonlinear equation (8) up to terms quadratic in the expansion
parameter α.
The charge and the energy of the perturbation up to the quadratic order in ϕ are
Qp = Q−Q0 =
∫ (
2ωf(ϕ+ ϕ∗) + if(ϕ˙∗ − ϕ˙) + 2ωϕ∗ϕ+ i(ϕ˙∗ϕ− ϕ∗ϕ˙)
)
ddx, (12)
Ep = E − E0 = ωQp +
∫ (
iω(ϕ˙∗ϕ− ϕ∗ϕ˙) + ϕ˙∗ϕ˙− 1
2
ϕ¨∗ϕ− 1
2
ϕ∗ϕ¨
)
ddx, (13)
where E0 is the Q-ball energy. Substituting
ϕ(t, ~x) =
∑
n
(
αψ1,n(t, ~x) + α
2ψ2,n(t, ~x)
)
+
∑
n,n′
n′<n
α2ψ×n,n′(t, ~x), (14)
which is a solution of Eq. (8) (here ψ×n,n′(t, ~x) stand for the overlap terms between different
modes due to nonlinearity of Eq. (8); see [1] for the explicit form of the solution), into (12) and
(13), and keeping the terms up to the second order in α, one can get the following result [1]:
Qp = α
2
∑
n
∫ (
ω(ξ∗nξn + η
∗
nηn) + γn(ξ
∗
nηn + η
∗
nξn)−
1
f
∂f
∂ω
S(3ξ∗nξn + η
∗
nηn)− 4
∂f
∂ω
Jξ∗nξn
)
ddx,
(15)
Ep = ωQp + α
2
∑
n
∫ (
γ2n(ξ
∗
nξn + η
∗
nηn) + ωγn(ξ
∗
nηn + η
∗
nξn)
)
ddx, (16)
where ξn(~x) = an(~x) + b
∗
n(~x) and ηn(~x) = an(~x) − b∗n(~x). Formulas (15) and (16) demonstrate
the following:
2For simplicity, I take only the modes from the discrete part of the spectrum. But it is clear that the modes
from the continuous part of the spectrum, if they exist, can easily be taken into account. The simplest way to
do it is to put the system into a “box” of a finite size.
3Since the exponentially growing instability mode destroys a classically unstable Q-ball with dQ0
dω
> 0,
practically it does not make sense to examine perturbations against such a Q-ball in detail.
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1. Each nonlinear oscillating mode can be characterized only by solution (11) to linearized
equations of motion, because Qp and Ep can be represented only through the functions
ξn, ηn and the frequencies γn; see (15) and (16).
2. Herewith, contribution of the nonlinear part of the solution is important: it was shown
in [1] that the use of only the linear part of the perturbation for calculating its charge
and energy up to the quadratic order in α leads to a nonconservation of charge and
energy. One can also see that the function J(r) in the last term of (15) originates from
the nonlinear part of Eq. (8).
3. The additivity property is valid for the charge and the energy of the perturbation consist-
ing of oscillation modes; i.e., the total charge and the total energy of the perturbation are
just the sums of the charges and the energies of each nonlinear oscillation mode, though
the nonlinear solution for the perturbation contains explicit overlap terms between dif-
ferent oscillation modes.
Thus, taking into account the nonlinear corrections ψ2,n(t, ~x) and ψ
×
n,n′(t, ~x) not only restores
the conservation of charge and energy, but also leads to their additivity for the oscillation
modes.
2 Nonoscillation modes
In [1], the additivity property was proven to be valid for the oscillation modes only, whose
linear parts have the form (11). However, the linearized equation of motion
ω2ϕlin − 2iωϕ˙lin − ϕ¨lin +∆ϕlin − Uϕlin − S(ϕlin + ϕ∗lin) = 0 (17)
provides other solutions, which have completely different forms. In particular, one can check
that the modes (in fact, all these modes correspond to different symmetries of the system)
ϕ
U(1)
lin (t, ~x) = ǫif(r), (18)
ϕ
Tr,j
lin (t, ~x) = lj ∂jf(r), (19)
ϕ
Lor,j
lin (t, ~x) = vj (t∂jf(r) + iωxjf(r)) , (20)
ϕωlin(t, ~x) = δω
(
∂f(r)
∂ω
+ itf(r)
)
(21)
satisfy Eq. (17). Formally, solutions (20) and (21) can be used for t . 1
ω
. Here ǫ, lj , vj , and
δω are the corresponding small (expansion) parameters and xj = x
j , j = 1, ..., d. Mode (18)
corresponds to the global U(1) symmetry, mode (19) corresponds to the translational symmetry,
mode (20) corresponds to the Lorentz symmetry, and mode (21) corresponds to the change of
the Q-ball frequency ω. Solutions (18)–(20) were discussed in [1] separately; it was shown that
the nonlinear corrections are important for obtaining correct values of Qp and Ep for these
modes. Namely, it was shown that up to the quadratic order in the expansion parameters
QU(1)p = 0, E
U(1)
p = 0, ϕ
U(1) = ǫif − ǫ2 1
2
f, (22)
4
QTr,jp = 0, E
Tr,j
p = 0, ϕ
Tr,j = lj ∂jf + l
2
j
1
2
∂2j f, (23)
QLor,jp = 0, E
Lor,j
p =
E0v
2
j
2
, ϕLor,j = vj (t∂jf + iωxjf)
+ v2j
(
1
2
xj∂jf +
1
2
t2∂2j f −
1
2
ω2x2jf + i
(
ωtxj∂jf +
1
2
ωtf
))
. (24)
As a trivial demonstration of the necessity of the nonlinear parts of the solutions, one can
consider the case of the mode corresponding to the global U(1) symmetry. Using (12) and (13),
it is easy to check that the use of only the linear part of the solution, i.e., ϕU(1) = ϕ
U(1)
lin = ǫif ,
leads to [1]
QU(1)p = 2ǫ
2ω
∫
f 2ddx, EU(1)p = 2ǫ
2ω2
∫
f 2ddx, (25)
which looks unphysical, because multiplication of the initial solution f by eiǫ does not change
the total charge and energy, so we expect to get Q
U(1)
p = 0, E
U(1)
p = 0. However, we indeed
get Q
U(1)
p = 0, E
U(1)
p = 0 (of course, up to the terms ∼ ǫ2 in this approximation) for the
nonlinear solution presented in (22). Analogous reasonings can be applied to other modes.
Thus, the values of Qp and Ep in (22)–(24) are expected from the physical point of view.
However, these modes were considered in [1] separately, without taking into account that the
whole perturbation may include all these modes and, in addition, the oscillation modes.
It is not clear whether the additivity property is valid for the nonoscillation nonlinear
modes in the general case. In principle, the additivity property is expected to hold for the
mode corresponding to the global U(1) symmetry (22) and for the translational mode (23).
Indeed, since multiplication of the whole solution by a phase factor or its translation in a
spatial coordinate does not change the total charge and energy of the system, there should not
be overlap terms between these modes and other nonlinear modes of the perturbation in the
expressions for the charge and the energy (but there should be overlap terms in the nonlinear
solution for the perturbation). Meanwhile, since mode (24) has a nonzero contribution to the
energy, whereas the mode corresponding to the change of the Q-ball frequency changes the
charge and the energy of the system (it is demonstrated below), the answer is not so obvious.
Moreover, naively one may suppose that the additivity property for the nonlinear oscillation
modes is valid because of their oscillation form, which is the same for each mode. Below I
demonstrate that the additivity property (of course, up to the terms quadratic in the expansion
parameters) is valid for the nonlinear perturbation consisting of the oscillation modes and of
the nonlinear modes corresponding to (18)–(21), too.
2.1 The mode corresponding to the change of the Q-ball frequency
To start with, let us first consider the nonlinear mode, corresponding to (21), separately. One
can check that
ϕω(t, ~x) = δω
(
∂f
∂ω
+ itf
)
+ δω2
(
1
2
∂2f
∂ω2
+ it
∂f
∂ω
− 1
2
t2f
)
(26)
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satisfies Eq. (8) up to the terms ∼ δω2. When checking the fulfillment of Eq. (8), it is convenient
to use the equations
Lˆ2f = 0, (27)
∂ω(Lˆ2f) ≡ Lˆ1∂ωf − 2ωf = 0, (28)
∂2ω(Lˆ2f) ≡ Lˆ1∂2ωf − 4ω∂ωf − 2f + (6Sf−1 + 8J)(∂ωf)2 = 0, (29)
where the operators Lˆ1 and Lˆ2 are defined as
Lˆ1 = −∆+ U(r) + 2S(r)− ω2, (30)
Lˆ2 = −∆+ U(r)− ω2. (31)
Equation (27) is just Eq. (3) for the Q-ball profile.
Note that the terms ∼ t and ∼ t2 in (26), which grow with time, do not indicate any
instability. Indeed, these terms are just the parts of the first two terms of the decomposition
of ei(ω+δω)tf(r, ω+ δω)− eiωtf(r, ω), and it is clear that the latter function is bounded in time.
Substituting (26) into (12) and retaining the terms ∼ δω and ∼ δω2, after some straight-
forward calculations one gets
Qωp =
dQ0
dω
δω +
1
2
d2Q0
dω2
δω2, (32)
which is the expected result. For the energy, we get
Eωp = ωQ
ω
p +
1
2
dQ0
dω
δω2 = ω
dQ0
dω
δω +
1
2
(
ω
d2Q0
dω2
+
dQ0
dω
)
δω2. (33)
An important point is that ϕω is the only mode providing nonzero contributions to the charge
and the energy, which are linear in the small parameter (i.e., the terms ∼ δω in (32) and (33)).
Indeed, all the other modes have no nonzero contributions ∼ α, ∼ ǫ, ∼ lj or ∼ vj to Qp and
Ep; see (15), (16), and (22)–(24). We discuss this property of the ϕ
ω mode later.
There is an additional way to check the validity of formula (33). It is well known that the
relation
dE0
dω
= ω
dQ0
dω
(34)
holds for Q-balls. Differentiating this relation with respect to ω, one gets
d2E0
dω2
= ω
d2Q0
dω2
+
dQ0
dω
. (35)
Substituting (34) and (35) into (33), we get the expected result
Eωp =
dE0
dω
δω +
1
2
d2E0
dω2
δω2. (36)
2.2 Structure of the nonlinear perturbation
Suppose that we have a perturbation whose linear part has the most general form
ϕlin(t, ~x) =
∑
n
αψ1,n(t, ~x) +
∑
m
βmθ1,m(t, ~x), (37)
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where θ1,m(t, ~x) corresponds to solutions (18)–(21) of the linearized equation of motion and βm
denote the expansion parameters ǫ, lj , vj , and δω (with j = 1, ..., d). For the convenience, these
parameters are presented in (37) explicitly. In this case, the full nonlinear perturbation up to
the terms quadratic in α and βm takes the form (see also (14))
ϕ(t, ~x) =
∑
n
αψ1,n(t, ~x) +
∑
n
α2ψ2,n(t, ~x) +
∑
n,n′
n′<n
α2ψ×n,n′(t, ~x)
+
∑
m
βmθ1,m(t, ~x) +
∑
m
β2mθ2,m(t, ~x) +
∑
m,m′
m′<m
βmβm′θ
×
m,m′(t, ~x)
+
∑
n,m
αβmκ
×
n,m(t, ~x). (38)
Here the term ∼ θ2,m(t, ~x) corresponds to the nonlinear part of the mth single nonoscillation
mode; the term ∼ θ×m,m′(t, ~x) corresponds to the nonlinear overlap solution between mth and
m′th nonoscillation modes; and the term ∼ κ×n,m corresponds to the nonlinear overlap solution
between the nth oscillation mode and mth nonoscillation mode. It was shown in [1] that the
terms in Qp and Ep containing ψ
×
n,n′(t, ~x), ψ1,n(t, ~x), and ψ1,n′(t, ~x) that are ∼ α2, i.e., the
overlap terms between different oscillation modes, compensate each other in Qp and Ep. Below
we calculate the contributions ∼ αβm and ∼ βmβm′ to Qp and Ep.
2.3 Overlap terms between oscillation and nonoscillation modes
First, let us consider the case of one oscillation mode and one nonoscillation mode. One can
see that the linear part of each nonoscillation mode (18)–(21) can be rewritten in a universal
form,
θ1(t, ~x) = A(~x) + tB(~x), (39)
where A(~x) and B(~x) are complex functions (for simplicity, here I drop the subscript m labeling
the mode). Substituting this ansatz into linear equation (17), we obtain the system of equations
Lˆ1(A+ A
∗) = −2iω(B − B∗), (40)
Lˆ1(B +B
∗) = 0, (41)
Lˆ2(A− A∗) = −2iω(B +B∗), (42)
Lˆ2(B − B∗) = 0, (43)
where the operators Lˆ1 and Lˆ2 are defined by (30) and (31).
The linear part of any oscillation mode is defined by
ψ1(t, ~x) = a(~x)e
iγt + b(~x)e−iγt, (44)
with γ 6= 0; see (11) (again, for simplicity, here I drop the subscript n). The linearized equations
of motion can be rewritten in the useful form [1]
Lˆ1ξ − 2ωγη − γ2ξ = 0, (45)
Lˆ2η − 2ωγξ − γ2η = 0, (46)
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where ξ(~x) = a(~x) + b∗(~x) and η(~x) = a(~x)− b∗(~x).
The structure of solutions (39) and (44), together with the form of nonlinear equation of
motion (8), suggests that the nonlinear overlap term between these modes κ×(t, ~x) has the form
κ×(t, ~x) +
(
κ×(t, ~x)
)
∗
= ρ1(~x)e
iγt + ρ∗1(~x)e
−iγt + t
(
ρ2(~x)e
iγt + ρ∗2(~x)e
−iγt
)
, (47)
κ×(t, ~x)− (κ×(t, ~x))∗ = δ1(~x)eiγt − δ∗1(~x)e−iγt + t (δ2(~x)eiγt − δ∗2(~x)e−iγt) . (48)
Substituting (39), (44), (47), and (48) into nonlinear equation of motion (8), keeping the
corresponding overlap terms and isolating the terms with different dependence on time t, we
can get the equations of motion for the functions ρ1(~x), ρ2(~x), δ1(~x), and δ2(~x),
− γ2ρ1 + 2iγρ2 − 2ωγδ1 + 2iωδ2 + Lˆ1ρ1 = −
(
3
S
f
+ 4J
)
ξ(A+ A∗) +
S
f
η(A−A∗), (49)
− γ2ρ2 − 2ωγδ2 + Lˆ1ρ2 = −
(
3
S
f
+ 4J
)
ξ(B +B∗) +
S
f
η(B −B∗), (50)
− γ2δ1 + 2iγδ2 − 2ωγρ1 + 2iωρ2 + Lˆ2δ1 = −S
f
ξ(A−A∗)− S
f
η(A+ A∗), (51)
− γ2δ2 − 2ωγρ2 + Lˆ2δ2 = −S
f
ξ(B − B∗)− S
f
η(B +B∗). (52)
Not all these equations are used in the subsequent calculations, only Eqs. (51) and (52).
Now let us substitute (39), (44) and (47), (48) (multiplied by the corresponding small
parameters) into (12). After some algebra, we get for the overlap term
Q×p = αβ
∫
ddx
(
eiγt
[
2ωfρ1 + γfδ1 − ifδ2
+
1
2
(
(A+ A∗)(2ωξ + γη)− (A−A∗)(2ωη + γξ)− i(B − B∗)ξ + i(B +B∗)η
)]
+teiγt
[
2ωfρ2 + γfδ2 +
1
2
(
(B +B∗)(2ωξ + γη)− (B −B∗)(2ωη + γξ)
)]
+ c.c.
)
. (53)
To calculate Q×p , let us perform the following steps. First, let us take Eq. (52), multiply it
by f , and integrate the result over the space. We get∫
ddx (2ωfρ2 + γfδ2) =
1
γ
∫
ddx (Sξ(B −B∗) + Sη(B +B∗)) , (54)
where we have used the fact that Lˆ2f = 0 (see Eq. (27)). Analogously, let us take Eq. (51),
multiply it by f , and integrate the result over the space. Using Lˆ2f = 0 and relation (54), we
get ∫
ddx (2ωfρ1 + γfδ1 − ifδ2)
=
1
γ
∫
ddx (Sξ(A−A∗) + Sη(A+ A∗)) + i
γ2
∫
ddx (Sξ(B − B∗) + Sη(B +B∗)) . (55)
Second, let us take the integral ∫
ddx(B − B∗)Lˆ1ξ. (56)
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On the one hand,∫
ddx(B − B∗)Lˆ1ξ =
∫
ddx(B −B∗)
(
Lˆ2 + 2S
)
ξ
=
∫
ddx ξLˆ2(B − B∗) + 2
∫
ddx(B − B∗)Sξ = 2
∫
ddx(B − B∗)Sξ, (57)
where we have used definition (30) of the operator Lˆ1 and Eq. (43). On the other hand,∫
ddx(B − B∗)Lˆ1ξ =
∫
ddx(B − B∗)(2ωγη + γ2ξ), (58)
where we have used (45). Combining relations (57) and (58), we obtain∫
ddxSξ(B − B∗) = 1
2
∫
ddx(B −B∗)(2ωγη + γ2ξ). (59)
Analogously, using the integral ∫
ddx(B +B∗)Lˆ2η (60)
and Eqs. (41) and (46), one can get∫
ddxSη(B +B∗) = −1
2
∫
ddx(B +B∗)(2ωγξ + γ2η); (61)
using the integral ∫
ddx(A− A∗)Lˆ1ξ (62)
and Eqs. (42) and (45), one can get∫
ddxSξ(A−A∗) = 1
2
∫
ddx(A− A∗)(2ωγη + γ2ξ) + i
∫
ddxωξ(B +B∗); (63)
using the integral ∫
ddx(A+ A∗)Lˆ2η (64)
and Eqs. (40) and (46), one can get∫
ddxSη(A+ A∗) = −1
2
∫
ddx(A+ A∗)(2ωγξ + γ2η)− i
∫
ddxωη(B −B∗). (65)
And third, combining relations (54) and (55) and relations (59), (61), (63), and (65), we get∫
ddx (2ωfρ2 + γfδ2) =
1
2
∫
ddx
(
(B −B∗)(2ωη + γξ)− (B +B∗)(2ωξ + γη)
)
(66)
and∫
ddx (2ωfρ1 + γfδ1 − ifδ2)
=
1
2
∫
ddx
(
(A− A∗)(2ωη + γξ)− (A+ A∗)(2ωξ + γη) + iξ(B −B∗)− iη(B +B∗)
)
. (67)
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Finally, substituting relations (66) and (67) into (53), we easily get
Q×p = 0. (68)
Now let us turn to the calculation of E×p . According to the definition of the perturbation
energy (13) and taking into account (68), it is clear that only the linear part of the perturbation
is necessary for calculating E×p . Substituting (39) and (44) (multiplied by the corresponding
small parameters) into (13), after some algebra we get
E×p =
αβ
4
∫
ddx
(
eiγt
[
(A+ A∗)(2ωγη + γ2ξ)− (A− A∗)(2ωγξ + γ2η)
+2i(B +B∗)(ωη + γξ)− 2i(B −B∗)(ωξ + γη)
]
+teiγt
[
(B +B∗)(2ωγη + γ2ξ)− (B −B∗)(2ωγξ + γ2η)
]
+ c.c.
)
. (69)
Note that although the terms in (69) look similar to those in (53), their structure is different.
Let us take the integral ∫
ddx(A + A∗)Lˆ1ξ. (70)
On the one hand, from Eq. (45) it follows that∫
ddx(A + A∗)Lˆ1ξ =
∫
ddx(A + A∗)(2ωγη + γ2ξ). (71)
On the other hand, from Eq. (40) it follows that∫
ddx(A + A∗)Lˆ1ξ =
∫
ddx ξLˆ1(A+ A
∗) = −2i
∫
ddxωξ(B − B∗). (72)
Thus, ∫
ddx(A + A∗)(2ωγη + γ2ξ) = −2i
∫
ddxωξ(B −B∗). (73)
Analogously, using the integral ∫
ddx(A− A∗)Lˆ2η (74)
and Eqs. (46) and (42), one can get∫
ddx(A− A∗)(2ωγξ + γ2η) = −2i
∫
ddxωη(B +B∗). (75)
Substituting relations (73) and (75) into (69), we obtain
E×p =
αβ
4
(
2i
γ
+ t
)
eiγt
∫
ddx
(
(B +B∗)(2ωγη + γ2ξ)− (B −B∗)(2ωγξ + γ2η)
)
+ c.c. (76)
Now let us consider the integral ∫
ddx(B +B∗)Lˆ1ξ. (77)
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On the one hand, from Eq. (45) it follows that∫
ddx(B +B∗)Lˆ1ξ =
∫
ddx(B +B∗)(2ωγη + γ2ξ). (78)
On the other hand, from Eq. (41) it follows that∫
ddx(B +B∗)Lˆ1ξ =
∫
ddx ξLˆ1(B +B
∗) = 0. (79)
Thus, ∫
ddx(B +B∗)(2ωγη + γ2ξ) = 0. (80)
Analogously, using the integral ∫
ddx(B − B∗)Lˆ2η (81)
and Eqs. (46) and (43), one can get∫
ddx(B −B∗)(2ωγξ + γ2η) = 0. (82)
Substituting (80) and (82) into (76), we obtain
E×p = 0. (83)
Thus, we see that the overlap terms in Qp and Ep between any nonoscillation mode, whose
linear part has the form (39) and satisfies Eqs. (40)–(43), and any oscillation mode, whose
linear part has the form (44) and satisfies Eqs. (45)–(46), vanish.
2.4 Overlap terms between different nonoscillation modes
Now let us examine the overlap terms in Qp and Ep between the nonoscillation modes them-
selves. It turns out that the simplest way to demonstrate that the corresponding terms also
vanish is just to obtain the explicit solutions to the nonlinear equations of motion for the pertur-
bations and to evaluate all the necessary integrals. Below the explicit formulas for the modes,
whose linear parts are (18)–(21), together with the corresponding nonlinear overlap solutions,
are presented.
1.
βmθ1,m = ǫif, βm′θ1,m′ = lk ∂kf, (84)
βmβm′θ
×
m,m′ = lkǫ
(
i∂kf
)
. (85)
2. Here j 6= k:
βmθ1,m = lj ∂jf, βm′θ1,m′ = lk ∂kf, (86)
βmβm′θ
×
m,m′ = ljlk
(
∂j∂kf
)
. (87)
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3.
βmθ1,m = vj (t∂jf + iωxjf) , βm′θ1,m′ = ǫif, (88)
βmβm′θ
×
m,m′ = vjǫ
(
it∂jf − ωxjf
)
. (89)
4.
βmθ1,m = δω (∂ωf + itf) , βm′θ1,m′ = ǫif, (90)
βmβm′θ
×
m,m′ = ǫδω
(
i∂ωf − tf
)
. (91)
5.
βmθ1,m = vj (t∂jf + iωxjf) , βm′θ1,m′ = lk ∂kf, (92)
βmβm′θ
×
m,m′ = vjlk
(
iωxj∂kf + iωδjkf + t∂j∂kf
)
, (93)
where δjk is the Kronecker delta.
6.
βmθ1,m = δω (∂ωf + itf) , βm′θ1,m′ = lk ∂kf, (94)
βmβm′θ
×
m,m′ = lkδω
(
it∂kf + ∂k∂ωf
)
. (95)
7.
βmθ1,m = vj (t∂jf + iωxjf) , βm′θ1,m′ = δω (∂ωf + itf) , (96)
βmβm′θ
×
m,m′ = vjδω
(
ixj (f + ω∂ωf) + t (∂j∂ωf − ωxjf) + it2∂jf
)
. (97)
8. Here j 6= k:
βmθ1,m = vj (t∂jf + iωxjf) , βm′θ1,m′ = vk (t∂kf + iωxkf) , (98)
βmβm′θ
×
m,m′ = vjvk
((
1
2
+ iωt
)
(xj∂kf + xk∂jf)− ω2xjxkf + t2∂j∂kf
)
. (99)
Cases 1–6 (formulas (84)–(95)) are rather trivial, whereas cases 7–8 (formulas (96)–(99)) turn
out to be more involved.
Substituting each group of (84)–(99) into nonlinear equation of motion (8) and keeping the
terms ∼ βmβm′ , one can check that Eq. (8) is indeed satisfied. The corresponding calculations
are straightforward, though rather bulky; during the calculations, one should use Eqs. (27)–(29),
and the equations
∂j(Lˆ2f) ≡ Lˆ1∂jf = 0, (100)
∂j∂k(Lˆ2f) ≡ Lˆ1∂j∂kf + (6Sf−1 + 8J)∂jf∂kf = 0, (101)
∂ω∂k(Lˆ2f) ≡ Lˆ1∂ω∂kf − 2ω∂kf + (6Sf−1 + 8J)∂kf∂ωf = 0. (102)
Then, substituting each group of (84)–(99) into (12) and (13), isolating the terms ∼ βmβm′
and performing an integration by parts in some terms (all the calculations are straightforward,
though also rather bulky), one can easily check that the overlap terms in Qp and Ep between
all nonoscillation modes presented above also vanish.
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3 Discussion
As was shown in the previous sections, though the nonlinear overlap solutions between different
modes are not equal to 0 (formulas (47) and (48) and the corresponding formulas in (84)–(99)),
the overlap terms between different nonlinear modes in Qp and Ep, calculated up to the second
order in the expansion parameters, vanish. It means that the additivity property is valid for
the charge and the energy of all nonlinear modes forming the perturbation. Namely, for the
perturbation such that its linear part has the form
ϕlin(t, ~x) = ǫif(r) +
d∑
j=1
lj ∂jf(r) + δω (∂ωf(r) + itf(r))
+
d∑
j=1
vj (t∂jf(r) + iωxjf(r)) + α
∑
n
(
an(~x)e
iγnt + bn(~x)e
−iγnt
)
, (103)
with an(~x), bn(~x) and γn satisfying Eqs. (45) and (46), its charge and energy take the form
Qp =
dQ0
dω
δω +
1
2
d2Q0
dω2
δω2
+ α2
∑
n
∫ (
ω(ξ∗nξn + η
∗
nηn) + γn(ξ
∗
nηn + η
∗
nξn)−
1
f
∂f
∂ω
S(3ξ∗nξn + η
∗
nηn)− 4
∂f
∂ω
Jξ∗nξn
)
ddx
(104)
(see (15) and (32)), which is the sum of the charges of each nonlinear mode, and
Ep =
dE0
dω
δω +
1
2
d2E0
dω2
δω2 +
d∑
j=1
E0v
2
j
2
+ α2ω
∑
n
∫ (
ω(ξ∗nξn + η
∗
nηn) + γn(ξ
∗
nηn + η
∗
nξn)−
1
f
∂f
∂ω
S(3ξ∗nξn + η
∗
nηn)− 4
∂f
∂ω
Jξ∗nξn
)
ddx
+ α2
∑
n
∫ (
γ2n(ξ
∗
nξn + η
∗
nηn) + ωγn(ξ
∗
nηn + η
∗
nξn)
)
ddx (105)
(see (16), (24), and (36)), which is the sum of the energies of each nonlinear mode. The obtained
results can also be applied to the case of a stable scalar condensate.
As was noted above, the only mode that provides nonzero contributions to Qp and Ep that
are linear in the corresponding expansion parameter is the mode corresponding to the change
of the Q-ball frequency (26). In this connection, I comment on a possibility of creating a
perturbation without changing the total charge of the system. In paper [1] it was noted that
such a process is possible “if we somehow excite a Q-ball without changing its charge, i.e., if we
just add only the energy to the system, it may look like a process changing the original Q-ball
plus creating a perturbation”, namely,
E0[Q0]→ E0[Q0 −Qp] + Ep. (106)
In terms of the modes, this process can be described as creation of the perturbation with
a special choice of δω for mode (26). Namely, since dQ0
dω
6= 0 (recall that we consider only
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classically stable Q-balls with dQ0
dω
< 0 ), one can take
δω = −
(
dQ0
dω
)
−1
× α2
∑
n
∫ (
ω(ξ∗nξn + η
∗
nηn) + γn(ξ
∗
nηn + η
∗
nξn)−
1
f
∂f
∂ω
S(3ξ∗nξn + η
∗
nηn)− 4
∂f
∂ω
Jξ∗nξn
)
ddx,
(107)
leading to Qp = 0 up to the terms ∼ α2. For such δω, the perturbation energy takes the form
E(Qp=0)p =
d∑
j=1
E0v
2
j
2
+ α2
∑
n
∫ (
γ2n(ξ
∗
nξn + η
∗
nηn) + ωγn(ξ
∗
nηn + η
∗
nξn)
)
ddx, (108)
where the term ∼ δω2 ∼ α4 is neglected. It was demonstrated in [1] that the second integral in
(108) is always positive for nontrivial perturbations, leading to E
(Qp=0)
p > 0. Thus, it is clear
that an external energy source is necessary to create such a perturbation.
Analogously, a perturbation keeping the total energy of the system is also possible. Indeed,
for
δω = −
(
ω
dQ0
dω
)
−1
×
(
d∑
j=1
E0v
2
j
2
+ α2
∑
n
∫ (
γ2n(ξ
∗
nξn + η
∗
nηn) + ωγn(ξ
∗
nηn + η
∗
nξn)
)
ddx
+ α2ω
∑
n
∫ (
ω(ξ∗nξn + η
∗
nηn) + γn(ξ
∗
nηn + η
∗
nξn)−
1
f
∂f
∂ω
S(3ξ∗nξn + η
∗
nηn)− 4
∂f
∂ω
Jξ∗nξn
)
ddx
)
,
(109)
up to the terms ∼ α2 we get Ep = 0 and
Q(Ep=0)p = −
1
ω
(
d∑
j=1
E0v
2
j
2
+ α2
∑
n
∫ (
γ2n(ξ
∗
nξn + η
∗
nηn) + ωγn(ξ
∗
nηn + η
∗
nξn)
)
ddx
)
. (110)
One can see that ωQ
(Ep=0)
p < 0. Of course, an external charge source is necessary to create such
a perturbation.
Finally, it is interesting to note that the process of Q-ball acceleration, i.e., the process of
attaining a constant velocity ~v such that |~v| ≪ 1, can also be considered as a steplike process of
creation of modes (24). However, a more consistent description of processes of creation of the
modes can be made within the framework of the corresponding quantum theory, which should
take into account nonlinearity of the modes. Development of such a theory calls for further
investigation.
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