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1 Main result
Throughout this paper, A is assumed to be a path algebra kΔ of Dynkin
type over an algebraically closed field k, all modules are finitely generated right
A-modules. We do not distinguish between a module and its isomorphism
class, and do not distinguish between an indecomposable A-module and its
corresponding vertex in Auslander-Reiten quiver of A. The composition of two
morphisms f : x→ y and g : y → z is denoted by fg.
Let ΓA be Auslander-Reiten quiver (AR-quiver) of A, τ be Auslander-Reiten
translation. Following ref. [1], a connected subquiver of ΓA, denoted by U , is
called a complete slice provided that U intersects every τ -orbit at a vertex pre-
cisely. If U is a complete slice, then the module U = ⊕
U(a)∈U
U(a) will be called a
complete slice module where U(a) is the indecomposable module corresponding
to vertex in U .
Definition 1[2]. A module TA will be called a tilting module provided it
satisfies the following three properties:
(1) pdTA  1;
(2) Ext1A(TA, TA) = 0;
(3) there exists an exact sequence 0−→AA−→T ′A−→T ′′A−→0, with T ′A, T ′′A
being direct sums of direct summands of T .
Tilting modules have been studied in a deep-going way since the 1970s, and
they became one of the most important research subjects in the representation
theory of finite dimensional algebras. A complete slice module over a path alge-
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bra of Dynkin type is a tilting module. A tilting module is a complete slice
module if and only if it is a separating tilting module[3]. In this paper, the main
result is the following theorem:




a tilting A-module, where Ti, 1  i  n, are indecomposable direct summands.
If Ti, 1  i  n, are in the different τ -orbits of ΓA, then T is a complete slice
module.
Since n is the number of simple A-modules, namely the number of τ -orbits
in ΓA, therefore in order to prove this result, we only need to prove that all
direct summands T1, T2, · · · , Tn form a connected subquiver of ΓA. We prove
the theorem depending on combinatory analysis, and depending on analysing
hammocks[4] and complete slices in ZΔ.
2 Complete slice modules and hammocks in ZΔ
Let Δ = (Δ0,Δ1) be a quiver of Dynkin type, where Δ0 is the set of
vertices, Δ1 is the set of arrows. Let us define a translation quiver ZΔ . The
set of vertices are (a, x), a ∈ Z, x ∈ Δ0, given an arrow α : x −→ y in Δ1,
there are the arrows (a, x) −→ (a, y) and (a, y) −→ (a + 1, x) with a ∈ Z, and
define τ -translation τ : (a, x) −→ (a− 1, x). Then the τ -orbit containing (a, x)
is {(b, x), b ∈ Z}.
Let x, y be the vertices in ZΔ. We write x  y if there is a path from x to
y in ZΔ. A connected subquiver S is called a complete slice of ZΔ provided
that it intersects every τ -orbit at a vertex in ZΔ precisely. Assume that S,T
are two complete slices of ZΔ and y ∈ ZΔ. We write S  y, if there exists a
vertex x ∈ S such that x  y. And we write y  S, if there exists a vertex x ∈
S such that y  x. Clearly y  S and S  y if and only if y ∈ S. In case s 
T for any s ∈ S and S t for any t ∈ T , we write S  T . The vertex (v, t) is
called a τ -successor of (u, t) if u  v. A path α1α2 · · ·αt in ZΔ is said to be a
sectional path provided τe(αi+1) = s(αi), for all 1  i < t, where e(αi+1) is the
end point of αi+1 and s(αi) is the starting point of αi. Given a vertex x ∈ ZΔ,
there are two complete slices in ZΔ as following: S(→ x) = {y ∈ ZΔ | y  x,
and any path from y to x is sectional } and S(x →) = {z ∈ ZΔ | x  z, and
any path from x to z is sectional }.
Let T be a complete slice in ZΔ and x ∈ T , we have S(→ x)  T  S(x→).
Let A = kΔ be a path algebra of Dynkin type, we regard ΓA as the subquiver
of ZΔ. In this case, the translation τ of ZΔ identifies with Auslander-Reiten
translation, all projective vertices of ΓA form a complete slice, denoted by S(P );
all injective vertices of ΓA form a complete slice, denoted by S(Q). Clearly,
ΓA = {z ∈ ZΔ | S(P )  z  S(Q)}.
Lemma 1. Let A = kΔ be a path algebra of Dynkin type, we regard ΓA
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as the subquiver of ZΔ, x ∈ ZΔ. Then
(1) xHy = {z ∈ ZΔ |Homk(ZΔ)(x, z) = 0} is a hammock with source x and
sink y, where k(ZΔ) is the mesh category of ZΔ;
(2) if y ∈ ΓA, then for each z ∈ ΓA, we have S(→ x)  z;
(3) if x ∈ ΓA, then for each z ∈ ΓA, we have z S(y →);
(4) if x, y ∈ ΓA, then x is a projective vetex of ΓA and y is an injective vertex
of ΓA with topP =socQ, where P is the indecomposable projective module
corresponding to x and Q is the indecomposable injective module corresponding
to y.
Proof. (1) Because that S(x →) is a complete slice of ZΔ, so B =
kS(x →) is an algebra as the same type as A, and ZΔ = ZS(x →), ΓB
embedded in ZΔ. So by ref. [4] xH = {z ∈ ZΔ |Homk(ZΔ)(x, z) = 0} =
{z ∈ ΓB |Homk(ΓB)(x, z) = 0} is a hammock with source x, where x is a simple
projective B-module. We denote the sink of this hammock by y, then denote
this hammock by xHy.
(2) Let y ∈ ΓA, q be the injective vertex in the τ -orbit containing y, pHq
be the hammock with sink q and source p, where p is a projective vertex of ΓA.
If y = q, then we have x = p. If y = q, we can assume q = τ−ly, l > 0. Then
xHy is obtained from pHq by left translation τ l, namely p = τ−lx, thus x /∈ ΓA.
So S (→ x) is the slice obtained from S(→ p) by left translation τ l, obviously
we have S(→ x)  S(→ p)  S(P ). On the other hand, S(P )  z, for each
z ∈ ΓA. Therefore S(→ x)  z.
(3) Dual to the proof of (2).
(4) Obviously.
3 Proof of theorem: the case of type An
Firstly, we consider the case of the linearly ordered quiver of type An. Let
A be the path algebra kΔ where Δ is the linearly ordered quiver Δ of type An,
namely
      n n− 1 n− 2 2 1Δ: . . .
Then AR-quiver ΓA of A is shown in fig. 1, with pi corresponding to indecom-
posable module Pi, for 1  i  n.
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Fig. 1. AR-quiver of kΔ where Δ is the linearly ordered quiver of type An.




Ti be a tilting A-module, where A = kΔ and Δ is the linearly
ordered quiver of type An. Ti, 1  i  n, are in the different τ -orbits. De-
note the vertex corresponding to Ti by ti. We assume that ti = τ−ripi with
0  ri  n − i, for 1  i  n. Obviously   tn = pn and tn−1 = pn−1 or
τ−1pn−1. As a consequence, tn−1 is a neighbor of tn. In case tn−1 = pn−1,
since 0 =Ext1A(Ti, Tn−1) = DHomA(τ
−1Tn−1, Ti), we know ti = τ−(n−i)pi, for
1  i  n − 1. Therefore ti, 1  i  n − 1, are contained in the sub-
quiver which is isomorphic to AR-quiver of path algebra B where B is de-
termined by the linearly ordered quiver of type An−1. By induction on n,
ti is a neighbor of ti−1, for 1  i  n − 1. In case tn−1 = τ−1pn−1, since
0 =Ext1A(Tn−1, Tj) = DHomA(Tj, τTn−1), we know ti = pi, 1  i  n − 1. So
ti is a neighbor of ti−1, 1  i  n − 1. Namely T =
n⊕
i=1
Ti is a complete slice
module. This finishes the proof.
Next, we consider the case of type A2m+1. In order to prove the theorem
in this kind, we consider the translation quiver ZΔA2m+1, where ΔA2m+1 is:
2m← 2m− 2← · · · ← 2← 1→ 3→ · · · → 2m− 1→ 2m + 1 (fig. 2 is the case
m = 5).
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Fig. 2. ZΔA11 .
According to the definition of hammock, we have the following easy facts:
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Lemma 2. In ZΔA2m+1 ,
(1) if xHy is a hammock, then xHy = {z | S(x→)  z  S(→ y)};
(2) the sink of the hammock with source (s, 1) is (s + m, 1);
(3) if t is an odd number with  3, then the sink of the hammock with
source (s, t) is (s + m, t− 1);
(4) if t is an even number, then the sink of the hammock with source (s, t)
is (s + m, t + 1).
Lemma 3. Let ΓA be AR-quiver of a path algebra of type A2m+1, ΓA be
embedded in ZΔA2m+1 . Assume that (s, 1) is a τ -successor of one vertex in ΓA
and (s, t) ∈ ΓA. Then
(1) in case t is an even number, we have that (s, 1) → (s, 2) → (s, 4) →
· · · → (s, t) is a subquiver of ΓA;
(2) in case t is an odd number, we have that (s, 1) → (s, 3) → (s, 5) →
· · · → (s, t) is a subquiver of ΓA.
Proof. Let t be an even number, pi be the projective vertex in the τ -orbit
containing (s, i) in ΓA. Obviously, (s, 1) is a τ -successor of p1. Therefore S (→
p1)  S (P )  S ((s, 1)→), it follows S (P )  (s, i), i = 1, 2, 4, · · · , t. Similarly,
we obtain (s, i)  S (Q), i = 1, 2, 4, · · · , t. Thus (s, i) ∈ ΓA, i = 1, 2, 4, · · · , t. In
the same argument, we can prove (2).
3.2 Proof of theorem: the case of type A2m+1
Regarding ΓA as the subquiver of ZΔA2m+1. Let the vertex corresponding
to T1 be (0, 1), and the vertex ti corresponding to Ti be in the τ -orbit containing
(0, i). According to AR-formula (see ref. [1]) and the definition of the tilting
module, 0 =Ext1A(Ti, T1) = DHomA(τ
−1T1, Ti). The vertex corresponding to
τ−1T1 is (1, 1). By Lemma 2, the sink of (1,1)H is (m + 1, 1). So ti /∈ {z | S
((1, 1)→)  z  S (→ (m+1, 1))}, 2  i  2m+1. Since (0, 1) ∈ ΓA, according
to Lemma 2, we have that the sink of (0,1)H is (m, 1). By Lemma 1, ti  S
((m, 1) →). Dually, ti /∈ {z | S ((−m − 1, 1) →)  z  S(→ (−1, 1))}, and
S(→ (−m, 1))  ti.
We write W(0, 1) = {z | S(→ (0, 1))  z  S((0, 1) →)}, W(m,4) = {z |
S((2, 2m) →)  z  S(→ (m, 2m))}, W(m,5) = {z | S((2, 2m + 1) →)  z 
S(→ (m, 2m + 1))}, W(−m−2,4) = {z | S((−2m, 2m) →)  z  S(→ (−m −
2, 2m))},W(−m−2,5) = {z | S((−2m, 2m+1) →)  z  S(→ (−m−2, 2m+1))},
and W = W(0, 1) ⋃W(m,4) ⋃W(m,5)
⋃W(−m−2,4) ⋃W(−m−2,5). Then we have
ti ∈ W, 1  i  n.
In order to prove the theorem, we only need prove the following assertion:
if τ -orbit of ti and τ -orbit of tj are neighbors, then ti and tj are neighbors in
ZΔA2m+1. We use the induction on i.
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InW, there are only two vertices (−1, 2) and (0, 2) in the τ -orbit containing
t2, therefore t2 is a neighbor of t1. Similarly , t3 is a neighbor of t1. There are
only the vertices (0, 4), (−1, 4), (−2, 4), (m, 4) and (−m − 2, 4) in the τ -orbit
containing t4. Assume that t4 = (m, 4), then (m, 1) ∈ ΓA, where (m, 1) is
a τ -successor of t1. By Lemma 3, (m, 1), (m, 2), (m, 4) ∈ ΓA. Lemma 1(4)
follows that (0, 1) is a projective vertex of ΓA, and (m, 1) is an injective vertex
of ΓA. Therefore (m, 1), (m, 2), (m, 4) are injective vertices of ΓA. Similarly
(0, 1), (0, 3), (0, 5) are projective vertices of ΓA by Lemma 2. Thus t3 = (0, 3).
Assume τt4 = (m − 1, 4). According to Lemma 2, the source of the hammock
with sink τt4 is (−1, 5), so (0, 3) ∈(−1,5) Hτt4, in other words, HomA(T3, τT4) =
0. This is a contradiction. Hence t4 = (m, 4). Dually, t4 = (−m − 2, 4).
Therefore we obtain t4 ∈ W(0,1). According to the proof in the case of linearly
ordered quiver of type An, we know that t4 is a neighbor of t2. Similarly t5 is
a neighbor of t3.
Assume the assertion holds for i, j  2k − 1. We claim that t2k /∈ W(m,4).
In fact, we suppose that t2k = (s, 2k) ∈ W(m,4). By Lemma 3, we have that
(s, 1), (s, 2), (s, 4), · · · , (s, 2k) ∈ ΓA. Then Lemma 1(2) follows that the vertex in
the τ -orbit containing (s−m, i) is a τ -successor of (s−m, i) , i = 1, 3, 5, · · · , 2k+1
. In particular, t2k−1 is a τ -successor of (s−m, 2k−1). According to AR-formula,
we have 0 =Ext1A(T2k, Ti) = DHomA(Ti, τT2k). Since τt2k = (s − 1, 2k), so ti
could not be contained in the hammock with sink τt2k and source (s − m −
1, 2k + 1). It follows ti /∈ S((s −m − 1, 2k + 1) →). Since (s − m, 2k − 1) ∈
S((s−m− 1, 2k + 1)→), we have that t2k−1 = (s−m, 2k − 1). It follows that
t2k−1 is a τ -successor of (s −m, 2k − 1). So there exists j ∈ {3, 5, · · · , 2k − 3}
such that tj ∈ S((s − m − 1, 2k + 1) →) in W(0,1). This is a contradiction.
Therefore we prove that t2k /∈ W(m,4).
Dually we know that t2k /∈ W(−m−2,4). So we have that t2k ∈ W(0, 1).
Analugous to the proof in the case of linearly ordered quiver of type An, we
have that t2k is a neighbor of t2k−2.
Similarly, if assertion holds for i, j  2k, then assertion holds for i, j  2k+1.
By induction, we finish the proof in the case of type A2m+1.
Now we consider the case of type A2m. Without loss of generality, we
consider the translation quiver ZΔA2m , where ΔA2m is  2m ← 2m − 2 ←
· · · ← 2← 1→ 3→ · · · → 2m− 3→ 2m− 1 (fig. 3 is the case m = 5).
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Fig. 3. ZΔA10 .
Lemma 4. In ZΔA2m ,
(1) if xHy is a hammock, then xHy = {z | S (x→)  z S (→ y)};
(2) the sink of the hammock with source (s, 1) is (s + m− 1, 2);
(3) if t is an odd number with  3, then the sink of the hammock with
source (s, t) is (s + m− 1, t + 1);
(4) if t is an even number, then the sink of the hammock with source (s, t)
is (s + m, t− 1).
Lemma 5. Let ΓA be AR-quiver of a path algebra of type A2m, ΓA be
embedded in ZΔA2m . Assume that (s, 1) is a τ -successor of one vertex in ΓA
and (s, t) ∈ ΓA. Then
(1) in case t is an even number, we have that (s, 1) → (s, 2) → (s, 4) →
· · · → (s, t) is a subquiver of ΓA;
(2) in case t is an odd number, we have that (s, 1) → (s, 3) → (s, 5) →
· · · → (s, t) is a subquiver of ΓA.
3.3 Proof of theorem: the case of type A2m
Regarding ΓA as the subquiver of ZΔA2m , we can assume that the vertex
corresponding to T1 is (0, 1), the vertex ti corresponding to Ti is in the τ -orbit
containing (0, i). We write W(0, 1) = {z | S(→ (0, 1))  z  S((0, 1) →)},
W(m−1,6) = {z | S((2, 2m) →)  z  S(→ (m − 1, 2m))}, W(m,3) = {z |
S((2, 2m − 1) →)  z  S(→ (m, 2m − 1))}, W(−m−2,6) = {z | S((−2m +
1, 2m)→)  z  S(→ (−m−2, 2m))},W(−m−1,3) = {z | S((−2m+1, 2m−1)→
)  z  S(→ (−m−1, 2m−1))}, andW =W(0, 1) ⋃W(m−1,6) ⋃W(m,3)
⋃W(−m−2,6)
⋃W(−m−1,3). Then, analogous to the proof in the case of type A2m+1, we obtain
ti ∈ W, 1  i  n.
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Now we prove that the following assertion: if τ -orbit of ti and τ -orbit of tj
are neighbors, then ti and tj are neighbors in ZΔA2m . We prove it by induction
on i.
Since there are only two vertices (−1, 2) and (0, 2) in the τ -orbit containing
(0, 2), and there are only three vertices (0, 4), (−1, 4) and (−2, 4) in the τ -orbit
containing (0, 4) in W, it is easy to see that t3 ∈ W (0,1). Thus the assertion
holds for 1  i  4.
Assume the assertion holds for i, j  2k. We claim that t2k+1 /∈ W (m,3). In
fact, we suppose that t2k+1 = (s, 2k+1) ∈ W (m,3). Then ti /∈ S ((s−m−1, 2k+
2)→) by Lemma 4. On the other hand, (s−m, 2k) ∈ S ((s−m−1, 2k +2)→)
follows that t2k = (s−m, 2k). According to Lemma 1 and Lemma 5, we know
that t2k is a τ -successor of (s −m, 2k), then there exists i ∈ {2, 4, · · · , 2k − 2}
such that ti ∈S ((s−m−1, 2k+2) →) inW (0,1). This is a contradiction. Thus
t2k+1 /∈ W (m,3).
Dually, t2k+1 /∈ W (−m−1,3). Therefore t2k+1 is a neighbor of t2k−1.
Similarly, if the assertion holds for i, j  2k + 1, then the assertion holds
for i, j  2k + 2. By induction, we finishes the proof in the case of type A2m.
4 Proof of theorem: the cases of type Dn(n  4), Eq(q = 6, 7, 8)




1→ 2→ · · · → n− 3→ n− 2 (fig. 4 is the case n = 7).
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Fig. 4. ZΔD7 .
Lemma 6. In ZΔDn,
(1) the sink of the hammock with source (s, t) is (s + n− 2, t);
(2) if xHy is a hammock, and x, y are in the τ -orbit containing (0, 1), then
xHy = {z | S(x→)  z  S(→ y)}.
Lemma 7. Let ΓA be AR-quiver of a path algebra of type Dn and ΓA
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be embedded in ZΔDn . Assume that (s, 1) is a τ -successor of one vertex in ΓA
and (s, t) ∈ ΓA, t  n − 2, then (s, 1) → (s, 2) → · · · → (s, t) is a subquiver of
ΓA.
4.1 Proof of theorem: the case of type Dn
Regarding ΓA as the subquiver of ZΔDn , we can assume that the vertex
corresponding to T1 is (0, 1), the vertex ti corresponding to Ti is in the τ -orbit
containing (0, i).
We write W(0, 1) = {z | S(→ (0, 1))  z  S((0, 1) →)}, W(n−2,3) = {z |
S((3, n−2)→)  z  S(→ (n−2, n−2))},W(−n,3) = {z | S((−(2n−5), n−2)→
)  z  S(→ (−n, n − 2))}, and W = W(0, 1) ⋃W(n−2,3)
⋃W(−n,3). Obviously,
we have ti ∈ W, 1  i  n.
Since t1 = (0, 1), t2 ∈ {(−1, 2), (0, 2)}, tn−1 ∈ {(−1, n − 1), (0, n − 1)}, tn ∈
{(−1, n), (0, n)}. It is easy to see that if τ -orbit of ti and τ -orbit of tj are
neighbors, then ti and tj are neighbors, for i, j ∈ {1, 2, n − 1, n}.
Assume that ti and tj are neighbors when τ -orbit of ti and τ -orbit of tj are
neighbors, for i, j  k  n − 3. We suppose that tk+1 = (s, k + 1) ∈W(n−2,3).
Then Lemma 6 follows that ti /∈ S ((s − n + 1, k + 1)→). On the other hand,
(s−n+2, k) ∈ S ((s−n+1, k+1)→) induces that tk = (s−n+2, k). According
to Lemma 7, we have (s, 1) → (s, 2) → · · · → (s, k)→ (s, k + 1) is a subquiver
of ΓA. And Lemma 1 implies that tk is a τ -successor of (s − n + 2, k). Thus
there exists i ∈ {1, 2, · · · , k− 1} such that ti ∈S((s−n+1, k+1)→) inW (0,1).
This is a contradiction. Thus tk+1 /∈ W (n−2,3).
Dually, we have that tk+1 /∈ W (−n,3). Therefore tk+1 ∈ W (0,1). It follows
that tk+1 is a neighbor of tk . Thus we finish the proof in the case of type
Dn(n  4).
In the case of type E6, we can consider the translation quiver ZΔE6 shown
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Fig. 5. ZΔE6 .
Lemma 8. In ZΔE6 ,
(1) the sink of the hammock with source (s, t) is (s + 5, 6− t) for t = 6 and
(s + 5, 6) for t = 6;
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(2) if x and y are in the τ -orbit containing (0, 3), then the hammok xHy =
{z | S (x→)  z  S (→ y)}.
4.2 Proof of theorem: the case of type E6
Regarding ΓA as the subquiver of ZΔE6, we can assume that the vertex
corresponding to T3 is (0, 3), the vertex ti corresponding to Ti is in the τ -orbit
containing (0, i). Clearly ti ∈ W (0, 3)
⋃{(−7, 1), (5, 1), (−7, 5), (5, 5)}.
If t1 = (5, 1), then the source of Ht1 is (0, 5). By Lemma 1, we have that S
(→ (0, 5))  ti. It follows that t4 = (0, 4) and Ext1A(T1, T4) = DHomA(T4, τT1) =
0, a contradiction. Similarly, t1 = (−7, 1), t5 /∈ {(−7, 5), (5, 5)}. Thus ti ∈ W
(0, 3) and the theorem holds in the case of type E6.
Similarly, we can prove the theorem in the case of types E7, E8.
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