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Abstract
Knowledge graphs have been shown to be an important data structure for many applications,
including chatbot development, data integration, and semantic search. In the enterprise domain,
such graphs need to be constructed based on both structured (e.g. databases) and unstructured (e.g.
textual) internal data sources; preferentially using automatic approaches due to the costs associated
with manual construction of knowledge graphs. However, despite the growing body of research that
leverages both structured and textual data sources in the context of automatic knowledge graph
construction, the research community has centered on either one type of source or the other. In
this paper, we conduct a preliminary literature review to investigate approaches that can be used
for the integration of textual and structured data sources in the process of automatic knowledge
graph construction. We highlight the solutions currently available for use within enterprises and
point areas that would benefit from further research.
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1 Introduction
The automatic construction of knowledge graphs from textual or structured data sources
enables the generation of domain-specific enterprise knowledge graphs while decreasing the
costs associated with manual generation of formal knowledge datasets [29]. The extraction
from textual sources enables the representation of internal knowledge generated by employees
and customers through the analysis of a domain of discourse, whereas the extraction from
structured data sources (e.g. relational databases) enables the representation of enterprise
information that is generated and applied in the provision of services and applications.
Despite the potential benefits of both text and structured sources in the context of domain-
specific enterprise knowledge graphs, the research community has focused on either one
source of data or the other. In this paper, we perform a literature review that explores the
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combination of both types of data sources in the process of constructing domain-specific
enterprise knowledge graph. As such construction tends to be automatically performed, the
literature review investigates how both data sources can be integrated in the process of
automatic knowledge graph construction.
First we highlight the initiatives promoting knowledge graph construction either from
text or structured data sources in Section 2. Then, in Section 3, we present our methodology
for analysis of the literature. In Section 4 we introduce the conceptual framework used to
analyse the literature for domain-specific knowledge graph construction. Further, we present
the results in Sections 5. We conclude the paper by highlighting the solutions available,
lessons learned from this analysis, and pointing directions for future research.
2 Automatic Construction of Knowledge Graphs
Automatic knowledge graph construction has been the target of research challenges and
initiatives in different research communities [2, 23, 31, 11].
Initiatives such as SemEval and OAEI focus only on the use of either textual or struc-
tured data sources. The SemEval Taxonomy Extraction Task [2], organised as part of
SIGLEX/SIGSEM1 conference in 2016, proposed the extraction of domain-specific taxonomic
structures exclusively from textual data sources. Whereas the OAEI [11] organised as part
of the International Semantic Web Conference (ISWC) since 2006, focuses only on the use
of structured data sources where the goal is to create an integrated ontology based on the
alignment between two (or more) already available ontologies or knowledge graphs.
In the intersection between text and structured data, we can find the TAC-KBP and
NEEL challenges that aim at verifying if entities appearing in text are already represented in
a structured knowledge base. The TAC-KBP Entity Linking task [23], a yearly event from
2009 to 2016 as part of TAC2, aimed at taking advantage of a preexistent general domain
structured data source and use the text as source of additional information to expand it. In
a similar manner, the NEEL challenge [31], that run from 2013 to 2016 as part of the WWW
Conference, focused on identifying if entities appearing in microblog messages (i.e. tweets)
were already available in a general domain knowledge base.
Despite all the available initiatives in the automatic construction of knowledge graphs
based on different sources, none of these initiatives explicitly focuses on both: (i) the
aggregated use of text and structured data sources, and (ii) the generation of a domain-
specific knowledge graph. Therefore, the goal of this paper is to analyse what are the
available approaches in the literature that could be applied to the automatic construction of
domain-specific enterprise knowledge graphs based on textual and structured data sources
and what are the areas the require further research.
3 Methodology
The methodology used to select the literature followed four steps (Figure 1): (i) selection of
seed papers, (ii) search, (iii) filtering, and (iv) analysis.
The selection of seed papers was performed based on a convenience sample, with a
selection of survey and literature review papers known to the authors. A set of six seed
papers was selected [5, 25, 26, 32, 33, 45].
1 The Special Interest Group on the Lexicon (SIGLEX)/Special Interest Group on Computational
Semantics (SIGSEM)
2 Text Analysis Conference
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Figure 1 Methodology for literature review.
Table 1 Inclusion and exclusion criteria for selection of the literature.
Inclusion Criteria Exclusion Criteria
√
written in the English language.
√
published in conferences proceedings or
in a journal.
√
the abstract and conclusion indicate the
paper is in the topic of enriching the res-
ults of automatic extraction of knowledge
graph with structured data.
✕ only (semi-)manual approaches.
✕ no explanation of the method used.
✕ using only textual data sources.
Based on these seed papers, we expand our search to include also the literature in their
list of references. Next, all the literature collected is filtered according to a set of inclusion
and exclusion criteria (Table 1). Finally, all papers that passed the filtering criteria are
analysed according to a series of dimensions of interest.
4 Dimensions Used for Analysis of the Literature
The analysis of the literature was performed based on four dimensions of interest: (i) point
of integration, i.e. in which point the information coming from text and structured data
sources was integrated during the process of automatic extraction of knowledge graphs; (ii)
integration goal, i.e. if the goal is to expand the knowledge graph or validate its current
content; (iii) format of the structured data, and (iv) format of the final knowledge graph, i.e.
the type of knowledge graph expected as the output of the the extraction process using both
text and structured data source.
Three point of integration were considered in our analysis. Pre-construction (Figure 2a)
refers to the enrichment of the textual documents with information from the structured data
source before they are provided as input to the knowledge graph construction algorithm.
Integration that happens during construction (Figure 2b) assumes that both textual and
structured data sources are not linked in advance and, instead, their linking will be per-
formed during the process of automatic knowledge graph extraction. Last, post-construction
(Figure 2c) stands for the connection between the output of the automatic extraction of
knowledge graph from text and information coming from the structured data source.
The joint use of text and structured data sources can be used for two different integration
goals: (i) knowledge graph completion, where data from both sources are combined to extend
the knowledge graph, and (ii) knowledge graph validation, in which one data source is used
to validate the information from the other data source.
Since enterprise environments work with heterogeneous types of data, the third dimension
of interest relates to the format of the structured data. When analysing this dimension we
are simplifying our categorisation by assuming that any data source that can be represented
by an entity-relation diagram can be considered, or converted to, a graph.
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Figure 2 Integration of textual and structured data sources to enrich the automatic construction
of knowledge graphs (a) pre-construction, (b) during construction, and (c) post-construction.
Last, given that there are multiple definitions of knowledge graph in the literature, we
also analyse the format of the output knowledge graph. Four types of knowledge graph
were considered: (i) term taxonomy, i.e. a knowledge graph only contains taxonomic relations
and where vertices are terms, (ii) topic taxonomy, similar to term taxonomies but where
vertices are represented by sets of terms, (iii) labeled graphs, in which relations receive a
label representing a relation type (e.g. usedFor, preRequisite), and (iv) ontologies, where
vertices and relations have a formal logical representation associated with them.
5 Results and Discussion
Based on the list of seed papers and their references, we start our analysis based on a set of
131 papers. From those, 97 papers were removed due to our exclusion criteria, resulting in
one seed paper and further 34 papers analysed. Table 2 presents the categorisation of each
paper and in the next sections we present the results of our analysis according to each of the
dimensions chosen for literature review.
5.1 Point of Integration
The approaches used for pre-construction leverage the knowledge graph extraction al-
gorithm in one of three ways: (i) by combining both textual and structured information into
a single semantic space via the use of text embeddings and motifs [32], (ii) by generating
a profile for each term using the metadata of the documents associated to the term (e.g.
popularity of a document) [44], then using this profile to determine where the term fits in
the structure of the final knowledge graph, and (iii) by using the structured data source to
generate an initial graph that connects the different terms from text [42].
Regarding the integration during construction, the structured data source is provided
as training data for the detection of relations between terms extracted from text. This
detection is based on either: (i) relation classification, or (ii) relation prediction. In relation
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Table 2 Papers categorised according to our dimensions of analysis.
Dimension of Analysis Paper References
Point of integration
Pre-construction [32, 42, 44]
During construction [39, 19, 12, 13, 41, 22, 40, 37, 16, 34, 28,
3, 14, 15]
Post-construction [7, 35, 9, 43, 46, 36, 17, 38, 8, 6, 20, 18,
1, 4, 10, 30, 27]
Integration goals Completion [21, 7, 39, 19, 12, 13, 41, 22, 40, 37, 16,35, 9, 34, 28, 3, 14, 15, 43, 46, 36, 17, 38,
8, 6, 1, 4, 10, 24, 30, 27, 42, 44]
Validation [7, 39, 19, 12, 13, 41, 22, 40, 9, 14, 20, 18]
Format of structured data Table [32]
Key-value pairs [42, 44]
Graph [32, 7, 39, 19, 12, 13, 41, 22, 40, 37, 16,
35, 9, 34, 28, 3, 14, 15, 43, 46, 36, 17, 38,
8, 6, 20, 18, 1, 4, 10, 24, 30, 27]
Format of the output
knowledge graph
Term taxonomy –
Topic taxonomy [32, 42, 44]
Labeled graph [7, 39, 19, 12, 13, 41, 22, 40, 37, 16, 9,
34, 28, 3, 14, 15, 43, 46, 36, 17, 38, 8, 6,
20, 18, 1, 4, 10, 24, 30, 27]
Ontology [35]
classification, the types of relations existent in the structured data source are used to classify
the relations existent between any two terms from text. In the reviewed literature, this is
achieved by using neural networks ([3, 14, 15, 34]), or probabilistic methods ([28]). In contrast,
in relation prediction, the goal is to identify what is the target term (or entity) to which
any single term extracted should be related to. The literature focused on the use of neural
networks using representations that are: (i) based on embeddings [39, 19, 12, 13, 41, 22, 40],
or (ii) based on tensors [16, 37].
In post-construction integration, the knowledge graph built from text can be integ-
rated with other knowledge graphs by: (i) graph alignment, where knowledge graphs are linked
to each other but are still kept as separate entities [10, 17, 1, 35, 30, 7, 8, 46, 36, 6, 43, 8, 38],
(ii) graph fusion, where the knowledge graphs have their terms and structures merged into a
single knowledge graph [4, 9], or (iii) logical inference, where one knowledge graph is used to
extract inference rules for expansion of the data in the other knowledge graph [27].
5.2 Integration Goals
We expect the literature to be heavily biased towards the goal of knowledge graph completion,
i.e. extending the knowledge graph with information from both text and structured data
sources. This is confirmed by our analysis where 33 papers out of 40 focused exclusively on
this goal. The papers that focus only on the validation of knowledge graphs are limited to
verifying the correctness of entities and relations but do not perform any additional step of
correcting the detected errors [18, 20].
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5.3 Format of the Structured Data
The literature explores the use of three different formats of structured data: (i) tables, (ii)
key-value pairs , and (iii) graphs.
Tables and value-key pairs are provided as metadata to textual documents in pre-
construction approaches either by the use of explicit links between entities in the structured
data and documents that refer to those entities [32], or by the inference of these links via
analysis of user interactions with both data sources [42, 44]. Graphs, on the other hand,
are a dominant format in the analysed literature (Table 2), therefore enterprises wishing to
integrate text and structured data for knowledge graph construction would have a higher
availability of approaches if the structured data source is a graph-like structure.
5.4 Format of the Output Knowledge Graph
The literature analysed have a strong focus on labelled graphs, while the extraction of
taxonomies and ontologies is underrepresented. This demonstrates that despite the amount
of work on automatic extraction of taxonomies from text or ontology generation from
structured data sources, it does not seem to be a common practice to integrate the two types
of data sources when generating taxonomies or ontologies.
6 Conclusion
The goal of this paper is to provide knowledge on what is available in the literature for use by
enterprises wishing to generate knowledge graphs based on their own internal data sources.
For that, we present a preliminary literature review that investigates approaches used for
the integration of textual and structured data sources in the process of automatic knowledge
graph construction. Our analysis was based on: (i) point of integration (before, during or
after knowledge graph construction), (ii) the goal for integrating sources, (iii) the format of
the structured data source, and (iv) the structure of the constructed knowledge graph. Based
on this analysis we conclude that, enterprises have a range of approaches available if aiming
at the generation of a labelled knowledge graph that aggregates data from both textual and
structured sources, where the structured data source used has a graph-like structure and
the integration between textual and structured source is done only after a knowledge graph
has been extracted from text (what we name post-construction integration). Meanwhile, the
integration of data sources before they are used for automatic knowledge graph construction,
as well as the use of tables or key-value pairs as structured data sources are still areas with
possibility for further research.
7 Lessons Learned and Future Work
Many lessons can be drawn from this specific analysis in terms of our conceptual framework,
survey analysis and findings.
Our categorization, while specific, has shown to be useful in classifying available approaches
for constructing a domain-specific knowledge graph by; (i) categorizing similar approaches
based on the selected dimensions, and (ii) displaying the patterns that influence the decision
to adapt a specific variation of each dimension as discussed in the results section. The
value of this classification is that it provides enterprises with a clear set of approaches for
constructing a domain-specific knowledge graphs from structured and unstructured data
sources. As a result, this survey is a step forward in understanding the possible solutions for
generating domain-specific enterprise knowledge graph. It also assists enterprise practitioners
who may prefer one approach over the another due to constrains in resource, time, and cost.
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From the survey perspective, there is an opportunity to future investigate the research
and the application of knowledge graph in enterprise domain. Future work will include
expanding the survey to a systematic review with keyword-based seed papers. We envision
this as a large-scale study that will examine the enterprise knowledge graph integration from
different perspectives and demonstrate use cases from various application domains.
From the perspective of survey results, there are a range of options for generating
knowledge graphs by aggregating structured and unstructured sources. According to our
findings, integration using graph-like structure is a popular approach in comparison to tables
and key-value pairs. The later formats are currently in the tentative stage as outlined in the
results section. There is also an equal interest in integrating resources during or after the
construction of the knowledge graph, as opposed to leveraging resources before the knowledge
graph is created. In terms of integration goals, most research focuses on completing a
knowledge graph, whereas only a few focus on using data sources to validate a populated
knowledge graph. Finally, the majority of work is designed to generate a labelled graph as an
output, with a few recent work focusing on topic knowledge graph for classification purposes.
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