As mobile ad hoc networks (MANETs) 
Introduction
One of the most fundamental tasks in a mobile ad hoc network (MANET) is to provide routing capabilities to deliver a data packet from one node to a specific destination node. This point-to-point communication between a given source node and a given destination node is also referred to as unicast. Not surprisingly, a large body of work exists -e.g. [1, 3, 4, 5] to mention but a few -on how to implement such routing protocols in MANETs.
More recently, apart from routing protocols for MANETs, the convergence of MANETs and peer-topeer (P2P) overlay networks has begun to attract considerable research effort as wireless mobile devices (e.g. PDAs, notebooks) are becoming ever more present. Furthermore, both network types share a number of key characteristics such as the lack of a central infrastructure, highly dynamic network topologies, and the need for self-organization. Initial work in this new field has dealt with the implementation of popular, early unstructured P2P filesharing applications on top of MANETs.
To overcome the scalability issues of the floodingbased unstructured P2P networks, Distributed Hash Tables (DHTs) [7, 9, 8, 12] have been proposed as building blocks for large-scale network applications. DHTs provide the ability to route a packet based on a key (rather than a fixed destination address) to the (unknown) node in the network that is currently responsible for the given key within a bounded number of hops. The idea is to minimize the virtual distance between the overlay ID of the current forwarding node and the packet key in each overlay routing step until, eventually, the final target node is reached. This overlay routing is also referred to as indirect routing.
DHTs have been used to build large-scale distributed network applications such as data storage systems, distributed email systems, or distributed event notification systems. However, DHTs do not closely concern themselves with the physical (routing) aspects of the underlying network since they were designed to form overlay networks in Internet-based networks where physical routing is practically taken for granted. Thus, the implementation of DHTs in MANETs is a non-trivial task (please see [11] for an extensive discussion on why the mere deployment of a conventional DHT on top of a MANET will not work). Therefore, DHT substrates especially designed for MANETs have been recently proposed ( [6, 11] ). They provide an indirect -i.e. key-based -routing primitive for MANETs so that the distributed network application mentioned above can be ported for the use in MANETs in a straight-forward way.
In this paper, we will demonstrate how, apart from providing indirect routing, a DHT can also be used to perform direct physical routing -i.e. unicasting -in MANETs. We will use MADPastry [11] -a DHT substrate explicitly designed for MANETs -to show that a DHT-based unicast can achieve better packet delivery rates and produce lower network traffic than conventional ad hoc routing protocols.
MADPastry -Brief Overview
Conventional ad hoc routing protocols deliver a packet from a source node to a predefined destination node. However, indirect routing differs from direct routing in that packets are no longer routed based on the destination node's address but on a key instead. The packet is then to be delivered to the node that is responsible for the packet's key. In other words, the actual address of the final destination node is usually unknown to the sender. For this purpose, MADPastry [11] has been proposed.
MADPastry is a DHT substrate particularly designed for mobile ad hoc networks. It combines AODV ad hoc routing [5] and Pastry overlay routing [8] at the network layer to provide an efficient primitive for key-based routing in MANETs.
Each node in a MADPastry network assigns itself a unique overlay id (for example by hashing its IP address, etc.) which defines its logical position on the virtual overlay id ring. Furthermore, in MADPastry, a message's packet header contains a message key. MADPastry then routes the message to that node in the network that is currently responsible for the message key -i.e. to the node whose overlay id is currently the numerically closest to the message key among all MADPastry nodes in the network. To avoid message broadcasts (e.g. for route discovery) whenever possible, MADPastry explicitly considers physical locality in the construction of its routing tables.
Clusters. Standard (Internet-based) DHTs are largely oblivious to the actual physical topology so that two overlay neighbors can be physically located arbitrarily far from each other. This can lead to a large overlay stretch as subsequent overlay hops can literally crisscross the physical network. Due to the volatile nature of physical routes in MANETs, this effect is especially prohibitive in such environments.
To exploit physical locality in its overlay, MADPastry uses Random Landmarking [10] . Instead of having fixed landmark nodes -which simply are not available in MANETs -fixed landmark keys are used. These keys divide the logical overlay id space into equal sections (e.g. 16 keys with hexadecimal ids "080…00", "180…00", ... , "E80…00", "F80…00"). The nodes whose overlay ids are currently numerically closest to the landmark keys temporarily become landmark nodes and periodically issue beacon messages. Nodes overhear these beacon messages and periodically determine the physically closest temporary landmark node. If need be, a node assigns itself a new overlay id sharing the same prefix with the closest temporary landmark node. It would then (re-)join the network under its new id. This leads to physically close nodes forming overlay clusters with common id prefixes. In other words, nodes that are close to each other in the logical overlay id space are also likely to be close to one another physically.
Routing Tables. MADPastry maintains three different routing tables: an AODV-style routing table for physical routes from a node to specific target nodes, as well as a stripped down Pastry routing table and a standard Pastry leaf set for indirect routing (see [11] for a detailed discussion).
To avoid the maintenance overhead, the only proactive routing table maintenance that a MADPastry node performs is the periodic pinging of its "left" (i.e. the node who has the largest overlay id smaller than the node's own) and "right" (i.e. the node who has the smallest overlay id larger than the node's own) leaf as this is necessary to guarantee overlay routing convergence. All other routing entries are gained or updated implicitly by overhearing data packets.
Routing. When a node wants to send a packet to a specific key, it consults its Pastry routing table and/or leaf set to determine the closest prefix match, as stipulated by standard Pastry. Next, it consults its AODV routing table for the physical route to execute this overlay hop. Intermediate nodes on the physical path of an overlay hop consult their AODV table for the corresponding next physical hop. When a packet thus reaches the destination of an overlay hop, that node again consults its Pastry routing table and/or leaf set to determine the next overlay hop. This process continues until the packet reaches the eventual target node that is responsible for the packet key -i.e. whose overlay id is the numerically closest to the packet key.
A DHT-based Unicast Scheme
Conventional ad hoc routing protocols route a data packet from a source node to a destination node based on the destination's node address. MADPastry, on the other hand, routes data packets based on an overlay key. Therefore, when a node A wants to send a data packet to a specific node B using MADPastry, node A obviously needs to know node B's current MADPastry (i.e. overlay) id.
MADPastry Address Servers
We are using a very simple and straight-forward address resolution scheme. Whenever a node assigns itself a new overlay id (e.g. by joining the network, by moving to a different MADPastry cluster), it will publish its new, current overlay id at a certain location in the network. For this purpose, the node hashes its node address (e.g. its MAC or IP address), thereby acquiring an overlay key -its address server key (ASK). Next, the node simply routes a packet containing its current overlay id toward its ASK. The node currently responsible for that ASK stores the originator's current overlay id and becomes its temporary address server. Figure 1 shows an example of this process. Note that Figures 1-3 show the spatial distribution of overlay id prefixes in a MADPastry network. The source and destination clusters are shaded; equal colors represent equal overlay id prefixes. Node 17 has just assigned itself a new overlay id "75A1FF". To publish its new id, node 17 now hashes its node id into the overlay id space to obtain its ASK: h(17) "B7A9CC". Using MADPastry, node 17 next sends a packet containing its new overlay id towards its ASK. With the first overlay hop, MADPastry delivers the packet to node 4 (id "B207D1") who, then, forwards the packet to node 35 (id "B7E1C1"). Finally, the packet arrives at node 79 whose id ("B7E9A0") is closest to node 17's ASK, and, thus, node 79 becomes node 17's address server and stores its current overlay id.
MADPastry's Unicast
Analogously, when a node A now wants to send a data packet to some node B whose current overlay id is still unknown to node A, it hashes B's node address to obtain node B's ASK. Using that ASK, node A then sends a request to node B's address server to acquire node B's current overlay id. Once node A has learned about node B's id, it can use that overlay id to send data packets destined for node B using MADPastry. Figure 2 illustrates MADPastry's address resolution scheme. In our example, node 51 wants to communicate with node 17 but does not know node 17's current overlay id. Hence, node 51 needs to contact node 17's current address server. For this purpose, it hashes node 17's address to get its ASK: h(17) "B7A9CC". Next, node 51 sends a request towards key "B7A9CC", which is routed through node 35 (id "B7E1C1") to node 79 -the current address server for node 17. Node 79, then, sends a response containing node 17's current overlay id back towards the requester's overlay id, which, in our example, is routed through node 29 (id "99FC14") back to node 51. Note that, since MADPastry routes based on an overlay key, the response does not necessarily take the exact reverse path of the request -as is depicted in Figure 2 .
After the response from the address server, node 51 can now begin the actual unicast. Using the overlay id provided by node 79, node 51 sends its data packet towards that id. Figure 3 shows how MADPastry routes the data packet to node 92 (id "7FF05C") during the first overlay hop, and then on to node 17.
Shortest Routing Paths vs. MADPastry's Routing Paths
The question that arises is why it would be better to route a packet to a known destination (i.e. the destination's node id is known) indirectly over numerous routes (one for each overlay hop) instead of sending it directly over a single route. For this, we need to take a closer look at the route characteristics of MADPastry and conventional ad hoc routing protocols.
Due to their route discovery schemes, data packets routed using conventional ad hoc routing protocols such as AODV [5] , DSR [4] , or OLSR [1] generally travel on a direct, straight path (quite likely also the shortest path) from the source node to the destination node -although this might no longer hold true as soon as the nodes comprising an established route continue to move about. On the other hand, packets that are unicast using MADPastry are likely not to travel on a direct, straight path. Instead, packets routed with MADPastry will probably travel multiple overlay hops -each of which can be thought of as a direct physical path from the current node to the destination node of the next overlay hop.
However, we do not consider this a drawback. On the contrary, it is important to bear in mind that MADPastry overlay hops are likely to be relatively short in terms of physical hops -especially once the packet has reached the destination cluster. Furthermore, a MADPastry node always replaces an existing Pastry routing table entry whenever it overhears a packet from a node that also fits into the corresponding routing table slot. Thus, the entries in its routing table are likely up-to-date and valid. Furthermore, when a reactive routing protocol such as AODV wants to deliver a packet to a destination node and it does not know the path to that destination, it needs to engage in a costly route discovery process. MADPastry, on the other hand, usually will not have to discover a route because it can use at each overlay routing step any existing route that would bring the packet numerically closer to its key. On the other hand, one could think of MADPastry's address resolution scheme described in the previous subsection as its route discovery. But again, this address resolution also uses MADPastry's indirect routing, which, too, is likely to consist of short and recently updated routes. Therefore, we believe that it can be advantageous to travel numerous routes that are relatively short and likely to be up-to-date instead of traveling a single long and direct path -especially as the network size and, thus, the average path length between two arbitrary nodes increases. This belief is corroborated by the simulation results in the next section.
Simulation Results
We evaluated MADPastry's unicast performance using ns-2. MADPastry's results were compared to the results of both a popular reactive routing protocol -AODV [5] -and a popular proactive routing protocol -OLSR [1] . For all simulations, we used the 802.11 standard with a transmission range of 250m. Furthermore, we chose a node density of 100 nodes / km². All nodes were constantly (i.e. 0s pause time) moving around according to the random waypoint model. Each simulation run lasted one simulated hour.
First, we evaluated the success rate that MADPastry, AODV, and OLSR achieve in networks of varying sizes (50, 100, 150, 200, and 250 nodes). A constant node velocity of 1.4 m/s was used (a quick walking pace). To measure the success rate, every node sends out a request to a random node every 10 seconds. The target node will then send back a response to the requesting node. The success rate is simply defined as the ratio between the total number of successfully received responses and the total number of sent requests. Note that in the case of MADPastry this request/response communication can be preceded by an additional address resolution communication as described in Section 2 if the destination node's current overlay id is unknown. Figure 4 shows the success rates of the respective protocols versus the different network sizes. Only MADPastry achieves success rates of above 95% for all network sizes. The success rates of both AODV and OLSR drop quickly as the network size increases. As discussed in Section 3.3, the reason for MADPastry's markedly better success rates is that MADPastry uses numerous short routes that are likely up-to-date. AODV and OLSR, on the other hand, will try to route a packet on a direct route from the source to the target. As the network size increases, these long routes become ever more volatile and break frequently, which results in their lower success rates. Furthermore, OLSR needs to exchange so many topology control messages in large networks that they start interfering (e.g. colliding) with data packets, which results in even lower success rates than AODV achieves. Figure 5 depicts the total amount of traffic exchanged during one simulated hour. These numbers include any packets generated by the routing agents and the applications -i.e. data packets, routing packets, control packets, etc. One can see that MADPastry produces far less overall traffic than the other two routing agents do. This is because MADPastry often uses short and recently updated routes, and, therefore, it rarely has to engage in AODV-style route discoveries. AODV on the other hand frequently needs to (re-)discover or repair its long and direct routes. In the relatively large networks that we consider, OLSR needs to exchange large amounts of topology control messages, which explains its decidedly lower success rates (i.e. more collisions).
We next evaluated the performance of the routing protocols for varying node velocities of 0.1, 1.4, 2.5, and 5.0 m/s. We consistently used a network size of 250 nodes. Figure 6 shows the respective success rates. As can be expected, the success rates start decreasing as the node velocity increases. This is intuitive as with higher node velocities routes start breaking more frequently, resulting in more route discoveries.
Our simulations results support our base assumption that in large MANETs with constant node movement it can be favorable to route a packet to its destination indirectly over numerous relatively short and recently updated routes instead of using a single long and direct but possibly volatile route. MADPastry achieves much better success rates compared to the other two routing protocols -although MADPastry's success rate drops to around 80% for node velocities of 5.0 m/s. This is because, at such a high velocity, MADPastry's clusters start becoming transient so that MADPastry frequently needs to resort to AODV-style route discoveries.
Related Work
A large number of ad hoc routing protocols have been proposed. It is clearly beyond the scope of this paper to provide an extensive summary of all such approaches. In general, one differentiates between reactive protocols (e.g. [4, 5] ) -routes between nodes are established on-demand but are not maintained otherwise -, and proactive protocols (e.g. [1] ) -nodes actively maintain routes to (all) other nodes regardless of whether they are currently needed. Furthermore, hierarchical protocols have been proposed (e.g. [2] ). To the best of our knowledge, none of the existing approaches use a DHT ( [11] ) -which might be present in the MANET already to supply indirect routing -to provide unicasting in MANETs.
Another approach that proposes the integration of a conventional DHT with an ad hoc routing protocol to provide indirect routing in MANETs is Ekta [6] . Ekta, like MADPastry, is based on Pastry [8] , but it uses DSR [4] for its route discoveries. The main difference to MADPastry is that Ekta does not explicitly consider physical proximity in its DHT routing table. Instead, it merely tries to optimize its DHT entries by overhearing packets and replacing physically remote entries by nearer ones. Ekta has no notion of overlay clusters of physically close nodes. Thus, the routes traveled during its overlay routing process may be expected to be less efficient than those in the cluster-based MADPastry. This should become even more pronounced as the network size increases.
Conclusion
Mobile ad hoc networks are inherently complex in nature. Factors such as node velocity or node densityto mention but a few -significantly influence the behavior and performance of MANETs, which we believe is reflected by the plethora of different ad hoc routing protocols proposed. Far from proclaiming our approach to be the one and only optimal ad hoc routing scheme for all conceivable MANETs, the purpose of this paper was to demonstrate how MADPastry -a DHT substrate explicitly designed for MANETs -can be used to not only provide indirect, key-based overlay routing but also for providing DHT-based point-topoint unicast routing. Our simulation results show that our unicast approach based on MADPastry generally outperforms both a popular reactive ad hoc routing protocol (AODV) as well as a popular proactive ad hoc routing protocol (OLSR) decidedly in the scenarios considered -both in terms of packet delivery rates and network traffic. This might be especially useful for MANETs that are already running a DHT application in the first place. In this case, nodes would no longer have to maintain a separate ad hoc routing protocol in addition to their DHT, but instead they could let MADPastry handle their point-to-point routing as well.
The simulation results presented in this paper provide a first and encouraging look at the performance of DHT-based unicasting in MANETs. To further evaluate DHT-based unicasting, additional simulations will be needed. It will be particularly interesting to study the effects that varying network parameters such as node density, request rates, request distributions, etc. might have on the performance. Furthermore, it will be interesting to compare the performance of MADPastry's unicast to additional existing ad hoc routing protocols, especially hybrid (e.g. [3] ) or hierarchical approaches (e.g. [2] ).
