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Boundary Value Problems 
Z. Mao* and R. E. White* 
Department of Chemical Engineering, University of South Carolina, Columbia, South Carolina 29208 
ABSTRACT 
A finite-difference method is presented for solving pseudo-two-dimensional boundary-value problems. The sparse and 
nearly block tridiagonal properties of the matrices generated by using the finite-difference method for problems of this type 
are fully util ized and maintained, which yields a method that is highly efficient in the use of storage space and computation. 
An example shows that the central process unit time required by the method is significantly less than that required by an 
alternative method. 
Pseudo-two-dimensional boundary-value problems of- 
ten appear in chemical and electrochemical reactor analy- 
sis./ -3 They can also appear in adsorption bed design prob- 
lemsJ In this type of problem, there exist multiple phases 
or regions where different transport processes occur in each 
phase. The transport processes in one phase interact with 
those in another phase only at the interface between the 
phases. The schematic presented in Fig. I represents hese 
kinds of problems. In region I, the transport processes are 
usually described by n partial differential equations which 
are normally simplified to be functions of the spatial coor- 
dinate x and time t only, but depend on the values of the 
variables of the Yphase at the interface (y = 0). These equa- 
tions are of the form 
OCy ] F~:,~ [02C~ OC~ OC~ C~, Cvlv=o =0 i= 1,2 . . . .  n 
[Ox 2' Ox' Or' Oy y=o 
[1] 
where C~ and Cy represent vectors of variables in regions I 
and Y 
C I = (VII , Ci2, . . . , Cin) T [2] 
Cy = (c~,  c~, . . . ,  C~m) T [3] 
i 
', '=0 
II 
x=L 
j=t J=N 
N g 
7 
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l=t J=N 
Fig. 1. (a, top) Schematic view of model regions, {b, bottom) finite 
difference grids for the model regions. 
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where n and m represent the number of dependent vari- 
ables in regions I and Y, respectively. Similarly, ni general 
equations are given for region II 
Fill [02Cxl 0Ci /  OC,; 1 OCy C J ] 
' [0x 2' 0x '  ~ '  C,, Oy y=,' YY=sJ =0 
i= l ,2 , . . . ,n l  [4] 
where Cn represents a vector with nl dependent variables in 
region II 
C~ = (C , , ,  C,,2 . . . .  , C , , , )  [5] 
The transport processes that are important within region Y 
are normally assumed to occur in the y direction only and 
are described by m equations for the m dependent variables 
F [02CY aCy OCt, J Y'lLoy~' 0y '  Cy =0 i= l ,2 , . . . ,m [6] 
The boundary conditions at x = 0 and at x = L for Eq. 1 
and 4 are generally given as follows 
[0c, OCF C~]=0 i=1,2 ,  n [7] fi.i L 0x' 0~-' " ' "  
[oc,, OC~ CH]=0 i=1,2 ,  ,nl [8] f~'i k Ox ' Ot ' " ' "  
The boundary conditions at y = 0 and y = S for Eq. 6 contain 
local variables in regions I and II and derivatives of Cy at 
these interfaces 
F OCy I ] 
i=1,  . . . . .  m tlol 
L y ly=s J 
Some examples of the physical regions represented by 
regions I, Y, and II are given next. For a packed-bed chem- 
ical reactor, e.g., the n variables in region I would represent 
reactant and product concentrations, pressure, tempera- 
ture, etc. in the axial direction, and the m variables in re- 
gion Y would represent reactant and product concentra- 
tions and temperature within the porous catalyst particles. 
Region II in Fig. 1 would not be needed to model this type 
of reactor. For electrochemical reactors (e.g., batteries), re- 
gion I would represent an electrolyte phase within a porous 
electrode with the dependent variables being concentra- 
tions of ionic species, potential, electrolyte velocity, etc., 
region Y would represent a thin layer of insoluble solid 
active material on a metal substrate in which diffusion and 
migration of holes, electrons, and protons may occur simul- 
taneously, 5 and region II would represent the metal sub- 
strate. In a fuel-cell model, regions I and II would represent 
the anode and cathode gas channels, respectively, and re- 
gion Y would represent the cross section of the cell (anode/ 
separator/cathode, s eRef. 6, e.g.). These examples are re- 
ferred to here as pseudo-two-dimensional boundary-value 
problems. To the best of our knowledge, there is no efficient 
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numerical method that could be easily programmed and 
used for this type of problem. Therefore, an algorithm 
specifically for this type of problem was written and pro- 
grammed in a subroutine named PTWO. The algorithm is 
presented below, and the subroutine is available upon 
request. 
Although there are many general-purpose oftware 
packages uch as DSS/2 ~ and Speedup, ~and subroutines 
such as LSARG in IMSL 9 that may be suitable for solving 
this type of problem, the special characteristics of this 
problem are probably not utilized by these packages to re- 
duce the computer storage and central processing unit 
(CPU) time. Consequently, arge amounts of computer stor- 
age space and computer time are required to solve accu- 
rately a typical problem of this type using these packages. 
The method presented by Nguyen and White ~~ can be ap- 
plied to this problem, but their general method cannot ake 
full advantage of the special properties of this problem; 
consequently, their method is not as efficient for this type of 
problem as the method presented here. 
Numerical Procedure 
The governing equations 1, 4, 6 and the boundary condi- 
tions 7-10 are usually nonlinear and coupled9 The first step 
in solving this system of equations using the finite-differ- 
ence method is to descritize the equations with finite-dif- 
ference expressions for the first and second derivatives9 
The next step is to solve the resulting sets of nonlinear 
coupled algebraic equations by using the Newton-Raphson 
method.  ~ The  structure of the coefficient matr ix  for this 
system of equations depends on the definition of the vector 
of variables. In order to obtain a block, nearly tridiagonal 
B2 Dz 
" . . ' . . ' .  
A i B~ D i 
AN 1 BN-1 DN 
Y AN BN 
C(1) \ /6(1) \ ) 
c)N) / \  
[12] 
where G(j) represents the constant vector for the system 
of the linearized equations written as follows for 
j=1 ,2 , . . . ,Y  
G( j )  = [G in ( j ) ,  Gym(1  , j), . . . , Gym(k, j) . . . . .  
G~(M,  j), GI~.~(j)] ~ [13] 
where the subscripts show the length of each subvector. In 
Eq. 12 A~ (j = 2, 3 . . . . .  N), Dj (j = 1 . . . . .  N - 1), X, and Yare 
block matrices [(n + mM + n~) • (n + mM + n~)], that contain 
only nn and n~n~ nonzero elements which are the Jacobian 
coefficients of the n and n~ equations in region I and II with 
respect to C~(3) and C~(3) forX, with respect to C~(j - 1) and 
CH(j - 1) for Ai, with respect to CI(j + 1) and C~(j + 1) for Di, 
and with respect o C~(N - 2) and C~(N - 2) for Y. These 
nonzero blocks are located at the top left corner and at the 
bottom right corner of a common block matrix form with D i 
given as an example 
D i = [14] 
where all of the other blocks in D i contain zeros. The block 
matrices on the diagonal Bi (j = 1, 2 , . . .  , N) have a nearly 
block tridiagonal structure as follows 
b~m (1) b~,~ (2) 
by (1, i) b~ (2, 1) 
by (1, 2) by (2, 2) 
D r k) 
coefficient matrix, the following fo rm was  chosen for this 
vector of unknown vectors 
cO)  = (Q(j) ,  C t l ,  j )  . . . .  , c~(k, j )  . . . . .  
Cy(M, j), CH{j)) T j = 1, 2 . . . . .  N [11] 
where j represents he j th node in the x direction, k repre- 
sents the k th node in the y direction, and N and M represent 
the numbers of nodes in the x and y directions, respectively, 
as shown in Fig9 lb, where regions I and II are shown, for 
ease of illustration, as if they have a finite thickness, which 
is not the case. C~(j) represents the vector of unknowns 
given by Eq. 2 at each node point j and y = 0 (k = 1), and 
Cz~(j) represents he vector of unknowns given by Eq. 5 at 
each node point j and y = S (k = M). Cv(k, j) represents he 
vector of unknowns in region Y as given by Eq. 3 at the kth 
node in the y direction and the j th node in the x direction. 
Using three-point finite-difference expressions for the first 
and second derivatives and this definition of C(j), the re- 
sulting system of linearized equations, can be written in 
matrix form as" 
a Please see White I2 for definitions ofthe Jacobian elements given 
in Eq. 12 for the case with only one region. 
b~m (3) 
by(3, 1) 
by (3, 2) 
by('2;k) by (3, k) 
by (1, M~i by (2, Mli by (3, M~) 
b~(1, M) by (2, M) by (3, M) b~ 
b~ (1) b~ (2) b~ (3) b~ 
[15] 
where M1 = M - 1, b~ and b,,m(i) (i = 1, 2, 3) are n • n and 
n • m block matrices, representing the Jacobian coefficient 
matrices of the n equations in region I at thej th node in the 
x direction with respect o C~(j) and Cy(k, j), (k = 1, 2, 3), 
respectively9 The block matrices bm~ (m • n) and by (i, 1) (i = 
1, 2, 3) represent the Jacobian coefficients matrices of the m 
equations at the interface between regions I and Y with 
respect o Ci(j) and Cv(k, j) (k = 1, 2, 3); by (i, k) (i = 1, 2, 3, 
k = 2 , . . . ,  M - 1) are m • m block matrices representing the 
Jacobian coefficient matrices for the m-equations at the 
k th node in the y direction with respect to Cy(k - 1, j), Cy(k, 
j), and Cy (k + 1, j); the block matrices by(i, M) (i = 1, 2, 3) 
and bm~l represent the Jacobian coefficient matrices of the 
m equations at the interface between regions Y and II with 
respect o C~(M - 2, j), Cy(M - 1, j), Cy(M, j), and CII(j), 
respectively, and the matrices b, ir~(i) (i = 1, 2, 3) and b,1,~ 
represent the Jacobian coefficient matrices of the n~ equa- 
tions in the x direction in region II with respect o Cy(M - 
2, j), Cy(M - 1, j), Cy(M, j), and Cn(j). 
Since the coefficient matrix in Eq. 12 is nearly block 
tridiagonal, LU factorization of the matrix will not result 
in any nonzero fill-ins beyond those blocks shown in the 
matrix. In addition, such decomposition causes only small 
fill-ins within the block matrices (Bj and Di, j = 1, 2 , . . . ,  N), 
as discussed in detail ater9 Therefore, LU factorization is
used to solve Eq. 12. That is, by decomposing the coefficient 
matrix in Eq. 12 into lower and upper triangular matrices, 
Eq. 12 can be rewritten as 
Downloaded 22 Aug 2011 to 129.252.86.83. Redistribution subject to ECS license or copyright; see http://www.ecsdl.org/terms_use.jsp
J. Electrochem. Soc., Vol. 141, No. 1, January 1994 9 The Electrochemical Society, Inc. 
B~ I D~ X U (2) 
9 . ' .  9 . 9 
Y A L B 
/ \C(N: 
G(1) \ 
~J(N)/ 
) 
153 
[16] 
where 
B,D?  = D~ [17] 
B~X U = X [18] 
BLD~ = D~ - A~X c [19] 
b~ 
bmn 
b1 
b.~ (1) 
b~ (1, 1) 
b~ (1, 2) 
where the dimensions of the block matrices d~., d~n~, d~l.; 
and d~.  ~ are carried by their subscripts, and the block ma- 
trices d~(k, j )  and d[(k,  j )  (k  = 1, 2 , . . . ,  M) are m • n and m • 
n~, respectively. The matrices A i (j = 2, 3 , . . . ,  N - 1), and Y 
in the lower tr idiagonal matr ix in Eq. 16 are the same as 
those in Eq. 14; B~ in Eq. 16 is the same as B~ in Eq. 15; B L 
is different from B i only at the four corners of the matr ix 
b.~ (2) b.~ (3) br 
by(2,1)-  by(3,1) 
by (2, 2) by (3, 2) 
"" by (1, Mli by (2, Mli by (3, M1) 
b~(1, M) b~(2, M) b~(3, M) b?~ 1 
b. lm (1) bn~ (2) b .... (3) b.~. 
B L=B i -A iDy_  ~ j=2,3  . . . .  ,N -  1 [20] 
BLDy=D i j=3 ,4  . . . . .  N -  1 [21] 
A L = A~ - YD~_2 [22] 
B~ = B N L C -- ANDN_ 1 [23] 
Equat ion 16 is then solved for C(j) (j = 1, 2 , . . . ,  N) by the 
following forward calculations (Eq. 24-26) and backward 
substitutions (Eq. 27 and 28) 
SIC*(1 ) = G(1) j = 1 [24] 
B~C*( j )=G( j ) -A~C*( j -  1) j=2 ,3  . . . . .  N -  1125] 
BLC(N) = G(N)  - YC*(N-  2) - ALC*(N - 1) [26] 
C( j )=C*( j ) -D~C( j+ I )  j=N-  1, N -2 , . . . ,2  [27] 
C(1) = C*(1) - Duc(2) - Xuc(3) [28] 
where C*(j) is the usual intermediate vector in the LU fac- 
torization method. 
Since the block matrices X, D i (j = 1, 2 , . . .  , N - 1) in 
Eq. 12 have only two small block nonzero elements at two 
corners as shown in Eq. 14, the LU factorization via Eq. 17 
through 23 will cause only small two block column fi l l- ins 
in the block matrices X U and D U in the upper tr idiagonal 
matr ix in Eq. 16. For example, Dy is of the form 
~ d~.(j) d~.~(j) d~!l, j)  d[(1, j) 
D~ = 9 " / [29] 
~d~(M,  j )  d[ (M,  j )  ] 
where fo r j=2,3 , . . . ,N -  1 
[3o] 
b~ = b,~. - a . .d~. ( j  - 1) [31] 
b~ =-a . .d .~,~( j  - 1) [32] 
b~ = -a~. , f l~ , . ( j  - 1) [33] 
b~,. l  = b,~.~ - a.~.~d,~.~(j - 1) [34] 
and for j = N 
bl .  = b,~. - a~, ,d: . (N - 1) - a~.ad~. (N  - 1) [35] 
br = -a~.d~n~(N-  1) - a~n~d:~,~(N-  1) [36] 
b~ = -a~d~,~(N-  1) - a~d~(N-  1) [37] 
b~,.~ = b,~.~ - a~.dr .~(N - 1) - a~d~.~(N - 1) [38] 
A~ in Eq. 16 is also different from AN in Eq. 12 and has two 
small block fi l l- ins at the top right and bottom left corners 
A~ = ( a~ a~ z \a~1~ a~1~/ [39] 
where 
a~,~ = a,~. - y~,.d,~,~ (N - 2) [40] 
ar,~l = -y ,~,~d~(N-  2) [41] 
a~i~ = -Y  . . . .  d~ l ,~(N-  2) [42] 
a88 = a.1.1 - Y . . . .  d: l~(N - 1) [43] 
In order to determine the nonzero blocks in X U, Dy (j = 1, 
2 , . . . ,  N}, and the intermediate solution vectors C*(j) (j = 
1, 2 , . . . ,  N - 1), and C(N), Eq. 17, 18, 21, and 24 to 26 have 
to be solved. To do this, LU decomposition is applied to B1 
and B~ (j = 2, 3 , . . . ,  N). For example, decomposition of B~ 
yields the following lower and upper matrices 
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/ bL bin, b~ (1, 1) by (1, 2) b~ (2, 2) = by (1~ k) b~ (2, k) 
m 
D~(1, M)" D](2, M) b~(3, M) 
.k  b~ b~(1) b~(M3) b~,~(1) b~(2)  b~l~(3) b*~ 
b~(1) b~,~(2) b~(3) 
I~ b~:~i / [44] 
I~"  b~(3, k) 
I~,~ b~(3, M~) b[(M~) 
L~ 
where M3 = M - 3, b~(i) (i = 1, 2 . . . . .  M - 3) and b[(i) (i = 1, 
2, . . . ,  M - 1) are n~ x m and m x n~ block matrices that 
result from this factorization. To determine those nonzero 
block matrices in the upper matrix of Eq. 44, many sets of 
equations with the coefficient matrices on the diagonal (b~,, 
b~(1, 1), b~(2, i) (i = 2, 3 . . . . .  M - 1), bJ(3, M), and b*~ and 
in the lower triangular matrix of Eq. 44 have to be solved, 
as shown in Appendix A. Once B~ has been decomposed 
into the lower and upper parts as given in Eq. 44, X U, D~, 
and C*(j) can be easily obtained from Eq. 17, 18, 21, and 24 
and 25; and, subsequently, C(j) can be obtained from Eq. 26 
to 28. 
It can be seen from the procedure presented above that 
the special arrangement of the variable vectors given by 
Eq. 11 for a pseudo-two-dimensional boundary-value 
problem leads to a nearly block tridiagonal structure for 
both the main coefficient matrix in Eq. 12 and those sub- 
matrices on the diagonal (Bj,j = 1, 2 , . . . ,  N) and also creates 
the nearly empty matrices X, Dj's, and Aj's. Use of LU fac- 
torization for the main coefficient matrix in Eq. 12 and for 
B~ and B~ (j = 2, 3, . . . , N )  causes only small fill-ins 
of nonzero elements, and, consequently, requires much 
less computat ion  time to solve the system of the equations 
than a method  that does not utilize these properties of the 
matrices. 
It is wor th  ment ion ing that if some other method  such as 
orthogonal collocation were  to be used instead of finite 
differences, a similar algorithm could be developed using 
the same concepts as those presented here for finite differ- 
ences. 
Programming Procedure 
It should be noted in the above procedure in solving 
Eq. 12 via 16 that the matrices Bi and A i are used only once 
and that only those nonzero elements in the upper matrices 
D~ and X v and the intermediate solution C*(j) are needed 
during the forward calculations. Therefore, the calling se- 
quence used by Newman 13 in his one-dimensional subrou- 
tine BAND is used here in the programming scheme in or- 
der to reduce storage space. That is, the nonzero elements 
in D~ and the intermediate solution C*(j) (j = 1, 2 , . . . ,  N - 
1) are determined and stored at each node j. When the last 
node N in the x direction is reached, the solution of the 
system is calculated by backward substitution using the 
intermediate solution, and the upper matrices D~ and X v. 
Therefore, this sequence requires storage space for the 
nonzero elements in each D~ (j = 1, 2 . . . . .  N - 1) as shown 
in Eq. 29, those in X ", and the intermediate solution C*(j) 
(j = 1, 2, . . . , N - 1), only. The storage space needed for 
nonzero elements in Aj, Bi, G (j), and for those fill-ins in B L 
and A~ are temporary because these coefficients are re- 
newed at each node j. 
An Example 
The example presented here is a simple model for a 
porous TiS2 electrode with an ideal binary electrolyteY 4 
This example was chosen because it is a simple example of 
a pseudo-two-dimensional problem and because it has 
been solved by using the method presented here and by the 
method of Nguyen and White, TM so that the effectiveness of
the method presented here can be determined. The problem 
has only two phases (electrolyte and solid) and involves 
diffusion and migration in the electrolyte phase in one di- 
rection only (x) and diffusion in the solid phase in one di- 
rection only (y). The  third region indicated by  II in Fig. 1 
does not exist in this problem. The  governing equations for 
the electrolyte phase consist of a mass  balance and  a charge 
balance 
at - + -oF  + D + a-x ~ + ~ ax 2] \ oy /~=s 
[45] 
- FgD~ (aC'i = 0 \ ay/y=x [46] 
where the symbols C and ~ represent the dependent vari- 
ables in the electrolyte phase and Cs represents he depen- 
dent variable in the solid phase, and the other symbols are 
constants. 
The boundary conditions for Eq. 45 and 46 are as follows 
O~ . -F  I(D+- D-) aC+ ~ (D+ + D-) [49] 
CI~=L = Co [50] 
where i~pp and Co are constants. 
The governing equations for the solid phase in the y 
direction is Fick's diffusion equation in cylindrical co- 
ordinates 
OC~ = D~ ~a2C~ +1 aC~] 
a~ L~ y ay J [51] 
The boundary conditions for this equation are 
OC~ = 0 [52] 
ay y=o 
+ in ~-  f (~--~.-0.5)]y=s [53] 
where the symbols (-~ - ~)o, C* and f represent constants9 
The initial conditions for the above problem are C~ = C ~ 
and C = Co for all x and y. 
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Table I. Comparison of CPU times. 
155 
CPU time" (s) 
Method CRAY-YMP b VAX-8650 (DP) ~ VAX-8650 (Qp)d  SUN/SPARC No. of nodes 
PTWO 09 • 10 -2 09 0.3200 6.000 • 10 -2 N = 21 
BAND 4.4100 • 10 -2 1.6400 4.5200 79 M= 21 
PTWO 2.8309 • 10 -2 0.5100 1.5900 0.3100 N = 51 
BAND 09 - -  136.22 619 M = 51 
PTWO 6.0667 • 10 -2 19 2.6600 09 N= 101 
BAND 1.2023 - -  257.82 161.34 M = 51 
Estimated by using the IMSL function CTIME 0. 
b The programs were run with single precision9 
The programs were run with double precision. 
d The programs were run with quadruple precision. 
The governing equations for the electrolyte phase (Eq. 45 
and 46) contain a derivative of the variable in the solid 
phase at the solid surface (y = S), the governing equation 
for the solid phase (Eq. 51) does not contain any variable of 
the electrolyte phase, but its boundary condit ion (Eq. 53) is 
strongly coupled with the variables of the electrolyte 
phase9 The equations in this problem can be solved easily 
using the algorithm presented above. First, the model 
equations are descrit ized using three-point f inite-differ- 
ence equations for both the first and second derivatives and 
the Crank-Nicolson approximation is used to obtain (At) 2 
accuracy in time. The result ing sets of nonlinear, coupled 
algebraic equations are solved using the Newton-Raphson 
method and the procedure presented here. 
Table I presents a comparison of CPU times for one itera- 
tion in solving the above problem with the subroutines 
BAND using the method of Nguyen and White TM and with 
PTWO on three different computers: a SUN workstation, a
VAX-8650, and a CRAY-YMP. Although the differences in 
the CPU times used by PTWO and by BAND depend on the 
number of nodes, as shown in Table I, PTWO required less 
CPU time than BAND by at least one hundred times on the 
SUN workstation. The CPU t ime spent by PTWO on the 
VAX-8650 was fourteen to ninety-seven times less than 
that by BAND when the programs were run with quadruple 
precision. When the number of nodes was increased and the 
programs were run with double precision on the VAX-8650, 
an error occurred in BAND due to overflow, which did not 
occur in PTWO. It is interesting to note that both BAND 
and PTWO required less CPU t ime on the SUN workstat ion 
than on the VAX-8650. On the CRAY-YMP, the CPU time 
used by PTWO was seven to twenty-nine times less than 
that by BAND. For the example problem given above, it 
was found that use of a large number of nodes is essential 
to obtain an accurate solution, and an actual s imulation 
would require approximately three thousand t ime steps. ~ 
Consequently, the CPU t ime would be prohibit ively large if 
the problem were to be solved using BAND on a SUN work- 
station or on a VAX-8650, whereas PTWO provided accu- 
rate results for an affordable CPU time. 
Conclusions 
Pseudo-two-dimensional  problems can be solved by us- 
ing the f inite-difference method presented in this work 
with much less computat ion t ime and storage space than 
that required by a full two-dimensional  solverJ ~ This is 
because in this method the vectors of variables are ar- 
ranged so that the Jacobian coefficient matr ix  for the sys- 
tem of equations and the submatrices for each node are 
nearly block tridiagonal. The highly sparse and nearly 
block tr idiagonal properties of these matrices are uti l ized 
to reduce the storage and CPU t ime by using LU factoriza- 
tion to solve these systems of equations. 
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APPENDIX A 
LU factorization of B/. 
The block matrices b~, b~ b. (1, k) (k = 2, 3, M), and 
9 . ~ . . -  . , 
b~ m the lower tr iangular matr ix  m Eq. 44 are the same as 
those in Eq. 30. The other nonzero block matrices in the 
lower and upper block tr iangular matrices are calculated 
as follows 
b~b~m(i) = b~m(i) i = 1, 2, 3 [A-l] 
b~br ~ = D r [A-2] 
for k = 1 
b~(1, 1)= y(1, 1,) -bm,  b~m(1) [A-3] 
b~(1, 1)b~(i, 1) = by(i, 1) - bm,b~m(i) i = 2, 3 [A-4] 
b~(1, 1)b[(i, 1 )= -bm.br ~ [A-5] 
for k = 2 
b~(2, k) = by(2, k) - by(l, k)b~(2, k - 1) [A-6] 
b~(2, k)b~(3, k) = by(3, k) - by(l, k)b~(3, k - 1) [A-7] 
b~(2, k)b f (k )  = -by( l ,  k)b[ (k  - 1) [A-8] 
for 3 -< k -< M 
b~(2, k) = by(2, k) - by(l, k)b~(3, k - 1) [A-9] 
b~(2, k)b~(3, k) = by(3, k) [A-10] 
b~(2, k)b[ (k )  = -by( l ,  k)b~(k - 1) [A-11] 
for k = M 
b~(2, k) = by(2, k) - by(l, k)b2(3, k - 2) [A-12] 
bl(3, k) = by(3, k) - b~(2, k)b~(3, k - 1) [h-13] 
b~(3, k )b~, 1 = b~,~ - by(l, k )b[(k - 2) - b~(2, k )b~(k - 1) 
[A-14] 
b~(1) = -b lb ,~(1)  [A-15] 
b~(2) = -b~b~m(2) - b~(1)b~(2, 1) [A-16] 
b~(3) = -b~b~m(3) - b~(1)b~(3, 1) - b~(2)b~(3, 2) [A-17] 
b~( i )=-b~( i -  1)b~(3, i -  1) i=4 ,5  . . . . .  M-3  [A-18] 
b~m(1) = b,~m(1) - b~(M - 3)b~(3, M - 3) [A-19] 
b~m(2) bnim(2) ~ = - b (1)by (3, M - 2) [A-20] 
b~(3)  = b~lm(3) - b~lm(2)b~(3, M - 1) [A-21] 
M - 3  
b*~ = b~ - b~br ~- ~ b~(k )b[(k ) 
k=I 
b~(1)b~(M - 2) - b~(2)b f (M-  1) - ~ - b lm(3)b~ 1 [A-22] 
Equations A- l ,  A-2, A-4, A-5, A-7, A-8, A-10, A-11, and 
A-14 in this Appendix have to be solved to obtain the 
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nonzero elements in the upper tridiagonal block matrix 
in Eq. 44. LU factorization is used here to solve these 
equations. 
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Study of the Redox Process of Poly (2-Naphthol) Film Using 
In Situ Multiple Internal Reflection FTIR Spectroscopy 
Minh-Chau Pham and Pierre-Camille Lacaze 
Institut de Topologie t de Dynamique des Systemds de l'Universite Paris 7, 75005 Paris, France 
ABSTRACT 
Poly(NAP-2) is a novel conducting polymer film obtained by electrochemical oxidation of 2-naphthol. The polymer 
structure consists of polymers P and oligomers Q. The P structure comprises alternate naphthylene and furan rings while 
the Q structure bears quinonoid groups in the chain. The electrochemical oxidation-reduction f the two forms P and Q in 
poly(NAP-2) film was studied. The redox process of the furan groups in the polymer structure P is detected in neutral 
acetonitrile while that involving Q/H~Q couple in Q structure is observed in acidic acetonitrile solution. 
Recently, we showed that a novel electroactive and 
conducting polymer film, poly(2-naphthol) [poly(NAP-2)], 
was obtained by electrochemical oxidation of 2-naphthol 
in acetonitrile solution. The polymer structure and the 
electropolymerization mechanism were elucidated by 
in situ multiple internal reflection Fourier transform in- 
frared spectroscopy (MIRFTIRS) 1 and in situ electron spin 
resonance (ESR) study. 2
The proposed structure for poly(NAP-2) film is composed 
of two forms, P and Q. The polymer P comprises alternate 
naphthylene and furan rings analogously to poly(NAP-1) 
film 3 while the Q structure involves oligomers bearing 
quinonoid groups 
~ 
n HO 
(F) 
(Q) 
Polymer films can be deposited on Pt or glassy carbon 
electrodes at constant potential (1.5 or 2 V vs. SCE) or by 
potential cycling between 0.2 and 1.5 V or between 0.2 and 
2 V vs. SCE. 
When the potential imit is 2 V, the formation of the 
quinonoid structure Q is favored while P structure forma- 
tion is predominant when the potential l imit is 1.5 V. 2 
In the present paper, an investigation of the mechanism 
of the electrochemical oxidation-reduction process of 
poly(NAP-2) film is performed by electrochemical nd 
MIRFTIRS studies. 
Experimental 
Materials.--2-Naphthol (Aldrich Chemical Company) 
was sublimed before use. The electrolytes, NBu~C10~ and 
LiAsF6 (Fluka), were used without further purification. 
Acetonitrile was provided by Aldrich (spectrophotometric 
grade). 
Preparation of poly(NAP-2) film.--For the double poten- 
tial step experiments, poly(NAP-2) films were prepared by 
electropolymerization of 2-naphthol (0.1M) in an acetoni- 
trile solution containing 0.1M of the electrolyte (LiAsF6 or 
LiC104) by potential scanning between 0.2 and 1.5 V or 2 V 
vs. SCE. The film thickness was measured by scanning 
electron microscopy (SEM). A strip of polymer was 
scratched out from a polymer film deposited on a Pt sub- 
strate to reveal a cross section of the film. 
In the MIRFTIRS studies, in order to investigate the re- 
dox process of the film in the whole film thickness, the film 
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