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We study a non-parametric approach to multivariate density es-
timation. The estimators are piecewise constant density functions
supported by binary partitions. The partition of the sample space is
learned by maximizing the likelihood of the corresponding histogram
on that partition. We analyze the convergence rate of the sieve maxi-
mum likelihood estimator, and reach a conclusion that for a relatively
rich class of density functions the rate does not directly depend on the
dimension. This suggests that, under certain conditions, this method
is immune to the curse of dimensionality, in the sense that it is pos-
sible to get close to the parametric rate even in high dimensions.
We also apply this method to several special cases, and calculate the
explicit convergence rates respectively.
1. Introduction. Density estimation is a fundamental problem in statis-
tics. Once an explicit estimate of the density function is obtained, various
kinds of statistical inference can follow, including non-parametric testing,
clustering, and data compression. Previous research focused on both para-
metric and nonparametric density estimation methods. However, currently,
increasing dimension and data size impose great difficulty on these tradi-
tional methods. For instance, a fixed parametric family, such as multivariate
Gaussian, may fail to capture the spatial features of the true density func-
tion under high dimensions. On the other hand, a traditional nonparametric
method, like the kernel density estimator, may suffer from the difficulty of
choosing appropriate bandwidths [12]. In this paper, we study a nonpara-
metric method for multivariate density estimation. This is a sieve maximum
likelihood method which employs simple, but still flexible, binary partitions
to adapt to the data distribution. In the paper, we will carry out thorough
analyses of the convergence rate to quantify the performance of this method
as the dimension increases and the regularity of the true density function
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varies. These analyses demonstrate the major advantages of this method,
especially when the dimension is moderately large (e.g. 5 to 50).
1.1. Challenges in multivariate density estimation. Most of the estab-
lished methods for density estimation were initially designed for the esti-
mation of univariate or low-dimensional density functions. For example, the
popular kernel method ([23] and [22]), which approximates the density by
the superposition of windowed kernel functions centering on the observed
data points, works well for estimating smooth low-dimensional densities. As
the dimension increases, the accuracy of the kernel estimates becomes very
sensitive to the choice of the window size and the shape of the kernel. To
obtain good performance, both of these choices need to depend on the data.
However, the question of how to adapt these parameters to the data has not
been adequately addressed. This is especially the case for the kernel which
itself is a multidimensional function. As a result, the performance of current
kernel estimators deteriorates rapidly as the dimension increases.
The difficulty caused by high dimensionality is also revealed in a classic
result by Charles Stone [27]. In this paper, it was shown that the opti-
mal rate of convergence for density in d-dimensional space, when the den-
sity is assumed to have p bounded derivatives, is of the order n−α, where
α = p/(2p+ d). When d is small and the density is smooth (i.e. p is large),
then methods such as kernel density estimation can achieve a convergence
rate almost as good as the parametric rate of n−1/2. However, when d is large,
then even if the density has many bounded derivatives, the best possible rate
will still be unacceptably slow. Thus standard smoothness assumptions on
the density will not protect us from the “curse of dimensionality”. Instead,
we must seek alternative conditions on the underlying class of densities that
are general enough to cover some useful applications under high dimensions,
and yet strong enough to enable the construction of density estimators with
fast convergence. More specifically, suppose r is a parameter that controls
the complexity (in a sense to be made precise) of the density class, with
large value of r indicating low complexity. We would like to construct den-
sity estimators with a convergence rate of the order n−γ(r), where γ(·) is an
increasing function not as sensitive to d as that of the traditional methods,
and satisfying the property that γ(r) ↑ 12 as r ↑ ∞. Since this rate is not
sensitive to d, it is possible to obtain fast convergence even in high dimen-
sional cases. For density estimators based on adaptive partitioning, such a
result is established in Theorem 2.1 below.
1.2. Adaptive partitioning. The most basic method for density estima-
tion is the histogram. With appropriately chosen bin width, the histogram
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density value within each bin is proportional to the relative frequency of the
data points in that bin. Further developments of the method allow the bins
to depend on data, and substantial improvement can be obtained by such
“data-adaptive” histograms ([24]).
This idea has been naturally extended to multivariate cases. Multivariate
histograms with data-adaptive partitions have been studied in [25] and [21].
The breakthrough work of Lugosi and Nobel [19] presented general sufficient
conditions for the almost sure L1-consistency based on data-dependent par-
titions. Later in [2], the authors constructed a multivariate histogram which
achieves asymptotic minimax rates over anisotropic Ho¨lder classes for the
L2 loss. Another closely-related type of methods is multivariate density es-
timation based on wavelet expansions ([8] and [29]). Along this line, in [20]
and [13] the authors showed that estimators based on wavelet expansions
achieve minimax convergence rates up to a logarithmic factor over a large
scale of anisotropic Besov classes. Apart from these two types of methods,
in a recent work [30] by Wong and Ma, the authors proposed a Bayesian
formulation to learn the data-adaptive partition in multi-dimensional cases.
By employing sequential importance sampling ([15] and [16]), they designed
efficient algorithms ([18] and [11]) to sample from the posterior distribu-
tion. The methods are also shown to perform well empirically in a range of
continuous and discrete problems, and achieves satisfying performance.
1.3. Contribution of the paper. In this paper we study the asymptotic
properties of density estimators based on adaptive partitioning. The data-
adaptive partition is obtained by maximizing the likelihood of the corre-
sponding histogram on that partition. We start by formulating a complexity
index (denoted by r) for a density, with large value of r indicating low com-
plexity in the sense that the density can be approximated at a fast rate by
piecewise constant density functions as the size of the underlying partition
increases. We assume that the complexity of the true density is known, and
study how the size of the partition of our density estimator should be chosen
in order to achieve fast convergence to the true density. Our analysis shows
that roughly (i.e. up to log n factors) the achievable rate is n−(r/(2r+1)). Thus
when r is large, our estimate will converge to the true density at a rate close
to the parametric rate of n−1/2, not directly depending on the dimension
d of the sample space. This is in contrast with the achievable convergence
rate under smoothness condition ([27]), which deteriorates rapidly as the
dimensional d increases.
In order to gain a deeper understanding of our complexity index, in this
paper we also perform explicit computation of r for density functions with
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certain spatial sparsity properties as well as functions of bounded variation.
Our results also imply that, when the true density depends only on a subset
of the variables, our density estimator will automatically exhibit a “variable
selection” property. Indeed, the function classes studied in this paper corre-
spond to Besov classes and anisotropic Ho¨lder classes studied by the previous
literature ([2], [20] and [13]). But the density functions are characterized by
the conditions which are easier to verify and closer to statistical models. In
addition to this, in most of the previous literature regarding convergence
rates, the estimator is constructed for a specific function space. Here, we in-
troduce the estimator under a quite general formulation, and then derive the
convergence rates by calculating complexity indices r for different function
classes. While the results in this paper can provide insights given the com-
plexity index r of the true density, in practice we do not know r. This raises
the question of how to make our density estimator adaptive to the unknown
complexity, in the sense that it will automatically achieve the optimal rate
n−(r/(2r+1)) even when r is not known to us. This question will be taken
up in a companion paper ([17]). Extending the present analysis, we will
show in the companion paper that adaptation to unknown complexity can
be achieved by a fully Bayesian approach with an exponentially decreasing
prior distribution on the size of the partition.
The rest of the paper is organized in the following way. In Section 2, we
discuss the partition scheme, introduce the estimation method, and summa-
rize our main results on convergence rate. Section 3 focuses on the proof of
the main theorem. If the reader is not interested in the mathematical de-
tails, this section can be skipped without affecting the understanding of the
later part. From Section 4 to Section 6, we apply our main results to spa-
tial adaptation, estimation of functions of bounded variation, and variable
selection cases respectively.
2. The maximum likelihood estimators based on adaptive par-
titioning. Let Y1, Y2, · · · , Yn be a sequence of independent random vari-
ables distributed according to a density f0(y) with respect to a σ-finite
measure µ on a measurable space (Ω,B). We are interested in the case
when Ω is a bounded rectangle in Rp and µ is the Lebesgue measure. Af-
ter translation and scaling, we may assume that the sample space is the
unit cube in Rp, that is, Ω = {(y1, y2, · · · , yp) : yl ∈ [0, 1]}. Let F =
{f is a nonnegative measurable function on Ω : ∫Ω fdµ = 1} be the collec-
tion of all the density functions on (Ω,B, µ). F constitutes the parameter
space in this problem.
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2.1. Densities on binary partitions. Similar to [18], we use binary par-
titions to capture the features of the true density function. By increasing
the complexity of the partitions, we construct a sequence of density spaces
Θ1,Θ2, · · · ,ΘI , · · · . These spaces are finite dimensional approximations to
the infinite dimensional parameter space F with decreasing approximation
error. A detailed description of these spaces is as follows.
First, we use a recursive procedure to define a binary partition with I
subregions of the unit cube in Rp. Let Ω = {(y1, y2, · · · , yp) : yl ∈ [0, 1]} be
that unit cube. In the first step, we choose one of the coordinates yl and
cut Ω into two subregions along the midpoint of the range of yl. That is,
Ω = Ωl0∪Ωl1, where Ωl0 = {y ∈ Ω : yl ≤ 1/2} and Ωl1 = Ω\Ωl0. In this way, we
obtain a partition with two subregions. It is easily observed that the total
number of all possible partitions after one cut is equal to the dimension p.
Suppose after I − 1 steps of the recursion, we already obtained a partition
{Ωi}Ii=1 with I subregions. In the I-th step, further partitioning of the region
is defined as follows:
1. Choose a region from Ω1, · · · ,ΩI . Denote it as Ωi0 .
2. Choose one coodinate yl and divide Ωi0 into two subregions along the
midpoint of the range of yl.
Such a partition obtained by I recursive steps is called a binary partition
of size I + 1. Figure 2.1 displays all the two dimensional binary partitions
when I is 1, 2 and 3.
Now, we define
ΘI = {f ∈ F : f =
I∑
i=1
βi1Ωi , where
I∑
i=1
βiµ(Ωi) = 1,
and {Ωi}Ii=1 is a binary partition of Ω of size I.}
This is to say, ΘI is the collection of piecewise constant density functions
supported by the binary partitions of size I. Then these ΘI constitute a
sequence of approximating spaces to F (i.e. a sieve, see [10] and [26] for
background on sieve theory).
We take the metric on F and ΘI to be Hellinger distance, which is defined
by
(2.1) ρ(f, g) =
(∫
Ω
(√
f(y)−
√
g(y)
)2
dy
)1/2
, f, g ∈ F .
For f, g ∈ ΘI , let f =
∑I
i=1 β
1
i 1Ω1i
and g =
∑I
i=1 β
2
i 1Ω2i
, where {Ω1i }Ii=1 and
{Ω2i }Ii=1 are binary partitions of Ω. Then the Hellinger distance between f
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Fig 1. Binary partitions
and g can be written more explicitly as
(2.2) ρ2(f, g) =
I∑
i=1
I∑
j=1
(√
β1i −
√
β2j
)2
µ
(
Ω1i ∩ Ω2j
)
.
We also introduce the Kullback-Leibler divergence, which is defined to be
K(f, g) = Ef
(
log
f(Y )
g(Y )
)
.
Note the Kullback-Leibler divergence is a stronger distance compared to the
Hellinger distance, in the sense that for any f, g ∈ F , ρ2(f, g) ≤ K(f, g).
We further restrict our interest to a subsect F0 ⊂ F of densities which sat-
isfy the following two conditions: First,
∫
Ω f
2 <∞. Second, for any f ∈ F0,
there exists a sequence of approximations fI ∈ ΘI such that ρ(f, fI) ≤ AI−r,
where r is a parameter characterizing the decay rate of the approximation
error, A is a constant that may depend on f . In order to demonstrate that
F0 is still a rich class, from Section 4 to Section 6, we study several specific
density classes belonging to F0, which are frequently occurred in statistical
modelding.
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2.2. The sieve MLE. For any f ∈ ΘI , the log-likelihood is defined to be
(2.3) Ln(f) =
n∑
j=1
log f(Yj) =
I∑
i=1
Ni log βi,
where Ni is the count of data points in Ωi, i.e., Ni = card{j : Yj ∈ Ωi, 1 ≤
j ≤ n}. The maximum likelihood estimator on ΘI is defined to be
(2.4) fˆn,I = arg max
f∈ΘI
Ln(f).
We claim that fˆn,I is well defined. This is true because given the binary
partition {Ωi}Ii=1, the underlying distribution becomes a multinomial one,
and (β1, · · · , βI) can be determined by maximizing the log-likelihood. And
within each ΘI , the number of possible binary partitions is finite. Since ΘI
constitute a sieve to F0, this sequence of estimators is also called the sieve
maximum likelihood estimator (sieve MLE).
In order to illustrating how the idea of partition learning is incorporated
in this framework, given the binary partition A = {Ωi}Ii=1, we can derive the
maximum of the likelihood values achieved by histograms on that partition,
which has a closed-form expression
Ln(A) =
I∑
i=1
Ni log
(
Ni
nµ(Ωi)
)
.
We treat this as a score of the partition A. By maximizing the score over all
the binary partitions of a fixed size, we learn a most promising one which
adapts to the true density function. Then fˆn,I is simply the histogram based
on that partition.
2.3. Main results on convergence rate. Having defined a sequence of
maximum likelihood estimators fˆn,I , we are now ready to state the main
results on the rate at which fˆn,I converges to f0.
Theorem 2.1. For any f0 ∈ F0, fˆn,I is the maximum likelihood es-
timator over ΘI . A and r are the parameters that characterize achievable
approximation errors to f0 by the elements in ΘI . Assume that n and I
satisfy
(2.5) I =
(
(28A2r/c1)
n
log n
) 1
2r+1
,
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where the constant c1 can be chosen to be in (0, 1). Then the convergence
rate of the sieve MLE is n−
r
2r+1 (log n)(
1
2
+ r
2r+1
), in the sense that
Pf0
(
ρ(fˆn,I , f0) ≥ Dn−
r
2r+1 (log n)(
1
2
+ r
2r+1
)
)
→ 0,
where D is a constant.
Remark 2.1. It is possible to partition the sample space in a more
flexible way. In particular, the analysis and resulting rate remain the same if
we replace binary partition at the mid-point by binary partition at a point
chosen from a fixed sized grid (e.g. regular equi-spaced grid).
From this theorem, we see that the convergence rate does not directly
depend on the dimension of the problem. Instead, it only depends on how
well the true density can be approximated by the sieve. As r increases, up
to a log n term, the rate gets close to the parametric rate of n−1/2.
The analysis in this paper will demonstrate that the optimal convergence
rate can be achieved by balancing the sample size with the complexity of the
approximating spaces. On one hand, the complexity of ΘI affects the conver-
gence rate in a way that, the richer the approximating spaces the lower bias
the estimators have. Conversely, given a sample Y1, Y2, · · · , Yn of fixed size,
there is a point beyond which the limited amount of information conveyed in
the data may be overwhelmed by the overly-complex approximating spaces.
A major contribution of the main result is that it clarifies how to strike the
balance between the sample size and the complexity of the approximating
spaces.
3. Proof of Theorem 2.1. This section is devoted to the proof of the
main theorem. Studies of convergence rate invariably rely on the previous
results from studies of empirical process indexed by log-likelihood ratios.
However, while the results in the classical work by Wong and Shen ([26] and
[31]) are the most applicable ones to our study, they must be modified to
adapt to the current settings. The following is an outline of the proof.
In Section 3.1 we briefly discuss metric entropy with bracketing, which
measures the complexity of the approximating spaces by “counting” how
many pairs of functions in an -net are needed to provide simultaneous upper
and lower bounds of all the elements. An important result of this section is
an upper bound for the bracketing metric entropy of ΘI . In Section 3.2, a
large-deviation type inequality for the likelihood ratio surface follows.
Previous results on the convergence rate of sieve MLE assume that the
true parameter can be approximated by the sieve under Kullback-Leibler
DENSITY ESTIMATION VIA ADAPTIVE PARTITIONING 9
divergence. Here, we switch to the weaker Hellinger distance, because under
the current settings, we can obtain an explicit bound for the Kullback-
Leibler divergence in terms of the Hellinger distance. Thus our results are
more general than those in [31] for this type of density estimation problems.
Finally in Section 3.4, we establish the main result of the convergence rate.
After splitting the tail probability into two parts corresponding to variance
and bias, we apply the results obtained in Section 3.2 and 3.3 to bound each
of them respectively.
3.1. Calculation of the metric entropy with bracketing. A general discus-
sion of metric entropy can be found in [14]. In this section, we introduce a
form of metric entropy with bracketing corresponding to current parameter
space, and provide an upper bound for the bracketing metric entropy of the
approximating spaces defined in Section 2.1.
Definition 3.1. Let (Θ, ρ) be a seperable pseudo-metric space. Θ() is
a finite set of pairs of functions {(fLj , fUj ), j = 1, · · · , N} satisfying
(3.1) ρ(fLj , f
U
j ) ≤  for j = 1, · · · , N,
and for any f ∈ Θ, there is a j such that
(3.2) fLj ≤ f ≤ fUj .
Let
(3.3) N(,Θ, ρ) = min{card Θ() : (3.1) and (3.2) are satisfied}.
Then, we define the metric entropy with bracketing of Θ to be
(3.4) H(,Θ, ρ) = logN(,Θ, ρ).
Recall that Θ1, · · · ,ΘI , · · · are the approximating spaces defined in sec-
tion 2.1. The next two lemmas are devoted to an upper bound for the brack-
eting metric entropy of ΘI .
Lemma 3.1. Take ρ to be the Hellinger distance. Let ΘA,dI = {f ∈ ΘI :
f is supported by the binary partition A = {Ωi}Ii=1, and ρ(f, f0) ≤ d}.
Then,
(3.5) H(u,ΘA,dI , ρ) ≤
I
2
log I + I log
d
u
+ b′,
where b′ is a constant not dependent on the binary partition.
10 L. LIU AND W. H. WONG
Proof. Assume f =
∑I
i=1 βi1Ωi . When the binary partitions {Ωi}Ii=1
are fixed, there exits a one-to-one correspondance between any f ∈ ΘA,dI
and an I-dimensional vector (
√
β1µ(Ω1), · · · ,
√
βIµ(ΩI)). As a consequence
of Cauchy-Schwartz inequality,
ρ(f, f0)
2 =
I∑
i=1
∫
Ωi
(
√
βi −
√
f0(x))
2µ(dx)
≥
I∑
i=1
µ(Ωi)(
∫
Ωi
(
√
βi −
√
f0(x))
µ(dx)
µ(Ωi)
)2
=
I∑
i=1
µ(Ωi)(
√
βi −
∫
Ωi
√
f0(x)µ(dx)
µ(Ωi)
)2.
Then, we have,
{(
√
β1µ(Ω1), · · · ,
√
βIµ(ΩI)) :
I∑
i=1
∫
Ωi
(
√
βi −
√
f0(x))
2µ(dx) ≤ d2}
⊂ {(
√
β1µ(Ω1), · · · ,
√
βIµ(ΩI)) :
I∑
i=1
(
√
βiµ(Ωi)−
∫
Ωi
√
f0(x)µ(dx)√
µ(Ωi)
)2 ≤ d2}
=: BA,dI .
If we treat the element in ΘA,dI as the I-dimensional vector (
√
β1µ(Ω1), · · · ,
√
βIµ(ΩI)),
then from the above inclusion relation we learn that, ΘA,dI ⊂ BA,dI . We also
note that the Hellinger distance on BA,dI is equivalent to the L2 norm on
the I-dimensional Euclidean space. Thus,
(3.6) N(u,ΘA,dI , ρ) ≤ N(u,BA,dI , ‖ · ‖2).
Because the metric entropy is invariant under translation, calculating the
bracketing metric entropy of BA,dI is equivalent to calculating that of
B˜A,dI := {
(√
β1µ(Ω1), · · · ,
√
βIµ(ΩI)
)
:
I∑
i=1
(√
βiµ(Ωi)
)2 ≤ d2}.
The unit sphere under L2-norm is
S = {
(√
β1µ(Ω1), · · · ,
√
βIµ(ΩI)
)
:
I∑
i=1
(βiµ(Ωi)) ≤ 1}.
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The unit sphere under L∞-norm is
S∞ = {
(√
β1µ(Ω1), · · · ,
√
βIµ(ΩI)
)
: max
1≤i≤I
√
βiµ(Ωi) ≤ 1}.
Note that max1≤i≤I
√
βiµ(Ωi) ≤ 1/
√
I implies that
∑I
i=1 βiµ(Ωi) ≤ 1, and∑I
i=1 βiµ(Ωi) ≤ d2 implies that max1≤i≤I
√
βiµ(Ωi) ≤ d, we have
(3.7) S ⊂ B˜A,dI ⊂ dS∞ and S∞ ⊂
√
IS.
Therefore,
N(u,ΘA,dI , ρ) ≤ N(u, B˜A,dI , ‖ · ‖2)
≤
(
d
√
I
u
+ 2
)I
≤ b′II/2(d/u)I ,
where b′ is a constant not dependent on the partiton. The desired result
follows.
Lemma 3.2. Under the same assumptions as in Lemma 3.1, let ΘdI =
{f ∈ ΘI : ρ(f, f0) ≤ d}. Then,
H(u,ΘdI , ρ)
≤ I log p+ (I + 1) log(I + 1) + I
2
log I + I log
d
u
+ b,(3.8)
where b is a constant not dependent on I or d.
Proof. According to the construction of the sieve, given the size I, the
number of possible binary partitions is upper bounded by pII! (p is the
dimension of the Euclidean space). Therefore,
N(u,ΘdI , ρ) ≤ pII!N(u,ΘA,dI , ρ)
≤ b′pII!II/2(d/u)I ,
and,
H(u,ΘdI , ρ)
≤ I log p+ (I + 1) log(I + 1) + I
2
log I + I log
d
u
+ b.(3.9)
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3.2. An inequality for the likelihood ratio surface. In this section, we
focus on bounding the tail behavior of the likelihood ratio. First, we cite
a theorem in [31], which gives a uniform exponential bound for likelihood
ratios.
Theorem 3.1 (Wong and Shen (1995)). Let ρ be the Hellinger distance
and Pn be a space of densities. There exist positive constants a > 0, c, c1
and c2, such that, for any  > 0, if
(3.10)
∫ √2
2/28
H1/2(u/a,Pn, ρ)du ≤ cn1/22,
then
Pf0
(
sup
{ρ(f,f0)≥,f∈Pn}
n∏
i=1
f(Yi)
f0(Yi)
≥ exp(−c1n2)
)
≤ 4 exp(−c2n2),
where Pf0 is understood to be the outer probability mesure under f0. The
constants c1 and c2 can be chosen in (0, 1) and c can be set as (2/3)
5/2/512.
Combining the theorem with the entropy bounds in Section 3.1 gives the
desired inequality, which is summarized in the next corollary.
Corollary 3.1. Let δn,I = (
I log I
n/ logn)
1/2. When n and I are sufficiently
large, we have
Pf0
(
sup
{ρ(f,f0)≥δn,I ,f∈ΘI}
n∏
i=1
f(Yi)
f0(Yi)
≥ exp(−c1nδ2n,I)
)
≤ 4 exp(−c2nδ2n,I).
Proof. The key to the proof is to check condition (3.10) so that we can
apply Theorem 3.1 to the sequence of approximating spaces ΘI . By Lemma
3.2, ∫ √2δn,I
δ2n,I/2
8
H1/2(u/a,ΘI , ρ)du
≤
∫ √2δn,I
δ2n,I/2
8
(I log(4pa) + 2(I + 1) log(I + 1)− I log u)1/2 du
∼ I1/2
∫ √2δn,I
δ2n,I/2
8
(
log
I2
u
)1/2
du.(3.11)
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We calculate the integral and obtain
(3.11)
≤ I1/2
(
u
√
log
I2
u
−
√
pi
2
I2erf
(√
log
I2
u
))
|
√
2δn,I
δ2n,I/2
8
≤ I1/2(
√
2δn,I
√
log
I2√
2δn,I
−
√
pi
2
I2erf
(√
log
I2√
2δn,I
)
− δ
2
n,I
28
√
log
28I2
δ2n,I
+
√
pi
2
I2erf
(√
log
28I2
δ2n,I
)
)
∼ I1/2
(
δn,I
√
log
I2
δn,I
+
√
pi
2
I2
(
erf(
√
log
28I2
δ2n,I
)− erf(
√
log
I2√
2δn,I
)
))
∼ I1/2
δn,I
√
log
I2
δn,I
+
√
pi
2
I2
1− δ
2
n,I
28I2√
pi log 2
8I2
δ2n,I
− 1 +
√
2δn,I
I2√
pi log I
2√
2δn,I


∼ I1/2δn,I
√
log
I2
δn,I
≤ c√nδ2n,I .
Therefore, condition (3.10) is satisfied. The desired result follows from The-
orem 3.1.
3.3. An inequality for the Kullback-Leibler divergence. It is well known
that Hellinger distance can be bounded by Kullback-Leibler divergence. In
[31], the authors showed that the other direction also holds under mild con-
ditions. This type of result becomes quite useful in this paper because it
would allow us to study the convergence rate under the weaker Hellinger
distance. We first cite the result from their paper. It enables us to obtain
a more explicite bound for density functions in F0 in the later part of this
section.
Lemma 3.3 (Wong and Shen (1995) Theorem 5). Let f , f0 be two den-
sities, ρ2(f0, f) ≤ 2. Suppose that M2λ =
∫
{f0/f≥e1/λ} f0(f0/f)
λ < ∞ for
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some λ ∈ (0, 1]. Then for all 2 ≤ 12(1− e−1)2, we have∫
f0 log(
f0
f
) ≤ [6 + 2 log 2
(1− e−1)2 +
8
λ
max
(
1, log(
Mλ

)
)]
2,∫
f0
(
log(
f0
f
)
)2 ≤ 52[ 1
λ
max
(
1, log(
Mλ

)
)]2
.
When f0 is the true density function and f is an approximation to f0 in
ΘI , we can obtain a more explicit bound of the Kullback-Leibler divergence.
The result is summarized in the lemma below.
Lemma 3.4. f0 is a density function on Ω. If f0 ∈ F0, then we can find
g ∈ ΘI , such that ∫
f0 log(f0/g) ≤ 128A2rI−2r log I,∫
f0(log(f0/g))
2 ≤ 320A2r2I−2r(log I)2.
Proof. Assume that f =
∑I
i=1 βi1Ωi , where {Ωi}Ii=1 is a binary partition
of Ω. From the property of L2-projection, we have
ρ2(f0, f) =
I∑
i=1
∫
Ωi
(
√
f0(x)−
√
βi)
2µ(dx)
≥
I∑
i=1
∫
Ωi
(√
f0 −
∫
Ωi
√
f0
µ(Ωi)
)2
.
Let h =
∑I
i=1
(∫
Ωi
√
f0
µ(Ωi)
)2
1Ωi , then∫
Ω
h =
I∑
i=1
(
∫
Ωi
√
f0)
2
µ(Ωi)
≤
I∑
i=1
(
∫
Ωi
f0)µ(Ωi)
µ(Ωi)
= 1.
Let g = h∫
Ω h
, then g is a density function, and
ρ2(f0, g) = ‖
√
f0 −
√
h+
√
h−
√
h
‖√h‖2
‖22
≤ 2‖
√
f0 −
√
h‖22 + 2(1−
1
‖√h‖2
)2‖
√
h‖22
≤ 2ρ2(f0, f) + 2(1− ‖
√
h‖22)
= 2ρ2(f0, f) + 2‖
√
f0 −
√
h‖22
≤ 4ρ2(f0, f).
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For density functions f0 and g,
M21/4 =
I∑
i=1
∫
Ωi∩{f0/g>e4}
f0
 f0( ∫
Ωi
√
f0
‖√h‖2µ(Ωi)
)2

1/4
≤
I∑
i=1
∫
Ωi
f
1+1/4
0(∫
Ωi
√
f0
µ(Ωi)
)1/2
≤
I∑
i=1
(
∫
Ωi
f
1/2
0 )
1/2(
∫
Ωi
f20 )
1/2(∫
Ωi
√
f0
µ(Ωi)
)1/2 = I∑
i=1
(
∫
Ωi
f20 )
1/2(µ(Ωi))
1/2
≤
(∫
Ω
f20
)1/2
.
Therefore, if we set λ = 1/4, when I is large enough∫
f0 log(f0/g) ≤ [6 + 2 log 2
(1− e−1)2 + 32 max(1, log
(
∫
f20 )
1/4
2AI−r
)] · 4A2I−2r
≤ 128A2rI−2r log I.
Similarly, ∫
f0(log(f0/g))
2 ≤ 320A2r2I−2r(log I)2.
3.4. Convergence rate. In this section, we apply the above large-deviation
type inequality and the bound of the Kullback-Leibler divergence to derive
convergence rate of the sieve MLE for f0 ∈ F0.
proof of Theorem 2.1. For any g ∈ ΘI and D > 1, we have
P
(
ρ(f0, fˆn,I) ≥ Dδn,I
)
≤ Pf0
 sup
{ρ(f0,f)≥Dδn,I ,f∈ΘI}
n∏
j=1
f(Yj)/g(Yj) ≥ 1
 ,
where Pf0 is understood to be the outer probability measure under f0.
Let C = {f ∈ ΘI : ρ(f0, f) ≥ Dδn,I}. Then for g ∈ ΘI ,
Pf0
sup
f∈C
n∏
j=1
f(Yj)
g(Yj)
≥ 1
 ≤ P1 + P2,
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where
P1 = Pf0
sup
f∈C
n∏
j=1
f(Yj)
f0(Yj)
≥ exp (−c1n(Dδn,I)2)
 ,
P2 = P
 n∏
j=1
f0(Yj)
g(Yj)
≥ exp (c1n(Dδn,I)2)
 .
In regards of P1, Corollary 3.1 still applies here if we replace δn,I by Dδn,I .
Thus, P1 ≤ 4 exp(−c2nD2δ2n,I).
To bound P2, we write
P2 = P
 n∑
j=1
log
(
f0
g
)
(Yj) ≥ c1n(Dδn,I)2

= P
 n∑
j=1
[
log
(
f0
g
)
(Yj)− E log
(
f0
g
)]
≥ c1n(Dδn,I)2 − n
∫
f0 log
(
f0
g
) .
If
∫
f0 log(f0/g) < c1D
2δ2n,I , then
P2 ≤
n
∫
f0 log
(
f0
g
)2
n2
(
c1D2δ2n,I −
∫
f0 log
(
f0
g
))2 .
Based on our assumption, there exists fI ∈ ΘI , such that ρ(f0, fI) ≤ AI−r.
Then from Lemma 3.4, we know that∫
f0 log(f0/fI) ≤ 128A2rI−2r log I,∫
f0(log(f0/fI))
2 ≤ 320A2r2I−2r(log I)2.
Therefore,
inf
g∈ΘI
P2 ≤ 320A
2r2I−2r(log I)2
n
(
c1D2δ2n,I − 128A2rI−2r log I
)2 .
If we take I =
(
(28A2r/c1)
n
logn
) 1
2r+1
, then the condition
∫
f0 log(f0/fI) <
c1D
2δ2n,I is satisfied. If n and I are matched in this way, the order of δn,I
determines the final convergence rate, which is n−
r
2r+1 (log n)(
1
2
+ r
2r+1
). This
finishes the proof.
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4. Application to spatial adaptation. In this section, we assume
that the density concentrates spatially. Mathematically, this implies the den-
sity function satisfies a type of spatial sparsity. In the past two decades, spar-
sity has become one of the most discussed types of structure under which
we are able to overcome the curse of dimensionality. A remarkable example
is that it allows us to solve high-dimensional linear models, especially when
the system is underdetermined. It would be interesting to study how we
could benefit from the sparse structure when performing density estimation.
This section is devoted to this purpose. Under current settings, it is natu-
ral to characterize the spatial sparsity by controlling the decay rate of the
ordered Haar wavelet coefficients. After introducing the high-dimensional
Haar basis in Section 4.1, we provide a rigorous characterization of the spar-
sity condition in Section 4.2, and illustrate this characterization by several
examples. In Section 4.3, we demonstrate that the sparse structure allows
fast convergence by calculating the explicit convergence rate.
4.1. High-dimensional Haar basis. Haar basis is the simplest but widely
used wavelet basis. In one dimension, the Haar wavelet’s mother wavelet
function is
ψ(y) =

1 if 0 ≤ y < 1/2,
−1 if 1/2 ≤ y < 1,
0 otherwise.
And its scaling function is
φ(y) =
{
1 if 0 ≤ y < 1,
0 otherwise.
Here, we take the two-dimensional case to illustrate how the system is built.
This construction can be extended to high dimensional cases as well.
The two-dimensional scaling function is defined to be
φφ(y1, y2) := φ(y1)φ(y2),
and three wavelet functions are
φψ(y1, y2) := φ(y1)ψ(y2),
ψφ(y1, y2) := ψ(y1)φ(y2),
ψψ(y1, y2) := ψ(y1)ψ(y2).
If we use a superscript l to index the scaling level of the wavelet function
and subscripts i and j (i and j can be 0 or 1) to denote the horizontal and
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vertical translations respectively, then the scales and translates of the three
wavelet functions φψ, ψφ and ψψ are defined to be
φψlij(y
1, y2) := (
√
2)2·lφψ(2ly1 − i, 2ly2 − j),
ψφlij(y
1, y2) := (
√
2)2·lψφ(2ly1 − i, 2ly2 − j),
ψψlij(y
1, y2) := (
√
2)2·lψψ(2ly1 − i, 2ly2 − j).
These functions together with the single scaling function φφ define the two-
dimensional Haar wavelet basis Ψ.
4.2. Spatial sparsity. Let f be a p dimensional density function and Ψ
the p-dimensional Haar basis constructed as above. We will work with g =√
f first. Note that g ∈ L2([0, 1]p). Thus we can expand g with respect to
Ψ as g =
∑
ψ∈Ψ < g, ψ > ψ (here ψ is a basis function instead of the
Haar wavelet’s mother wavelet function defined above). We rearrange this
summation by the size of wavelet coefficients. In other words, we order the
coefficients as the following
| < g, ψ(1) > | ≥ | < g, ψ(2) > | ≥ · · · ≥ | < g, ψ(k) > | ≥ · · · ,
then the sparsity condition imposed on the density functions is that the
decay of the wavelet coefficients follows a power law,
(4.1) | < g, ψ(k) > | ≤ Ck−β for all k ∈ N and β > 1/2,
where C is a constant.
This condition has been widely used to characterize the sparsity of signals
and images ([1] and [3]). In particular, in [5], it was shown that for two-
dimensional cases, when β > 1/2, this condition reasonably captures the
sparsity of real world images.
Next we use several examples to illustrate how this condition implies the
spatial sparsity of the density function.
Example 4.2.1. Assume that the we are studying a density function in
three dimensions. All the mass concentrates in a dyadic cube. Without loss
of generality, we assume that f0 = 641{0≤y1,y2,y3<1/4}, so that all the mass is
concentrated in a small cubical subregion. In the three-dimensional case, the
single scaling function is φφφ, and the seven wavelet functions are defined
as
χ1 = ψφφ, χ2 = φψφ, χ3 = φφψ,
χ4 = ψψφ, χ5 = ψφψ, χ6 = φψψ,
χ7 = ψψψ.
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Fig 2. Heatmap of the density
If we still use the superscript to denote the scaling level and the subscripts
to denote the spatial translations, then the expansion of f0 with respect to
the Haar basis is
f0 = φφφ+
7∑
k=1
χ
(0)
k,000 + 2
√
2
7∑
k=1
χ
(1)
k,000.
The coefficients display a decaying trend, although the number of them is
finite. More generally, any density function whose expansion only has finite
terms will satisfy the condition (4.1).
Example 4.2.2. Assume that the two-dimensional true density function
is (
Y1
Y2
)
∼ 2
5
N
((
0.25
0.25
)
, 0.052I2×2
)
+
3
5
N
((
0.75
0.75
)
, 0.052I2×2
)
.
We perform the Haar transform. The heatmap of the density function is
displayed in Figure 2 and the plot of the Haar coefficients is shown in Fig-
ure 3. The left panel in Figure 3 is the plot of all the coefficients to level ten
from low resolution to high resolution. The middle one is the sorted coeffi-
cients according to their absolute value. And the right one is the same as
the middle plot but with the abcissa in log-scale. From this we can clearly
see that the power-law decay is satisfied, and an empirical estimation of the
corresponding β can be obtained in this case.
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Fig 3. Plots of the 2-dimensional Haar coefficients. The left panel is the plot of all the
coefficients from low resolution to high resolution. The middle one is the plot of the sorted
coefficients. And the right one is the same as the middle plot but with the abcissa in log
scale.
Example 4.2.3. Let the three-dimensional density function beY1Y2
Y3
 ∼ 2
5
N
0.250.25
0.25
 ,
0.052 0.032 00.032 0.052 0
0 0 0.052
+3
5
N
0.750.75
0.75
 , 0.052I3×3
 .
In this example, we impose some correlation structure in one component.
Haar transform is performed and the behavior of the Haar coefficients is
summarized in Figure 4. The arrangement of the plots is the same as that
in the previous example. For this three-dimensional example, the power-law
decay is still satisfied.
4.3. Convergence rate. Assume that f0 is the p-dimensional density func-
tion satisfy the spatial sparsity condition (4.1). Now we calculate the con-
vergence rate of the sieve MLE.
Lemma 4.1. Suppose f0 is a p-dimensional density function. g0 =
√
f0
satisfies the condition (4.1). Then there exists a sequence of fI ∈ ΘI , such
that ρ(f0, fI) . I−(β−1/2), or equivalently, ρ(f0, fI) ≤ cI−(β−1/2), where c
may depend on β and p but not I.
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Fig 4. Plots of the 3-dimensional Haar coefficients. The order of the plots is the same as
that in Figure 3.
Proof. Let gK =
∑K
k=1 < g0, ψ(k) > ψ(k). From condition (4.1) we have
ρ2(f0, g
2
K) = ‖g0 − gK‖22 = ‖
+∞∑
k=K+1
< g0, ψ(k) > ψ(k)‖22
=
+∞∑
k=K+1
< g0, ψ(k) >
2
≤ C2
+∞∑
k=K+1
k−2β ≤ C
2
2β − 1K
−(2β−1).(4.2)
Then we normalize gK to g˜K and obtain
ρ2(f0, g˜
2
K) = ‖g0 − g˜K‖22
= ‖g0 − gK‖22 + (1−
1
‖gK‖2 )
2‖gK‖22
≤ ‖g0 − gK‖22 + 1− ‖gK‖22
= 2‖g0 − gK‖22
≤ 2C
2
2β − 1K
−(2β−1).(4.3)
Note that given a supporting rectangle, the positive and negative parts of
the Haar basis function defined on it can further divide the original rectangle
into smaller subregions, and the total number of such subregions is upper
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bounded by 2p. Therefore, 2pK is the largest possible sized binary partition
on which the density function g˜K is piecewise constant. Replacing K in (4.3)
by I/2p, we get the desired result of approximation rate.
The next theorem calculates the convergence rate in this case.
Theorem 4.1. (Application to spatial adaptation) Assume f0 is the
same as defined in Lemma (4.1). If we apply the maximum likelihood density
estimator based on adaptive partitioning here to estimate the true density
function, the convergence rate is n
−β−1/2
2β (log n)
1
2
+
β−1/2
2β .
Proof. This follows Theorem 2.1 and Lemma 4.1 directly.
From the theorem we see that the convergence rate only depends on how
fast the coefficients decay as opposed to the dimension of the sample space.
Thus for large β, the density estimate is able to take advantage of spatial
sparsities to achieve fast convergence rate even in high dimensions.
5. Estimation of functions of bounded variation. In image anal-
ysis, the denoised image is usually assumed to be a function of bounded
variation. Obtaining an approximation is a crucial procedure before any
downstream analysis. Currently, nonlinear approximation, such as wavelet
compression [5] and wavelet shrinkage or thresholding [7], has been widely
used in this field, contributing to problems including image compression
and image segmentation. In this section, we treat the denoised image as a
density function, and apply this multivariate density estimation method to
obtain the approximation. We evaluate the performance of this method by
calculating the convergence rate when the density function is of bounded
variation (Section 5.2). Actually, its performance is comparable to that of
wavelet thresholding. This point becomes clearer in the companion papar
[17], where under Bayesian settings we show that minimax convergence rate
can be achieved for the space of bounded variation (BV) up to a logarithmic
term. To begin with, we briefly introduce the space BV in Section 5.1.
5.1. The space BV. Let Ω = [0, 1)2 be a domain in R2. We define the
space BV (Ω) of functions of bounded variation on Ω as follows.
For a vector ν ∈ R2, the difference operator ∆ν along the direction ν is
defined by
∆ν(f, y) := f(y + ν)− f(y).
For functions f defined on Ω, ∆ν(f, y) is defined whenever y ∈ Ω(ν), where
Ω(ν) := {y : [y, y + ν] ⊂ Ω} and [y, y + ν] is the line segment connecting y
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and y + ν. Denote by el, l = 1, 2 the two coordinate vectors in R2. We say
that a function f ∈ L1(Ω) is in BV (Ω) if and only if
VΩ(f) := sup
h>0
h−1
2∑
l=1
‖∆hel(f, ·)‖L1(Ω(hel)) = limh→0h
−1
2∑
l=1
‖∆hel(f, ·)‖L1(Ω(hel))
is finite. The quantity VΩ(f) is the variation of f over Ω.
p-dimensional bounded variation function can be defined similarly. In [6],
the author demonstrated that, in one dimension wavelet representations
of bounded variation balls are optimal. The result of optimality can be
extended to two-dimensional cases as well. Given the fact that the density
functions defined on binary partitions are essentially equivalent to the Haar
bases, it is natural to ask what the convergence rate will be if we apply this
multivariate density estimator to BV (Ω). This result will be presented in
the section below.
5.2. Convergence rate. In this section, we still use the Haar basis defined
in Section 4.1. Let Λ be the set of indices for the wavelet basis. Each element
in Λ is a pair of scale and location parameters. We will denote by ΣN the
spaces consisting of N -term approximation in the Haar system, in other
words,
ΣN := {
∑
λ∈E
cλψλ : E ⊂ Λ, |E| ≤ N},
where |E| denotes the cardinality of the discrete set E.
First, we cite a theorem from [4]. It provides a result on the approximation
rate to a function of bounded variation by ΣN .
Lemma 5.1. If f ∈ BV (Ω) has mean value zero on Ω, we have
(5.1) inf
g∈ΣN
‖f − g‖L2(Ω) ≤ CN−1/2VΩ(f),
with C = 2592(3
√
5 +
√
3).
Assume f0 is a density function on Ω of bounded variation. By subtracting
the mean, we can always assume that
√
f0 has mean value zero over Ω. For
the square root of f0, applying the lemma above, we can find an N -term
approximation g in the Haar system, such that ‖√f0 − g‖L2(Ω) . N−1/2.
Translating this inequality into the size of partition, we reach the conclusion
that for a density function in BV (Ω), we can find an approximation in ΘI ,
such that ρ(f0, fI) . I−1/2. Now we are ready to state the result of the
convergence rate.
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Theorem 5.1. Assume that f0 ∈ BV (Ω). If we apply the multivariate
density estimator based on adaptive partitioning here to estimate f0, the
convergence rate is n−1/4(log n)3/4.
Proof. The proof follows Theorem 2.1 and the previous approximation
result directly.
6. Application to variable selection. For high dimensional data
analysis, selecting significant variables greatly contributes to simplifying the
model, improving model interpretability, and reducing overfitting. In the
context of density estimation, the variable selection problem is formulated
as follows. Assume f0 is a p-dimensional density function and it only depends
on p˜ variables, but we do not know in advance which p˜ variables. We apply
the multivariate density estimation method here to the p-dimensional den-
sity. The essential part of our method is to learn a partition of the support
of the true density function, and then to estimate the density on each sub-
region separately. Because the true density lies in a p˜-dimensional subspace,
we may surmise that the corresponding convergence rate only depends on
the effective dimension. The goal of this section is to carry out exact cal-
culations to reveal that this is indeed the case. Here, we consider a class
of density functions satisfying certain type of continuity. We first provide
a mathematical description of this density class in Section 6.2. This de-
scription still depends on the Haar transform of the true density function.
However, an alternative construction of the high-dimensional Haar basis via
tensor product is introduced in Section 6.1 because of some technical issue.
We provide the result on the explicite convergence rate in Section 6.3.
6.1. Tensor Haar basis. In one dimension, the Haar wavelet’s mother
wavelet function ψ and its scaling function φ are the same as those defined
in Section 4.1. For any l ∈ N and 0 ≤ k < 2l, the Haar function is
ψlk(y) = 2
l/2ψ(2ly − k).
Then Haar basis Ψ is the collection of all Haar functions together with the
scale function. Namely,
Ψ = {φ} ∪ {ψlk, l ∈ N, 0 ≤ k < 2l}.
It is an orthonormal basis for Hilbert space L2([0, 1]).
Turning to high-dimensional settings, we can obtain an orthonormal ba-
sis for L2([0, 1]p) by using the fact that the Hilbert space L2([0, 1]p) is iso-
morphic to the tensor product of p one-dimensional spaces. In detail, if
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X1, · · · ,Xp are p copies of L2([0, 1]) and Ψ1, · · · , Ψp are Haar bases of these
spaces respectively, then L2([0, 1]p) is isomorphic to
⊗p
i=1Xi. Define tensor
Haar basis Ψ by
Ψ = {ψ : ψ =
p∏
i=1
ψi, ψi ∈ Ψi}.
From the property of tensor product of Hilbert spaces, we know that Ψ is
an orthonormal basis for L2([0, 1]p).
6.2. Mixed-Ho¨lder continuity. In this section, we assume the density
function satisfies the Mixed-Ho¨lder condition. A similar condition first ap-
peared in [28]. The author showed that tensor Haar basis with large support
is efficient in representing certain type of functions on [0, 1]p. More precisely,
if the function satisfies the bounded mixed variation condition, then it can
be approximated to error  > 0 using no more than 1 (log(
1
 ))
p−1 terms,
and the volume of the supporting rectangle of the each wavelet basis func-
tion involved in the approximation is greater than . However, the result
is restrictive in application since the mixed derivative is not rotationally
invariant. In [9], the authors extended the previous approximation scheme
to matrix. A significant improvement is that, in their paper, the bounded
mixed variation condition is replaced by the Mixed-Ho¨lder condition, which
is more natural and accessible. For two-dimensional discrete analyses of ma-
trices, they show that the approximation is still efficient for this class of
matrices, and the Mixed-Ho¨lder condition is connected to the decay rate of
wavelet coefficients. The idea of controlling the decay rate of wavelet coeffi-
cients will be further developed here. It leads to the characterization of the
density class under consideration.
For any f ∈ F , √f ∈ L2([0, 1]p). Therefore, we can expand √f with
respect to the tensor Haar basis. Let g =
√
f . Then
g =
∑
ψ∈Ψ
< g, ψ > ψ, where < g, ψ >=
∫
Ω
g(y)ψ(y)dy.
For each tensor Haar function ψ, let R(ψ) denote its supporting rectangle.
The density class under consideration is defined to be
FH = {f ∈ F : | <
√
f, ψ > | ≤ C|R(ψ)|α+1/2 for all ψ ∈ Ψ},
where C is a constant which may depend on f , |R(ψ)| denotes the volume
of the rectangle and α is a positive constant.
Next, we provide several examples to illustrate how this condition relates
to the Mixed-Ho¨lder continuity.
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Example 6.2.1. A real-valued function f on R is Ho¨lder continuous, if
there exist nonnegative constants C and α ∈ (0, 1], such that |f(x)−f(y)| ≤
C|x − y|α, for all x, y ∈ R. If square root of the true density function f0 is
Ho¨lder continuous for some constants C,α, then for any Haar basis function
ψ, | < √f0, ψ > | ≤ C|R(ψ)|α+1/2.
Proof. From Ho¨lder continuity, we know that for any x, y ∈ [0, 1],
|√f0(x)−√f0(y)| ≤ C|x− y|α. For any point x0 ∈ R, we have
| <
√
f0, ψ > |2 =
(∫
R
√
f0(x)ψ(x)dx
)2
=
(∫
R
(√
f0(x)−
√
f0(x′)
)
ψ(x)dx
)2
≤
∫
R
(√
f0(x)−
√
f0(x′)
)2
dx ·
∫
R
ψ(x)2dx
≤ C2
∫
R
|x− x0|2αdx
= C2|R|2α+1.
The desired results follows.
Example 6.2.2. A real-valued function f on R2 is called Mixed-Ho¨lder
continuous for some nonnegative constant C and α ∈ (0, 1], if for any
(x1, y1), (x1, y2) ∈ R2,
|f(x2, y2)− f(x2, y1)− f(x1, y2) + f(x1, y1)| ≤ C|x1 − x2|α|y1 − y2|α.
If square root of the two-dimensional true density function f0 is Mixed-
Ho¨lder continuous for some constants C,α, then f0 ∈ FH . The proof is
similar to the one-dimensional case.
More generally, this type of continuity condition can be extended to high-
dimensional cases [28]. The corresponding density functions also belong to
the space FH . Therefore, in this section, we use the more general condition
| < √f, ψ > | ≤ C|R(ψ)|α+1/2 for all ψ to characterize the density class.
6.3. Convergence rate. First, we provide a result on the rate at which
the approximation error decreases to zero as the complexity of the approxi-
mating spaces increases.
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Lemma 6.1. FH and ΘI are defined as above. For any f0 ∈ FH , there
exists a sequence of fI ∈ ΘI , such that ρ(f0, fI) . I−α/p(log I)p/2, where
α is as defined in the Section 6.2, and p is the dimension of the Euclidean
space.
Proof. Let g0 =
√
f0. We can expand g0 with respect to the tensor Haar
basis. The expansion can be written as g0 =
∑
ψ < g0, ψ > ψ.
Let g =
∑
ψ:|R(ψ)|> < g0, ψ > ψ. Then g is an approximation to g0
obtained by requiring that the volumes of the supporting rectangles of the
involved wavelet basis functions are greater than . We will derive an ap-
proximation rate as a function of  first, and then convert the lower bound
on the volume to an upper bound on the size of the partition. This yields
an approximation rate as a function of the size of the partition. Note that
g is not a density function, but it is easier to work with. Let g˜ = g/‖g‖2
be the normalization of g. The upper bounds for the approximation errors
ρ(f0, g
2
 ) and ρ(f0, g˜
2
 ) will be derived successively.
Before delving into the proof, we introduce some notations first. For each
supporting rectangle |R(ψ)|, the lengths of its edges should be powers of 1/2.
We may assume that ψ =
∏p
i=1 ψi, and for each ψi the length of its support-
ing interval is (1/2)li . Let Rl1,··· ,lp denote the collection of the rectangles for
which the lengths of the edges are (1/2)l1 , · · · , (1/2)lp .
Recall that f0 satisfies the condition
(6.1) | <
√
f0, ψ > | ≤ C|R(ψ)|α+1/2 for all ψ.
Then,
ρ2(f0, g
2
 ) = ‖g0 − g‖2 = ‖
∑
ψ:|R(ψ)|<
< g0, ψ > ψ‖22
=
∑
ψ:|R(ψ)|<
< g0, ψ >
2
≤ C2
∑
ψ:|R(ψ)|<
|R(ψ)|2α+1
≤ 2pC2
∑
l1,··· ,lp
∑
R∈Rl1,··· ,lp ,|R|<
|R|2α+1.(6.2)
The last inequality follows from the fact that, given a supporting rectangle,
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there are at most 2p basis functions defined on it. Let N = dlog 1
2
e,
(6.2) = 2pc2
∑
l1+···+lp≥N
∑
R∈Rl1,··· ,lp
|R|2α+1
= 2pC2
∑
l1+···+lp≥N
(
1
2
)2α(l1+···+lp)
∑
R∈Rl1,··· ,lp
|R|
= 2pC2
∑
l1+···+lp≥N
(
1
2
)2α(l1+···+lp).(6.3)
The last equality is obtained by plugging in
∑
R∈Rl1,··· ,lp |R| = 1. Note that∑
l1+···+lp≥N
(
1
2
)2α(l1+···+lp)(6.4)
≤
N∑
l1=0
N−l1∑
l2=0
· · ·
+∞∑
lp=N−(l1+···+lp−1)
(
1
2
)2α(l1+···+lp)
+
N∑
l1=0
N−l1∑
l2=0
· · ·
+∞∑
lp−1=N−(l1+···+lp−2)
+∞∑
lp=0
(
1
2
)2α(l1+···+lp)
+ · · ·
+
+∞∑
l1=N
+∞∑
l2=0
· · ·
+∞∑
lp=0
(
1
2
)2α(l1+···+lp)
≤ (N + 1)p−1 (
1
2)
2αN
1− 2−2α + (N + 1)
p−2 (
1
2)
2αN
(1− 2−2α)2 + · · ·+
(12)
2αN
(1− 2−2α)p
= (
1
2
)2αN
(N + 1)p − (1− 2−2α)−p
(N + 1)(1− 2−2α)− 1
≤ C ′2α(log 1
2
)p.
From this, we know that
(6.5) ρ2(f0, g
2
 ) = ‖g0 − g‖22 ≤ 2pC ′C22α(log 1
2
)p.
We normalize g to g˜, then
ρ2(f0, g˜
2
 ) = ‖g0 − g˜‖22
= ‖g0 − g‖22 + (1−
1
‖g‖2 )
2‖g‖22
≤ ‖g0 − g‖22 + 1− ‖g‖22
= 2‖g0 − g‖22.
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The last equality is obtained by using ‖g0−g‖22+‖g‖22 = ‖g0‖22 = 1.Therefore,
ρ2(f0, g˜
2
 ) = ‖g0 − g˜‖22 ≤ 2pC ′′C22α(log 1
2
)p,(6.6)
where C ′′ is a constant.
Next, we will convert the lower bound on the volume of the supporting
rectangles to an upper bound on the size of the partition, and derive the
approximation rate in terms of the latter one.
If we require the volumes of the supporting rectangles be greater than ,
then the lengths of the edges can not be smaller than 2
−blog 1
2
c
. The size of
the partition supporting g˜ can be bounded by 2
p2
p log 1
2

= 2p−p. There is a
coefficient 2p in front. This is the case because given a supporting rectangle,
the positive and negative parts of the tensor Haar basis defined on it will
further divide the original rectangle into smaller subregions and the number
of such subregions is at most 2p.
Given the size of the partition I, we can determine  by solving 2p−p = I
and define g˜ ∈ ΘI as above. Then from (6.6) we reach a conclusion that g˜
is an approximation satisfying ρ(f0, g˜
2
 ) . I−α/p(log I)p/2. This finishes the
proof.
Theorem 6.1. Assume that f0 ∈ FH is a p-dimensional density func-
tion. It only depends on p˜ arguments which are not specified in advance.
If we apply the multivariate density estimation method to this problem, the
convergence rate is n
− α
2α+p˜ (log n)
1+
p˜(p˜−1)/2
2α+p˜ .
Proof. Because f0 lies in a p˜-dimensional subspace, the decay rate of
the approximation error only depends on p˜ instead of p. Then the result
follows Theorem 2.1 and Theorem 6.1.
From this theorem, we learn that only the effective dimension affects
the rate of our method. This implies that in extreme cases of p˜  p, our
method can still achieve stable performances. The advantage of our method
is demonstrated by the following facts: in the partition learning stage, it
can quickly restrict our attention to those relevant variables. Ideally, it can
estimate the density as a function of the effective variables alone, although
they are not specified in advance.
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