Review of Matrix polynomials, by I. Gohberg, P. Lancaster, and L. Rodman  by Bart, H. et al.
Reports 
Review of Matrix Polynomials, 
by I. Gohberg, P. Lancaster, and L. Rodman 
H. Bart, M. A. Kaashoek, and L. Lerer 
Department of Mathematics and Computer Science 
Vrije Universiteit 
Amsterdam, The Netherlands 
Basically there exist two approaches to deal with scalar polynomials. The 
first, which is rather algebraic in nature, is based on the Euclidean algorithm. 
In the second approach the polynomials are analyzed in terms of the roots 
and their multiplicities. For matrix polynomials (or, which is the same, for 
h-matrices) the first approach as led to an algebraic theory which in its latest 
form deals with matrix polynomials in the framework of polynomial modules. 
The second approach, which could be called spectral, remained (in the matrix 
setting) relatively untouched until the middle of the seventies when the 
authors of the present book started their common research on matrix poly- 
nomials. 
The present book, in which the second approach is dominant, is an 
outgrowth of the research of the authors and of some of their co-workers 
during the period 1976"-1981. Recent results which are scattered over a great 
number of papers have been rethought, reorganized, and skillfully brought 
together in one volume. The book brings to a wide audience a unique 
opportunity to learn about these recent developments in an accessible and 
canonized form. The result of the authors' efforts is a beautiful and compre- 
hensive treatment of matrix polynomials, as an integral part of linear algebra, 
in which linear transformations, eigenvalues and eigenvectors, invariant sub- 
spaces, etc. are the main tools. The book could serve very well as a text for a 
course in advanced linear algebra. 
To appreciate the book it is necessary to know that for a matrix poly- 
nomial the concept of a root (or zero) is much more involved than in the 
scalar case. To understand its complexity, consider the following basic (in- 
verse) problem: construct a matrix polynomial, given complete information 
about its zeros. For the scalar case the solution is simple. Given zeros 
hi , . . . ,  h T with multiplicities m 1 ... . .  mT the desired polynomial is p(h) = (h - 
h i ) "  . . . (h -  h~) mr. For nonscalar matrix polynomials it is first of all neces- 
sary to clarify what is a natural meaning of the phrase "complete information 
about its zeros." 
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To this end consider the differential equation 
d 
) 0 = O. < 1 ! L(dt  
Here L()t) = )~Af + A t ~A t j + •.. + AA~ + A o is a polynomial of which the 
coefficients A o ... . .  A t are complex n × n matrices and which we assume to 
be monic, i.e., A t = l, the n × n identity matrix. The solutions of Eq. (1) are 
linear combinations of functions of the fonn 
s 
0(t)= ~,~' y_.. t%., (~) 
k=0 
where ;k o is a zero of L(A), that is, det L(A o) = 0, and x0,. , x, I is a chai~i 
of vectors in C" such that x o ~ 0 and 
~ ld~, L 
,~=~)e! dM(X°)xJ , .=0.  j=O . . . . . .  s ' - I  
Such a chain is called a Jordan chain of L(h ) corresponding to the zero ~(, 
A finite system of Jordan chains of L(X) is said to be canonical if the 
corresponding fimctions and their derivatives form a basis of the solution 
space of Eq. (1). 
For monic matrix polynomials the inverse problem consists now of two 
questions: (i) Given a finite set of complex numbers and associated to each of 
them a set of chains of vectors in C", when does there exist a monic n x n 
matrix polynomial which has the given complex numbers as its zeros and the 
given chains as a canonical system of Jordan chains? (if) How does one 
construct such a matrix polynomial provided one exists. Alternatively, in 
terms of differential equations, the inverse problem asks the following. Given 
a finite number of functions of the form (2), when does there exist and how to 
construct a differential equation (1) such that the given flmctions and their 
derivatives form a basis of its solution space? 
Strangely enough, this basic problem, which is of classical nature, was not 
solved earlier than 10 years ago. Let us explain the authors' solution, which 
appeared in 1976 and is the starting point of the present book. First of all a 
canonical system of Jordan chains is rewritten as a pair of matrices (X, J), 
called Jordan pair, where X is bttilt from the vectors in the chains and J is a 
Jordan matrix of which the eigenvalues are the zeros corresponding to the 
chains. To be more specific, if 
Xlo'' ' ' 'Xlsl l 'X20'"''X2s2 l ' " ' 'Xro '" ' ,Xr% 1 
is a canonical system of Jordan chains with corresponding (not necessarily 
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different) zeros )k 1 ..... ~r, then X = IX1 . . .  Xr] where X i is the n X s i matrix 
of which the ith column is the vector xi, i 1 and ] is the Jordan matrix of 
which the j th block has eigenvalue )~i and order sj. For a monic matrix 
polynomial L (~)= ~tI + )~t 1At_l + . . .  + A0 a Jordan pair (X, ] )  has the 
following properties. The matrix X has size n × nl, the nl × nl matrix 
f~= X] 
Xj -x 
is nonsingular, and the matrix coefficients of L()~) are determined by 
Further, 
[A ° Al..  .At_l  ] = _ X]t~ 1 
L(x)'= 
(3) 
(4) 
where the nl × n matrix Y is the unique solution of the equation ~2Y = 
[0.. .0 I]r. 
Formula (3) not only solves the inverse problem for monic matrix poly- 
nomials, it also allows one to study monic matrix polynomials in terms of their 
Jordan pairs. For example to find a monic right divisor Lo(~ ) of L(h)  of 
degree k one has to look for an invariant subspace M of ] such that 
X] :M ~C"  k 
XJ I I,~1 
is invertible and in that case a right divisor of L()k) is given by Lo(h ) = hkI + 
kk iBk i + "'" +/3o, where 
[Bo . . .  Bk 1] = - Xlk~k 1 
In fact, all monic fight divisors of L(h) may be obtained in this way and the 
correspondence b tween the divisor and the invariant subspace is one-to-one. 
For regular matrix polynomials, which are nonmonic, one has to take into 
account not only the finite zeros but also the zero at infinity. This introduces 
extra difficulties, but it does not change the general picture in an essential 
way. 
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An important feature of this spectral approach to matrix polynoinials is 
that instead of the Jordan pair (X, J)  one can use any pair (Q, 7") thai is 
s imi la r  to the pair (X, J), which means that there exists an invertible matrix 
E such that Q = XE and T = E IJE. For a monic matrix polynomial L()t ) =. 
XzI + Xl ~AI 1 + . . . .  + :1, o an example of such a "standard pair,'" involving 
the companion matrix of L( ~ ), is the pair ( Q, T ) with 
j 0 1 0 . .  0 i 
o o I ,, o ! 
i 
t 
Q=[ I  0 . . .0 ]~ r : 
/ i 
- A,> A j . . . . . .  4~ i i 
The similarity between Jordan pairs and standard pairs allows one to state the 
final results in terms of the coefficients of the matrix polynomials involved. 
The invariant subspace approach to factorization sketched above is one o{ 
the main themes of the present book. It is shown to be most effective m the 
constrnetion of spectral divisors, a topic which is of special interest i~L 
Wiener-Hopf theory. In fact, to obtain a factor of which the zeros are located 
inside a certain closed contour F in the cmnplex plane one has to look for all 
invariant subspace M of T, where 7" comes from a standard pair (Q, T ), such 
that the eigenvalues of TIM are inside F. For the case of a spectral divisor 
(relative to F) this means that the subspace M has to be equal to the image of 
the spectral (or Riesz) projection 
' 2v i  -( '\1 T) d)~. 
By using the spectral projection, the final results for F-spectral divisors can be 
stated in terms of invertibility of certain block matrices of which the entries 
are the moments 
of L(,~) ~ relative to the curve F. In a similar way one may solve stability 
and perturbation problems concerning right divisors by reducing them to 
problems about invariant subspaces. 
The invariant subspace approach is equally usefitl in the construction of 
least common multiples and greatest common divisors, which in this context 
reduces to taking sums and intersections of invariant subspaces. In this way 
solutions of problems concerning common multiples and common divisors are 
obtained through exphcit operations of geometrical character on the Jordan 
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pairs of the given matrix polynomials. On the other hand, using the similarity 
between Jordan pairs and other standard pairs, the various constructions and 
final results are also given directly in terms of the coefficients of the matrix 
polynomials, involving generalized Vandermonde and resultant matrices. 
The book consists of four parts. The first two parts (which form almost 
half of the text) are devoted to the general theory of matrix polynomials in 
terms of Jordan pairs and standard pairs and to the various applications 
referred to above. Self-adjoint matrix polynomials form the main topic of part 
III. The self-adjointness i  reflected by the Jordan pair (X, J) in the following 
way: there exists an invertible se]f-adjoint matrix H such that 
Y* = XH,  J* = H-1 JH ,  
where Y is the nl × n matrix appearing in Eq. (4). The identity 1" = H 1JH 
means that the matrix ] is self-adjoint with respect o the indefinite inner 
product induced by H in C n. This fact is used by the authors to introduce a
new invariant of a seif-adjoint matrix polynomial, which is called the sign 
characteristic and which turns out to be of central importance in the analysis 
of self-adjoint matrix polynomials. For example, the sign characteristic shows 
how to split the real eigenvalues of ] in order to construct an J-invariant 
subspace which yields a factorization of the form L()~)= L0(~)L0()~)*. In a 
short chapter the theory is specified for and extended to quadratic matrix 
polynomials of the type L(~)= 2~2I + )~B + C, where B and C are positive 
definite matrices. Such polynomials are important in the theory of damped 
oscillatory systems which are governed by the differential equation ~ + B~ + 
Cx = f .  
Part IV of the book consists of supplementary chapters in Linear Algebra, 
which are very nicely written and which make the book largely self-contained. 
Here one finds a full explanation of the Smith canonical form and many of its 
ramifications, a discussion of the matrix equation AX - XB  = C, the theory of 
stable invariant subspaces for matrices, a short introduction to linear spaces 
with an indefinite inner product, and a chapter on analytic matrix functions. 
The book is fairly complete in treating the various topics that are 
important in the theory of matrix polynomials. The notion of coprimeness i  
not discussed, but there is a nice chapter on least common multiples and 
greatest common divisors including a section on the generalized Vander- 
monde and resultant matrices. There are applications to differential and 
difference quations (Chapter 8) and special attention is paid to initial value 
problems and two-point boundary value problems. The connections between 
the resolvent form (4) and linear systems theory are explained. In general, the 
ideas and results of the present book provide a deep insight and useful tools 
for the matrix fraction analysis of linear systems. For example, if the transfer 
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function W(~ ) of a linear time-invariant multivariable dynamical system Y is 
represented as a coprime matrix polynomial fraction, then pole and zero 
structure of W(~) is given by the finite Jordan pairs of the denominator and 
numerator, espectively. In particular, this allows one to derive the important 
result that controllability and observability indices are Wiener-Hopf factoriza- 
tion indices. In fact, the controllability indices of E coincide with the left 
Wiener-Hopf actorization i dices of the (right) denominator f W(~ ) with 
respect o a sufficiently large closed curve. 
The present book reflects an unusual development. I  presents a theory of 
matrix polynomials in the context of linear algebra, but the leading ideas have 
roots deep into analysis and (infinite dimensional) operator theory. The 
concept of a Jordan chain was introduced in the beginning of the fifties by 
M. V. Keldysh in the study of certain infinite dimensional nonself-ad]oint 
eigenvalue problems. Further, the invariant subspace approach to factoriza- 
tion problems has been used intensively over the past 30 years in the theory, 
of characteristic operator flu-actions as developed, e.g., by M. S. Brodskic and 
M. S. Liv~ic, I. C. Gohberg and M. G. Krein, B. Sz-Nagy and C. Foia-~. Other 
sources for the present book were the analysis of infinite dimensional operator 
polynomials due to M. G. Krein and H. Langer and to A. S. Marcus and I. V. 
Mereutsa. In general, cross-fertilizations of this type--from infinite dimen- 
sional problems in analysis to a finite dimensional theory--are not so common 
and when they happen one may expect a flourishing result. The reviewers 
believe that this general rule is confirmed here too. 
From the very beginning the reviewers have been closely connected to the 
development from which the present book is a result. They were, so to speak. 
witnesses of the delivery of the "baby." They saw the child growing towards 
maturity and, in fact, they contributed to its good health and its development. 
They are happy to say that with the present book the spectral theory of 
matrix polynomials has firmly established itself and they are convinced that it 
has a promising future. They are strengthened in this opinion by the fact that 
the ideas and results now brought together in this volume have already 
initiated other developments which go far beyond the scope of matrix 
polynomials. Not only has the theory of this book been extended to operator 
polynomials and analytic operator functions in an infinite dimensional setting, 
but also its general approach has proved to be very fruitful in studying 
rational matrix functions, matrix and operator Riccati equations, Wiener-Hopf 
factorization problems, integral equations of convolution type, and various 
other integral equations. 
Note: A review of this book from a different point of view was previously 
published in Linear Algebra Appl. 59:213-214 (1984). 
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