Consider the eigenfunctions u for a free rectangular membrane so that −∆u = λu on R(c, d) = (0, c) × (0, d). In this note we show that if u > 0 on ∂R(c, d) then u ≡ C > 0 for some positive constant C.
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Introduction and the result Of course if an eigenvalue λ m,n = λ m ′ ,n ′ is not simple then we have to consider linear combinations of these eigenfuctions in its eigenspace.
Theorem 1.1 Assume that u is an eigenfunction on R(c, d) so that −∆u = λu and that u satisfies Neumann boundary conditions, i.e. (i) Note that there are eigenfunctions, e.g. for the square membrane which are positive on the boundary, but not strictly positive. Take for instance on R(2π, 2π) the function u = cos x + cos y then on the boundary u(x, 0) = u(x, 2π) = cos x + 1 and similarily for u(0, y) = u(2π, y).
For the Dirichlet case the situation is different. There is an example in Courant Hilbert [1] , page 302, for an eigenfunction associated to an excited eigenvalue for the square whose zeroset does not hit the boundary.
(ii) In corollary 3.1 we give two other examples where theorem 1.1 holds; for the disk it does not hold and probably it holds only for very special cases. So it would be interesting to find other domains for which theorem 1.1 holds.
(iii) In Oberwolfach during the workshop Geometric Aspects of Spectral Theory in July 2012 I have raised the question whether theorem 1.1 holds, [2] .
(iv) I was not able to find results in the spirit of the present work. For eigenfunctions associated to high eigenvalues whose nodal lines hit the boundary there is recent work, [3] .
(v) Theorem 1.1 is the general result, but one can asked more detailed questions. If one requires only in Theorem 1.1 u ≥ 0 on ∂R(c, d) then there are cases for which this also implies u ≡ C > 0. We shall not discuss this further here. Also the question whether Theorem 1.1 extends in to cuboids is natural, but will not be addressed here.
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Proof
We assume for contradiction that there is an eigenfunction which is strictly positive on the boundary of our rectangle. We have to consider three cases.
We start with case (2.1).
If We continue with the second case (2.2). Now we can have degenerate eigenvalues. Pick a non-constant eigenfunction u associated to a degenerate eigenvalue λ and assume that u(x, 0), u(0, y), u(x, d), u(c, y) are strictly positive. Consider the eigenspace U(λ) and denote by
The eigenfunctions u ∈ U(λ) are then given by
Proof. Suppose for contradiction there is no such pair. Then u(x, 0) is orthogonal to any constant so that c 0 u(x, 0)dx = 0 by the orthogonality of the cosines and must have both signs. The same argument hold for u(0, y), proving the assertion.
2 So (2.9) implies c/d = m 0 /n 0 contradicting the assumption that c/d is irrational. This settles the second case.
We continue with the third case, (2.3). After a suitable scaling we have a rectangle R(p, q) for relatively prime integers p, q. For contradiction we assume that there is a non-constant eigenfunction v > 0 on ∂R(p, q). We can symmetrize v with respect to the two axes of symmetry x = p/2 and y = q/2 , d is replaced by p, q) . We can now periodically continue in the x and y direction until we get a square with side length of the least common multiple of p, q. This square we scale to the square Q with side length 2π.
The corresponding eigenfunctions are given by
with f m,n = cos mx cos ny. Note that also cos kx cos ℓy for k, ℓ half integers would be also Neumann eigenfunctions but those terms have been eliminated by the symmetrization in the preceeding paragraph. I(λ) is defined as above as
Finally we can require that u(x, y) = u(y, x) so that a m,n = a n,m and u(x, y) is invariant with respect to the symmetry operations leaving the square invariant. We define
Obviously (i, j) ∈ I if and only if both i and j are odd, and in J if and only if one is even and the other one is odd. is an odd number and that implies (m, n) ∈ J . Now assume s > 0 so that λ = 4 s (2ℓ+1) = m 2 +n 2 . Since λ is even we have either that both m, n are odd or both m, n are even. Suppose first that they are both odd. Then for some (a, b) ∈ N 2 0 we have m = 2a + 1, n = 2b + 1, 4 s (2ℓ + 1) = 4(a 2 + b 2 + a + b) + 2 but this leads to 4
So we must have m = 2a, n = 2b. We get 4(a 2 + b 2 ) = 4 s (2ℓ + 1). We can divide by 4 and obtain a 2 + b 2 = 4 s−1 (2ℓ + 1). If s = 1 then (m/2, n/2) ∈ J . We proceed by recursion to obtain (2.14) in proposition 2.1. Now consider (2.13). We start with s = 0. Then either m, n are both odd or both are even. If both are even, then m = 2a, n = 2b and we get 4(a 2 + b 2 ) = 2(2ℓ + 1), a contradiction. Hence (m, n) ∈ I. Now pick s > 0. Then again both m, n must be even and we can write m = 2a, n = 2b to get a 2 + b 2 = 2 · 4 s−1 (2ℓ + 1). We can proceed by recursion till we get the desired result.
2
Finally we use proposition 2.1 to show that any non-constant eigenfunction on the square cannot be stricly positive on the boundary.
We have
a m,n (cos mx + cos nx), a m,n = a n,m (2.16) and set without loss (m,n)∈I(λ) a m,n = 1.
(1) Assume first that λ = 2ℓ+1 so that (m, n) ∈ J . Then cos mπ+cos nπ = 0 and hence u(π, 0) = 0. This completes the proof of theorem 1.1. 2
Some consequences
If one takes theorem 1.1 and its proof then it is easy to see that the following result are true. The proof is easy. Just note that if we have an eigenfunction that is positive on ∂R(c, d) and its expansion (for the torus in in the x and the y direction, for the cylinder just in the x direction) contains also sines, we just can remove terms with the sines and keep the positivity and the boundary conditions. Hence we are back to the Neumann situation.
Finally one should mention that for the isoceles triangle with a right angle, say with with the vertices (0, 0), (2π, 0), (0, 2π) we get the same result as for the square for the Neumann case since we can transform it to the problem for the square by symmetrization and reflection with respect to the line which goes through (0, 2π), (2π, 0).
