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Abstract—The paper presents an approach to estimate Origin-
Destination (OD) flows and their path splits, based on traffic
counts on links in the network. The approach called Compressive
Origin-Destination Estimation (CODE) is inspired by Compres-
sive Sensing (CS) techniques. Even though the estimation problem
is underdetermined, CODE recovers the unknown variables
exactly when the number of alternative paths for each OD pair
is small. Noiseless, noisy, and weighted versions of CODE are
illustrated for synthetic networks, and with real data for a small
region in East Providence. CODE’s versatility is suggested by
its use to estimate the number of vehicles and the Vehicle-Miles
Traveled (VMT) using link counts.
I. INTRODUCTION
A common task in transportation planning is to estimate
path allocations, that is the Origin-Destination (OD) flows and
the path splits for each flow, from traffic counts on individual
links in a network [1]–[8]. (Estimation using tag data from
Automatic Vehicle Identification (AVI) and Electronic Toll
Collection (ETC) is discussed in [9]–[12].) One may use static
or dynamic traffic models [7], [13], [14]. In a static model
the flows and link counts are time-independent. In a dynamic
model the flows and link counts are time-dependent [1], [3],
[15]–[18].
The unknown path allocation vector x contains all OD pair
flows and path splits for each OD pair. The problem is to
recover x ∈ RN from the link count measurement vector y ∈
RM when N is much larger than M . The two vectors are
related by y = Ax in which A is the known binary incidence
matrix that specifies the links along each path. We approach
the problem supposing that x is sparse, i.e., the number S of
non-zero entries in x is much smaller than N . The approach
called Compressive Origin-Destination Estimation (CODE) is
inspired by Compressive Sensing (CS) [19]–[21] techniques
developed in signal processing for sparse signal recovery. We
show that CODE recovers the path allocation vector x when it
is suitably sparse. The main technical novelty of our approach
is to formulate the estimation problem as `1-recovery of a
sparse signal x.
Our motivation behind imposing the sparsity condition on
x is due to the fact that in a typical urban area there are many
possible paths between any given OD pair while only a small
fraction of these paths are plausible to the travelers based on
travel length, travel time, number of turns, etc. CODE assumes
that the plausible paths between any given OD pair is sparse.
We give a brief example as to why sparsity is likely. Consider a
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Fig. 1: Traffic network with 3 OD zones, 4 links, and 7
possible paths associated with 6 possible OD pairs. In this
example, for each OD pair there is only one path except for
OD pair 1-3 which has 2 alternative paths: `12`
2
3 and `
1
3.
grid square network with nodes indexed (m,n) from bottom-
left to the top-right of the grid. Links only go west to east
or south to north. The most bottom-left node (origin) is
(0,0) and the most top-right node (destination) is (N/2, N/2).
There are
(
N
N/2
)
possible paths that connects origin (0,0) to
destination (N/2, N/2). For example, for N = 50 there exist
1.2641 × 10+14 possible paths. While each path traverses N
links (i.e., all paths have the same length), it may contain
different number of turns. For example, there only exist two
paths with just 1 turn. The fraction of paths that make at
most αN turns is bounded using the Hoeffding’s inequality
by β = exp(−2(0.5−α)2N). Suppose we believe that drivers
will not take a route with more than 0.1N turns (α = 0.1).
For N = 50 the fraction of plausible routes with at most 5
turns is less than 10−7 of all possible routes. If they won’t take
routes with more than 0.2N turns (α = 0.2), the fraction of
all plausible routs with at most 10 turns is at most 10−4. The
ratio β is small and will decrease as N increases, motivating
the sparsity assumption on x.
In section II, we formulate the problem for both static
and dynamic models and introduce the sparse path allocation
framework. We list basic tools of CS and `1-minimization in
section III. We introduce CODE in its noiseless and noisy
settings with a small example in section IV. A weighted
version of CODE is examined in section V. In Section VI
we consider the Nguyen-Dupuis network and show how the
proposed framework can be used to estimate Vehicle-Miles
Traveled (VMT). A study based on data taken from a traffic
area in East Providence is presented in section VII.
II. PROBLEM SETUP
Consider a traffic network like in Fig. 1 with nodes or
zones indexed i, j and unidirectional links `ij from i to j.
An OD pair might be connected by several alternative paths.
For example, from origin 2 to destination 1 there is a single
path that traverses nodes 2 → 3 → 1, while from origin 1 to
destination 3 there are two paths: 1→ 3 and 1→ 2→ 3. The
ar
X
iv
:1
40
4.
32
63
v3
  [
cs
.SY
]  
22
 Ju
l 2
01
4
2number of vehicles yij that pass through link `
i
j is measured
so, for example,
y12 = x
`12 + x`
1
2`
2
3 + x`
3
1`
1
2 := x1 + x2 + x7,
in which xpi (also written xi) is the number of vehicles that
take path pi. In this example there are seven possible paths
associated with six different OD pairs. The vector y of traffic
counts is a linear function of the vector x of path flows:

y12
y13
y23
y31

︸ ︷︷ ︸
y
=

1 1 0 0 0 0 1
0 0 1 0 0 0 0
0 1 0 1 1 0 0
0 0 0 1 0 1 1

︸ ︷︷ ︸
A

x1
x2
x3
x4
x5
x6
x7

︸ ︷︷ ︸
x
. (1)
The matrix element Aij = 1 or 0 accordingly as link i belongs
to path j or not. The goal is to recover the path allocations x
from observed link counts y. Since this is an underdetermined
set of of linear equations unique recovery of the true solution
is generally not possible. However we show that under sparsity
conditions on the true x we can recover a unique solution. We
describe the traffic model next.
A. Static Model
There are K OD pairs (k = 1, 2, . . . ,K) and N paths (n =
1, 2, . . . , N ). yij is the vehicle count on link `
i
j and fk is the
flow over the kth OD pair. The measurement model is
yij =
∑
k
(∑
n
wk,na
i→j
k,n
)
fk, (2)
where wk,n is the fraction of the flow fk over the kth OD pair
that takes the nth path, and ai→jk,n = 1 if `
i
j belongs to the nth
path in the kth OD pair and = 0 otherwise [22]. The weights
or path splits wk,n satisfy∑
n
wk,n = 1, 0 ≤ wk,n ≤ 1. (3)
We reformulate the measurement equation (2) as
yij = [a
i→j
1,1 . . . a
i→j
k,n . . . a
i→j
K,N ]

w1,1f1
...
wk,nfk
...
wK,NfK

︸ ︷︷ ︸
x∈RN
. (4)
In (4) the dimension of the unknown vector x is the number
of paths in a network.
For Fig. 1, define p1 = `12, p2 = `
1
2`
2
3, p3 = `
1
3, p4 =
`23`
3
1, p5 = `
2
3, p6 = `
3
1, p7 = `
3
1`
1
2. From (3), w1,1 = w3,4 =
w4,5 = w5,6 = w6,7 = 1 and w2,2 + w2,3 = 1, so the
measurement equation becomes
y12 = w1,1f1︸ ︷︷ ︸
x1
+w2,2f2︸ ︷︷ ︸
x2
+w6,7f6︸ ︷︷ ︸
x7
= f1 + w2,2f2 + f6,
y13 = w2,3f2︸ ︷︷ ︸
x3
= w2,3f2,
y23 = w2,2f2︸ ︷︷ ︸
x2
+w3,4f3︸ ︷︷ ︸
x4
+w4,5f4︸ ︷︷ ︸
x5
= w2,2f2 + f3 + f4,
y31 = w3,4f3︸ ︷︷ ︸
x4
+w5,6f5︸ ︷︷ ︸
x6
+w6,7f6︸ ︷︷ ︸
x7
= f3 + f5 + f6.
(5)
Remark 1: If CODE recovers x, one also obtains the OD
flows fk and path splits wk,n. For example, given x2 and x3,
we can recover f2 because x2 + x3 = w2,2f2 + w2,3f2 =
(w2,2 + w2,3)f2 = f2. We also recover w2,2 = x2/f2 and
w2,3 = x3/f2.
Remark 2: In the measurement equation (4) the unknown
weights wk,n are incorporated into x. This is different from
studies in which these weights are known a priori. Our
approach increases the dimension of the unknown vector x.
However, when x is suffiiciently sparse, it can be recovered
by CODE. Of course, if some flows and weights are known,
these values can replace the corresponding variables.
B. Dynamic Traffic Model
In a dynamic model, the OD flows fk and link counts yij
are time-dependent, e.g., hourly. More significantly, we need to
account for the time delay between the start time of a vehicle’s
trip and the count time when its presence on a link is measured.
To illustrate how the measurement equation (4) changes, we
consider the network of Fig. 1, assuming it takes one unit time
to traverse each link, so that
y12(t) = f1(t) + w2,2f2(t) + f6(t− 1),
y13(t) = w2,3f2(t),
y23(t) = w2,2f2(t− 1) + f3(t) + f4(t),
y31(t) = f3(t− 1) + f5(t) + f6(t).
(6)
In matrix form (6) is written as
y(t) =

1 1 0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0 0
0 0 0 1 1 0 1 0 0 0
0 0 0 0 0 1 0 1 1 0

︸ ︷︷ ︸
A

f1(t)
w2,2f2(t)
w2,3f2(t)
w2,2f2(t− 1)
f3(t)
f3(t− 1)
f4(t)
f5(t)
f6(t)
f6(t− 1)

︸ ︷︷ ︸
x(t)
(7)
where y(t) = [y12(t), y
1
3(t), y
2
3(t), y
3
1(t). Evidently, consid-
ering time delays increases the dimension of the unknown
x(t). But if a time-series is observed there will be more
measurements as well.
3III. COMPRESSIVE SENSING (CS)
CS techniques [19], [23] are used to recover an unknown
signal x ∈ RN from observations y = Ax ∈ RM (M  N )
when x is sparse, i.e. the number of non-zero entries of x,
S  N . S := ‖x‖0 denotes the sparsity level of x. Since
M < N there are infinitely many candidate solutions to y =
Ax for a given y. Recovery of x is nonetheless possible if the
true signal is sparse. The recovery algorithm seeks a sparse
solution among the candidates.
A. Recovery via `0-minimization
Recovery of a sparse x can be formulated via `0-
minimization
x̂`0 := arg min ‖x‖0 subject to y = Ax. (8)
Problem (8) can be interpreted as finding an S-term approxi-
mation to y given A [19].
B. Recovery via `1-minimization
The `0-minimization problem (8) is NP-hard. Results of
CS indicate that it is not always necessary to solve the `0-
minimization problem (8) to recover x, and a much simpler
problem often yields an equivalent solution: we only need to
find the “`1-sparsest” x by solving
x̂`1 := arg min ‖x‖1 subject to y = Ax. (9)
The `1-minimization problem (9), called Basis Pursuit [24], is
much simpler and can be solved as a linear program whose
computational complexity is polynomial in N . A ‘noise-
aware’ version of the `1-minimization (9) relaxes the equality
constraint as
x̂`1 := arg min ‖x‖1 subject to ‖y−Ax‖2 ≤ δ, (10)
where δ is a parameter that should increase with measurement
noise.
C. `0/`1 Equivalence and the Restricted Isometry Property
Of course x̂`1 is not equal to x̂`0 without conditions
on A. The Restricted Isometry Property (RIP) [21], [25]
guarantees that the `1-minimizing solution is equivalent to the
`0-minimizing solution. But RIP is only a sufficient condition
and frequently the `1-minimization recovers the true sparse
solution even without RIP. The gap between existing recovery
guarantees and actual recovery performance is being narrowed
in different applications. In particular, when sparse dynamical
systems are involved this gap is usually large and has been
investigated in system identification [26]–[30], observability
and control of linear systems [31], [32], and identification of
interconnected networks [33], [34].
TABLE I: The 3 plausible OD pairs and their corresponding
14 paths for the network of Fig. 2.
OD pair 3− 1 OD pair 3− 2 OD pair 4− 2
p1 `31 p6 `
3
1 → `12 p10 `41 → `12
p2 `32 → `21 p7 `32 p11 `41 → `13 → `32
p3 `32 → `24 → `41 p8 `34 → `41 → `12 p12 `42
p4 `34 → `41 p9 `34 → `42 p13 `43 → `31 → `12
p5 `34 → `42 → `21 p14 `43 → `32
IV. A TRAFFIC NETWORK EXAMPLE
To explain the ideas, consider the static model for the
network of Figure 2 with 4 nodes (OD zones) and 10 links.
Each of the 12 possible OD pairs has alternative paths. We
assume that only 3 of the OD pairs are plausible. Table I lists
these 3 OD pairs and their corresponding 14 paths. When all
10 link counts are available the measurement equation is
y =

0 0 0 0 0 1 0 1 0 1 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 1 0 0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 0 0 0 0 0 0 1 0
0 1 1 0 0 0 1 0 0 0 1 0 0 1
0 0 0 1 1 0 0 1 1 0 0 0 0 0
0 0 1 1 0 0 0 1 0 1 1 0 0 0
0 0 0 0 1 0 0 0 1 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1

︸ ︷︷ ︸
A∈R10×14

w1,1f1
w1,2f1
w1,3f1
w1,4f1
w1,5f1
w2,6f2
w2,7f2
w2,8f2
w2,9f2
w3,10f3
w3,11f3
w3,12f3
w3,13f3
w3,14f3

︸ ︷︷ ︸
x∈R14
.
(11)
where y = [y12 , y
1
3 , y
2
1 , y
2
4 , y
3
1 , y
3
2 , y
3
4 , y
4
1 , y
4
2 , y
4
3 ] ∈ R10.
One common way to recover x is via `2-minimization:
x̂`2 := arg min ‖x‖2 subject to
{
y = Ax
xi ≥ 0,∀i. (12)
This is one of several ‘least-squares’ estimation techniques
studied in the literature [5], [7], [8]. We will compare x̂`2 and
x̂`1 :
x̂`1 := arg min ‖x‖1 subject to
{
y = Ax
xi ≥ 0,∀i. (13)
The constraint xi ≥ 0,∀i ensures that the path allocations are
non-negative. (Such non-negativity constraints are not usually
present in CS.)
A. Noiseless Recovery of Sparse Path Allocations
We consider several scenarios in which `1-minimization
(13) successfully recovers x for the network of Fig. 2.
Example 1 (`1-Recovery vs. `2-Recovery): Suppose we
have only 6 link measurements: {y12 , y13 , y21 , y32 , y34 , y43}. The
41
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Fig. 2: Traffic network with 4 OD zones and 10 links.
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Fig. 3: (Example 1) Illustration of how `1-minimization suc-
ceeds and `2-minimization fails to recover the true 4-sparse
path allocation from 6 link flow measurements of the traffic
network of Fig. 2.
goal is to recover x ∈ R14 based on these measurements.
The true path allocation x is 4-sparse. Specifically p2 is
used by OD pair 3 − 1 with w1,2 = 1, p8 by OD pair 3 − 2
with w2,8 = 1, and p11 and p14 are taken by OD pair 4 − 2
with w3,11 = 0.25 and w3,14 = 0.75. Fig. 3 depicts the
recovery results: `1-minimization recovers the true 4-sparse
x ∈ R14 from the 6 link measurements while `2-minimization
fails, which motivates CODE. As expected the least squares
estimate is not sparse.
Example 2: We show that the required number of mea-
surements for exact recovery via `1-minimization increases
with the sparsity level of x. Consider two fixed supports
for x: a 3-sparse x (S1 = {5, 9, 13}) and a 4-sparse x
(S2 = {2, 8, 11, 14}). For each support, we generate several
x satisfying (3), and repeat this experiment for different
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Fig. 5: (Example 3) Illustration of how the recovery rate
changes with sparsity and measurements. We perform the
following procedure at each iteration. For a given sparsity level
and number of measurements, we randomly select the support
and generate x, calculate y, and then randomly choose a subset
of links as our available measurements. For each pair (S,M),
we repeat this procedure for 500 iterations and calculate the
recovery rate as the fraction of times there is an exact recovery
by solving the `1-minimization.
number of link flow measurements. For each fixed number of
measurements, we randomly choose a subset of link flow mea-
surements. For each of 500 trials we solve the `1-minimization
(13).
In order to better characterize the recovered solutions, we
consider three different recovery criteria. The strictest criterion
requires x̂`1 = x, so all path splits and OD flows are
perfectly estimated. In the second criterion x̂`1 is a successful
recovery if all OD flows are perfectly recovered while the path
splits may not be correctly estimated. The weakest criterion
only requires the sum of all OD flows to match the true
total flow sum, i.e. the total number of vehicles is correctly
estimated, while the OD flows and path split estimates may
have errors. These criteria may be appropriate depending
on the application. Fig. 4 summarizes the recovery results.
Fig. 4(a) and 4(b) depict how the performance improves as
the recovery criterion is relaxed for a 3-sparse and a 4-sparse
x, respectively. As expected, more measurements are needed
to recover a 4-sparse x than a 3-sparse x.
Example 3: We consider all possible 3-, 4-, and 5-sparse
signals and for each, we calculate the recovery rate for
different number M of measurements over 500 trials. The
results are illustrated in Fig. 5. At each iteration and for a
given sparsity level S, we randomly generate a signal x (with
random OD flow values and weights while satisfying (3) and
on a random support). We then randomly select the link flow
measurements for a given M . For each pair of M and S,
we repeat this procedure for 500 iterations and calculate the
recovery rate as the fraction of times that there is an exact
recovery (based on the strictest recovery criterion) via `1-
minimization.
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Fig. 4: (Example 2) Illustration of how the recovery rate changes with measurements. Two fixed supports (3- and 4-sparse) are
considered. In order to better characterize the recovered solutions, three different recovery criteria (path allocation recovery,
OD flow recovery, and total OD flow recovery) are considered. (a) 3-sparse path allocation. (b) 4-sparse path allocation.
B. Noisy CODE and Compressible Path Allocations
The ideal case of a sparse signal with noiseless measure-
ments rarely occurs in practice. One usually deals with com-
pressible signals and noisy measurements, A signal x ∈ RN
is said to be compressible when it has more than S < N
non-zero entries but can be well approximated by its S largest
entries.
Example 4 (Noisy `1-Recovery): We illustrate CODE for
noisy measurements. As in Example 2 we consider a 3-sparse
and a 4-sparse signal and M = 10 link measurements to which
are added Gaussian noises with distribution N (0, 0.12) for the
3-sparse signal and distribution N (0, 0.022) for the 4-sparse
signal. We use a noise-aware version of (13):
x̂`1 := arg min ‖x‖1 subject to
{ ‖y −Ax‖2 ≤ δ
xi ≥ 0,∀i. (14)
The parameter δ depends on the measurement noise. We
compare the estimates of (14) with a noise-aware version of
the `2-minimization (12):
x̂`2 := arg min ‖x‖2 subject to
{ ‖y −Ax‖2 ≤ δ
xi ≥ 0,∀i. (15)
Fig. 6(a) and 6(b) illustrate the noisy recovery results where we
plot the empirical Cumulative Distribution Function (CDF) of
recovery error ‖x̂−x‖2/‖x‖2 over 1000 iterations, for 3- and
4-sparse signals, respectively. As can be seen, `1-minimization
is much less sensitive to noise and has a much smaller recovery
error ‖x̂− x‖2/‖x‖2 in both cases.
V. WEIGHTED `1-MINIMIZATION
Additional knowledge, for example on AVI or ETC tag data,
can improve recovery of the true path allocation vector x by
using a weighted version of the `1-minimization problem (13):
x̂w = arg min ‖Λx‖1 subject to
{
y = Ax
xi ≥ 0,∀i, (16)
where Λ ∈ RN×N is a given diagonal matrix with positive
entries (weights) on the diagonal. Since ‖Λx‖1 =
∑
i λi|xi|
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Fig. 7: Illustration of how weighted `1-minimization can help
recovery of a 4-sparse path allocation x ∈ R14 from 6 link
flow measurements of the traffic network given in Fig. 2.
is a weighted sum of the entries of x, this is also a linear
program. An entry of x assigned a large weight gets more
penalized in the minimization problem. Fig. 7 shows an exam-
ple where incorporating extra information in CODE improves
the recovery of a 4-sparse x from 6 link flow measurements
{y12 , y13 , y32 , y34 , y42 , y43} using weighted `1-minimization (16).
The weights are chosen based on our prior knowledge of the
path allocations. For example, for OD pair 3 − 1, a smaller
weight is assigned to the entry associated with the true path
(p2) compared to other alternative paths for this OD pair.
Similarly, smaller weights are assigned to entries 8, 11, and 14,
forcing the weighted `1-minimization to penalize these entries
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Fig. 6: (Example 4) CODE from noisy measurements. Two fixed supports (a 3-sparse and a 4-sparse) are considered as in
Example 2. All M = 10 link measurements are available. A Gaussian noise with N (0, ν2) is added to true measurements. We
plot the empirical CDF of the error over 1000 iterations. (a) 3-sparse with ν = 0.1 (b) 4-sparse with ν = 0.02.
less than other paths.
Ideally, one should assign smaller weights to the non-zero
entries associated with the true solution, but we may not
know the true support when designing Λ. In such situations,
one can consider an iterated version of `1-minimization [35].
At each iteration, the weight matrix is updated based on the
recovered solution at the previous iteration, guided by the extra
knowledge.
VI. VEHICLE-MILES TRAVELED (VMT)
VMT is used to estimate emissions and energy consumption,
to allocate resources and assess traffic impact [36]. Various
methods have been proposed to estimate VMT [37]. Weighted
`1-minimization (16) can also be used to estimate VMT using
link traffic counts by solving
min
x
∑
i
vixi subject to
{
y = Ax
xi ≥ 0,∀i, (17)
where vi is the length and xi is the flow on the ith path. We
also consider a weighted `1-maximization problem:
max
x
∑
i
vixi subject to
{
y = Ax
xi ≥ 0,∀i. (18)
Observe that the true VMT is lower bounded by (17) and upper
bounded by (18). Also, if all vi = 1, we get estimates of the
number of vehicles.
Example 5 (VMT Estimation): We consider the Nguyen-
Dupuis network [38] of Fig. 8. For simplicity, assume all links
have the same length but different paths have different lengths.
There are 8 OD plausible pairs: {OD pair 1− 2,OD pair 1−
3,OD pair 2− 1,OD pair 2− 4,OD pair 3− 1,OD pair 3−
4,OD pair 4 − 2,OD pair 4 − 3}, with 50 alternative paths.
To save space, we do not list these paths but refer the reader
to [22]. We consider a set of x ∈ R50 with 8 non-zero
entries, so there is one true path for each OD pair. For each
measurement we solve (17) and (18) and compute the recovery
rate for different number of link measurements. We repeat this
for 500 trials and consider recovery when ‖x̂−x‖2 ≤ 0.001,
1
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4 5 6 7 8
9 10 11
12
13
Fig. 8: Nguyen-Dupuis network with 13 nodes and 38 links.
where x̂ is the solution of (17) or (18). Fig. 9(a) shows
the recovery results. Recovery improves with the number of
measurements.
It is revealing to look at cases when exact recovery fails.
Since a solution to (17) is a lower bound to the VMT,
and a solution to (18) is an upper bound, the ratios
vT x̂VMT Min/v
Tx < 1 < vT x̂VMT Max/v
Tx measure the
accuracy of the estimates when recovery fails. (vT is the
transpose of the vector v = [v1, v2, . . . , vN ]T .) Fig.9(b)
displays the mean values of the ratios when exact recovery
fails as a function of the number of link measurements. With
22 measurements both (17) or (18) yield 80% recovery. But
even in the 20% of the trials that exact recovery fails, the
solutions are within 5 percent of the true value.
VII. CASE STUDY IN EAST PROVIDENCE
We apply CODE to traffic data recorded from an area in
East Providence. Figure 10 depicts the map and the network
of the area. The corresponding A matrix has 10 rows (number
of measurements) and 33 columns (number of paths). To save
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Fig. 9: (Example 5) VMT estimation of Nguyen-Dupuis network. (a) Recovery results. For each measurement, we solve (17) and
(18) and compute the recovery rate for different number of link measurements. We repeat this for 500 trials and consider recovery
when ‖∑ vi(x̂i− xi)‖2 ≤ 0.001 where x̂ is the recovered solution solving (17) or (18). (b) Mean value of vT x̂VMT Min/vTx
and vT x̂VMT Max/vTx when (17) and (18) fail to exactly recover, respectively.
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Fig. 10: Case study of CODE on real data. (a) Map of the area
under study in East Providence (Grand Army of the Republic
Hwy and Warren Ave). (b) Schematic of the area under study.
There are a total of 33 paths associated with OD pairs while
10 link flow measurements are available.
space we do not display A and focus on the recovery results
summarized in Fig. 11. The solution has only a few non-zero
entries. The most significant path (p10) is along the Grand
Army of the Republic Highway (`18 → `89). This result further
confirms that there usually exists a sparse path allocation
which can be recovered using CODE.
VIII. CONCLUSIONS AND FUTURE WORK
We proposed CODE, an algorithm to estimate OD flows
and their path allocations. Three variants of CODE (noise-
less, noisy, and weighted) were considered, all involving
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Fig. 11: The recovered path allocation using CODE associated
with the considered area in East Providence as shown in
Fig. 10(a) and Fig. 10(b). As can be seen, the solution has
only a few non-zero entries. The most significant path is the
path on the Grand Army of the Republic Highway (`18 → `89).
`1-minimization. Examples suggest that when the true path
allocation is suitably sparse, CODE recovers the unknown
variables exactly, even from a highly underdetermined set of
linear equations.
Future directions for work include examining large networks
to understand better the relation between sparsity, accuracy and
computational effort. Also worth investigation is the incorpo-
ration of additional OD information obtained via Bluetooth
or cell phone records. Another interesting question is to
use CODE to determine path allocations that form a user
equilibrium. Yet another direction concerns the selection of
additional link counts that improve recovery.
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