The Adwords and Online Bipartite Matching problems have enjoyed a renewed attention over the past decade due to their connection to Internet advertising. Our community has contributed, among other things, new models (notably stochastic) and extensions to the classical formulations to address the issues that arise from practical needs. In this paper, we propose a new generalization based on matroids and show that many of the previous results extend to this more general setting. Because of the rich structures and expressive power of matroids, our new setting is potentially of interest both in theory and in practice.
. In this paper, we observe and address a new limitation which may be of real world interest especially for Internet advertising.
Most of these models have the shortcoming that the budget for each ad is specified independently. Many advertisers, especially those selling real products, are typically hosting multiple ads. Under the simplistic setting above, he would be able to only budget for each ad independently. This would not be ideal as his ads may be correlated, meaning that his budget for one ad may depend on how much he spends on another ad. For instance, suppose that a soft drink distributor is advertising for both coke and sprite. He is willing to spend $5 on coke, $4 on sprite but only $8 on both. Under the current framework, this kind of preference is impossible to represent by two separate budgets for coke and sprite.
We address this limitation by allowing an advertiser to specify the budget f (S) for each subset S of his ads, with one mild restriction. We require that f be monotone submodular. The search engine would then display ads from S at most a total of f (S) times. We argue that the assumption on f is only mild. Monotonicity is clearly reasonable. Submodularity also makes sense as one should expect to observe diminishing marginal returns for the similar ads hosted by the advertiser. Returning to our example on coke and sprite, if $5 is already spent on coke, our advertiser may think that the soft drink market is more saturated than before and hence spend less on sprite ($3) than he otherwise would ($4) .
Readers well-versed in matroid theory would recognize that this is equivalent to imposing a (poly)matroid constraint on the set of ads. Somewhat surprisingly, many of the existing results in the literature conform very well to this matroid generalization and we are able to obtain algorithms with the same performance in this considerably more general setting.
From a practical standpoint, we believe that this is a desirable feature to be introduced to Internet advertising. Because of the need to budget individually, advertisers of multiple ads may currently be under-budgeting to avoid overspending. In the soft drink example, the distributor may submit a budget of f (coke) = $4 and f (sprite) = $4. This would be suboptimal if he ends up exhausting his $4 budget on coke but spending only $1 on coke. Needless to say, this would not be efficient for the search engine either as additional revenue could be gained from these potential ads display had the advertisers been given greater flexibility. We believe that our matroid generalization may open up window of opportunities to create values for both ad platforms and advertisers.
Having motivated for the new matroid constraint, we formally define the problems studied in this paper and our results. We note that many of the other works in the literature also generalize readily to the matroid setting but to avoid being repetitious, we have chosen only a few representative problems to illustrate how we cope with the additional matroid constraint without sacrificing performances.
Our results and techniques
We present 1 − 1/e-competitive algorithms for all of the problems considered in this paper. As we have alluded, our purpose is to illustrate how the seemingly much more general matroid constraint can be incorporated into existing works without any loss in competitive ratio. To this end, we have selected two representative problems and show rigorously that their matroid generalizations still admit 1−1/e-competitive algorithms. Specifically, the design and analysis of our new algorithms make use of the charging scheme of [Wang and Wong 2015] and the primal-dual frameworks of [Buchbinder et al. 2007; Devanur et al. 2013b] .
To the best of our knowledge, this is the first time that the primal-dual analysis is applied to an online problem which involves submodularity. The closest example in online matching that we are aware of is [Devanur and Jain 2012] , which involves continuous concave functions rather than discrete submodular functions. We hope that the primal-dual analysis method will emerge as a powerful tool for tackling submodularflavored online problems.
The new results in this paper are summarized below.
-Optimal waterfilling 1 − 1/e-competitive algorithm for Matroid Online Bipartite Vertex Cover and Matching (in the adversarial model) under the small bid assumption. -Greedy is 1 − 1/e-competitive algorithm for Matroid Online Bipartite Matching in the random arrival Model (without the small bid assumption).
All of the above algorithms are greedy in nature and hence simple to implement. In addition to existing ideas in the literature, the design and analysis of our algorithms introduce the following new techniques and machineries.
Two dimensional charging scheme. The recent work of [Wang and Wong 2015] introduces a (single-dimensional) charging scheme-based analysis for online bipartite vertex cover. To tackle submodularity, we propose a new charging scheme that operates on the so-called "bar chart diagrams" for the Lovasz extension. The new scheme is based on a two-dimensional charging function of the bar chart diagram. Our analysis is therefore much more involved than the original scheme.
Convex programming duality. The primal-dual framework [Buchbinder et al. 2007; Devanur et al. 2013b ] is one of the most powerful techniques for attacking various online matching problems, with almost all of the existing works based on LP duality. To address matroid constraint one must however resort to convex programming (or equivalently, LPs with exponentially many variables or constraints). Our contribution is demonstrating that the existing machineries for handling matroids and submodularity in the offline optimization setting (e.g. Lovasz extension and base polyhedrons) conform seamlessly to the online primal-dual framework. The main issue here is understanding why the diminishing return property of submodular functions is compatible with the algorithms for online bipartite matching. Although it is hard to explain without referring to the specific details of the algorithms, fundamentally everything works out nicely in this paper because each "linear component" of the Lovasz extension is compatible with the online primal-dual analysis. This point will become clear when we analyze our algorithms. Karp et al. [Karp et al. 1990 ] gave the optimal 1 − 1/e-competitive algorithm for the online bipartite matching problem. Different variants of it have been extensively studied. These include b-matching [Kalyanasundaram and Pruhs 2000] , vertex-weighted version [Aggarwal et al. 2011; Devanur et al. 2013b] , adwords [Buchbinder et al. 2007; Devenur and Hayes 2009a; Mehta et al. 2007; Devanur et al. 2013b; Devanur and Jain 2012; Goel and Mehta 2008; Aggarwal et al. 2011; Devenur and Hayes 2009b] and online market clearing [Blum et al. 2006 ].
Previous works
To get around the worst-case analysis, other research directions study the problem with weaker adversarial models by assuming stochastic inputs [Feldman et al. 2009b; Manshadi et al. 2011; Mahdian and Yan 2011; as well as general graphs [Bansal et al. 2010 ].
Organization. The rest of this paper is structured as follows. In Section 2, we introduce various notions and tools from combinatorial optimization needed for our results. Section 3 is on the basic online bipartite vertex cover problem and introduces the charging scheme from [Wang and Wong 2015] . Section 4 studies matroid online bipartite vertex cover and builds on the previous charging scheme. It also includes an alternate primal-dual analysis of the algorithm which proves our result on matroid online bipartite matching. Finally, Section 5 is on matroid online bipartite matching in the random arrival model. We conclude in Section 6 with some open problems.
PRELIMINARIES
We first introduce some standard notions in combinatorial optimization before stating our problems. In this paper we consider only undirected bipartite graphs G = (L, R, E), where L and R are the sets of left and right vertices respectively.
Given
The size of a vertex cover C and a matching M is just |C| and |M |.
The size of a fractional vertex cover (y, z) and a fractional matching M is just u∈L y u + v∈R z v and e∈E x e = u∈L x u = v∈R x v . We call y u the potential of u. It is well-known that VC and matching are dual of each other in bipartite graphs.
A set function f :
One often finds the following equivalent definition useful: for every A, B ⊆ L with A ⊆ B and every e ∈ L (using the shorthand A + e = A ∪ {e}),
Loosely speaking, this says that the marginal return of adding an element e to a larger set is smaller. This property makes submodular functions appealing beyond its mathematical beauty as this phenomenon is observed in many real-life scenarios, especially those which arise from economic settings.
A
Given a nonnegative 1 monotone submodular function f (·), x ∈ [0, 1] E is a matroid matching defined by f if for all v ∈ R,
x uv ≤ 1, and for all S ⊆ L,
It is easy to see that this is indeed a generalization of the usual matching which corresponds to f (S) = |S|.
The rest of this section formally defines our problems and introduces the machineries needed to tackle our problems.
Problem statements
In all of these problems, the underlying graph is bipartite G = (L, R, E) with offline vertices L. The right vertices R arrive online one by one. When a vertex v ∈ R arrives, all of its incident edges are revealed.
-Online bipartite vertex cover (OBVC) The algorithm must maintain at all time a valid monotone vertex cover C, i.e. no vertex can ever be removed from C once it is put into C. Thus the algorithm essentially decides whether to assign v or N (v) to C upon the arrival of an online vertex v. The objective is to minimize the size of C in the end. -Matroid online bipartite vertex cover (MOBVC) The setting is exactly identical to OBVC except that the objective function is f (C ∩L)+|C ∩R| instead of |C|. Here f (·) is a nonnegative monotone submodular function. OBVC is a special case of MOBVC in which f is simply the cardinality function f (S) = |S|. -Matroid online bipartite (fractional) matching (MOBM) The setting of MOBM is similar to OBVC. Here we have a nonnegative monotone submodular function f (·) on the left vertices and the algorithm maintains a matroid matching x instead of a vertex cover. When an online vertex v arrives, the algorithm must initialize all x uv for u ∈ N (v) so that x is still a valid matroid matching. The objective is to maximize the size of x, i.e. e∈E x e = u∈L x u = v∈R x v . The integral version of MOBM has all x e ∈ {0, 1} and f being a matroid rank function, which is integer-valued and nonnegative monotone submodular.
Finally, although not needed for this paper, we remark that the offline versions of these problems can be solved in polynomial time by matroid intersection.
Fractional vs. Integral. As with the previous waterfilling algorithms for online bipartite matching, the integral version with small bid assumption is equivalent to the fractional version [Buchbinder et al. 2007; Devanur et al. 2013a ]. For the sake of convenience we present our waterfilling algorithm for MOBM in the fractional setting.
Lovasz extension of submodular functions
Given a submodular function f : 2 L −→ R, the Lovasz extensionf : [0, 1] L −→ R is a continuous convex relaxation of f and is defined bŷ
where L(t) = {u ∈ L : y u ≥ t} and the expectation is taken over t chosen uniformly at random from [0, 1]. It is easy to check one does have f (S) =f (I S ). Here I S is the indicator variable for S ⊆ L.
We will also make heavy use of an equivalent definition in this paper. Given y ∈ [0, 1] L , order the vertices of L = {1, 2, ..., n} in such a way that 0
An immediate implication of this formulation is that by restricting y ∈ [0, 1] L to some fixed ordering σ : {1, 2, ..., |L|} −→ L,f (y) is a linear function. This property will be used in various places of this paper.
Finally, note that for monotone submodular function f , its Lovasz extensionf (y) is monotonically increasing (in each coordinate).
In the next section, we introduce a bar chat interpretation of the Lovasz function. This representation plays an important role in analyzing MOBVC and MOBM. Table I .
Primal:
Dual:
Notice that the bars are decreasing in height as t increases because f is monotone. If we order L = {1, 2, ..., n} in such a way that y 1 ≤ y 2 ≤ ... ≤ y n . Using the notation in the last section, the bar chart representation consists of the bars
This is often a useful way to visualize the Lovasz extensionf
as each term in the summand corresponds to precisely a bar in the bar-chart representation. In particular,f (y) is the area of the bar chart.
Strictly speaking, a bar can be empty (e.g. when y i = y i+1 ) but we shall implicitly disregard them hereafter as it does not affect our proofs in any way and would only make the notations more cumbersome.
Readers may find that it is sometimes more intuitive to view the bar chart as the function t → f (L(t)) for t ∈ [0, 1]. Figure 1 shows a bar chart representation with 5 bars, of which the last one corresponds to the empty set and has height f (∅) = 0. Readers who familiar with polymatroid intersection should recognize that the primal is actually the polytope associated with the intersection of a partition matroid on R and a polymatroid on L defined by the submodular function f .
As in the usual primal-dual method, weak duality 2 is required in order to bound the size of the primal and dual solutions. A proof is in the full version. 
Rounding scheme for online bipartite vertex cover
For a fractional vertex cover (y, z) in an online algorithm for the online bipartite vertex cover problems studied in this paper, we can always round it to an integral solution by following simple scheme. We first sample γ uniformly at random from [0, 1]. Afterwards, for any vertex u ∈ L, we place u in the cover as long as y u ≥ γ. On the other hand, for any vertex v ∈ R, we place v in the cover when z v ≥ 1 − γ. It is not hard to verify that this rounding scheme indeed maintains a monotone vertex cover since (y, z) is monotone. Now consider an algorithm for the matroid online bipartite vertex cover problem, with fractional solution (y, z). Let C(γ) be the vertices in the integral cover after the rounding with γ. The performance of our algorithm with this rounding scheme is
Therefore, this rounding scheme does not incur a loss for MOBVC. Since OBVC is a special case of MOBVC, the rounding scheme also works for OBVC.
α and two integrals
To simplify our notation, we denote the optimal competitive ratio for OBVC as 1 + α := 1 1 − 1/e throughout this paper. In our analyses, the following two integrals will often be useful. 
ONLINE BIPARTITE VERTEX COVER
In this section, we present the algorithm GreedyAlloction for OBVC from [Wang and Wong 2015] as well its charging-based analysis. They will be the corner-stone of our new results.
end When an online vertex v arrives, we can choose to place v in the cover which has a cost of 1. Alternately, we can put all the vertices from N (v) into the cover. In GreedyAllocation, we attempt to put as much N (v) into the cover with a resource constraint of 1 + α. GreedyAllocation is greedy in the sense that we try to make a, i.e. the potential on N (v), as large as possible. Now we present the charging-based analysis of GreedyAllocation from [Wang and Wong 2015] . Let C * be a minimum vertex cover of G. We will charge the potential increment to vertices of C * so that each vertex of C * is charged at most 1 + α.
Given an online vertex v, we consider the following two cases.
(1) v ∈ C * . In this case, we charge the potential increment in N (v) and v in the algorithm to v. In particular, v will be charged at most 1 + α.
(2) v / ∈ C * which implies N (v) ⊆ C * . In this case, N (v) should take the potential increment on themselves as well as y v = 1 − a used by v. The following charging scheme is critical. Intuitively, if u∈X (a − y u ) = a + α, we should charge 1−a a+α (a − y u ) to u ∈ X since the fair "unit charge" is 1−a a+α . Because 1−a a+α is decreasing in a, 1−a a+α (a − y u ) can be upper bounded byˆa
The next lemma indicates that the total charge is sufficient.
LEMMA 3.1. [Wang and Wong 2015] Let F (x) =´x 0 1−t t+α dt. If u∈X (a − y u ) = a + α for some set X and a ≥ y u for u ∈ X, then
The lemma implies that v / ∈ C * can be charged at most 1+F (1)−F (0) = 1+´1 0 1−t t+α dt = 1 + α. By the previous discussion, we then have: THEOREM 3.2. [Wang and Wong 2015] GreedyAllocation is 1 + α-competitive for (fractional) OBVC.
As mentioned in Section 2.4, it is possible to convert any online fractional vertex cover algorithms while preserving the competitive ratio in expectation.
MATROID ONLINE BIPARTITE MATCHING AND VERTEX COVER
As in OBVC, we first consider the fractional version of MOBVC. Our objective is then to minimizef (y) + v∈R z v , which is a convex relaxation of f (C ∩ L) + |C ∩ R|. At the end of our analysis, we will show that it is possible to round our solution to an integral VC with the same size in expectation. Thus our algorithm for fractional MOBVC also works for integral MOBVC.
Our algorithm for MOBVC is still greedy. The analysis, however, relies on a "twodimensional" charging scheme in which the new additional regions of the bar chart representation (introduced in Section 2.2.1) are charged. We will see that the previous charging scheme for OBVC is a simplistic version of this more sophisticated scheme.
We also give an alternate primal-dual analysis of our algorithm which will imply a corresponding result for MOBM as a by-product. Our method builds on the previous scheme [Buchbinder et al. 2007 ] for online bipartite matching (and effectively OBVC).
Since the primal-dual analysis implies both the results on MOBM and MOBVC, the charging analysis may seem redundant. We stress that both the charging-based and primal-dual analyses are of interest. Our charging-based analysis is very clean. It was precisely for this reason that we were able to establish the result on MOBVC first and "reverse-engineer" a primal-dual analysis which is, in contrast, somewhat complicated. In retrospect, without the charging analysis, we probably would not be able to come up with the primal-dual analysis or even to realize that these problems admit 1 + αapproximation. Nonetheless, the primal-dual analysis is still important since it implies an interesting result on MOBM.
The algorithm
The design of our algorithm for MOBVC is in the same spirit as OBVC. In fact, the major modification needed is to replace u∈N (v) max{a − y u , 0} byf (y ) −f (y) as now the objective function on L isf (y) rather than u∈L y u .
Algorithm 2: GreedyAllocationSubmodular
Initialize for each u ∈ L, y u = 0; for each online vertex v do max a ≤ 1 s.t.
(1 − a) +f (y ) −f (y) ≤ 1 + α, where y u = max{y u , a} for u ∈ N (v) and y u = y u for other u;
The analysis of GreedyAllocationSubmodular makes extensive use of the bar chart representation introduced in Section 2.2.1. It is thus helpful to interpret our algorithm in terms of the bar chart. This will hopefully also make the change in the Lovasz extensionf (y ) −f (y) more intuitive and easier to visualize. 4.1.1. Bar chart interpretation of the algorithm. We take a closer look at how the bar chart changes after processing an online vertex. Recall that L(t) = {u ∈ L|y u ≥ t} and f (L(t)) is the height of the bar chart at t. First of all, observe that for the bars at t ≤ a, the height changes from f (L(t)) to f (L(t) ∪ X) since the potential of the vertices from X increased to a and no other vertex increased in potential. As a result, the bar at t > a remains at the same height.
With this observation in mind, we see that a new rectangular region (possibly empty) of height f (L(t) ∪ X) − f (L(t)) is added to the top of the bar at t < a. Moreover, the bar at t = a is effectively split into two 3 : the right one has the same height f (L(a)) whereas the left one has a larger height f (L(a) ∪ X) ≥ f (L(a)).
Our charging scheme in the next section makes critical use of these two properties:
-All the new rectangular regions are added to the bars at t ≤ a.
-The total area of the new rectangular regions isf (y ) −f (y).
The mechanism in which 1 − a is charged to u ∈ X lies in the heart of the previous charging scheme for OBVC. This idea does not quite work anymore as our objective function is submodular rather than modular. The key insight in our new analysis is to charge 1 − a to the new rectangular regions of the bar chart. This is in contrast to the previous scheme which charges to individual u ∈ X. Towards the end of the next section, we will explain how it is actually a simplistic version of our new scheme.
Our analysis in a nutshell is a careful study of figure 2. The red regions are the new rectangles added to the bar chart. Note that the first three bars increased in height with the third one being split into two at a. All of the new regions are found at t ≤ a. It is no coincidence that the height of the red rectangles decreases along the horizontal axis. Although not needed for the proof, it is instructive to check that this phenomenon is an artifact of submodularity and monotonicity.
In the next section, we propose a charging scheme in which the red new regions are charged to compensate for z v = 1 − a. Finally, we remark that the bar chart is just a pictorial representation of the Lovasz extension. We could have carried out the analysis without it at the expense of added notational complexity. It is for the same reason that various degenerate cases are deemphasized (e.g. we speak of the bar at t but t can happen to be at the boundary between two consecutive bars).
Charging-based analysis
When an online vertex not in the optimal cover is processed, we will charge all the potential used on this vertex to its neighbors, which must be in the optimal cover. More concretely, we charge the cost to the bar chart representingf (·). For each point (x, y) of the bar chart, the charging density is 1−x x+α . We first show that such charging density is sufficient to account for the potential of the online vertex.
LEMMA 4.1. Let B and B be the bar charts before and after processing online vertex v. Let a be the final water-level on the neighbors of v after processing v. We havê
PROOF. The main idea is to charge 1 − a to the new region of the bar chart. From the discussion in the last section, all the new regions have x-coordinates at most a. Therefore, we havê
where the last equality obviously holds if a = 1. If a < 1, then we must have exhausted all of our resources 1 + α (otherwise a would be larger) and hence we havê f (y ) −f (y) = a + α. Now we show that the total charges to the left vertices by online vertices not in the optimal cover C * is at most α · f (L ∩ C * ).
LEMMA 4.2. The total charges received from online vertices R \ C * is ≤ α · f (L ∩ C * ).
PROOF. Let B * be the union of the new regions in the bar chart generated by processing online vertices R \ C * . Therefore, the total charges arê
For t ∈ [0, 1], let B * (t) be the intersection of B * with the line x = t. We havê
dy.
It is then sufficient to show that for t ∈ [0, 1],
Notice that´B * (t) dy is the total height of regions added to the bar chart at x = t when processing online vertices in R \ C * .
Although the proof below looks somewhat technical, the key idea is simple. Suppose that all of the vertices in L\C * are removed, i.e. L ⊆ C * . Now the height of the bar chart is at most f (L) = f (C * ∩ L) so our claim is clear. If we add back L\C * , recall that we care only about the rectangles added for v / ∈ C * . The height of the additional rectangle is just the marginal difference, which cannot be worse than before because of diminishing marginal return. We formalize this below.
Let L i (t) be the set L(t) = {u ∈ L | y u ≥ t} after processing the i-th online vertex v i . Since y u can never decrease for all u ∈ L, we have
Finally, when processing v i , the height of the new rectangular region 4 at t is precisely f (L i (t)) − f (L i−1 (t)). Now the sum of the height of the rectangular regions at t added when processing
Here the last inequality follows from monotonicity and non-negativeness of f . PROOF. For the i-th online vertex v i ∈ R, we define y i to be the vector of potentials on L after processing v i . Then, by our algorithm and the last lemma, the total resources used in processing R \ C * are at most
is defined as before. By Eqn. (2) and the definition off (·), we have vi∈R\C * f
where y i | L∩C * restricts the vector y i to the vertices L ∩ C * by setting the other entries to 0. This concludes the proof.
Therefore, our algorithm uses resources at most (1 + α) · f (L ∩ C * ) when processing vertices in R\C * . On the other hand, it uses resources at most (1 + α) · |R ∩ C * | for other online vertices as processing each of them increased the total potentials by at most 1 + α. Our algorithm thus 1 + α-competitive for the fractional matroid online bipartite vertex cover problem. Since we can always round a fractional solution to a randomized integral solution (section 2.4), we have the following theorem. THEOREM 4.4. There exists an optimal 1 + α-competitive algorithm for the matroid online bipartite integral vertex cover problem.
Primal-dual analysis
We first review the key ingredients used in the original primal-dual analysis of online bipartite matching in [Buchbinder et al. 2007 ], which largely consists of two steps:
-Employs such constraints as x u = g(y u ) (or x u ≤ g(y u )) for some suitable increasing function g. The motivation for doing this is to enforce some correlation between the primal and dual variables so that, for instance, when x u is small, y u is not too big which allows room to pay for the future increase in x u . -Relates the size of the primal and dual solutions by (g(a) − g(y u )) ≈ c(1 − a + (a − y u )) for some constant c. As in the usual primal-dual method, this is essential for bounding the size of the solution via weak duality.
This scheme depends crucially on the fact that the cost function is modular. For submodular cost functions, one may try to imitate that by using constraints like x S ≤ f (S)g(h(y|S)) (y|S is the vector restricted to S), where g is the same as before and h : [0, 1] S −→ [0, 1] is some suitable function.
Considering the Lovasz extension, the most natural choice is probably h(y|S) = min u∈S y u . But this is fundamentally flawed as one may have a very small y u with other y u = 1. It turns out that, perhaps somewhat counter-intuitively, the correct function is h(y|S) = max u∈S y u .
Even more surprisingly, the constraint x S ≤ f (S)g(h(y|S)) alone is not enough to relate the cost of the primal and dual solutions. Recall thatf (y) = f (Y i )(y i − y i−1 ) for a fixed ordering of y. Thus one might hope to consider S = Y 1 , Y 2 , ... in order to relate the increment in the size of the primal and dual solutions. Unfortunately, this does not work as the ordering of y typically changes over the execution of the algorithm.
To rescue this, we turn to the bar chart representation again. Instead of one global ordering, a local ordering is imposed on each bar of the bar chart. More precisely, for a bar at t, we maintain an ordering σ t of its existing vertices L(t). When L(t) increases, we extend the current ordering by arbitrarily appending the new vertices to its end. We formalize our ideas in the rest of this section.
To simplify our notation, we view x u as a function on [0, 1] and the value of x u 5 is
This perspective will be useful when we analyze our algorithm using the bar chart representation (which can be seen as a function on [0, 1]). The x u produced by the algorithm will be a piecewise constant function. Conceptually,´1 0 x u (t)dt aggregates over the contribution of each bar to x u .
for each bar of the bar chart at [p, q] t with a new rectangular region
Extend the current ordering σ t of L(t) to L(t) ∪ X by appending X\L(t) arbitrarily to the end σ t (|L(t)| + 1), ..., σ t (|L(t) ∪ X|); For t ∈ (p, q) and |L(t)| + 1 ≤ k ≤ |L(t) ∪ X|, set
At the first glance, our primal update seems somewhat convoluted. The underlying philosophy is nevertheless much simpler. Before proceeding to the analysis, we first unpack the details of the algorithm along with some simple observations. First of all, in our algorithm we focus on x u (t) rather than x uv . This is more convenient in the analysis since what matters is the extent to which u is matched (recall:
x S ≤ f (S)) but not which edge is assigned to u. Thus in the algorithm, we determine only how much x u increases and retroactively what x uv is.
Note that since each vertex can be added at most once to L(t), x u (t) can increase at most once and this increment will be from x u (t) = 0 to
Lastly, we emphasize the role of the ordering σ t . This is the key ingredient that makes the analysis possible. See Proposition 4.5 and Lemma 4.6 for more details.
We are now ready to analyze the algorithm. There are three major components:
the total increment of all x u in each iteration is at most 1.
-(competitiveness) D = (1 + α) P , where D and P are the increments in the size of the dual and primal solutions respectively.
Once the above have been established, we can conclude that our algorithm is correct and achieves a competitive ratio of 1 + α via weak duality.
The following well-known property of the base polyhedron will be used in the analysis. For completeness a proof is given in the full version. 
LEMMA 4.6. In GreedyAllocationSubmodularP D, we have x S ≤ f (S) for all S ⊆ L.
PROOF. We first show that for each t,
x S (t) ≤ f (S) t + α Consider any σ t (k) ∈ S for which x σt(k) (t) > 0. Then we must have set
where the inequality follows from the fact that only the bars on the left of a increase in height and hence t ≤ a. Now by Proposition 4.5, we have x S (t) ≤ f (S) t+α . Our desired result thus follows: PROOF. The dual solution can increase by at most 1 + α and hence P , which is just x v , is at most 1 by Lemma 4.7.
Randomized Primal-Dual Analysis of Greedy for MOBM
Greedy is a natural algorithm for (Matroid) Online Bipartite Matching where we simply match a new online vertex v to an available offline vertex according to some fixed preference ordering σ (v) . Greedy is known to be 1 − 1/e-competitive [Goel and Mehta 2008] and in this section, we generalize this result to MOBM.
Inspired by [Devanur et al. 2013b ], we present a randomized primal-dual analysis of Greedy. Let M L ⊆ L be the set of matched vertices and span(M L ) = {u ∈ L : f (M L + u) = f (M L )} be the span of M L w.r.t. the matroid given by f . Note that a vertex u ∈ L can still be matched iff u / ∈ span(M L ), which we therefore should keep track of. Recall that we are working with the random arrival model where online vertices arrive in a uniformly random order. Equivalently, we may sample t v ∈ [0, 1] for v ∈ R and make them arrive in ascending order prescribed by t v . This parameterization is key to randomly setting the dual variables y u , z v . Let g(t) = e t−1 .
Algorithm 4: Greedy
Initialize M L = ∅ and for each u ∈ L, x u = y u = 0;
It is clear that the matching maintained by the algorithm is valid. To prove that Greedy works, we need to establish (expected) dual feasibility and duality gap.
Observe that by design each w ∈ L is updated at most once. Moreover, every w ∈ span(M L ) must have been updated.
LEMMA 5.1 (DUALITY GAP). For each iteration of the algorithm, the increases in the size of the primal and dual solutions satisfy
PROOF. If no vertex is matched, D = P = 0 and the result follows. Otherwise, P = x uv = 1 and we claim that D = 1 + α. Let y be the new y. First of all,
so it suffices to showf (y ) −f (y) = (1 + α)(1 − g(t v )). We make two observations: y and y differ exactly in span(M L + u)\span(M L ) and that for w ∈ span(M L ), y w ≥ (1 + α)(1 − g(t v )). The former is clear while the latter follows from the fact that w was updated before v arrives and hence the online vertex v used to update w must have
In other words, all the new coordinates in y have values not greater than the existing ones. Nowf (y ) −f (y) = (1 + α)(1 − g(t v )) holds because f (span(M L + u)) − f (span(M L )) = 1 (recall that f is the rank function of the matroid).
Next we show that the dual is feasible in expectation, i.e. E[y w ] + E[z v ] ≥ 1 for any edge wv. For this we need the notion of critical values. Suppose that we run Greedy on G without v and let w be updated when an online vertex of random value t c ∈ [0, 1] arrives (if w is never updated, t c = 1). We have the following two lemmas:
PROOF. If t v < t c , then w must not have been updated when v arrives. Furthermore, w is not in the current span(M L ) as it is updated only after in the run without v. Therefore when v arrives, w is available and v can be matched (possibly to a vertex other than w).
LEMMA 5.3 (MONOTONICITY). Given t v for v = v, y w ≥ (1 + α)(1 − g(t c )) regardless of the value of t v .
PROOF. Let M L and M c L be the set of matched vertices in the run with and without v respectively. It is easy to show by induction that span(M c L ) ⊆ span(M L ) at all time. In particular, w can only be updated earlier in the run with v. In other words, the value t used to update w is either the same or smaller, as desired.
LEMMA 5.4 (DUAL FEASIBILITY). We have E[y w ] + E[z v ] ≥ 1 for any edge wv.
PROOF. Let t −v denote the random values other than t v . By the previous two lemmas, E[z v |t −v ] ≥´t c 0 (1 + α)g(t)dt and E[y w |t −v ] ≥ (1 + α)(1 − g(t c )). Therefore
where we used g(t) = e t−1 for direct calculation. Now our result follows by taking expectation over t −v .
Combining the previous lemmas, we obtain: THEOREM 5.5. Greedy is 1 − 1/e-competitive for matroid online bipartite matching in the random arrival model.
DISCUSSION AND FUTURE RESEARCH
Our work naturally raises numerous questions about online algorithms. We have selected three of them which we find the most interesting.
-Submodularity in other online problems. In online algorithms, submodularity seems to be considered less often than other themes in combinatorial optimization. We hope that our work will stimulate the interest in combining submodularity with existing online problems in the literature. Our results on MOBM and MOBVC show that various ingredients used in offline submodular optimization are still applicable online. We are hopeful that some of the powerful machineries developed for submodularity over the past few decades will find applications in various online settings. -Two-sided submodular. In both MOBM and MOBVC, a submodular function f is imposed on the left vertices L. A natural extension is to impose also a submodular function g on the right vertices R. It is not hard to see that 1 + α cannot be attained anymore for both problems. Nevertheless, the corresponding offline problems are still solvable in polynomial time and do exhibit many nice typical properties such as the existence of integral optimal solution. In light of this, we believe that some constant approximation would still be achievable. -Integral MOBM. Can we remove the small bid assumption needed for the waterfilling algorithm? We conjecture that this algorithm works for the special case of
