Abstract: In this paper, a slimple linear high-gain integral-derivative observer is presented based on singular perturbation technique. The proposed integral-derivative observer can estimate synchronously the multiple integrals and derivatives of a signal. The merits of the presented integralderivative observer include its synchronous estimation of integrals and derivatives, simple implementation, sufficient stochastic noises rejection and almost no drift phenomenon. The theoretical results are confirmed by the frequency-domain analysis.
Introduction
Time integrals and derivatives are important components in almost all engineering applications. The problems of the integrals and derivatives are those of estimating the values I (a) = dt i . Obtaining the positions, velocities and accelerations is crucial for many types of systems, for intance, navigation systems and feedback control systems. In the circumstances without GPS, a double-integral algorithm is required to estimate the position trajectory from the acceleration measurement on condition that the initial position and velocity are known. In Inertial Navigation System (INS), Inertial measurement units (IMUs) typically contain three orthogonal rate-gyroscopes and three orthogonal accelerometers, measuring angular velocity and linear acceleration respectively. To calculate the position of the device the signals from the accelerometers are double integrated. However, for a long-time navigation, the drift phenomenon of INS is mainly brought out by the usual integral methods. They can't restrain the effect of stochastic noise, especially non-white noise. The noise leads to the accumulation of additional drift in the integrated signal. Therefore, the stability for the usual integral methods are seldom guaranteed.
The algorithms of derivative and integral have been studied by a number of researchers from different perspectives [1] - [22] .
The popular linear high-gain differentiators [2, 3] provide the estimates of derivatives. In another study, a differentiator via second-order (high-order) sliding modes algorithm was proposed [4, 5] . Although in this study, a high-order sliding mode is introduced and there exists no chattering phenomenon in the estimation of the derivatives up to n − 1 orders, the nth-order derivative estimation still contains chattering phenomenon. If noise exists in the signal, this chattering will magnify the noise near the equilibrium. Furthermore, it is difficult to regulate the parameters of high-order sliding mode differentiator. The parameters are selected through computer simulations. In [6] , an integral-chain differentiator based on finite-time stability and singular perturbation technique has been presented. However, the differentiator algorithm is complicated and difficult to calculate. Furthermore, the distribution of perturbation parameters in the differentiator [2] - [10] make the integrals estimation impossible. In general, the above differentiators [1] - [10] cannot estimate the integrals of a signal. They can only estimate the derivatives of a signal.
Although most mathematical functions can be differentiated analytically, the same cannot be said for integration. At present, there are no general rules for integrating as there are for differentiating. Therefore numerical methods are needed, which depends on the fact the definite integral of a function f (x) between the limits x = a and x = b is equal to the area under f (x) bounded by the x-axis and two vertical lines x = a and x = b. Thus, all numerical methods for integrating involve more or less ingenious ways of estimating the area under f (x). There are some numerical methods for estimating signal integral [11] : i) The trapezoidal rule; ii) Simpson's rule. For the above numerical integrating methods, if stochastic noise (especially non-white noise) exists in signal, and the average value of the noise is not equal to zero, then such noise leads to the accumulation of additional drift in the integrated signal. It is not guaranteed that the integrator is stable. Therefore, the choice of integration scheme has a big effect on the performance of system.
The integral operators of 1/s and 1/s 2 are irrational and can't be calculated directly. Researchers presented some approximated methods to estimate signal integral [12] - [20] . For integrator design in frequency domain, an IIR digital integrator was designed by using the Simpson integration rule and fractional delay filter [12] . In [13] , a digital IIR integrator based on the recursive Romberg integration rule and the fractional sample delay was investigated. A general theory of the Newton-Cotes digital integrators by applying the z-transform technique to the closed-form Newton-Cotes integration formula was presented [14] . In [15] - [20] , several types of digital integrators were designed: non-inverting integrator, the developed infinite impulse response digital integrators, low-frequency differential differentiators. However, in all of the aforementioned studies [12] - [20] , only 1-fold integral can be obtained, and the synchronous estimation of derivatives and integrals is not considered. Some integrators were implemented in the hardware, where the parameters are usually affected by the circumstances, for instance, the temperature changes in the circuit. Thus, the estimation precision is affected adversely. Furthermore, they are easily disturbed by stochastic noise, and the drift phenomenon occurs in such systems. In order to restrain the stochastic noise, additional filters must be designed.
In [21] and [22] , the concept of fractional-order integrator has been presented, and in a given frequency band of interest, a rational transfer function is proposed to approximate the irrational fractional-order integrator G I (s) = 1/s m , where m is a positive real number, and 0 < m < 1 is required. The condition of 0 < m < 1 limits the application of the fractional-order integrator. Usually, the 1-fold and double integrals are required to be obtained in many navigation systems, i.e., the operators 1/s and 1/s 2 are required to be approximated. Therefore, this method is not suitable to some navigation systems.
In [26] , a nonlinear double-integral observer was presented, and a nonlinear multiple integrator was designed in [27] . The nonlinear integrator can obtain the multiple integrals of signal. Conditions are given ensuring finite-time stability for the presented integrator.
In this paper, to simplify the nonlinear integral-derivative observer [28] , a simple high-order linear integral-derivative observer based on singular perturbation technique [23, 24, 25] is presented. In this derivative-integral observer, a new distribution of perturbation parameters is arranged. Using the presented integral-derivative observer, the multiple integrals and derivatives of a signal can be obtained synchronously. The integral-chain structure increases filter order and improves the noise rejection. Importantly, the parameters regulation is only required to be satisfied with Hurwitz condition. The synchronous dynamical performance of differentials and integrals is helpful for the design of proportional-integral-differential (PID) control and guidance methodologies. Moreover, the estimate precisions and robustness can be analyzed by frequency-domation analysis. This paper is organized in the following format. In Section 2, the main results of the presented integral-derivative observer are presented. In Section 3, frequency analysis are proposed. The conclusions are provided in Section 4.
High-order linear integral-derivative observer
In the following, singular perturbation technique [23, 24, 25] will be used to design a integralderivative observer, and Theorem 1 is presented as follow.
Theorem 1: For systemẋ
p ∈ {2, · · · , n}, if signal a (t) is continuous, integrable and (n − p + 1)th-order derivable, then
where
The Laplace transformation of (1) can be obtained as follow:
where X i (s) and A (s) denote the Laplace transformations of x i and a (t), respectively, and s denotes Laplace operator. From (3), we obtain
Therefore, Equation (3) can be written as
Then, it follows that
Therefore, we obtain
where j ∈ {1, · · · , n}. It means that x i approximates a i (t) for 1 ≤ i ≤ n. Furthermore, the denominator of Equation (7) is required to be Hurwitz, i.e., s n + n i=1,i =p
Hurwitz. It is equivalent that s n + k n s n−1 + · · · + kp ε p s p−1 + · · · + k 2 s + k 1 should be Hurwitz. This ends the proof of Theorem 1.
In order to guarantee the stability of integral-derivative observer (1), polynomial s n + k n s n−1 + · · · + kp ε pαp s p−1 + · · · + k 2 s + k 1 must be Hurwitz for ε ∈ (0, 1) and the bounded constants k i > 0, i = 1, · · · , n. The following lemma give a conclusion that s n +k n s n−1 +· · ·+ kp ε pαp s p−1 +· · ·+k 2 s+k 1 can't be Hurwitz for arbitrary integers n and p with ε ∈ (0, 1). Fortunately, for some integers n and p, Theorem 1 still holds, and it is satisfied with almost all engineering applications. For instance, the position and velocity can be estimated from the acceleration signal, or position and acceleration can be obtained from the velocity signal.
Lemma 1 [28]:
The following selections of n and p can make polynomial s n + k n s n−1 + · · · + kp ε pαp s p−1 + · · · + k 2 s + k 1 Hurwitz, where ε ∈ (0, 1) and the bounded constants k i > 0, i = 1, · · · , n: a) n = 2 and p = 2; b) n = 3 and p ∈ {2, 3}; c) n = 4 and p = 3.
Remark 1:
The following system can also implement the estimation of the integrals and derivatives:ẋ
where, k 1 , · · · , k n > 0 are selected such that s n + k n s n−1 + · · · + k 2 s + k 1 is Hurwitz. However, the error term ε p (x p − a (t)) in Equation (9) is very tiny, and its corresponding error feedback is quite weak. Therefore, the system convergence is slow. In integral-derivative observer (1), the gain k p of the error term x p − a (t) is suitable. Thus, the error feedback is more efficient.
From Theorem 1 and Lemma 1, we can obtain the exact forms of integral-derivative observers, and a Corollary is presented as follow.
Corollary 1:
There exist the following four types of integral-derivative observers:
i) Onefold-integral observer
When n = 2 and p = 2, Equation (1) can be written aṡ
with the conclusion that
It is the onefold-integral observer, which can obtain the onefold integral of signal a (t).
ii) Onefold-integral 1th-derivative observer
When n = 3 and p = 2, Equation (1) can be written aṡ
It is an integral-derivative observer, which can obtain the onefold integral and 1th derivative, respectively, of signal a (t).
iii) Double-integral observer
When n = 3 and p = 3, Equation (1) can be written aṡ
It is a double-integral observer, which can obtain the onefold and double integrals, respectively, of signal a (t).
iv) Double-integral 1th-derivative observer
When n = 4 and p = 3, Equation (1) can be written aṡ
It is an integral-derivative observer, which can obtain the onefold, double integrals and 1th derivative, respectively, of signal a (t).
Frequency analysis
In a practical problem, high-frequency noises exist in the measurement signal. The following analysis concern the robustness behavior of the presented augmented observer under high-frequency noises.
In the following, we will adopt Bode plots to analyse the frequency characteristics of the presented integral-derivative observers. Bode plots is an indispensable component of the bag of tools of practicing control engineers. By the frequency analysis method, we can find that the presented integral-derivative observer leads to perform rejection of high-frequency noise.
A. 1-fold-integral observer
For transfer function (7), let n = 2, p = 2, we obtain the transfer function of 1-fold-integral observer as follow:
where k 1 = 0.1, k 2 = 1. Selecting ε = 0.1 and ε = 0.2, the Bode plots for the transfer function are described as Figures 1-1 and 1-2 , respectively.
B. Onefold-integral and 1th-derivative observer
For transfer function (7), let n = 3, p = 2, we obtain
where, k 1 = 0.1, k 2 = 3, k 3 = 2, Selecting ε = 0.1 and ε = 0.2, the Bode plots for the transfer function are described as Figures 2-1 and 2-2, respectively.
C. Double-integral 1th-derivative observer
For transfer function (7), let n = 4, p = 3, we obtain
where, k 1 = 0.01, k 2 = 0.1, k 3 = 3, k 3 = 2, Selecting ε = 0.1 and ε = 0.2, the Bode plots for the transfer function are described as Figures 3-1 and 3-2 , respectively.
Comparing with ideal derivative operator s, ideal integral operator 1/s and 1/s 2 , the presented integral-derivative observers can not only obtain their estimations accurately, but can also the high frequency noise be reduced sufficiently. On the other hand, by decreasing the perturbation parameter ε, the estimation precision becomes better and better (See the cases of ε = 0.1 and ε = 0.2, respectively). Furthermore, increasing perturbation parameter ε, much noise can be reduced sufficiently. It is easy to see that the k-fold integral observer provides for a much better accuracy of ith-fold integral, l < k, than the l-fold integral observer, where i = 1, · · · , l − 1. Importantly, from the bode plots, almost no estimate delay phenomena exist.
Conclusions
In this paper, a high-order linear integral-derivative observer based on singular perturbation technique is presented. The integral-derivative observer can obtain synchronously the integrals and derivatives of a signal. The parameters selection is only required to be satisfied with Hurwitz condition. Furthermore, by the frequency-domain analysis, the integral-derivative observer exhibits excellent robustness and dynamical performance, and almost no drift phenomena exist. 
