Clustering data into natural groupings has important applications in fields such as Bioinformatics. Support Vector Clustering (SVC) does not require prior knowledge of a dataset and it can identify irregularly shaped cluster boundaries. A major SVC challenge is the choice of an important parameter value, the width of a kernel function that determines a nonlinear transformation of the input data. Since evaluating the result of a clustering algorithm is a highly subjective process, a collection of different parameter values must typically be examined. However, no algorithm has been proposed to specify the parameter values. This paper presents a secant-like numerical algorithm that generates an increasing sequence of SVC kernel width values. An estimate of sequence length depends on spatial characteristics of the data but not the number of data points or the data's dimensionality. The algorithm relies on a function that relates the kernel width value to the radius of the minimal sphere enclosing the images of data points in a high-dimensional feature space. Experimental results with 2D and higher-dimensional datasets suggest that the algorithm yields useful data clusterings.
1. Introduction
Clustering Overview
Clustering is a natural grouping or unsupervised classification of the data into groups [ 7 ] . Clustering has many important applications in fields such as Bioinformatics. Unfortunately, clustering is a subjective problem, since there is no unique definition of a cluster or unique answer for a given dataset. Because of this, research has produced many different types of clustering criteria and clustering algorithms (see [ 7, 9, 20 ] for clustering surveys and reviews). Most clustering algorithms use one or a combination of the following techniques: graph-based [ 6, 18, 19, 8 ], density-based [ 17 ] , model-based methods using either a statistical approach or a neural network approach, or optimization of a clustering criterion function. Fast clustering algorithms tend to depend heavily on parameter selection. If no prior information about the dataset is available, argument-free clustering algorithms like the hierarchical approach of [ 21 ] can be used. Finding boundaries of clusters is another popular technique [ 19, 2 ] . Support Vector Clustering (SVC) is a boundary-finding clustering method that does not require prior knowledge about the data. It is based on concepts from support vector machines. A support vector machine is a classifier that is used widely in many machine learning applications [ 13 ] . This paper is based on SVC, which is described below in Section 1.2. A key limitation of SVC is described in Section 1.3. Section 1.4 summarizes this paper's contribution that addresses the limitation and gives an overview of the remainder of the paper.
Support Vector Clustering
As in support vector machines, SVC uses a nonlinear mapping of the data into a high-dimensional feature space. In both techniques the feature space is a Hilbert space for which a kernel function defines an inner product. Whereas support vector machines use a linear separator in the feature space in order to separate and classify points, SVC uses a minimal sphere encompassing feature space images of data points. In SVC, the minimal sphere in feature space can be mapped into contours in the data space. These contours are interpreted as clusters [ 4 ] . Cluster boundaries can be approximated using data point images that lie on the surface of the minimal sphere. A significant advantage of SVC over other clustering methods is its ability to produce irregularly shaped clusters. Another advantage is its ability to handle outliers in a dataset. Outliers are accommodated by allowing the minimal sphere to exclude some data point images.
Given a finite set X ⊆ R d of N distinct data points as in [ 4 ] , the minimal sphere of radius R enclosing all data points' images in the feature space can be described by the following, as in [ 4 ] :
where Φ is a nonlinear mapping from data space to feature space, Φ(x) is the feature space image of data point x, · is the Euclidean norm, and a is the center of the sphere. Images on the surface of the sphere correspond to points on contour boundaries in data space. Images inside the sphere map into points within contours. The mapping from data space to feature space is governed by a kernel function, K : X × X → R, that defines the inner product of image points. Throughout this paper, we assume that the Gaussian kernel given by Eq. (2) below is used as a kernel function:
where q is the width of the Gaussian kernel. From (2), it immediately follows that,
From Eq. (1) to (3), the Lagrangian W below can be derived, which must be maximized in order to find the minimal sphere:
where β i is a Lagrange multiplier, 1 ≤ i ≤ N , and i β i = 1. A soft margin constraint of the form 0 ≤ β i ≤ C, where C is a constant, controls the number of Bounded Support Vectors (BSVs), that is, the number of data points that will be considered as outliers. Eq. (4) is quadratic in the β values. Solving Eq. (4) using quadratic programming yields β values corresponding to the minimal sphere in feature space. If β i = C, then Φ(x i ) is outside the minimal sphere and x i is a BSV. If 0 < β i < C, then Φ(x i ) is on the boundary of the minimal sphere and x i is a Support Vector (SV). Otherwise, β i = 0 and Φ(x i ) is interior to the minimal sphere.
If the images of all points on the line segment connecting two data points has smaller distance from a than R 2 , then the two data points are regarded as being in the same cluster and an edge between them is added to an adjacency matrix. A cluster is a connected component of the adjacency matrix.
Support Vector Clustering Limitation
Of particular interest in this paper is the parameter q that specifies the width of the Gaussian kernel. The width controls how "spread out" the data points' feature space images are and therefore determines the size of the minimal sphere. The number of q values is a multiplicative factor in SVC running time, so finding a small set of q values for a given dataset that reflect all of the natural clusterings of the data is one of the most significant challenges of SVC. In [ 4 ] , an initial q value producing one cluster is suggested. However, an algorithm is needed for generating additional q values beyond the initial one.
Contribution and Overview
In Section 2, we offer an algorithm for exploring SVC Gaussian kernel width for a fixed value of the outlier parameter a C. An increasing sequence of kernel width values is generated using properties of the minimal sphere. The secant-like numerical algorithm applies to datasets of arbitrary dimension. An estimate is provided for the number of kernel width values generated by the algorithm. The estimate depends on spatial characteristics of the dataset and is independent of dataset dimension as well as the number of data points. Section 3 gives experimental results of our approach, demonstrating that it often provides useful clusterings in practice. Section 4 concludes the paper and describes future work.
Kernel Width Sequence Generator
This section presents our approach for generating an increasing sequence of kernel width values. It is based on the intuition that significant changes in clustering structure are less likely to occur in q intervals where R 2 values are fairly stable. A secant-like, numerical algorithm is proposed in Section 2.2. This relies on R 2 monontonicity. Therefore, this section starts by characterizing R 2 as a function of q. The results of Section 2.1 establish
/N if and only if q = ∞, and provide conditions under which R
2 is a monotonically nondecreasing function of q. Results of this section hold for arbitrary input space dimension. We assume that the value of C is fixed so that the number of outliers is not varied. We estimate the number of q values generated by the secant-like algorithm using known results on secant method convergence. The estimate relies on spatial characteristics of the dataset but not the number of data points or dimensionality of the dataset.
Characterizing R 2 as a function of q
All proofs of lemmas and theorems are omitted and can be found in
Lemma 2.1.
2 as a function of q, we first observe that, as R is the radius of the minimal sphere enclosing data point images,
Since the kernel is Gaussian, Eq. (3) implies that the entire data space is embedded onto the surface of the unit ball in feature space [ 13 ] . Therefore, R 2 ≤ 1 for 0 ≤ q ≤ ∞ and hence 0 ≤ R 2 ≤ 1 for 0 ≤ q ≤ ∞. Lemmas 2.3-2.5 and Corollary 2.1.1 below together establish the stronger result that R 2 ≤ 1 − 1/N . The proof of Lemma 2.5 below relies on Lemma 2.4.
The results above combined with Lemma 2.6 and Theorem 2.1 below show that, under certain conditions, R 2 is a monotonically nondecreasing function of q. In the following results the q subscript indicates kernel width q.
Now, let S q (X ) denote the minimal sphere for point set X and kernel value q. It follows from Welzl's minimal sphere algorithm of [ 3 ] that S q (X ) in an s-dimensional space is determined by a set V of points (support vectors), such that S q (V ) = S q (X ), whose images lie on the surface of S q (X ), where 2 ≤ |V | ≤ min (N, s + 1) . V is minimal if there does not exist
The proof of Theorem 2.1 uses Lemma 2.6 and Corollary 2.1.1.
is a monotonically nondecreasing lower bound on R as a function of q. 
is a monotonically nondecreasing lower bound on R 2 as a function of q.
is a monotonically nondecreasing lower bound on R as a function of q. Note that these lower bounds are = 0 for q = 0 and = 1 2 for q = ∞.
Secant Algorithm
The operation of the secant procedure is illustrated in Figure 1 . Since Section 2.1 showed that R 2 ≥ 0 for q ≥ 0 and R 2 = 0 for q = 0, the starting q value for the secant procedure is q = 0. The second q value is from [ 4 ] and is expected to yield a result of one cluster. For each value of q, the associated R 2 value is calculated using the SVC steps of updating a kernel matrix, solving the Lagrangian, and computing the radius of the minimal sphere. To generate each subsequent q value, a line through the two previous R 2 curve points is extended until it intersects the line R 2 = 1 − 1/N . The secant algorithm terminates when every data point is an SV or the slope of the line is close to flat. When every data point is an SV, the number of clusters is typically N and no useful clustering information is usually gained for larger q values.
Since the goal of this algorithm is to generate an increasing sequence Q of q values, whenever the new q value q n ew is less than the previous one q o ld, monotonicity of the R 2 curve is enforced using several techniques. The first technique is support vector permanence. This requires that each support vector for q old is also a support vector for q new . This is motivated by the conditions of Theorem 2.1. Support vector permanence also requires that no new BSVs be added for q new beyond the BSVs that exist for q old . Support vector permanence can be achieved by adding to the quadratic program for q new : 1) a constraint of the form β i > 0 for each x i that is an SV for q old and 2) a constraint of the form β i < C for each x i that is not a BSV for q old . Figure 2 is an example of a dataset and the graph of R 2 vs. q generated by the secant method. Multiple curves are shown on the R 2 graph. Each corresponds to a graph of R 2 (x i ) for a data point x i . The R 2 curve is an upper bound on each R 2 (x i ) curve. The worst-case running time of our algorithm is in O(|Q|(N 3 + T )), where |Q| is the number of q values produced and T is the running time of the procedure to enforce monotonicity. To derive an estimate on |Q|, we first describe starting and ending q values q min and q max , respectively, then invoke results on secant method convergence. If all kernel values are equal to 1, then SVC yields 1 cluster; this occurs when q = 0. Analogously, if the kernel matrix is the identity matrix, then SVC yields N clusters; this occurs when q = ∞. To derive practical values for q min and q max that can still be expected to yield 1 and N clusters, respectively, we force all kernel values to be close to 1 or all off-diagonal kernel values to be close to 0. The former case yields, for 0 ≤ min ≤ 1:
In the latter case we obtain, for 0 ≤ max ≤ 1:
|Q| can be estimated using the convergence rate of a secant method, which is in between linear and quadratic [ 23 ] . We therefore expect, experimentally, for |Q| to be in between approximately lg( qmax q min ) and lglg( qmax q min ), assuming we start at q min and stop at q max . For linear convergence, we obtain:
For the secant procedure we initialize q new by choosing q min such that ln(
Experimentally, this choice is expected to produce 1 cluster
. For our analysis we choose q max such that ln( 1 max ) = 1. Experimentally, this can be expected to produce N clusters. Under these assumptions, Eq. 7 simplifies to:
Note that Eq. 8 depends only on spatial characteristics of the dataset and not on the dimensionality of the dataset or the number of data points. Also note that our secant procedure does not explicitly scale the data. The first non-zero q value is a function of the maximum distance between data points. Thus, it compensates for the scale of the data.
Results
In this section, we show the results of our algorithm applied to some SVC datasets. Sequential Minimal Optimization (SMO) b solves the SVC quadratic program efficiently [ 22 ] . SVC MATLAB TM code was partially used c . Table 1 shows clustering results for five 2D datasets. The dataset for N = 180 is from [ 19 ] and N = 198 is from [ 4 ] . The N = 250 dataset is similar to [ 4 ] but without outliers. Table 2 shows the full q sequence produced by our algorithm for each of the five 2D datasets. Kernel width values from Table 1 are checked in Table 2 . The R 2 value corresponding to each q is also shown, along with the number of support vectors. The N = 500 dataset is from [ 4 ] with outliers.The N = 500 case is not shown since its result is very similar to the N = 250 case. For high-dimensional datasets without outliers that we created, the result supports the observation in 4 that increasing numbers of support vectors are needed to represent contours as data dimensionality rises. However, in our tests, SVC is successfully used to obtain correct clusterings in spite of the fact that the number of support vectors is relatively large.
For the iris data of Fisher (1936) clusters at q = 6.2, C = 0.014 (p = 0.5), with 3 misclassifications. The number of support vectors was 40. This result (see Table 3 ) compares favorably with [ 4 ] and the q value is generated by our algorithm. For all of our datasets the final q value, for which all data points are support vectors, is ≤ q max . Furthermore, our estimate of the q sequence length given by Eq. 8 has 83% accuracy with respect to the actual q sequence length for all datasets in Table 1 . Monotonicity enforcement wan not needed in our experiments. Although choosing an appropriate C value is future work, we observe that the β values contain useful information to distinguish outliers from non-outliers. For example, if we compute the average β value of all data points across our q list and count the number of data points having larger β value than the average β value, then we can use the number as an approximate number of outliers in the data set. This experiment yields 107 outliers in the data set with N = 500 with 
Conclusions
We presented an algorithm that explores the Gaussian kernel width for support vector clustering. No algorithm had previously been proposed in the literature. The algorithm uses a secant-like method that generates an increasing sequence of kernel width values for constant outlier parameter value. Our estimate of the number of kernel width values depends on spatial characteristics of the data but not on the number of data points or the dimensionality of the dataset. Future work includes testing additional high-dimensional datasets, such as ones from the UCI repository. We will also seek datasets for which the minimal sphere radius does not behave monotonically so we can evaluate the impact of our monotonicity enforcement techniques on SVC clustering accuracy. We plan to develop an algorithm for deciding which additional kernel width and outlier parameter values to investigate. We hope to develop a cluster labeling approach that works well in high dimensions and is efficient while providing good clusterings. Finally, it would be useful to embed our clustering procedures into visualization tools.
