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Abstract
In this manuscript, we investigate the concept of the mean response for a treatment
group mean as well as its estimation and prediction for generalized linear models with
a subject-wise random effect. Generalized linear models are commonly used to ana-
lyze categorical data. The model-based mean for a treatment group usually estimates
the response at the mean covariate. However, the mean response for the treatment
group for studied population is at least equally important in the context of clinical
trials. New methods were proposed to estimate such a mean response in generalized
linear models; however, this has only been done when there are no random effects in
the model. We suggest that, in a generalized linear mixed model (GLMM), there are
at least two possible definitions of a treatment group mean response that can serve
as estimation/prediction targets. The estimation of these treatment group means is
important for healthcare professionals to be able to understand the absolute benefit
versus risk. For both of these treatment group means, we propose a new set of methods
that suggests how to estimate/predict both of them in a GLMM models with a univari-
ate subject-wise random effect. Our methods also suggest an easy way of constructing
corresponding confidence and prediction intervals for both possible treatment group
means. Simulations show that proposed confidence and prediction intervals provide
correct empirical coverage probability under most circumstances. Proposed methods
have also been applied to analyze hypoglycemia data from diabetes clinical trials.
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events; group mean.
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1 Introduction
Generalized linear mixed models (GLMM) are used today rather often for analysis of non-
normal data with random effects. These data are commonly encountered in medical research
and across many disciplines. They are particularly convenient for the analysis of categorical,
e.g. binomial, Poisson, negative binomial etc. data. An excellent introduction to GLMM’s
can be found in Demidenko (2013) and Jiang (2007).
The research described in this manuscript has been motivated by modeling of clinical
trials, especially diabetes clinical trials. In that area, it has been rather common historically
to focus on the estimation of the treatment effect. While this is often important for sponsors,
regulatory agencies, and the medical community at large, the estimation of treatment group
means is also important for healthcare professionals to understand the absolute benefit versus
risk. Thus, it is important to identify the appropriate methods to provide good estimators for
the group means. Most types of statistical software, such as SAS or R, provide least squares
group means. These means are estimated at the mean value of the baseline covariates;
of course, for basic linear models, these means are equivalent to the average of individual
response estimates for the population studied. Moreover, in this case, the least squares
group means are consistent estimators of the true group means. For generalized linear
models (GLM), the average of individual response estimates for the given population is not
the same as the group mean estimated at the mean value of baseline covariates; moreover, as
Qu and Luo (2015) pointed out, the latter is not even a consistent estimator of the true group
mean. Estimating the average of individual responses in a GLM has been publicly available
for practitioners as a part of Stata software margins command; see e.g. StataCorp (2013).
Qu and Luo (2015) addressed the issue of estimating the average of individual response
estimates for GLM - type models in the randomized clinical trial context. They described a
possible way of estimating the mean outcome assuming assignment to a particular treatment
for each patient in the trial, using each patient’s observed baseline covariates, and averaging
these estimates over all patients in the trial. Additional research in this direction has been
conducted by Bartlett (2018). They introduced a new semiparametric estimator of the group
mean that is consistent even if the working model is misspecified. Both simple and stratified
randomization schemes have also been discussed in detail.
The model used by Qu and Luo (2015) and Bartlett (2018) has a shortcoming in that it
does not allow for a subject-wise random effect. As an example, such an effect may be needed
to model dependence of observations for the same subject over time when time is present as
a covariate. Doing so in this context changes the model considered in Qu and Luo (2015)
and Bartlett (2018) from GLM to a GLMM. The estimation of treatment group means for
this new model is as important as before and, to the best of our knowledge, has hardly been
addressed in the literature so far.
Due to the presence of random effects in a GLMM, the average response over a treatment
group can be characterized in several different ways. In this manuscript we suggest two
different ways of characterizing and estimating treatment group means in GLMM in the
randomized trial context. The first approach uses the so-called “marginal means” (using
the terminology of Bartlett (2018)) that are averaged over random effects to characterize
treatment group means. We propose some natural estimators for these marginal means and
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a possible way of constructing confidence intervals for them. All of this is described in detail
in the Section (2). Our approach is frequentist in nature; a Bayesian approach has been
attempted in Lalonde and Qu (2019). The second approach uses conditional (on random
effects) means to characterize treatment group means. As in the case of the first approach,
we also provide some inferential procedures; in particular, we construct several versions of
possible “prediction” intervals for the unknown conditional means. The term “prediction”
interval is used here intentionally due to the fact that these intervals are conditional on the
random effect. All of this is done in Section (3). Section (4) describes several simulation
studies that illustrate our results. Finally, Section (6) shows how proposed methods can be
applied to a real dataset.
2 Characterization of the group effect with the marginal
group mean
We begin with the detailed description of our model. Let yij be the jth response of ith
subject, j = 1, . . . , ni, i = 1, . . . , K, and bi ∼ N(0, σ2) is the subject-wise random effect.
Random effects are assumed to be independent between subjects. In this setting, the total
number of observations is N =
∑K
i=1 ni. For each subject, let β be a p × 1 vector of fixed
effects. Usually, a p× 1 covariate vector is denoted xij. Then, we assume that the responses
are generated by a generalized linear model conditional on the random effects with a linear
predictors ηij = x
′
ijβ+ bi where the mean µij is connected to the linear predictor ηij through
the canonical link function g as g(µij) = ηij. Following Booth and Hobert (1998), we will
use xi as a generic vector of fixed covariate values that may or may not be equal to xij and,
therefore, will view our generalized linear mixed model as
ηi = x
′
iβ + bi. (2.1)
For each subject, the corresponding marginal mean is, then, µi = E g
−1(ηi) = E g
−1(x
′
iβ+bi)
where the expectation is with respect to the distribution of the random component.
Typically, covariate vectors consist of the treatment assignment, some additional covari-
ate, e.g. time or gender, and the baseline variable. An example of a baseline variable may be
some important prognostic factor, e.g. whether to use sulfonylurea as a background therapy
during the trial of an anti-diabetes medication. We will also be viewing observations as be-
longing to groups where each group is defined by its value of the treatment factor level and
its value of the additional covariate (e.g. the time point or a gender category.) We assume
that, in total, there are Q groups and each group consists of Nq observations, q = 1, . . . , Q.
Of course, the total number of observations can also be expressed as N =
∑Q
q=1Nq. The
same notation q will also be used to denote a set of indices describing observations/subjects
in the qth group.
There are several ways to define the group mean in the model (2.1). The first one that
we consider in the current section, is the group average of individual marginal means for
each subjects. In other words, we define the marginal group mean as
µq =
1
Nq
∑
i∈q
E g−1(ηi). (2.2)
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Such a mean is a fixed parameter and, therefore, in addition to the point estimate, we also
suggest possible confidence intervals for it.
In order to do so, we have to be able to estimate parameters of the GLMM, namely β
and σ2. We obtain estimated fixed effect parameters βˆ and an estimated variance σˆ2 by
maximizing the marginal likelihood l(β, σ2). The general form of the marginal likelihood
is given, for convenience, in the Appendix Section (S.1.1). It is rather difficult, in general,
to evaluate the marginal likelihood for a GLMM. Two main approximation methods that
are used in practice are either a pseudo-likelihood approach (see e.g. Schall (1991)) or an
integral approximation that uses the Gauss-Hermit quadrature or Laplace approximation
(see e.g. Pinheiro and Bates (1995)). Pseudo-likelihood does not work well for a logistic
mixed model when the number of observations for the majority of subjects (locations) is
small; moreover, it is also known to perform badly in situations where the distribution of
the data comes from a family with more than one parameter (e.g. negative binomial). For
a more detailed discussion of this problem see e.g. Stroup (2016) p.142. Since both logistic
and negative binomial models are of great importance in clinical trial applications, we will
use the integral approximation approach to computation of the marginal likelihood l(β, σ2).
Finally, when estimators of the model parameters are available, a natural estimator of
the group mean can be defined as
µˆq =
1
Nq
∑
i∈q
µˆi (2.3)
where µˆi is the estimate of E g
−1(ηi) = E g
−1(x
′
iβ + bi). In the future, we will also call this
estimator an unconditional or a marginal group mean. Now, we are going to consider two
separate cases: the case of a logistic regression with a random intercept and the case of the
negative binomial regression with a random intercept.
2.1 Logistic case
As a first scenario, we assume that the data is binary and that the model is a logistic
regression with a Gaussian random effect. As a first step, we start with estimation of the
marginal group mean. This is, however, not a straightforward task because µi = E g
−1(x
′
iβ+
bi) cannot be written down as a closed form expression as a function of parameters β and
σ2. Indeed, since the link function g is a logistic one, we have g−1(x
′
iβ + bi) =
exp(x
′
iβ+bi)
1+exp(x
′
iβ+bi)
.
The expectation of the above can be written down as∫
exp(x
′
iβ + bi)
1 + exp(x
′
iβ + bi)
1√
2piσ2
exp
(
− 1
2σ2
b2i
)
dbi (2.4)
and is known as the logistic-normal integral. This integral cannot be obtained in closed
form, and some approximation is necessary. A common approximation used to compute it
can be found in Zeger et al. (1988):
µi ≈ exp(cx
′
iβ)
1 + exp(cx
′
iβ)
. (2.5)
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where the constant c in (2.5) is approximately equal to [1 + 0.346σ2]−1/2. With the above
so-called Zeger’s approximation in mind, we suggest estimating µi using a plug-in estimator
µˆi =
exp(cˆx
′
iβˆ)
1+exp(cˆx
′
iβˆ)
where cˆ = [1 + 0.346σˆ2]−1/2.
In order to construct a confidence interval for the marginal group mean µq, we need to
estimate the variance of the estimated mean µˆq. Due to (2.3), the variance of the estimated
group mean response for qth group is
V ar (µˆq) =
1
N2q
∑
i∈q
V ar (µˆi) (2.6)
+
2
N2q
∑
i1<i2
i1,i2∈q
Cov (µˆi1 , µˆi2) .
This suggests that it is necessary to estimate variance of individual estimated means µˆi and
the corresponding covariances Cov (µˆi1 , µˆi2) , in order to be able to construct a confidence
interval for µq. The details of estimation procedures can be found in the Appendix Section
(S.1.2).
Now that we can estimate the variance of the group mean µˆq, we can also construct a
confidence interval for it. Recall that µˆq =
1
Nq
∑
i∈q µˆi where each µˆi ≈ exp (cˆx
′
iβˆ)
1+exp (cˆx
′
iβˆ)
. We
suggest using an approximate large sample 100(1− α)% confidence interval of the form
µˆq ± z1−α/2
√
V ar(µˆq) (2.7)
that should be used for sufficiently large group size Nq. Given that individual random
variables µˆi are bounded and, therefore, have the finite third moment, it is possible to show
that the rate of convergence in the corresponding central limit theorem for sums of µˆi will
have the standard square root rate see e.g. Rio (1996). Because of this, and also because
variances of µˆi are bounded for any i, we suggest that the confidence interval (2.7) can be
used in practice already for relatively small group sizes of about 40 to 50 in the same way
as is done for standard sequences of independent random variables with finite variances. In
the future, we will refer to this confidence interval as the direct interval. For comparison
purposes, we will also consider another confidence interval that is based on the use of delta-
method to compute the variance of the logit of µˆq. More specifically, it is not hard to see
that, by the delta method,
V ar
[
log
(
µˆq
1− µˆq
)]
=
V ar(µˆq)
[µˆq(1− µˆq)]2 .
Next, we construct a 100(1 − α)% central limit theorem based interval for the log
(
µq
1−µq
)
and apply the inverse logit transformation to its end points. The final expression for such
an interval is (L(µˆq), U(µˆq)) where the lower bound
L(µˆq) =
µˆq/(1− µˆq) exp
(
−z1−α/2
√
V ar(µˆq)
µˆq(1−µˆq)
)
1 + µˆq/(1− µˆq) exp
(
−z1−α/2
√
V ar(µˆq)
µˆq(1−µˆq)
) (2.8)
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and the upper bound
U(µˆq) =
µˆq/(1− µˆq) exp
(
z1−α/2
√
V ar(µˆq)
µˆq(1−µˆq)
)
1 + µˆq/(1− µˆq) exp
(
z1−α/2
√
V ar(µˆq)
µˆq(1−µˆq)
) . (2.9)
The details can be found in the Appendix of Qu and Luo (2015). In what follows, we will
refer to this interval as the inverse confidence interval.
2.2 Negative binomial case
In this section we assume that the response data Y have a negative binomial distribution with
the mean parameter µ and the so-called size κ. This implies that the mean of the distribution
is EY = µ and the variance is V ar(Y ) = µ+ µ
2
κ
. This parameterization results from modeling
an overdispersion in a Poisson distribution with the Poisson mean being a gamma random
variable with the mean µ and the constant index κ. For more details see e.g. McCullagh
(2018) p.198-199. In the negative binomial case, the canonical link function is the natural log;
thus, the inverse link function is the exponent and so µi = E exp(x
′
iβ+bi) = exp(x
′
iβ+σ
2/2).
Unlike in the logistic case, here we obtain a closed form expression for µi. To keep notation
clear, we denote the estimated mean µˆi ≡ µi(βˆ, σˆ) = exp(x′iβˆ + σˆ2/2). We also denote
νi = log µi and νˆi = log µˆi. We denote the vector of parameters ψ = (β, σ
2)
′
and the
corresponding vector of estimators ψˆ = (βˆ, σˆ2)
′
. Finally, let Σψˆ be the covariance matrix of
the vector ψˆ. In order to obtain a confidence interval for µq, we need to provide a suitable
approximation of the variance of
µˆq =
1
Nq
∑
i∈q
µˆi. (2.10)
To do so, we will use the following empirical estimator of the variance of µˆq :
V ar µˆq =
∑
i1∈q
∑
i2∈q
exp
(
νˆi1 + νˆi2 +
1
2
(
σˆ2i1 + σˆ
2
i2
))
(2.11)
× (exp σˆ2i1,i2 − 1)
where σˆ2i := V ar νˆi ≈ ∇′ψˆνˆiΣψˆ∇ψˆνˆi, and i ∈ (i1, i2), and σˆ2i1,i2 := Cov (νˆi1 , νˆi2) ≈
∇′
ψˆ
νˆi1Σψˆ∇ψˆνˆi2 . See the Appendix Section (S.1.3) for the detailed discussion of this approxi-
mation.
Now we can obtain, similarly to (2.7), a straightforward large sample confidence interval
for the true µq based on the use of CLT applied to the sum in (2.10). Using the approximate
variance of µˆq from (2.11), such a large sample 100(1−α)% confidence interval will take the
form
µˆq ± z1−α/2
√
V ar(µˆq) (2.12)
that is approximately correct for sufficiently large group size Nq. In the future, we will
also refer to (2.12) as a direct interval. For comparison purposes, we will consider two
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other confidence intervals as well. The first of these is analogous to the inverse confidence
interval introduced earlier for the logistic data case except that the link function is now
a log function (and the inverse link is the exponential function). We will refer to this
interval as the inverse interval, as before. Let LNB(µˆq) = µˆq exp
(
−z1−α/2
√
V ar(µˆq)/µˆq
)
,
UNB(µˆq) = µˆq exp
(
z1−α/2
√
V ar(µˆq)/µˆq
)
. Then, the final form of this interval is
(LNB(µˆq) , UNB(µˆq)) (2.13)
Finally, the third confidence interval that we propose is based on the idea of approximating
a sum of lognormally distributed random variables. For simplicity, we will call this one
a lognormal confidence interval. First, recall that Nqµˆq =
∑
i∈q µˆi. Next, we recall that
each estimated µˆi = exp(x
′
iβˆ+ σˆ
2/2) and that individual estimated parameters βˆ and σˆ2 are
approximately normally distributed as remarked earlier. Thus, we can assume that µˆi has an
approximate lognormal distribution. Thus, it seems possible to approximate the distribution
of Nqµˆq if some approximation for the distribution of a sum of lognormal random variables
is available.
A question of approximating a sum of lognormal random variables acquired substantial
importance first in studies of cellular radio systems because the interference with a broadcast
can typically be modeled as a sum of (usually dependent) lognormal random variables.
This sum does not have a closed form distribution; hence, an approximation is required.
Until recently, Schwartz-Yeh method Schwartz and Yeh (1982), which is iterative in nature,
has been the most used approximation method. An alternative is an extended version of
Fenton and Wilkinson methods; see, for example, Safak and Safak (1994) and Pratesi et al.
(2000). Both of these methods are based on the idea of approximating the sum of lognormal
distributions by another lognormal distribution. We will use just this basic idea in our
approach. We already noted that Nqµˆq =
∑
i∈q µˆi can be viewed approximately as a sum
of lognormal random variables and so we will approximate it as yet another lognormal
random variable with the mean and the variance equal to the mean and the variance of
the sum of µˆi. Thus, if µˆi is assumed to be lognormally distributed, then for any positive
Nq, Nqµˆq is also approximately lognormally distributed with the mean equal to Nqµq =
Nq
∑
i∈q exp(x
′
iβ + σ
2/2) and the variance N2q V ar(µˆq).
Let the significance level of the interval to be α. Then, let us denote ξL and ξU α/2 and
1−α/2 percentiles of the lognormal distribution with the mean Nq
∑
i∈q exp(x
′
iβ+σ
2/2) and
the variance N2q V ar(µˆq). Then, the lower and upper bounds of the 100(1− α)% confidence
interval for µˆq are [
ξL
Nq
,
ξU
Nq
]
. (2.14)
3 Characterization of the group effect with the condi-
tional group mean
As an alternative to the marginal group mean, we also consider another possible way of
characterizing the group mean in a GLMM with a random effect. To introduce the idea, we
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begin with a brief restatement of the setting in which we work. First, recall that observations
are recorded as yij - jth response of ith subject, j = 1, . . . , ni, i = 1, . . . , K, and bi ∼
N(0, σ2) is the subject-wise random effect. Random effects are assumed independent between
subjects. The responses come from a generalized linear model (conditional on the random
effects) with linear predictors
ηij = x
′
ijβ + bi; (3.1)
here, β is a p × 1 vector of fixed effects, and xij is a p × 1 vector of covariates. From
the practical viewpoint, it may be more convenient to use the following framework. Let us
define a vector of covariate values for a generic ith subject as zi of dimensionality K × 1
with the ith element being equal to 1 and all others to zero. Let also xi be a generic vector
of fixed covariate values that may or may not be equal to xij. Finally, we can view all of the
random effects taken jointly as a vector b = (b1, . . . , bK). Our problem is the estimation of
and inference about the group mean. This problem is, effectively, a problem of estimation
and inference about linear combinations of the form
ηi = x
′
iβ + z
′
ib. (3.2)
As before, observations belong to one of Q groups where each group consists of Nq obser-
vations, q = 1, . . . , Q. Of course, the total number of observations can also be expressed as
N =
∑Q
q=1Nq. We also use q to denote a set of indices describing the subjects in the qth
group. We will now measure the contribution of each subject in a given group to the overall
group mean by a conditional mean λi = E (yi|bi). This mean is connected to the linear pre-
dictor ηi through the canonical link function g as g(λi) = ηi. For qth group, we define the
conditional group mean
λq =
1
Nq
∑
i∈q
λi =
1
Nq
∑
i∈q
g−1(ηi) (3.3)
Our eventual purpose will be to predict the group mean (3.3) and to construct a prediction
interval for such a predicted group mean. Note that we are talking about prediction, rather
than estimation, since the mean (3.3) is a random variable.
To suggest a good predictor for λ we start, first, with the distribution of responses. Recall
that the responses are (conditionally) independent and their conditional density function is
of the form
f(yij|bi,β, σ20) = exp
{
wij
σ20
(yijθij − c(θij)) + d(yij, σ2/wij)
}
; (3.4)
in the above, wij are known weights, σ
2
0 is the dispersion parameter, and canonical parameters
are related because λij = E (yij|bi) = c′(θij) (see e.g. McCullagh (2018)). Let the vector of
observations for ith subject be yi = (yi1, . . . , yini)
′
. Let also Xi be the corresponding ni × p
covariate matrix of fixed effects and Ji be the ni× 1 vector of ones. Stacking row vectors z′i,
i = 1, . . . , K, on top of each other while repeating each one ni times produces a complete
random covariate matrix Z of dimensionality N ×K. Let V (µij) = c′′(θij) be the variance
function for the generalized linear model defined in (3.1) and (3.4). The ni × ni diagonal
matrix of iterative weights
wij
σ2
0
V (µij)[g
′ (µij )]2
, j = 1, . . . , ni for the ith subject is denoted Wi.
The complete data vector, covariate, and weight matrices are y(N × 1), X(N × p), and
W (N × N), respectively. It is assumed that the matrix X has a full column rank. In
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addition, we let G(K ×K) be the diagonal matrix with σ2 on its diagonal. Finally, we also
denote the complete parameter vector of the model (3.1)-(3.4) ψ = (β
′
, σ20, σ
2)
′
and the
subvector of variance components σ2 = (σ20, σ
2)
′
.
Any inference about random effects bi will be based on the conditional likelihood
h(bi|yi;ψ) = 1
Li(ψ;yi)
{
ni∏
j=1
f(yij; bi,β, σ
2
0)
}
[
√
2pi]−1[σ2]−ni/2 (3.5)
× exp
{
− b
2
i
σ2
}
where Li(ψ;yi) is the normalizing expression. Let
li =
ni∑
j=1
log f(yij; bi,β, σ
2
0)− log(
√
2pi)− ni
2 log(σ2)
− b
2
i
σ2
An alternative, and often convenient form for the conditional likelihood in (3.5) is h(bi|yi;ψ) =
L−1i exp {li(bi)} where, for convenience, the dependence on yi and ψ has been suppressed.
As is common in mixed model theory, the natural predictor of the random effect bi is its
conditional mean so that the predicted ith random effect is defined as bi(ψ;yi) := Eψ (bi|yi).
In other words, only observations on ith subject, contained in the vector yi, are relevant for
prediction of bi. To make the notation easier, we will omit the parameter vector ψ in the
subscript in the future, unless absolutely necessary. Similar approach is usually adopted in
most of GLMM literature; see, e.g. Booth and Hobert (1998).
A natural point predictor for the vector b is its conditional mean, b(ψ;y) := Eψ(b|y).
Clearly, the point predictor for ηi is ηi(ψ;y) := x
′
iβ + z
′
ib(ψ;y). Therefore, in practice it
makes sense to predict the group mean (3.3) with
λˆq =
1
Nq
∑
i∈q
λˆi =
1
Nq
∑
i∈q
g−1(ηi(ψˆ;y)) (3.6)
where ψˆ is a consistent estimator of ψ. At this point, it remains to estimate a variance of
(3.6) and construct at least one possible prediction interval for it. In order to do so, however,
we need a few additional definitions first. Let bˆi denote the maximizer of li(bi) that satisfies
the equation l
′
i(bi) = 0. Let W˜i denote the matrix of iterative weights for the ith subject
evaluated at bi = bˆi and W˜ the complete matrix of iterative weights for all subjects evaluated
at bˆ = (bˆ1, . . . , bˆK)
′
. Next, let zi, be the random covariate vector for ith subject in qth group,
i = 1, . . . , Nq. Then, we can define Zq is the K×Nq matrix of these random covariate vectors
of subjects in the qth group. Also, letXq, similarly, be p×Nq matrix of fixed covariate vectors
of subjects in qth group. For the qth group, Xq and Zq, taken together, constitute a matrix(
Xq, Zq
)
that consists of Nq columns; each column is of dimensionality (p + K) × 1. The
first p elements are fixed covariates of the ith subject in that group, i = 1, . . . , Nq and the
other K elements are random covariates of the same subject. Finally, JNq is a vector of 1’s
of dimensions Nq × 1. Now we are ready to state the main result of this Section.
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Lemma 3.1. Let ηˆq be the Nq × 1 vector of ηi(ψˆ;y). The variance of the predicted group
mean λˆq can be approximately computed as
V ar(λˆq) = V ar
(
1
Nq
J
′
Nqg
−1(ηˆq)
)
(3.7)
=
1
N2q
J
′
Nq{∇g−1(ηˆq)}
′
(C(ψˆ;y))∇g−1(ηˆq)JNq
where the expression for the matrix C(ψ;y) = V ar(ηˆq) is given in the Appendix Section
(S.1.4) and function g−1 is applied to the vector ηˆq elementwise.
The proof of Lemma (3.1) is given in the Appendix Section (S.1.4). Now, with the
variance of the predictor having been approximately estimated, we propose an approximate
large sample prediction interval
λˆq ± z1−α/2
√
V ar(λˆq). (3.8)
In the future, we will call this one a direct interval. For comparison purposes, we also obtain
another prediction interval that will be called, for conciseness, an inverse prediction interval.
This interval uses the same predicted group mean (3.3) and its estimated variance (3.7).
However, now we will work on the linear predictor scale. To obtain the needed interval, we
need, as a first step, to obtain the variance of the link function of the group mean (logit
in the logistic case, log in the negative binomial case) using the delta method. Next, as a
second step, the final prediction interval will have the endpoints
(L(λˆq) , U(λˆq)) (3.9)
similarly to (2.8) and (2.9) in the logistic case. In the negative binomial case, the interval
will be
(LNB(λˆq), UNB(λˆq)) (3.10)
similarly to (2.13).
4 Simulation studies
In this section, we illustrate performance of the proposed intervals using synthetic models.
We consider both logistic and negative binomial models. For each simulation setting, 5000
random samples are generated.
4.1 Logistic Data with One Random Effect
In this section, we consider a logistic regression model with a single Gaussian random ef-
fect. This model is commonly used in diabetes clinical trials when the proportion of patients
reaching the given treatment target for hemoglobin A1C (HbA1c) is the object of interest.
First, for ith subject, we define Xi to be the baseline covariate that is modeled as either
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a Bernoulli distributed random variable with mean p = 0.5 or as an independent uniform
random variable on [0, 1]. The Bernoulli baseline covariate can be viewed as some important
prognostic factor e.g. whether to use sulfonylurea as a background therapy. The uniform
random variable can be viewed as an e.g. the baseline proportion of patients with hypo-
glycemia exceeding 1. Next, Ui is the treatment indicator with 0 meaning control and 1
meaning experimental treatment. We consider two possible designs of the study. The first
design has only two distinct groups (treatment arms): placebo and experimental treatment.
Both of these groups are observed at post-randomization time points 1 and 2. In this case,
the random effect is used to simulate the within-subject correlation for repeated measure-
ment at different time points. The second study design assumes four distinct groups that are
defined by the treatment (experimental or placebo) and subject gender (male or female). In
that case, the random effect is used to reflect the fact that experimental subjects are selected
at random from a larger population of available subjects. In the definition of the model, the
variable t stands for either time or gender. Thus, t = 0 for the first post-randomization time
point, and t = 1 for the second post-randomization time point. At the same time, we also
assume that t = 0 implies female, and t = 1 implies male. Also, ξ ∼ N(0, σ2) a Gaussian
random effect with σ = 0.5. We consider an unbalanced design case where the size of each
treatment arm is not the same. When observations are recorded over time, this usually
happens due to the presence of missing data because of subject drop-out. In practice, the
drop-out may occur at any time point; however, subjects without any post-randomization
measurement are routinely excluded from clinical trial analyses. Therefore, we assume that
missing values can only occur at the second post-randomization time point. In particular,
we assume that the sizes are 200 subjects for experimental treatment group at time zero, 180
subjects for experimental treatment group at the time point 1, again 200 for control group at
the post-randomization time point 0, and 160 for the control group at the postrandomization
time point 1. This assumption is used to keep missingness rate at 10% for the experimental
treatment group and at 20% for the control group. In the case where there are four different
treatment arms, the unbalanced design corresponds to the situation where the number of
male subjects is lower than the number of female subjects for both control and treatment
groups.
Thus, for ith subject the observed data are Yit where
Yit ∼ Bern(µit)
and
log
µit
1− µit = −0.3− 3.0Xi + 2Ui + 0.2t+ ξi.
Our chosen parameter values are almost identical to those chosen by Qu and Luo (2015)
(except the random effect variance since there is no random effect in Qu and Luo (2015)).
The only exception is that our intercept is equal to −0.3 instead of −0.2. The results of our
modeling are given in the Table (S1). In this Table, the variable T1 is an indicator of the
type of the baseline covariate used: T1 = 1 corresponds to the use of the Bernoulli random
variable with the mean 0.5 while T1 = 2 corresponds to the use of the Unif [0, 1] baseline
variable. T2 = 1 corresponds to using the gender as an additional covariate while T2 = 2
means that we are using time covariate. The treatment indicator that comes next, takes on
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values of either 0 or 1, respectively. The next variable t stands for either time point or the
gender, depending on the design of the study. µ stands for the true population mean for
each group computed as in (2.2) and (2.4); Y , observed group mean for patients; µˆ, group
mean estimator based on the proposed method and computed according to (2.3); µˆ∗, group
mean at the mean baseline computed as
µˆ∗ = E g−1(X¯
′
βˆ + bi) (4.1)
where X¯ is the average of all xi, g is the link function (logit in the logistic case),and the
expectation is with respect to the distribution of the random effect bi (note that thus defined
µˆ∗ is conceptually similar to the one defined for the model without a random effect in formula
(2) in Qu and Luo (2015)); CP is the observed coverage probability of each of the two types
of the 95% confidence interval used and SD stands for standard deviation. The two types of
confidence intervals are CP1 - the inverse interval; CP2 - the direct interval.
The sample mean serves as a benchmark, together with the µˆ∗, for our proposed estimator
of the group mean. First, note that the performance of the estimator µˆ∗ where the mean
was estimated at mean covariate level, is highly inadequate. The reason for that is that µˆ∗
is not a consistent estimator of µ. More specifically, the bias µˆ∗ − µ is considerably worse
than the bias of our proposed estimator µˆ−µ. Both the bias of µˆ and the bias of Y¯ are very
small in absolute value and so it is important to compare their standard deviations. Here
our proposed estimator performs consistently better than the sample mean Y¯ , exhibiting
smaller standard deviation for both treatments and time points (gender values). The inverse
confidence interval offers a better empirical coverage than the direct interval; as a matter of
fact, its empirical coverage seems to be close to the nominal 95%. Both intervals seem to be
somewhat downward biased.
The slight downward bias in the empirical probability coverage for both confidence inter-
vals in this case may be due to the underestimation of the estimated group mean variance.
This underestimation occurs because the variance of individual µˆij is found using the ap-
proximation (2.5) for the true µij . It is our conjecture that this slight downward bias can
possibly be corrected by using higher-order approximations of the logistic-normal integral
(2.4).
Now, we consider a prediction interval for the group mean λ defined as in (3.3). We also
use the notation λˆ for the predicted group mean computed as in (3.6). Finally, let the point
predictor at the mean baseline for ηi be defined as η
∗
i (ψ;y) := x¯
′
β + z
′
ib(ψ;y). Then, the
predictor at the mean covariate is
λˆ∗ =
1
Nq
∑
i∈q
g−1(η∗i (ψˆ;y)). (4.2)
We consider two types of prediction intervals. The first one, denoted CP1, is the inverse
prediction interval that is constructed according to (3.9). The second one, denoted CP2, is
the direct confidence interval that is constructed according to (3.8). The outcome of this
simulation study is summarized in the Table (S2).
Note that the empirical coverage probability of the inverse prediction interval does not
seem to be downward biased as opposed to confidence intervals using Zeger’s approximation
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for the logistic-normal integral. In fact, it is close to the nominal coverage probability of
95%. The empirical coverage probability of the direct interval is slightly worse and may be
exhibiting some downward bias. Although the bias of the predicted group mean λˆ has not
decreased in comparison with that of the raw estimator defined by the sample mean Y¯ , the
standard deviation of the predicted group mean λˆ is consistently smaller.
4.2 Negative Binomial Data with One Random Effect
In this section, we consider a negative binomial model. Such a model has been used rather
extensively to describe the number of hypoglycemic events in diabetes clinical trials since
the distribution for the number of hypoglycemic events is known to be generally skewed with
the variance exceeding the mean (see e.g. Qu and Luo (2015)). Since the negative binomial
distribution can be thought of as an overdispersed Poisson distribution McCullagh (2018),
it seems to be a very appropriate choice for modeling count data with variance exceeding
the mean. The notation is almost the same as the one used earlier for the logistic model.
In particular, for ith subject, we define Xi to be the baseline covariate that is modeled as
either a Bernoulli distributed random variable with mean p = 0.5 or as an independent
uniform random variable on [0, 1]. Once again, Ui is the treatment indicator. The first study
design considered has only two distinct groups (treatment arms): placebo and experimental
treatment. Both of these groups are observed at post-randomization time points 0 and 1.
The second study design assumes four distinct groups that are defined by the treatment
(experimental or placebo) and subject gender (male or female). In the definition of the
model, the variable t stands for either time or gender with the same possible values as in
the case of logistic model. Finally, ξ ∼ N(0, σ2) a Gaussian random effect with σ = 0.1. In
this study, the generated data are Yit that have the negative binomial distribution and are
assumed to model the number of hypoglycemic events for ith subject with the indicator t.
Thus, Yit ∼ NB(µit, κ) where E(Yit) = µit and V ar(Yit) = µit+ µ
2
it
κ
with κ being an unknown
parameter that is commonly called the size of the negative binomial distribution. The mean
is modeled as
log (µit) = 0.3− 0.2Xi + 0.3Ui + 0.4t+ ξi.
The size parameter is assumed to be κ = 50. We make the same assumptions of 200 and
180 subjects for the experimental treatment group at times 0 and 1, respectively, and 200
and 160 subjects for the placebo group at times 0 an 1, respectively. In case where there are
four different treatment arms, this design corresponds to the situation where the number of
male subjects is lower than the number of female subjects for both control and treatment
groups.The results of our modeling are given below in the Table (S3). This table provides
empirical coverage for three different types of confidence intervals: CP1 is the inverse confi-
dence interval as defined in (2.13), CP2 is the direct confidence interval as defined in (2.12),
and CP3 is the lognormal confidence interval as defined in (2.14). Looking at the Table
(S3), we note that the coverage probabilities of all the confidence intervals seem to be bet-
ter than those for the two intervals available in the logistic case; this is, most likely, the
result of having to use an approximation for the logistic normal integral when constructing
confidence intervals in the logistic case. None of the intervals show much evidence of any
downward or upward bias in their coverage probabilities. All of the intervals considered
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seem to demonstrate coverage probability that is close to the nominal 95% for all groups.
The proposed estimator µˆ displays rather small bias for nearly all considered settings, that
is across both treatment groups and time points/gender covariate values. The bias of µˆ is
similar in magnitude to the bias of the raw estimator Y¯ ; however, the standard deviation of µˆ
is consistently smaller. It performs considerably better than the benchmark estimator µˆ∗ of
Qu and Luo (2015) by taking into account the presence of a random effect; this can be seen
clearly by comparing the bias of the two estimators. The estimator µˆ∗ displays substantial
bias because it is not consistent as an estimator of µ.
Finally, we also construct prediction intervals for the conditional group mean λ in the
negative binomial setting as well. In this case, we can only consider two possible prediction
intervals for the predicted conditional group mean λˆ - the inverse one, denoted by CP1, and
the direct one, denoted by CP2. Simulation results are presented in the Table (S4). The
proposed prediction λˆ has consistently smaller standard deviation than the raw estimator
Y¯ . Moreover, the bias of λˆ is consistently smaller than the bias of the estimator at mean
covariate λˆ∗. However, in both of these cases, the empirical coverage probability of both
prediction intervals (especially the direct one) appears somewhat downward biased.
5 Real Data
Both confidence interval and prediction interval based methods were applied to a 24-week,
multicenter, open-label diabetes clinical trial for patients with type 2 diabetes mellitus.
This dataset originates in Rosenstock et al. (2008) and has also been described and used
in Qu and Luo (2015); thus, we will be brief in its description. In total, 374 patients took
basal insulin glargine at baseline and were, then, randomly assigned to take either lispro
mix 50/50 (LM) or basal bolus therapy (BBT). The purpose was the comparison of hypo-
glycemia between the two treatment groups for the titration period (first 12 weeks) and the
maintenance period (the last 12 weeks). The four variables considered were the total and
nocturnal hypoglycemia rates per 30 days as well as the total and nocturnal hypoglycemia
incidence. The hypoglycemia incidence was analyzed using a logistic GLMM with a single
subject-wise random effect. Hypoglycemia rates were analyzed using a negative binomial
GLMM with a single subject-wise random effect. Again, the baseline hypoglycemia rate was
used as a baseline variable.
The result of our analyses is shown in Table (S5). We obtain both unconditional estimated
mean µˆ computed according to the formula (2.3), and the conditional estimated mean λˆ,
computed according to formula (3.3), for each group. For each group, both of these means
are given together with their standard errors. We also report the raw mean Y¯ for each
group as well as the mean estimated at mean covariate µˆ∗. We note that, in the same
way as in Qu and Luo (2015), both conditional and unconditional estimated group means
are consistently larger than the mean estimated at mean covariate µˆ∗ for both total and
nocturnal hypoglycemia rate modelled using negative binomial GLMM. The difference is
much smaller for logistic models that are used for modeling proportion of patients with
either total or nocturnal hypoglycemia rate. This suggests that the estimate for the mean
at mean covariate µˆ∗ can, in practice, be considerably smaller than both conditional and
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unconditional means suggested by our method. The conditional estimated group mean is
consistently larger than the unconditional one for negative binomial models; the two means
are, however, very close to each other (and to the mean at mean covariate) when it comes
to logistic model.
6 Summary and Discussion
Presence of subject-wise random effect is rather common in medical data. This is especially
true when it comes to data of longitudinal nature where the presence of such an effect can
be thought to follow directly from the dependence of the data points over time. In other
situations, such a random effect may also be necessary to model a randomized selection of
the trial subjects from a large pool of candidates. In a situation where such a random effect
has to be accounted for, we proposed two possible estimators of group means for the study
population in clinical trials. The first of these estimators is unconditional and is based on
the averaging the random effect over its distribution. The other one is conditional on the
data and is based on the predicted value of the random effect. For both proposed estimators,
we obtained approximate variances and constructed 95% confidence and prediction intervals,
respectively. Most of the confidence and prediction intervals we constructed show excellent
empirical coverage probability that is close to 95%. Thus, we believe that both approaches
we suggested should be useful when estimating/predicting the group mean for the study
population in clinical trials. One example of a slight (downward) bias in the empirical
coverage probability is given by confidence intervals for the group means in the logistic model.
We note that this is most likely caused by the use of a relatively simple approximation of the
logistic-normal integral. This suggests, as a practical matter, that for the logistic case, the
use of prediction intervals should be preferred for now. One of our future research directions
will involve correction of the bias in empirical coverage probabilities for confidence intervals
in logistic models through the use of higher-order approximations of the logistic-normal
integral. The entire estimation and prediction procedure used in this manuscript has been
implemented in R, using to a great extent a very convenient package lme4. Many elements
of the computational procedure, such as, for example, calculation of conditional predictions
and their variances, have been programmed in the form of convenient routines. The authors
plan to combine most of the resulting procedures into an easy to use R package that will be
disseminated online for general use in the near future.
7 Supplementary materials
The reader is referred to the on-line Supplementary Materials for technical appendices and
annotated R programs. The data that support the findings of this study are available from
Eli Lilly. Restrictions apply to the availability of these data, which were used under license
for this study. All of our codes are available at https://github.com/duanjiexin/GLMM_GM
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Supplement to: Estimation of Group Means in
Generalized Linear Mixed Models
Jiexin Duan, Michael Levine, Junxiang Luo and Yongming Qu
S.1 Appendix
S.1.1 General form of the marginal likelihood for GLMMs based
on exponential families
In general, when estimating parameters β and σ2, it is useful to keep in mind that the
logistic, negative binomial, Poisson, and many other generalized linear mixed models, can
be derived from a two-parameter canonical exponential family with the density
f(y; θ, φ) = exp
[
θy − v(θ)
φ
− t(y, φ)
]
(S.1)
where θ and φ are parameters. θ is typically called the linear predictor and φ the scale
parameter. Such a model implies that the mean is equal to v
′
(θ), and the variance to v
′′
(θ).
In most cases, the variance is a simple function of the mean. For example, for binary data
we have the variance equal to µ(1 − µ), the scale parameter φ = 1 and the distribution in
(S.1) simplifies to f(y; θ) = eθy−v(θ)−t(y). In order to avoid confusion when integrating out
the random effect, we denote a generic subject-wise random effect u. The marginal likelihood
(where the random effect is integrated out) based on all N observations is, then,
l(β, σ2) = −N
2
log(2pi)− N
2
log σ2 +
N∑
i=1
log
∫
eli(β,u)−
u2
2σ2
du (S.2)
where
li(β, u) =
Ni∑
j=1
[(x
′
ijβ + u)yij − v(x
′
ijβ + u)]
is the ith conditional log-likelihood.
S.1.2 Estimation of the variances and covariances of individual
subject marginal means µˆi
To begin with, we will find the variance of µˆi using the multivariate delta method. Note that
using Zeger’s approximation allows us to compute the approximate gradient of µˆi explicitly.
Using the notation ψ = (β
′
, σ)
′
, and corresponding ψˆ = (βˆ
′
, σˆ)
′
, we find that the gradient
of µˆi with respect to βˆ and σˆ is ∇ψˆµˆi =
(
∂µˆi
∂βˆ
, ∂µˆi
∂σˆ
)′
, where
∂µˆi
∂βˆ
≈ exp(cˆx
′
iβˆ)[
1 + exp(cˆx
′
iβˆ)
]2 cˆxi = exp(cˆx
′
iβˆ)cˆxi[
1 + exp(cˆx
′
iβˆ)
]2
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∂µˆi
∂σˆ
≈ −0.346σˆcˆ
3 exp(cˆx
′
iβˆ)x
′
iβˆ[
1 + exp(cˆx
′
iβˆ)
]2
Thus, the variance of µˆi is approximately equal to
V ar (µˆi) ≈ ∇′ψˆµˆiΣψˆ∇ψˆµˆi
where Σψˆ is the covariance matrix of the estimated parameter vector ψˆ. We will use the
empirical Fisher scoring algorithm to compute maximum likelihood estimates of βˆ and σ2;
see Demidenko (2013), pp. 363 − 364 for details. In brief, this algorithm uses the sum of
squared score functions di for the ith subject, i = 1, . . . , K, to estimate the information
matrix at each iteration; that is, H =
∑K
i=1 did
′
i. Therefore, the inverse Hessian matrix
H−1, evaluated at the final iteration, provides a consistent estimate of the covariance matrix
Σψˆ.
As a second step, we now estimate the covariance Cov (µˆi1, µˆi2). This can be done using
the multivariate delta method again. More specifically, we approximate the covariance within
qth group as
Cov (µˆi1 , µˆi2) ≈ ∇
′
ψˆ
µˆi1Σψˆ∇ψˆµˆi2 (S.3)
for any i1 < i2 such that i1, i2 ∈ q.
S.1.3 Approximation of the marginal group mean in the negative
binomial case
To obtain the approximation (2.11), we utilize the following result from Kotz et al. (2000).
Lemma S.1. Let Λ =
∑n
i=1 exp(Xi) where X = {Xi}ni=1 is a multivariate normal distribu-
tion with the mean vector µ = (µ1, . . . , µn)
′
and the covariance matrixM = {Mi,j}ni,j=1 where
Mi,j = Cov(Xi, Xj) = σ
2
ij. Then, the variance V arΛ =
∑n
i,j=1Cov(exp(Xi), exp(Xj)) =∑n
i,j=1 exp(µi + µj +
1
2
(σ2ii + σ
2
jj))(exp(σ
2
ij)− 1).
The Lemma (S.1) will enable us to compute an approximate variance of Nqµˆq =
∑
i∈q µˆi.
Recall that νˆi = log µˆi = x
′
iβˆ + σˆ
2/2. The asymptotic distribution of σˆ2 can be viewed
as approximately χ2 under the so-called “small-dispersion” assumption as defined in e.g.
Jorgensen (1987). Roughly speaking, “small-dispersion” asymptotics implies that the total
sample size N →∞ and the smallest group size mini∈q(Nq)→∞ as well. The χ2 distribution
involved can be viewed as approximately normal for a large number of degrees of freedom
that will be the case in a typical study with a large number of subjects. Moreover, βˆ will
have an asymptotically normal distribution; for an example of such an asymptotic result
see e.g. Demidenko (2013) p. 381. Therefore, each νˆi can be viewed as approximately
normally distributed. Moreover, the same asymptotic result suggests that the estimator of νˆi
is asymptotically unbiased and so the mean of the normal distribution of νˆi is, approximately,
νi = x
′
iβ+σ
2/2. Using the argument above, we can view each estimator µˆi as approximately
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lognormally distributed. To construct a confidence interval, we will also need to estimate
each element of the covariance matrix M = Cov(νˆi1, νˆi2) with i1 < i2 such that i1, i2 ∈ q.
This can be done by using the delta method. The gradient ∇ψˆνˆi = (x
′
i, σˆ)
′
and e.g. the
approximate variance σˆ2i := V ar νˆi ≈ ∇′ψˆνˆiΣψˆ∇ψˆνˆi while the approximate covariance of
any two νˆi1 , νˆi2 within qth group is σˆ
2
i1,i2
:= Cov (νˆi1 , νˆi2) ≈ ∇′ψˆνˆi1Σψˆ∇ψˆνˆi2 . We can now
approximate the variance of µˆq by using the lemma (S.1) and putting together the above
approximations.
S.1.4 Approximate variance of the predicted group mean
If the parameter vector ψ is known, a sensible prediction variance for ηi is
νi(ψ;y) := z
′
iV arψ(b|y)zi. (S.4)
Of course, in practice ψ is not known and we have to plug in its stead some consistent
estimator ψˆ. Simply substituting ψˆ into (S.4) does not work since this approach ignores
sampling variability associated with ψˆ. Following the idea of Booth and Hobert (1998), we
define the prediction variance of ηˆi = ηi(ψˆ;y) as the conditional squared error ηˆi:
Ci(ψ;y) = Eψ{(ηˆi − ηi)2|y}. (S.5)
Since ηi(ψ;y)− ηi and ηˆi − ηi(ψ;y) are independent, one can easily show that
Ci(ψ;y) = νi(ψ;y) + Eψ{{ηˆi − ηi(ψ;y)}2|y}
= νi(ψ;y) + ci(ψ;y)
where ci(ψ;y) is a nonnegative correction term that accounts for estimation of ψ while the
term νi(ψ;y) is the so-called “naive” prediction variance of ηˆi that would have been used
if ψ was known. Using Laplace approximation as in, for example, De Bruijn (1981), chap.
4 (see also Booth and Hobert (1998)) one can obtain the following approximation to the
“naive” prediction variance of ηˆi :
νi(ψ;y) ≈ z′i(Z
′
W˜Z + G−1)−1zi.
Now we need to provide a convenient approximation to the second term ci(ψ;y) that accounts
for the sampling variability due to parameter estimates. As a first step, we note that
ηˆi − ηi(ψ;y) = x′i(βˆ − β) + z
′
i(b(ψˆ;y)− b(ψ;y))
= x
′
i(βˆ − β) + z
′
i
{
∂b(ψ;y)
∂ψ
(
ψˆ −ψ
)
+Op
(
|ψˆ −ψ|2
)}
Since ψ = (β
′
, (σ2)
′
), we can write the K × (p+ 2) matrix ∂b(ψ;y)
∂ψ
as a combination of two
block matrices
∂b(ψ;y)
∂ψ
=
(
∂b(ψ;y)
∂β
,
∂b(ψ;y)
∂σ2
)
.
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The above implies that
ηˆi − ηi(ψ;y) ≈ Ai(ψ;y)′(ψˆ −ψ)
where
Ai(ψ;y) =

xi +
(
∂b(ψ;y)
∂β
)′
zi(
∂b(ψ;y)
∂σ2
)′
zi.

 (S.6)
This implies immediately the following approximation for the term ci(ψ;y) :
ci(ψ;y) ≈ A′i(ψ;y)I(ψ)−1Ai(ψ;y) (S.7)
where I(ψ) is the information matrix for the parameter vector ψ. Of course, in practice the
expression (S.7) has to be estimated by
ci(ψˆ;y) = A
′
i(ψˆ;y)I(ψˆ)
−1Ai(ψˆ;y);
however, this estimate is rather complicated, and so we will approximate it with an easier
to handle expression that is convenient to use for computational purposes. To achieve this,
one has to be able to compute derivatives of the conditional expectation bi(ψ;yi). It can be
defined implicitly from the equation
Fi(bi;ψ) =
∂
∂bi
li(bi;ψ) ≈ 0.
It follows immediately that
∂bi(ψ;yi)
∂ψ
≈ −
(
∂Fi
∂bi
)
−1
∂Fi
∂ψ
.
The above approximations would have been correct if our model was a linear mixed model
(LMM) with normally distributed data; for non-normal data modeled with GLMM, these are
approximations only. Let us denote ni×1 vector of 1s Ji. It is now easy to check directly that
∂Fi
∂bi
= −J ′iWiJi − 1σ2 , ∂Fi∂β = −J
′
iWiXi, and
∂Fi
∂σ2
= bi
σ4
. In the binomial model, the dispersion
parameter σ20 ≡ 1 and therefore, the last remaining derivative ∂Fi∂σ2
0
is set to zero. All of these
derivatives are evaluated at bi = bi(ψ;yi). If the dispersion parameter is not equal to zero
(as is the case with negative binomial model), then ∂Fi
∂σ2
0
= − 1
σ4
0
∑ni
j=1wij(yij−λij). The above
also implies that
∂bˆi
∂β
= −
(
J
′
iW˜iJi +
1
σ2
)
−1
J
′
iW˜iXi. (S.8)
To simplify our approximation of the estimated correction term, we assume that the vari-
ance components σ20 and σ
2 are known; thus, we do not adjust for the sampling variability of
estimated variance components. This assumption is quite common in the GLMM literature;
see, for example, Appendix A.1 of Booth and Hobert (1998). In that case, the entire infor-
mation matrix, I(ψ), becomes I(β), which we need to approximate. Using the approach of
Booth and Hobert (1998) Appendix A.1 and Appendix A.2, the expected information matrix
I(β) can be approximated as
I(β) ≈ X ′(W˜−1 + ZGZ ′)−1X,
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and the approximated conditional variance for the linear predictor of the ith subject can be
written as
Ci(ψ;y) ≈ z′i
(
Z
′
W˜Z + G−1
)
−1
zi + x
′
iI(β)
−1xi (S.9)
− 2x′iI(β)−1X
′
W˜Z
(
Z
′
W˜Z + G−1
)
−1
zi.
Adding up equations (S.9) over all subjects in qth group, and using standard matrix
identities (see e.g. Bibby et al. (1979)), we will get the conditional covariance matrix of the
predicted vector ηˆq = (ηˆ1, . . . , ηˆNq)
′
as
C(ψ;y) ≈ (X ′q, Z
′
q)
(
X
′
W˜X X
′
W˜Z
Z
′
W˜X Z
′
W˜Z + G−1
)−1(
Xq
Zq
)
It remains finally to note that predicted group mean for the qth group is 1
Nq
∑Nq
i=1 g
−1(ηˆi) =
1
Nq
J
′
Nqg
−1(ηˆq) where the function g
−1(·) is applied to the vector ηˆq elementwise.
S.2 Tables
Table S1: Summary of various marginal group mean estimators for the logistic design case
together with relevant confidence intervals. The number of simulations used is 5000.
Type Group µ Y¯ − µ µˆ∗ − µ µˆ− µ µˆ
T1 T2 U t Mean Mean SD Mean SD Mean SD CP1 CP2
1 1 1 0 0.530 0.0001 0.027 0.0185 0.039 0.0002 0.024 0.951 0.951
1 1 1 1 0.559 0.0010 0.030 0.0359 0.041 0.0006 0.026 0.939 0.938
1 1 0 0 0.234 -0.0002 0.027 -0.0837 0.023 -0.0006 0.023 0.946 0.942
1 1 0 1 0.262 -0.0004 0.030 -0.0847 0.027 -0.0002 0.025 0.946 0.941
1 2 1 0 0.530 0.0000 0.027 0.0180 0.040 -0.0002 0.024 0.930 0.928
1 2 1 1 0.560 0.0008 0.029 0.0353 0.040 -0.0001 0.025 0.935 0.933
1 2 0 0 0.234 0.0002 0.027 -0.0838 0.024 -0.0002 0.024 0.931 0.927
1 2 0 1 0.262 -0.0003 0.030 -0.0850 0.028 0.0000 0.026 0.930 0.928
2 1 1 0 0.541 0.0000 0.033 0.0066 0.035 -0.0002 0.030 0.953 0.952
2 1 1 1 0.581 -0.0016 0.034 0.0117 0.035 -0.0012 0.030 0.952 0.950
2 1 0 0 0.180 0.0006 0.026 -0.0284 0.022 0.0008 0.022 0.950 0.949
2 1 0 1 0.207 0.0007 0.031 -0.0297 0.026 0.0002 0.025 0.951 0.946
2 2 1 0 0.541 -0.0001 0.033 0.0073 0.035 0.0004 0.030 0.934 0.933
2 2 1 1 0.581 -0.0008 0.035 0.0126 0.036 -0.0006 0.031 0.931 0.928
2 2 0 0 0.180 0.0027 0.025 -0.0281 0.021 0.0014 0.021 0.962 0.959
2 2 0 1 0.207 0.0006 0.030 -0.0305 0.026 -0.0003 0.025 0.933 0.928
Notes: T1, type of baseline variable; T2, type of control variable; U , treatment group; t, time point; Y¯ ,
observed group mean; µ, marginal group mean; µˆ∗, estimated group mean at the mean covariate (4.1); µˆ,
marginal group mean based on the method proposed in (2.3); SD, standard deviation; CP1/CP2, coverage
probability of the 95% confidence interval based on either (2.8,2.9) or (2.7), respectively.
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Table S2: Summary of various conditional group mean estimators for the logistic design case
together with relevant prediction intervals. The number of simulations used is 5000.
Type Group λ Y¯ − λ λˆ∗ − λ λˆ− λ λˆ
T1 T2 U t Mean Mean SD Mean SD Mean SD CP1 CP2
1 1 1 0 0.531 -0.0009 0.027 0.0181 0.040 -0.0005 0.024 0.949 0.947
1 1 1 1 0.560 0.0002 0.029 0.0356 0.040 -0.0004 0.025 0.958 0.958
1 1 0 0 0.235 0.0005 0.026 -0.0859 0.024 -0.0011 0.023 0.954 0.948
1 1 0 1 0.262 -0.0004 0.030 -0.0869 0.028 -0.0007 0.026 0.952 0.949
1 2 1 0 0.529 -0.0003 0.027 0.0190 0.041 -0.0002 0.024 0.947 0.946
1 2 1 1 0.559 -0.0005 0.029 0.0367 0.041 -0.0007 0.026 0.948 0.947
1 2 0 0 0.235 0.0001 0.026 -0.0921 0.024 -0.0036 0.023 0.949 0.940
1 2 0 1 0.262 -0.0006 0.029 -0.0935 0.028 -0.0031 0.026 0.949 0.942
2 1 1 0 0.541 -0.0001 0.031 0.0066 0.033 -0.0001 0.029 0.956 0.954
2 1 1 1 0.581 -0.0002 0.034 0.0135 0.035 0.0003 0.030 0.958 0.953
2 1 0 0 0.181 0.0000 0.025 -0.0300 0.022 -0.0008 0.022 0.951 0.949
2 1 0 1 0.209 0.0005 0.030 -0.0306 0.025 -0.0006 0.025 0.956 0.951
2 2 1 0 0.541 -0.0002 0.032 0.0082 0.035 0.0010 0.029 0.953 0.951
2 2 1 1 0.581 0.0002 0.033 0.0162 0.036 0.0021 0.031 0.950 0.949
2 2 0 0 0.181 0.0020 0.024 -0.0349 0.021 -0.0041 0.021 0.979 0.960
2 2 0 1 0.208 -0.0002 0.030 -0.0378 0.026 -0.0058 0.025 0.940 0.928
Notes: T1, type of baseline variable; T2, type of control variable; U , treatment group; t, time point; Y¯ ,
observed group mean; λ, conditional group mean; λˆ∗, predicted group mean at the mean covariate (4.2); λˆ,
predicted group mean based on the method proposed in (3.6); SD, standard deviation; CP1/CP2, coverage
probability of the 95% prediction interval based on either (3.9) or (3.8), respectively.
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Table S3: Summary of various marginal group mean estimators for the negative binomial
design case together with relevant confidence intervals. The number of simulations used is
5000.
Type Group µ Y¯ − µ µˆ∗ − µ µˆ− µ µˆ
T1 T2 U t Mean Mean SD Mean SD Mean SD CP1 CP2 CP3
1 1 1 0 1.665 0.0002 0.095 -0.0081 0.082 0.0006 0.083 0.945 0.945 0.945
1 1 1 1 2.484 0.0023 0.120 -0.0106 0.109 0.0024 0.109 0.951 0.952 0.951
1 1 0 0 1.234 -0.0001 0.080 -0.0066 0.065 -0.0001 0.066 0.951 0.953 0.952
1 1 0 1 1.840 0.0007 0.108 -0.0085 0.093 0.0011 0.093 0.953 0.952 0.952
1 2 1 0 1.665 0.0020 0.094 -0.0070 0.081 0.0020 0.082 0.949 0.950 0.949
1 2 1 1 2.484 0.0030 0.120 -0.0105 0.109 0.0028 0.110 0.951 0.950 0.952
1 2 0 0 1.234 0.0009 0.082 -0.0058 0.068 0.0008 0.069 0.940 0.940 0.941
1 2 0 1 1.841 0.0013 0.110 -0.0086 0.094 0.0012 0.094 0.948 0.948 0.946
2 1 1 0 1.660 -0.0017 0.093 -0.0037 0.082 -0.0003 0.082 0.948 0.947 0.948
2 1 1 1 2.476 0.0007 0.120 -0.0053 0.110 -0.0003 0.110 0.947 0.945 0.947
2 1 0 0 1.230 0.0000 0.081 -0.0034 0.067 -0.0009 0.067 0.944 0.944 0.943
2 1 0 1 1.834 -0.0027 0.110 -0.0047 0.095 -0.0010 0.095 0.948 0.945 0.947
2 2 1 0 1.660 -0.0007 0.093 -0.0038 0.080 -0.0004 0.080 0.956 0.955 0.956
2 2 1 1 2.476 0.0001 0.123 -0.0055 0.111 -0.0004 0.111 0.944 0.943 0.945
2 2 0 0 1.230 0.0008 0.080 -0.0020 0.067 0.0005 0.067 0.947 0.948 0.947
2 2 0 1 1.834 0.0006 0.111 -0.0028 0.095 0.0010 0.095 0.948 0.946 0.948
Notes: T1, type of baseline variable; T2, type of control variable; U , treatment group; t, time point; Y¯ ,
observed group mean; µ, marginal group mean; µˆ∗, estimated group mean at the mean covariate (4.1) with
g being the log link function; µˆ, marginal group mean based on the method proposed in (2.3); SD, standard
deviation; CP1/CP2/CP3, coverage probability of the 95% confidence interval based on (2.13) or (2.12) or
(2.14), respectively.
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Table S4: Summary of various conditional group mean estimators for the negative binomial
design case together with relevant prediction intervals. The number of simulations used is
5000.
Type Group λ Y¯ − λ λˆ∗ − λ λˆ− λ λˆ
T1 T2 U t Mean Mean SD Mean SD Mean SD CP1 CP2
1 1 1 0 1.665 -0.0016 0.093 -0.0347 0.082 -0.0258 0.083 0.942 0.934
1 1 1 1 2.484 -0.0018 0.119 -0.0491 0.109 -0.0359 0.110 0.938 0.931
1 1 0 0 1.233 -0.0001 0.079 -0.0260 0.066 -0.0194 0.067 0.947 0.940
1 1 0 1 1.840 -0.0018 0.110 -0.0378 0.094 -0.0280 0.095 0.943 0.939
1 2 1 0 1.665 -0.0008 0.094 -0.0206 0.082 -0.0117 0.083 0.944 0.940
1 2 1 1 2.484 0.0015 0.122 -0.0303 0.110 -0.0167 0.110 0.943 0.940
1 2 0 0 1.234 0.0000 0.080 -0.0160 0.065 -0.0101 0.066 0.945 0.938
1 2 0 1 1.840 -0.0015 0.110 -0.0233 0.094 -0.0142 0.094 0.942 0.939
2 1 1 0 1.660 0.0001 0.094 -0.0275 0.083 -0.0241 0.083 0.939 0.930
2 1 1 1 2.477 0.0021 0.121 -0.0365 0.111 -0.0315 0.111 0.934 0.931
2 1 0 0 1.229 0.0003 0.080 -0.0211 0.067 -0.0186 0.067 0.942 0.936
2 1 0 1 1.834 0.0018 0.109 -0.0282 0.095 -0.0245 0.095 0.942 0.936
2 2 1 0 1.660 -0.0015 0.094 -0.0159 0.082 -0.0125 0.082 0.944 0.942
2 2 1 1 2.476 0.0013 0.120 -0.0215 0.109 -0.0161 0.109 0.949 0.944
2 2 0 0 1.230 -0.0008 0.079 -0.0122 0.065 -0.0104 0.066 0.947 0.943
2 2 0 1 1.834 -0.0003 0.109 -0.0161 0.095 -0.0130 0.095 0.941 0.937
Notes: T1, type of baseline variable; T2, type of control variable; U , treatment group; t, time point; Y¯ ,
observed group mean; λ, conditional group mean; λˆ∗, estimated group mean at the mean covariate as in
(4.2) with g being the log link function; λˆ, conditional group mean based on the method proposed in (3.6);
SD, standard deviation; CP1/CP2, coverage probability of 95% prediction interval based on (3.10) or (3.8),
respectively.
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Table S5: GLMM Estimation of group mean for hypoglycemia rate and incidence.
Group Y¯ µˆ∗ λˆ µˆ
Variable Therapy Week Mean SE Mean SE Mean SE Mean SE
Total BBT 1-12 3.350 0.239 2.130 0.084 3.242 0.141 3.608 0.139
hypoglycemia LM 1-12 3.963 0.266 2.293 0.083 3.479 0.156 3.994 0.153
rate BBT 13-24 5.243 0.312 3.024 0.083 4.785 0.212 5.126 0.212
(per 30 days) LM 13-24 5.120 0.293 3.313 0.083 5.250 0.242 5.826 0.243
Nocturnal BBT 1-12 0.402 0.055 0.213 0.128 0.372 0.027 0.416 0.027
hypoglycemia LM 1-12 0.339 0.040 0.182 0.129 0.292 0.018 0.341 0.014
rate BBT 13-24 0.651 0.067 0.336 0.123 0.593 0.046 0.657 0.045
(per 30 days) LM 13-24 0.509 0.052 0.291 0.125 0.482 0.031 0.551 0.024
Proportion of BBT 1-12 0.712 0.024 0.826 0.219 0.724 0.012 0.720 0.004
patients LM 1-12 0.733 0.023 0.854 0.232 0.749 0.012 0.743 0.004
with ≥ 0 total BBT 13-24 0.841 0.020 0.931 0.250 0.861 0.009 0.839 0.002
hypoglycemia LM 13-24 0.857 0.020 0.945 0.268 0.872 0.009 0.855 0.003
Proportion of BBT 1-12 0.243 0.023 0.202 0.159 0.244 0.009 0.248 0.004
patients with LM 1-12 0.250 0.023 0.172 0.163 0.213 0.008 0.222 0.005
≥ 0 nocturnal BBT 13-24 0.402 0.027 0.342 0.151 0.376 0.011 0.369 0.004
hypoglycemia LM 13-24 0.330 0.026 0.303 0.153 0.343 0.010 0.339 0.006
Notes: Y¯ , observed group mean; µˆ∗, estimated group mean at the mean covariate; SE, standard error; λˆ,
conditional group mean based on the method proposed in (3.6), µˆ: marginal group mean based on the
method proposed in (2.3).
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