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Abstract
In this paper, direct and inverse problems for a space fractional advection dispersion equation on
a finite domain are studied. The inverse problem consists in determining the source term from a final
observation. We first drive the fundamental solution to the direct problem and we show that the relation
between source and the final observation is linear. Moreover, we study the well-posedness of both
problems: existence, uniqueness and stability. Finally, we illustrate the results with a numerical example.
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1 Introduction
Fractional calculus has been used in many applications in various fields of sciences and engineering, such
as physics, chemistry, biology, Control, electrical and mechanical engineering, signal processing, and finance
[15, 13, 22]. For instance, when describing anomalous diffusion, such as contaminants transport in the soil,
oil flow in porous media, groundwater flow and turbulence [21, 20, 22], there is an evidence that fractional
models are efficient to capture some important features of particles transport, such as particles with velocity
variation and long-rest periods [19]. This is due to the nonlocal property of the fractional operator.
While direct problem in fractional diffusion equation is widely considered, work on inverse problem is
more recent. Mainardi [11], solved a fractional diffusion wave equation in a one dimensional bounded domain
by applying the Laplace transform. Sakamoto et al [17], considered a fractional diffusion equation where
they established the unique existence of the weak solution based on eigenfuction expansion. Moreover, they
studied the stability and the uniqueness for the backward problem and for the inverse source problem. Pedas
et al [14], presented a numerical solution by a piecewise polynomial collocation method. Brunner et al [3],
presented an algorithm based on an adaptive time stepping and adaptive spatial basis selection approach, to
solve a 2D fractional subdiffusion problem. Wei et al [21], considered an inverse source problem for a space
fractional diffusion equation, where they numerically solved the inverse problem using the best perturbation
method based on the Tikhonov regularization. Bondarenko et al [1, 2], obtained an exact analytic solution of
a time fractional diffusion equation where they determined the diffusion coefficient and the derivative order.
They also presented a conditionally stable weighted difference scheme and give numerical results by solving
a minimization problem with the Levenberg-Marquardt algorithm.
Unlike the fractional diffusion equation which attracted many researchers, work on fractional advection
dispersion equation is less-well covered. Salim et al [18], presented an analytic solution for the time fractional
advection dispersion equation with a reaction term, by applying the Fourier and Laplace transform. Zheng
et al [26], presented a spectral regularization method, based on the solution given by the Fourier method for
the Cauchy problem for a time fractional advection dispersion equation. Chen et al [4], considered a two-
dimensional fractional advection dispersion equation on a finite domain. They presented an unconditionally
stable second order difference method based on the Directions Implicit-Euler method (ADI-Euler) and the
unshifted Grunwald formula. Liu et al [10], presented a numerical method for a space fractional advection
dispersion equation, where the partial differential equation was transferred into an ODE by applying the
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method of lines. Chi et al [5], considered an inverse problem for a space fractional advection dispersion
equation where they determined the space-dependent source magnitude from a final observation. They have
solved the inverse problem numerically in presence and in absence of noises using an optimal perturbation
regularization algorithm. However, the stability of the proposed method depends on the initial guess and
the choice of some base functions. Zhang et al [23], have solved this inverse problem using the same optimal
perturbation regularization algorithm when the fractional order, the diffusion coefficient and the average
velocity are unknown.
Huang et al [7], derived the fundamental solution for the direct problem for the time and space fractional
dispersion equations in terms of the Green function. However, they only considered homogenous equations in
their study. To the authors’ best knowledge, except [7], there is no other work on the mathematical analysis
of the space fractional advection dispersion equation.
In this paper, we are interested in mathematical analysis of a space fractional advection dispersion
equation that can be used in modeling underground water transport in heterogeneous porous media [20].
The space fractional advection dispersion equation is in fact used to model particles with velocity variation,
while time fractional advection dispersion equation is used to model particles with long-rest period [20]. In
addition to the physical importance of such a model, inverse problems play an important role, where unknown
physical quantities are estimated from available measurements. For instance, in ground water contaminant
transport an estimation of the concentration of the source can provide information on its structure, whether
it is a heavy metal, an organic substance, or a specific material hazardous the environment.
The goal of this paper is to mathematically analyze direct and inverse source problems for a space
fractional advection dispersion equation. The inverse problem consists in recovering the source term using
final observations by assuming that the source is time independent. This paper is organized as follows. In
section 2, the problem and some primarily definitions will be introduced. In section 3, starting from the
results obtained in [7] on the solution of a homogeneous fractional dispersion equation, an exact analytic
solution for the non-homogeneous case will be drived. However, to overcome some obstacles, superposition
and Duhamel’s principles are used. Moreover, existence and uniqueness of the solution will be established.
Section 4 will show that the relation between the unknown source and the final observation is in fact linear
which simplifies the mathematical and numerical analysis of the inverse problem. We will also study the
well-posedness of the inverse problem in term of existence, uniqueness and stability of the solution [9]. A
numerical method based on the Tikhonov regularization will be presented in section 5 and in section 6, a
numerical example will be given. Finally, a conclusion will summarize the obtained results.
2 Problem Statement
We consider the following fractional advection dispersion equation

∂c(x, t)
∂t
= −ν
∂c(x, t)
∂x
+ d
∂αc(x, t)
∂xα
+ r(x), 0 < x < L, t > 0,
c(x, 0) = g0(x),
c(0, t) = 0,
c(L, t) = 0,
(1)
where c is the concentration, ν is the average velocity, d the is dispersion coefficient, r is the source term,
and α is the fractional order for the space derivative with 1 < α ≤ 2. We assume that ν and d are constant
and the source term depends only on x.
By assuming that we have both left-to-right and right-to-left flows, we consider the Riesz-Feller fractional
derivative of order α, defined as follows [7]:
Dαθ c(x, t) =
Γ(1 + α)
pi
{
sin[
(α + θ)pi
2
]
∫ +∞
−∞
c(x + ξ, t)− c(x, t)
ξ1+α
dξ
+sin[
(α− θ)pi
2
]
∫ +∞
−∞
c(x− ξ, t)− c(x, t)
ξ1+α
dξ
}
,
(2)
2
where θ is the skewness with |θ| ≤ min{α, 2− α}. The Riesz-Feller fractional derivative can also be defined
by [25]:
Dαθ c(x, t) = −
1
Γ(2− α) sin(αpi)
{
sin
(α− θ)pi
2
d2
dx2
∫ x
−∞
c(ξ, t)
(x − ξ)α−1
dξ
+sin
(α + θ)pi
2
d2
dx2
∫ +∞
x
c(ξ, t)
(ξ − x)1+α
dξ
}
.
(3)
The Fourier transform of the Riesz-Feller fractional derivative is defined by [7]:
F{Dαθ c(x, t)} = −ψ
α
θ (k)cˆ(k, t), (4)
with
ψαθ (k) = |k|
αei(sign(k))θpi/2, (5)
where cˆ denotes the Fourier transform of c, and k is the variable in the frequency domain.
We consider the inverse problem that consists in finding the source term r where the concentration c is
also unknown except at a final time t = T :
c(x, T ) = gT (x), 0 < x < L, (6)
where gT is the measured concentration. We assume that the velocity ν, the dispersion coefficient d, and
the derivative order α are known.
In this paper, we first solve the direct problem and present an exact analytic solution to (1). We show
that the operator relating the unkown source to the final observation is linear which simplifies the analysis
of the properties of the inverse problem and its numerical solution.
3 Direct Problem
In this section, we construct a closed-form analytic solution for the direct problem of (1), which gives a linear
operator which simplifies the mathematical analysis of existence and uniqueness of the solution.
3.1 Analytic Solution
We propose to use the Fourier transform method, which is commonly used to solve fractional differential
equations and transfer non-linear equation to linear equation [25, 16]. Then, we use the integrating factor
to obtain the solution of the direct problem. In order to apply the Fourier transform to (1), we propose to
extend c and r to the whole real line by defining: ∀x ∈ R, ∀t ∈ R∗+,
u(x, t) = c(x, t) · p(x), (7)
f(x) = r(x) · p(x), (8)
where
p(x) =
{
1, if x ∈]0, L[,
0, else.
(9)
Then, we propose to solve the following equation:{
∂u(x, t)
∂t
= −ν
∂u(x, t)
∂x
+ d
∂αu(x, t)
∂xα
+ f(x), x ∈ R, t > 0,
u(x, 0) = g0(x).
(10)
Theorem 3.1.1. Assuming that f, g0 ∈ L
2(R), then there exists a solution of the system (10), which can be
given as follows:
u(x, t) =
∫ +∞
−∞
{∫ t
0
Gθα(x− y, t− τ)dτ
}
f(y)dy +
∫ +∞
−∞
Gθα(x− y, t)g0(y)dy, (11)
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where
Gθα(x, t) =
1
2pi
∫ +∞
−∞
e−ikxGˆθα(k, t)dk, (12)
with
Gˆθα(k, t) = e
(iνk−dψα
θ
(k))t. (13)
We refer to Appendix A for more details about the green function Gθα.
Proof. Applying the superposition principle, the solution of equation (10) can be written as u = v+w, where
w and v are solutions to the following equations, respectively.{
∂w(x, t)
∂t
= −ν
∂w(x, t)
∂x
+ d
∂αw(x, t)
∂xα
, x ∈ R, t > 0,
w(x, 0) = g0(x),
(14)
{
∂v(x, t)
∂t
= −ν
∂v(x, t)
∂x
+ d
∂αv(x, t)
∂xα
+ f(x), x ∈ R, t > 0,
v(x, 0) = 0.
(15)
Applying the Duhamel’s principle [8], the solution v of (15) is given by
v(x, t) =
∫ t
0
V (x, t, τ)dτ, (16)
where τ is fixed with τ ∈]0, t[ and V (·, · : τ) is the solution of the following equation:
{
∂V (x, t; τ)
∂t
= −ν
∂V (x, t; τ)
∂x
+ d
∂αV (x, t; τ)
∂xα
, x ∈ R, t > 0,
V (x; t = τ) = f(x).
(17)
Therefore, we start solving (17) by applying the Fourier transform. Then we get:
F{
∂V (x, t)
∂t
} = −νF{
∂V (x, t)
∂x
}+ dF{
∂αV (x, t)
∂xα
}, (18)
∂Vˆ (k, t)
∂t
= −ν(−ik)1Vˆ (k, t)− dψαθ (k)Vˆ (k, t), (19)
where the Fourier transform Vˆ of V is obtained using formulas (4) and (5).
Then, we have:
∂Vˆ (k, t)
∂t
= [νik − dψαθ (k)] Vˆ (k, t). (20)
By multiplying (20) by the integrating factor exp[
∫
−[νik − dψαθ (k)]dt] = exp{[−νik + dψ
α
θ (k)]t}, we get:
∂Vˆ (k, t)
∂t
e[−νik+dψ
α
θ
(k)]t − e[−νik+dψ
α
θ
(k)]t[νki− dψαθ (k)]Vˆ (k, t) = 0, (21)
d
dt
(
Vˆ (k, t)e[−νik+dψ
α
θ
(k)]t
)
= 0. (22)
Then, by integrating with respect to t, it yields:
Vˆ (k, t) = e[νik−dψ
α
θ
(k)]tc1, (23)
where c1 ∈ R is a constant. Applying the initial condition Vˆ (k, t = τ) = fˆ(k) to (23) gives us:
fˆ(k) = e[νik−dψ
α
θ
(k)]τ c1, (24)
c1 = e
−[νik−dψα
θ
(k)]τ fˆ(k). (25)
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Substituting (25) into (23) gives us the solution of (17):
Vˆ (k, t) = e[νik−dψ
α
θ
(k)](t−τ)fˆ(k). (26)
Applying the inverse Fourier Transformation to (26), we obtain:
V (x, t) =
1
2pi
∫ ∞
−∞
e[νik−dψ
α
θ
(k)](t−τ)fˆ(k)e−ikxdk. (27)
Finally, using (16) gives us the solution v of (15):
v(x, t) =
1
2pi
∫ t
0
∫ ∞
−∞
e[νik−dψ
α
θ
(k)](t−τ)fˆ(k)e−ikxdkdτ, (28)
which can be written as:
v(x, t) =
1
2pi
∫ t
0
∫ ∞
−∞
Gˆθα(k, t− τ)fˆ(k)e
−ikxdkdτ. (29)
Using the same technique the solution w of (14) can be obtained:
w(x, t) =
1
2pi
∫ +∞
−∞
Gˆθα(k, t)gˆ0(k)e
−ikxdk, (30)
where gˆ0 is the Fourier transform of g0.
Then, by adding (29) and (30), we can get the solution of (10):
u(x, t) =
1
2pi
∫ t
0
∫ +∞
−∞
Gˆθα(k, t− τ)fˆ (k)e
−ikxdkdτ +
1
2pi
∫ +∞
−∞
Gˆθα(k, t)gˆ0(k)e
−ikxdk. (31)
By inverting the Fourier transform of fˆ and gˆ0 in (31), we get:
u(x, t) =
1
2pi
∫ t
0
∫ +∞
−∞
e−ikxGˆθα(k, t− τ)
∫ +∞
−∞
f(y)eikydydkdτ
+
1
2pi
∫ +∞
−∞
e−ikxGˆθα(k, t)
∫ +∞
−∞
g0(y)e
ikydydk,
(32)
=
∫ +∞
−∞
{∫ t
0
[
1
2pi
∫ +∞
−∞
e−ik(x−y)Gˆθα(k, t− τ)dk
]
dτ
}
f(y)dy
+
∫ +∞
−∞
[
1
2pi
∫ +∞
−∞
e−ik(x−y)Gˆθα(k, t)dk
]
g0(y)dy.
(33)
Then, the fundamental solution of (10) is:
u(x, t) =
∫ +∞
−∞
{∫ t
0
Gθα(x− y, t− τ)dτ
}
f(y)dy +
∫ +∞
−∞
Gθα(x− y, t)g0(y)dy. (34)
3.2 Uniqueness
The uniqueness of the solution is a direct result from the linearity of the integral operator.
Theorem 3.2.1. Let u1 and u2 be two solutions of (10) with sources f1 and f2, respectively. Then, the
condition f1 = f2 implies that u1 = u2.
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Proof. Suppose that f1 − f2 = 0. Since u1 and u2 are solutions of (10), we have:
u1(x, t) =
∫ +∞
−∞
{∫ t
0
Gθα(x− y, t− τ)dτ
}
f1(y)dy +
∫ +∞
−∞
Gθα(x− y, t)g0(y)dy, (35)
u2(x, t) =
∫ +∞
−∞
{∫ t
0
Gθα(x− y, t− τ)dτ
}
f2(y)dy +
∫ +∞
−∞
Gθα(x − y, t)g0(y)dy. (36)
Then the following equality
u1(x, t)− u2(x, t) =
∫ +∞
−∞
{∫ t
0
Gθα(x− y, t− τ)dτ
}
[f1(y)− f2(y)]dy = 0 (37)
completes the proof.
4 Inverse Problem
In this section, we study some properties of the inverse source problem (ISP) consisting in the estimation of
the source from the knowledge of the concentration at time t = T :
f = K(gT ) (ISP )
We will study the ill-posedness of the problem in the sense of Hadamard [9].
4.1 Existence
The following theorem shows that the measurement can determine the source term.
Theorem 4.1.1. Assuming that f, g0 ∈ L
2(R), then the solution of the inverse problem for the system (10),
which determines the source term f using the measurement given in (6), exists.
Proof. Substituting (6) into (34), we get:
gT (x) =
∫ +∞
−∞
{∫ T
0
Gθα(x− y, T − τ)dτ
}
f(y)dy +
∫ +∞
−∞
Gθα(x− y, T )g0(y)dy. (38)
Then f is the solution of the following equation:
∫ +∞
−∞
{∫ T
0
Gθα(x− y, T − τ)dτ
}
f(y)dy = h(x), (39)
where
h(x) := gT (x)−
∫ +∞
−∞
Gθα(x− y, T )g0(y)dy. (40)
Since (39) is a convolution, the solution exists.
4.2 Uniqueness
In this section, we prove the unique determination of the source term from a given measurements at a specific
or a final time.
Theorem 4.2.1. Let u1(·, T ) and u2(·, T ) be solutions of (10) with sources f1 and f2, respectively. Then,
the condition u1(·, T ) = u2(·, T ) implies that f1 = f2 almost everywhere.
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Proof. Let u1(x, T ) = u2(x, T ). Since u1 and u2 are solutions of (10), then using (31) we get:
u1(x, T )− u2(x, T ) =
1
2pi
∫ T
0
∫ +∞
−∞
Gˆθα(k, T − τ)[fˆ1(k)− fˆ2(k)]e
−ikxdk dτ, (41)
which is equivalent to:
0 =
1
2pi
∫ T
0
∫ +∞
−∞
Gˆθα(k, T − τ)[fˆ1(k)− fˆ2(k)]e
−ikxdk dτ. (42)
By applying the Fourier transform, we get:
∫ T
0
Gˆθα(k, T − τ)dτ [fˆ1(k)− fˆ2(k)] = 0. (43)
Computing the following integration gives us:
∫ T
0
Gˆθα(k, T − τ)dτ =
1
(iνk − dψαθ (k))
[
e(iνk−dψ
α
θ
(k))T − 1
]
. (44)
Therefore, equation (43) holds if and only if
1
(iνk − dψαθ (k))
[
e(iνk−dψ
α
θ
(k))T − 1
]
= 0⇐⇒ (iνk − dψαθ (k))T = 0, (45)
which implies that:
Re(iνk − dψαθ (k)) = 0, and Im(iνk − dψ
α
θ (k)) = 0. (46)
The real part
Re(iνk − dψαθ (k)) = 0, (47)
if
νk ± d|k|α sin θpi/2 = 0. (48)
Then either k = 0, or θ = 1, but θ 6= 1, since θ ≤ 2− α and α > 1.
The imaginary part
Im(iνk − dψαθ (k)) = 0, (49)
if
νk ± d|k|α sin θpi/2 = 0, (50)
⇒
{
k = 0
η(k) := |k|
α
k = ∓
ν
d sin(θ pi
2
)
. (51)
This implies that: ∫ T
0
Gˆθα(k, T − τ)dτ 6= 0, ∀k ∈ R. (52)
Therefore
fˆ1(k)− fˆ2(k) = 0, (53)
which completes the proof.
4.3 Stability
In this subsection, we show that the third Hadamard condition [9], is not satisfied, i.e. an arbitrarily small
error in the measurement data lead to a large error in the solution [9]. To prove this unstability, we show
that a bounded perturbation in the source will not affect the final observation of the concentration [9].
Theorem 4.3.1. The inverse problem ISP is not stable in the sense of Hadamard.
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Proof. We asume that u and uδ are solutions of (10) with sources f and f δ respectively. We suppose that
there exists δn = fδn − f with limn→∞ ‖ δn ‖ = δ, δ 6= 0 and we show that
∥∥uδ(·, T )− u(·, T )∥∥→ 0.
We take δn(x) = A sin(
npix
L ), where A is a constant, we obtain:
∥∥f δ(x)− f(x)∥∥2
2
=
∥∥∥f(x) +A sin(npix
L
)− f(x)
∥∥∥2
2
(54)
=
∥∥∥A sin(npix
L
)
∥∥∥2
2
=
∫ L
0
A2 sin2(
npix
L
)dx =
1
2
A2L 6= 0. (55)
∥∥uδ(x, T )− u(x, T )∥∥2
2
=
∥∥∥∥∥
∫ +∞
−∞
{∫ T
0
Gθα(x− y, T − τ)dτ
}
[f δ(y)− f(y)]dy
∥∥∥∥∥
2
2
. (56)
Then, applying the Riemann-Lebesgue lemma we get [6]:
∥∥uδ(x, T )− u(x, T )∥∥2
2
=
∥∥∥∥∥
∫ +∞
−∞
{∫ T
0
Gθα(x− y, T − τ)dτ
}
[A sin(
npiy
L
))]dy
∥∥∥∥∥
2
2
−→ 0. (57)
5 Numerical Analysis
In this section, we present a numerical solution to reconstruct the source term for the space fractional
advection dispersion equation (1) from the measurement c(·, T ).
5.1 Finite Difference Method for the Direct Problem
For the direct problem, we discretize (1) using a finite difference scheme similar to the one introduced by
Meerschaert and Tadjeran [13]. The shifted Grunwald formula is used to discretize the Risze-Feller fractional
derivative [25, 24, 12], as follows:
Dαθ c(x, t) = −[ar −∞D
α
x c(x, t) + al xD
α
∞c(x, t)], (58)
where
−∞D
α
x c(x, t) = lim
N→∞
1
hα
N∑
k=0
ξα,kc[x− (k − 1)h, t], (59)
xD
α
∞c(x, t) = lim
N→∞
1
hα
N−i+1∑
k=0
ξα,kc[x+ (k − 1)h, t], (60)
ar =
sin (α−θ)pi2
sin(αpi)
, al =
sin (α+θ)pi2
sin(αpi)
, (61)
and ξα,k is the normalized Grunwald weight defined by:
ξα,k =
Γ(k − α)
Γ(−α)Γ(k + 1)
. (62)
Then, the explicit Euler and the finite difference methods are used to discretize the time and the spatial
derivatives, respectively [13]:
∂c(x, t)
∂t
=
cj+1i − c
j
i
∆t
,
∂c(x, t)
∂x
=
cj+1i − c
j+1
i−1
∆x
, (63)
where ∆t and ∆x are the time step and space step, respectively.
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Substituting (58) and (63) in (1), we get the following discretization form:
cj+1i − c
j
i
∆t
= −ν
(cj+1i − c
j+1
i−1 )
∆x
+ d δα,xc
j+1
i + r
j+1
i , (64)
where
δα,xc
j
i = −
1
(∆x)α
[ar
i+1∑
k=0
ξα,kc
j
i−k+1 + al
N−i+1∑
k=0
ξα,kc
j
i+k−1], (65)
with i = 1, . . . , N − 1 and j = 1, 2, . . . with tj = j∆t, xi = i∆x, c
j
i = c(xi, tj), ri = r(xi), c
j
0 = 0, and
cjN = 0.
Then, we get:
(1 − d∆tδα,x)c
j+1
i +
∆t
∆x
ν(cj+1i − c
j+1
i−1 ) = c
j
i + ri∆t. (66)
Thus, the matrix form of the implicit finite difference scheme (66) is given by:
[(I−G − L) +V]Cj+1 = Cj +R (67)
for n = 1, 2, · · · , N − 1 and m = 1, 2, · · · , N − 1, where
G(m,n) = ar
d(∆t)
(∆x)α


ξα,m−n+1 n ≤ m− 1,
ξα,1 n = m,
ξα,0 n = m+ 1,
0 else.
(68)
L(m,n) = al
d(∆t)
(∆x)α


ξα,m−n+1 n ≥ m+ 1,
ξα,1 n = m,
ξα,0 n = m− 1,
0 else.
(69)
V(m,n) =
v∆t
∆x


1 n = m,
−1 m = n− 1,
0 else.
(70)
R = ∆t× [r1, r2, · · · , rN−1]
T, (71)
Cj+1 = [cj+11 , c
j+1
2 , · · · , c
j+1
N−1]
T. (72)
Consequently, when estimating the source term, the direct problem can be solved using the implicit difference
method.
5.2 Inverse Problem
Let A = [(I−G− L) +V]−1, then equation (67) can be written as:
Cj+1 = A(Cj +R). (73)
By induction, we get the following equation:
CN −ANC0 = (I−A)−1(I−AN)AR, (74)
which can be written in the following form:
Y = KR, (75)
where
K = (I−A)−1(I−A)NA, (76)
and
Y = CN −ANC0. (77)
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In order to estimate the unknown source, we propose to minimize the following cost function with the
Tikhonov regularization:
Jλ(R) = ‖Y−KR‖
2
2 + λΩ(R), (78)
where Y is the observation and Ω(R) =
∥∥∥∥dmRdxm
∥∥∥∥ with m = 0, 1 is a stabilization functional of R which
usually includes a priori information on the problem. The regularization parameter λ can be determined
using the L-curve [9].
6 Numerical Example
Let us consider the following space fractional advection dispersion equation:
∂c(x, t)
∂t
= −0.3
∂c(x, t)
∂x
+ 3
∂1.5c(x, t)
∂x1.5
+ r(x), 0 < x < 7, t > 0, (79)
with the following initial and Dirichlet boundary conditions:

c(x, 0) = 0,
c(0, t) = 0,
c(7, t) = 0.
(80)
In this example, we assume that the source term r(x) = 5 sin 2pi7 x is unknown.
Figure 1, represents the numerical solution of (79) with the conditions (80) at time T = 1, which will be
used as the exact solution when recovering the source term numerically.
0
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0.4
0.6
0.8
1
0
2
4
6
8
−3
−2
−1
0
1
2
3
tx
U(
x,t
)
Figure 1: Numerical solution of the direct problem.
Figure 2, represents the approximated solution rδ of the inverse problem without regularization in noise
free case. As we can see, if we have the exact measurement (i.e. without noise) then, the numerical solution
matches the approximated solution. While, recovering the source term from noisy measurements is severely
ill-posed (see Figure 3).
In Figure 3, a comparison of the approximated solutions with and without regularization, between the
exact source term and the approximated rλ is given, where the stabilization functional is Ω(R) = ‖R‖.
Clearly from the figure, the presence of noise in the data affects greatly the reconstruction and with the use
of the Tikhonov regularization the numerical results are quite satisfactory.
In Figure 4, comparisons under different noise levels 1%, 2% and 5%, between the exact source term and
the approximated rλ are given. In all three cases, the results are stable and reasonable, which are further
confirmed by the errors in Table 6.
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Figure 2: Solution of the inverse problem without noise.
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Figure 3: Solution of the inverse problem with and without regularization with 5% noisy measurements.
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Figure 4: The exact and the regularized solution with different noise levels.
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As shown in Figure 4, the Tikhonov regularization with Ω(R) = ‖R‖ produces a stable solution, but the
solution is not smooth enough. Therefore, we minimized the cost function given in (78) with
Ω(R) =
∥∥∥∥dRdx
∥∥∥∥ , (81)
which produces a smooth solution (see Figures 5 and 6). Better results obtained using (81) is due to regularity
of the source term considered. Thus, minimizing (78) with the stabilization functional given in (81) will force
the solution to be smooth.
In Tables 1 and 2, the relative errors of the approximated source term rδ to the exact source r are given.
It can be seen that the smaller the noise level, the better the approximative effect.
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Figure 5: Exact solution and the regularization solution with 5% noisy measurement.
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Figure 6: The exact and the regularized solution with different noise levels.
7 Conclusion
In this paper, we have analyzed the mathematical properties of the direct and the inverse problem for
a space fractional advection dispersion equation. For the direct problem, we have presented an analytic
solution by applying the Fourier transform method and the Duhamels principle. Moreover, we have proved
the uniqueness of the solution. Due to the linearity of the operator, we have proved the unique determination
of the source term from a final observation. Moreover, we have analytically showed that the inverse source
problem is ill-posed due to the lack stability requirements. Furthermore, a numerical solution based on the
Tikhonov regularization has been presented.
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Table 1: The relative errors: Ω(R) =‖ R′ ‖, θ = 0.3.
N 5% noise 3% noise 1% noise
40 10.18 7.98 4.53
60 8.97 6.91 4.25
80 7.81 5.62 4.13
100 6.84 5.76 4.80
120 9.56 7.4 4.13
140 7.93 6.30 4.26
160 6.16 4.88 3.06
Table 2: The relative errors with different stabilizing functional Ω(R) when: N = 100, θ = 0.3.
Ω(F )
σnoise ‖ F ‖ ‖ F
′ ‖
5% 20.23 6.84
2% 16.06 5.76
1% 11.14 4.80
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Appendix A. Properties of the Green’s Function Gθα(·, ·)[7]:
Gˆθα(k, t) = e
[iνk−dψα
θ
(k)]t = eiνkte−dψ
α
θ
(k)t = Pˆ 11 (k;−νt)Pˆ
θ
α(k; td), (82)
and
Pˆ θα(k; c) = e
−cψα
θ
(k), c ∈ R. (83)
Using the following scale rule for the Fourier transformation,
f(cx)←→F |a|−1fˆ(k/c), (84)
we get
P θα(x; c) = |c|
−1pθα(x/c
1
α ), (85)
which is non-negative, since pθα is a probability density function whose Fourier transformation is pˆ
θ
α(k) =
e−ψ
α
θ
(k).
Therefore, the inverse Fourier transformation of (82) is:
Gθα(x, t) =
∫ +∞
−∞
P 11 (x− k; νt)P
θ
α(k; td)dk, (86)
where Gθα(x, t) =
∫ +∞
−∞
P 11 (x− k; νt)P
θ
α(k; td)dk is real and normalized [7].
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