Abstract: Over the past three decades power demand has increased remarkably due to industrialization and increased demand of automation. On the other hand conventional energy sources like fossil fuel are ever depleting. Therefore, industry and scientist are focusing on renewable energy (RE) sources like wind, solar etc., to address twin challenge of energy security and reduction in pollution caused by excessive fossil fuel usage. Further, number of consumers generating renewable energy in distributed manner and participating in the power network is increasing drastically. This exponential rise in penetration of renewable energy into existing power system has posed challenges to grid stability, reliability and power quality. A precise power demand-generation balance is challenging in smooth and reliable operation network, irrespective of unpredictable demand and intermittent nature of renewable power generation. In this research paper we have discussed and designed time series generation forecast models for wind and solar using historical RE generation data for Maharashtra state of India. Forecast results of designed solar and wind power generation models are compared. The wind and solar power generation forecasts obtained in this paper will help the power system operators; while taking decisions related to energy mix, generation planning, scheduling to maintain reliable and economical operation of power system.
Introduction
Over the past three decades, global energy generation and consumption have accelerated to unprecedented degrees. In India; every day a large amount of electricity is used for residential, commercial, industrial process applications and automation. The demand for renewable energy (RE) sources like wind, solar, biogas etc. for power generation increased significantly due to lack of conventional energy sources, environmental issues and rise in the cost of fossil fuels. Among the various renewable energy sources solar, small hydro power and wind are having potential to provide solution to increasing power demand [1] . Most of the renewable energy sources are highly intermittent in nature, have limited capacity, and are installed in a more distributed manner. From literature it is observed that among the renewable power generation sources, wind and solar generation are the fastest growing energy sources in the world, as they are clean, non-polluting and it does not produce any byproducts harmful to the environment. Although, various modern solar and wind power generation techniques are being used for power generation, the generated power is highly intermittent due to variable nature of natural resources. Therefore it is necessary to study and understand their characteristics before integrating renewable generators to the grid [1] - [4] . The intermittent and unpredictable renewable energy generation coupled with varying nature of load causes demand-supply mismatch, impacting grid stability [1] , [5] , [7] , [8] . Short term renewable power generation forecasting is essential to power system operators in taking decisions related to energy mix, power purchase, load switching and conventional power generation planning and scheduling in order to maintain the balance between demand and generation [8] , [9] . Therefore, power system operators rely on generation forecasting so that optimum generation can be achieved in order to maintain healthy power quality, reliability in an economic sense [7] , [8] .
In this paper, we have discussed and designed statistical time series models using an innovative method for wind and solar power generation data collected from Load Dispatch Center (LDC) of Maharashtra state in India, to forecast short term renewable power generation. Further the forecast results of newly designed model for wind and solar are compared with traditional one, on the basis of different performance parameters. The models discussed in this paper will be useful to LDC centers across the India and power management system operators while taking important decisions related to their day to day operations. This paper is organized as follows: Section 2 reviews the need and types of power generation forecasting. Section 3 describes the commonly used performance parameters to evaluate accuracy of forecast results. Wind and solar power generation forecasting methods, their mathematical model's results are presented in Section 4, followed by conclusion.
Generation Forecasting

Need for Renewable Power Generation Forecasting
With high penetration of renewable energy like wind, solar etc, in distribution network, the power sector is concerned about the stability of utility grid, power quality (PQ) and voltage regulation [4] , [5] . The variation in power quality parameters of grid like voltage, frequency, harmonic distortion, noise etc., leads to poor power quality and grid instability [1] , [5] , [7] , [10] . The stability, reliability and power quality of power system is highly dependent on variable nature of power demand, power generation and transmission line limitations. The issues of power quality are of importance to wind energy generators as compared to solar, because individual wind generation unit is of large capacity up to few Megawatts. Further, such a large capacity wind power generator is feeding into distribution circuits, with customers connected in close proximity [8] - [11] . Irrespective of introduction of special grid codes for integration of RE power and technological developments in wind turbine generator technology like Doubly Feed Induction Generators (DFIG); Hybrid Direct Drive (HDD), the fluctuations in wind speed have a negative impact on power generation, hence on stability and power quality of power system [1] , [3] , [8] , [11] .
Power generation forecasting is a process of prediction of power generation of different renewable generators by analyzing the historical power generation data. The power generated by renewable power generators like wind and solar offers alternative sources of energy, which are in general pollution free, technologically effective, environmentally sustainable and provides electricity without giving rise to carbon dioxide emissions [1] , [2] , [7] , [8] , [11] . But power generated by renewable sources like wind and solar is intermittent in nature and highly dependent on the availability of natural resources [1] - [5] . Therefore historical information of hourly, daily, weekly, monthly, and yearly power generation data is analyzed to determine generation forecast [12] . The accurate information related to power generation forecasting is needed due to following reasons:  Accurate generation forecasting helps power system operator in planning operation of electric power systems smoothly. It is necessary to maintain balance between demand and generation in order to maintain required grid frequency and hence power quality [5] , [7] , [8] , [13] .
 It helps power system operator in making important decisions related to power purchase, generation scheduling, fuel allocation, loads switching etc., by considering infrastructural limitations [14] .
 Power generation forecasting is important factor in economical operation of power companies [10] . The accurate power generation forecasting helps in operational and maintenance cost savings as forecasting error, both positive and negative, results into increased operational cost of power network [15] , [16] .
 Power generated by renewable energy sources is intermittent and unpredictable in nature whereas the power demand is also changing from time to time [1] , [5] , [11] , [12] . Over and above, changes in weather conditions like temperature, and humidity increases the complexity in demand supply balance [12] .
Difficulties in Power Demand-Supply Balance
For smooth functioning of conventional grid or smart grid, it is very import but crucial to maintain balance between demand and generation. However, exact estimation of power demand is extremely complicated as it involves various uncertainties. Power demand shows following characteristics [12] - [17] : Following difficulties are faced at generator side, while maintaining demand supply balance:  The power generated by conventional generators varies with availability of resources.
 Power generated by renewable energy sources like wind and solar is intermittent and varies from time to time. An obvious reason for intermittent variation of RE power is availability of natural resources [1] , [8] , [11] . Fig. 2 shows variation in solar and wind power generation during a particular week. 
Types of Generation Forecasting
Power generation forecasting methods are classified on the basis of duration of forecasting. They are broadly classified into four types [19] , [20] , as in Table 1 . Out of all these methods, short term generation forecasting is very important in smooth operation of power system and utility [21] . Short term generation forecasting with time lead of one to three hour is mainly needed for real time control, generation planning, scheduling while taking decisions related to energy mix, at various load dispatch centers across India. 
Forecast Accuracy
The various useful and popular techniques are being used by researchers for forecasting renewable power generation. In most of the forecasting techniques, models are designed using the open source historical power generation data and tested by applying some real time or simulated time series data. The estimated forecast results of different models are compared on the basis of various performance parameters to determine forecast accuracy [22] , [23] . These are known as performance metrics. Each of these parameter is a function of actual values and its forecasted value in a given time series. In the following definitions, is the actual value, is forecasted value, forecast error is referred as FE= -, and n is size of the test set.
The Mean Forecast Error (MFE)
MFE is a measure of the average deviation of forecasted values from actual ones. It is given as in (1) [24] ,
(1)
International Journal of Computer Electrical Engineering
where n is number of forecasts. For a good forecast value of MFE should be as small as possible. Its features are:
 It is known as forecast bias. It shows direction of error but does not penalize extreme errors.
 A zero MFE does not mean that forecasts are perfect as effects of positive and negative errors cancel out.
The Mean Absolute Forecast Error (MAFE)
MAFE is a measure of average absolute deviation of forecasted values from actual value. It is given in (2) [22] , [24] , [25] 
It is the magnitude of error occurred during forecasting. It is also known as Mean Absolute Deviation (MAD). Its features are:
 In MAFE, the effects of positive and negative error do not cancel out. It depends on the scale of measurement and data transformation.
 For a good forecast, the value of MAFE should be as small as possible.ᵼ  MAFE does not panelize extreme forecast errors.
The Mean Absolute Percentage Error (MAPE)
MAPE represents the percentage of mean absolute percentage error observed. It is calculated using (3) [24] - [26] :
It's important features are:
 It does not show the direction of error.
 In this measure, opposite signed errors do not cancel each other.
 It does not get affected by scale of measurement, but by data transformation.
The Mean Squared Error (MSE):
MSE is a measure of average squared forecast error. It is defined in (4) as [26] , [27] ,
Its features are  In MSE, opposite signed errors do not cancel each other. It gives overall error occurred during forecasting but does not provide any idea about the direction of error.
 It panelizes extreme error occurred while forecasting.
 MSE gets affected by large errors than small errors.
 It is sensitive to data transformations or change of scale.
Short Term Generation Forecasting Methods and Model Results
A large variety of statistical and artificial intelligence techniques are used for short-term RE generation forecasting. For the short term RE generation forecasting different methods like Statistical Methods, Auto
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Regression, Similar Day Approach, Artificial Neural Network (ANN), Expert Systems are used [16] . While forecasting short-term RE power generation, several factors like time, weather data etc are considered. The time factors consider time of the year, day of the week, and hour of the day as the power generation varies with the above factor. Time series analysis is a statistical approach of forecasting. The time series data has attracted many scientists and researchers over last few decades. Time series forecasting methods are used in numerous fields like business, finance, science and engineering to determine future values [22] - [27] .The main aim of time series modeling is to study the past available time series data to develop the appropriate model. Statistical approach for short term RE generation forecasting require a mathematical model that represents forecast as a function of different factors such as time, weather condition etc.. This model is then used to generate future values for the time series or to make forecast. Time series forecasting is an act of predicting the future by understanding the past [10] - [24] . A proper care is required to be taken to fit an adequate model to the available time series data. A lot of efforts have been taken by researchers for the development of efficient models to improve forecast accuracy. The various important time series forecasting models are defined in literature.
The two important categories of statistical mathematical models are: additive models and multiplicative models [10] - [24] . They differ depending upon the load forecast is the addition or sum of a number of components or the product or multiplication of a number of factors. The additive model designed for predicting load is function of four components and is given in (5),
where L is the total load, represents the "normal" part of load, it is a set of standardized forecast for each "type" of day that has been identified as occurring throughout the year, is weather sensitive part of load, is a special event component which create a deviation in generation from usual load pattern, and is a completely random term, called as noise [10] - [24] . The multiplicative model is given by (6), = * * *
where is normal or base value of generation and , and are correction factors that affect overall generation. The correction factors , and are positive numbers based on weather ( ), special events ( ), and random fluctuation ( ). Sometimes factors like pricing ( ) and generation growth ( ) are also considered. The decomposition of time series is based on four components: trend, cyclic, seasonal and trend components. In order to find the accurate RE power generation forecast the impact of each component on time series need to be identified [10] - [25] . The following sections describe the model design procedure and the comparison of model results.
Steps in Time Series Model Design Process
In this paper we have used statistical approach to analyze open source RE power generation data, specifically wind and solar generation data of load dispatch center of Maharashtra state in India. We have analyzed time series data to design the model and the designed model is used for forecasting. The procedure followed for designing ARIMA (p d q) model for power generation forecast are given in Fig. 3 . As shown in Fig. 3 , initially we have collected selected, preprocessed raw data and autocorrelation (ACF) plot is taken. By observing ACF plot it is possible to identify whether time series is non stationary or stationary and which model is suitable. If time series is stationary then ARMA(p q) model is used and if not ARIMA(p d q) model is suitable. Then partial autocorrelation (PACF) is taken. The order of ARIMA(p d q) model is obtained by observing ACF and PACF plot. In our work, by observing ACF and PACF plot of preprocessed RE power generation data, it is noticed that for wind and solar power generation ARMA(p q) model is suitable.
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Auto Regressive Moving Average (ARMA(p q)) Method
Auto Regressive Moving Average (ARMA(p q)) on is one of the most widely used statistical techniques. The expression for output, Y(t) is given in (7) [10] , [26] , [27] .
First term corresponds to autoregressive process of order and ∅ is known as coefficient of delay polynomial. In autoregressive process AR(p), the current value of the time series Y(t) is expressed linearly in terms of its previous values like [ ( − 1), ( − 2), … . . ( − )] and coefficient of delay polynomial ∅ . The second term is a random noise ( ) and third term corresponds to moving average MA(q) process of order .
The solar power generation data of Maharashtra state of India is used to design forecast model using the procedure discussed in Section 4.1. ARMA(p q) model is designed using Excel and Matlab (R2016b). The comparison of forecast results of two models ARMA (1 24) and ARMA (7 25) with actual solar power generation values is shown in Fig. 4 . Fig. 4 . Actual solar power generation data [18] , forecast results of ARMA (1 24), ARMA(7 25) for 24 hour.
Further, ARMA(p q) models are designed using the procedure discussed in Section 4.1 for historical wind
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power generation data for Maharashtra state of India. The wind power generation forecast results of three ARMA models for different time horizon are shown in Fig. 5 and the comparison of forecasts on the basis of different parameters as shown in Table 2 . Similarly, solar power generation data of load dispatch centre of Maharashtra state in India is used to design different models. The results of models for different time horizons are shown in Fig. 6 and model forecasts are compared on the basis of different performance parameters as in Table 3 . 
Hybrid ARMA(p q) Model
In this work we have designed innovative method, named Hybrid ARMA(p q) to forecast wind and solar power generation. In hybrid ARMA model, the time series data is processed again and all steps defined in Section 4.1 is used to design model. In hybrid ARMA process preprocessed series, ′ ( ) is applied as input to integrated autoregressive moving average process. The series ′ ( ) on any date "d" is determined using (8) as [15] , [22] , [24] : In our work, preprocessing of historical wind and solar power generation data is carried out using Excel as it offer very good flexibility and Matlab (R2016b) is used for Hybrid ARMA(p q) model design. The wind power forecast results of designed hybrid ARMA_H-3(1 1), ARMA_H-3(2 1) and ARMA_H-7(1 1) models for different time horizon are given in Fig. 7 and comparison of forecast results with ARMA model are given in Table 2 . 
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Similarly, the forecast results for solar power generation using hybrid ARMA_H-3(1 1), ARMA_H-3(2 1) and ARMA_H-7(1 1) models for different time horizon are given in Fig. 8 and comparison of forecast results on the basis of different performance parameters is given in Table 3 . 
Conclusion
In this paper, we discussed and designed traditional ARMA(p q) model for solar and wind power generation forecasting using historical data for Maharashtra state of India. The model results are compared for different time horizons and on the basis of defined performance parameters. Further, we have introduced Hybrid ARMA(p q) method for wind and solar power generation forecast and compared their results with ARMA(p q) models. It is observed that the performance of Hybrid model is better as compared to traditional ARMA(p q). Further, it is obseved that for solar generation forecasting; performance of ARMA_H3(2 1) model is better compared to other ARMA and Hybrid ARMA models as value of MSE and FPE is less. Thus it is observed that the performance of the model designed using past three days of historical solar power data is better compared to seven days data. For wind, the performance of ARMA-H7(1 1) is better as compared to other ARMA or Hybrid ARMA models because it has lower values of FPE and MSE. Also, wind model designed using historical data for one week is better compared to other models. Further, from model results, it is observed that designed models are most suitable for one step to three steps ahead forecasting -short term solar and wind power generation forecasting.
