We say that two operators A, B have the range additivity property if R(A + B) = R(A) + R(B).
We end this section introducing some notation. The direct sum between two closed subspaces S and T will be denoted by S . + T . If H = S . + T then Q S//T denotes the oblique projection
with range S and kernel T .
II. RANGE ADDITIVITY
Let H, K be Hilbert spaces. We say that A, B ∈ L(H, K) have the range additivity property if R(A + B) = R(A) + R(B). We denote by R the set of all these pairs (A, B), i.e., R := {(A, B) : A, B ∈ L(H, K) and R(A + B) = R(A) + R(B)}.
We collect first some trivial or well-known facts about R.
Proposition II.1. Let A, B ∈ L(H, K). Then

1) (A, B) ∈ R if and only if (B, A) ∈ R.
2) If R(A) = K and A = C + D for some C, D ∈ L(H, K) then (C, D) ∈ R.
3) If H = K is finite dimensional and A, B ∈ L(H)
+ then (A, B) ∈ R. 
4) If H = K, A, B ∈ L(H)
Then, the next implications hold: 
+ with dense ranges such that R(C) ∩ R(D) = {0} (see [18] ).
We collect now some useful characterizations of R. Notice that the proof holds also for vector spaces and modules over a ring.
Proposition II.4. Given A, B ∈ L(H), the following conditions are equivalent:
.
and
, and we get R(A) + R(B) ⊆ R(A + B).
The next result of R.G. Douglas [15] will be frequently used in the paper.
The following conditions are equivalent:
2) There is a positive number λ such that BB * ≤ λAA * .
If one of these conditions holds then there is a unique operator
Corollary II.6. For A, B ∈ L(H) the following conditions are equivalent:
2) (A − B, B) ∈ R.
Corollary II.7. For A, B ∈ L(H) + it holds:
2) (A + B) 1/2 X = B 1/2 has a solution.
Proof: In fact, it holds A + B ≥ A, A + B ≥ B and Douglas' theorem applies.
The next corollary complements Proposition II.2. For a proof see [5, Prop. 4.13] .
Corollary II.8. For A, B ∈ L(H, K) the following conditions are equivalent: 
The following identity is due to Crimmins (see [18] for a proof
Using Crimmins' identity the following result is clear:
The next characterization of R is less elementary than that of Proposition II.2. Notice, however, that its proof is algebraic, so it also holds in the context of vector spaces, modules over a ring, and so on.
Theorem II.10. Let A, B ∈ L(H). Then R(A+B) = R(A)+R(B) if and only if R(A)∩R(B) ⊆ R(A + B) and
On the other hand, using again that R(A) and R(B) are subsets of R(T ) it holds
Conversely, suppose that W ⊆ R(T ) and
In fact, for the second equality consider y ∈ W + B(A −1 (W)) then y = w + Bx where w ∈ W and x ∈ A −1 (W), so that y = w − Ax + T x where w − Ax ∈ W and T x ∈ T (A −1 (W)); the other inclusion is clear. Then the second equality holds.
then applying T to both sides of the inclusion
One of the obstructions for range additivity for operators in Hilbert spaces is that R(A) is, in general, non closed. Therefore, the identity R(A + B) = R(A) + (B) is not equivalent to
, which is easier to check. On these matters, see the papers by P.Šemrl [27, §2] and G. Lěsnjak and P.Šemrl [22] , where they discuss different kinds of topological range additivity properties. See also the paper by J. Baksalary, P.Šemrl and G. P.
H. Styan [9] .
III. SHORTED OPERATORS AND RANGE ADDITIVITY
In his paper on selfadjoint extensions of certain unbounded operators [21] , M. G. Krein defined for the first time a shorted operator (this is modern terminology). More precisely, if A ∈ L(H) + and S is a closed subspace of H, Krein proved that the set 
3) [S](A+B) ≥ [S]A+[S]B; equality holds if and only if R((A−[S]A+B −[S]B)
1/2 )∩S = {0}.
4) R((
Proof: 
2) If S = R(B) is closed then R([S](A + B)) = S and N([S](A + B)) = S ⊥ .
Proof:
1) The identity [S]B = B can be checked through the definition of [S]B; the identity [S](A+
B) = [S]
A + B follows from items 3 and 4 in Proposition III.1. 
1 ⇔ 2 ⇔ 3. It follows by Proposition II.4 and Proposition III.1.
) and item 3 is proved.
Conversely, assume that R(
IV. COMPATIBILITY AND RANGE ADDITIVITY
Definition IV.1. Given A ∈ L(H) + and S a closed subspace of H, we say that the pair A, S
As shown in [10] the compatibility of a pair A, S means that there exists a (bounded linear) projection with image S which is Hermitian with respect to the semi-inner product ·, · A defined by ξ, η A = Aξ, η . It is worth mentioning that compatibility gives a kind of weak version of invariant subspaces. In fact, if A is a selfadjoint operator on H and S is a closed subspace, then S is an invariant subspace for A if AS ⊆ S, which means that P S AP S = P S A. On the other side, A, S are compatible if and only if R(P S AP S ) = R(P S A); for a proof of this fact see [10, Proposition 3.3] . In the recent paper [7, Proposition 2.9] it is proven that A, S are compatible if and only if (P S A, I − P S ) ∈ R. In this section we shall complete this result by proving that A, S are compatible if and only if (A, I − P S ) ∈ R. 2) (A, B) ∈ R.
2) R([S
⊥
3) R(B)
+ AN(B) is closed.
Proof: 1 ⇔ 2. 
