Abstract. The computational fluid dynamics solver Eilmer has proven useful to The University of Queensland's Centre for Hypersonics for its ability to simulate high-speed compressible flows. In Eilmer, turbulence is modelled using Wilcox's 2006 k-ω model. While the turbulence model implementation has been validated for two-dimensional and axisymmetric flows, validation is required for three-dimensional flows. The present paper describes the progress of the validation of the k-ω turbulence model for two three-dimensional test cases. A case featuring Mach 4.5 air flow over a flat plate produced results that correlated with previous numerical results within 4%. A second case featuring the injection of Mach 1 air into a Mach 4 air cross-flow produced results indicating that the code successfully captured the main flow features.
Introduction
The University of Queensland's (UQ) Centre for Hypersonics is well-known for its scramjet experiments and research in hypersonic flows. The Centre for Hypersonics supports numerous highspeed flow facilities, and has found computational fluid dynamics (CFD) methods to be numerically advantageous in validating its experimental flows. The in-house CFD solver Eilmer, developed at UQ [1] has proven useful to the Centre of Hypersonics for its ability to simulate scramjet, turbine and hypersonic re-entry flows. This paper presents the progress made in validating Wilcox's 2006 k-ω turbulence model [2] for two 3D test cases within the Eilmer CFD solver. Eilmer is a time-accurate, explicit Reynolds Averaged Navier-Stokes (RANS) solver, and is able to implement the k-ω turbulence model for turbulent simulations. While the k-ω turbulence model has been well validated for 2D and axisymmetric flow schemes [3] , a validation of the model's ability to accurately simulate 3D flows would provide further evidence of the model's reliability. This will be achieved through validation of test cases that have three-dimensional, turbulent and supersonic flow-fields. The two cases used in the present study have been selected based on the reliability of the data produced by researchers using different CFD codes.
Flat Plate Test Case
Details of Flow Problem. The first case features the development of a turbulent boundary layer on a flat plate in a Mach 4.5 air flow. While the flow-field is nominally two-dimensional, this case still presents itself as a good introductory validation case. Experimental data from Mabey's 7402-series shock tunnel tests [4] , Van Driest [5] and numerical data from a 2D simulation of the flow-field are used for this validation exercise. Fig. 1 indicates the flow scheme for the test case. For the 2D simulation, the domain was specified by an x-z slice with length (x) 0.4m. The domain was extended into the third dimension (y) by 0.01m to capture flow along a strip of the plate. The flow conditions from the 2D case, including turbulence variables k and ω, were set as initial and inflow conditions (Table 1) for the 3D flat plate case to ensure valid and accurate flow reproduction. Fig. 2 ) was selected using a new coordinate system, shifting the flat plate to the top face. The wedged shape provided sufficient space for shock capture, while minimising domain size and computation time. The 2D geometry of 400mm × 160mm (with leading edge side raised 120mm) was altered to include the 3D extension of 10mm, and the grid of 128 × 96 cells was extended into 3D by 10 cells, resulting in a mesh with 122880 cells (Fig. 2) . The top face of the domain was set as an adiabatic wall to replicate the flat plate surface, the west and bottom faces set as supersonic inflow, the east face as supersonic outflow, and the north and south boundaries as symmetry planes. Cells were clustered towards the plate's surface and leading edge using sufficient Roberts [6] distribution to ensure a dimensionless wall distance z + of less than 1 in regions of turbulent boundary layer development. Eilmer Simulation Results. The flow was simulated to steady-state conditions, as determined by the reduction of residuals. Grid independence was assumed to be preserved through the use of the same grid resolution as the 2D case. The flow generated an oblique shock at the flat plate leading edge, allowing for a turbulent boundary layer to form and grow thicker over the length of the plate, characteristic of this type of test case. Data from each X-Z row of cells was compared to investigate the effect of the 3D extension. Skin friction coefficient (c f ) was measured over the flat plate surface, while temperature, Mach number, pitot pressure and velocity were measured perpendicular to the flat plate at the location of Mabey's experimental measurements (x = 0.368m). Deviation between the slices depended on the cell position, with the largest deviation occurring in c f (of the order 10 -4 ) at boundary layer transition (x ≈ 0.01 -0.02m). Mabey's experimental profiles were found to match in the far-field, but not at the boundary layer (see Fig. 3 ), indicating boundary layer transition occurred late in the Eilmer simulation. An avenue of future work includes investigating this delay in boundary layer transition, and comparing data which better matches Mabey's experimental profiles. CFD validation was performed through a comparison of the 2D and 3D results. Mach number, temperature, pitot pressure and velocity values at x = 0.368m featured zero deviation in the far-field, but grew to 3%, 2%, 4% and 3% respectively within the boundary layer and near the plate. Due to c f 's dependence on X-direction velocity and temperature, these deviations accumulated as a 4% error in c f , however are still within Van Driest's experimental error range (Fig. 4) . Eilmer3-cr0  Eilmer3-cr1  Eilmer3-cr2  Eilmer3-cr3  Eilmer3-cr4  Eilmer3-cr5  Eilmer3-cr6  Eilmer3-cr7  Eilmer3-cr8  Eilmer3- The extension of the flat plate into 3D also led to the development of Y-direction velocities of the order of 10 -9 m/s in the far-field, which were not present in the 2D simulation, however peak at 10 -3 m/s close to the flat plate and oscillate between positive and negative values further from the leading edge. While these components weren't expected due to flow symmetry, they are within the range of numerical error, as they account for less than 0.01% of the net velocity.
Injector Test Case
Details of Flow Problem. The second case features a Mach 4 air flow over a flat plate with perpendicular Mach 1 air injector, based on the geometry used by Viti et. al. [7, 8] in their numerical simulations of Wallis' experiments [9] . .5mm thick incoming boundary layer, and an upstream length of 76.2mm, allowing the boundary layer to further develop before interacting with the injector flow. Flow, turbulence and jet conditions were set using values specified by Viti et. al. [7] and are listed in Table 2 and 3 respectively. Velocity and density were calculated using ideal gas and Mach number relations. Computational Approach. The case was split into two sub-models to minimise simulation time.
The inflow boundary layer was generated using a 2D flat plate simulation, which consisted of a 1.6m × 0.1524m mesh of 512 × 152 cells, and represents an X-Z slice of the fluid above the flat plate. The south surface was set as an adiabatic wall and sufficiently clustered via Roberts [6] Applied Mechanics and Materials Vol. 846distribution to ensure a dimensionless wall distance z + of less than 1. The north and east surfaces were opened to allow the shock from the leading edge interaction to exit the domain. The 3D geometry comprised a 0.2769m × 0.1143m × 0.1524m block with a 4.12mm diameter (D) circular injector positioned 76.2mm from the leading edge (Fig. 6 ). The reduction in injector diameter corresponded to the implementation of a nozzle discharge coefficient of 0.78 [10] . This enabled the jet to be modelled as a step profile, simplifying the grid while accurately representing a fully developed injector flow. The domain was split into an 80 × 75 × 80 cell mesh, totalling 480000 cells, and featured sufficient cell clustering to achieve z + < 1 at the flat plate surface. The cells were strongly clustered in regions near the injector to resolve the flow features expected there. The south surface of the domain was set as a symmetry plane, reducing simulation time by modelling half of the injector. The western face accepted inflow data from the 2D `run-up', while the bottom surfaces were set as adiabatic walls to model the flat plate and allow viscous effects to further develop the turbulent boundary layer. The jet surface was set to supply supersonic inflow, while all other surfaces were set to supersonic outflow. Eilmer Simulation Results. The 2D `run-up' was tested for approximately three flow lengths. As expected, an oblique shock formed due to the leading edge interaction, as well as a turbulent boundary layer which increased in thickness over the length of the plate. Data from x = 1.6m was extrapolated for use as inflow for the 3D simulation, as it featured a boundary layer thickness of 16-17mm, matching the 16.5mm boundary layer thickness numerically predicted by Viti et. al. [7] . The 3D geometry was simulated for three flow lengths, and was observed to have approached steady-state. The sonic air injection into the supersonic cross-flow forms a series of characteristic shocks, including a barrel shock around the jet inflow, which terminates in a Mach disk due to the jet being under-expanded. A bow shock forms ahead of the injector, as the barrel shock acts as a blunt body obstruction and deflects the cross-flow. The bow shock causes separation of the turbulent boundary layer from the flat plate surface, upstream of the injector. A reflected shock originates from the base of the Mach disk and barrel shock (a `triple point'), and impinges on the flat plate surface. These phenomena are captured in the Eilmer simulation, and correspond well with the computational solutions obtained by Viti et. al. [7] (Fig. 7) and Schlieren imagery [9] . [7] 70
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The simulation also successfully captured the recirculation generated by the separation of the turbulent boundary layer ahead of the barrel shock, as well as the vortices formed by the interaction (Fig. 8) . While position and size prediction is excellent, the selected grid featured insufficient resolution to accurately replicate the features away from the flat plate surface, as indicated by the heavy aliasing in areas experiencing large Mach number gradients (see Fig. 7, 8 ). , where the c P spikes again before returning to freestream values. The differences in the troughs and peaks, and the sharp changes in c P upstream of the injector due to the large pressure gradients, however, reinforce that a finer grid is required in order to accurately resolve the flow features and match the results by Viti et. al. [8] . The PSP results were affected by significant uncertainties [7] , and as such, are not the focus of the validation. [7] The correlation between c P contours along the flat place surface with CFD results (Fig. 10) indicates how well the code predicts the general shape of the pressure gradients caused by the jet interaction with the cross-flow. Given a finer mesh, the c P contours are expected to match the results produced by Viti et. al. [7, 8] .
Conclusions and Recommendations
The validation of the k-ω turbulence model for 3D cases is important to ensure the results produced by the Eilmer CFD solver can be applied with confidence. While validation of a turbulence model requires the testing of numerous flow schemes, this paper provides a starting point for the task. The 3D flat plate test case predicted the expected shock interaction and reproduced the results from the original 2D case within less than 4% of the original flow properties. Comparison with Mabey's experimental data [4] suggested boundary layer transition was delayed in the Eilmer simulation. The deviations in temperature and velocity accumulated into a c f error of 4%, but within the experimental uncertainty of Van Driest's data [5] . The 3D injector case predicted the features of the injector-cross-flow interaction, including the characteristic shocks and general positions of pressure gradients and generated vortices, however accuracy was limited by the grid resolution. Recommendations for future work include simulation of more test cases, investigation of the boundary layer transition delay for the 3D flat plate, and refinement of the 3D injector grid. By increasing the cell count, aliasing effects in the injector cross-plane would be reduced, allowing for increased accuracy when predicting the injector-cross-flow interaction. In addition, the current results may be used as part of a grid convergence study for the flow scheme.
