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Abstract: Let S be an orientable surface of infinite genus with a finite number
of boundary components. In this work we consider the curve complex C(S), the
nonseparating curve complex N (S), and the Schmutz graph G(S) of S. When all
topological ends of S carry genus, we show that all elements in the automorphism
groups Aut(C(S)), Aut(N (S)), and Aut(G(S)) are geometric, i.e. these groups are
naturally isomorphic to the extended mapping class group MCG∗(S) of the infinite
surface S. Finally, we study rigidity phenomena within Aut(C(S)) and Aut(N (S)).
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1. Introduction
Let S be an orientable surface whose fundamental group is finitely
generated. The extended mapping class group MCG∗(S) acts on the
curve complex C(S) by simplicial automorphisms and hence we have a
well defined map ΨC(S) : MCG
∗(S) → Aut(C(S)). The following is a
foundational well-known result of Ivanov:
Theorem 1.1 ([Iva1]). If the genus of S is at least 2, then the map
ΨC(S) is an isomorphism.
Indeed, this result is used for example to determine the full group of
isometries of the Teichmu¨ller space Tg, g ≥ 2 with respect to both the
Teichmu¨ller and Weil–Peterson metrics [Roy], [MW], or to establish
the quasi-isometric rigidity of mapping class groups [BKMM].
The main purpose of this article is to extend results in the lines of
Theorem 1.1 to the realm of infinite (topological) type surfaces. A sur-
face is said to be of infinite topological type if its fundamental group is
not finitely generated. Recall that any orientable surface is completely
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determined, up to homeomorphism, by its genus g(S) ∈ N ∪ {∞}, num-
ber of boundary components and a nested pair of topological spaces
Ends∗(S) ⊂ Ends(S). Roughly speaking, Ends(S) is the space formed
by all the topological ends of S and Ends∗(S) is formed by those ends
that carry (infinite) genus. We will focus our attention on infinite genus
surfaces S without planar ends, for which the boundary ∂S has finitely
many connected components (possibly none). Sometimes will abbrevi-
ate this condition as Ends∗(S) = Ends(S). Our first result shows that
Ivanov’s theorem remains valid for a large class of infinite-type surfaces.
Theorem 1.2. Let S be an orientable infinite genus surface with finitely
many boundary components and without planar ends. Then the natural
map ΨC(S) : MCG
∗(S)→ Aut(C(S)) is an isomorphism.
As a matter of fact Ivanov made the following metaconjecture [Iva2]:
every object naturally associated to a surface S and having a sufficiently
rich structure has MCG∗(S) as its groups of automorphisms. Moreover,
this can be proved by a reduction to the theorem about the automorphisms
of C(S).
We check the first statement of this metaconjecture for the following
simplicial objects:
1. The nonseparating curve complex N (S). This is the abstract sim-
plicial subcomplex of C(S) formed by all nonseparating curves, that
is, all the (isotopy classes of) essential curves α such that S \ α is
connected. This was first introduced by Schmutz Schaller in [Sch].
2. The Schmutz graph G(S). Introduced by Schmutz Schaller in [Sch],
this is the simplicial graph whose vertex set is the same as the
vertex set of N (S), and two vertices span an edge whenever their
geometric intersection number is 1. It is also known as a modified
complex of nonseparating curves (see [FM]), for it can be thought
as a 1-dimensional simplicial complex.
More precisely:
Theorem 1.3. Let S be an orientable infinite genus surface with finitely
many boundary components and without planar ends. Then the natu-
ral map ΨX : MCG
∗(S) → Aut(X) is an isomorphism for X = N (S)
or G(S).
Recall that this result is valid when S is a finite type topological
surface, see [Sch] and [Irm] for details. However, it is important to
stress that, contrary to the finite topological case, our proof of this result
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does not fall back on Theorem 1.2, that is, we do not achieve it by a
reduction to an analog of Ivanov’s theorem. On the other hand, though
the techniques that we use to prove both Theorem 1.2 and 1.3 rely heavily
on the hypothesis that S has no planar ends, we suspect that these results
remain valid for surfaces with arbitrarily many planar ends.
In addition to the study of the action of MCG∗(S) on abstract simpli-
cial complexes, we study rigidity phenomena within the curve complex
and the nonseparating curve complex.
Theorem 1.4. Let S1 and S2 be orientable infinite genus surfaces with
finitely many boundary components and without planar ends. If C(S1)
and C(S2) are isomorphic, then S1 is homeomorphic to S2.
As we will see in Subsection 4.2 this result is not valid if we allow
the infinite genus surface S to have planar ends. In Subsection 4.2 we
will also see that the tools used in the proof of this theorem work for
nonseparating curves. Hence, we have the following:
Corollary 1.5. Let S1 and S2 be orientable infinite genus surfaces with
finitely many boundary components, without planar ends and φ :N (S1)→
N (S2) an isomorphism. Then S1 is homeomorphic to S2.
Reader’s guide. We address first the classification of all orientable sur-
faces and we define the simplicial complexes and the mapping class group
studied in this text in the context of infinite-type surfaces in Section 2.
We introduce in Section 3 the adjacency graph of a pants decomposition
and show (Theorem 3.3) how this graph captures the topology of any
infinite genus surface S without planar ends. The main results of this
paper are proven in Section 4. More precisely:
1. The injectivity of the natural map ΨC(S) is proven in Subsec-
tion 4.1. When S is of finite type this fact follows from Alexan-
der’s method. The key argument is to show that, up to taking
a finite power, every mapping class fixing every element in C(S)
fixes an embedded graph defined by a filling multicurve. Since the
“up to taking a finite power” part of the argument does not work
for infinite-type surfaces, we get around by introducing a variant
of Alexander’s method adapted to a suitable exhaustion of S by
compact subsurfaces.
2. Rigidity results, namely Theorem 1.4 and Corollary 1.5, are proven
in Subsection 4.2. The key ingredient in this case is to capture the
topology of the infinite-type surface using pants decompositions
(Theorem 3.3).
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3. Ivanov’s original proof of ΨC(S)’s surjectivity heavily relies on the
fact that S has finite topological type, specially on the so called
chain-connectedness property of the arc complex B(S) (see Lem-
ma 2 and its proof in [Iva1] for details). In Subsection 4.3 we get
around these difficulties using the following strategy. First, follow-
ing ideas of Schmutz Schaller [Sch], we prove that Aut(G(S)) and
Aut(N (S)) are isomorphic (Theorem 4.8). Here the techniques
are identical to the finite topological type case. Then we prove
that the natural map ΨG(S) : MCG
∗(S) → Aut(G(S)) is surjec-
tive (Theorem 4.9). The key ingredient is to use Dehn–Thurston
coordinates adapted to infinite-type surfaces without planar ends.
We complete the proof of Theorem 1.2 using the surjectivity of
ΨG(S) and Lemma 4.10. Finally, we use the techniques introduced
in the proof of Lemma 4.10 and Theorem 4.8 to finish the proof of
Theorem 1.3.
At the end in Section 5 we show that, contrary to the compact case,
rigidity results like Theorem 1.4 and Corollary 1.5 cannot be extended
to injective simplicial maps when S is an infinite genus surface.
We refer the reader to [FK], [FN], and [Fuj] for previous work on
groups formed by mapping classes of infinite-type surfaces. We want
to stress, however, that the cited authors focus their work on several
subgroups of what we here call the mapping class group (e.g. those with
asymptotic qualities for a specific surface or quasiconformal automor-
phisms of a Riemann surface) and on their action on the Teichmu¨ller
space. On the other hand, the ray graph1 (which is an analog of the
complex of curves) of the infinite surface obtained by removing the Can-
tor set from the plane, and the action of the corresponding mapping class
group on this graph, have been studied recently by J. Bavard, see [Bav].
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2. Preliminaries
2.1. Topological invariants for infinite-type surfaces. Let X be
a locally compact, locally connected, connected Hausdorff space.
Definition 2.1 ([Fre]). Let U1 ⊇ U2 ⊇ · · · be an infinite sequence
of non-empty connected open subsets of X such that for each i ∈ N
the boundary ∂Ui is compact and ∩i∈NUi = ∅. Two such sequences
U1 ⊇ U2 ⊇ · · · and U ′1 ⊇ U ′2 ⊇ · · · are said to be equivalent if for every
i ∈ N there exist j, k such that Ui ⊇ U ′j and U ′i ⊇ Uk. The corresponding
equivalence class is called a topological end of X.
The set of ends Ends(X) of X can be endowed with a topology in
the following way. For any set U in X whose boundary is compact, we
define U∗ to be the set of all ends [U1 ⊇ U2 ⊇ · · · ] for which there is a
representative such that Un ⊂ U for n sufficiently large. With respect to
this topology, Ends(X) is a compact, closed, totally disconnected space
without interior points (see for example [Ray, Theorem 1.5]).
Henceforth, unless is stated otherwise, all surfaces under considera-
tion are orientable. The genus of a surface is the maximum of the genera
of its compact subsurfaces. A surface is said to be planar if all of its
compact subsurfaces are of genus zero. We define Ends∗(S) ⊂ Ends(S)
as the set of all ends which are not planar. As stated in the following
theorem, any orientable surface is determined, up to homeomorphism,
by its genus, boundary and space of ends. Henceforth all surfaces in this
text are connected.
Theorem 2.2. Let S and S′ be two orientable surfaces of the same
genus. Then S and S′ are homeomorphic if and only if they have the
same number of boundary components, and Ends∗(S) ⊂ Ends(S) and
Ends∗(S′) ⊂ Ends(S′) are homeomorphic as nested topological spaces.
The proof of this theorem for the case when S and S′ have no bound-
ary can be found in [Ric]. The case for surfaces with boundary was
proven in [PM].
2.2. Complexes and graphs of curves. There are several curve com-
plexes that one can associate to a surface of finite genus with finitely
many boundary components and punctures. In this section we extend
the definitions of these complexes to noncompact surfaces of infinite
topological type and explore some of their basic properties.
Abusing language and notation, we will call curve, a topological em-
bedding S1 ↪→ S, the isotopy class of this embedding and its image on S.
A curve is said to be essential if it is neither homotopic to a point nor
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to a boundary component or to the boundary of a neighborhood of a
puncture. Hereafter all curves are considered essential unless otherwise
stated. Two curves are disjoint if they are distinct and their geomet-
ric intersection number is 0. Recall that if α and β are two isotopy
classes of curves in S, their geometric intersection number is defined as
i(a, b) = min{|a ∩ b| : a ∈ α, b ∈ β}.
Definition 2.3 (Multicurves). A multicurve is either a set of just one
curve, or a pairwise disjoint and locally finite set of curves of S. We
allow multicurves to consist of an infinite set of curves. If M is a mul-
ticurve of S, the surface obtained by cutting S along pairwise disjoint
representatives of the elements of M will be denoted by SM .
Infinite countable multicurves arise in surfaces with infinitely gener-
ated fundamental group. Take for example the Loch Ness Monster, that
is, a surface with infinite genus and one end. If S is a compact surface
of genus g with n boundary components, the complexity of S, denoted
by κ(S), is equal to 3g − 3 + n. This is the cardinality of a maximal
multicurve in S.
Definition 2.4 (The Curve complex). The Curve complex of S, C(S),
is the abstract simplicial complex whose vertices are the isotopy classes
of essential curves in S, and whose simplices are multicurves of finite
cardinality. We denote the set of vertices of C(S) by V(C(S)).
Remark 2.5. We want to stress that C(S) is an abstract simplicial com-
plex. Moreover, this simplicial complex is flag, that is, every complete
subgraph on r + 1 vertices contained in the 1-skeleton is the 1-skele-
ton of an r-simplex. This property has two important consequences:
first, a flag complex is completely determined by its 1-skeleton and sec-
ond, Aut(C(S)), the group of simplicial automorphisms of C(S), and
Aut(C1(S)), the group of automorphism of C1(S), the 1-skeleton of C(S),
are isomorphic. For these reasons we will restrict our study of C(S)
to C1(S). We refer the reader to [Koz] and [AS] for details on abstract
and flag complexes.
Recall that an essential curve is said to be separating if the surface
obtained by cutting S along its image is disconnected. It is said to be
nonseparating otherwise.
Definition 2.6 (The nonseparating curve complex). The nonseparating
curve complex of S, N (S), is the subcomplex of C(S) whose vertices are
the isotopy classes of essential nonseparating curves in S. We denote the
set of vertices of N (S) by V(N (S)).
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Definition 2.7 (The Schmutz graph). The Schmutz graph of S, G(S),
is the simplicial graph whose vertices are the isotopy classes of essential
nonseparating curves in S, and two vertices span an edge if the geometric
intersection number of the corresponding isotopy classes of curves is 1.
Proposition 2.8. Let S be a surface of infinite genus. Then C(S),
N (S), and G(S) are connected. In particular C1(S) and N 1(S) have
diameter two while G(S) has diameter at most four.
Proof: Given any two distinct curves α and β (either in V(C(S)) or
in V(N (S))), we can always find a compact (finite genus) subsurface S′
such that contains α and β. Hence we can take an essential nonseparating
curve γ on S contained in S \S′ and not isotopic to α and β. Therefore
C1(S) and N 1(S) are connected, diam(C1(S)) = diam(N 1(S)) = 2.
If α and β are two distinct nonseparating curves, as in the paragraph
above, we can always find a curve γ such that i(α, γ) = i(γ, β) = 0;
then we can always find curves δ1 and δ2 such that i(α, δ1) = i(δ1, γ) =
i(γ, δ2) = i(δ2, β) = 1. Hence G(S) is connected, diam(G(S)) ≤ 4.
Remark 2.9. Two as diameter for C1(S) and N 1(S) is optimal, but four
as diameter for G(S) is not necessarily optimal.
2.3. Mapping class groups. Through this article, we will be working
with the mapping class group of a surface S. When S is compact, this
group has different (equivalent) definitions, see for example [FM, §2.1].
In this paper we will be working with the following definition.
Definition 2.10 (Mapping class group). Let S be a surface. We denote
by Homeo+(S, ∂S) the group of orientation-preserving homeomorphisms
of S that restrict to the identity on the boundary, and by Homeo(S) the
group of all homeomorphisms of S. The mapping class group of S is the
group Homeo+(S)/∼, where ∼ represents the isotopy relation relative to
the boundary. We denote it by MCG(S). The extended mapping class
group of S is the group MCG∗(S) := Homeo(S)/∼, where ∼ represents
the isotopy relation but in this case isotopies are not relative to the
boundary.
The group MCG∗(S) is incredibly big. As evidence for this we have
the following lemma and corollaries.
Lemma 2.11. Let S be a surface, of either infinite or finite type, and
F a subsurface of S such that S\F has genus at least 1 and the boundary
components of F are either boundary components of S or essential curves
of S. Then there exists a subgroup of MCG∗(S) isomorphic to MCG(F ),
with infinite index in MCG∗(S).
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Proof: The subgroup of MCG∗(S) formed by those orientation-preserv-
ing elements [h] ∈ MCG∗(S) that have a representative h with support
on F , is isomorphic to MCG(F ). This subgroup will have index greater
or equal to the number of different elements in MCG∗(S) that have its
support in the interior of the complement of F , thus it will have infinite
index.
Corollary 2.12. Let S be an infinite genus surface and Sg,n be a com-
pact surface of genus g and n boundary components. Then the homo-
morphism MCG∗(Sg,n)→ MCG∗(S) induced by the inclusion Sg,n ↪→ S
is injective.
Corollary 2.13. Let S be an infinite genus surface and {(gi, ni)}i∈N ⊂
(N × Z+) \ {(0, 1)} a sequence. Then MCG∗(S) contains a subgroup
isomorphic to
∏
i∈N MCG(Sgi,ni).
3. Ends of adjacency graphs and surfaces
In this section we prove that, under the hypotheses Ends(S)=Ends∗(S),
one can determine topologically Ends(S) using the adjacency graph of a
pants decomposition of S.
Recall that a genus 0 surface with three boundary components is
usually called a pair of pants or simply pants.
Definition 3.1 (Pants decomposition and the adjacency graph). A
pants decomposition is a maximal multicurve P , with respect to set-in-
clusion. We say α, β ∈ P are adjacent with respect to P if they bound
the same pair of pants in SP = S \P . The adjacency graph of P , A(P ),
is the simplicial graph whose vertex set is P and two vertices span an
edge if and only if they are adjacent with respect to P . We say two
nonseparating curves form a peripheral pair if they bound, along with a
boundary component of S, a pair of pants.
Remark that according to our definition curves forming the boundary
of S do not form part of the pants decomposition P for they are not
essential. Since a pants decomposition is a multicurve, then it is a locally
finite set.
If P is a pants decomposition, SP is the disjoint union of surfaces
homeomorphic to a pair of pants, for otherwise we contradict maximal-
ity. We remark that while A(P ) can be realized abstractly as a graph
in C1(S), it is not an induced subgraph.
Remark 3.2. A separating curve α is said to be an outer separating curve
if by cutting S along α one of the resulting connected components is a
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pair of pants. A nonouter separating curve is a separating curve which is
not an outer separating curve. It can be easily checked that the only cut
points of an adjacency graph A(P ) correspond to nonouter separating
curves, and nonouter separating curves always correspond to cut points
of any adjacency graph in which they are vertices. Also, we can easily
check the vertices corresponding to outer separating curves always have
degree less than or equal to two.
Theorem 3.3. Let S be an orientable infinite genus surface without
planar ends and P be a pants decomposition of S. Then Ends(A(P )) is
homeomorphic to Ends(S).
Proof: Let P be a fixed hyperbolic structure on a pair of pants such that
the length of every boundary component is equal to some fixed constant.
Let ∂P = {Cj}3j=1, choose xj ∈ Cj on each boundary component of P
and denote by γij a geodesic arc in P joining xi to xj . We define a con-
venient hyperbolic structure on S as follows. Let {Pi}i∈N be countably
many copies of P and SP = unionsqi∈NPi be the disjoint union of pants defined
by removing P from S. For each i ∈ N, let σi be a bijection between
∂Pi := {Cij}3j=1 and ∂Pi := {Cij}3j=1. If the pairs of pants Pl and Pj
share a boundary component Clj = C
j
j′ in S then we glue Pl and Pj using
an isometry ι : σl(C
l
j)→ σj(Cjj′) that sends the chosen point xj ∈ σl(Clj)
to the chosen point xj′ ∈ σj(Cjj′) and performs no twist on the geodesic
arcs γji and γj′i in σl(C
l
j) and σj(C
j
j′) having xj and xj′ as extremities.
Let Σ be S armed with the resulting hyperbolic structure. Remark
that, since all Pi are isometric to the same hyperbolic pair of pants, in Σ
the distance between the geodesics corresponding to adjacent curves,
with respect to P , are uniformly upper- and lower-bounded, and the
lengths of the geodesics corresponding to curves in P are also upper-
and lower- bounded. In Figure 1 we illustrate how to induce a quasi-
dense quasi-isometric embedding from A(P ) to Σ, which implies that
Ends(A(P )) is homeomorphic to Ends(Σ). In this figure the points de-
picted on the boundary correspond to the points xj ∈ Cj and the arcs
are the geodesic arcs γij chosen at the beggining of this proof. In other
words, the points xj and geodesic arcs γij are the image under the em-
bedding of vertices and edges of A(P ). Since Σ is homeomorphic to S,
we have that Ends(S) is homeomorphic to Ends(Σ), which gives us the
desired result.
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Figure 1. A natural embedding of A(P ) into S.
Remark 3.4. Figure 1 also illustrates how to define a homeomorphism
between Ends(A(P )) and Ends(Σ), giving another way to prove the pre-
ceding result. On the other hand, we can think of punctures on a surface
as planar ends, and hence the preceding result is not true if we allow the
surface S to have them.
4. Proof of main results
4.1. Injectivity. In this section we prove the injectivity of the natural
map ΨC(S):
Lemma 4.1. Let S be an orientable infinite genus surface such that
without planar ends. The natural map
(1) ΨC(S) : MCG
∗(S)→ Aut(C(S))
is injective.
The proof of this result will rely on the following lemma and a variant
of the Alexander method (see [FM, §2.3] for details on this method).
Lemma 4.2. Let S be an infinite genus surface possibly with mark-
ed points and possibly a finite number of boundary components. Let
γ1, . . . , γn be a collection of simple closed curves and simple proper arcs
in S satisfying the following three properties:
1. The γi are in pairwise minimal position. That is, for i 6= j, the
(geometric) intersection of γi with γj is minimal within their ho-
motopy classes.
2. The γi are pairwise nonisotopic.
3. For distinct i, j, k, at least one of γi ∩ γj, γi ∩ γk, or γj ∩ γk is
empty.
If γ′1, . . . , γ
′
n is another such collection so that γi is isotopic to γ
′
i for
each i, then there is an isotopy of S that takes γ′i to γi for all i simulta-
neously, and hence takes ∪γi to ∪γ′i.
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A collection of curves γ1, . . . , γn satisfying items 1–3 in the preceding
lemma will be called an Alexander system in S. The proof of this lemma
is exactly the same as the proof of Lemma 2.9 in [FM].
Proof of Lemma 4.1: Let h : S → S be an homeomorphism such that
h(α) is isotopic to α for all α ∈ V(C(S)). For every infinite genus sur-
face such that Ends(S) = Ends∗(S) we can find a family of compact
subsurfaces {Ki}i∈N such that:
• S = ∪i∈NKi.
• Ki ⊂ Kj if i < j.
• Ki has genus at least 3 for all i ∈ N.
• Kj \ Ki admits at least one curve nonisotopic to any boundary
curve of Kj for i < j.
• Every boundary component of Ki that is not a boundary compo-
nent of S is an essential separating curve of S.
For each i ∈ N let us write ∂Ki for the boundary of Ki, ∂SKi for all
curves in ∂Ki that are part of the boundary of S, and ∂iKi for ∂Ki\∂SKi.
Given such a family {Ki}i∈N of compact subsurfaces we can find {Γi}i∈N
a collection of finite subsets of V(C(S)) such that:
• Every boundary component of Ki that is not a boundary compo-
nent of S is in Γj for i < j and is disjoint from every other curve
in ∪i∈NΓi.
• Γ0 fills K0 and Γj \ Γj−1 fills Kj \Kj−1 for all j > 0. In addition
Γi ⊂ Γj for i < j.
• If we cut Kj \Ki along Γj \Γi, then we obtain either discs or annuli
with one boundary component in ∂Kk, for i < j and some k with
i ≤ k ≤ j.
• For all γ ∈ Γj \Γi and γ′ ∈ Γi, we have that i(γ, γ′) = 0. Moreover,
if we define for each i ∈ N
(2) Γ′i = Γi ∪ ∂iKi,
then, for all γ ∈ Γj \ Γ′i and γ′ ∈ Γ′i, we have i(γ, γ′) = 0.
• Γi, Γ′i and Γ′i+1 \ Γ′i are Alexander systems in S, for all i ∈ N.
Figure 2 shows an example of the family {Ki}i∈N and its corresponding
collection of nonseparating curves {Γj}j∈N.
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K0
K1
Figure 2. Example for K0,K1, . . . and Γ0,Γ1, . . . .
Lemma 4.3. There exist a family of homotopies Hi : S×[0, 1]→ S such
that:
1. Hi
∣∣
S×{0} is the identity for i ∈ N.
2. Hi
∣∣
Ki×{1} = h
∣∣
Ki
for i ∈ N.
3. Hi
∣∣
Ki×[0,1] = Hj
∣∣
Ki×[0,1] for i < j.
The proof of this lemma is rather technical, the main difficulty being
to prove that Hi
∣∣
Ki×[0,1] = Hj
∣∣
Ki×[0,1] for i < j. We leave it for later.
We will use the lemma to finish the proof of Lemma 4.1.
For every x ∈ S there exists i ∈ N such that x ∈ Ki and x /∈ ∂iKi.
DefineH : S×[0, 1]→ S asH(x, t) = Hi(x, t). From item 3 in Lemma 4.2
we deduce that H is well-defined. The function H is clearly continuous,
H
∣∣
S×{0} is the identity and H
∣∣
S×{1} = h. Thus H is an homotopy from
the identity to h. This, modulo the proof of Lemma 4.3, finishes the
proof of Lemma 4.1.
Proof of Lemma 4.3: The idea of the proof is a variant of the Alexander
method (see [FM, §2.3] for details on this method). Roughly speaking,
the most important aspect of this proof (and variant with respect to
the finite type method) is that the sequence of homotopies {Hi}i∈N is
synchronized, allowing the final homotopy to be defined. By hypothesis,
for every γ ∈ C(S), the curves γ and h(γ) are isotopic.
We use an inductive construction for the isotopies, using i = 0 as
a base case and then showing how to construct Hi+1 having already
constructed Hi.
By Lemma 4.2 there exists an isotopy H˜0 : S× [0, 1]→ S, that takes γ
to h(γ) for all γ ∈ Γ′0 simultaneously. Let us define f0 := H˜0
∣∣
S×{1} and
g0 := h
−1 ◦ f0. Remark that:
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• Due to H˜0, f0 is isotopic to the identity in S, and so g0 is isotopic
to h−1 in S.
• g0 fixes all the curves in Γ′0.
• g0 is an homeomorphism such that g0(K0) = K0.
We claim that h has to be orientation-preserving. To see this remark
first that since h fixes every isotopy class of essential curve in S, up
to composing h with an isotopy, we can find an embedded subsurface
(with boundary) S′ ↪→ S of genus bigger than 3 such h∣∣
S′ : S
′ → S′ is
a homeomorphism that fixes the isotopy class of every essential curve
in S′. If h reverses orientation, so does h
∣∣
S′ for S is connected. But this
is impossible since, any homeomorphism of a finite type surface, which is
not a sphere with at most three holes, that preserves the isotopy class of
every essential curve must be orientation preserving, see Proposition 2.6
in [McP]. This implies that g0 sends each connected component in S\Γ′0
to itself. This fact follows from the argument explained in the second
paragraph of the proof of Proposition 2.8, p. 62–63, in [FM]. We omit
it to shorten the proof.
By hypotheses Γ0 fills K0 and Γj \ Γj−1 fills Kj \Kj−1 for all j > 1.
Hence:
(3) S \ Γ′i =
(
ni⊔
k=1
Ak
)
unionsq
(
mi⊔
k=1
Dk
)
unionsq Si,
where each Dk is homeomorphic to a disc, each Ak is homeomorphic to
an annulus and Si = S \Ki is an infinite genus surface. Furthermore:
1. The boundary of each disc Dk is formed by segments contained
in Γi.
2. The boundary of each annulus Ak is contained in Γ
′
i.
From Alexander’s lemma (see [FM, Lemma 2.1, p. 47]) we deduce that
g0 restricted to Dk is isotopic to Id
∣∣
Dk
. The restriction of g0 to Ak is also
isotopic to the identity for else this restriction (and thus a restriction of
h−1) will be a non-trivial Dehn twist and we could then find a curve
γ ∈ C(S) intersecting the interior of Ak which is not fixed by h−1. From
these facts we conclude that g0 is isotopic to the identity in K0 rel ∂K0.
Hence we can define a global isotopy L0 : S × [0, 1]→ S such that:
• L0
∣∣
K0×{0} = g0
∣∣
K0
.
• L0
∣∣
K0×{1} is the identity in K0.
• L0
∣∣
(S\K0)×[0,1] is the identity in S \K0.
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This implies that h ◦ L0 is a global isotopy that restricts on K0 to an
isotopy from f0 to h. The (homotopy) composition of H˜0 with h ◦ L0
defines the isotopy H0 that satisfies the conditions of Lemma 4.3.
Now, let Hi be an isotopy satisfying the conditions of Lemma 4.3. To
construct Hi+1 we first recall that:
• ∂Ki = Γ′i \ Γi is a set of separating curves.
• Γ′i ⊂ Γ′i+1.
• Γ′i and Γ′i+1 \ Γ′i are Alexander systems.
Using these facts and Lemma 4.2, we obtain a global isotopy H˜i+1 that
takes γ to h(γ) for all γ ∈ Γ′i+1 and satisfies:
(4) H˜j
∣∣
Γ′i×[0,1]
= H˜i+1
∣∣
Γ′i×[0,1]
, for j < i+ 1.
Let fi+1 := H˜i+1
∣∣
S×{1} and gi+1 := h
−1 ◦ fi+1. Due to the same ar-
guments as with g0, there exists a global isotopy h ◦ Li+1 that restricts
on Ki+1 to an isotopy from fi+1 to h. Moreover, since all the discs and
annuli that appear in S \ Γ′i also appear in (and are disjoint from) the
discs and annuli in S \Γ′i+1, we can have that h◦Li(x, t) = h◦Li+1(x, t)
for x ∈ Ki and t ∈ [0, 1]. Thus the (homotopy) composition of H˜i+1
and h ◦ Li+1 defines the isotopy Hi+1 that satisfies all the conditions of
Lemma 4.3.
4.2. Rigidity. In this section we give the proof of Theorem 1.4 and
Corollary 1.5. This requires some auxiliary facts and lemmas, that we
state and prove in the following paragraphs.
Through this section S1 and S2 will denote (connected, orientable)
infinite genus surfaces with a finite number of boundary components
and φ : C(S1) → C(S2) a simplicial isomorphism. We remark that the
image via φ of any pants decomposition of S1 is a pants decomposition
of S2. Moreover, if P is a pants decomposition of S1, then α, β ∈ P
are adjacent with respect to P if and only if φ(α) and φ(β) are adjacent
with respect to φ(P ). The sufficiency of this statement can be found
in [Sha] and the necessity follows from the fact that we are dealing
with an isomorphism of the curve complex. Therefore φ : C(S1)→ C(S2)
induces a map
(5) ϕ : A(P )→ A(φ(P ))
as follows: α 7→ ϕ(α) := φ(α). Moreover, ϕ is an isomorphism. For this
reason cut points of A(P ) go to cut points under φ and this isomorphism
sends:
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1. Nonouter separating curves to nonouter separating curves.
2. Nonseparating curves to nonseparating curves.
3. Outer separating curves to outer separating curves.
The proof of items 1 and 2 can be found in [Sha], whereas item 3 follows
from 1, 2, and the fact that φ is an isomorphism. The following lemmas
can be deduced from the work of Irmak (see [Irm]), but since we use
them several times later, we present elementary and simple proofs.
Lemma 4.4. Let S1 and S2 be infinite genus surfaces and let φ : C(S1)→
C(S2) be an isomorphism. If X ⊂ C(S1) bounds a pair of pants on S1,
then its image φ(X ) bounds a pair of pants in S2.
Proof: Recall that a subset X ⊂ C(S1) bounds a pair of pants on S1 if
S1 \ X = S′1 unionsq P, where P is a pair of pants and X = ∂P. We divide
the proof according to the cardinality of X . Remark first that X has
cardinality at least 2 since S1 is orientable.
Suppose now that X = {α, β} and let P be a pants decomposition
of S1 containing both curves. In this situation we can suppose without
loss of generality that {α, β} are contained in a surface homeomorphic
to S1,1 and the degree of α as a vertex of A(P ) is equal to one. This
situation is depicted on the left-hand side of Figure 3. In particular α
is nonseparating. Then φ(α) is a nonseparating curve adjacent to φ(β)
and whose degree as vertex of A(φ(P )) is 1. The only possibility is that
{φ(α), φ(β)} bound a pair of pants as in the left-hand side of Figure 3
as well.
α
β
α
β
Figure 3. The two options for deg(α) = 1.
The last case to consider is X = {α, β, γ}. Since it is impossible to
bound a pair of pants using two separating curves and one nonseparating
curve we only have the following subcases according to the number of
separating curves:
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1. Three separating curves. In this case, φ(α), φ(β), and φ(γ) are
three different separating curves, since separating curves go to sep-
arating curves as mentioned before. If these curves did not bound
a pair of pants on S2 we would have, as in Figure 4, a pair of pants
bounded by φ(α) and φ(β) but not bounded by φ(γ), another pair
of pants bounded by φ(β) and φ(γ) but not bounded by φ(α) and
another pair of pants bounded by φ(γ) and φ(α) but not bounded
by φ(β). But then none of these curves would be separating, lead-
ing us to a contradiction. Hence, φ(α), φ(β), and φ(γ) bound a
pair of pants on S2.
2. One separating curve. Let α and γ be nonseparating curves and
let β be a separating curve. Then φ(α) and φ(γ) are nonsepa-
rating curves and φ(β) is a separating curve, given the properties
of φ mentioned before. If these curves did not bound a pair of
pants on S2, then we would have a pair of pants bounded by φ(α)
and φ(β) but not bounded by φ(γ), and another pair of pants
bounded by φ(β) and φ(γ) but not bounded by φ(α); but since φ(β)
is a separating curve there cannot exist a pair of pants bounded
by both φ(α) and φ(γ), given that they are on different connected
components of S2 \{φ(β)}, which leads us to a contradiction (φ(α)
and φ(γ) must be adjacent in A(φ(P )). Then φ(α), φ(β), and φ(γ)
bound a pair of pants on S2.
3. Three nonseparating curves. Given that α, β, and γ are nonsep-
arating curves, we can always find a pants decomposition P such
that all their neighbours in A(P ) are nonseparating, α and β have
degree three in A(P ), γ has degree four in A(P ), and α and γ only
have one common neighbour β in A(P ). For an example consider
Figure 5. Then, φ(α) and φ(β) have degree three, φ(γ) has degree
four, and all their neighbours in φ(P ) are nonseparating. If φ(α),
φ(β), and φ(γ) do not bound a pair of pants on S2 then there exist
a pair of pants bounded by φ(α), φ(β), and δ1 6= φ(γ), another
pair of pants bounded by φ(β), φ(γ), and δ2 6= φ(α), and another
pair of pants bounded by φ(α), φ(γ), and δ3 6= φ(β). Since φ(β)
is the only common neighbour of φ(α) and φ(γ), then δ3 is not an
essential curve, which means it is isotopic to a boundary compo-
nent; but this leads us to a contradiction, since φ(γ) would then
have degree at most 3.
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φ(γ)
φ(α) φ(β)
δ3 δ2
δ1
Figure 4. If φ(α), φ(β) and φ(γ) do not bound a pair
of pants.
α γβ
Figure 5. Three nonseparating curves bounding a pair
of pants.
Remark 4.5. If P is a pants decomposition and α ∈ P is a nonseparating
curve of degree 2 in A(P ) such that its neighbours are also nonseparating
curves, then α forms part of two peripheral pairs, namely one with each
neighbour (otherwise either of its neighbours or α itself would become
separating).
Lemma 4.6. Let S1 and S2 be infinite genus surfaces and let φ : C(S1)→
C(S2) be an isomorphism. If α and β form a peripheral pair, then their
images form a peripheral pair. In particular, S1 and S2 have the same
number of boundary components.
Proof: If S1 admits at least 2 peripheral pairs such that their curves
are pairwise disjoint as in Figure 6, then we can always find a pants
decomposition P of S1 such that, in A(P ), all the neighbours of β are
nonseparating, deg(α) = 3 and deg(β) = 2. Then all the neighbours
of φ(β) are nonseparating, and φ(β) has degree 2, hence it has to form
a peripheral pair with φ(α) by the previous remark.
If for any two peripheral pairs in S1 at least one curve of each pair
intersect each other, we can always find a pants decomposition P of S1
such that, in A(P ), all the neighbours of α and β are nonseparating,
deg(α) = deg(β) = 3, and there is only one pair of pants in S1 \ P that
is bounded by α and β at the same time, namely the one formed by α
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and β being a peripheral pair. Then φ(P ) is a pants decomposition with
all the neighbours of φ(α) and φ(β) being nonseparating, deg(φ(α)) =
deg(φ(β)) = 3 and there exists a pair of pants in S2 bounded by φ(α),
φ(β), and δ. We now prove, by contradiction, that δ is not an essential
curve. If δ were an essential curve different from φ(α) and φ(β), due
to Lemma 4.4 applied to φ−1 there would exist a pair of pants induced
by P in S1 that is bounded by α, β, and φ
−1(δ), which is not possible.
So δ cannot be an essential curve different to both φ(α) and φ(β). If
δ = φ(α) or δ = φ(β), then either φ(β) or φ(α), respectively, becomes
separating, which is not possible since α and β are nonseparating. Then
δ is not essential, which implies it is isotopic to a boundary component
and so φ(α) and φ(β) form a peripheral pair.
This result implies that S2 has at least as many boundary components
as S1, and applying the same result to φ
−1 we get that they have the same
number of boundary components, even if this number is infinite.
β
α
Figure 6. Example of a convenient pants decomposition.
Now that we have proved these auxiliary lemmas, we are ready to
prove that any isomorphism between C(S1) and C(S2) implies that S1 is
homeomorphic to S2 (Theorem 1.4), and that the same can be said about
isomorphisms between N (S1) and N (S2) (Corollary 1.5).
Proof of Theorem 1.4: Let S1 and S2 be orientable infinite genus sur-
faces with finitely many boundary components and without planar ends.
We suppose that C(S1) and C(S2) are isomorphic. Let us show that S1
and S2 are homeomorphic. Let P be a pants decomposition of S1. From
the fact that (5) is an isomorphism and from Theorem 3.3, we have
Ends(S1) ∼= Ends(A(P )) ∼= Ends(A(φ(P ))) ∼= Ends(S2). From the sur-
face classification theorem for infinite surfaces by Richards [Ric] and
Prishlyak and Mischenko [PM], it is sufficient to prove that S1 and S2
have the same number of boundary components to guarantee that they
are homeomorphic. But this is guaranteed by Lemma 4.6.
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Remark 4.7. Theorem 1.4 cannot be extended to infinite genus surfaces
with punctures. Indeed, let S be an infinite genus surface with n > 0
boundary components and without planar ends. Let S′ be the infinite
genus surface obtained from S by glueing one punctured disc to S along
a boundary component. Clearly S and S′ are not homeomorphic, but
C(S)∼=C(S′).
Proof of Corollary 1.5: Let S1 and S2 be orientable infinite genus sur-
faces with finitely many boundary components and without planar ends.
We suppose that N (S1) and N (S2) are isomorphic. Let us show that
S1 and S2 are homeomorphic. The statement is immediate, for all ar-
guments given in the proof of Theorem 1.4 remain valid if we change
C(S) for N (S) and take all pants decompositions to be formed just by
nonseparating curves.
4.3. Surjectivity. In this section we finish the proof of Theorem 1.2
and give a full proof of Theorem 1.3. As explained in the introduction,
we begin by the following results:
Theorem 4.8. Let S be an infinite genus surface. Then Aut(G(S)) ∼=
Aut(N (S)).
Theorem 4.9. Let S be an infinite genus surface without planar ends.
The natural map:
(6) ΨG(S) : MCG
∗(S)→ Aut(G(S))
is surjective.
This two results imply that the natural map:
(7) ΨN (S) : MCG
∗(S)→ Aut(N (S))
is surjective. Using the surjectivity of this map, we complete the proof
of Theorem 1.2 using the following:
Lemma 4.10. Let S be an infinite genus surface without planar ends.
The natural map:
(8) ΨC(S) : MCG
∗(S)→ Aut(C(S))
is surjective.
4.3.1. Proof of Theorems 4.8 and 4.9. The proofs of Theorems 4.8
and 4.9 require some auxiliary lemmas given in [Irm] and [Sch] but
adapted to the context of infinite-type surfaces. When the proofs of
these lemmas can be easily deduced from the cited works we just state
them without a proof. When this is not the case elementary and simple
proofs are provided. We recall first, following Schmutz Schaller [Sch],
the different components that a curve might have.
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Definition 4.11 (Curve components). Let α and β be nonseparating
curves such that i(α, β) ≥ 2. Let β1 be a connected component of β in
Sα = S\α. If the surface resulting from cutting Sα along β1 is connected,
then β1 is called a nonseparating component of β (with respect to α).
Otherwise, β1 is called a separating component of β (with respect to α).
If β1 connects the two different boundary components of Sα induced
by α, then β1 is called a two-sided component. Otherwise it is called a
one-sided component.
Lemma 4.12 ([Sch]). Let S be an infinite genus surface and α, β ∈
V(N (S)) such that i(α, β) ≥ 2. If β has a nonseparating component β1
with respect to α, then there exists γ, γ′ ∈ V(N (S)) \ {α, β} such that
N(α, β) ⊂ (N(γ)∪N(γ′)). Moreover, if β1 is one-sided, then α, γ, γ′ are
mutually disjoint; if β1 is two-sided, then {α, γ, γ′} is a triple with
i(α, β) = i(β, γ) + i(β, γ′)
and min{i(β, γ), i(β, γ′)} > 0.
Lemma 4.13 (Ibid.). Let S1 and S2 be infinite genus surfaces and let
φ : G(S1) → G(S2) be an isomorphism. Then for any disjoint curves α
and β, their images under φ will also be disjoint.
Proof of Theorem 4.8: Let φ ∈ Aut(N (S)). Since any automorphism
of N (S) (and G(S) respectively) is uniquely determined by the function
on the set of vertices and V(N (S)) = V(G(S)), then φ induces a bijection
φ∗ : G(S)→ G(S).
From the work of Irmak [Irm, Lemma 2.7] on the characterization
of two curves that intersect once, one can deduce the following: if S1
and S2 are infinite genus surfaces and φ1 : N (S1)→ N (S2) is an isomor-
phism, using the fact that φ1 maps disjoint curves into disjoint curves
and it induces an isomorphism between A(P ) and A(φ1(P )) for any
pants decomposition P , we obtain that the conditions for the character-
ization of intersection 1 are preserved under φ1. Then for any curves α1
and α2 such that i(α1, α2) = 1 we have that i(φ1(α1), φ1(α2)) = 1. This
fact applied to φ and φ−1 implies that φ∗ must preserve adjacency and
non-adjacency. Hence we can define the function
(9) Φ: Aut(N (S))→ Aut(G(S))
as φ 7→ φ∗. This function is clearly an injective group homomorphism.
In the same way, for any automorphism of G(S) we can induce a
bijection from N (S) to itself, and due to Lemma 4.13 this bijection
will become an automorphism of N (S), proving the surjectivity of Φ.
Therefore Φ is an isomorphism.
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Remark 4.14. From the proof of Theorem 4.8 and the proof of Corol-
lary 1.5 we conclude that the statements of Lemmas 4.4 and 4.6 remain
valid if we change C(S) for G(S).
The following four lemmas are used in the proof of Theorem 4.9. Let
us recall first, following Schmutz Schaller [Sch], the notion of triple of
curves.
Definition 4.15 (Triples of curves). Let α, β, and γ be nonseparating
curves of S. We will say {α, β, γ} is a triple if i(α, β) = i(α, γ) =
i(β, γ) = 1 and there exists a subsurface Y ⊂ S which contains α, β,
and γ, and Y is homeomorphic to a torus with one boundary component.
Lemma 4.16. Let S be an orientable infinite genus surface and α, β ∈
V(N (S)) be such that i(α, β) ≥ 2. If β does not have two-sided compo-
nents with respect to α, then there exists γ, γ′ ∈ V(N (S)) \ {α, β} such
that {α, γ, γ′} is a triple with
i(α, β) = i(β, γ) + i(β, γ′)
and min{i(β, γ), i(β, γ′)} > 0.
Proof: Let α1 and α2 be the boundary components on Sα induced by α.
Since β does not have two-sided components then it only has one-sided
components and therefore we can choose a curve γ that intersects α
once, does not intersect any one sided component of β based on α1 and
intersects β in such a way that 0 < i(γ, β) ≤ 12 i(α, β). This can be done
by drawing γ disjoint from every one-sided component of β based on α1,
we keep on going “following” a convenient one-sided component of β
based on α2 until before we reach α2. By this point, we will intersect α2
in the corresponding point by either turning left or right, but depending
on whether we turn either right or left we will intersect β either k ≤
1
2 i(α, β) times or i(α, β)−k times. So we turn accordingly. See Figure 7
for examples.
β
γ
β
β
γ
β
Figure 7. Examples of β and γ in Sα.
72 J. Herna´ndez Herna´ndez, F. Valdez
Then let N be a regular neighbourhood of α and γ; since i(α, γ) = 1
then N is homeomorphic to a torus with one boundary component. Let
γ′ be the image of γ under a Dehn twist along α on N . See Figure 8 for
the corresponding diagram.
α
γ
γ′
β
Figure 8. Diagram of N .
Thus {α, γ, γ′} form a triple and by construction i(β, γ′) = i(α, β)−
i(β, γ), with both curves intersecting β at least once.
Lemma 4.17. Let S be an infinite genus surface and let φ : G(S) →
G(S) be an automorphism. Then i(α, β) = i(φ(α), φ(β)) for all α, β ∈
V(G(S)).
Proof: Let α, β ∈ V(G(S)). If i(α, β) = 0, then due to Lemma 4.13 we
have that i(φ(α), φ(β)) = 0. If i(α, β) = 1, then, due to φ being an
automorphism, i(φ(α), φ(β)) = 1. For i(α, β) ≥ 2, we will proceed by
induction on the geometric intersection number.
Let us suppose the geometric intersection number is preserved under
automorphisms for curves which intersect at most k times for a k ≥ 1.
Let i(α, β) = k + 1. Due to Lemmas 4.12 and 4.16, we know there
exists γ, γ′ ∈ V(G(S)) \ {α, β} such that {α, γ, γ′} is a triple, i(α, β) =
i(β, γ) + i(β, γ′) and min{i(β, γ), i(β, γ′)} > 0.
Since i(β, γ), i(β, γ′) < k+1, then i(β, γ) = i(φ(β), φ(γ)) and i(β, γ′)=
i(φ(β), φ(γ′)).
From the work of Schmutz Schaller [Sch, Corollary 8] one can de-
duce that if S is an infinite genus surface then the image under any
automorphism of G(S) of a triple is also a triple. Indeed, due to Lem-
ma 4.13 we can deduce that pants decompositions are mapped to pants
decompositions, and by Theorem 4.8, φ induces an isomorphism be-
tween A(P ) and A(φ(P )) for any pants decomposition P . Given any
triple {δ1, δ2, δ3} let Q be the one-holed torus that contains it, then we
can find curves δ4, δ5, δ6 such that δ4 is disjoint from δ5, δ4, δ5, and δ6
are disjoint from every curve in the triple, δ4 and δ5 separate a two-holed
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torus that contains Q, δ6 is disjoint from the boundary curve of Q and
intersects once both δ4 and δ5. This implies that φ(δ1), φ(δ2), and φ(δ3)
are contained in a double-punctured torus Q′ bounded by φ(δ4) and
φ(δ5), φ(δ6) are disjoint from every curve in {φ(δ1), φ(δ2), φ(δ3)} and
intersect once both φ(δ4) and φ(δ5). Hence φ({δ1, δ2, δ3}) is a triple.
Therefore {φ(α), φ(γ), φ(γ′)} form a triple. Using again a diagram of
the torus with one boundary component which contains this triple (see
Figure 8), we can see that each time φ(β) intersects φ(α) then either
φ(β) intersects φ(γ) or φ(β) intersects φ(γ′). Therefore i(φ(β), φ(γ)) +
i(φ(β), φ(γ′)) ≥ i(φ(α), φ(β)). Thus i(α, β) ≥ i(φ(α), φ(β)). Apply-
ing the same argument on φ−1 we obtained the symmetric inequality,
therefore i(α, β) = i(φ(α), φ(β)).
Lemma 4.18. Let S be an infinite genus surface and let φ : G(S)→ G(S)
be an automorphism. If P is a pants decomposition of S, then there exist
an homeomorphism h ∈ MCG∗(S) such that h(α) = φ(α) for all α ∈ P .
Proof: From Remark 4.14, we know that φ(P ) is a pants decomposition
and the boundaries of pair of pants in Sφ(P ) induced by curves of φ(P )
are boundaries of pair of pants in SP induced by curves of P . Then
we can define an homeomorphism of S by parts using homeomorphisms
from the connected components of SP to the corresponding connected
components of Sφ(P ); this homeomorphism by construction will agree
with φ for every element in P .
Remark 4.19. It is clear, using Theorem 4.8, that this lemma remains
valid if we substitute G(S) by N (S).
Lemma 4.20 ([Sch]). Let S′ be a surface of genus zero and four bound-
ary components. Let α, β ∈ V(C(S′)) with i(α, β) = 2.
1. Let γ ∈ V(C(S′)) such that i(α, γ) = 2. Then there exists h ∈
MCG∗(S′) such that h(α) = α and h(β) = γ.
2. There are exactly two curves γ1, γ2∈V(C(S′)) such that i(α, γi) =
i(β, γi)=2 for i=1, 2. Moreover, there exists h ∈ MCG∗(S′) such
that h(α) = α, h(β) = β, and h(γ1) = γ2.
Remark 4.21. The homeomorphism of item 1 in the preceding lemma is
just a Dehn twist about α, where as the homeomorphism from item 2 is
an orientation-reversing involution that leaves invariant each connected
component in the boundary of S0,4.
The proof of Theorem 4.9 uses the notion of Dehn–Thurston coor-
dinates. Therefore we recall it and discuss it briefly in the context of
infinite surfaces in the following paragraphs.
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Definition 4.22 (Dehn–Thurston coordinates). A Dehn–Thurston co-
ordinates system of curves is a set D of curves that parametrizes every
curve α ∈ V(C(S)) using the geometric intersection number, i.e. for
α, β ∈ V(C(S)) if i(α, γ) = i(β, γ) for all γ ∈ D, then α = β.
For compact surface, it is well known that Dehn–Thurston coordi-
nate systems exist, see [PH]. For noncompact surfaces such a system of
curves can be realized in the following way. Let {αi}i∈N be a pants de-
composition, {βi}i∈N be curves such that i(αi, βi) = 2 and i(αi, βj) = 0
for i 6= j, and {γi}i∈N be curves such that i(αi, γi) = i(βi, γi) = 2 and
i(αi, γj) = 0 for i 6= j. Then the set of curves D formed by the union
of elements in {αi}i∈N, {βi}i∈N, and {γi}i∈N is a Dehn–Thurston co-
ordinate system. Indeed, any essential curve δ in S will only intersect
finitely many curves in D, hence we can take any compact subsurface S′,
such that it contains δ and there is a (finite) subset D′ of D that is a
Dehn–Thurston coordinate system of S′. Any other curve in S with
the same Dehn–Thurston coordinates as δ on the system D would have
to be isotopic to a curve contained in S′, and thus would have the
same Dehn–Thurston coordinates as δ on the system D′, therefore it
would be isotopic to δ. We must remark that, when S is an infinite
genus surface such that Ends(S) = Ends∗(S), we can also construct the
Dehn–Thurston coordinate system D with families {αi}i∈N, {βi}i∈N,
and {γi}i∈N formed exclusively by nonseparating curves. However, not
every pants decomposition formed exclusively by nonseparating curves
is part of a Dehn–Thurston system.
Proof of Theorem 4.9: Given that Ends(S) = Ends∗(S) we can con-
struct P = {αi}i∈N a pants decomposition of S formed by nonseparating
curves such that it can be extended to a Dehn–Thurston system. Let
φ : G(S)→ G(S) an automorphism. Due to Lemma 4.18 there exists an
homeomorphism h1 : S → S such that h1(αi) = φ(αi) for all αi ∈ P .
Again, since Ends(S) = Ends∗(S) we can construct {βi}i∈N a col-
lection of nonseparating curves such that i(αi, βi) = 2 for all i and
i(αi, βj) = 0 for i 6= j. We can define an homeomorphism h2 : S → S
such that h2(h1(αi)) = h1(αi) = φ(αi) and h2(h1(βi)) = φ(βi) in the
following way. For every i ∈ N the curves α = h1(αi), β = h1(βi), and
γ = φ(βi) satisfy the hypotheses of part 1 in Lemma 4.20 and lie in a
subsurface Si homeomorphic to S0,4 that does not contain any element in
h1(P ) \ {h(αi)}, Si contains h1(βi) and φ(βi), and its boundary compo-
nents are isotopic to the curves adjacent to h1(αi) with respect to h1(P ).
Let h2,i : Si → Si be the homeomorphism from item 1 in Lemma 4.20.
This homeomorphism is just a Dehn twist about α, therefore it preserves
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orientation and its support Ki ⊂ Si satisfies that Ki ∩Kj = ∅ for i 6= j
for all i, j ∈ N. Hence h2 can be defined by parts using {h2,i}i∈N.
Let {γi}i∈N be a collection of curves such that i(αi, γi) = i(βi, γi) = 2
and i(αi, γj) = 0 for i 6= j. We can define an homeomorphism h3 : S →
S such that h3(h2(h1(αi))) = h2(h1(αi)) = φ(αi), h3(h2(h1(βi))) =
h2(h1(βi)) = φ(βi), and h3(h2(h1(γi))) = φ(γi) in the following way. For
every i ∈ N, let now α = h1(h2(αi)), β = h1(h2(βi)), γ1 = h1(h2(γi)),
and γ2 = φ(γi). Analogously to the preceding case, these curves sat-
isfy the hypotheses of part 2 in Lemma 4.20. Let h3,i : Ri → Ri be
the (orientation-reversing) homeomorphism from part 2 in Lemma 4.20,
where Ri is homeomorphic to S0,4 and contains the curves α, β, γ1,
and γ2. It is not difficult to see that if i 6= j and Ri ∩ Rj 6= ∅, then
Ri,j = Ri∩Rj ∼= S0,3. Moreover h3,i and h3,j coincide in Ri,j and hence
we can define h3 by parts using {h3,i}i∈N.
Let h = h3 ◦ h2 ◦ h1. Since P ′ = P ∪ {βi} ∪ {γi} form a Dehn–
Thurston coordinates system of curves, then h(P ′) is a Dehn–Thurston
coordinates system of curves, and by construction h(ε) = φ(ε) for all ε∈
P ′. Therefore, due to Lemma 4.17, for all δ ∈ V(G(S)) and all ε ∈ P ′:
(10) i(φ(δ), φ(ε)) = i(δ, ε) = i(h(δ), h(ε)) = i(h(δ), φ(ε)),
then φ(δ)=h(δ) for all δ∈V(G(S)), which implies ΨG(S) is surjective.
Corollary 4.23. Let S1 and S2 be infinite genus surfaces without planar
ends, and let φ : G(S1) → G(S2) be an isomorphism. Then S1 and S2
are homeomorphic and φ is induced by a mapping class in MCG∗(S1).
Proof: Let φ : G(S1) → G(S2) be an isomorphism. By the same argu-
ment as in Lemma 4.13, applied to φ and φ−1, we have that φ pre-
serves disjointness and nondisjointness. Thus it induces an isomorphism
φ : N (S1) → N (S2). By Corollary 1.5 we obtain that S1 is homeomor-
phic to S2. The rest of the proof follows from Theorems 4.8 and 4.9.
4.3.2. Proof of Lemma 4.10. Any φ ∈ Aut(C(S)) sends nonsep-
arating curves to nonseparating curves, hence φ
∣∣
N (S) ∈ Aut(N (S))
and then due to Theorem 4.9 there exists h ∈ MCG∗(S) such that
φ
∣∣
N (S)(α) = h(α) for all α ∈ V(N (S)). Hence we only need to check that
φ and h coincide in the separating curves of S. Let α be a separating
curve of S; we consider three cases.
1. If both connected components of Sα have positive genus, then we
can find a pants decomposition P such that α ∈ P , P \ {α} ⊂
V(N (S)) and deg(α) = 4 in A(P ); let β1, γ1, β2, and γ2 be the
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neighbours of α in A(P ) such that βi and γi are in the same con-
nected component of Sα for i = 1, 2. Let also δ1 and δ2 be non-
separating curves such that i(α, δi) = 0 and i(βi, δi) = i(γi, δi) = 1
for i = 1, 2. See Figure 9 for an example.
γ1 γ2
β1 β2
δ1 δ2
α
Figure 9. Catching α in a S0,4.
By construction and Lemma 4.4, φ(α) and h(α) are contained
in the S0,4 subsurface bounded by φ(β1), φ(γ1), φ(β2), and φ(γ2)
(recall that φ(βi) = h(βi) and φ(γi) = h(γi) for i = 1, 2 since
they are nonseparating curves). Even more, since i(α, δi) = 0 for
i = 1, 2 then φ(α) and h(α) must be contained in the annulus
formed by cutting the aforementioned S0,4 subsurface along the
arcs of φ(δi) = h(δi) for i = 1, 2; therefore φ(α) = h(α).
2. If α is an outer curve, then let P be a pants decomposition such that
the peripheral pairs of P bounding the same boundary components
as α, are consecutive to one another (similar to the proof of Lem-
ma 4.6), and α intersects only one curve in P (namely β); let also
γ be a nonseparating curve that intersects each curve in the periph-
eral pairs bounding the same boundary component as α only once
while being disjoint from α. Figure 10 illustrates this situation.
β
α γ
Figure 10. Catching α again in a S0,4.
Due to φ being an isomorphism, φ(α) will intersect φ(β) and be
disjoint of every other curve in P . Using that and Lemma 4.6,
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we know that φ(α) and h(α) are contained in the S0,4 subsur-
face bounded by two boundary components of S and the images
of the adjacent curves in A(P ) of β; even more, φ(α) and h(α)
must be contained in the pair of pants resulting from cutting the
aforementioned S0,4 subsurface that contains them along the arc
of φ(γ) = h(γ). Since there is only one curve in this pair of pants
which is an essential curve of S, then φ(α) = h(α).
3. Let S1 and S2 be the two connected components of Sα and suppose
that S1 has genus zero and n
′ ≥ 3 boundary components. We can
find the following: a finite sequence {βi}n
′−1
i=1 composed of outer
curves, such that i(βi, α) = 0 for i = 1, . . . , n
′ − 1, i(βi, βi+1) = 2
for i = 1, . . . , n′ − 2, and i(βi, βj) = 0 for j /∈ {i − 1, i + 1}; a
pants decomposition P (composed solely of nonseparating curves)
of the infinite genus connected component of S \ {α}; and finally,
a curve γ which intersects once the curves δ1 and δ2 forming the
peripheral pair that bounds the boundary of S2 induced by α.
Figure 11 illustrates this situation.
α γ
δ1
δ2
β1
β2
β3
Figure 11. Catching α in an annulus.
Given that any isomorphism of C(S) sends outer curves to outer
curves, part 2 of this proof, the fact that φ(α) and h(α) must
both be essential curves and they must be different from every
element of φ({βi}n′i=1)∪ φ(P )∪ {φ(γ)}; we can conclude that φ(α)
and h(α) must be contained in the annulus obtained by cutting S
along φ({βi}n′i=1) ∪ φ(P ) ∪ {φ(γ)}. The boundary components of
this annulus are formed by arcs of φ(βi) for i = 1, . . . , n
′− 1, φ(γ),
φ(δ1), and φ(δ2). Therefore φ(α) = h(α).
4.3.3. Proof of Theorem 1.3. From Theorem 4.9 we know that the
natural map:
(11) ΨN (S) : MCG
∗(S)→ Aut(N (S))
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is surjective. Let us suppose h1, h2 ∈ MCG∗(S) are such that h1 6= h2
and ΨN (S)(h1) = ΨN (S)(h2). Then since ΨC(S) is injective we have that
ΨC(S)(h1) 6= ΨC(S)(h2) even though their restrictions to N (S) are the
same. This implies that ΨC(S)(h1) and ΨC(S)(h2) differ in some separat-
ing curves. But given that the restrictions of ΨC(S)(h1) and ΨC(S)(h2)
to N (S) are the same, we can use the same technique as in the proof
of Lemma 4.10, for catching the separating curves in an annulus (or a
pair of pants), which means ΨC(S)(h1)(α) = ΨC(S)(h2)(α) for every sep-
arating curve α. Thus we have reached a contradiction and therefore
ΨN (S) is injective, hence it is an isomorphism. We finish the proof by
remarking that ΨG(S) = Φ◦ΨN (S), where Φ is the isomorphism between
Aut(N (S)) and Aut(G(S)) defined in (9).
Remark 4.24. Using Theorem 1.2 we can deduce that, for an infinite
genus surface S such that Ends(S) = Ends∗(S), every automorphism ϕ
of MCG∗(S) sending Dehn twists to Dehn twist must be an inner au-
tomorphism. The proof of this fact is taken verbatim from the proof
of Theorem 2 in [Iva1]. However, it is still unknown if, as in the com-
pact case, every automorphism of MCG∗(S) sends Dehn twists to Dehn
twists.
5. Counterexamples
In this section we show that Theorem 1.4 is not valid if the morphism
between curve complexes is not an isomorphism. For that, let us first
recall the notion of superinjective map.
Definition 5.1 (Superinjectivity). A simplicial map f : C(S1)→ C(S2)
is called superinjective if for any two vertices α and β in C(S1) such that
i(α, β) 6= 0 we have that i(f(α), f(β)) 6= 0.
Every superinjective map is injective. For compact surfaces, we have
the following theorem concerning superinjective maps.
Theorem 5.2 ([Irm]). Let S be a closed, connected, orientable surface
of genus at least 3. A simplicial map, f : C(S)→ C(S), is superinjective
if and only if f is induced by an homeomorphism of S.
The following lemma shows that this result is not true for a large class
of surfaces of infinite genus and, in this sense, Theorem 1.4 is optimal.
Lemma 5.3. Let S be a surface such that Ends∗(S) 6= ∅. Then there
exists a simplicial superinjective map f : C(S)→ C(S) which is not sur-
jective.
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Proof: This proof makes reference to Figure 12. Let α∈V(C(S)) be a sep-
arating curve. Without loss of generality we can think that α is contained
in a subsurface Si in [S1⊇S2⊇· · · ]∈Ends∗(S) where i is large enough.
α
β
β′
α
γ
f(β) f(β′)
f
Figure 12. A superinjective but not surjective simpli-
cial map.
We describe f topologically. Let S1 and S2 be the two connected com-
ponents of Sα. Cut S along α and then glue in a copy of S1,2. This
operation produces a new surface S′ = S1 ∪ S2 ∪ S1,2. Remark that
S is homeomorphic to S′ and that there is a natural inclusion map
fi : Si ↪→ S′, for i = 1, 2. If β ∈ V(C(Si)), then we define f(β) = fi(β)
for i = 1, 2. On the other hand, if β′ intersects the curve α we define
f(β′) as depicted in Figure 12. Clearly, f is superinjecive but no essen-
tial curve properly contained in the copy of S1,2 that we introduced is
in the image of f . Hence f is not surjective and, in particular, f cannot
be induced by a class in MCG∗(S).
We think that this result can be optimized in the following way.
Conjecture 5.4. Let S be a surface such that Ends∗(S) 6= ∅ and
{α1, . . . , αn} ⊂ C(S) be simplex. Then there exists a simplicial superin-
jective map f : C(S)→C(S) whose image does not intersect {α1, . . . , αn}.
The following result shows that the statement of Theorem 1.4 is not
valid for superinjective maps.
Lemma 5.5. There exist uncountably many examples of pairs of non-
homeomorphic infinite genus surfaces S1 and S2 for which there exists a
superinjective map f : C(S1)→ C(S2).
Proof: The arguments are similar to those of the proof of Lemma 5.3.
Let S1 be the Loch Ness monster and α ∈ C(S1) be a separating curve.
Let S be your favorite infinite genus surface and suppose that S has at
least two boundary components. We describe f topologically. Cut S1
along α and then glue in a copy of S as indicated in Figure 13. This
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produces S2. The rest of the proof is analogous to the proof of Lem-
ma 5.3.
α
β
β′
α
f(β′)
f(β)
f
Figure 13. A superinjective map between two non-
homeomorphic surfaces.
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