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D.S. Johnson, Takao Nishizeki, Akihiro Nozaki and Herbert S. Wilf, eds., Discrete 
Algorithms and Complexity, Proceedings of the Japan-US Joint Seminar June 4-6, 
1986, Kyoto, Japan (Academic Press, New York, 1987) 
An Upper Bound on the Expected Cost of an Optimal Assignment (R.M. Karp). The Principal Partition 
of Vertex-Weighted Graphs and Its Applications (T. Ozawa, Y. Kajitani and S. Ueno). Generalized 
Colorings (M.O. Albertson). Voronoi Diagram for Points in a Simple Polygon (7’. Asano and T. Asano). 
Computing the Geodesic Center of a Simple Polygon (T. Asano and G. Toussaint). On Deleting Vertices 
to Make a Graph of Positive Genus Planar (J.P. Hutchinson and G.L. Miller). Algorithms for Routing 
around a Rectangle (Extended Abstract) (H. Suzuki, T. Nishizeki and N. Saito). A Remark on the 
Complexity of the Knapsack Problem (H. Machida). Fast, Rigorous Factorization and Discrete 
Logarithm Algorithms (C. Pomerance). Redundant Coding for Local Computabihty (H. Yasuura, N. 
Takagi and S. Yajima). Some Properties of the Parallel Bubbling and Parallel Sorts on a Mesh- 
Connected Processor Array (K. Sado and Y. Igarashi). Game Solving Procedure H* Is Unsurpassed (T. 
Ibaraki). Algorithmic Problems in Modeling and Electronic Prototyping (J. Hopcroft ). Complementary 
Approaches to CNF Boolean Equations (K. Iwama). Open Problems in Number Theoretic Complexity 
(Preliminary Version) (L.M. Adleman and K.S. McCurley). Decision Problem of the Security for 
Cryptographic Protocols (T. Fujiwara, K. Taniguchi and T. Kasami). A Digital Signature Scheme Secure 
Against Adaptive Chosen Message Attack (ExtendedAbstract) (S. Goldwasser, S. Micali and R. Rivest). 
Are Problems Having a Polynomial Time Upper Bound Actually Thought to Be Feasible? (A. Adachi 
and T. Kasai). On Probability that a Random& Selected Set Has Some Complexity Theoretical Property 
(K. Kobayashi). Ranking Rooted Trees and a Graceful Application (H.S. Wilf and N. Yoshimtua). 
Dynamic Search in Graphs (F.R.K. Chung, R.L. Graham and M.E. Saks). A Leaf-Size Hierarchy of 
Two-Dimensional Alternating Turing Machines (K. Inoue, I. Takanami and J. Hromkovif). Simple 
Programs with a Fixed Number of Variables Seem Still Hard to Analyze (S. Iwata and T. Kasai). The!uy 
of the Multiplicative Penalty Function Method for Linear Programming (M. Iri and H. Imai). Lint far- 
Time Computability of Combinatorial Problems on Generalized Series-Para!Iel Graphs (E. Hare, S. 
Hedetniemi, R. Laskar, K. Peters and T. Wimer). Competitive Snoopy Caching (A.R. Karlin, M.S. 
Manasse, L. Rudolph and D.D. Sleator). 
Lydia Kronsjo, Algorithms: Their Complexity and Efficiency (Wiley, Chichester, 
UK, 2nd ed., 1987) 
Chapter 1: Introduction. Definition. Measures of Efficiency. Complexity of Algorithms. Computational 
Complexity of Numerical Algorithms. Numerical Accuracy. Analysis of Algorithms. Bounds of Com- 
plexity. Models of Computations. Chapter 2: Evaluation of Polynomials. Polynomial Evaluation 
Algorithms. Preprocessing the Coefficients. Optimality of the Evaluation Algorithms. Belaga Theorems. 
Numerical Solution and Conditioning of the Problem. Error Analysis of Evaluation Algorithms. Evalua- 
tion of the Derivatives of a Polynomial. Evaluation of a Polynomial with a Complex Argument. Com- 
ments, Chapter 3: Iterative Processes. An Iterative Process. The Newton-Raphson Method: 
Convergence. Formulation of the Optimality Problem. Iterative Methods with Guaranteed Convergence. 
326 Book Announcements 
Complexity Parameters and Measures of Efficiency. One-point Iterative Methods. Multipoint Iterative 
Methods. Conditioning of the Root Finding Problem. Iterative Methods for Solving Systems of Non- 
linear Equations. Numerical StabXty of Iterative Algorithms. Chapter 4: Direct Methods for Sofving 
Sets of Linear Equations. Gaussian Elimination. Error Analysis. Iterative Refinement of the Solution. 
Cholesky Decomposition of Symmetric Matrices. The Orthogonal Reduction Methods. How to Speed 
up Matrix Methods. The W%ograd Method. The Strassen Method. Lower Bounds on Matrix Multiplica- 
tion. Chapter 5: The Fast Fourier Transform. Introduction. The Continuous Fourier Transform. The 
Discrete Fourier Transform. The Fast Fourier Transform. The FFT Algorithm for a Non-Uniform Fac- 
torization. Optimal Factorization for the FFT. The FFT of Radix 2. DFT for Different Types of Data. 
Round-off Errors in the FFT. Conclusions. Chapter6: Fast Multiplication of Numbers. On the 
Minimum Computation Time of Functions. The Schonhage-Strassen Algorithm for Multiplying Two 
Integers. Multiplication of Two Integers Using Modular Arithmetic. Computing the Reduced Product 
Coefficients Exactly. Estimation of the Work Involved. Chapter 7: Internal Sorting. Comparison Sorts. 
Simpie Selection Sort. Heapsort-A Comparison Sort of Complexity n log n. Sorting by Exchange: Bub- 
ble Sort. Quicksort-A Comparison Sort of a Complexity n log n, on Average. Insertion Sorts. Optimum 
Comparison Sorting. Lower Bound on the Average Number of Comparisons. Selection of the kth 
Largest of n. Chapter 8: Exta!-~?a: Sorting. The Two-way Merge. Merge Sorting. The Use of Merge in 
External Sorting. Polyphase Merge. Cascade Merge. Oscillating Sort. Replacement Selection. Merge 
Trees and Optimum Merge Sorting. Comments. Chapter 9: Searching. Introduction. Search Algorithms. 
Ordered Tables. Search Trees. Search Methods for Unequal Distribution Tables. A Tree Search Followed 
by Insertion or Deletion of the Key. Balanced Search Trees. Hashing. Collision Resolution by Open 
Addressing. Performance of the Open Addressing Algorithms. Virtual Hashing. 
David W. Kueker, Edgar G.K. Lopez-Escobar and Carl II. Smith, eds., Mathematical 
Logic and Theoretical Computer Science (Marcel Dekker, New York, 1987) 
Preface. Contributors. Participants in the Special Year. Schedule of Talks of the Special Year. Typed 
L-Calculus and Automated Mathematics (Peter B. Andrews). Lambda Calculus Extended with Segments 
(Herman Balsters). Well-Ordering and Induction in Iatuitionistic Logic and Topoi (Andreas Blass). 
Separating Refativized Complexity Classes (Ronald V. Book). Generalizing Automath by Means of a 
Lambda-Typed Lambda Calculus (Nicolas G. de Bruijn). Local Concepts and Germ Representability 
(Marta Bunge and Eduardo J. Dubuc). Model Theory of Profinite Groups Having IP, III (Zot Chat- 
zidakis). An Extension of Frege Structures (Robert Flagg and John Myhill). Oracles: Three New Results 
(William Gasarch). Kueker’s Conjecture for O-Minimal Theories (David E. Marker and Laura Mayer). 
On the Embedding of Manifolds into the Smooth Zariski Topos (Ieke Moerdijk). Rings of Smooth Func- 
tions and Their Locafizations, II (Ieke Moerdijk. N. van QuC and Gonzalo E. Reyes). Interpolation and 
Conceptual Completeness for Pretoposes Via Category Theory (Andrew Pitts). Finite QE Rings in 
Characteristic 4 (D. Saracino and Carol Wood). Computable Functions in Categories (Philip Scott). A 
Note on the Complexity of Synthesizing Finite Machines (Richard Statman). 
Ian Parberry, Parallel Complexity Theory (Wiley, New York, 1987) 
Chapter 1: Introduction. Chapter 2: Combinatorial Circuits. Sorting Networks. Batcher’s Sorting Net- 
works. Waksman’s Permutation Network. Parallel Prefix Computation. Chapter 3: Designing a Parallel 
Machine Model. The Basic Model. The Unit-Cost Measure of Time. The Assignment of Programs to 
Processors. Processor Activation. Chapter 4: Variants of the Model. A Fiied-Structure Model. Shared 
Memory Machines. A Practical Model. Chapter 5: Space and Parallel Time. Small-Space Sequential 
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Computations. Log-Space Completeness. The Circuit-Value Problem. The Parallel Computation Thesis. 
Chapter 6: ParaBet Computation with Shared-Memory Machines. Some Upper-Bounds. Simulation of 
Sequential Machines. A Lower-Bound Without Simultaneous Writes. A Lower-Bound With Simul- 
taneous Writes. Chapter 7: Programming Techniques for Feasibie Networks. Interconnection Patterns 
and Programming Tools. Recurrent Intercomuzction Patterns. Some Useful Algorithms. Reducing the 
Number of Processors. Chapter 8: The AKS Sorting Network. Halvers and Nearsorters. An Abstract 
Sorting Algorithm. The Correctness Proof. Chapter 9: Simultaneous Resource Bounds. A General 
Simulation Theorem. A Universal Parallel Machine. A Hardware Measure. Circuits and Turing 
Machines. Chapter 10: More on Universal Machines. A Restricted Universal Machine. Some Lower- 
Bounds. A Non-Literal Simulation. Oblivious Simulations. Chapter 11: Unbounded Fan-in Paraliehsm. 
Unbounded Fan-in Circuits. Alternating Turing Machines. A New Parallel Computation Thesis. 
Chapter 12: Conclusion. 
R.. Gary Parker and Ronald L. Rardin, Discrete Optimization (Academic Press, 
New York, 1988) 
Chapter 1: Introduction to Discrete Optimization. Discrete Optimization Defined. Discrete Optimization 
and Integer Programming. Why are Discrete Optimization Problems Difficult to Solve? Progress in 
Discrete Optimization. Organization of the Book. Chapter 2: Computational Complexity. Fundamental 
Concepts. Decision Problems. NP-Equivalent Problems. The P # NP Conjecture. Dealing with NP-Hard 
Problems. Chapter 3: Polynomial Algorithms-Matrofds. Independence Systems and Matroids. Ex- 
amples of Matroids. Matroid Duality. Optimization and Independence Systems. Matroid intersection. 
Matroid Parity. Submodular Functions and Polymatroids. Ctxzpter 4: Polynomial Algorithms-Linear 
Programming. Polynomial-Time Solution of Linear Programs. Integer Solvability of Linear Programs. 
Equivalences between Linear and Polynomial Solvability. Integer Programs with a Fixed Number of 
Variables. Chapter 5: Nonpolynomial Algorithms-Partial Enumeration. Fundamentals of Partial 
Enumeration. Elementary Bounds. Conditional Bounds and Penalties. Heuristic Aspects of Branch and 
Bound. Constructive Dual Techniques. Primal Partitioning-Benders Enumeration. Chapter 6: Non- 
polynomial Algorithms-Polyhedral Description. Fundamentals of Polyhedral Description. Gomory’s 
Cutting Algorithm. Minimal Inequalities. Disjunctive Characterizations. Subadditive Characterizations. 
Successive Integerized Sum Characterization. Direct Techniques. Chapter 7: Nonexact Algorithms. The 
Nature of Nonexact Procedures. Measures of Algorithm Performance. Greedy Procedures. Local Im- 
provement. Truncated Exponential Schemes. Some Negative Results. Appcndti A: Vectors, Matrices 
and Convex Sets. Appendix B: Graph Theory Fundamentals. Appendix C: Linear Programming Fun- 
damentals. 
G. P6lya and R.C. Read, Combinatorial Enumeration of Groups, Graphs, and 
Chemical Compounds (Springer, Berlin, 1987) 
Preface. Introduction. Chapter 1: Groups. Chapter 2: Graphs. Chapter 3: Chemical Compounds. 
Chapter 4: Asymptotic Evaluation of the Number of Combinations. The Legacy of Pdiya ‘s Paper: Fifty 
Years of Pdlya Theory. 
