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1. INTRODUCTION 
This paper deals with the problem of approximate controllability for distri- 
buted parameter systems described by linear partial differential equations of 
parabolic type in (0, CO) x Q, where 52 is a connected bounded domain in Rn. 
In the same way as Sakawa [lo], the control inputs are assumed to be finite 
dimensional and to appear only in the boundary conditions. Such assumptions 
are natural and significant from a physical viewpoint. 
The purpose of this paper is to derive the necessary and sufficient condition 
for the approximate controllability in the sense of the supremum norm with 
respect to the space variables. Many results concerning the approximate con- 
trollability by boundary inputs have been obtained [3], [7], [IO], but the con- 
trollability in the sense of the supremum norm seems to have been little treated 
until now, in spite of its importance [7]. We briefly mention the exact control- 
lability problem for parabolic equations. Some interesting results concerning 
this have been obtained [4], [9] (in [9], the assumption on Q is the same as 
ours). Rut, in these the conditions on terminal states to be attained are required 
to be very strong, though this problem cannot be simply compared with the 
approximate controllability problem. 
The main result will be stated in the next section. It is assumed there that the 
space-dimension n is <3-which is enough for applications. Target functions 
(states) to be infinitely approached by the state function have only to belong to 
C(o) or some subspace of C(o). The well-known rank conditions will be derived, 
but we are sure that the method employed in the proof will be new (see, for 
example, Remark 2 after Theorem 3.5). 
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2. MAIN RESULT 
Let Q be a connected bounded domain in Rn, a n-dimensional Euclidean space, 
and let S, the boundary of Q, consist of a finite number of (n - 1 )-dimensional 
sufficiently smooth hypersurfaces. 
Consider a linear parabolic initial-boundary value problem 
; u(t, x) = Llu(t, x) - q(x) u(t, x), t>o, XEQ, 
u(0, x) = 0, XEQ, 
(2.1) 
(2.2) 
a 
45) u(t, 6) + (1 - c(5)) - u(t, [) 
an 
N 
(2.3) 
t >o, [ES, 
where au/an denotes the normal derivative on S, oriented toward the exterior 
of 52. It is assumed that q(x) is Halder continuous on D and that a([) belongs to 
P(S), satisfying 0 < a(e) < 1. h,(t) are such that a2h,(~)/a[,a[j are Hijlder 
continuous on each local coordinate. We may assume that {&(t); 1 < R < N} 
is an orthonormal system in L2(S). fk(t) are such that df,(t)/dt are Hijlder 
continuous on [O, T], T being an arbitrary time, and that fk(0) = 0. The set 
of inputs fk(t) satisfying the above conditions will be denoted by E’. 
It is well-known [5], [6] that there exists a sequence {Ai , +ij; 1 < j < llzi , 
i > 1} of eigenvalues and eigenfunctions satisfying the following conditions: 
(i) infze8 q(x) < A, < A, < ... < hi < ..., lim,,, hi = co. (2.4) 
(ii) Each 4ij(X) satisfies the following equations: 
(iii) ($ij} is a complete orthonormal system in L2(.Q),l where the positive 
integers m, are finite for each i < co. 
Under the assumptions on fk(t) and hk( 0, th ere exists the unique solution of 
(2.1)-(2.3), and the solution is expressed as follows [5], [6]: 
t > 0, XEQ, (2.6) 
where u(t, x, y) (t > 0, x, y ED) denotes the fundamental solution [5], [6] 
corresponding to (2.1)-(2.3). 
1 The inner product and the norm ofL2(Q) will be denoted by (., .) and 11 f /j respectively. 
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Let E be some Banach space, and suppose that u(t, .) belongs to E for t > 0 
and fh EF, 1 < K < A? We shall say that the control system (2.1)-(2.3) is 
approximately null controllable in E, if and only if for any v E E and E > 0, 
there exists a set of inputs {fi ,.,., ,,, , f } jk E F, and t, > 0 satisfying an estimate 
/I u(t, > .) - v IIE < E. 
In the rest of the paper, it is assumed that the boundary condition (2.3) is 
normal on S, i.e., ~(5) satisfies 0 < a(E) < l-the generalized boundary value 
problem of the third kind including the Neumann problem, or a(E) G=: I- 
the Dirichlet problem. 
The following theorem is our main result, in which it is assumed that the 
space-dimension n is <3-which is enough for applications. 
THEOREM 2.1. (i) Suppose that n < 3 and that 0 < a([) < 1 on S. The 
control system (2.1)-(2.3) is approximately null controllable in C(o), if and only if 
rank H, = mli , i2 1, (2.7) 
where Hi are the N x mi matrices given by 
(ii) Suppose that n < 3 and that a(t) = 1 on S. The control system (2.1)- 
(2.3) is approximately null controllable in e(D), if and only if(2.7) is satisfied, where 
C(D) is a closed subspace of C(Q) given by 
For the comparison, we cite the result of Sakawa [lo]: 
THEOREM 2.2 [lo]. The control system (2.1)-(2.3) is approximately null 
controllable in L2(Q), if and only if (2.7) is satisfied. 
3. PROOF OF THEOREM 2.1 
This section is devoted to proving Theorem 2.1. We need some preparations. 
Let A be a self-adjoint linear operator given by 
Au = Au - q(x) u, u E &A), 
D(A) = {u E H2(Q); B,u = 0 on A’>, (3.1) 
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where Hz(Q) is the usual Sobolev space of order 2, the norm of which is denoted 
by II - !I2 > and B, is a boundary operator given by 
BP = 43 40 + (1 - 43) ; 43, 
We define a closed subspace X@(Q) of H2(Q) as 
24 E H2(!2). 
fi2(Q) = {u E H2(f2); B,u = a * h(t), a = (01~ ,..., 01~) E K”}, (3.2) 
where a h(t) = Ct=‘=, a&,([). A notation a(u) will be often used instead of a. 
For simplicity, the operator d - Q(X) without the boundary condition is denoted 
by u. The domain of o is of course Ha(Q). 
In what follows, we shall introduce a new inner product in fi2(Q). We start 
with the following lemma: 
LEMMA 3.1 [6]. Suppose that f(t) and g(5) belong to C2(S) and that 
mw~i~~~ and ~2g(cyw& are Hiilder continuous on each local coordinate. 
Then, we can construct a function a(x) E C2(@ such that a2@(x)/8x,8x, are Hiilder 
continuous on Liz and that 
W) =f(O, j& wf) = g(6), E E s. 
We can find appropriate functions !Pk(,) E C”(a), 1 < K < N, such that 
a2Yk(x)/&& , 1 < i,j < n, are Holder continuous on0 and that B,Yk = I&(.$. 
Such Yk(x) are constructed, for example, by letting Y,J[) = aul,([)/&r = hle([) 
in Lemma 3.1. 
LEMMA 3.2. For a su..ciently large c > 0, there exist c1 > 0 and ca > 0 such 
that 
cl II u Ii2 < tll(u - ~1) 11 II2 + I/ Bp ll&sJ1’2 < c2 II u II2 , u E fi2(Q). (3.3) 
Remark. (3.3) is well-known [8] for u E D(A), since B,u = 0. 
Proof. If c > 0 is chosen sufficiently large, the equation 
(A - cl)u =f 
has the unique solution u E D(A) for each fgL2(Q) [8]. Fix such c > 0. Let 17 
be a mapping from fi2(Q) to L2(Q) x RN given by 
1724 = [(u - d) u, a(u)]. 
We shall prove that I7 is linear, continuous, and one to one from fi2(Q) onto 
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L2(.0) x R”. It follows from the orthogonality of hk([), 1 < K < X, that a(u) 
is linear with respect to u. Therefore II is clearly linear. By noting that 
the continuity of 17 follows. It is clear that 17 is one to one. Choose Y, E P(o), 
1 < k < N, satisfying B,Y,C = hk(f). F or any [f, a] ELM x RN, the equation 
(A-cl)o=f-(o-cqfj olkYk 
k=l 
has the unique solution v E D(A). By letting u = v $ cf=, CX~Y~ , it is clear 
that u satisfies the equation 
Ii% = [f, a]. 
Therefore the inverse 17-i is found to be also continuous, which tells us that the 
inequality of the left-hand side of (3.3) holds. The right-hand side of (3.3) is 
clear. Q.E.D. 
We introduce a new inner product in AZ(Q) as 
(3.4) 
= ((u - d) u, (0 - cl) v) + (a(u), a(v)),N . 
It follows from Lemma 3.2 that (., .),., determines a norm 11 . /iA equivalent to 
// . iI2 , the norm of fi2(CJ). In what follows, @(J2) and its subspace D(A) will 
be used as the spaces provided with the inner product (., .)A . 
We have the following lemma. Since the proof is easy, we omit it. 
LEMMA 3.3. (&(.) (hi + c)-l; 1 < j < mi , i 3 I} is a complete orthonorma2 
system in D(A). 
We note that the system (&( .) (Ai + c)-‘> is not complete in A2(Q), to which 
the solution u(t, .) of (2.1)-(2.3) belongs. 
The next lemma will play an important role in the following Theorem 3.5: 
LEMMA 3.4. A”(Q) is equal to 
sj{!Pk(.) E P(n), 1 < k < N; Yk(x) satisfy the boundary conditions B,Yk 
= h,(t), and oYk(x) are HiiZder continuous on a}. 
Proof. It is clear that sj{.‘.j is included in fi2(C’). Take any u E @(fin), and 
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choose Yk , 1 < FE < ni: stated in this lemma. Then, for (a(r ,..., u,~) == a(u) E R”, 
we have 
N 
i B, u-c akYk,-O. 
1 k=l \- 
Without loss of generality, we may assume that o(~ # 0, I < k < 1V. It follows 
from Lemma 3.3 that there exists a sequence {u,} C D(A) n P(D) such that 
u - 1 olkYk = lim u,, in D(A), 
k=l 
m-t m 
and that Au,(x) are Holder continuous on 8. Therefore 
u = ;i .gl % 1% + -$-I E &...I. 
Consider an ordinary differential equation in L2(J2) 
$ u(t) = Au(t), t > 0, u(O) = u. E D(A). 
Q.E.D. 
It is well-known [6] that the Cauchy problem of the above equation is uniformly 
well posed on the set D(A), and that the corresponding semigroup etA is analytic 
in t > 0 and is given by 
&Au = s u(t, .tY) 4~) dy sz 
(35) 
= 2 C ewAit(u, &) &( *), 
i=l j=l 
t > 0, u EL’(Q). 
Lemma 3.3 implies that etAu belongs to C((0, co); D(A)) for each u EP(G), and 
satisfies an estimate 
// etAU ljA < cet)-’ ect // u /I , t > 0, u EP(J-2). (3.6) 
Let f(t) be a scalar-valued Holder continuous function of t E [0, T], T being 
arbitrary. Noting that 
s otf(~) e(t-r)Au d7 
= 
s 
ot (f(~) -f(t)> ect+jAu dr +f(t) lt eTAu dr 
= 
I 
0t {f(~) -f(t)} ett--?.jAu dr + f(t) R(c) [(etA - I) u - c it erAu dT/ , 
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where R(c) = (A - cZ)-1, and u ELM, we find that 
s otf(~) t~(~-~)Au d7 E C([O, CD); D(A)). 
To obtain a convenient expression of the solution u(t, .), different from (2.6), 
we choose !Pk(x) E P(D), 1 < K < N, stated in Lemma 3.4. Then, it is easy 
to see that the solution zl(t, X) is rewritten as 
u(t, *) = 2 [fk(t) Y,(a) + jo’f&) e(t-T)AuYk dr 
k=l 
(3.7) 
- e(t-T)AYk dr , 
I 
t > 0. 
It should be noted that the expression (3.7) is correct for arbitrary Yk(x), 
1 < K < N, satisfying the above conditions. From the above argument, it 
follows that u(t, .) E fi2(Q), t > 0, fk EF, 1 < K < N. 
Let us define the attainable set K(t), t > 0, in fi2(Q) as 
K(t) = {u(t, .); fk EF, 1 < k < N). 
-- 
K(t) is clearly a nonclosed subspace. If t, < t, , we have K(t,) C K(t,), and this 
implies that K = (Jt,a K(t) = (Jt>e K(t) is a closed subspace of A2(Q). There- 
fore the necessary and sufficient condition for the system (2.1)-(2.3) to be 
approximately null controllable in fi2(Q) is that (0) = K’- C fi2(Q). 
THEOREM 3.5. The control system (2.1)-(2.3) is app roximately null controllable 
in fi2(Q), if and only if (2.7) is satisfied. 
Proof (sufficiency). Take any w E KL, and let v be expanded as follows: 
w = zl zl wd’(xi + c)-’ cij(‘) + 77, wij =zz (w, ('b + c)-l &.$)A 7 
d E D(A)L c A”(Q). 
Define u,(t, a) as 
u,(t, *) = kcl [ fk(t - 6) Yk + jot-' fk(T) e(t-r)AoYk dT 
(3.8) 
- 1 t--f --$ fk(T) * ecteTJAYk dT] , t > E. - 0 
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Letf,(t) be such that e-“ktfk(t) and e?kt df,(t)/dt are integrable on (0, CD). Then, 
noting (3.5), we have for Re h > max(c, v1 ,..., +‘N) 
s 
cc 
ecAt(v, uE(f, .))A dt 
6 
= gl e-*‘(v, Yk),Fk(X) + f F,(h) SW ecAt(v, etAaYk), dt 
k=l F 
- il W,(X) lrn e+(v, efAYk), dt 
= ilFk(h) [e+(v, Yk)A + fj F e-(*+““)‘(h + xi)-’ (hi f c) (U’U, , &) vii 
is1 j=l 
- X f T e--(A+Ai)E(h + A,)-l (hi + c) (Yk , &J vij] , 
i=l j-1 
(3.9) 
where F,(h), 1 < k < IV, denote the Laplace transform of fk(t). Therefore 
‘$3 s m ecAt(a, u,(t, -))” dt E 
= f F,(h) [( m mi v, yk>, + 1 1 (A + x,)-1 (‘\i + c, vij{(oyk 9 $il) (3.10) 
k=l i-1 j=l 
- h(yk > hi)> 1 * 
For simplicity, iffk(t) are chosen in the class of polynomials of t, it is easy to see 
that the following relations hold: 
lji ix e-ht dt (v, ieffk(T) e(t-T)AgYk d-r), 
= Ioa eeht dt (V, j-otfk(T) e(t-T)AuYk dT), , 
lji lrn eMAt dt (V, fd-‘&jk(T) * e(t+AYk dT), 
=J’ore-ntdt(v,SX~fR(T).e(t-T).(YTfid7)1, ReX>c. 
Therefore 
‘$3 s 
m e--ht(v, u,(t, -))A dt 
E 
(3.11) 
= 
s 
m e-At(v, u(t, s))~ dt = 0, Reh >c. 
0 
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By letting fk(t) = f, and fi(t) = 0 f or any i f k, for example, we have from 
(3.10) and (3.11) 
l<k<,V (3.12) 
for Re X > c. It is clear that the left-hand side of (3.12) is an analytic function of 
A. By analytic continuation, we see that (3.12) holds for all X satisfying X =t -Ai , 
i 3 1. Calculating the residue of the left-hand side of (3.12) at X = ---Xi gives 
Noting the assumption on Yk and Green’s formula [6], [8], we find that (3.13) 
are equivalent to 
Relations (2.7) and (3.14) imply that Uij = 0, 1 <j < mi , i > 1. Therefore, 
returning to(3.12), we have 
(21, y&4 = 0, 1 < k < A’. (3.15) 
Since Yk , 1 < k < lV, are arbitrary, we can conclude from (3.15) and Lemma 
3.4 that u = 0 in A2(fi). 
(Necessity). It is clear that 9”(Q) . is included in fi2(S2). Noting that 9(52) 
is dense in L2(Q), we find that the control system is approximately null control- 
lable in L2(Q). Therefore, applying Theorem 2.2 gives that (2.7) holds, which 
completes the proof. Q.E.D. 
Remark I. It is easy to see that the control system (2.1)-(2.3) cannot be 
approximately null controllable in H2(J2) for any choice of the controllers 
P, ,..., hN}, because a(u(t, .)) h(t) remains in some finite dimensional subspace 
of L2( S). 
Remark 2. We note that the sufficiency part of Theorem 3.5 has been proved 
independently of Theorem 2.2. This problem was abstractly discussed by 
Fattorini, and the corresponding result was obtained, being related to Theorem 
2.2 [3, Remark 3.6 and Theorem 3.71. 
Before proving Theorem 2.1, we need one more lemma. 
LEMMA 3.6. Suppose that n < 3. 
(i) In the case where 0 ,< a([) < 1 071 S, g2(fi) is dense in C(8). 
(ii) In the case where a([) :T 1 on S, g2(G) ts dense in c(o). 
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Proof. (i) It is well-known [6] that 
2; I(etAu) (x) - u(x)1 -+ 0 as tl0 (3.16) 
for any u E C(g). Noting that et% E D(A) and that D(A) C fi2(a) C C(G) 
algebraically and topologically, we find that @r(Q) is dense in C(o). 
(ii) It is well-known [6] that the relation (3.16) holds for any u E C(D) 
satisfying u(s) = 0 on S. Take any u E C(o), and let ul, E c”(o), 1 6 k < fV, 
be such that !Pk([) = &(.$). Then, for appropriate CY& c R1, 1 < k < N, 
40 - f akYk(f) = 0 on 
k=l 
which implies that 
N N 
U(X) - c aBY&) = hrt$ GA II - 1 c+Yk 
k=l Is=1 
Therefore 
k=l 
Clearly {.} in the above equation belongs to fi2(sZ). 
S, 
in cm 
in C(Q). 
Q.E.D. 
Now, the proof of Theorem 2.1 has been almost completed. 
Proof of Theorem 2.1. 
(i) Sufficiency immediately follows from Theorem 3.5 and Lemma 3.6, (i). 
The proof of necessity can be carried out in the same way as Theorem 3.5. 
The proof of (ii) is the same as (i). Therefore we omit it. Q.E.D. 
Several examples for Theorem 2.1 can be seen in the references [3], [lo]. 
Therefore we omit them. 
Con&ding Remark. If the approximate controllability is considered in 
P(Q), m 3 1, we shall need the result in H[n/21+1+m(SZ), corresponding to 
Theorem 3.5. In that case, the estimate for etAu, however, will become worse 
than (3.6) in the neighborhood of t = 0, which seems to make it difficult to 
consider the problem in the same direction as ours. Therefore, a treatment 
different from ours will be needed. 
We have not considered the approximate controllability by distributed inputs. 
Because, then, the results in Hk(SZ), k > 1, will be automatically obtained in 
exactly the same way as Sakawa [IO]. 
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