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Abstract
Recent developments in stream ciphers point towards an interest in word-based or vectorized
stream ciphers. Such stream ciphers suggest the study of the joint linear complexity of mul-
tisequences. In this paper, using the ﬁrst author’s multisequence linear feedback shift-register
synthesis algorithm based on a lattice basis reduction algorithm in function ﬁelds, we present a
method to determine the value of N(m)n (L), the number of m-fold multisequences of length n
over a ﬁnite ﬁeld Fq with nth joint linear complexity L. Furthermore, a closed-form expression
for N(m)n (L) and formulas for the expected value of the joint linear complexity and its variance
are given when m = 2.
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1. Introduction
The linear complexity of keystream sequences plays an important role in cryptology.
Recent developments in stream ciphers point towards an interest in word-based or
vectorized stream ciphers; see e.g. [1,3]. The theory of such stream ciphers requires
the study of the complexity of multisequences, i.e., of parallel streams of ﬁnitely
many sequences. We use the joint linear complexity to measure the complexity of
multisequences.
Let n be a positive integer and let s = (s(1), . . . , s(m)) be an m-fold multisequence
over a ﬁnite ﬁeld Fq such that each single sequence s(h) = (s(h)1 , s(h)2 , . . .), h =
1, . . . , m, contains at least n terms. A monic polynomial C(x) = xd+∑d−1i=0 cixi ∈ Fq [x]
is called a characteristic polynomial of a linear feedback shift register that generates
the ﬁrst n terms of each of the sequences s(1), . . . , s(m) if
s
(h)
j + cd−1s(h)j−1 + · · · + c0s(h)j−d = 0
for j = d + 1, d + 2, . . . , n and h = 1, 2, . . . , m.
(1)
The least degree of such a characteristic polynomial is called the nth joint linear
complexity of s, denoted by L(m)n (s).
Let N(m)n (L) denote the number of m-fold multisequence s of length n over Fq with
nth joint linear complexity L. It is trivial that N(m)n (0) = 1. For m = 1 there is the
classical formula of Gustavson [2] (see also [7,9, Theorem 7.1.6]) which says that
N(1)n (L) = (q − 1)qmin(2L−1,2n−2L) for 1Ln. (2)
The determination of N(m)n (L) for m2 seems to be a difﬁcult problem. Only
recently Niederreiter [8] generalized the formula (2) in the range 1Ln/2, i.e.,
N(m)n (L) = (qm − 1)q(m+1)L−m for 1Ln/2 and m1. (3)
In [12] the ﬁrst author presented a new multisequence linear feedback shift-register
synthesis algorithm by means of a lattice basis reduction algorithm in function ﬁelds
[11]. In [13] a reﬁned version was proposed; we simply call it the reﬁned LBRMS
algorithm. In the present paper we give a method to determine N(m)n (L) by using the
reﬁned LBRMS algorithm. It seems difﬁcult to give a convenient closed-form expression
for N(m)n (L) for general m, and so we give a closed-form expression only for m = 2.
This paper is organized as follows. Section 2 introduces the reﬁned LBRMS algo-
rithm. In Section 3 we present recursions for counting functions related to N(m)n (L) and
in Section 4 we provide the general form of these counting functions. An expression
for N(m)n (L) is obtained by summing up certain of these counting functions. In Section
5 we present the closed-form expressions for N(m)n (L), for the expected value of the
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joint linear complexity, and for its variance when m = 2. Asymptotic results for m = 2
are given in Section 6.
2. The reﬁned LBRMS algorithm
Before we introduce the reﬁned LBRMS algorithm, we give some deﬁnitions and
notations.
For each h = 1, 2, . . . , m, we will identify the sequence s(h) with the formal power
series s(h)(x) = ∑∞i=1 s(h)i x−i which we view as an element of the Laurent series ﬁeld
K = Fq((x−1)) =
⎧⎨
⎩
∞∑
i=i0
aix
−i : i0 ∈ Z, ai ∈ Fq
⎫⎬
⎭ .
There is a standard valuation  on K whereby for  = ∑∞i=i0 aix−i ∈ K we put
() = min{i ∈ Z : ai = 0} if  = 0 and () = ∞ if  = 0.
The following two mappings (order function and projection) on the vector space
Km+1 will be used in the description of the reﬁned LBRMS algorithm:
V : Km+1 → Z ∪ {∞} :  = (i )1 im+1 →{∞, if  = 0,
min{(i ) : 1 im + 1}, otherwise;
k : Km+1 → Fm+1q :  = (i )1 im+1 → (a1,k, . . . , am+1,k)T , for k ∈ Z,
where i = ∑∞j=j0 ai,j x−j , 1 im + 1, and T denotes the transpose of a vector. In
the sequel V ()() is often used and simply denoted by ().
A subset  of Km+1 is called an Fq [x]-lattice if there exists a basis 1, . . . ,m+1
of Km+1 such that
 =
m+1∑
i=1
Fq [x]i =
{
m+1∑
i=1
fi i : fi ∈ Fq [x], i = 1, . . . , m + 1
}
.
In this situation we say that 1, . . . ,m+1 form a basis for  and we often denote the
lattice by (1, . . . ,m+1). A basis 1, . . . ,m+1 is reduced if (1), . . . , (m+1)
are linearly independent over Fq . The determinant of the lattice is deﬁned by det((1,
. . . ,m+1)) = v(det(1, . . . ,m+1)).
Next we construct a special lattice (ε1, . . . , εm, n) in Km+1 spanned by the vectors
ε1 = (1, 0, . . . , 0), . . . , εm = (0, . . . , 0, 1, 0), n = (s(1)(x), . . . , s(m)(x), x−n−1).
616 L.-P. Wang, H. Niederreiter / Finite Fields and Their Applications 12 (2006) 613–637
For a nonzero polynomial C(x) = ∑di=0 cixi ∈ Fq [x] with cd = 1, we have
C(x)s(h)(x) = R(h) +
n∑
j=d+1
j (C(x), s
(h))x−(j−d) + (C(x), s(h)(x)) (4)
for 1hm, where v(R(h))n+1−d , j (C(x), s(h)) denotes the jth linear discrepancy
s
(h)
j +cd−1s(h)j−1+· · ·+c0s(h)j−d , and (C(x), s(h)(x)) =
∑d
i=1
∑i−1
j=0 cd−j s
(h)
i−j xd−i ∈ Fq [x]
is the polynomial part of C(x)s(h)(x). Thus, C(x) completely determines an element
C(x)n −∑mh=1 (C(x), s(h)(x))εh of (ε1, . . . , εm, n) which is called the associated
element of C(x) in (ε1, . . . , εm, n) and denoted by (C(x)).
Also, for an integer j > d , deﬁne the jth discrepancy column vector j (C(x)) by
j (C(x)) = (j (C(x), s(1)), . . . , j (C(x), s(m)))T .
The mapping 	 : (ε1, . . . , εm, n) → Fq [x] is given by  = D1(x)ε1 + · · · +
Dm(x)εm + C(x)n → C(x).
The reﬁned LBRMS algorithm can now be stated as follows. Assume that (Ci(x), li)
is the linear feedback shift register with shortest length li that generates the ﬁrst i terms
of s. Put C0(x) = 1. The initial basis is 1 := ε1, . . . ,m := εm, m+1 := (C0(x)).
Let 1,2, . . . ,m, m+1 = (Cn−1(x)) be a current basis to determine Cn(x). Then:
(i) If n(Cn−1(x)) = 0, then ln = ln−1 and Cn(x) = Cn−1(x).
(ii) If n(Cn−1(x)) = 0, there exists a nonzero vector (a1, . . . , am) ∈ Fmq such that
n(Cn−1(x)) =
m∑
i=1
ai
′(i ), (5)
where ′(i ) denotes the vector obtained from (i ) by omitting its (m + 1)st com-
ponent 0 (compare with Lemma 1 below). Let k denote an integer such that V (k) =
min{V (i ) : 1 im, ai = 0}. We need to consider two cases. By (4), it is clear that
V ((Cn−1(x))) = n − ln−1.
Case 1: n − ln−1V (k). Then
Cn(x) = Cn−1(x) −
m∑
i=1
aix
V (i )−(n−ln−1)	(i ), (6)
ln = ln−1. (7)
In this case 1, . . . ,m are not changed.
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Case 2: n − ln−1 > V (k). Then
Cn(x) = xn−ln−1−V (k)Cn−1(x) −
m∑
i=1
aix
V (i )−V (k)	(i ), (8)
ln = n − V (k). (9)
In this case k is replaced by (Cn−1(x)), whereas 1, . . . ,k−1,k+1, . . . ,m are
not changed.
Therefore only when n(Cn−1(x)) = 0 and V ((Cn−1(x))) > V (k) will the joint
linear complexity increase, and then k is replaced by (Cn−1(x)). The joint lin-
ear complexity does not change (regardless of the value of the discrepancy) when
V ((Cn−1(x)))V (k), and then 1, . . . ,m do not change.
The vectors 1,2, . . . ,m in each jth step for 0jn satisfy the following two
important properties which will play a key role in the subsequent development.
Lemma 1. The vectors (1), . . . , (m) in each jth step for 0jn are linearly
independent over Fq and the (m + 1)st component of (i ), i = 1, . . . , m, is zero.
The proof is easily obtained by (5) and the given initial basis, and so omitted.
If 1, . . . ,m,m+1 are a reduced basis of any lattice , the set {V (1), . . .,
V (m+1)} is completely determined by the lattice  and does not depend on the
choice of the basis [11]. For the special lattice (ε1, . . . , εm, n), this means that the
set is completely determined by the ﬁrst n terms of s.
Lemma 2. The vectors 1, . . . ,m in each jth step for 0jn satisfy the equation
V (1) + · · · + V (m) = lj . (10)
Proof. If j = n, the vectors 1, . . . ,m and (Cn(x)) form a reduced basis for the
lattice (ε1, . . . , εm, n), and so
V (1) + · · · + V (m) + V ((Cn(x))) = det((ε1, . . . , εm, n)) = n + 1.
Because of V ((Cn(x))) = n + 1 − ln, we have the required result.
If 0j < n, then for 1 im put ′i = (	(i )) in the lattice (ε1, . . . , εm, j )
if V (i ) = 0, otherwise ′i = i . So ′1, . . . ,′m and (Cj (x)) in (ε1, . . . , εm, j )
form a reduced basis for (ε1, . . . , εm, j ), and hence
V (′1) + · · · + V (′m) = lj .
Now V (′i ) = V (i ) for 1 im since V (i ) < n + 1 − deg(	(i )). Thus, the
conclusion is proved. 
618 L.-P. Wang, H. Niederreiter / Finite Fields and Their Applications 12 (2006) 613–637
3. Recursions for counting functions
Assume 1,2, . . . ,m+1 are a reduced basis for the lattice (ε1, . . . , εm, n) in the
reﬁned LBRMS algorithm with deg(	(m+1)) = ln. By Lemma 2, we have V (1) +
· · · + V (m) = ln = L and this suggests to consider partitions of L. The notation
N
(m)
n (L)|{i1,...,im} denotes the number of m-fold multisequences of length n over Fq
with nth joint linear complexity L and {V (1), . . . , V (m)} = {i1, . . . , im}. Hence
i1 + · · · + im = L, and we can assume i1 i2 · · ·  im0. So we have
N(m)n (L) =
∑
i1+···+im=L,i1 i2 ··· im0
N(m)n (L)|{i1,...,im}. (11)
Therefore the problem of determining the value of N(m)n (L) reduces to computing
N
(m)
n (L)|{i1,...,im} for each partition {i1, . . . , im} of L into m parts. In this section we
give a recursion for N(m)n (L)|{i1,...,im}.
For any partition I = {i1, . . . , im} of L with 
(I) positive parts we can write
I = {i1, . . . , isI,1︸ ︷︷ ︸
sI,1
, isI,1+1, . . . , isI,1+sI,2︸ ︷︷ ︸
sI,2
, . . . , isI,1+···+sI,t−1+1, . . . , isI,1+···+sI,t︸ ︷︷ ︸
sI,t
, . . . ,
isI,1+···+sI,(I)−1+1, . . . , isI,1+···+sI,(I)︸ ︷︷ ︸
sI,(I)
, i
(I)+1, . . . , im︸ ︷︷ ︸
sI,(I)+1
},
where isI,1+···+sI,t−1+1 = · · · = isI,1+···+sI,t > isI,1+···+sI,t+1 for 1 t(I), i
(I)+1 =· · · = im = 0, and 
(I) = sI,1 + · · · + sI,(I). If 
(I) = m, then sI,(I)+1 = 0.
Example. Let I = {4, 4, 3, 1, 1, 0}, m = 6, L = 13. Then 
(I) = 5, (I) = 3, sI,1 =
2, sI,2 = 1, sI,3 = 2.
We need to consider what kind of sequences of length n − 1 will contribute to
N
(m)
n (L)|{i1,...,im}. In the following we assume that 1,2, . . . ,m+1 are a basis for
(ε1, . . . , εm, n) in the (n − 1)st loop of the reﬁned LBRMS algorithm with
deg(	(m+1)) = ln−1. Since at most one element in 1,2, . . . ,m is changed during
the next step, the choices for the order functions of those elements can only be the
following:
I = I0 = {i1, i2, . . . , im}, I1 = {i1, . . . , isI,1−1, n − L, isI,1+1, . . . , im}, . . . ,
It = {i1, . . . , isI,1+···+sI,t−1, n − L, isI,1+···+sI,t+1, . . . , im}, . . . ,
I(I) = {i1, . . . , i
(I)−1, n − L, i
(I)+1, . . . , im}.
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In addition, we write Lt = ∑j∈It j for 0 t(I) in order to simplify notation. It is
obvious that L = L0. Note that any element among isI,1+···+sI,t−1+1, . . . , isI,1+···+sI,t can
be replaced by n − L for each It , 1 t(I).
Given the ﬁrst n − 1 terms of s and {V (1), . . . , V (m)} = It , since (1), . . .,
(m) are linearly independent over Fq by Lemma 1, the number of choices for n,
which completely determine the nth term of s, is equal to the number of (a1, . . . , am)
in (5). We denote this number by ct . Thus, we have
N(m)n (L)|I =
(I)∑
t=0
ctN
(m)
n−1(Lt )|It . (12)
Since the coefﬁcients c0, c1, . . . , c(I) will vary as the value of n − L falls into
different ranges of I, we need to determine these coefﬁcients according to the different
choices for n − L. It is clear that n − L0.
Case 1: Suppose that n − L > i1.
(a) {V (1), . . . , V (m)} = I0. Then we claim that aj = 0 in (5) for 1jm.
Otherwise, suppose that there exists some j, 1jm, such that aj = 0 and
V (j ) = isI,1+···+sI,w for some 1w(I), and hence j will be replaced by
m+1 in the nth step. So the set of order functions of these m elements will
become Iw and not I0, and so such a multisequence cannot be transformed to the
required one. This yields c0 = 1.
(b) For any t, 1 t(I) and {V (1), . . . , V (m)} = It . In this case ct = 0 because
it is impossible to transform such a basis into one with {V (1), . . . , V (m)} = I0.
Case 2: Suppose that n − L = i1 = isI,1 .
(a) {V (1), . . . , V (m)} = I0. We have q choices for aj , 1jsI,1, and aj = 0 for
sI,1 + 1jm. Therefore c0 = qsI,1 .
(b) For any t, 1 t(I) and {V (1), . . . , V (m)} = It . In this case ct = 0 because
it is impossible to transform such a basis into one with {V (1), . . . , V (m)} = I0.
Case 3: Suppose that n − L = isI,1+···+sI,w for some w, 2w(I).
(a) {V (1), . . . , V (m)} = I0. We have q choices for aj , 1jsI,1 + · · · + sI,w, and
aj = 0 for sI,1 + · · · + sI,w + 1jm. Therefore c0 = qsI,1+···+sI,w .
(b) For any t, 1 tw−1 and {V (1), . . . , V (m)} = It . Since n−L > isI,1+···+sI,w+1,
we have aj = 0 for sI,1+· · ·+sI,w+1jm. There is at least one nonzero element
in {aj : sI,1 + · · · + sI,w−1 + 1jsI,1 + · · · + sI,w} ∪ {asI,1+···+sI,t }. For the other
j, we have q choices for each aj . Therefore ct = qsI,1+···+sI,w − qsI,1+···+sI,w−1−1.
(c) For any t, w t(I) and {V (1), . . . , V (m)} = It . In this case ct = 0 because
it is impossible to transform such a basis into one with {V (1), . . . , V (m)} = I0.
Case 4: Suppose that isI,1+···+sI,w+1 < n − L < isI,1+···+sI,w , for some w, 1w
(I) − 1.
(a) {V (1), . . . , V (m)} = I0. We have q choices for aj , 1jsI,1 + · · · + sI,w, and
aj = 0 for sI,1 + · · · + sI,w + 1jm. Therefore c0 = qsI,1+···+sI,w .
(b) For any t, 1 tw and {V (1), . . . , V (m)} = It . Because of V (sI,1+···+sI,t )= n − L > isI,1+···+sI,w+1, we have aj = 0 for sI,1 + · · · + sI,w + 1jm, and
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asI,1+···+sI,t = 0, and so we have q − 1 choices for it. For the other j we have q
choices for aj . Therefore ct = (q − 1)qsI,1+···+sI,w−1.
(c) For any t, w < t(I) and {V (1), . . . , V (m)} = It . In this case ct = 0 because
it is impossible to transform such a basis into one with {V (1), . . . , V (m)} = I0.
Case 5: Suppose that 0 < n − L < i
(I).
(a) {V (1), . . . , V (m)} = I0. We have q choices for aj for 1j
(I) = sI,1 +· · ·+
sI,(I), and aj = 0 for 
(I) < jm. Therefore c0 = q
(I).
(b) For any t, 1 t(I) and {V (1), . . . , V (m)} = It . Since n − L >
isI,1+···+sI,(I)+1 = 0, we have aj = 0 for 
(I) < jm. Moreover asI,1+···+sI,t = 0
since V (sI,1+···+sI,t ) = n − L, and so there are q − 1 choices. For the other aj
we have q choices. Therefore ct = (q − 1)q
(I)−1.
Case 6: Suppose that n − L = 0.
(a) {V (1), . . . , V (m)} = I0. We have q choices for aj , 1jm, and so c0 = qm.
(b) For any t, 1 t(I) and {V (1), . . . , V (m)} = It . There is at least one nonzero
element in {aj : 
(I) < jm} ∪ {asI,1+···+sI,t }. We have q choices for the other aj .
Therefore ct = qm − q
(I)−1.
The above discussion and (12) lead to the following theorem.
Theorem 1. With the above notation we have
N(m)n (L)|I = qmN(m)n−1(L)|I0 + (qm − q
(I)−1)
(I)∑
t=1
N
(m)
n−1(Lt )|It if n − L = 0; (13a)
= q
(I)N(m)n−1(L)|I0 + (q − 1)q
(I)−1
∑(I)
t=1 N
(m)
n−1(Lt )|It
if 0 < n − L < i
(I); (13b)
= qsI,1+···+sI,wN(m)n−1(L)|I0 + (q − 1)qsI,1+···+sI,w−1
∑w
t=1 N
(m)
n−1(Lt )|It
if isI,1+···+sI,w+1 < n − L < isI,1+···+sI,w
for some w, 1w(I) − 1; (13c)
= qsI,1+···+sI,wN(m)n−1(L)|I0
+(qsI,1+···+sI,w − qsI,1+···+sI,w−1−1)
∑w−1
t=1 N
(m)
n−1(Lt )|It
if n − L = isI,1+···+sI,w for some w, 2w(I); (13d)
= qsI,1N(m)n−1(L)|I0 if n − L = isI,1; (13e)
= N(m)n−1(L)|I0 if n − L > i1. (13f)
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The initial conditions for the above recursions are
N
(m)
1 (0)|{0,...,0} = 1, N(m)1 (1)|{1,0,...,0} = qm − 1.
4. The general form of N(m)n (L)|I
The general form of N(m)n (L)|I is given by the following theorem. We keep the
notation of the previous sections. In addition, we deﬁne
c(I) =

(I)∏
i=1
(qm+1−i − 1)q
i − 1
q − 1 ,
d(I) =
(I)∏
j=1
sI,j∏
i=1
qi − 1
q − 1 ,
b(I, n − L) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
e
(I) ◦ [I, n − L] − 
(I)(
(I) − 1)2 if 0n − L < i
(I);
e
(I) ◦ [I, n − L] −
(

(I)(
(I) + 1)
2
− (sI,1 + · · · + sI,w)
)
if isI,1+···+sI,w+1n − L < isI,1+···+sI,w
for some w, 1w(I) − 1;
e
(I) ◦ [I, n − L] − 
(I)(
(I) + 1)2 if n − L i1,
where e
(I) = 2 × (0, 1, 2, . . . , 
(I), 0, . . . , 0) is a vector with m + 1 components,
[I, n − L] denotes the vector obtained by arranging those m + 1 numbers between the
square brackets in nonincreasing order, and ◦ denotes the standard inner product.
Theorem 2. With the above notation we have
N(m)n (L)|I =
c(I)
d(I)
qb(I,n−L).
Proof. To show that this solution is correct, we ﬁrst prove that the solution satisﬁes
the recursions in Theorem 1. We need to consider all six cases in Theorem 1.
Case 1: Suppose n − L > i1. Since n − 1 − L i1, it is clear that N(m)n (L)|I0 =
N
(m)
n−1(L)|I0 .
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Case 2: Suppose n − L = isI,1 . Then
N(m)n (L)|I =
c(I)
d(I)
qb(I,n−L) = c(I)
d(I)
qe
(I)◦[I,n−L]−

(I)(
(I)+1)
2 .
Since isI,2n − 1 − L = isI,1 − 1 < isI,1 , we get
b(I, n − 1 − L) = e
(I) ◦ [I, n − 1 − L] −
(

(I)(
(I) + 1)
2
− sI,1
)
= e
(I) ◦ [I, n − L] − 2sI,1 −
(

(I)(
(I) + 1)
2
− sI,1
)
= b(I, n − L) − sI,1.
Furthermore,
N
(m)
n−1(L)|I0 =
c(I)
d(I)
qb(I,n−1−L) = c(I)
d(I)
qb(I,n−L)−sI,1 ,
and so (13e) holds.
Case 3: Suppose n − L = isI,1+···+sI,w for some w, 2w(I). Then
N(m)n (L)|I =
c(I)
d(I)
qb(I,n−L) = c(I)
d(I)
qe
(I)◦[I,n−L]−(

(I)(
(I)+1)
2 −(sI,1+···+sI,w−1)).
Since isI,1+···+sI,w+1n − 1 − L = isI,1+···+sI,w − 1 < isI,1+···+sI,w , we get
b(I, n − 1 − L) = e
(I) ◦ [I, n − 1 − L] −
(

(I)(
(I) + 1)
2
− (sI,1 + · · · + sI,w)
)
= e
(I) ◦ [I, n − L] − 2(sI,1 + · · · + sI,w)
−
(

(I)(
(I) + 1)
2
− (sI,1 + · · · + sI,w)
)
= b(I, n − L) − (sI,1 + · · · + sI,w) − (sI,1 + · · · + sI,w−1).
Therefore
N
(m)
n−1(L)|I =
c(I)
d(I)
qb(I,n−L)−(sI,1+···+sI,w)−(sI,1+···+sI,w−1).
Next we consider the value of N(m)n−1(Lt )|It for 1 tw − 1.
Since 
(It ) = 
(I), we have c(It ) = c(I).
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If sI,t > 1, then (It ) = (I), sIt ,t = sI,t − 1, sIt ,w = sI,w + 1, and sIt ,j = sI,j for
j = t, w, so that
d(It ) = d(I)q
sI,w+1 − 1
qsI,t − 1 .
If sI,t = 1, then (It ) = (I) − 1, sIt ,j = sI,j for 1j t − 1, sIt ,w−1 = sI,w + 1,
and sIt ,j = sI,j+1 for tj(It ) and j = w − 1, so that again
d(It ) = d(I)q
sI,w+1 − 1
q − 1 = d(I)
qsI,w+1 − 1
qsI,t − 1 .
If sI,t > 1, then isIt ,1+···+sIt ,t−1 < n − 1 − Lt = isI,1+···+sI,t − 1 < isIt ,1+···+sIt ,t and so
sIt ,1 + · · · + sIt ,t = sI,1 + · · · + sI,t − 1.
If sI,t = 1, then isIt ,1+···+sIt ,t−2 < n − 1 − Lt = isI,1+···+sI,t − 1 < isIt ,1+···+sIt ,t−1 and
so sIt ,1 + · · · + sIt ,t−1 = sI,1 + · · · + sI,t − 1.
So in both cases we have
b(It , n − 1 − Lt) = e
(It ) ◦ [It , n − 1 − Lt ] −
(

(It )(
(It ) + 1)
2
−(sI,1 + · · · + sI,t − 1)
)
= e
(I) ◦ [I, n − L] − 2(sI,1 + · · · + sI,t − 1)
−
(

(I)(
(I) + 1)
2
− (sI,1 + · · · + sI,t − 1)
)
= b(I, n − L) − (sI,1 + · · · + sI,t − 1) − (sI,1 + · · · + sI,w−1).
Furthermore,
N
(m)
n−1(Lt )|It =
c(I)
d(I)
· q
sI,t − 1
qsI,w+1 − 1q
b(I,n−L)−(sI,1+···+sI,t−1+sI,1+···+sI,w−1).
Thus we have
RHS of (13d) = qsI,1+···+sI,w c(I)
d(I)
qb(I,n−L)−(sI,1+···+sI,w)−(sI,1+···+sI,w−1)
+(qsI,1+···+sI,w − qsI,1+···+sI,w−1−1)
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·
w−1∑
t=1
c(I)
d(I)
· q
sI,t − 1
qsI,w+1 − 1q
b(I,n−L)−(sI,1+···+sI,t−1+sI,1+···+sI,w−1)
= c(I)
d(I)
qb(I,n−L)
(
q−(sI,1+···+sI,w−1) +
w−1∑
t=1
qsI,t − 1
qsI,1+···+sI,t
)
= c(I)
d(I)
qb(I,n−L)
(
q−(sI,1+···+sI,w−1) + 1 − 1
qsI,1+···+sI,w−1
)
= LHS of (13d).
Case 4: Suppose isI,1+···+sI,w+1 < n − L < isI,1+···+sI,w for some w, 1w(I) − 1.
Then
N(m)n (L)|I =
c(I)
d(I)
qb(I,n−L) = c(I)
d(I)
qe
(I)◦[I,n−L]−(

(I)(
(I)+1)
2 −(sI,1+···+sI,w)).
Since isI,1+···+sI,w+1n − 1 − L < isI,1+···+sI,w , we get
b(I, n − 1 − L) = e
(I) ◦ [I, n − 1 − L] −
(

(I)(
(I) + 1)
2
− (sI,1 + · · · + sI,w)
)
= e
(I) ◦ [I, n − L] − 2(sI,1 + · · · + sI,w)
−
(

(I)(
(I) + 1)
2
− (sI,1 + · · · + sI,w)
)
= b(I, n − L) − 2(sI,1 + · · · + sI,w).
Thus
N
(m)
n−1(L)|I =
c(I)
d(I)
qb(I,n−L)−2(sI,1+···+sI,w).
Next we consider the value of N(m)n−1(Lt )|It for 1 tw.
Since 
(It ) = 
(I), we have c(It ) = c(I).
If sI,t > 1, then (It ) = (I) + 1, sIt ,t = sI,t − 1, sIt ,w+1 = 1, sIt ,j = sI,j for
1jw, j = t , and sIt ,j = sI,j−1 for w + 1 < j(It ), so that
d(It ) =
(It )∏
j=1
sIt ,j∏
i=1
qi − 1
q − 1 = d(I)
q − 1
qsI,t − 1 .
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If sI,t = 1, then (It ) = (I), sIt ,j = sI,j for 1j t − 1, sIt ,j = sI,j+1 for
tjw − 1, sIt ,w = 1, sIt ,j = sI,j for w + 1j(It ), so that again
d(It ) =
(It )∏
j=1
sIt ,j∏
i=1
qi − 1
q − 1 = d(I) = d(I)
q − 1
qsI,t − 1 .
Since n− 1 −Lt = isI,1+···+sI,t − 1 < isI,1+···+sI,t−1, we obtain by a similar argument
as in Case 3,
b(It , n − 1 − Lt) = e
(It ) ◦ [It , n − 1 − Lt ] −
(

(It )(
(It ) + 1)
2
−(sI,1 + · · · + sI,t − 1)
)
= e
(I) ◦ [I, n − L] − 2(sI,1 + · · · + sI,t − 1)
−
(

(I)(
(I) + 1)
2
− (sI,1 + · · · + sI,t − 1)
)
= b(I, n − L) − (sI,1 + · · · + sI,t − 1) − (sI,1 + · · · + sI,w).
Furthermore,
N
(m)
n−1(Lt )|It =
c(I)
d(I)
· q
sI,t − 1
q − 1 q
b(I,n−L)−(sI,1+···+sI,t−1+sI,1+···+sI,w).
Thus we have
RHS of (13c) = qsI,1+···+sI,w c(I)
d(I)
qb(I,n−L)−2(sI,1+···+sI,w) + (q − 1)qsI,1+···+sI,w−1 ·
·
w∑
t=1
c(I)
d(I)
· q
sI,t − 1
q − 1 q
b(I,n−L)−(sI,1+···+sI,t−1+sI,1+···+sI,w)
= c(I)
d(I)
qb(I,n−L)
(
q−(sI,1+···+sI,w) +
w∑
t=1
qsI,t − 1
qsI,1+···+sI,t
)
= c(I)
d(I)
qb(I,n−L)
(
q−(sI,1+···+sI,w) + 1 − 1
qsI,1+···+sI,w
)
= LHS of (13c).
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Case 5: Suppose 0 < n − L < i
(I). Now
N(m)n (L)|I =
c(I)
d(I)
qb(I,n−L) = c(I)
d(I)
qe
(I)◦[I,n−L]−

(I)(
(I)−1)
2 .
Because of 0n − 1 − L < i
(I), we get
b(I, n − 1 − L) = e
(I) ◦ [I, n − 1 − L] − 
(I)(
(I) − 1)2
= e
(I) ◦ [I, n − L] − 2
(I) − 
(I)(
(I) − 1)2
= b(I, n − L) − 2
(I),
so that
N
(m)
n−1(L)|I0 =
c(I)
d(I)
qb(I,n−1−L) = c(I)
d(I)
qb(I,n−L)−2
(I).
Next we consider the value of N(m)n−1(Lt )|It for 1 t(I).
Since 
(It ) = 
(I) for 1 t(I), we have c(It ) = c(I).
If sI,t > 1, then (It ) = (I) + 1, sIt ,t = sI,t − 1, sIt ,j = sI,j for 1j(I), j = t ,
and sIt ,(It ) = 1, so that
d(It ) =
(It )∏
j=1
sIt ,j∏
i=1
qi − 1
q − 1 = d(I)
q − 1
qsI,t − 1 .
If sI,t = 1, then (It ) = (I), sIt ,j = sI,j for 1j t − 1, sIt ,j = sI,j+1 for
tj(I) − 1, and sIt ,(It ) = 1, so that again
d(It ) =
(It )∏
j=1
sIt ,j∏
i=1
qi − 1
q − 1 = d(I) = d(I)
q − 1
qsI,t − 1 .
Since n − 1 − Lt = isI,1+···+sI,t − 1, we obtain by a similar argument as in Case 3,
b(It , n − 1 − Lt) = e
(It ) ◦ [It , n − 1 − Lt ] −
(

(It )(
(It ) + 1)
2
−(sI,1 + · · · + sI,t − 1)
)
= e
(I) ◦ [I, n − L] − 2(sI,1 + · · · + sI,t − 1)
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−
(

(I)(
(I) + 1)
2
− (sI,1 + · · · + sI,t − 1)
)
= b(I, n − L) − (
(I) + sI,1 + · · · + sI,t − 1).
Furthermore,
N
(m)
n−1(Lt )|It =
c(I)
d(I)
· q
sI,t − 1
q − 1 q
b(I,n−L)−(
(I)+sI,1+···+sI,t−1).
So we have
RHS of (13b) = q
(I) c(I)
d(I)
qb(I,n−L)−2
(I) + (q − 1)q
(I)−1 c(I)
d(I)
qb(I,n−L) ·
· 1
(q − 1)q
(I)
(I)∑
t=1
qsI,t − 1
qsI,1+···+sI,t−1
= c(I)
d(I)
qb(I,n−L)
(
q−
(I) + 1
q
(
q − 1
q
(I)−1
))
= LHS of (13b).
Case 6: Suppose n − L = 0. We have
N(m)n (L)|I =
c(I)
d(I)
qb(I,0) = c(I)
d(I)
qe
(I)◦[I,0]−

(I)(
(I)−1)
2 , N
(m)
n−1(L)|I0 = 0.
Next we consider the value of N(m)n−1(Lt )|It for 1 t(I).
Since 
(It ) = 
(I) − 1, we get
c(It ) =

(It )∏
i=1
(qm+1−i − 1)q
i − 1
q − 1 = c(I)
q − 1
(qm+1−
(I) − 1)(q
(I) − 1) .
If sI,t > 1, then (It ) = (I), sIt ,t = sI,t − 1, and sIt ,j = sI,j if j = t , 1j(I),
so that
d(It ) =
(It )∏
j=1
sIt ,j∏
i=1
qi − 1
q − 1 = d(I)
q − 1
qsI,t − 1 .
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If sI,t = 1, then (It ) = (I) − 1, sIt ,j = sI,j for 1j t − 1, and sIt ,j = sI,j+1 for
tj(It ), so that again
d(It ) =
(It )∏
j=1
sIt ,j∏
i=1
qi − 1
q − 1 = d(I) = d(I)
q − 1
qsI,t − 1 .
Since n − 1 − Lt = isI,1+···+sI,t − 1, we obtain by a similar argument as in Case 3,
b(It , n − 1 − Lt) = e
(It ) ◦ [It , n − 1 − Lt ] −
(

(It )(
(It ) + 1)
2
−(sI,1 + · · · + sI,t − 1)
)
= e
(I) ◦ [I, 0] − 2(sI,1 + · · · + sI,t − 1)
−
(

(I)(
(I) − 1)
2
− (sI,1 + · · · + sI,t − 1)
)
= b(I, 0) − (sI,1 + · · · + sI,t − 1).
Furthermore,
N
(m)
n−1(Lt )|It =
c(It )
d(It )
qb(It ,n−1−Lt )
= c(I)
d(I)
· q
sI,t − 1
(qm+1−
(I) − 1)(q
(I) − 1)q
b(I,0)−(sI,1+···+sI,t−1).
Thus we have
RHS of (13a) = (qm − q
(I)−1)
(I)∑
t=1
N
(m)
n−1(Lt )|It
= c(I)
d(I)
qb(I,0)
q
(I)−1
q
(I) − 1
(I)∑
t=1
qsI,t − 1
qsI,1+···+sI,t−1
= c(I)
d(I)
qb(I,0)
q
(I)−1
q
(I) − 1
(
q − 1
qsI,1−1
+ 1
qsI,1−1
− 1
qsI,1+sI,2−1
+ · · · + 1
qsI,1+···+sI,(I)−1−1
− 1
qsI,1+···+sI,(I)−1
)
= c(I)
d(I)
qb(I,0)
q
(I)−1
q
(I) − 1
(
q − 1
q
(I)−1
)
= LHS of (13a).
L.-P. Wang, H. Niederreiter / Finite Fields and Their Applications 12 (2006) 613–637 629
By taking into account the initial conditions, we see that the solution to the recursions
in Theorem 1 is given by the formula in Theorem 2. 
Given the expression for N(m)n (L)|{i1,...,im} for each partition {i1, . . . , im} of L, we
can obtain N(m)n (L) by (11). However, it seems difﬁcult to give a convenient closed-
form expression for N(m)n (L) for general m because of the large variety of partitions,
and so we give a closed-form expression only for m = 2. This is done in the next
section.
5. The special case m = 2
In this section, we ﬁrst give the general form of N(2)n (L)|{i1,i2} which can be derived
from Theorem 2 in the special case m = 2. In this case we have i1 + i2 = L. So there
are only the following partitions: {L, 0}, {L− i2, i2} for 0 < i2 < L/2, and {L/2, L/2}
for even L2.
Corollary 1. Let m = 2. Then we have
N(2)n (L)|{L,0} =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(q2 − 1)q2(n−L) 0n − L < L;
(q2 − 1)q2L−1 n − LL > 0;
1 L = 0.
For 0 < i2 < L/2 we have
N(2)n (L)|{L−i2,i2} =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(q2 − 1)2q4(n−L)+2i2−1 0n − L < i2;
(q2 − 1)2q2(n−L)+4i2−2 i2n − L < L − i2;
(q2 − 1)2q2L+2i2−3 n − LL − i2.
For even L2 we have
N(2)n (L)|{L2 , L2 } =
⎧⎨
⎩
(q2 − 1)(q − 1)q4(n−L)+L−1 0n − L < L2 ;
(q2 − 1)(q − 1)q3L−3 n − L L2 .
By Corollary 1 we can obtain the following closed-form expression for N(2)n (L).
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Theorem 3. For m = 2 we have
N(2)n (L) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 L = 0,
(q2 − 1)q3L−2 1L n
2
,
q2 − 1
q2 + 1q
2(n−L) + (q2 − 1)q3L−2
− (q
2 − 1)(q2 − q + 1)
q2 + 1 q
6L−2n−3 n
2
< L 2n
3
,
q2 − 1
q2 + 1q
2(n−L) + (q2 − 1)q4n−3L
− (q
2 − 1)(q2 − q + 1)
q2 + 1 q
6(n−L)+1 2n
3
< Ln.
Proof. If L is even, then N(2)n (L) = ∑L2i2=0 N(2)n (L)|{L−i2,i2}. We need to consider four
cases.
Case 1: L = 0. Then trivially N(2)n (L) = 1.
Case 2: 1L n2 . Then n − LL and
N(2)n (L) = N(2)n (L)|{L,0} +
L
2 −1∑
i2=1
N(2)n (L)|{L−i2,i2} + N(2)n (L)|{L2 , L2 }
= (q2 − 1)q2L−1 +
L
2 −1∑
i2=1
(q2 − 1)2q2L+2i2−3 + (q2 − 1)(q − 1)q3L−3
= (q2 − 1)q3L−2.
Case 3: n2 < L
2n
3 . Put s = n − L, then L2 s < L. Hence
N(2)n (L) = N(2)n (L)|{L,0} +
L−(s+1)∑
i2=1
N(2)n (L)|{L−i2,i2} +
L
2 −1∑
i2=L−s
N(2)n (L)|{L−i2,i2}
+N(2)n (L)|{L2 , L2 }
= (q2 − 1)q2s +
L−(s+1)∑
i2=1
(q2 − 1)2q2s+4i2−2 +
L
2 −1∑
i2=L−s
(q2 − 1)2q2L+2i2−3
+(q2 − 1)(q − 1)q3L−3
= (q2 − 1)q2s + q
2 − 1
q2 + 1q
2s+2(q4(L−s−1) − 1)
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+(q2 − 1)q4L−2s−3(q2s−L − 1) + (q2 − 1)(q − 1)q3L−3
= q
2 − 1
q2 + 1q
2s + (q2 − 1)q3L−2 − (q
2 − 1)(q2 − q + 1)
q2 + 1 q
4L−2s−3
= q
2 − 1
q2 + 1q
2(n−L) + (q2 − 1)q3L−2 − (q
2 − 1)(q2 − q + 1)
q2 + 1 q
6L−2n−3.
Case 4: 2n3 < Ln. Put s = n − L, then 0s < L2 . Hence
N(2)n (L) = N(2)n (L)|{L,0} +
s∑
i2=1
N(2)n (L)|{L−i2,i2} +
L
2 −1∑
i2=s+1
N(2)n (L)|{L−i2,i2}
+N(2)n (L)|{L2 , L2 }
= (q2 − 1)q2s +
s∑
i2=1
(q2 − 1)2q2s+4i2−2 +
L
2 −1∑
i2=s+1
(q2 − 1)2q4s+2i2−1
+(q2 − 1)(q − 1)q4s+L−1
= (q2 − 1)q2s + q
2 − 1
q2 + 1q
2s+2(q4s − 1)
+(q2 − 1)q6s+1(qL−2s−2 − 1) + (q2 − 1)(q − 1)q4s+L−1
= q
2 − 1
q2 + 1q
2s + (q2 − 1)q4s+L − (q
2 − 1)(q2 − q + 1)
q2 + 1 q
6s+1
= q
2 − 1
q2 + 1q
2(n−L) + (q2 − 1)q4n−3L − (q
2 − 1)(q2 − q + 1)
q2 + 1 q
6(n−L)+1.
If L is odd, then N(2)n (L) = ∑L−12i2=0 N(2)n (L)|{L−i2,i2}. We need to consider three
cases.
Case 1: 1L n2 . Then n − LL and
N(2)n (L) = (q2 − 1)q2L−1 +
L−1
2∑
i2=1
(q2 − 1)2q2L+2i2−3 = (q2 − 1)q3L−2.
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Case 2: n2 < L
2n
3 . Put s = n−L, then L+12 s < L. As in the corresponding case
above for L even, we get
N(2)n (L) = (q2 − 1)q2s +
L−(s+1)∑
i2=1
(q2 − 1)2q2s+4i2−2 +
L−1
2∑
i2=L−s
(q2 − 1)2q2L+2i2−3
= q
2 − 1
q2 + 1q
2(n−L) + (q2 − 1)q3L−2 − (q
2 − 1)(q2 − q + 1)
q2 + 1 q
6L−2n−3.
Case 3: 2n3 < Ln. Put s = n − L, then 0s L−12 . As in the corresponding case
above for L even, we get
N(2)n (L) = (q2 − 1)q2s +
s∑
i2=1
(q2 − 1)2q2s+4i2−2 +
L−1
2∑
i2=s+1
(q2 − 1)2q4s+2i2−1
= q
2 − 1
q2 + 1q
2(n−L) + (q2 − 1)q4n−3L − (q
2 − 1)(q2 − q + 1)
q2 + 1 q
6(n−L)+1.
This completes the proof in all cases. 
With the above formula, we can now compute the expected value of the joint linear
complexity of 2-fold multisequences s of length n over Fq in a way similar to that for
single sequences in [10, Chapter 4]:
E[L(2)n (s)] =
1
q2n
∑
s
L(2)n (s) =
1
q2n
n∑
L=1
LN(2)n (L)
= 1
q2n
⎛
⎝
n/2∑
L=1
LN(2)n (L) +

2n/3∑
L=
n/2+1
LN(2)n (L) +
n∑
L=
2n/3+1
LN(2)n (L)
⎞
⎠ .
After a lengthy, but straightforward calculation we obtain the following result.
Theorem 4. The expected value of the joint linear complexity of 2-fold multisequences
s of length n over Fq is given by
E[L(2)n (s)]
= 2n
3
+ 3(q
5 + q4 − q3 + q2 + q) + R3(n)(q6 − 2q5 − q4 + 4q3 − q2 − 2q + 1)
3(q2 + q + 1)(q4 + q2 + 1)
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− q + 1
2(q2 + q + 1)nq
−n − 2q
6 + 2q5 + 2q2 + R2(n)(−q6 + 2q3 − 1)
2(q2 + q + 1)(q5 + q4 + q3 + q2 + q + 1)q
−n
− 1
q2 + q + 1nq
−2n − q(q
4 + q + 1)
(q2 + q + 1)(q5 + q4 + q3 + q2 + q + 1)q
−2n,
where Ri(n) denotes the remainder when n is divided by i, i = 2, 3.
The variance can be computed from Var[L(2)n (s)] = E[L(2)n (s)2] − [E[L(2)n (s)]]2.
However, we give only the constant term since the many terms of smaller order of
magnitude are of limited interest.
Theorem 5. The variance of the joint linear complexity of 2-fold multisequences s of
length n over Fq is given by
Var[L(2)n (s)] =⎧⎪⎪⎪⎨
⎪⎪⎪⎩
q15+q14+8 q12+12 q11+3 q10+9 q9+22 q8+9 q7+3 q6+12 q5+8 q4+q2+q
(q2+q+1)2(q6−1)2
+O(nq−n), n ≡ 0, 2mod 3,
2q12+2q11+4 q9+6 q8+2q7+6 q6+4 q5+2q3+2q2
(q2+q+1)2(q4−q3+q−1)(q6−1)
+O(nq−n), n ≡ 1mod 3.
Remark. When q = 2, we have
Var[L(2)n (s)] =
⎧⎪⎪⎨
⎪⎪⎩
121670
194481
+ O(n2−n), n ≡ 0, 2mod 3,
16664
27783
+ O(n2−n), n ≡ 1mod 3.
6. Asymptotic results for m = 2
The explicit formula for N(2)n (L) in Theorem 3 allows us to obtain results on the
asymptotic behavior of L(2)n (s) as n → ∞. In fact, Theorem 3 enables us to adapt the
method in Niederreiter [6] for single sequences to the case of 2-fold multisequences.
The results that will be established in this section are of a probabilistic nature,
and we ﬁrst have to introduce the appropriate probability space. Note that a 2-fold
multisequence over Fq can be viewed as a sequence of ordered pairs of elements of
Fq , and we denote the set of all such sequences by (F2q)∞. On the set F2q of ordered
pairs of elements of Fq we have the uniform probability measure q which assigns the
measure q−2 to each element of F2q . Now let ∞q be the complete product measure on
(F2q)
∞ induced by q .
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For a property P of 2-fold multisequences s ∈ (F2q)∞ we write Prob(P) for the
∞q -measure of the set of all s ∈ (F2q)∞ which have the property P (provided this set
is ∞q -measurable). Of particular interest are those properties P for which Prob(P) = 1
since these can be viewed as typical properties of a random 2-fold multisequence over
Fq . We say that a property P holds with probability 1 if Prob(P) = 1.
By the construction of the probability measure ∞q on (F2q)∞ we obtain, for ﬁxed n
and L, the identity
Prob(L(2)n (s) = L) = q−2nN(2)n (L). (13)
We now prove probabilistic results on the joint linear complexity of 2-fold multise-
quences over Fq which can be derived from (13) and Theorem 3.
Theorem 6. Let f be a nonnegative function on the positive integers with∑∞n=1 q−f (n) <∞. Then with probability 1 we have
∣∣∣∣L(2)n (s) − 2n3
∣∣∣∣  13f (n) for all sufﬁciently large n.
Proof. For a ﬁxed positive integer n let
An =
{
s ∈ (F2q)∞ : L(2)n (s) >
1
3
(2n + f (n))
}
.
Note that for Ln we have 2(n − L)4n − 3L, and so it follows from Theorem 3
that
N(2)n (L) < q
4n−3L+2 for 2n
3
< Ln. (14)
Now let a(n) be the least integer > 13 (2n+ f (n)) and assume ﬁrst that a(n)n. Then
it follows from (13) and (14) that
∞q (An) = q−2n
n∑
L=a(n)
N(2)n (L) < q
−2n
n∑
L=a(n)
q4n−3L+2
= q2−n
n∑
L=a(n)
q3(n−L) = q2−n
n−a(n)∑
L=0
q3L
<
q5
q3 − 1q
2n−3a(n).
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Using a(n) > 13 (2n + f (n)), we get
∞q (An) <
q5
q3 − 1q
−f (n).
If a(n) > n, then ∞q (An) = 0, and so the above bound holds in all cases.
From the hypothesis
∑∞
n=1 q−f (n) < ∞ we then obtain
∑∞
n=1 ∞q (An) < ∞. The
Borel–Cantelli lemma [4, p. 228] now shows that the set of all s for which s ∈ An
for inﬁnitely many n has ∞q -measure 0. In other words, with probability 1 we have
s ∈ An for at most ﬁnitely many n. From the deﬁnition of An it follows then that with
probability 1 we have
L(2)n (s)
1
3
(2n + f (n)) for all sufﬁciently large n. (15)
By a similar method we get an analogous lower bound. For a ﬁxed positive integer
n let
Bn =
{
s ∈ (F2q)∞ : L(2)n (s) <
1
3
(2n − f (n))
}
.
It is obvious from Theorem 3 that we have
N(2)n (L)q3L for 0L
n
2
.
For L n+12 we have 2(n−L)3L− 2, and so it follows again from Theorem 3 that
N(2)n (L)q3L for 0L
2n
3
. (16)
Now let b(n) be the largest integer < 13 (2n − f (n)) and assume ﬁrst that b(n)0.
Then it follows from (13) and (16) that
∞q (Bn) = q−2n
b(n)∑
L=0
N(2)n (L)q−2n
b(n)∑
L=0
q3L
<
q3
q3 − 1q
3b(n)−2n.
Using b(n) < 13 (2n − f (n)), we get
∞q (Bn) <
q3
q3 − 1q
−f (n).
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If b(n) < 0, then ∞q (Bn) = 0, and so the above bound holds in all cases. It follows
that
∑∞
n=1 ∞q (Bn) < ∞, and by applying the Borel–Cantelli lemma as before we
deduce that with probability 1 we have
L(2)n (s)
1
3
(2n − f (n)) for all sufﬁciently large n.
Together with (15) this shows the desired result. 
Corollary 2. With probability 1 we have
lim sup
n→∞
|L(2)n (s) − (2n/3)|
log n
 1
3 log q
.
Proof. For a positive integer k we apply Theorem 6 with the function
f (n) =
(
1 + 1
k
)
log n
log q
.
Then with probability 1 we obtain
|L(2)n (s) − (2n/3)|
log n
 1 + k
−1
3 log q
for all sufﬁciently large n.
This property holds simultaneously for all k with probability 1 since the countable
intersection of sets of ∞q -measure 1 has again ∞q -measure 1. The desired conclusion
follows. 
Corollary 3. With probability 1 we have
lim
n→∞
L
(2)
n (s)
n
= 2
3
.
We conjecture that for any m1, with the obvious probability measure on the set
of m-fold multisequences over Fq , we have with probability 1,
lim
n→∞
L
(m)
n (s)
n
= m
m + 1 .
This conjecture was shown for m = 1 in Niederreiter [5] and for m = 2 in Corollary
3 above. The conjecture is open for m3.
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