Abstract This article derives the generalized Gram-Charlier (GGC) series in multivariate that expands an unknown joint probability density function (pdf ) of a random vector in terms of the differentiations of joint pdf of a known reference random vector. Conventionally, the higher order differentiations of a multivariate pdf and corresponding to it the multivariate GGC series use multi-element array or tensor representations. Instead, the current article derives them in vector notations. The required higher order differentiations of a multivariate pdf are achieved in vector notations through application of a specific Kronecker product based differentiation operator. The resultant multivariate GGC series expression is more compact and more elementary compare to the coordinatewise tensor notations as using vector notations. It is also more comprehensive as apparently more nearer to its counterpart for univariate. Same notations and advantages are shared by other expressions obtained in the article, such as the mutual relations between cumulants and moments of a random vector, integral form of a multivariate pdf, integral form of the multivariate Hermite polynomials, the multivariate Gram-Charlier A series and others. Overall, the article uses only elementary calculus of several variables instead of tensor calculus to achieve the extension of a specific derivation for the GGC series in univariate (Berberan-Santos in J Math Chem 42(3):585-594, 2007) to multivariate.
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Introduction
The generalized Gram-Charlier (GGC) series expands an unknown pdf as a linear combination of the increasing order differentiations of a reference pdf, where the coefficients of expansion involve cumulant differences between those of an unknown pdf and a reference pdf. The GGC expansions are used to approximate pdf and functions of pdf in statistics, machine learning, economics, chemistry, astronomy and other application areas. There have been used Poisson's distribution [3] , log-normal distribution [4, 28] , binomial distribution [26] , gamma distribution [8] , Wishart distribution [20] and others as reference pdf s. But, the Gram-Charlier (GC) expansion with Gaussian density as a reference pdf is the most popular and identified as the Gram-Charlier A (GCA) series. The GCA series is used for test of Gaussianity and approximation of near Gaussian densities [4, 12, 13, 19, 25, 31] , for entropy measure and independence measure approximations [1, 17] , for optima analysis through approximations of density derivatives [7] , for time-frequency analysis [9] and others. The rearrangement of terms in the GCA series results into the Edgeworth series with better convergence property.
There are multiple ways to derive univariate GCA series, as reported by Hald [14] ; Hald and Steffensen [15] . Its generalization as univariate GGC series is obtained by Schleher [28] ; Cohen [9, 10] ; Berberan-Santos [5] .
The derivation for multivariate GGC (or GCA) expansion requires multivariate representations of the Taylor series, the increasing order differentiations of a reference pdf (or the Hermite polynomials) and the cumulants. To signify the representation issue in required multivariate extensions, it is worth repeating a quote by Terdik [30] that says, '. . . though the generalizations to higher dimensions may be considered straightforward, the methodology and the mathematical notations get quite cumbersome when dealing with the higher order derivatives of the characteristic function (or other functions of a random vector). . . ' . Some previous approaches, such as Sauer and Heydt [27] and Berkowitz and Garner [6] , used multi-element matrix notations for moments and cumulants to derive the multivariate GCA series. The latter reference also used recursive formula for Hermite polynomials. Thereafter, McCullagh [24, Chapter 5] derived the multivariate GCA series using tensor representation for cumulants and Hermite polynomials. Withers and Nadarajah [32] also derived the multivariate GCA series using tensor representation for cumulants and involving multivariate Bell polynomials. It is known and acknowledged historically that going from matrix like notations to tensor notations for the multivariate cumulants, the multivariate Hermite polynomials and the multivariate GCA have made the representation more transparent and the calculations more simpler [24] .
Though the tensor notations have advantages over the matrix notations, they require componentwise separate representations and are more tedious compare to the vector notations. As a unified and comprehensive solution to this, Terdik [30] used an approach based only on the elementary calculus of several variables. The approach uses a specific Kronecker product based differential operator, identified as the 'Kderivative operator', to achieve vectorization of the Jacobian matrix of a multivariate vector function. The successive applications of this K-derivative operator achieves vectorization of the higher order derivatives also. Using this approach, there have been derived the multivariate Taylor series and the higher order cumulants [18, 30] ; as well, the multivariate Hermite polynomials [30] in vector notations resulting into more transparent representations. It must be noted that the same approach has been first used to derive vector Hermite polynomials by Holmquist [16] ; and has been formalized and generalized by Terdik [30] .
There are various derivations for multivariate Edgeworth series [2, 11, 21, 24, 29, 32] . McCullagh [24, Chapter 5] has derived the multivariate GGC series in tensor notations. Kollo and Rosen [20] derived GGC expansion with the help of matrix derivatives, powers of Kronecker product and Taylor expansion of functions with matrix argument. The resultant expression is simple compare to the multi-element matrix representation and more complex compare to the tensor representation, though offered some computational advantages over tensor representation. As per the author's knowledge, there exists neither the multivariate GGC series nor the multivariate Edgeworth series in vector notations.
Overall, to take advantages due to the recent advancement in representation, this article extends a specific derivation for the univariate GGC series by Berberan-Santos [5] to multivariate using only elementary calculus of several variables instead of tensor calculus. As a by product, it also derives mutual relations between vector cumulants and vector moments of a random vector, integral form of the multivariate pdf, integral form of the multivariate vector Hermite polynomials and the multivariate GCA series. All the derived multivariate expressions are more compact, more elementary as using vector notations and more comprehensive as apparently more nearer to their counterparts for univariate, compare to their coordinatewise tensor notations. The intermediate theoretical results, in the article, are verified using suitable known examples. To ease the readers in following and comparing various representations, the existing representations of the multivariate GGC series and the multivariate GCA series are shown and compared in "Appendix A".
The rest of the article is organised as follows. The next Sect. 2 briefs necessary background on the Kronecker product and achieves vectorization of the higher order differentiations of a multivariate pdf. After the preliminary background, this article follows almost the same sequence for multivariate as that in [5] for univariate. Section 3 uses characteristic function and generating functions to derive cumulants and moments of a random vector in vector notations with their mutual relationships. Section 4 obtains multivariate pdf in terms of vector cumulants. The expressions for derivatives of multivariate Gaussian density and vector Hermite polynomials are derived in Sect. 5. Section 6 derives the multivariate GCA series by representing an unknown pdf in terms of the Gaussian pdf as a reference. Section 7 derives the multivariate GGC expansion, representing an unknown pdf in terms of a known reference pdf. Section 8 derives an unknown characteristic function of a random vector in terms of a reference characteristic function. Section 9 derives the same multivariate GGC expansion in a more compact way that summarizes the approach of the whole derivation. Finally, Sect. 10 concludes the article. For the sake of clarity-the existing expressions of multivariate GGC expansion, the calculation details and the proofs are kept in appendix at the end of the article.
Vectorization of the higher order differentiations
The section briefs Kronecker product, K-derivative operator and the way it can be applied to achieve vectorization of the higher order differentiations of a multivariate pdf. To demonstrate its application, the multivariate Taylor series is expressed in vector notations. More details can be found on Kronecker product in [23, Chapter 2] , on achieving vectorization of the higher order differentiations in [18, 30] and on the commutation matrices in [23, Chapter 3, Section 7] .
Definition 1 (The Kronecker product operator (⊗)) The Kronecker product operator (⊗) between matrices A with size p × q and B with size m × n is defined as
The resultant matrix is of dimension pm × qn. As a further example, let given A with size p × 1 and B with size m × 1; then A ⊗ B , where symbol stands for transpose of a matrix, is a matrix with size p × m. A ⊗ A is symbolically represented as A ⊗2 and has size p 2 × 1. In general, A ⊗ A ⊗ · · · ⊗ A (n times) is symbolically represented as A ⊗n and has size p n × 1.
Let the vector differential operator be defined as a column vector
, then the Jacobian matrix can be re-written in terms of D λ as
This implies that to match the definition of differentiation from matrix calculus, the vector differential operator should be applied from the right to the left. This is same as the requirement to be satisfied on generalization of vector derivative to matrix derivative as discussed by Magnus [22] . So, it has been kept as a rule to apply vector derivative operator from right to the left throughout the article.
where the V ec operator converts m × d matrix into an md × 1 column vector by stacking the columns one after an other. The operator D ⊗ λ is identified as the Kronecker derivative operator or simply the K-derivative operator.
Thus, the Kronecker product with the vector differential operator obtains vectorization of the transposed Jacobian of a vector function. Corresponding to the definition, the kth order differentiation
The D ⊗k λ f is a column vector of dimension md k × 1. Some important properties of the K-derivative operator that are useful in the further derivations are listed in "Appendix B".
Application of the K-derivative operator to the multivariate Taylor series
Let x = (X 1 , X 2 , . . . , X d ) be a d-dimensional column vector and f (x) be the function of several variables differentiable in each variable. Using the defined K-derivative operator, the Taylor series for f (x), expanding it at origin, is given as
where c(m, d) is the coefficient vector of dimension d m × 1 and given in terms of the
The Taylor series expansion near λ = 0, called the Maclaurian series, of some required functions based on Eq. (7) are derived in "Appendix C".
Characteristic function, moments and cumulants of a random vector in vector notations
The characteristic function (F) of x is defined as the expected value of e ix λ , where
Also, both the characteristic function and the pdf are the Fourier transform (F) of each other, in the sense they are dual.
Expanding e ix λ using its Maclaurian series in Eq. (80) in "Appendix C", we get:
where m(k, d) is the kth order moment vector of dimension d k × 1 and given by
The moment generating function (MGF) of f (x) is given as
Assuming M(λ) and F(λ) are expanded using Taylor series,
The cumulant generating function (CGF) of f (x) is given as
where
The CGF of f (x) can also be defined using the characteristic function, as under:
Assuming C(λ) and C(λ) have been expanded using Taylor series,
Equations (15) and (17) relate the vector moments and the vector cumulants as
For k = 1, using Eq. (16), we get:
Thus, for any k, taking kth order K-derivative on both sides of Eq. (20) 
The generalized kth order d-variate cumulant vector in terms of the moment vectors and the vice-a-versa relationships can be obtained through more compact formulas as
where P is a set of all possible two element ordered pairs selecting elements from p, i.e. (h, l) ∈ P, h, l ∈ p; p(q) is an ordered pair in consideration, p(q) ∈ P. Here, on expanding Eq. (22) 
Overall, K
ph↔l swaps the order of the Kronecker product among cumulant (or moment) vectors such that the expression has decreasing order cumulant ( or moment) vectors from left to the right; i.e., the higher order cumulant (or moment) vector on the left and the lower order cumulant (or moment) vector on the right. As the Kronecker products are non-commutative, without using the commutation matrices it would have been impossible to derive the compact formula. The derived multivariate expressions for dimension d = 1 reduce to
which is exactly same as that derived in [5] . Thus, the derived multivariate expressions in Eq. (21) are elementary vector extensions to those for univariate.
Multivariate pdf representation in terms of the cumulants
From Eqs. (12) and (18), the multivariate pdf f (x) can be written as
As pdf is a real function and Re(e A+i B e −iC ) = e A cos(B − C) = e A cos(C − B), Eq. (26) can be re-written as
The integrand in this equation is an even function. So, with R + = {x ∈ R : x ≥ 0},
The Eqs. (27) and (28) give a multivariate pdf in terms of the cumulants. As they are derived using Taylor series expansion, the infinite order differentiability is an implicit assumption. The equations can be verified using known pdf examples with finite number of moments and cumulants. Let say, it is known that the impulse delta density function has only the first order cumulant being non-zero and all other higher order cumulants are zero. Use of this knowledge in Eq. (27) brings shifted impulse delta function, as expected, (1, d) ).
Similarly, the Gaussian density function has zero all higher but first two order cumulants. Use of this knowledge in Eq. (27) obtains
The multivariate vector Hermite polynomials in integral form
An interesting application of the integral form of multivariate pdf representation is achieved in this section. The multivariate Gaussian expressed as in Eq. (30) is used to derive it's differentiations and Hermite polynomials in a simple way. Taking kth order K-derivative, denoted as superscript
The multivariate vector Hermite polynomials defined by Holmquist [16] are as under:
This is equivalent to the 1-dimensional definition of Hermite polynomials 1 by Rodrigues's formula,
except the introduction of matrix C x . Equation (32) for multivariate Hermite polynomials is rewritten using Eq. (31) as
Taking C x = I d , where I d is d × d identity matrix, using the property (V ec I d ) x ⊗2 = x x and using change of variable as λ/ √ 2 = u the integral form of multivariate vector Hermite polynomials is obtained as
Applying the derivative property of Fourier transform (F) to Eq. (30),
same result as in Eq. (31) can be obtained.
Multivariate Gram-Charlier A series
Till now, the article has derived an unknown pdf expressed in terms of its cumulants in Eq. (27) , the Gaussian density function expressed in terms of its cumulants in Eq. (30) and the Hermite polynomials in Eq. (36). Based on them, the multivariate Gram Charlier A series that expresses an unknown pdf using Gaussian density as a reference can be obtained. The expansion assumes first and second order cumulants being same for both the unknown pdf and the reference pdf. Using the expansion exp(A + B) cos(C + D) = exp(A) exp(B)(cos C cos D − sin C sin D), Eq. (27) can be re-written as
Using the expansions in "Appendix C", parts of Eq. (40) can be simplified with upto maximum 6th order statistics as under:
Using above Eqs. (41) and (42), Eq. (40) can be re-written as
Using Eq. (31) for derivatives of Gaussian, the above Eq. (43) can be simplified as
Equation (44) is the Gram-Charlier A series expressed directly in terms of the vector cumulants and the vector derivatives of Gaussian pdf ; and with an assumption that the first and second order cumulants of an unknown pdf are same as that of the reference Gaussian pdf. Usually, the GCA series is represented in terms of the Hermite polynomials. So, the GCA expansion (Eq. 44), in terms of the vector Hermite polynomials defined in Eq. (32), can be re-written as
The more compact and generalized form of the GCA expansion follows in the next section.
Multivariate generalized Gram-Charlier (GGC) series
Let the kth order cumulant vector of a known reference pdf ψ(x) be c r (k, d). Then, the kth order cumulant difference vector
Eq. (27) can be re-written as under:
Using the expansions in "Appendix C", parts of Eq. (48) can be simplified with upto maximum 6th order statistics as under:
− . . .
Similarly,
Now, D ⊗k x ψ(x) can be obtained by taking kth-order K-derivative of Eq. (27) as under:
The above Eq. (51) with the previous results on expansions in Eqs. (49) and (50) can be used to simplify Eq. (48). This derives the GGC series expressing an unknown pdf f (x) in terms of the cumulant difference vectors (δ(k, d)) and derivatives of a reference pdf ψ (k) (x) as under:
The above set of Eq. (53) has exact resemblance with that expressing moments in terms of the cumulants in Sect. 3. This must happen, as Eq. (52) for GGC expansion with δ(x) as a reference pdf is matching Eq. (13). This matching proves that α(k, d) is related in same way to
Further, the α(k, d) in Eq. (52) recursively can be obtained in terms of the cumulant difference vector δ(k, d) as
is a specific commutation matrix, as described previously, to change the order of the cumulants for Kronecker product such that the expression has decreasing order cumulants from left to the right.
The verification of the derived GGC can be obtained by taking Gaussian density as a reference pdf. With Gaussian density as a reference and assuming δ(1, d) = 0 and δ(2, d) = 0, the coefficients α(k, d) in Eq. (52) can be derived as under:
Thus, the GGC series is derived and verified using known example of Gaussian density as reference.
Characteristic function of an unknown random vector
The GGC expansion derived as in Eq. (52) can be used to express the characteristic function of a random vector (F x (λ)) in terms of the characteristic function of a reference random vector (F r (λ)). For that, taking Fourier transform (F) of Eq. (52), we get:
Compact derivation for the generalized Gram-Charlier expansion
The compact derivation of Eq. (52) follows as under:
Taking inverse Fourier transform of the above equation brings
where * indicates convolution. Thus, Eq. (52) is obtained in a more compact way.
Conclusion
The article has derived multivariate generalized Gram-Charlier (GGC) expansion in Eq. (52) 
A The multivariate representations of GCA series and GGC series
The goal of this section in appendix is to place together various historical representations of GGC and GCA expansions for the ease of comparison on the level of difficulty or simplicity in representation. Therefore, no attempt is made to explain their derivation or each terms in representation. For further details the actual references need be referred. The GCA series representation using multi-element matrix notations for cumulants and moments by Sauer and Heydt [27] is as under:
Here, C s 1 s 2 ···s d is the constant depending upon cross-moments and H i (x) is the onedimensional Hermite polynomial of ith order. The GCA Series representation using recursive formula for Hermite polynomials by Berkowitz and Garner [6] is as under:
where 
where N is the number of available samples, (i) in the superscript denote ith sample and e k is a vector with "1" as the kth component and "0" elsewhere. This defines the coefficients of expansions also recursively. The GGC series representation using tensor notations for cumulants and Hermite polynomials by McCullagh [24, Chapter 5] is as under:
The GCA series using vector moments and vector Hermite polynomials by Holmquist [16] is as under:
where G k (x − μ) is the kth order vector derivative of G(x − μ). Also,
where E {H k (x − μ)} is the expectation of kth order vector Hermite polynomial that is the function of vector moments m j (μ) ≡ E f (X − μ) ⊗ j . The GCA series representation using Bell polynomials is obtained by Withers and Nadarajah [32] . Here, the Bell polynomials are represented through cumulant tensors. With r = (r 1 , r 2 
k r = κ(X r 1 , X r 2 , . . . , X rd ).
(77)
C The Taylor series expansion of some required functions near zero
The Taylor series expansion of the required functions near λ = 0, based on Eq. (7), are given as under:
(a x) ⊗k k! = 1 + a x + (a x) ⊗2 2! + (a x) ⊗3 3! + · · · , 
e a x cos(b y) = 1 + a x + (a x) ⊗2 2! − (b y) ⊗2 2! + (a x) ⊗3 3! − (a x) ⊗ (b y) ⊗2 2! Based on the differentiation property of Fourier transform, the following is obtained: 
