A rigorous limit procedure is presented which links nonlocal models involving adhesion or nonlocal chemotaxis to their local counterparts featuring haptotaxis and classical chemotaxis, respectively. It relies on a new reformulation of the involved nonlocalities in terms of integral operators applied directly to the gradients of signal-dependent quantities. The proposed approach handles both model types in a unified way and extends the previous mathematical framework to settings allowing for general solution-dependent coefficient functions.
Introduction
Macroscopic equations and systems describing the evolution of populations in response to soluble and insoluble environmental cues have been intensively studied and the palette of such reaction-diffusion-taxis models is continuously expanding. Models of this sort are motivated by problems arising in various contexts, a large part of them being related to cell migration and proliferation connected to tumor invasion, embryonal development, wound healing, biofilm formation, insect behavior in response to chemical cues, etc. We refer, e.g. to [4] for a recent review also containing some deduction methods for taxis equations based on kinetic transport equations. Apart from such purely local PDE systems with taxis several spatially nonlocal models have been introduced during the last two decades and attracted ever increasing interest. They involve integro-differential operators in one or several terms of the featured reaction-diffusion-drift equations. Their aim is to characterize interactions between individuals or signal perception happening not only at a specific location, but over a whole set (usually a ball) containing (centered at) that location. In the context of cell populations, for instance, this seems to be a more realistic modeling, as cells are able to extend various protrusions (such as lamellipodia, filopodia, cytonemes, etc.) into their surroundings, which can reach at long distances when compared to the cell size, see [25, 37] and references therein. Moreover, the cells are able to relay signals they perceive and thus to transmit them to cells with which they are not in direct contact, thereby influencing their motile behavior, see e.g., [19, 21] . Cell-cell and cell-tissue adhesion are essential for mutual communication, homeostasis, migration, proliferation, sorting, and many other biological processes. A large variety of models for adhesive behavior on the cellular level have been developed to account for dynamics of focal contacts, e.g. [2, 3, 42] and to assess its influence on cytoskeleton restructuring and cell migration, e.g. [11, 12, 30, 41] . Continuous, spatially nonlocal models involving adhesion were introduced more recently [1] and are attracting increasing interest from the modeling [5, 7, 8, 13, 23, 24, 34, 36] , analytical [9, 15, 16, 27, 38] , and numerical [22] viewpoints. Yet more recent models [14, 18] also take into account subcellular level dynamics, thus involving besides adhesion further nonlocalities with respect to some structure variable referring to individual cell state. Thereby, multiscale mathematical settings are obtained, which lead to challenging problems for the analysis and numerics. Another essential aspect of cell migration is the directional bias in response to a diffusing signal, commonly termed chemotaxis. A model of cell migration with finite sensing radius, thus featuring nonlocal chemotaxis has been introduced in [35] and readressed in [26] from the perspective of well-posedness, long time behaviour, and patterning. We also refer to [32] for further spatially nonlocal models and their formal deduction. Both in the adhesion and nonlocal chemotaxis models the gradient of a nondiffusing or diffusing signal, respectively, is replaced by a nonlocal integral term. In this work we are only interested in this type of models and refer to [10, 17, 29] for reviews on settings which involve other types of nonlocality. Concretely, following [1, 23, 26, 35] , we consider the subsequent systems, whose precise mathematical formulations will be specified further below:
1. a prototypical nonlocal model for adhesion B t c r " ∇¨pD c pc r , v r q∇c r´cr χpc r , v r qA r pgpc r , v r`f c pc r , v r q, ( is referred to as the adhesion velocity, and the function F r describes how the magnitude of the interaction force depends on the interaction range |ξ| within the sensing radius r. We require this function to satisfy Assumptions 1.1 (Assumptions on F r ).
(i) pr, ρq Þ Ñ F r pρq is continuous and positive in r0, r 0 s 2 for some r 0 ą 0;
(ii) F 0 p0q " n`1.
1
The quantity Fpc r , v r q " c r χpc r , v r qA r pgpc r , v ris often referred to as total adhesion flux, being possibly scaled by some constant involving the typical cell size or the sensing radius, see e.g., [1, 7] . Here we also include the coefficient χpc r , v r q depending on cell and tissue densities, which can be seen as characterizing the sensitivity of cells towards their neighbours and the surrounding tissue. It will, moreover, help providing in a rather general framework a unified presentation of this and the subsequent local and nonlocal model classes for adhesion, haptotactic, and chemotactic behavior of moving cells.
System (1.1) is a simplification of the integro-differential system (4) in [23] . The main difference between the two settings is that in our case we ignore the so-called matrix-degrading enzymes (MDEs). Instead, we assume the cells to degrade the tissue directly. This change was introduced in order to simplify the analysis. On the other hand, (1.1) can be seen as a nonlocal version of the haptotaxis model with nonlinear diffusion:
B t c " ∇¨pD c pc, vq∇c´cχpc, vq∇gpc, vqq`f c pc, vq, (1.3a) B t v " f v pc, vq;
(1.3b)
a prototypical nonlocal chemotaxis-growth model
B t c r "∇¨´D c pc r , v r q∇c r´cr χpc r , v r q∇ r v r¯`fc pc r , v r q, (1.4a)
B t v r "D v ∆v r`fv pc r , v r q (1.4b)
with the nonlocal gradient∇ r upxq :" n r -ż Sr upx`rξqξ dξ.
1 In Section 3 we will see that this is, indeed, the 'right' normalisation. If we assume like in [1] this function to be a constant involving some viscosity related proportionality, then this choice provides the value of that constant.
System (1.4) can be seen as a nonlocal version of the chemotaxis-growth model
where χpc, vq is the chemotactic sensitivity function. As mentioned above, in order to have a unified description of our systems (1.3) and (1.5) and of their respective nonlocal counterparts (1.1) and (1.4), we introduce later in this work a more general version of the nonlocal chemotaxis flux similar to the above adhesion velocity A r .
Here and below B r and S r denote the open r-ball and the r-sphere in R n , both centred at the origin, and
are the usual mean values of a function u over B r and S r , respectively. The nonlocal systems (1.3) and (1.5) are stated for t ą 0,
Unless the spatial domain Ω is the whole R n , suitable boundary conditions are required. In the latter case, usually periodicity is assumed, which is not biologically realistic in general. Still, this offers the easiest way to properly define the output of the nonlocal operator in the boundary layer where the sensing region is not fully contained in Ω. Very recently various other boundary conditions have been derived and compared in the context of a single equation modeling cell-cell adhesion in 1D [6] . Few previous works focus on solvability for models with nonlocality in a taxis term. Some of them deal with single equations only involving cell-cell adhesion [6, 15, 16] , other study nonlocal systems of the sort considered here for two [26] or more components [18] . The global solvability and boundedness study in [27] is obtained for the case of a nonlocal operator with integration over a set of sampling directions being an open, not necessarily strict subset of R N . The systems studied there include settings with a third equation for the dynamics of diffusing MDEs. Conditions which secure uniform boundedness of solutions to such cell-cell and cell-tissue adhesion models in 1D were elaborated in [38] . Some heuristic analysis via local Taylor expansions was performed in [23] and [28] showing that as r Ñ 0 the outputs A r u and∇ r u, respectively, converge pointwise to ∇u for a fixed and sufficiently smooth u. In [26] it was observed that it would be interesting to study rigorously the limiting behaviour of solutions of the nonlocal problems involving∇ r u. The authors ask in which sense, if at all, do these solutions converge to solutions of the corresponding local problem as r Ñ 0. The numerical results provided there seem to confirm that in certain cases the answer is positive. Still, to the best of our knowledge, no rigorous analytical study of this issue has as yet been performed. Clearly, any approach based on representations using Taylor polynomials requires a rather high order regularity of solution components and a suitable control on the approximation errors, and that uniformly in r. This is difficult or even impossible to obtain in most cases, particularly when dealing with weak solutions. In this work we propose a different approach based on the representation of the input u in terms of an integral of ∇u over line segments. This leads to a new description of the nonlocal operators A r and∇ r in terms of nonlocal operators applied to gradients (see Section 3 below). Moreover, it turns out that redefining their outputs inside the vanishing boundary layer in a suitable way allows to perform a rigorous proof of convergence: Under suitable assumptions on the system coefficients and other parameters, appropriately defined sequences of solutions to nonlocal problems involving the mentioned modified nonlocal operators converge for r Ñ 0 to those of the corresponding local models (1.3) and (1.5), respectively. Our convergence proof is based on estimates on c r and v r which are uniform in r and on a compactness argument. The two models (1.1) and (1.4) are chosen as illustrations, however our idea can be applied, as well, to other integro-differential systems with similar properties. The rest of the paper is organised as follows. Section 2 introduces some basic notations to be used throughout this paper. In Section 3 we introduce the aforementioned adaptations of the nonlocal operators A r and∇ r and study their limiting properties as r becomes infinitesimally small. This turns out to be useful for our convergence proof later on. We also establish in Section 4 the well-posedness for a certain class of equations including such operators. In the subsequent Section 5 we introduce a couple of nonlocal models involving the previously considered averaging operators, prove the global existence of solutions of the respective systems, and investigate their limit behaviour for r Ñ 0. Finally, Section 6 contains a discussion of the results and a short outlook on open issues.
Basic notations and function spaces
We denote the Lebesgue measure of a set A by |A|. Let Ω Ă R n be a bounded domain with smooth enough boundary. For a function w : Ω Ñ R n we assume, by convention, that
For r ą 0 we introduce the following subdomain of Ω Ω r :" tx P Ω : distpx, BΩq ą ru.
Partial derivatives, in both classical and distributional sense, with respect to variables t and x i , will be denoted respectively by B t and B xi . Further, ∇, ∇¨and ∆ stand for the spatial gradient, divergence and Laplace operators, respectively. B ν is the derivative with respect to the outward unit normal of BΩ.
We assume the reader to be familiar with the definitions and the usual properties of such spaces as: the standard Lebesgue and Sobolev spaces, spaces of functions with values in these spaces, and with anisotropic Sobolev spaces. In particular, we denote by C w pr0, T s; L 2 pΩqq the space of functions u : r0, T s Ñ L 2 pΩq which are continuous w.r.t. the weak topology of L 2 pΩq. Throughout the paper ¨,¨ X˚,X denotes a duality paring between a space X and its dual X˚. Finally, we make the following useful convention: For all indices i, the quantity C i denotes a positive constant or, alternatively, a positive function of its arguments. Moreover, unless explicitly stated, these constants do not depend upon r.
3 Operators A r and∇ r and averages of ∇ In this section we study the applications of the non-local operators A r and∇ r to fixed, i.e. independent of r, functions u. Our focus is on the limiting behaviour as r Ñ 0. Formal Taylor expansions performed in [23, 26] anticipate that the limit is the gradient operator in both cases. This we prove here rigorously under rather mild regularity assumptions on u. To be more precise, we replace A r and∇ r by certain integral operators T r and S r (see (3.2) and (3.6) below) applied to ∇u and show that these operators are pointwise approximations of the identity operator in the L p spaces. We start with the operator A r . For r P p0, r 0 s, u P C 1 pΩq, and x P Ω r we compute that
Formula (3.1) extends to arbitrary u P W 1,1 pΩq by means of a density argument. Motivated by (3.1) we introduce the averaging operator T r wpxq :"
In Subsection 3.1 we check that T r wpxq is well-defined for all w P pL 1 pΩqq n and a.a. x P Ω. In this notation, for all r P p0, r 0 s and u P W 1,1 pΩq identity (3.1) takes the form
In the limiting case r " 0 we have that
In the final step we used Assumptions 1.1(ii) which says that F 0 p0q " n`1 (this explains our choice) and the trivial identity
Thus, we have just proved the following lemma:
Lemma 3.1 (Adhesion velocity vs. T r ). Let u P W 1,1 pΩq. Then it holds that A r u " T r p∇uq a.e. in Ω r for r P p0, r 0 s.
In a very similar manner one can establish a representation for∇ r . For this purpose we define the averaging operator S r wpxq :"n
pwpx`rsyq¨yqy d S1 pyqds for r P p0, r 0 s.
The corresponding result then reads:
Lemma 3.2 (Non-local gradient vs. S r ). Let u P W 1,1 pΩq. Then it holds that ∇ r u "S r p∇uq a.e. in Ω r for r P p0, r 0 s,
The proof of Lemma 3.2 is very similar to that of Lemma 3.1, so that we leave it out. Next, we observe that identity (3.4) was established for Ω r . In the boundary layer ΩzΩ r the definition (1.2) of the adhesion velocity allows various extensions. For example, one could keep (1.2) by assuming (as it was done, e.g., in [18] ) that u :" 0 in R n zΩ. Another alternative would be to average over the part of the r-ball that lies inside the domain. Let us have a closer look at the first option (the second one can be handled similarly). Consider the following example: Example 3.3 (A r vs. T r p∇¨q in 1D). Let Ω " p´1, 1q, r 0 " 1, F r " 2, and u " 1. In this case,
For A r one readily computes by assuming u " 0 in Rzp´1, 1q that for x P p´1, 1q
Thus,
Example 3.3 supports our idea to average ∇u instead of u itself. The same applies to∇ r u vs. S r p∇uq. Averaging w.r.t. y P B 1 and then also w.r.t. s P p0, 1q might appear superfluous in the definition of the operator T r . The following example compares the effect of T r with that of an operator which averages w.r.t. to y only.
Let Ω " R n , n ě 2, and r ą 0, F r " n`1. In this case T r wpxq :" pn`1q
Consider also the operator r T r wpxq :" pn`1q -
It is easy to see that both operators are well-defined, linear, continuous, and self-adjoint in the space L 2 pR n q. Moreover, they map the dense subspace C 0 pR n ; R n q into itself. This suggests the following natural extension to pC 0 pR n ; R n qq˚:
T r µ, ϕ pC0pR n ;R n qq˚,C0pR n ;R n q :" µ, T r ϕ pC0pR n ;R n qq˚,C0pR n ;R n q , r T r µ, ϕ pC0pR n ;R n qq˚,C0pR n ;R n q :" µ, r T r ϕ pC0pR n ;R n qq˚,C0pR n ;R n q .
Let, for instance, w :" δ 0 e 1 , δ 0 and e 1 meaning the usual Dirac delta and the vector p1, 0, . . . , 0q, respectively. One readily computes that
For n ě 2, the operator T r retains the singularity at the origin, however making it less concentrated, while r T r eliminates that singularity entirely and produces instead jump discontinuities all over S r .
Properties of the averaging operators T r and S r
In this section we collect some properties of the averaging operators T r and S r .
Lemma 3.5 (Properties of T r ). Let F r satisfy Assumptions 1.1 and let r P p0, r 0 s. Then:
(i) T r is a well-defined continuous linear operator in pL p pΩqq n for all p P r1, 8s. The corresponding operator norm satisfies
where
ρF r prρq for p " 1.
(ii) Let p, p˚P r1, 8s be such that 
Remark 3.6. Due to the assumptions on F r we have in the limit that is well-defined a.e. in ΩˆB 1ˆp 0, 1q and is measurable. Let p P p1, 8q and 1 p`1 p˚" 1. Using Hölder's inequality, Fubini's theorem, and our convention that w vanishes outside Ω, we deduce for all w P pL p pΩqq n that
This implies that for all p P p1, 8q operator T r is well-defined in pL p pΩqq n and satisfies (3.9). It is also clearly linear. Altogether we then have that T r P LppL p pΩqq n q and (3.9) holds. The cases p " 1 and p " 8 can be treated similarly.
(ii) Let w 1 P pL p pΩqq n and w 2 P´L p˚p Ωq¯n. We compute by using Fubini's theorem, the symmetry of B 1 , and simple variable transformations that ż Thereby we used our convention that each function defined in Ω is assumed to be prolonged by zero outside Ω. Comparing (3.13) and (3.14) we obtain (3.10).
(iii) We apply the Banach-Steinhaus theorem. Due to (i) and (3.12), tT r u rPp0,r0s is a family of uniformly bounded linear operators in the Banach space pL p pΩqq n . Thus, as C c pΩ; R n q is dense in pL p pΩqq n for p ă 8, we only need to check (3.11) for w P C c pΩ; R n q. But for such w we can directly pass to the limit under the integral and thus obtain using (3.3) and the dominated convergence theorem that
for all x P Ω and in pL p pΩqq n .
A similar result holds for S r :
Lemma 3.7 (Operator S r ). Let r P r0, r 0 s. Then:
(i) S r is a well-defined continuous linear operator in pL p pΩqq n for all p P r1, 8s. The corresponding operator norm satisfies
(ii) Let p, p˚P r1, 8s be such that (iii) Let p P r1, 8q. For all w P pL p pΩqq n it holds that
Proof. The proof almost repeats that of Lemma 3.5. Therefore, we only check (3.15) and omit further details. Let p P r1, 8q and 1 p`1 p˚" 1. Using Hölder's inequality, Fubini's theorem, and our convention that w vanishes outside Ω we deduce for all w P pL p pΩqq n that
The proof in the case p " 8 follows the same steps, or, alternatively, one passes to the limit as p Ñ 8 in (3.16).
Remark 3.8. The constants in (3.9) for any n ě 1 and in (3.15) for n ě 2 are not necessarily optimal. It remains open whether or not
The answer may depend upon Ω and p.
4 Well-posedness for a class of evolution equations involving T r or S r
In this Section we establish the existence and uniqueness of solutions to a certain class of single evolution equations involving T r or S r . This result is an important ingredient of our analysis of nonlocal systems in Section 5. Thus, we consider the following initial boundary value problem:
Here R r P tT r , S r u, and for ε ě 0 we set
A standard calculation shows that G ε is globally Lipschitz with a Lipschitz constant 1.
Remark 4.1. Observe that for ε " 0 equation (4.1a) is linear, whereas for ε ą 0 the nonlocal part of the flux is a priori bounded. The latter helps us to construct nonnegative solutions in Section 5.
We make the following assumptions:
3)
To shorten the notation, we introduce a pair of constants
Due to assumptions (4.3)-(4.5) it is clear that 0 ăα r , M r ă 8.
We introduce a family of operators Moreover, for all u P H 1 pΩq the function Mp¨, uq is measurable.
(ii) The operator
is well-defined, monotone, hemicontinuous, and satisfies for all u P L 2 p0, T ; H 1 pΩqq the bounds
Proof. The assumptions on the coefficients a i together with the Lipschitz continuity of G ε readily imply that for a.a. t P r0, T s the operator Mpt,¨q is well-defined and satisfies (4.9). Moreover, due to (4.3) and G ε Lipschitz, it is also clear that Mp¨, uq : r0, T s Ñ pH 1 pΩqq˚is measurable on r0, T s for all u P H 1 pΩq, whereas for a.a. t the mapping λ Þ Ñ Mpt, u`λvq, w pH 1 pΩqq˚,H 1 pΩq is continuous on R, the latter meaning that Mpt,¨q is hemicontinous. Using Hölder's inequality, the fact that G ε is Lipschitz with Lipschitz constant 1, the assumptions on the a i 's, and the properties of R r , we compute that
for u, v P H 1 pΩq, which proves monotonicity. Further, taking v " 0 in (4.10) and using Mpt, 0q " 0 yields (4.8). Part (i) is thus proved. A proof of (ii) can be done similarly; we omit further details.
Using the properties of the averaging operators proved in Subsection 3.1 we can define weak solutions to (4.1) in a manner very similar to that for the classical, purely local case (i.e., when a 2 " 0): .7) hold. We call the function c r : r0, T sˆΩ Ñ R a weak solution of (4.1) if:
(ii) c r satisfies (4.1a)-(4.1b) in the following sense: for all ϕ P H 1 pΩq and a.a. t P p0, T q
Using standard theory one readily proves the following existence result: 
(4.13)
Proof. which yields (4.12) due to the Gronwall lemma. Finally, using (4.9), we obtain from the weak formulation (4.11) that
Together with (4.12) this implies (4.13).
Nonlocal models involving averaging operators T r and S r
In this section we study the following model IBVP:
Here, as in the previous section, R r stands for any of the two averaging operators:
R r P tT r , S r u.
We assume that the diffusion coefficient D v is either a positive number, or it is zero. Equations (5.1a)-(5.1b) are closely related to (1.1) and (1.4) in Section 1, the difference being that the terms involving the adhesion velocity/non-local gradient are now replaced by those including the averaging operators T r /S r from Section 3. Our motivation for introducing this change is twofold. First of all, due to (3.4) and (3.7) it affects the points in the boundary layer ΩzΩ r , at the most. On the other hand, Example 3.3 indicates that including, e.g., A r can lead to limits with unexpected blow-ups on the boundary of Ω. System (5.1) is a non-local version of the hapto-/chemotaxis system
In this case, the actual diffusion and haptotactic sensitivity coefficients are 
Problem setting and main result of the section
We begin with several general assumptions about the coefficients of system (5.1).
Assumptions 5.1. Let D v P R0 , D c , χ P C b pR0ˆR0 q, and g, f c , f v P C 1 pR0ˆR0 q satisfy for some s ě 0:
in R0ˆR0 for some C 5 , C 6 ą 0,
Assume that the coefficients satisfy the following bounds:
c|χpc, vq| ă 8, (5.3)
|B c gpc, vq| ă 8.
Further, we assume that the initial values satisfy
can be replaced by a weaker one, such as
We keep (5.5) in order to simplify the exposition.
In addition, we will later choose one of the following assumptions on f c and the nonlocal operator:
Assumptions 5.3 (Further assumptions on f c ). One of the following holds:
Assumptions 5.4 (Assumptions on R r ). One of the following holds:
(a) for a given fixed r P p0, r 0 s
Example 5.5. Let
for some constants K c , η c ą 0, µ c ą0,
and assume that
Then, it holds a priori that
for any v which solves (5.1b). Therefore it suffices to consider the coefficient functions in R0ˆr0, K v s. Observe that
For D c it holds on R0ˆr0, K v s that
and D c pc, vq ď 1 ": C 6 .
Moreover, ∇ pc,vq g, ∇ pc,vq f v P pL 8 pR0ˆR02 , due to
For C 7 :"µ c pK c`1`ηc K v q, C 8 :"µ c pK c`1 q and C 9 :"µ c we can estimate on R0ˆR0 that
Further,
holds. Thus, Assumptions 5.1, 5.3, and 5.4 are fulfilled if
This choice of coefficient functions can be used to describe a population of cancer cells which interact among themselves and with the surrounding tissue. Both interaction types are due to adhesion. The interaction force F r pρq is diminishing with the increase of the interaction range ρ and/or of the sensing radius r: cells too far apart or out of reach can hardly interact with each other in a direct way. Function gpc, vq characterises effective interactions. Here the coefficients S cc and S cv represent self-and crosspopulation adhesion strengths, respectively. Our choice of g accounts for some adhesiveness limitation imposed by high local cell and tissue densities. It is motivated by the fact that overcrowding does not allow for further adhesive bonds. The diffusion coefficient D c pc, vq is chosen to be everywhere positive and increasing with growing population density, thus enhancing diffusivity under population pressure, but, also, being limited by too many cell-tissue interactions. The latter also applies to the choice of the sensitivity function χ. Indeed, there is evidence that a tight packing of cells and ECM is limiting the diffusivity and the advective effects of haptotaxis [33] . Thereby the constant b ą 0 is assumed to be rather small. Finally, f c and f v describe growth of cells and tissue limited by concurrence for resources.
Next, we introduce weak-strong solutions to our problem. The definition is as follows: Definition 5.6. Let Assumptions 5.1 hold. Let r P r0, r 0 s. We call a pair of functions pc r , v r q : R0ˆΩ Ñ R0ˆR0 a global weak-strong solution of (5.1) if for all T ą 0:
(ii) v r P Cpr0, T s;
(iv) pc r , v r q satisfies (5.1) in the following weak-strong sense: for all ϕ P C 1 pΩq and a.a. 
Remark 5.7. Observe that for r " 0 we obtain a corresponding solution definition for the local system (5.2).
Our main result now reads: 
This Theorem is proved in Subsection 5.4.
Notation 5.9. Dependencies upon such parameters as: the space dimension n, domain Ω, function c, the norms of the initial data c 0 and v 0 , norms and bounds for the coefficient functions are mostly not indicated in an explicit way.
Global existence of solutions to (5.1): the case of f c Lipschitz
In this Subsection we address the existence of solutions to the nonlocal model ( Since we aim at constructing nonnegative solutions, it turns out to be helpful to consider first the following family of approximating problems: 
where G ε was defined in (4.2). In order to obtain existence for the original problem, i.e., for ε " 0, we first prove existence of nonnegative solutions for the cases when ε, D c ą 0. This corresponds to a chemotaxis problem with a nonlocal flux-limited drift. Weak-strong solutions to (5.9) are understood as in Definition 5.6, with the obvious modification of the weak formulation, which now reads: Then there exists a global weak-strong solution to (5.9) with B t c rε P L 2 p0, T ; pH 1 pΩqq˚q.
Proof. To begin with, we extend the coefficients:
These coefficients still satisfy Assumptions 5.1, 5.3(a), and 5.4(a) if we consider all suprema over c P R instead of c P R0 . Our approach to proving existence is based on the classical Leray-Schauder principle [43, Chapter 6, §6.8, Theorem 6.A]. In order to apply this theorem we first 'freeze' c rε in the system coefficients of (5.9), replacing it byc rε . Correspondingly, we obtain the following weak formulation in place of (5. 
(5.12)
Here and further in the proof we omit the dependence of constants upon D v . Set and, due to (5.12),
Combining (4.12)-(4.13) and (5.13)-(5.15), we obtain the following bounds for c rǫ : Thanks to (5.16) and (5.17), Φ is well-defined in In particular, c rεm p0,¨q " c 0 ,
i.e. the initial condition is satisfied.
It remains now to pass to the limit in (5.25a). For this purpose we use the Minty-Browder method. To shorten the notation, we introduce for m P N Y t8u
Due to Lemma 4.2(ii) and (5.14) each operator M m is monotone, hemicontinuous, and satisfies
Consequently, there is η P L 2 p0, T ; pH 1 pΩqq˚q s.t.
Next, from (5.22) and (5.26) we conclude using the boundedness and continuity of functions G ε , ∇g, ∇f c , and pc, vq Þ Ñ cχpc, vq over RˆR0 and of operator R r in L 2 pΩq and the dominated convergence theorem that
A similar argument yields
so that due to (5.23) and the compensated compactness
Observe that the weak formulation (5.25a) is equivalent to
Combining (5.24), (5.28), and (5.29) we can pass to the weak limit in (5.30) and obtain
For w P L 2 p0, T ; H 1 pΩqq and m P N we have due to the monotonicity of M m that
Moreover, setting ϕ " c rεm in (5.25) and inserting the obtained term into the definition of X m , we conclude that
Combining (5.27) for t " T , (5.21), (5.23), (5.28), (5.32), and (5.33), we obtain
As c rε satisfies (5.31), it follows from the last equation that for all w P L 2 p0, T ; H 1 pΩqq it holds that
Since M 8 is monotone and hemicontinous, Minty's lemma implies that it is maximal monotone. Consequently, η " M 8 pc rε q. Altogether, we conclude that pc rε , v rε q satisfies (5.11) forc rε , meaning that Φpc rε q " c rε holds, i.e. Φ is a closed operator. Together with (5.19), this implies that
Since we aim to apply the Leray-Schauder principle [43, Chapter 6, §6.8, Theorem 6.A], it is necessary to consider for λ P p0, 1q the system which corresponds to c r " λΦpc r q. The corresponding weak-strong formulation reads:
Taking ϕ :" c rε in (5.35) and estimating the right-hand side by using Assumptions 5.1 and 5.4(a), the Hölder inequality, and the fact that |G ε pxq| ď |x|, we obtain that
holds for a.e. t P p0, T q. Further, performing estimates similar to the proof of Theorem 5.13 below and using (5.12), we conclude that the set
is uniformly bounded. Consequently, for all ε P p0, 1q the Leray-Schauder principle implies that Φ has a fixed point c rε , which together with the corresponding v rε , satisfies (5.9) in the weak-strong sense on the interval r0, T s. Since T ą 0 was arbitrary, the standard prolongation argument yields the existence of a global solution. It remains to check that c rε is nonnegative. Taking ϕ :"´pc rε q´" mintc rε , 0u in (5.10) and using f c p0,¨q " 0, the boundedness of G ε , D c , B c f c , and pc, vq Þ Ñ cχpc, vq, along with the Hölder and Young inequalities, yields
Since c rε p0,¨q " c 0 ě 0, the Gronwall inequality implies that pc rε q´" 0, i.e. that c rε ě 0.
Remark 5.12. Observe that c rε cannot be replaced by´pc rε q´inside the nonlocal operator. This is why we introduced the flux-limitation. Now we are ready to prove Theorem 5.10.
Proof. (of Theorem 5.10). We start with the case
Lemma 5.11 gives the existence of solutions pc rε , v rε q to (5.9). Setting ϕ " c rε in (5.10), using the facts that f c is Lipschitz and |G ε pxq| ď |x|, we can estimate similarly to Theorem 5.13 below and obtain upper bounds of the form (5.40)-(5.46), which are independent from ε (with p " q " 2 there). Applying the Lions-Aubin lemma and the Banach-Alaoglu theorem, we conclude the existence of a pair of nonnegative functions c r and v r having the regularity stated in Definition 5.6 and such that for a sequence ε m Ñ mÑ8 0 it holds that The convergence to the remaining terms in (5.8a) and the rest of (5.8) can be obtained in a way either completely analogous or very similar to the corresponding parts of the proof of Lemma 5.11. In order to prove existence for the case D v " 0 consider a family of solutions pc rDv , v rDv q corresponding to D v P p0, 1q. Estimating similarly to the proof of Theorem 5.13 below and performing a standard limit procedure based on the Banach-Alaoglu theorem, the dominated convergence theorem, the Lions lemma, and the compensated compactness, one readily obtains a solution pc r0 , v r0 q for D v " 0 in the sense of Definition 5.6. Observe that this time the gradient of v-component enters linearly, so that no strong convergence is required. We omit further details. Ωqq˚q and satisfying the following estimates: For all T ą 0 
where η k is a cut-off function:
Since f ck is Lipschitz, Theorem 5.10 implies the existence of a solution pc rk , v rk q in terms of Definition 5.6 with B t c rk P L 2 p0, T ; pH 1 pΩqq˚q, which corresponds to f c " f ck . Our next aim is to prove that pc rk , v rk q satisfies the same bounds as in the statement of the Theorem with some constant C 23 pT, }R r } LppL 2 pΩqq nwhich does not depend upon k. Set C 24 p}R r }q :" }R r } LppL 2 pΩqq n q . 
(5.50)
Here and further in the proof we omit the dependence of constants upon D v . If D v " 0, then we get the ODE
Hence, the assumptions on f v and the solution components together with the chain rule imply that
Computing the gradient on both sides of (5.51), multiplying by ∇v rk throughout, integrating over Ω, and using Assumptions 5.1 and the Young inequality, we obtain that (5.55)
Estimating the right-hand side of (5.51) by using (5.54) implies From (5.6) and (5.57), the embedding of Lebesgue spaces, and η k P r0, 1s we conclude that 
Limiting behaviour of the nonlocal model (5.1) as r Ñ 0
In this Subsection we finally prove our main result about convergence for r Ñ 0. 
Using standard arguments based on the Banach-Alaoglu theorem, the dominated convergence theorem, the Lions lemma, and assumptions on χ and g we conclude from (5.58) and (5.59) that Now, using (5.60) together with Lemma 3.5(i) and (iii) and (3.5) or Lemma 3.7(i) and (iii) and (3.8), respectively, we conclude that the right hand side of (5.63) tends to zero, hence
Thus, using Lemma 3.5(ii) or Lemma 3.7(ii), respectively, and compensated compactness, we obtain from (5.61) and (5.64) that
The convergence in the remaining terms, equations, and conditions follows by means of a standard limit procedure based on the Banach-Alaoglu theorem, the dominated convergence theorem, the Lions lemma, and the compensated compactness. We omit these details.
Discussion
In this work we provide a rigorous limit procedure which links nonlocal models involving adhesion or a nonlocal form of chemotaxis gradient to their local counterparts featuring haptotaxis, respectively chemotaxis in the usual sense. As such, our paper closes a gap in the existing literature. Moreover, it offers a unified treatment of the two types of models and extends the previous mathematical framework to settings allowing for more general, solution dependent, coefficient functions (diffusion, tactic sensitivity, adhesion velocity, nonlocal taxis gradient, etc.).
Our reformulations in terms of T r and S r reveal the tight relationship between the nonlocal operators A r and∇ r and the (local) gradient. This suggests that both nonlocal descriptions (adhesion, chemotaxis) actually encompass the dependence on the signal gradients rather than on the signal concentration/density itself, which is in line with the biological phenomenon. Indeed, through their transmembrane elements (e.g. receptors, ion channels etc.) the cells are mainly able to perceive and respond to differences in the signal at various locations or within more or less confined areas rather than measure effective signal concentrations. Along with the mentioned solution dependency of the nonlocal model coefficients, the influence of the gradient possibly reflects into contributions of the adhesion/nonlocal chemotaxis to the (nonlinear) diffusion in the local setting obtained through the limiting procedure.
The set Ω r (as introduced in Section 2) can be regarded as the 'domain of restricted sensing', meaning that there cells a priori sense only what happens inside Ω, the domain of interest. The measure of this subdomain is a decreasing function of the sensing radius r. When r Ñ 0 the set Ω r tends to cover the whole domain Ω, whereas as r increases the cells can sense at increasingly larger distances; correspondingly, Ω r shrinks. For r ą diampΩq the restricted sensing domain is empty: everywhere in Ω the cells can perceive signals not only from any point within Ω but potentially also from the outside. In this paper, however, we look at models with no-flux boundary conditions. This corresponds, e.g., to the impenetrability of the walls of a Petri dish or that of comparatively hard barriers limiting the areas populated by migrating cells, e.g. bones or cartilage material. As a result, the cells in the boundary layer ΩzΩ r have a much reduced ability to stretch their protrusions outside Ω and thus gain little information from without. To simplify matters, we assume in this work that there is no such information or it is insufficient to trigger any change in their behaviour. In the definitions of T r and S r this corresponds to the integrands being set to zero in ΩzΩ r .
It is important to note that for points x P ΩzΩ r the influence of a signal p in a direction y P S 1 is not taken into account by∇ r at all if x`ry R Ω. If S r is used instead, then its contribution to the average is given byỹ :" nˆż 1 0
χ Ω ∇ppx`rsyq ds¨y˙y.
Thus, thanks to integration w.r.t. s, the resulting vectorỹ assembles the impact of those parts of the segment connecting x and x`ry which are contained in Ω. It is parallel to y, and it may have the same or the opposite orientation. In particular this means that although for a certain range of directions large parts of the sensing region of a cell are actually outside Ω, this may still strongly influence the speed and actual direction of the drift. The effect of integration w.r.t. s in T r is less obvious, since in this case the average w.r.t. y is computed over the ball B 1 . This already achieves the covering of the whole sensing region by allowing a cell to gather information about the signal not only in any direction y{|y|, but also at any distance less than r. The additional integration over the path x`rsy, s P r0, 1s, appears to mean that cells at x P Ω r are able to measure the average of the signal gradient all along such line segment rather than its value directly at the ending point. Indeed, from a biological viewpoint this description seems to make more sense, as cells do not jump from one position to another, nor do they send out their protrusions in a discontinuous way bypassing certain space points along a chosen direction. Averages over cell paths are then averaged w.r.t. y, which finally determines the direction of population movement. Example 3.4 indicates that the effect of even an extremely concentrated signal gradient is mollified by averaging. This agrees with our expectations from using non-locality. In higher dimensions n ě 2, the two-stage averaging in T r (w.r.t. s and y) produces a direction field which is smooth away from the concentration point and also weakens but still keeps the singularity there. In contrast, averaging only w.r.t. y leads instead to jump discontinuities at a unit distance from the accumulation point. Moreover, we remark that without integrating w.r.t. s in T r p∇¨q one cannot regain A r . The effect observed in Example 3.3 further supports the conjecture that the nonlocal operators which act directly on the signal gradients might actually be a more appropriate modelling tool. While inside the subdomain Ω r there is no difference (recall Lemmas 3.1 and 3.2), inside the boundary layer ΩzΩ r the limiting behaviour as r Ñ 0 is qualitatively distinct. Indeed, Example 3.3 shows that using, e.g., A r , leads, for r Ñ 0, to unnatural sharp singularities at the boundary of Ω even in the absence of signal gradients, whereas this does not happen if T r is used instead.
