Abstract. Let E/Q be an elliptic curve with discriminant ∆, and let P ∈ E(Q). The standard method for computing the canonical heightĥ(P ) is as a sum of local heightsĥ(P ) =λ∞(P) + pλ p(P ). There are well-known series for computing the archimedean heightλ∞(P ), and the non-archimedean heightsλp(P ) are easily computed as soon as all prime factors of ∆ have been determined. However, for curves with large coefficients it may be difficult or impossible to factor ∆. In this note we give a method for computing the nonarchimedean contribution toĥ(P ) which is quite practical and requires little or no factorization. We also give some numerical examples illustrating the algorithm.
Let E be an elliptic curve defined over a number field K, say given by a Weierstrass equation
The canonical height on E is a quadratic form
The canonical height is an extremely important theoretical and computational tool in the arithmetic study of elliptic curves. See [18, Chapter VIII, Section 9] for the definition and basic properties ofĥ, and [20] , [21] , and [23] for some discussion of how to computeĥ in practice. In this paper, which may be considered as a continuation of our earlier note [20] , we will discuss the computation of the canonical height for curves E whose coefficients a 1 , . . . , a 6 are large. We note that this is not a mere intellectual exercise, since curves with huge integer coefficients have already made their appearance in the search for curves whose Mordell-Weil group E(Q) has large rank [5] , [11] , [12] , [13] , [14] , and the standard tool for proving that a set of points P 1 , . . . , P r ∈ E(Q) is linearly independent is to check the non-vanishing of the height regulator matrix det P i , P j . Here the height pairing · , · is defined (up to a normalizing factor) by the formula P, Q =ĥ(P + Q) −ĥ(P ) −ĥ(Q).
Tate's definitionĥ(P ) = lim n→∞ 4 −n h x(2 n P ) of the canonical height is not practical for numerical computations. Instead, one uses the Néron-Tate decomposition of the canonical height into a sum of local heights, one for each distinct absolute value v on K:ĥ (P ) = v n vλv (P ). (2) See [19, Chapter VI] for the definition and existence of theλ v 's, as well as the choice of the n v multiplicities.
In order to explain the purpose of this article, we briefly recall the existing methods for computing theλ v 's. (A more detailed account will be given in Section 1.) To ease notation, we will take K = Q and will assume that E is given by a minimal Weierstrass equation (1) with discriminant ∆. Let P ∈ E(Q) be a rational point on E, and write the coordinates of P as P = (a/d
2 , b/d 3 ). Then the decomposition ofĥ(P ) can be written as the finite sum h(P ) =λ ∞ (P ) + log(d) +
p|∆, p dλ p (P ). (3)
The archimedean local heightλ ∞ (P ) is easily computed using a rapidly convergent series, so it poses no problem. Further, for any given prime p, it is extremely easy to calculate the local heightλ p (P ). However, and it is this caveat which motivates the present article, in order to use the sum (3) to computeĥ(P ), one must first find all of the prime divisors of ∆. As is well known, factorization of large integers is a time-consuming process. In this article we will explain how to computeĥ(P ) without factoring ∆, essentially by grouping together terms in (3) whoseλ p 's have the same form. Our method is not completely factorization free, since it does require the prime factorization of the quantity gcd(c 4 , c 6 ); but in practice, it is usually feasible to factor gcd(c 4 , c 6 ) even when ∆ is far too large to be effectively factored.
Description of the algorithm
Let K be a number field, E/K an elliptic curve given by a Weierstrass equation (1), and let P ∈ E(K). We begin by briefly reviewing how to compute the local heightsλ v (P ) whose sum is the canonical height (2) . See [20] for details. First, if v is an archimedean absolute value v, there are two standard methods for computingλ v (P ). One method, due to Tate (for real absolute values, with a modification for complex absolute values by the author) can be found in [20] . It expressesλ v (P ) as an easily computed series which converges geometrically. An alternative series, which is somewhat more complicated but much faster converging, can be found in [3, Algorithm 7.5.7] . It uses the original formulas of Néron and Tate to expressλ v (P ) in terms of a theta function attached to E. The necessary elliptic integrals can be rapidly computed using the AGM. Using either method, the numerical computation ofλ v (P ) for archimedean v is easily accomplished.
Next suppose that v is non-archimedean. The first step in computingλ v (P ) is to replace the Weierstrass equation (1) [9] . Having done this, one computes certain (explicitly given) polynomials in terms of the a i coefficients of (1) The local height, up to an appropriate scaling factor, is then given by the following simple algorithm:
What, then, are the computational difficulties which one encounters in computing the canonical heightĥ(P )? Recall that attached to a Weierstrass equation (1) are certain quantities which we list here for the convenience of the reader:
We may assume that the coefficients of the Weierstrass equation lie in the ring of integers of K. Then the procedure in [20] as described above can be used to rapidly computeĥ(P ) as soon as one knows exactly which absolute values v contribute non-zero local termsλ v (P ). More precisely, it suffices to determine exactly which prime ideals of K divide the discriminant ∆. So if the prime factorization of (∆) can be accomplished, we have nothing to add to [20] .
However, if the coefficients of E are of even moderate size, then the discriminant ∆ may be quite large and difficult to factor. Further, even if it is feasible to factor ∆ using current techniques, it would still be preferable to computeĥ(P ) without that factorization, since the time required to perform the factorization is likely to be orders of magnitude larger than the time required for the rest of the computation.
Unfortunately, we are not able to give an entirely "factorization-free" algorithm, but we will discuss various techniques to reduce the amount of factorization required to a minimum. In principle, our techniques would be factorization free if one had an a priori way of verifying that a given Weierstrass equation is minimal; but in practice we have found that it is most efficient to combine our method with a small amount of factorization. And since we do not know a non-factorization way to check a Weierstrass equation for minimality, our algorithm must begin with a factorization of gcd(c 4 , c 6 ). In practice, this quantity tends to be quite small compared to ∆.
Remark. It is worth noting that the algorithm described in this paper (with a few minor modifications) does give a factorization-free method for computing the canonical height of points on elliptic curves defined over function fields such as F q (T ) or Q(T ). The reason is that in such a function field, it is possible to efficiently write
where the f i 's are squarefree. This is done by the standard method of taking derivatives and gcd's. If it were possible to perform a similar decomposition in number fields, the algorithm forĥ over number fields would also become completely factorization free.
Remark. We should also mention that the local heights which we compute in this paper are non-normalized heights. For theoretical work, it is usually preferable to work with normalized heights, so the reader should be aware that in the literature the symbol "λ v " may differ from ourλ v by v(∆). (See [19] , for example.) Of course, the extra v(∆) will cancel out when the local heights are summed to form the global height.
For the remainder of this paper, we will restrict attention to K = Q. This has the advantage of greatly simplifying our exposition, while covering the situation most commonly encountered in the literature. The ideas which we use can easily be adapted to other number (or function) fields by the interested reader. We now describe, step-by-step, our algorithm for computingĥ(P ), with an explanation of why each step works. In section 2 we will give a concise summary of the algorithm suitable for implementation, and section 3 contains some numerical examples.
Step 1. Initial Data. The algorithm requires an elliptic curve E/Q given by a Weierstrass equation (1) with coefficients a i ∈ Z, and a rational point P = (x 1 , y 1 ) ∈ E(Q). No assumption is made concerning the minimality of the equation (1).
Step 2. Compute Associated Quantities. Compute the quantities b 2 , b 4 , b 6 , b 8 , c 4 , c 6 , ∆ listed in (4).
Step 3. Find Minimal Equation. Factor gcd(c 4 , c 6 ) completely. Use this factorization to find a minimal Weierstrass equation for E over Z. The fastest way to do this is a short algorithm of Connell and Kraus [4, Section 3.2] which has superceded an earlier method of Laska [9] . (Remark. In the Connell-Kraus algorithm as presented in [4] , one of the steps asks for all prime factors of the quantity 6 gcd(c 2 6 , ∆). This is the same as the set of primes dividing 6 gcd(c 4 , c 6 ).) An alternative algorithm of Tate [3, Section 7.5.1][19, Chapter IV, Section 9] is more complicated, but has the advantage of also computing the conductor and reduction types for E. Regardless of the method chosen, make the appropriate change of coordinates to the point P and recompute the associated quantities (4) . We now have a minimal Weierstrass equation (1), a point P = (x 1 , y 1 ) ∈ E(Q), and a factorization of the quantity gcd(c 4 , c 6 ).
Step 4. Archimedean Height. Compute the heightλ ∞ (P ) corresponding to the archimedean absolute value on Q. This can be done using either Tate's series [20] or theta functions [3, Algorithm 7.5.7] . Set H ←λ ∞ (P ). We will use H to accumulate the pieces of the canonical heightĥ(P ).
Step 5. Formal Group Contributions. The primes p for which P = (x 1 , y 1 ) lies in the formal group E 1 (Q p ) contribute to the canonical height, but luckily we don't need to know exactly which primes these are, since all of the required information is contained in the (denominator) of the rational number x 1 . So we augment H by
Step 6. Contributions From Small Primes. The only remaining non-zero local heightsλ p (P ) are for primes p which divide the discriminant ∆. Our goal is to try to avoid factoring ∆, but it makes sense to do a little bit of factoring at this point. So we choose some bound p 0 and find all primes p < p 0 dividing ∆. In principle, it will suffice to take p 0 = 5. However, if ∆ is divisible by large powers, later portions of the algorithm may be inefficient, so it is probably better to take at least p 0 = 100. Alternatively, one can just take p 0 = 5, and if a later part of the algorithm bogs down, one can return to this step and search for additional small primes dividing ∆ to high powers. In any case, for each p < p 0 dividing ∆, use the algorithm in [20] to computeλ p (P ) and add it onto the accumulating total, while also removing these primes from ∆:
Step 7. Additive Reduction Contributions. For primes p ≥ 5, so in particular for p ≥ p 0 , the primes of additive reduction are precisely the primes dividing both c 4 and c 6 . We already found these primes in step (2) when we factored gcd(c 4 , c 6 ), so we can use the algorithm [20] to compute theλ p (P )'s and add them onto the total, while also removing them from ∆:
Step 8. Additional "Good Reduction" Contributions. Here "good reduction" means primes for which the point P has good reduction, or in fancier terminology, primes p for which the point P lies in the identity component
Chapter VII] and [19, Chapter IV] for details.) We can determine these primes and remove them from ∆ with no factorization. First we compute
where recall that P = (x 1 , y 1 ). Then P lies in E 0 (Q p ) if and only if gcd(A 1 , B 1 ) is prime to p. Further, since we already took care of the formal group contributions in Step (5), the primes with P ∈ E 0 (Q p ) contribute nothing further toĥ(P ). (This follows from [19, Theorem VI.4.1].) Hence we may remove from ∆ that part which is prime to A 1 and B 1 . In other words, we may replace ∆ by
Remark. For any integers M and N , the notation gcd(M, N ∞ ) is an abbreviation for the quantity
In other words, it is that part of M composed of primes which also divide N . In practice, we want to be able to compute gcd(M, N ∞ ) without factoring N . This can be accomplished by computing gcd(M, N n ) for n = 0, 1, 2, . . . until reaching an n satisfying
(A more efficient method is described in section 2.) This gcd is then equal to
2 ) similarly. It follows from general principles that ∆ 1 is a powerful number; that is, every prime which divides ∆ 1 will divide it to at least the second power. In particular, the square-free part of the discriminant ∆ has been eliminated. It turns out that many of the large curves which have appeared in the literature have a discriminant which is mostly squarefree. (We will discuss some examples in section 3.) So it will frequently happen that ∆ 1 = 1, especially if p 0 in Step (6) was chosen to be of reasonable size. If ∆ 1 = 1, the algorithm terminates and we have H =ĥ(P ). In any case, we have avoided the necessity of factoring the square-free part of ∆, which is generally a big savings.
Step 9. Multiplicative Reduction Contributions. If ∆ 1 > 1, then E has multiplicative reduction of type I Np for each prime p dividing ∆ 1 , where
The algorithm described in [20] says that the local height is given bŷ
where
Of course, in practice we won't know the prime divisors of ∆ 1 . However, we can exploit this formula by considering the multiples 2P, 3P, . . . , since it turns out that the map
(more or less) satisfies
We illustrate the procedure for 2P . The first step is to compute 2P = (x 2 , y 2 ). However, we should note that as we take larger multiples, the size of the coordinates will become unwieldy. So instead all that we really need to do is to compute 2P ≡ (x 2 , y 2 ) mod ∆ 1 , and similarly for higher multiples. There is, of course, a slight chance that as we attempt to compute 2P mod ∆ 1 , we will run into a problem because we are required to compute an inverse z −1 mod ∆ 1 for some z with gcd(z, ∆ 1 ) > 1. If this happens, it will almost certainly lead to a factorization of ∆ 1 , and we can then deal with each factor of ∆ 1 separately. (The reader will undoubtedly recognize that this "unusual situation" is the underlying basis for Lenstra's elliptic curve factorization method [10] .) Assuming now that we are able to compute 2P mod ∆ 1 , we set
We then define
and
These last two partial discriminants have the following interpretation:
This enables us to deal with the primes dividing ∆ 2 , since for those primes we have n p /N p = 1/2. Hence the local height for such primes iŝ
and adding them all up means that we have no need to determine the actual primes dividing ∆ 2 . In other words, at this step of the algorithm we augment our running total H by
It remains to deal with the primes dividing ∆ 2 . Of course, if we're lucky, then ∆ 2 = 1 and we're done. Otherwise we repeat the process using 3P, 4P, . . . . Here are the next few steps of the algorithm:
It is tempting to write "and so on," but a new phenomenon occurs here! To describe this new phenomenon, we first explain the contributions from 3P and 4P . The primes p dividing ∆ 3 are those primes for which P, 2P / ∈ E 0 (Q p ) and 3P ∈ E 0 (Q p ). It follows for these primes that n p /N p = 1/3, soλ p (P ) = −(1/9) ord p (∆ 3 ) log(p), and adding them up gives the specified contribution of −(1/9) log ∆ 3 . Similarly, if p divides ∆ 4 , then P, 2P, 3P / ∈ E 0 (Q p ) and 4P ∈ E 0 (Q p ), from which we deduce that n p /N p = 1/4, yielding a contribution of −(3/32) log ∆ 4 .
Next consider a prime p dividing ∆ 5 . Then P, 2P, 3P, 4P / ∈ E 0 (Q p ) and 5P ∈ E 0 (Q p ), but now there are two possibilities for n p /N p , namely 1/5 and 2/5. So we need to separate ∆ 5 into two parts without, of course, performing a full factorization. Here is the procedure. From the definition of the n p 's, we see that
where the primes dividing α 1 correspond to n p /N p = 1/5 and the primes dividing α 2 correspond to n p /N p = 2/5. If we replace P by 2P , we find that the roles are reversed,
Thus we can recover α 1 and α 2 merely by computing some gcd's,
and α
Having computed α 1 and α 2 , we get the local heights for primes dividing ∆ 5 ,
Of course, if ∆ 5 = 1, we're done, and if not, we continue in a similar vein. For completeness, we describe how to deal with the primes which arise when we consider the multiple mP . So suppose that we have dealt with all primes p for which one of the multiples P, 2P, . . . , (m−1)P lies in E 0 (Q p ), and we are left with a piece of the discriminant ∆ m−1 divisible by the remaining primes of multiplicative reduction. As before, we compute
and we divide the remaining discriminant into the two pieces
The primes p dividing ∆ m are those with mP ∈ E 0 (Q p ) and no lower multiple of P in E 0 (Q p ). This means that there is a factorization
(In the sum, it's only necessary to take i's with gcd(i, m) = 1.) In order to find the α i 's, we consider also the multiples of P . We have already computed the quantities B 1 , B 2 , . . . , B r , and if we were to factor gcd(∆ m , B k ), we would find that it equals
In other words, {A} m is the magnitude of the least residue of A modulo m, where the least residue is taken between −m/2 and m/2. Taking k = 1, 2, . . . , r, we obtain r equations for the r variables α 1 , . . . , α r . More precisely, consider the matrix
It is likely that M m is invertible for all m, but in any case we have checked that it is invertible for all m ≤ 50, which should suffice for most applicaitons. 
There are two remarks to make concerning this formula. First, it follows from the general theory that the product is a perfect det(M m ) th -power, so all operations can be performed using integer arithmetic.
Second, it is unfortunately true that det(M m ) may be too large for these computations to be performed in practice. For m's of moderate size, there are various ways to simplify the computations. Thus it sometimes happens that every entry of the adjoint matrix has a factor in common with the determinant, in which case the appropriate root can be extracted from both sides of (5). Another way to simplify is to work instead with the matrix M m whose entries are the {ij} m 's with gcd(i, m) = gcd(j, m) = 1. The M m 's are smaller matrices than the M m 's, so their adjoint entries and determinants tend to be smaller integers. If one also cancels common factors from the entries of M adj m and det(M m ), then one finds that the exponents in (5) are at most 18 for all m ≤ 10, and in that range they are at most 8 except for m = 7. However, when m = 11, the left-hand side of the analogue of (5) will be α 2325 i
, and the exponents on the right-hand side will be as large as 391. Further, we should mention that although it appears that the matrix M m is invertible for all m, it also appears that M m fails to be invertible for precisely those m's satisfying 4|m and m ≥ 16.
This concludes our description of the "factorization-free" canonical height algorithm. In the next section we will give pseudo-code implementing the algorithm.
Remark. Although it is not of immediate use in calculating the canonical height, we should mention that the partial discriminant ∆ m will be a perfect m th power. However, it need not be true that m ∆ m is squarefree.
Remark. There is one additional strategy which may be employed as one computes the multiples of P . At each stage one can compute
It is possible that at some point this number will become small enough to factor completely, thereby yielding all of the remaining primes of bad reduction.
Remark. The matrices M m and M m which appear above would seem to have some relation to the Demjanenko matrices used by Folz and Zimmer [6] in studying torsion points on elliptic curves and used by other authors ( [7] , [16] , [17] ) to investigate the class number of (abelian) number fields.
Programming the algorithm
In this section we give pseudo-code to implement the algorithm described in section 1. After giving the main algorithm, we briefly explain how to compute some of the subsidiary quantities which it requires.
PROGRAM to Compute the Canonical Height of P ∈ E(Q) DATA required by the algorithm a 1 , a 2 , a 3 , a 4 , a 6 ∈ Z, Weierstrass coefficients for E/Q x 1 , y 1 ∈ Q, coordinates for P = (x 1 , y 1 ) ∈ E(Q) p 0 ≥ 4, a quantity for which one can easily find prime factors < p 0 ALGORITHM Compute the quantities c 4 , c 6 , ∆ given in (4). Factor completely gcd(c 4 , c 6 ).
If necessary, replace the given equation with a Minimal Weierstrass Equation,
making the appropriate coordinate change to P = (x 1 , y 1 ).
Compute the Archimedean Heightλ ∞ (P ) of P . Set
Find the set P of all Small Primes p < p 0 which divide ∆ 1 and all primes which divide gcd(c 4 , c 6 , ∆ 1 ). For each prime p ∈ P, compute the Non-archimedean Local Heightλ p (P ). Set
. 
Set
The α i 's will be integers.)
END DO i LOOP Set
H ← H − 1 2 1≤i<m/2 gcd(i,m)=1 i(m − i) m 2 log gcd(∆ m , α ∞ i ).
IF ∆ m = 1 THEN EXIT RETURNING H END DO m LOOP EXIT RETURNING MESSAGE "Numbers Too Large" END OF PROGRAM
Remarks. (1) The program for computingĥ(P ) given above refers to a number of subsidiary algorithms. We have listed these required subroutines below, with appropriate references or pseudo-code. is invertible, at least for m ≤ 50, and it can be used in place of M . However, the powers necessary for computing the α i 's will probably be too large to make this a practical alternative. (4) In the unlikely event that the algorithm fails with ∆ 10 > 1, it will be true that every prime dividing ∆ 10 divides it to at least the 11 th power. This may be helpful in trying to factor ∆ 10 . Of course, if one can effect a complete factorization of ∆ 10 , then the computation of the canonical height of P is completed by computing
We now list the subroutines needed to implement the canonical height algorithm as described above.
SUBROUTINE: 1 , a 2 , a 3 , a 4 , a 6 ∈ R, Weierstrass coefficients for E/R x 1 , y 1 ∈ R, coordinates for P = (x 1 , y 1 ) ∈ E(R) OUTPUT: The archimedean local heightλ ∞ (P ) of P (non-normalized) ALGORITHM: There are two standard algorithms for computing archimedean local heights. The most efficient uses theta functions and q-expansions. It is described in [3, Algorithm 7.5.7] and is especially good when high precision output is desired and when computing the heights of several points on a single elliptic curve. The second algorithm, given by a series of Tate, is described in [20] and [4] . SUBROUTINE: Non-archimedean local heightλ p (P )
INPUT: a 1 , a 2 , a 3 , a 4 , a 6 ∈ Z, Weierstrass coefficients for a minimal equation for E/Q x 1 , y 1 ∈ Q, coordinates for P = (x 1 , y 1 ) ∈ E(Q) a prime p OUTPUT: The non-archimedean local heightλ p (P ) of P (nonnormalized) ALGORITHM: There is a short efficient algorithm for computingλ p (P ) due to the author. See [3, Algorithm 7.5.6], [4] , or [20] .
SUBROUTINE: Find Small Prime Factors
INPUT: An integer N > 0 to factor and a bound p 0 OUTPUT: A list of small prime factors of N , including all primes ≤ p 0 ALGORITHM: There are many algorithms currently in use for finding prime factors of a given number N , some of which are especially efficient at finding small prime factors. We refer the reader to [3, Chapters 8 and 10] and [15] and to the additional references cited in those works.
The multiple m and the modulus D > 0 OUTPUT:
(or a non-trivial factorization of D) ALGORITHM: Using the standard addition formulas on E, together with any favorite tricks for speeding the computation of a multiple of an element of an abelian group, one computes mP 1 modulo D. 
Numerical examples
The examples in this section are designed to illustrate the algorithm described in this paper. In order to keep the numbers to a manageable size for exposition, we give examples which can in principle be computed via a complete factorization of the discriminant using existing factorization techniques. However, even when such a factorization is possible, the time spent performing the factorization will generally far exceed the time required for the remainder of the algorithm. Further, as the search for curves of ever higher rank continues, it is quite likely that people will want to compute canonical heights on curves for which a complete factorization of the discriminant is beyond current methods. All computations in this section were performed using PARI-GP [1] . Example 1. For our first example we will take the curve with Mordell-Weil rank ≥ 21 discovered by Nagao and Kouya [14] ,
We will compute the height of the first point in their list of 21 independent points,
22662214190910903990783584765347/64) ∈ E(Q).
We first compute Since gcd(c 4 , c 6 ) = 1, we know that the given Weierstrass equation is minimal at all primes. Further, 2 and 3 are the only possible primes of additive reduction, and since gcd(c 4 , 6) = 1, even they are not primes of additive reduction. We will accumulate the canonical height in the variable H, starting with the contribution from the archimedean local height and the denominator of the coordinates. (The latter can be thought of as the piece coming from primes for which P lies in the formal group.)
This value was computed using 50 terms of the modified Tate We are not done, since ∆ 1 = 1, but at least we are able to discard the 108 digit discriminant ∆ and work instead with the 19 digit partial discriminant ∆ 1 .
As noted above, gcd(c 4 , c 6 ) = 1, so at this stage we do a brief search for small primes dividing ∆ 1 . Even the briefest of searches leads to a complete factorization,
It is now a simple matter to use the algorithm in [20] to compute the local heightŝ λ p (P ) for each of the primes dividing ∆ 1 . Thus setting
we have the formulaλ
Using the values
we compute Happily, we now find that gcd(c 4 , c 6 ) = 1 and gcd(c 4 , 6) = 1, so there are no primes of additive reduction. Searching for small prime factors ( < 10 4 ) of the discriminant, we obtain
where ∆ ≈ 3 · 10 96 is not prime. However, it turns out that for all of the P i 's, and hence also for all of the P i + P j 's, the quantity
is relatively prime to ∆ , so the primes dividing ∆ contribute nothing to the sum of local heights. Hence for each of these points we havê h(P ) =λ ∞ (P ) +λ 2 (P ) +λ 3 (P ) +λ 5 (P ) +λ 29 (P ) +λ 59 (P ).
We have computed the archimedean heights using Tate's series [20] . Setting N p = ord p (∆), the non-archimedean heights are easily computed using the formulas
For example, for the point P 1 we find n 2 = 6, n 3 = 5, n 5 = 3, n 29 = 0, n 59 = 1, and soĥ (P 1 ) =λ ∞ (P 1 ) − 21 13 log 2 − 5 4 log 3 − 6 7 log 5 − 0 · log 29 − 1 4 log 59 = 17.43328753223294397933.
In a similar fashion we can compute the height pairings
and find the (approximate) rank of the resulting height regulator matrix. Using only the first nine points gives det P i , P j 1≤i,j≤9 ≈ 515284729781.21216435, so these nine points are independent. On the other hand, the 10 × 10 matrices obtained using P 1 , . . . , P 9 together with any one of P 10 , P 11 , or P 12 all have determinant < 10 −14 (i.e., approximately 0). Hence the 12 points P 1 , . . . , P 12 (probably) generate a subgroup of rank 9 in E(Q). Indeed, using the LLL-lattice reduction algorithm on the height regulator matrix, it is not hard to find the dependencies P 10 = P 3 − P 4 + P 5 , P 11 = P 8 + P 9 − P 10 , P 12 = −P 3 + P 4 + P 9 , which proves that the P i 's generate a group of exact rank 9.
Example 3. In this example we want to illustrate all of the facets of the height algorithm, while at the same time using numbers of only moderate size. For this reason we will make the (unrealistic) assumption that it is impractical to factor a number if all of its prime divisors are greater than 1000. The reader desiring a more realistic example is free to replace the 4 digit primes which we use by 100 digit primes of their choice.
We will consider the elliptic curve
with Weierstrass coefficients This immediately implies that the given Weierstrass equation is minimal, since any non-minimal prime p would satisfy p 4 |c 4 and p 6 |c 6 . We now begin the computation ofĥ(P ), building up the value in the variable H. The coordinates of P have no denominators, so we start with the archimedean local height H ←λ ∞ (P ) = 20.41170720883318698063. This value was computed using 100 terms of the modified Tate series [20] with 100 digits of accuracy for all intermediate calculations. Notice we have already saved ourselves the necessity of factoring the quantity
This is a considerable savings, since although it turns out that ∆/∆ 1 = −3 3 · 2221 · 251056780425667 · 39361763713243511, it took a Power Macintosh 7100/80 using Lenstra's algorithm [2] more than 24 minutes to find the last two prime factors. Since gcd(c 4 , c 6 , ∆ 1 ) = 1 and ∆ 1 is not divisible by any primes less than 1000 (which is our assumed maximum factoring capability), we do not need to compute any local heights for small primes or for additive reduction primes.
It's time to take multiples of our point. (Remark. As predicted, ∆ 3 = 15744539 3 is a perfect cube, but note that we have computed the associated local contribution without using the factorization 15744539 = 3571 · 4409.)
In a similar fashion we compute 4P , 5P , and 6P , and we find that ∆ 3 = ∆ 4 = ∆ 5 = ∆ 6 . (These computations may be performed modulo ∆ 3 .) Finally, when we compute 7P , we make some progress. Thus we find 7P ≡ (x 7 , y 7 ) (mod ∆ 6 ) with x 7 = 33246232589947480078789732387854093328224250415808504, y 7 = 36461933382309843791454573060870589714095785205742589, B 7 ≡ 2y 7 + a 1 x 7 + a 3 ≡ 31593533217631341118459019900911 177260589561902861996 (mod ∆ 6 ), The matrix M has determinant det(M ) = −18, and its adjoint has content 1. We also need the three quantities gcd(∆ Since ∆ 7 = 1, the algorithm terminates, returning the valuê h(P ) = 1.28969216577182254773.
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