Abstract. In this paper, we introduce the uncertain optimal control problem of determining a control that minimizes the expectation of an objective functional for a system with parameter uncertainty in both dynamics and objective. We present a computational framework for the numerical solution of this problem, wherein an independently drawn random sample is taken from the space of uncertain parameters, and the expectation in the objective functional is approximated by a sample average. The result is a sequence of approximating standard optimal control problems that can be solved using existing techniques. To analyze the performance of this computational framework, we develop necessary conditions for both the original and approximate problems and show that the approximation based on sample averages is consistent in the sense of Polak [Optimization: Algorithms and Consistent Approximations, Springer, New York, 1997]. This property guarantees that accumulation points of a sequence of global minimizers (stationary points) of the approximate problem are global minimizers (stationary points) of the original problem. We show that the uncertain optimal control problem can further be approximated in a consistent manner by a sequence of nonlinear programs under mild regularity assumptions. In numerical examples, we demonstrate that the framework enables the solution of optimal search and optimal ensemble control problems.
1. Introduction. In this paper we consider an extension of nonlinear optimal control for problems with Mayer-type objective functional to a setting with parameter uncertainty. We introduce the uncertain optimal control problem (UOCP), where the objective functional and system dynamics depend on stochastic parameters and the goal is to find a control that minimizes the expected value of the objective. The UOCP addresses a number of emerging applications in optimal control that require design of an open-loop control for an uncertain system such as those arising in optimal search or ensemble control. In the optimal search problem, the goal is to design a search plan to maximize the probability of detecting a moving target with unknown location or goals [30] . In the ensemble control problem, the goal is to determine a single open-loop control for a large number of structurally identical systems with parameter variation [27] , which can be viewed as a single system with stochastic parameters [40] . In addition, existing control problems such as trajectory optimization may benefit from a problem formulation that incorporates inherent uncertainty in dynamical models, environment [17, 46] , and behavior of other agents [11, 37, 44] . In this paper, we develop a computational framework for the UOCP as well as necessary conditions for validation and verification of solutions.
Specifically, the UOCP is the following problem: Find an initial state and control pair η = (ξ η , u η ) that minimizes the objective functional
where E P is the expectation on the complete probability space (Ω, Σ, P ) and ω ∈ Ω. Furthermore, x η (t, ω) is the solution to the uncertain dynamical systeṁ
and F : R n × Ω → R. We note that for a fixed ω ∈ Ω, (1.2) is a standard deterministic dynamical system, and therefore the existence and uniqueness of the solution are guaranteed under suitable regularity conditions. Such conditions then also ensure that the objective functional (1.1) is well defined.
The UOCP is an extension of the constrained nonlinear optimal control problem with a Mayer objective functional to scenarios with parameter uncertainty. That is,a convergence property for the optimality functions, showing that the approximation based on sample averages is consistent in the sense of Polak. Section 6 shows that an approximate problem that is further subject to time discretization using Euler's method leads to a nonlinear program that is in some sense consistent with the UOCP. Section 7 applies the computational framework to two examples involving damping a harmonic oscillator with unknown natural frequency and detecting an intruder in a channel.
Formulation of the uncertain control problem.
A number of recently considered applications in computational optimal control theory, such as optimal search [32, 33, 34] and ensemble control [39, 40, 41] , require the calculation of an open-loop control for a system with stochastic parameters which will minimize the expectation of a predetermined cost functional. The UOCP, defined in section 1, is to find an initial state and control pair η = (ξ η , u η ) from a given admissible set to minimize the objective functional (1.1) subject to the uncertain dynamical system (1.2) . In this work we develop a computational framework to solve two versions of the UOCP for which the admissible sets differ based on the nature of the control constraint.
Before we define these versions, we introduce the spaces on which we conduct our analysis. To develop optimality conditions, we make use of an inner product on the space of decision variables. Therefore we work in the L 2 topology. Let L 
v(t)
2 dt < ∞. We carry out our analysis in a subspace of the Hilbert space
where the inner product and norm on H 2 are defined for any η = (ξ η , u
Therefore the norm in H 2 is given by
In this paper we address the two cases of the UOCP, where the control u(t) is constrained to be in either a compact convex set or an open convex set in R m for almost every t ∈ [0, 1]. We therefore define the admissible sets for each of these problems as follows: Given compact, convex sets Ξ C ⊂ R n and U C ⊂ R m , we define the set of admissible controls
The set of all admissible state-control pairs for this problem is then given by H C = Ξ C × U C . Similarly, given bounded, open, convex sets Ξ O ⊂ R n and U O ⊂ R, we define the set of admissible controls
The set of all admissible state-control pairs for this problem is then given by
The sets H C and H O are subsets of the pre-Hilbert space 1] , there is a memberũ of its equivalence class such thatũ(t) ∈ U for every t ∈ [0, 1]. Therefore for any given constraint set U , we can apply the standard results from the theory of differential equations to controls from our admissible set.
In developing optimality conditions, we evaluate derivatives with respect to the decision variable η. In order to guarantee that these derivatives exist, we work on a space H which is slightly larger than H C . To define the space H, let ρ 1 , ρ 2 ∈ R be constants large enough so that ξ
The existence of these constants is guaranteed by the compactness of Ξ C and U C . Now let The set U C determines a pointwise control constraint for Problem B C . Because U C is closed, this formulation can be used to approach uncertain optimal control problems with pointwise inequality control constraints, as long as the set of points which satisfy these constraints is convex. Problem B O can be used to approach unconstrained optimal control problems by making U O large enough that all reasonable controls lie in the admissible set. To conduct an analysis of Problems B C and B O we need the following regularity assumptions. Assumption 1. There exists a compact set
. This assumption essentially requires that there does not exist ω ∈ Ω such that the dynamical system given by f (·, ·, ω) has a finite escape time. This assumption will be valid for a number of dynamical systems frequently encountered in control problems, for example, input-to-state stable systems and systems for which f is globally Lipschitz or satisfies a linear growth condition in the state variable.
Assumption 2. For the set X 0 defined in Assumption 1 and the set
, it is measurable and bounded on Ω. Furthermore, there exists a measurable function L f : Ω → [1, ∞) such that for all x , x ∈ X 0 and v , v ∈ V , the following inequalities hold for every ω ∈ Ω: 
Assumptions 2-3 require the differentiability of the functions in the problem formulation with respect to the states and controls, as well as measurability and integrability of the Lipschitz constant with respect to the stochastic parameter ω. These assumptions will be valid for a variety of problem frameworks in physical and other applications. For instance, in previously considered optimal search [32, 33] and ensemble control settings [39, 40, 41] , the parameter space is a compact subspace of R n , and the functions in the problem formulation are sufficiently smooth; therefore Assumptions 2-3 are valid in these cases. These assumptions are used later to establish convergence properties and optimality conditions for the UOCPs.
In order to facilitate the analysis of the computational framework for the UOCP which is the focus of this work, we first state the following results on uncertain dynamical systems. 
Then χ η is measurable, and for each ω ∈ Ω we have
3. Approximation of the UOCP using a sample average scheme. In this section we introduce the approximate optimal control problem based on a sample average scheme. Sample average approximations have been successfully applied to a wide variety of problems from the field of stochastic optimization with finite-dimensional decision spaces [43] . In the sample average approach, a random sample of parameter values is drawn from the parameter space, and the expectation in the objective functional is approximated by the sample mean. When the sample average approximation is applied to a stochastic programming problem with a finite-dimensional decision Downloaded 05/13/16 to 205.155.65.226. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php space, this process results in a sequence of approximating nonlinear programming (NLP) problems. In this work we use the sample average method to approximate the UOCP, which has an infinite-dimensional decision space. The resulting approximate problem is a standard optimal control problem that can be solved using existing techniques from the field of control theory [8] . In addition, we use an extension of the strong law of large numbers (see [2, 4] ) to analyze the convergence properties of such an approximation.
To apply this approximation scheme, for a given sample size M , we take an independent P -distributed sample {ω 1 , ω 2 , . . . , ω M } from the parameter space Ω and approximate the objective functional (1.1) by the sample average
The approximate uncertain optimal control problems can then be stated as follows. 
Preliminary results on epiconvergence and random lower semicontinuous functions.
To leverage existing results on the convergence of sample average approximations, we recall the concepts of epiconvergence and random lower semicontinuous functions.
Definition 3.1 (see [3] ). Let (X, d) be a separable complete metric space. Consider the sequence of lower semicontinuous functions
Definition 3.2 (see [4] ). Let (X, d) be a separable complete metric space with B the Borel sigma-field. Let P be a probability measure on the measurable space
random lower semicontinuous function if and only if
In probability theory, the strong law of large numbers guarantees the almost sure convergence of the sample average as the number of samples drawn approaches infinity. The following proposition extends this result to random lower semicontinuous functions. . Let (Ω, Σ, P ) be a probability space such that Σ is P -complete. Let (X, d) be a separable complete metric space. Suppose that the function f : X × Ω → R is a random lower semicontinuous function and there exists an integrable function a 0 : 
. In general, when approximating an optimization problem, it is difficult to guarantee that a global minimizer of the original problem will be an accumulation point of a sequence of global minimizers of the approximate problem. However, the following result provides a useful convergence property for the approximate arg min and inf operators when the sequence of approximating objective functionals is epiconvergent. 
andx is any accumulation point of this sequence (along a subsequence indexed by a set K ⊂ N), thenx is a global minimizer of f and lim
M∈K inf x∈X f M (x M ) = inf x∈X f (x).
Epiconvergence of J
M to J. In the previous section we introduced epiconvergence as a means to determine the convergence properties of an approximate optimization problem. In this section we analyze the convergence of our sample average scheme by demonstrating the epiconvergence of the approximate objective functional J M to the original objective functional J. To do so, we show that J can be written as the expectation of a random lower semicontinuous function. To this end we introduce T :
The following lemma establishes that T is a random lower semicontinuous function.
where B is the Borel sigma-field generated by the open sets of H.
Proof. From Assumption 2 and Lemma 5.6.7 of [35] , it is known that for each η, η ∈ H and ω ∈ Ω,
It follows from Assumption 3 that
Here F : R n × Ω → R is measurable by Assumption 3 and Proposition 2.2.
We can now write the objective functional J and approximate objective functional J M in terms of the random lower semicontinuous function T : We can now demonstrate the epiconvergence of the approximate objective functional using the following assumption.
Note that this assumption is valid when Ω is a compact subset of R d , and the functions f and F are continuously differentiable with respect to ω. 4. Optimality conditions. Absent convexity, it is not generally possible to determine whether a numerically computed solution to an optimal control problem is a global minimizer. Necessary conditions, such as Pontryagin's minimum principle [22, 36] , provide a method to assess the optimality of a numerically computed solution. Polak [35, Chapter 4] provides necessary conditions for the standard nonlinear optimal control problem in terms of optimality functions, which determine the stationary points of the objective functional. In this section we apply this approach to derive optimality functions for the nonstandard uncertain Problems 
To establish the Frechet derivatives of the objective functionals, we first state the Frechet derivative of T . Proposition 4.2. Suppose that Assumptions 1-3 are satisfied.
and p η (s, ω) is the solution to the adjoint equation 
(ii) The gradient ∇J is Lipschitz continuous on
, δη H2 , with the gradient given by
(iv) The gradient ∇J M is Lipschitz continuous on H C . Proof. We prove (i) and (ii); (iii) and (iv) follow by an identical argument with Ω replaced by {ω 1 , . . . , ω M } and P replaced by the counting measure normalized to 1.
Proof of (i):
and by Assumption 4 we have L T (ω) ∈ L 1 (Ω). From this fact we have
Then the Gateaux derivative of J is given by
where we have used the dominated convergence theorem. Let δη = (ξ δη , u δη ). Note that 
where we have used Fubini's theorem. To demonstrate that the Gateaux derivative DJ is the Frechet derivative of J, consider the quantity
where we have used the dominated convergence theorem. The proof of (ii) follows directly from the Lipschitz continuity of ∇ η T (η, ω). We now introduce nonpositive optimality functions for Problems B C , B In general, the necessary condition based on the L 2 variation of the objective functional will not be equivalent to Pontryagin 
where p is the adjoint to the state variable x. To see this, suppose the initial condition is fixed, and note that the stationarity of the Hamiltonian implies that
for almost all t when f is sufficiently smooth. Therefore ∇J(η)
u(t), ω)p(t, ω)
2 dt = 0. For Problem B C , the approach of [32, 33] Definition 5.1 (see [35] ). Let X be a complete separable metric space, and let G M : X → R, G : X → R be lower semicontinuous functions. Let Problem C M be the problem of finding x ∈ X to minimize G M , and let Problem C be the problem of finding x ∈ X to minimize G. Let the corresponding optimality functions for Problems C M and C be given by Γ M : X → R and Γ : X → R. We say that the sequence
consistent approximation to the pair (C, Γ) if the following hold:
We have already shown the almost sure epiconvergence of the approximate objective functional J M to the objective functional J in Theorem 3.7. Recall that L f (ω) is the Lipschitz constant for the dynamics f , and L F (ω) is the Lipschitz constant for the objective functional F . To establish the convergence properties of the optimality function θ M C , we introduce the following assumption.
Note that this assumption will be valid in the case that Ω is a compact subset of R nω and f, F are continuously differentiable. Therefore the assumption is satisfied for previously considered applications such as optimal search [32, 33] and ensemble control [39, 40, 41] .
The following lemma addresses the measurability and continuity of the gradient of the objective functional. 
Proof. Part (i) follows directly from (4.1)-(4.2) and the application of Lemma 2.3 to the adjoint system (4.3). Part (ii) follows from Lipschitz continuity of f u (Assumption 2) and p (Lemma 2.3) and the boundedness of the set H. Part (iii) follows from Assumption 5 and the proof of Lemma 5.6.9b of [35] . Part (iv) follows from (iii) and the fact that
is an independent P -distributed random draw from Ω.
To simplify notation, for a given η * ∈ H C , we introduce the following functions: 
Proof of (ii): First note that by Lemma 5.2, ∇ η T (η, ω), η * H2 is continuous in η and measurable in ω and therefore is a random lower semicontinuous function by Proposition 2.2 and Definition 3.
H2 by the proof of Lemma 4.3, μ η * is the expectation of a random lower semicontinuous function and is bounded by Lemma 5.2(iii). The result then follows from (4.4), (4.5), and Proposition 3.3. 
Consistency of the approximation of Problem
and
We then define the admissible set for the approximate problem as
H C,N is the set of all admissible initial state and control pairs for Problem B C , with the additional requirement that the control be constant on each interval [
For each ω ∈ Ω and η ∈ H N , we approximate the dynamics (1.2) using the Euler integration formula: For a detailed derivation of this approximation scheme and its relation to the NLP problem, see Polak [35, Chapter 5] .
Recall that the objective functional to the UOCP is given by
. Given a random P -distributed draw {ω 1 , . . . , ω M } from Ω, we can define the sample average and time-discretized approximation to the objective functional J by
Combining this objective functional with the discretized dynamics
we can define the fully discretized problem.
Problem B
MN
C : Find an initial state and control pair η = (u η , ξ η ) ∈ H C,N to minimize the objective functional (6.2) subject to the constraints (6.3).
In order to approximate Problem B C by Problem B
MN C
, our desire is to assign to each sample size M ∈ N a number N (M ) of time discretization nodes in such a way that
To this end we introduce the following assumption.
Assumption 6. For the function
In section 3 we showed that [35, Chapter 4] ). However, these conditions are not sufficient to guarantee that J MN (M) → epi J as M → ∞ for arbitrary assignments N : N → N. We demonstrate such a property by analyzing the error introduced by the time discretization approximation. Our approach is based on the fact that the effect of such a time discretization on a standard optimal control problem (which we can consider as a special case in which the value of the parameter ω is fixed) is known and is determined by L f , L F . That is, we can use existing results to uniformly bound (in both η and ω) the error introduced to the UOCP by approximating T (η, ω) by T N (η, ω). 
Proof. The proof follows from Assumption 5, the boundedness of the set H C , and the proofs of Theorems 5.6.23 and 5.6.24 in [35] .
The fact that this convergence is uniform in both η and ω allows us to address the convergence J MN → epi J.
Proof. In order to establish epiconvergence we must show that 
The difficulty in this problem lies in the fact that a control which stabilizes the oscillator for a specific value of the parameter, such as the worst case scenario, may cause dispersion in the other states. An example of this dispersion is illustrated in Figure 1, which shows a sample of end states x(t f , ω) , ω ∈ [0, 2π] for a control designed using Pontryagin's minimum principle to calculate the optimal solution for the problem with a single parameter value.
We address this problem using an optimal control framework. We introduce a UOCP where the goal is to find a control which minimizes the cost functional
Here β and γ are scale factors which weight the priority of minimizing the error of the final state against that of minimizing the expended control energy. This objective functional can be used to design a control which achieves an end state in a desired neighborhood of zero.
We use the computational framework to numerically calculate an optimal control for this UOCP for two scenarios, with and without the presence of control constraints.
Problem S O : Find a control u : [0, 1] → (−1000, 1000)×(−1000, 1000) to minimize the objective functional (7.2) subject to the uncertain dynamical system (7.1), where
This problem approximates the unconstrained problem by allowing the admissible controls to take values in a large open subset of R 2 . Note that because the initial state is fixed, for notational convenience we will take the decision space to be U O , the set of all u ∈ L 2 2 [0, 1] such that u(t) ∈ (−1000, 1000) × (−1000, 1000) for almost every t ∈ [0, 1]. We use the computational framework proposed in this paper to calculate a control which stabilizes the system in the face of this state dispersion. A sample computed trajectory for M = 52 with 54 time discretization nodes is shown in Figure 2 , and the optimal control and sample of optimal final states are shown in Figure 3 . When this result is compared to the method of using Pontryagin's minimum principle to stabilize a single parameter value (see Figure 1) , it is clear that the UOCP method reduces the dispersion of the end state while keeping the control energy within reasonable bounds. Tuning the parameters β and γ in the objective functional can further reduce dispersion of the end state at the cost of increased control energy.
The antisymmetry of the state dynamics and the quadratic form of the cost functional give this problem an easily verifiable necessary condition. First we cast the problem in the form of section 2. We introduce the auxiliary state x 3 and define the state dynamics by The antisymmetry of the state dynamics and the quadratic form of the cost functional give this problem an easily verifiable necessary condition. First we cast the problem in the form of section 2. We introduce the auxiliary state x 3 and define the state dynamics by The cost functional is then given by
Finally, the adjoint equation defined in (4.3) is given by 
The optimality function − 1 2 ∇J(u) H2 provides a necessary condition which can be used for validation and verification of solutions. That is, if a sequence of numerically computed solutions to the approximate problem converge, but their associated optimality values diverge, the limit point cannot be an optimal solution to the original problem. For the harmonic oscillator UOCP considered in this section, we fix the number of time discretization nodes at 54 Figure 4 . We next consider a pointwise control-constrained UOCP for the harmonic oscillator. 3] to minimize the objective functional (7.2) subject to the uncertain dynamical system (7.1), where t f = 1, δ 0 = 0, δ 1 = 2π, β = 1000, γ = 1.
Because the initial state is fixed, for notational convenience we will take the decision space to be U C , the set of all u ∈ L
for almost every t ∈ [0, 1]. As with the unconstrained problem, the optimal control is computed numerically using the framework proposed in this paper, with an LGL-pseudospectral discretization with 54 nodes in the time domain. A sample of computed state trajectories for M = 42 is shown in Figure 5 optimal controls, as well as a sample of ending states, are shown in Figure 6 .
In section 4 it is shown that an optimal solution must satisfy the necessary condition θ C (u) = 0, where θ C is given by (4.6). By substituting (7.6) we have
The value of the objective functional J(u * M ) and optimality function θ C (u * M ) for a number of sample sizes M is shown in Figure 7 . The state variables x(t, ω) and adjoint variables p(t, ω) are calculated by computing an optimal control for 54 LGLpseudospectral nodes in the time domain and solving the resulting state-adjoint system. The value of θ C is then approximated using the MATLAB quadratic programming package quadprog. 
Intruder detection in a channel.
We next consider an intruder detection problem inspired by [9] . A single searcher is attempting to detect a nonevading target moving down a channel. We assume the searcher has imperfect sensors and a turn-rate constraint. The objective is to find a trajectory for the searcher which maximizes the probability of detecting the target in the time horizon [0, 75] . The searcher is assumed to be a Dubins vehicle with known constant velocity v. The dynamics of the searcher are given byẋ 
where Φ is the standard normal cumulative distribution function, β is the scan opportunity rate, F k is the figure of merit, and σ reflects the variability in the signal excess. In the simulation we use the values β = 1, F k = 20, b = 20, D = 1, and σ = 10. For more information about the formulation of this model, see [9, 14, 15, 30, 31] . The problem then becomes to minimize the functional (7.8)
(x(t), y(t, ω))dt subject to the dynamics (7.7), where P is the uniform distribution on Ω. It is easily seen that this problem can be transformed into the form (1.1). Due to the irregular shape of the parameter space Ω, this problem would be particularly challenging if we were to apply quadrature-based methods. However, the proposed framework is easily implemented with sampling carried out using the acceptance-rejection method. Using 54 nodes in the time domain and M = 5000, we obtain the searcher trajectory in Figure 8 . We note that the figure shows only 10 of the 5000 target trajectories. In this section we demonstrate that the numerical method proposed in this paper can be used to control a system with stochastic parameters either with or without pointwise control constraints. In addition, we assess the validity of the numerically Downloaded 05/13/16 to 205.155.65.226. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php computed solutions using the necessary conditions developed in this work. The problem setting opens a wide variety of possible application areas for this method, including optimal search and ensemble control. This technique is based on a sample average scheme which scales favorably as the number of stochastic parameters increases. Therefore it can be applied to systems with a large number of stochastic parameters previously beyond the reach of techniques such as those in [32, 33, 39, 40, 41] . Even though the computational cost remains reasonable in these examples (60 minutes for the first example and 35 minutes for the second, using Intel Core i7-4700HQ 2.40 GHz with 16 GB RAM), the problem of optimal control under uncertainty remains challenging, and we anticipate much future algorithmic work to improve this further.
