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Abstract—The methodology of community detection can be
divided into two principles: imposing a network model on a
given graph, or optimizing a designed objective function. The
former provides guarantees on theoretical detectability but falls
short when the graph is inconsistent with the underlying model.
The latter is model-free but fails to provide quality assurance
for the detected communities. In this paper, we propose a novel
unified framework to combine the advantages of these two
principles. The presented method, SGC-GEN, not only considers
the detection error caused by the corresponding model mismatch
to a given graph, but also yields a theoretical guarantee on
community detectability by analyzing Spectral Graph Clustering
(SGC) under GENerative community models (GCMs). SGC-GEN
incorporates the predictability on correct community detection
with a measure of community fitness to GCMs. It resembles
the formulation of supervised learning problems by enabling
various community detection loss functions and model mismatch
metrics. We further establish a theoretical condition for correct
community detection using the normalized graph Laplacian
matrix under a GCM, which provides a novel data-driven loss
function for SGC-GEN. In addition, we present an effective algo-
rithm to implement SGC-GEN, and show that the computational
complexity of SGC-GEN is comparable to the baseline methods.
Our experiments on 18 real-world datasets demonstrate that
SGC-GEN possesses superior and robust performance compared
to 6 baseline methods under 7 representative clustering metrics.
I. INTRODUCTION
Community detection aims to assign community labels to
nodes in a graph such that the nodes in the same community
share higher similarity (better connectivity) than the nodes in
different communities [1]. It is essentially an unsupervised
learning problem since one is only provided with the infor-
mation of graph connectivity. Despite its unsupervised nature,
recent research developments have been able to identify the
informational and algorithmic limits of community detection
under certain generative community models (GCMs), espe-
cially for spectral graph clustering (SGC) algorithms, such as
the use of eigenvectors of the graph Laplacian matrices [2] or
the modularity matrix [3] for community detection. However,
these analysis assuming that GCMs well match a graph may
not hold in practice, which may often yield poor community
detection results when there is a mismatch between the given
graph and the underlying GCM. On the other hand, optimizing
a designed objective function for community detection, such
as normalized cut [4] or modularity [5], imposes no model
assumption but is sensitive in community detection [6], [7].
Motivated by the advantages of the theoretical and objective
principles, we propose SGC-GEN, a novel unified community
detection framework that possesses the following features:
• The power of community detectability. Under GCMs,
the theoretical analysis of community detectability allows
us to assess the quality of communities by converting the
theoretical guarantees to a loss function that quantifies the
error in community detection.
• The constraint to model mismatch. By imposing an error
metric on the level of inconsistency between a given graph
and a GCM, one can confine the detection error due to model
mismatch and hence improve community detection.
In particular, due to the extraordinary performance of SGC
based on the normalized graph Laplacian matrix, a number
of variants of SGC methods have been proposed to improve
clustering performance in terms of scalability, robustness,
and applicability. To provide a thorough analysis, in this
paper we focus on the standard formulation of SGC based
on the normalized graph Laplacian matrix introduced by the
seminal works (see Sec. III-A) [8], [9], [2]. The main line of
this paper is to demonstrate the effectiveness of SGC-GEN
that combines standard SGC with GCMs [10] in an unified
framework. Originated from the standard SGC formulation as
presented in Sec. III-A, SGC-GEN can easily be generalized
to many state-of-the-art SGC methods [11], [12], [13], [14].
By revisiting the standard formulation of SGC with GCMs,
we establish a novel condition on correct community detection
using SGC via the normalized graph Laplacian matrix under a
GCM called the stochastic block model (SBM) [10]. We then
convert this condition to a data-driven community detection
loss function and apply it to SGC-GEN to develop effective
and computationally-efficient community detection methods.
We highlight our contributions as following:
• We propose SGC-GEN, a unified community detection
framework combining the principles of theoretical detectability
and well-designed objective functions for improvement.
• We establish a condition on the correctness of community
detection using SGC under a SBM, which leads to a novel
data-driven community loss function for SGC-GEN. More-
over, since the loss function enables community quality as-
sessment, the proposed SGC-GEN resembles the formulation
of a supervised learning problem consisting of a loss function
and a regularization function.
• We present an algorithm for SGC-GEN and conduct rigor-
ous computational analysis showing that SGC-GEN could be
implemented as efficient as other baseline methods.
• We compare the performance of community detection on
18 real-life graph datasets and use 7 representative cluster-
ing metrics to rank each method. The experimental results
show that joint consideration of theoretical detectability and
model mismatch using SGC-GEN can substantially improve
community detection when compared to 6 baseline community
detection methods of similar objective functions.
II. GENERAL FRAMEWORK
A. Notations
Throughout this paper bold uppercase letters (e.g., X or
Xk) denote matrices and [X]ij denotes the entry in the i-th
row and the j-th column of X, bold lowercase letters (e.g., x
or xk) denote column vectors, the term ·T denotes matrix or
vector transpose, italic letters (e.g., x, xk or X) denote scalars,
and calligraphic uppercase letters (e.g., X or Xi) denote sets.
The term G = (V , E) denotes a graph characterized by a node
set V and an edge set E = {(i, j) : i, j ∈ V}. The number of
nodes and edges in G are denoted by n and m, respectively.
The convergence of a real rectangular matrix X ∈ Rn1×n2 is
with respect to the spectral norm, which is defined as ‖X‖2 =
maxz∈Rn2 ,zT z=1 ‖Xz‖2, where ‖z‖2 denotes the Euclidean
norm of a vector z. Based on the definition, ‖X‖2 is equivalent
to the largest singular value of X. A matrix X ∈ Rn1×n2 is
said to converge to another matrixM of the same dimension if
‖X−M‖2 approaches zero. For the convenience of notation,
we write X→M if ‖X−M‖2 → 0 as n1, n2 →∞.
B. Preliminaries
Throughout this paper, we consider the problem of non-
overlapping community detection in a simple connected graph
that is undirected, unweighted and contains no self-loops.
Given a graph G = (V , E) and the number of communities
K , non-overlapping community detection aims to assign each
node a community label and divide the nodes into K commu-
nities such that the nodes in the same community are better
connected than nodes in different communities.
Spectral graph clustering (SGC). SGC is a widely used
technique for community detection. It transforms a graph into
a vector space representation via spectral decomposition of
a matrix associated with a graph. Specifically, each node in
the graph is represented by a low-dimensional vector using
a common subset of eigenvectors of a matrix. Based on the
vector space representation, K-means clustering is applied to
obtain K communities . One typical example of SGC is the
normalized graph Laplacian matrix [2], where its K smallest
eigenvectors are used for community detection [4].
Generative community model (GCM). A GCM generates
a graph that embeds community structures [15]. A GCM
can be either parametric or nonparametric. For example, the
stochastic block model (SBM) [10] is a parametric GCM that
specifies a set of within-community and between-community
edge connection probability parameters. The graphon model
[16], [17] is a nonparametric GCM that generates a graph
based on latent representations. Different GCMs are discussed
in the survey paper [15].
SGC under GCMs. For graphs generated by certain GCMs,
recent research findings suggest that the performance of com-
munity detection using SGC can be separated into two regimes
[18]: a detectable regime where the detected communities
are consistent with the ground-truth communities, and an
undetectable regime where the detected communities and
the ground-truth communities are inconsistent. Moreover, the
critical space that separates these two regimes can be specified.
Consequently, the problem of evaluating the quality of detected
communities can be converted to the problem of estimating to
which regime the given graph belongs. More details are given
in the related work section (Sec. VI).
C. Problem Formulation of SGC-GEN
Consider community detection in a graph G with an un-
known number of communities. For each possible number
of communities K , we can provide quantitative measures on
community detectability and model mismatch for SGC under
GCMs. Specifically, given a GCM M of K communities and
a set of communities {Gk}Kk=1 detected by a SGC method
F , the corresponding community detection loss function and
model mismatch metric are as follows.
Community detection loss function. For any F , M and
{Gk}Kk=1, let f({Gk}Kk=1,F ,M) denote a nonnegative loss
function that reflects the level of incorrect community de-
tection using F under M. Higher loss suggests the detected
communities {Gk}Kk=1 are less reliable.
Model mismatch metric. Let R({Gk}Kk=1,M) be a real-
valued function quantifying the difference between the de-
tected communities {Gk}Kk=1 using F and the underlying
GCM M. Larger value of R suggests the detected communi-
ties {Gk}Kk=1 are less consistent with the assumption of M.
SGC-GEN. Inspired by the formation of supervised learn-
ing problems, community detection, albeit an unsupervised
learning problem, can be formulated in a similar fashion
by specifying a community detection loss function f and
a model mismatch metric R. Given a maximum number of
communities Kmax, a SGC method F and a GCM M, the
proposed community detection framework, called SGC-GEN,
solves the following minimization problem
min
{Gk}Kk=1∈S
f({Gk}Kk=1,F ,M) + α ·R({Gk}Kk=1,M), (1)
where S = {{Gk}Kk=1 : K = 2, . . . ,Kmax} denotes the set
of candidate community detection results of different number
of communities obtained by F . Using terminology from
supervised learning theory, f is analog to the loss function,
R resembles the regularization function, and α ≥ 0 is the
regularization parameter.
Many existing community detection methods can fit into
the framework of SGC-GEN in (1). For example, objective-
function-based algorithms specify a particular energy function
f for quality assessment and set R = 0 [19]. Greedy
algorithms specify a model mismatch metric R and set f = 0
and α = 1. For example, the Louvain method [20] selects R
to be the negative modularity, where modularity is a measure
of relative difference between the detected communities and
the corresponding configuration model [21].
III. THEORETICAL FOUNDATION OF SGC-GEN:
NORMALIZED GRAPH LAPLACIAN MATRIX AND
STOCHASTIC BLOCK MODEL
In this section we study the community detectability of
SGC using the normalized graph Laplacian matrix under a
stochastic block model (SBM). We establish a sufficient and
necessary condition such that SGC is guaranteed to yield
reliable community detection results for graphs generated by
a SBM. The established condition will be used in Sec. IV to
devise a novel data-driven community detection loss function
for the proposed SGC-GEN framework in (1). For demonstra-
tion, we also provide a case study of the established condition
under a simplified SBM. The proofs of the established theories
are given in the supplementary material1.
A. Normalized Graph Laplacian Matrix and Stochastic Block
Model (SBM)
SGC using normalized graph Laplacian matrix. Let A
denote the n×n adjacency matrix of G and let D be the cor-
responding diagonal degree matrix. The unnormalized graph
Laplacian matrix is defined as L = D −A. The normalized
graph Laplacian matrix is defined as LN = D−
1
2LD−
1
2 . We
denote the k-th smallest eigenpair of LN by (λk,yk), where
yk is the eigenvector associated with the eigenvalue λk , and
λk ≤ λk+1. It is also known that λ1 = 0 [2]. The standard
SGC algorithm using LN [9] is summarized in Algorithm 1.
Let Y˜ = [y1 . . .yK ] be the matrix of eigenvectors {yk}Kk=1.
The matrix Y˜ is the solution of the minimization problem
min
X∈Rn×K, XTX=IK
trace(XTLNX), (2)
where IK is the K × K identity matrix, and the constraint
XTX = IK imposes orthogonality and unit norm for the
columns inX. If G is a connected graph, then by the definition
of LN , we have y1 = D
1
2
1n√
n
. Let Y = [y2 . . . yK ] be the
matrix after removing the first column y1 from Y˜. Then (2)
can be reformulated as
min
X∈Rn×(K−1), XTX=IK−1, XTD
1
2 1n=0K−1
trace(XTLNX),
(3)
where 1n (0n) is the vector of 1’s (0’s) andY is the solution to
(3). The minimization problem in (3) is a standard formulation
of SGC based on the normalized graph Laplacian matrix [8],
[9], [2], which is also a fundamental element of many state-of-
the-art SGC methods [11], [12], [13], [14], and it will be the
foundation of the theoretical results presented in Sec. III-B.
Stochastic block model (SBM). SBM [10] is a fundamental
GCM, and it has been the root of many other GCMs such
1Supplementary material can be downloaded from www.pinyuchen.com
Algorithm 1 Standard SGC using LN [9]
Input: graph G, number of communities K
Output: K communities {Gk}Kk=1
1. Obtain LN = D−
1
2LD−
1
2
2. Compute Y˜ = [y1 y2 . . . yK ]
3. Row normalization: [Ŷ]ij = [Y˜]ij/
√∑K
k=1[Y˜]
2
ik, ∀ i, j
4. K-means clustering on the rows of Ŷ and output {Gk}Kk=1
as the degree-corrected SBM [22] and the random intercon-
nection model [23]. SBM is a parametric GCM that assumes
common edge connection probability for within-community
and between-community edges. A graph G of K communities
can be generated by a SBM as follows. The SBM first divides
the n nodes into K groups, where each group has nk nodes
such that
∑n
k=1 nk = n. For each unordered node pair (i, j),
i 6= j, an edge between i and j is connected with probability
Pgigj , where gi, gj ∈ {1, . . . ,K} denote the community labels
of i and j. Therefore, the SBM is parameterized by the number
of communitiesK and the K×K edge connection probability
matrix P, where [P]kℓ = Pkℓ and P is symmetric. We denote
the SBM with parameters K and P by SBM(K ,P).
B. Theoretical Guarantees on Community Detectability
Here we analyze the performance of community detection
on graphs generated by SBM(K ,P) using LN . In particular,
we establish a sufficient and necessary condition on cor-
rect community detection, where correct community detec-
tion means the detected communities using LN match the
oracle communities generated by SBM(K ,P), up to some
permutation in community labels. The condition of commu-
nity detectability leads to a novel community detection loss
function as will be discussed in Sec. IV. Let nmin = mink nk,
nmax = maxk nk, and let ρk denote the limit value of
nk
n
as
nk → ∞. The following lemma serves as a cornerstone that
connects the dots between LN and SBM(K ,P).
Lemma 1. (matrix concentration under SBM(K ,P))
Let Aij ∈ Rni×nj denote the adjacency matrix of edges
between communities Gi and Gj of a graph generated by
SBM(K ,P), i, j ∈ {1, . . . ,K}. The following holds almost
surely as nk →∞, ∀ k ∈ {1, . . . ,K} and nminnmax → c > 0:
Aij
n
→ √ρiρjPij 1n1√n1
1
T
n2
n2
.
Proof. We use the Latala’s theorem [24] and the Talagrand’s
concentration inequality [25] to prove this lemma. The details
are given in Appendix A of the supplementary material1.
The matrix concentration result in Lemma 1 shows that
the scaled adjacency matrix
Aij
n
converges asymptotically to
a constant matrix of finite spectral norm
√
ρiρjPij , which
associates with the relative community size ρk and the edge
connection probability Pij under SBM(K ,P). The condition
c > 0 guarantees that all community sizes grow at a com-
parable rate. Note that Lemma 1 presumes each entry Pij in
P is a constant. In case of sparse graphs where Pij =
a
n
or
Pij =
b logn
n
for some positive constants a, b, similar matrix
concentration result holds with high probability under mild
conditions via degree regularization techniques [26], [27].
Since Algorithm 1 is invariant to the permutation of node
indices, for the purpose of analysis we treat the adjacency
matrix A as a matrix of K × K blocks {Aij}Ki,j=1. Using
Lemma 1, we establish a sufficient and necessary condition on
correct community detection using LN for graphs generated
by SBM(K ,P).
Theorem 1. (community detectability using LN under
SBM(K ,P))
For any graph G generated by SBM(K ,P), let θ =∑Kk=2 1−
λk and Y = [y2 y3 . . . yK ], where (λk,yk) is the k-th
smallest eigenpair of LN . The following holds almost surely
as nk →∞, ∀ k ∈ {1, . . . ,K} and nminnmax → c > 0:
The K communities in G can be correctly detected
using Y if and only if θ > 0.
Proof. We provide a sketch of the proof below. The complete
proof is given in Appendix B of the supplementary material1.
Step 1. Specify the optimality condition of Y using (3).
Step 2. Show the distribution of the rows in Y can be
separated into two regimes, detectable or undetectable, using
Lemma 1.
Step 3. If Y is in the undetectable regime, show the distri-
bution of the rows in Y is inconsistent with the community
structure.
Step 4. If Y is in the detectable regime, show the distribution
of the rows in Y is consistent with the community structure.
Step 5. Show Y is in the detectable regime iff θ > 0.
Note that Theorem 1 provides a novel data-driven criterion
for evaluating the quality of communities without the knowl-
edge of the parameters P in SBM(K,P). In other words, for
any graph generated by SBM(K,P), for evaluating community
detectability it suffices to compute the K−1 smallest nonzero
eigenvalues {λk}Kk=2 of LN and inspect the condition θ > 0,
which will be further explored in Sec. IV. In addition, Theorem
1 also implies the feasibility of community detection using
Algorithm 1, since Y˜ = [y1 Y] and row normalization does
not alter the sign of each entry in Ŷ.
C. Case Study: SBM(2,P)
To investigate the implication of the sufficient and necessary
condition for correct community detection in Theorem 1, we
study SBM(2,P), the case of SBM with two communities,
and justify the condition via numerical experiments. Under
SBM(2,P), we allow the size of the two communities, n1
and n2, to be arbitrary as long as their limit values ρ1, ρ2 > 0.
We also simplify the notation of the edge connection matrix
P by defining P11 = p1, P22 = p2, and P12 = P21 = q.
The following corollary specifies the condition of community
detectability in terms of p1, p2 and q.
Corollary 1. (community detectability using LN under
SBM(2,P)) For any graph G generated by SBM(2,P), let
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Fig. 1: Numerical validation of community detectability via
Algorithm 1 under SBM(2,P) with varying p1, q and fixed
p2 = 0.1. Community detectability is defined as the fraction
of correctly detected nodes. The pink curve specifies the
theoretical detection threshold q =
√
p1p2. When q ≥ √p1p2,
correct community detection is impossible and θ is close to 0,
as indicated by Corollary 1 (see (a)) and Theorem 1 (see (b)).
y2 = [y˜
T
1 y˜
T
2 ]
T denote the second smallest eigenvector of LN ,
where y˜k, k = 1, 2, is the community-indexed block vector of
y2. The following holds almost surely as n1, n2 → ∞ and
nmin
nmax
→ c > 0:
The two communities in G can be correctly detected
using Y if and only if q <
√
p1p2.
Furthermore, y˜1 → ±β1 1n1√n1 and y˜2 → ∓β2
1n2√
n2
for some
β1, β2 > 0 if and only if q <
√
p1p2.
Proof. The results are induced from the condition θ > 0 in
Theorem 1 under SBM(2,P). The proof is given in Appendix
C of the supplementary material1.
The established detectability condition in Corollary 1 is
universal in the sense that it does not depend on the ratio nmin
nmax
of the community sizes as long as its limit value c > 0. It is
worth mentioning that the condition q <
√
p1p2 for correct
community detection is also consistent with the condition
using methods other than LN , such as the spectral modularity
matrix [28], the spectrum of modular matrix [29], and the
inference-based method [30]. In addition, when q <
√
p1p2,
the results that y˜1 → ±β1 1n1√n1 and y˜2 → ∓β2
1n2√
n2
for
some β1, β2 > 0 imply the nodes in the same community
have identical yet community-wise distinct representation, as
y˜1 and y˜2 are nonzero constant vectors with opposite signs.
This guarantees that K-means clustering on y leads to correct
community detection when q <
√
p1p2. In particular, when
n1 = n2 and p1 = p2 = p, the parameters p and q re-
flect the expected number of within-community and between-
community edges, respectively. The condition in Corollary 1
then reduces to q < p, which means the two communities can
be correctly detected when there are more within-community
edges than between-community edges.
Fig. 1 displays two numerical examples of different com-
munity sizes to validate the detectability condition. It can be
observed that in both cases when q <
√
p1p2, correct commu-
nity detection can be achieved and θ > 0. On the other hand,
when q ≥ √p1p2, correct community detection is impossible
and θ is close to 0. Consequently, inspecting the data-driven
parameter θ indeed reveals community detectability, which
validates Theorem 1 and Corollary 1.
IV. COMMUNITY DETECTION ALGORITHMS USING
SGC-GEN
A. SGC-GEN Meta Algorithm
The proposed SGC-GEN framework in (1) applies to any
SGC method and any GCM. It is a meta algorithm that
avails community detection by specifying the corresponding
community detection loss function f and the model mismatch
metric R, in addition to the regularization parameter α and the
maximum number of communities Kmax. Algorithm 2 below
summarizes SGC-GEN.
Algorithm 2 SGC-GEN meta algorithm
Input:
• graph G
• spectral graph clustering (SGC) method F
• generative community model (GCM) M
• maximum number of communities Kmax
• regularization parameter α
• community detection loss function f
• model mismatch metric R
Output: K∗ communities {Gk}K∗k=1 in G, 2 ≤ K∗ ≤ Kmax
Step 1: Use F to obtain the set S of candidate community
detection results. S = {{Gk}Kk=1 : K = 2, . . . ,Kmax}
Step 2: Find K∗ = argmin{Gk}Kk=1∈S f({Gk}Kk=1,F ,M)
+α · R({Gk}Kk=1,M)
Step 3: Output {Gk}K∗k=1
B. SGC-GEN via LN and SBM(K,P)
Based on the theoretical analysis established in Sec. III,
here we specify 2 SGC methods, the corresponding commu-
nity detection loss function, and 4 model mismatch metrics
for SGC-GEN. This yields 8 community detection methods
originated from Algorithm 2. In particular, for these methods
we select the GCM M to be SBM(K,P). These SGC-GEN-
empowered community detection methods are summarized in
Table I. The details are described as follows.
Two SGC methods.
• F1 : the first method is SGC using the normalized graph
Laplacian matrix LN as described in Algorithm 1. To obtain
the set S in step 1 of Algorithm 2, one computes the Kmax
smallest eigenvectors of LN and use Algorithm 1 to obtain
the candidate communities {Gk}Kk=1 of different K in S.
• F2 : the second method is regularized SGC using the
normalized graph Laplacian matrix LN . It is similar to F1
except that one replaces the matrix D in step 1 of Algorithm
1 with D+dIn, where d is the average degree of the graph G.
The regularization leads to better clustering than F1 in sparse
graphs as suggested in [32], [33].
Community detection loss function.
Since F1 and F2 are SGC methods via LN , using Theorem
1, we set the community detection loss function f to be
f = exp
(
− θ
K − 1
)
, (4)
where θ =
∑K
k=2 1−λk and λk is the k-th smallest eigenvalue
of LN . It is similar to the exponential loss function used in
supervised learning problems. The denominator K − 1 serves
the purpose of comparing different community detection re-
sults in S. When θ > 0, the function f is confined in the
interval [0, 1], and it favors the community detection results
of small partial eigenvalue sum
∑K
k=2 λk, which is a measure
of multiway cut in G [2]. When θ ≤ 0, f is greater than 1
and has exponential growth as θ decreases, which implies that
f imposes large loss on incorrect community detection results
based on Theorem 1. Note that f is a data-driven function
since it only requires the knowledge of {λk}Kk=2.
Four model mismatch metrics.
• R1 : spectral radius of the modular matrix with respect
to SBM(K,P). Define the n × n modular matrix B with
respect to SBM(K,P) as [B]ij = [A]ij − P̂gigj if i 6= j
and [B]ij = 0 if i = j, for all i, j ∈ {1, . . . , n}, where
gi denotes the community label of node i. The parameter
P̂gigj is the maximum likelihood estimator of Pgigj in P
given the detected communities {Gk}Kk=1, which is defined
as P̂gigj =
mgigj
ngingj
if gi 6= gj and P̂gigj = mgigi(ngi2 ) if gi = gj ,
for all gi, gj ∈ {1, . . . ,K}, where nk denotes the number of
nodes in Gk and mkℓ denotes the number of edges between
communities Gk and Gℓ. R1 is defined as the spectral radius
of B, which is the largest eigenvalue of B in absolute value.
It relates to the first-order eigenvalue approximation of the
signed triangle counts [34], which is an effective statistic for
testing latent structure in random graphs.
• R2 : negative modularity. Given communities {Gk}Kk=1 in G,
modularity is a measure of difference between {Gk}Kk=1 and a
random graph of the same degree sequence [5]. The modularity
is defined as Q =
∑K
k=1(ekk − b2k), where eij = mij2m if
i 6= j and eij = miim if i = j, for all i, j ∈ {1, . . . ,K}, and
bi =
∑K
j=1 eij . By defining R2 = −Q, the model mismatch
metric is small when the communities are distinct from the
corresponding randomized graphs.
• R3 : AIC under SBM(K,P). The Akaike information
criterion (AIC) is a measure of the relative quality of statistical
models for a given set of data. R3 is defined as the AIC
given communities {Gk}Kk=1 under SBM(K,P), which is
R3 = K(K − 1) − 2φ({Gk}Kk=1, SBM(K,P)), where φ
denotes the log-likelihood of {Gk}Kk=1 under SBM(K,P). The
closed-form expression of φ is given in [22].
• R4 : BIC under SBM(K,P). The Bayesian information
criterion (BIC) is another relative measure of data fitness to
statistical models. R4 is defined as the BIC of communities
{Gk}Kk=1 under SBM(K,P), which is R4 = lnm2 ·K(K−1)−
2φ({Gk}Kk=1, SBM(K,P)).
TABLE I: Summary of 8 SGC-GEN-empowered methods (first 4 rows highlighted by brown color) and 6 comparative baseline
approaches in Sec. V-B.
Method Algorithm GCM f R Computational complexity
SGC-EIG (regSGC-EIG) F1 (F2) SBM(K,P) (4) R1 O
(
Kmax(m +m′′) + (K3max +Kmax)n
)
SGC-MOD (regSGC-MOD) F1 (F2) SBM(K,P) (4) R2 O
(
Kmaxm+ (K3max +Kmax)n
)
SGC-AIC (regSGC-AIC) F1 (F2) SBM(K,P) (4) R3 O
(
Kmaxm+ (K3max +Kmax)n
)
SGC-BIC (regSGC-BIC) F1 (F2) SBM(K,P) (4) R4 O
(
Kmaxm+ (K3max +Kmax)n
)
SBM-AIC [31] Bayesian inference SBM(K,P) 0 R3 O
(
Kmaxm+ (K3max +Kmax)n
)
SBM-BIC [31] Bayesian inference SBM(K,P) 0 R4 O
(
Kmaxm+ (K3max +Kmax)n
)
DCSBM-AIC [31] Bayesian inference DCSBM 0 R3 O
(
Kmaxm+ (K3max +Kmax)n
)
DCSBM-AIC [31] Bayesian inference DCSBM 0 R4 O
(
Kmaxm+ (K3max +Kmax)n
)
Self-Tuning [19] F1 None defined in [19] 0 O
(
Kmaxm+ (K3max +Kmax)n
)
Louvain [20] Node merging None 0 R2 O ((m + n) · iterations)
C. Computational Complexity Analysis
Here we analyze the computational complexity of the 8
SGC-GEN community detection methods listed in Table I.
There are three main factors contributing to the computational
complexity: (i) computation of theKmax smallest eigenvectors
of LN , (ii) K-means clustering, and (iii) computation of the
community detection loss function and the model mismatch
metric. The overall computational complexity of each method
is summarized in Table I.
For (i), computing the Kmax smallest eigenvectors of LN
requires O(Kmax(m + n)) operations using power iteration
techniques [35], [36], [37], [38], [39], wherem+n is the num-
ber of nonzero entries in LN . For (ii), given any K ≤ Kmax,
K-means clustering on the rows of theK smallest eigenvectors
of LN requires O(nK2) operations [40]. As a result, to obtain
the set S of candidate community detection results by varying
K from 2 to Kmax requires O(nK
3
max) operations in total.
For (iii), the complexity of computing the function θ and the
loss function f in (4) is negligible since they can be obtained
in the process of (i). The computation of R1 for a given
K requires O(m) operations for computing {P̂kℓ}Kk,ℓ=1 and
O(m′ + n) operations for computing the spectral radius of
B using power iteration techniques, where m′ is the number
of nonzero entries in B. Therefore, the overall computational
complexity of R1 in SGC-GEN is O(Kmax(m
′′ + m + n)),
where m′′ is the maximum number of nonzero entries in B
ranging from K = 2 to K = Kmax. The computation of R2
for a given K is O(m), the same complexity for computing
modularity [5]. The overall computational complexity of R2 in
SGC-GEN is O(Kmaxm). For a given K , the computation of
R3 and R4 requires O(m) operations to compute the closed-
form log-likelihood function φ. The overall computational
complexity of R3 and R4 in SGC-GEN is O(Kmaxm). The
computational complexity of F1 and F2 has the same order
since the regularization step in F2 simply adds n entries to the
degree matrix D. Similarly, the data storage of these methods
require O(K2max(m+ n)) space.
In summary, the overall computational complexity of SGC-
GEN-enabled methods is linear in the number of nodes and
edges (n and m) and depends on Kmax. In practice Kmax is
a constant such that Kmax ≪ n and m. Based on the com-
putational analysis, the community detection methods based
on SGC-GEN have the same order of complexity in n and m
when compared with the baseline methods of similar objective
functions described in Sec. V-B, which suggests that utilizing
SGC-GEN for community detection is computationally as
efficient as these baseline methods.
V. PERFORMANCE EVALUATION
A. Dataset Description and Evaluation Metrics
Dataset Description. To compare the performance of com-
munity detection, we collected 18 real-life graph datasets
from various domains, including online social, physical, bio-
logical, communication, collaboration, email, and publication
networks. For each dataset, we extracted the largest connected
component as the input graph G for community detection. All
input graphs are made undirected, unweighted and unlabeled.
Among these datasets, 6 datasets are provided with additional
community labels. If a node in the graph is provided with more
than one community label, the most common label among its
neighboring nodes is assigned to the node. The statistics of
the collected graphs are summarized in Table II.
Evaluation metrics. We use 7 representative external and
internal clustering metrics to evaluate the performance of
different communication detection methods. External cluster-
ing metrics can be computed when the community labels
are given. Internal clustering metrics evaluate the quality of
communities in terms of connectivity, which can be computed
without community labels.
external clustering metrics:
• Normalized mutual information (NMI) [40].
• Rand index (RI) [40].
• F-measure (FM) [40].
These external clustering metrics are properly scaled between
0 and 1, and larger value means better clustering performance.
internal clustering metrics:
• Conductance (COND) [8]: the averaged COND over all
communities. Lower value means better performance.
• Normalized cut (NC) [8]: the averaged NC over all commu-
nities. Lower value means better performance.
• Average out-degree fraction (avg-ODF) [41]: the averaged
avg-ODF over all communities. Lower value means better
performance.
• Modularity (MOD) [5]: MOD is defined in the model
TABLE II: Statistics and descriptions of the collected graph datasets. “NA” stands for “not available”.
Dataset Description Node Edge # of nodes # of edges Community labels
BlogCatalog2 online social network user friendship 10312 333983 39 social groups
Youtube3 online social network user friendship 22180 96092 47 social groups
PoliticalBlog4 online social network user blog reference 1222 16714 2 political parties
Cora5 publication network paper citation 2485 5069 7 research topics
Citeseer6 publication network paper citation 2110 3694 6 research topics
Pubmed7 publication network paper citation 19717 44324 3 research topics
PrettyGoodPrivacy8 communication network router connection 10680 24316 NA
AS-Newman9 communication network router connection 22963 48436 NA
AS-SNAP10 communication network router connection 6474 12572 NA
Facebook11 online social network user friendship 4039 88234 NA
Email-Arenas12 email network user communication 1133 5451 NA
Email-Enron13 email network user communication 33696 180811 NA
MinnesotaRoad14 physical network intersection road 2640 3302 NA
PowerGrid15 physical network power station power line 4941 6594 NA
Reactome16 biological network protein interaction 5973 146385 NA
CAAstroPh17 collaboration network researcher coauthorship 17903 197000 NA
CAHepPh18 collaboration network researcher coauthorship 21363 91314 NA
CACondMat19 collaboration network researcher coauthorship 11204 117634 NA
mismatch metric R2 in Sec. IV-B. Larger value means better
performance.
Average rank score. To combine multiple clustering met-
rics for performance evaluation of different community de-
tection methods, we adopt the methodology proposed in [6],
[7] and use the average rank score of all clustering metrics
as the performance metric. For each dataset, we rank each
community detection method for every clustering metric via
standard competition rankings and obtain an average rank
score of all clustering metrics. Therefore, lower average rank
score means better community detection.
B. Baseline Comparative Methods
As summarized in Table I, we compare the performance
of SGC-GEN methods with 6 baseline community detection
methods of similar loss functions and model mismatch metrics:
• SBM-AIC: Given the number K of communities, SBM-AIC
uses Bayesian inference techniques to evaluate the posterior
distribution of community assignments given the graph G
under the SBM. We implemented the state-of-the-art package
WSBM20 to obtain the mostly probable communities {Gk}Kk=1
2http://socialcomputing.asu.edu/datasets/BlogCatalog3
3http://socialcomputing.asu.edu/datasets/YouTube2
4http://konect.uni-koblenz.de/networks/moreno-blogs
5http://www.cs.umd.edu/ sen/lbc-proj/data/cora.tgz
6http://www.cs.umd.edu/ sen/lbc-proj/data/citeseer.tgz
7http://www.cs.umd.edu/projects/linqs/projects/lbc/Pubmed-Diabetes.tgz
8http://konect.uni-koblenz.de/networks/arenas-pgp
9http://www-personal.umich.edu/ mejn/netdata/
10http://snap.stanford.edu/data/as.html
11http://snap.stanford.edu/data/egonets-Facebook.html
12http://konect.uni-koblenz.de/networks/arenas-email
13http://snap.stanford.edu/data/email-Enron.html
14http://www.cise.ufl.edu/research/sparse/matrices/Gleich/minnesota.html
15http://konect.uni-koblenz.de/networks/opsahl-powergrid
16http://konect.uni-koblenz.de/networks/reactome
17http://snap.stanford.edu/data/ca-AstroPh.html
18http://snap.stanford.edu/data/ca-HepPh.html
19http://snap.stanford.edu/data/ca-CondMat.html
20http://tuvalu.santafe.edu/ aaronc/wsbm/
[31] and use the AIC to determine the final communities
ranging from K = 2 to K = Kmax.
• SBM-BIC: SBM-BIC is the same as SBM-AIC except that
one uses the BIC to determine the final community detection
results.
• DCSBM-AIC: DCSBM-AIC is the same as SBM-AIC
except that one uses the degree-corrected SBM (DCSBM) [22]
for inference.
• DCSBM-BIC: DCSBM-BIC is the same as SBM-BIC except
that one uses the degree-corrected SBM (DCSBM) [22] for
inference.
• Self-Tuning21: Self-Tuning is a SGC algorithm that uses
an energy function based on LN for basis rotation and
finds the best community detection results among 2 to Kmax
communities [19].
• Louvain22: Louvain method is a greedy modularity max-
imization approach for community detection based on node
merging [20].
C. The Effect of Regularization Parameter α
Here we investigate the effect of the regularization parame-
ter α in (1) on the performance of the eight SGC-GEN com-
munity detection methods listed in Table I. We set Kmax = 50
and use the six datasets with additional community labels in
Table II to select α from the set {0, 10−6, 10−5, . . . , 102}. For
illustration, Fig. 2 displays the stacked average rank plot of
these SGC-GEN methods separately ranked by different α in
Youtube and Citeseer datasets. The colors represent different
methods and the width of each colored block represents aver-
age rank score based on the selected values of α. It is observed
that for each method, setting large α (i.e., underestimating
the loss function) or neglecting the model mismatch metric
(i.e., setting α = 0) leads to the worst performance, which
justifies the motivation of SGC-GEN. In addition, sweeping α
within {10−6, . . . , 10−1} does not induce drastic changes in
21http://www.vision.caltech.edu/lihi/Demos/SelfTuningClustering.html
22https://perso.uclouvain.be/vincent.blondel/research/louvain.html
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Fig. 2: Average rank score of the 8 SGC-GEN community
detection methods in Table I with respect to different regular-
ization parameter α of Youtube and Citeseer datasets. For each
method, thicker block means the corresponding α value leads
to worse clustering performance. Setting large α or neglecting
the model mismatch metric (α = 0) yields poor performance.
the average rank score, which demonstrates the robustness of
SGC-GEN. Based on the average rank score of these datasets,
for the following experiments we assign α = 10−4 (α = 10−6)
to the (regularized) SGC-GEN methods.
D. Comparison to Baseline Methods
Here we compare the 8 SGC-GEN methods to the 6 baseline
methods in Sec. V-B. For the Bayesian inference baseline
methods we set Kmax = 20, since we observe that larger
Kmax does not improve their performance but significantly
increases the computation time. For the SGC-GEN methods
and Self-Tuning we set Kmax = 50. For Louvain one does
not need to specify Kmax. All experiments are implemented
by Matlab R2016 on a 16-core cluster with 128 GB RAM.
Table III displays the mean and standard deviation of aver-
age rank scores over all 18 graph datasets for each community
detection method. Among these 14 methods, SGC-MOD and
SGC-EIG have the best and second best mean average rank
score over all datasets, which suggests that joint consideration
of theoretical detectability and modular structure using the
proposed SGC-GEN framework improves community detec-
tion. The results also suggest that the degree regularization
technique does not necessarily guarantee better performance.
For the baseline methods, it can be observed that Bayesian
inference based approaches lead to poor performance, which
can be explained by the fact the graph datasets may not comply
with the assumption of the underlying generative community
models. Louvain also yields poor performance since it is a
greedy algorithm that only aims to maximize one single clus-
tering metric (i.e., modularity). Self-Tuning performs better
than some SGC-GEN methods but it does not prevail SGC-
MOD and SGC-EIG, which can be explained by the fact that
the energy function used in Self-Tuning does not exploit the
discriminative power of community detectability. Since in Sec.
IV-C SGC-GEN is shown to be computationally as efficient as
these baseline methods, we conclude that community detection
via SGC-GEN yields superior performance without incurring
additional computational costs.
TABLE III: Performance evaluation of 14 community detec-
tion methods. Lower average rank score means better perfor-
mance. The 8 SGC-GEN-based methods are highlighted by
brown color. The proposed SGC-MOD and SGC-EIG achieve
the best and second best performance, respectively.
Method
Average rank of all datasets
mean standard deviation
SGC-EIG 4.6290 2.0178
SGC-MOD 4.3433 1.3484
SGC-AIC 5.5476 2.1481
SGC-BIC 5.1468 1.6762
regSGC-EIG 6.0417 1.3403
regSGC-MOD 5.3313 1.3592
regSGC-AIC 6.1409 1.8277
regSGC-BIC 6.0298 1.8559
SBM-AIC 10.9385 1.2383
SBM-BIC 10.9385 1.2383
DCSBM-AIC 11.5675 1.3735
DCSBM-BIC 11.5675 1.3735
Self-Tuing 4.9821 1.1923
Louvain 6.1250 2.2236
E. Comparison in graph domains and types
For further analysis, we categorize the 18 graph datasets in
Table II into 7 domains based on their descriptions. Fig. 3
displays the mean average rank score of each domain for 10
selected methods. It can be observed that no single community
detection method outperforms others in all domains. For exam-
ple, regSGC-MOD has superior performance in online social,
publication and biological networks but has poor performance
in email and communication networks. SBM-BIC has the
best performance in communication networks but not in other
domains. SGC-MOD has the best averaged performance over
all datasets but it does not prevail others in every domain. The
results suggest that considering the graph domain is essential
for improving community detection.
We also separate the 18 datasets into two types: with
community labels or without community labels. The corre-
sponding average rank score is shown in Fig. 4. For the
datasets with community labels, regSGC-MOD, regSGC-AIC
and regSGC-BIC are outstanding, whereas for the datasets
without community labels SGC-EIG and SGC-MOD prevail.
Since community labels provide additional external clustering
metrics, the results suggest that the external and internal
clustering metrics have different evaluation criterion.
VI. RELATED WORK
Community detection and graph clustering have been an ac-
tive research field in the past two decades. We refer readers to
[1], [42] for an overview of community detection methods. In
recent years, there has been a major breakthrough in analyzing
both the informational and algorithmic limits of community
detection under certain generative community models (GCMs).
In this section we summarize the recent research findings in
community detectability.
Many informational and algorithmic limits of community
detection have been analyzed under the stochastic block
model (SBM) [10]. Abbe et al. analyzed the informational
online social email publication collaboration physical biological communication
graph domain
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Fig. 3: The mean of domain-wise average rank score. Although
SGC-GEN yields the best overall performance, no single
method outperforms others in all domains.
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Fig. 4: The mean of type-wise average rank score. The
difference suggests that the external and internal clustering
metrics have different evaluation criterion.
limit by specifying the detectable and undetectable regimes
for community detection via the parameters of SBM [43].
They also proposed a belief propagation algorithm that is
proved to achieve the informational limit [44]. Hajek et al.
proposed a semidefinite programming algorithm that achieves
the informational limit [45], [46]. Inference approaches based
on statistical physics have been studied in [47], [48]. Spectral
graph clustering algorithms, including the modularity matrix,
the graph Laplacian matrix, the adjacency matrix, and the
modular matrix, have been studied in [49], [50], [32], [29],
[51], [28], [52], [53], [26], [27] and applied to various appli-
cations in graph mining [54], [55], [56], [57], [58], [59], [60],
[61] and machine learning [62], [63], [64], [65].
Beyond the SBM, Zhao et al. proved the consistency of
community detection [30] under the degree-corrected SBM
[22]. Under the same model, Qin and Rohe studied regularized
spectral clustering [66], and Gao et al. derived a minimax risk
[67]. Chen and Hero proved the algorithmic limit of spectral
clustering [68], [23], [69] under the random interconnec-
tion model [23]. Although studying the limits of community
detection methods under GCMs provides novel insights on
evaluating community detectability, these approaches assume
the graphs are consistent with the underlying GCMs and
therefore neglect the error induced by model mismatch, which
motivates the SGC-GEN framework proposed in this paper.
VII. CONCLUSION AND FUTURE WORK
In this paper we propose SGC-GEN, a new community
detection framework that jointly exploits the discriminative
power of community detectability under generative community
models and confines the corresponding model mismatch. A
novel condition on correct community detection is established
for SGC-GEN, leading to effective and computationally effi-
cient community detection methods.
Performance evaluation on 18 datasets and 7 clustering met-
rics shows that joint consideration of community detectability
and modular structure via SGC-GEN outperforms 6 baseline
approaches in terms of the average rank score. We also
investigated the effect of graph domains and graph types on
community detection.
The performance analysis established in this paper focuses
on the standard formulation of SGC rooted in many advanced
methods. Our future work involves developing scalable im-
plementation of SGC-GEN to efficiently handle large-scale
graphs and extending SGC-GEN to advanced community
detection methods and models.
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SUPPLEMENTARY MATERIAL
APPENDIX A
PROOF OF LEMMA 3.1
We separate the proof into two cases: (I) i 6= j, and (II)
i = j. For case (I), notice that under SBM(K,P) each entry in
Aij is an independent and identical Bernoulli random variable
with success probability Pij . Let ∆ = Aij − Aij , where
Aij = Pij1ni1
T
nj
. As a result, each entry in ∆ is either 1 −
Pij with probability Pij or −Pij with probability 1 − Pij .
The Latala’s theorem [24] states that for any random matrix
M with statistically independent and zero mean entries, there
exists a positive constant c1 such that
E [σ1(M)] ≤ c1
max
s
√∑
ℓ
E [[M]2sℓ] + max
ℓ
√∑
s
E [[M]2sℓ]
+ 4
√∑
sℓ
E [[M]4sℓ]
 , (S1)
where σ1(M) is the largest singular value of M. It is clear
that each entry in ∆ is independent and has zero mean.
By replacing M with ∆√
ninj
in the Latala’s theorem, since
Pij ∈ [0, 1], we have maxs
√∑
ℓ E [[M]
2
sℓ] = O(
1√
ni
),
maxℓ
√∑
s E [[M]
2
sℓ] = O(
1√
nj
), and 4
√∑
sℓ E [[M]
4
sℓ] =
O( 14√ninj ). Therefore, E
[
σ1
(
∆√
ninj
)]
→ 0 as ni, nj →∞.
We then use the Talagrand’s concentration inequality, which
is stated as follows. Let h : Rk 7→ R be a convex and
1-Lipschitz function. Let x ∈ Rk be a random vector and
assume that every element of x satisfies |[x]i| ≤ C for all
i = 1, 2, . . . , k, with probability one. Then there exist positive
constants c2 and c3 such that ∀ǫ > 0,
Pr (|h(x)− E [h(x)]| ≥ ǫ) ≤ c2 exp
(−c3ǫ2
C2
)
. (S2)
Since σ1(M) = maxzT z=1 ||Mz||2 [70], it is easy to check
that σ1(M) is a convex and 1-Lipschitz function. There-
fore, applying the Talagrand’s inequality and substituting
M = ∆√
ninj
with the facts that E
[
σ1
(
∆√
ninj
)]
→ 0 and
[∆]sℓ√
ninj
≤ 1√
ninj
, we have
Pr
(
σ1
(
∆√
ninj
)
≥ ǫ
)
≤ c2 exp
(−c3ninjǫ2) . (S3)
Note that, since ninj ≥ ni+nj2 for any positive integer
ni, nj > 0, we have
∑
ni,nj
c2 exp
(−c3ninjǫ2) <∞. Hence,
by the Borel-Cantelli lemma [71], σ1
(
∆√
ninj
)
a.s.−→ 0 when
n1, n2 → ∞, where a.s.−→ denotes almost sure convergence.
Using the result from standard matrix perturbation theory [70]
yields |σk(Aij +∆) − σk(Aij)| ≤ σ1(∆) for all k, where
σk denotes the k-th largest singular value. By the fact that
σ1
(
∆√
ninj
)
a.s.−→ 0, we have as ni, nj →∞,
σ1
(
Aij√
ninj
)
= σ1
(
Aij +∆√
ninj
)
a.s.−→ σ1
(
Aij√
ninj
)
= Pij ;
(S4)
σk
(
Aij√
ninj
)
a.s.−→ 0, ∀ k ≥ 2, (S5)
which implies
Aij√
ninj
a.s.−→ Pij 1ni√
ni
1Tnj√
nj
(S6)
as ni, nj →∞. Finally, for every i, j ∈ {1, . . . ,K}, i 6= j,
Aij
n
=
Aij√
ninj
·
√
ninj
n
a.s.−→ Pij√ρiρj 1ni√
ni
1Tnj√
nj
(S7)
as ni, nj →∞ and nminnmax → c > 0, which completes the proof
of case (I).
For case (II), sinceAii accounts for the adjacency matrix of
edges within community i, it is a symmetric matrix with zeros
on its main diagonal. Let A˜ denote the matrix that has the
same entries as Aii in the upper diagonals and has zero entries
in the lower diagonals. Then Aii = A˜ + A˜
T . Applying the
Latala’s theorem and the Talagrand’s concentration inequality
to A˜
ni
, we have
Aii
ni
=
A˜+ A˜T + PiiInk
ni
− PiiInk
ni
a.s.−→ Pii 1ni√
ni
1Tni√
ni
(S8)
as ni →∞ due to the fact that PiiInkni → O, where O denotes
the matrix of zeros. As a result, for every i ∈ {1, . . . ,K},
Aii
n
=
Aii
ni
· ni
n
a.s.−→ ρiPii 1ni√
ni
1Tni√
ni
(S9)
as ni →∞ and nminnmax → c > 0, which completes the proof of
case (II).
APPENDIX B
PROOF OF THEOREM 3.2
A. Optimality condition of Y: general case
Recall from Sec. III-A that the eigenvector matrix Y =
[y2 . . . yK ] of LN is the solution of the minimization problem
min
X∈Rn×(K−1), XTX=IK−1, XTD
1
2 1n=0K−1
trace(XTLNX).
(S10)
Using (S10), we can write the Lagrangian function Γ(X) of
the minimization problem as
Γ(X) = trace(XTLNX)− νTXTD 121n
− trace (U(XTX− IK−1)) , (S11)
where ν ∈ RK−1 and U ∈ R(K−1)×(K−1) with U = UT are
the Lagrange multiplier of the constraints XTD
1
2 1n = 0K−1
and XTX = IK−1, respectively.
Using the Karush-Kuhn-Tucker (KKT) conditions [72], Y
satisfies the first-order optimality condition of Γ(X). That is,
using matrix calculus and differentiating (S11) with respect to
X, we have
dΓ(X)
dX
= 2LNX−D 12 1nνT − 2XU, (S12)
which implies the optimality condition of Y is
2LNY −D 121nνT − 2YU = On×(K−1), (S13)
where On×K denotes the n×K matrix of zeros. Furthermore,
left multiplying (S13) by (D
1
2 1n)
T , we obtain
1TnD1nν
T = 0TK−1 (S14)
due to that fact that LND
1
2 1n = 0n and Y
TD
1
21n = 0K−1.
Since 1TnD1n = 2m > 0 is the total degree of the graph, from
(S14) we conclude that ν = 0K−1, which in turn simplifies
the optimality condition in (S13) as
LNY = YU. (S15)
Let Λ = diag([λ2, . . . , λK ]) be a diagonal matrix of the
eigenvalues {λk}Kk=2. Left multiplying (S15) by YT , we
obtain
U = YTLNY = Λ (S16)
due to the fact that YTY = IK−1.
To investigate the relationship between Y and the com-
munity structure, we denote the rows in Y indexed by the
nodes in community k by Yk ∈ Rnk×(K−1) such that
Y = [YT1 . . . Y
T
K ]
T . We use similar notation for X such
that X = [XT1 . . . X
T
K ]
T . Furthermore, the matrix LN is
partitioned into aK×K block matrix, where the block LN ij is
the ni×nj submatrix of LN indexed by the community labels
i and j, i, j ∈ {1, . . . ,K}. Given the fact that ν = 0K−1,
the Lagrangian function in (S11) can be written in terms of
{Xk}Kk=1 and {LN ij}Ki,j=1, which is
Γ(X) =
K∑
i=1
K∑
j=1
trace(XTi LN ijXj)−
K∑
i=1
trace
(
UXTi Xi
)
+ trace(U). (S17)
Differentiating Γ(X) with respect to Xk, we have
dΓ(X)
dXk
= 2LN kkXk + 2
K∑
j=1,j 6=k
LN kjXj − 2XkU, (S18)
which implies the optimality condition of Y in terms of
{Yk}Kk=1 is
LN kkYk +
K∑
j=1,j 6=k
LN kjYj −YkU = Onk×(K−1),
∀ k ∈ {1, . . . ,K}. (S19)
B. Optimality condition of Y under SBM(K ,P)
Here we proceed to study the optimality condition of
Y developed in Appendix B-A under the assumption of
SBM(K ,P). Unless specified, all convergence results are with
respect to the condition when nk → ∞, ∀ k ∈ {1, . . . ,K},
and nmin
nmax
→ c > 0.
Using the block representation {Aij}Ki,j=1 for the adjacency
matrix A, define the block representation of the diagonal
degree matrix D as D = [DT1 . . . D
T
K ]
T , where Dk =
diag(
∑K
j=1Akj1nj ). Using Lemma 1, we have for every
k ∈ {1, . . . ,K},
Dk
n
=
diag(
∑K
j=1Akj1nj )
n
a.s.−→
K∑
j=1
√
ρkρjPijInk . (S20)
Similarly, the block representation of the unnormalized graph
Laplacian matrix L = D−A, denoted by {Lij}Ki,j=1, has the
following relation based on Lemma 1.
Lij
n
=

Di
n
− Aii
n
a.s.−→∑Kk=1√ρiρkPikIni − ρiPii 1ni√ni 1Tni√ni ,
if i = j;
−Aij
n
a.s.−→ −√ρiρjPij 1ni√ni
1
T
nj√
nj
, if i 6= j.
(S21)
Putting these pieces together, since by definition
LN = D−
1
2LD−
1
2 =
(
D
n
)− 12 L
n
(
D
n
)− 12
, (S22)
the blocks {LN ij}Ki,j=1 of LN satisfy
LN ij
n
=
(
Di
n
)− 12 Lij
n
(
Dj
n
)− 12
(S23)
a.s.−→

Ini −
ρiPii
1ni√
ni
1
T
ni√
ni
a2
i
, if i = j;
−√ρiρjPij 1ni√ni
1
T
nj√
nj
aiaj
, if i 6= j,
(S24)
where ak > 0 is defined as
ak =
√√√√ K∑
j=1
√
ρkρjPkj , ∀ k ∈ {1, . . . ,K}. (S25)
Applying (S23) to the optimality condition in (S19) gives
Yk −
K∑
j=1
√
ρkρjPkj
1nk√
nk
1
T
nj√
nj
Yj
akaj
−YkU a.s.−→ Onk×(K−1),
∀ k ∈ {1, . . . ,K}. (S26)
As a result, (S26) is the asymptotic optimality condition of Y
under SBM(K,P). In the sequel we will use (S26) to specify
the feasibility of community detection using Y.
C. Undetectable regime for community detection
Left multiplying the optimality condition (S26) of Y under
SBM(K,P) by
1
T
nk√
nk
, we have
1TnkYk√
nk
(IK−1 −U)−
K∑
j=1
√
ρkρjPkj
1
T
nj√
nj
Yj
akaj
a.s.−→ 0TK−1,
∀ k ∈ {1, . . . ,K}. (S27)
A trivial solution for {Yk}Kk=1 to satisfy (S27) is
YTk 1nk√
nk
a.s.−→ 0K−1, ∀ k ∈ {1, . . . ,K}. (S28)
Moreover, applying (S28) to (S26) gives
Yk(IK−1 −U) a.s.−→ Onk×(K−1), ∀ k ∈ {1, . . . ,K}. (S29)
Since the orthogonality and unit-norm constraint YTY =
IK−1 is equivalent to
∑K
k=1Y
T
kYk = IK−1, left multiplying
(S29) by YTk and summing over k = 1, . . . ,K gives
U
a.s.−→ IK−1 (S30)
when (S28) holds. Conversely, if (S30) holds, applying it to
(S26) gives
K∑
j=1
√
ρkρjPkj
1nk√
nk
1
T
nj√
nj
Yj
akaj
a.s.−→ Onk×(K−1),
∀ k ∈ {1, . . . ,K}. (S31)
Since (S31) holds for any positive {ρk}Kk=1, {ak}Kk=1 and
{Pkj}Kk,j=1, it implies the condition in (S28). Consequently,
we have established that
Y
T
k 1nk√
nk
a.s.−→ 0K−1, ∀ k ∈ {1, . . . ,K}
if and only if U
a.s.−→ IK−1.
Note that the condition in (S28) shows the rows of Yk sum
to a zero vector for each k, which implies the row representa-
tion of nodes in the same community is incoherent. That is, for
each column in Yk, the sum of nonzero entries is zero, which
implies the nonzero entries in each column have alternating
signs and hence the row representation is not identical for
nodes in the same community. Furthermore, when one runs
K-means clustering on the rows of Y, the centroid of each
community collapses to the same point due to (S28), which
makes correct community detection impossible. Similar results
can be concluded when one adopts the row normalization step
and use Ŷ for community detection as described in Algorithm
1, since the row normalization step does not alter the sign of
each entry in Ŷ. As a result, community detection using LN
is said to be in the undetectable regime if (S28) holds.
Recall the definition θ =
∑K
k=2 1 − λk as defined in
Theorem 1. Taking the trace on both sides in (S28) and using
(S16), we have
trace(U) = trace(Λ) =
K∑
k=2
λk = trace(IK−1) = K − 1,
(S32)
which implies community detection using Y of LN is unde-
tectable if and only if θ = 0.
D. Detectable regime for community detection
Appendix B-C shows that the trivial solution (S28) to the
optimality condition under SBM(K,P) in (S27) results in
incorrect community detection. Here we investigate the other
solution to (S26) and show that this nontrivial solution leads
to correct community detection, which is called the detectable
regime for community detection.
Using (S26), we can rewrite it as
Yk(IK−1 −U) a.s.−→
K∑
j=1
√
ρkρjPkj
1nk√
nk
1
T
nj√
nj
Yj
akaj
,
∀ k ∈ {1, . . . ,K}. (S33)
Left multiplying YTk to (S33) and summing over k ∈
{1, . . . ,K} gives
U
a.s.−→ IK−1 −
K∑
k=1
K∑
j=1
√
ρkρjPkjY
T
k
1nk√
nk
1
T
nj√
nj
Yj
akaj
. (S34)
Recall from (S16) that U = Λ and hence U is a diagonal
matrix with positive entries on its diagonal. If the matrix
IK−1 −U is invertible, then by (S33),
Yk
a.s.−→
K∑
j=1
√
ρkρjPkj
1nk√
nk
1
T
nj√
nj
Yj
akaj
(IK−1 −U)−1 (S35)
=
1nk√
nk
bTk , ∀ k ∈ {1, . . . ,K}, (S36)
where the (K − 1)× 1 vector bk is defined as
bk = (IK−1 −U)−1
K∑
j=1
√
ρkρjPkjY
T
j
1nj√
nj
akaj
. (S37)
The result of (S36) implies each block Yk in Y has coherent
row representation, which means the vector space representa-
tion of nodes in the same community is identical. The next step
is to show that the row representation of each Yk is distinct,
and hence inspecting the distribution of rows in Y leads to
correct community detection.
Using (S36) and (S20), the orthogonality and unit-norm
constraints
∑K
k=1Y
T
kYk = IK−1 and Y
TD
1
21n = 0K−1
yield
K∑
k=1
bkb
T
k
a.s.−→ IK−1; (S38)
K∑
k=1
akbk
a.s.−→ 0K−1, (S39)
where ak > 0 is defined in (S25).
The result in (S38) imply that some bk cannot be a zero
vector since
K∑
k=1
[bk]
2
j = 1, ∀ j ∈ {1, . . . ,K − 1}. (S40)
Furthermore, by (S38) and (S39), we have∑
k:[bk]j>0
ak[bk]j = −
∑
k:[bk]j<0
ak[bk]j , ∀ j ∈ {1, . . . ,K − 1};
(S41)∑
k:[bk]i[bk]j>0
[bk]i[bk]j = −
∑
k:[bk]i[bk]j<0
[bk]i[bk]j ,
∀ i, j ∈ {1, 2, . . . ,K − 1}, i 6= j.
(S42)
Combining the results in (S36), (S40), (S41) and (S42) leads
to the following conclusion:
1) The columns of Yk are constant vectors.
2) Each column of Y has at least two nonzero community-
wise constant components, and these constants have
alternating signs such that their weighted sum equals
0 (i.e.,
∑
k ak[bk]j = 0, ∀ j ∈ {1, . . . ,K − 1}).
3) No two columns of Y have the same sign on the
community-wise nonzero components.
As a result, we have proved that the rows in each Yk have
identical row representation, and the row representation of
each Yk is distinct. More importantly, the results suggest that
in the vector space representation the within-cluster distance
between any pair of row vectors in each Yk is zero, whereas
the between-cluster distance between any two row vectors of
different clusters is nonzero. This suggests that the ground-
truth communities are the optimal solution to K-means clus-
tering, and hence K-means clustering on the rows of Y can
yield correct communities.
Since U = Λ by (S16), comparing (S34) in the detectable
regime to (S30) in the undetectable regime, one can see
that the changes in the edge connection matrix P lead to
changes in the eigenvalue matrix Λ, and θ = trace(IK−1 −
U) =
∑K
k=2 1 − λk ≥ 0. As a result, the parameters P
can also be separated into the detectable and undetectable
regimes for community detection. Lastly, we have established
correct community detection under SBM(K,P) provided that
IK−1 − U is invertible, which implies θ > 0. Notice that
IK−1 − U is not invertible when U a.s.−→ IK−1, which
leads to the undetectable regime as discussed in Sec. B-C.
Consequently, the K communities under SBM(K,P) can be
correctly detected using Y if and only if θ > 0.
E. Summary: the distribution of the rows in Y
Here we summarize the established theoretical analysis for
community detectability using the eigenvector matrixY of the
normalized graph Laplacian matrix LN for graphs generated
by SBM(K,P).
1) The community-indexed block matrix Yk of Y satisfies
the optimality condition in (S26). Moreover, the distri-
bution of the rows inY is either in the detectable regime
or the undetectable regime for community detection.
2) In the undetectable regime, the rows in each Yk sum to
a zero vector, resulting in incorrect community detec-
tion. In addition, Y is in the undetectable community
detection regime if and only if θ =
∑K
k=2 1− λk = 0.
3) In the detectable regime, the rows in each Yk have
identical representation, and each row representation of
Yk is distinct, resulting in correct community detection
using K-means clustering on the rows of Y. In addition,
Y is in the detectable community detection regime if and
only if θ > 0.
APPENDIX C
PROOF OF COROLLARY 3.3
When restricted to the case of SBM(2,P), where P11 = p1,
P22 = p2 and P12 = P21 = q, the parameter ak in (S25) can
be simplified to
a1 =
√
ρ1p1 +
√
ρ1ρ2q; (S43)
a2 =
√
ρ2p2 +
√
ρ1ρ2q. (S44)
In addition, using (S20) and the orthogonality constraint
yTD
1
21n = 0 of the second smallest eigenvector y2 =
[y˜T1 y˜
T
2 ]
T gives
a1y˜
T
1
1n1√
n1
+ a2y˜
T
2
1n2√
n2
a.s.−→ 0. (S45)
Applying (S45) to (S34) gives
U
a.s.−→ 1−
ρ1p1(y˜
T
1
1n1√
n1
)2
a21
−
ρ2p2a
2
1(y˜
T
1
1n2√
n2
)2
a42
+
2
√
ρ1ρ2q(y˜
T
1
1n1√
n1
)2
a22
(S46)
= 1−
[(
a2
a1
)2
ρ1p1 +
(
a1
a2
)2
ρ2p2 − 2√ρ1ρ2q
]
(y˜T1
1n1√
n1
)2
a22
.
(S47)
Substituting (S43) and (S44) to (S47) and factoring the result-
ing term, we have
U
a.s.−→ 1−
ρ1ρ2
[
2
√
ρ1ρ2 + ρ1p1 + ρ2p2
] (
p1p2 − q2
)
(y˜T1
1n1√
n1
)2
a22
.
(S48)
Comparing (S48) to (S30), SBM(2,P) is in the detectable
regime for community detection if and only if q <
√
p1p2,
and it is in the undetectable regime for community detection
if and only if q ≥ √p1p2.
Lastly, if q <
√
p1p2, then from (S37) we have
y˜1
a.s.−→ b1 1n1√
n1
; y˜2
a.s.−→ b2 1n2√
n2
(S49)
for some b1 and b2. Applying (S49) to (S45) and the unit-norm
constraint yT2 y2 = y˜
T
1 y˜1 + y˜
T
2 y˜2 = 1 gives
b1 =
±a2√
a21 + a
2
2
; b2 =
∓a1√
a21 + a
2
2
. (S50)
Setting β1 =
a2√
a21+a
2
2
and β2 =
a1√
a21+a
2
2
completes the proof.
