The interpretation of possible weld discontinuities in industrial radiography is ensured by human interpreters. The types of defects are porosity, lack of penetration, shrinkage, and fracture. It is thus desirable to develop computeraided techniques to assist the interpreter in evaluating the quality of the welded joints. Using back propagation algorithm the images of weld defects are trained. The Gaussian Mixture Model (GMM) classifier is used to classify the defects in the input image. The input image is compared with the trained image and defect is detected if defect is present. The nature of the defect is identified and the type of defect is mentioned.
INTRODUCTION
The welded joints radiographs often contain defects which the interpreter must identify and quantify, before he decides on their acceptability, by referring to non destructive testing standards and codes. Once the radiographic segmentation was accomplished providing a description in term of regions (defect and background), the problem is then to interpret their contents. It is thus question of determining effective attributes which permit to characterize these defect regions and to even recognize them like class elements easily identifiable. In industrial radiography, we can obtain radiograms on which weld defects, if they exist, can have various sizes and orientations. For an example, a crack is identified as crack whatever its size and its orientation may be, and an inclusion is recognized as being an inclusion in spite of its position and its dimension. A major problem in the recognition of such defects is that these defects can be viewed from several angles and this, according to the orientation and the distance of the irradiated welded joint in regard to the radiation source. To characterize a given weld defect represented by its boundary or its region, the simplest attributes which be computed are the area and the perimeter. When the expert knowledge is not explicitly defined or cannot be represented in terms of statistically independent rules, artificial neural networks (ANN) may provide a better solution than expert systems, and they can efficiently learn nonlinear mappings through examples contained in a training set, and conduct complex decision making. [5, 6, 7, 8] . Then, the ANN can be effectively updated to learn new features. In this paper, a feed forward neural network trained by the backpropagation algorithm is used for the weld defect classification task. This neuronal classification consists in assigning the usual types of weld defects met in practice to four categories according to their morphological characteristics. Other work was the subject of the use of ANN in the radiographic testing area. Authors use ANN in the weld defect segmentation in edges and regions respectively. ANNs were also used in the planer and volumetric weld defect classification using Hu's invariant moments as features. The weld defects are classified as follows:
Incomplete penetration, Lack of fusion, Undercutting,Porosity & Longitudinal Cracking.
In automatic detection of defects in radiographic images the digital image processing algorithm was implemented. The X-Ray images are used in Non Destructive Testing and classifier is developed that consists of a multilayer feed forward network window in which the center pixel was classified using gray scale information within the window. The back propagation neural network for the segmentation of the weld from the background content of the radiographic image to adaptively and accurately segment the weld region from a given image. The segmentation of suspect defect areas inside the weld region itself utilizes a further backpropagation network which is trained on a test set of image data previously segmented by a conventional adaptive threshold method. In automatic defect recognition in weld image based on support vector model (SVM). [8] Weld defects are classified by a multi-classifier based on SVM combined with the bin tree. Classifier is compared based on multilevel SVM with the one based on fuzzy neural network (FNN). [9] P.N.Jebarani Sargunar
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SYSTEM DESIGN
The input image is analyzed by the system and the output contains the grading and the result with the coordinates of the detected abnormality.
The input image to the Pre-Processing stage can be a colour or a grey level image. The Pre-Processing stage corrects the problem of Illumination variation that occurred when taken the pictures. Other problems corrected by this process include the enhancement of the contrast between the defects and neural network [10] and the background to aid in segmentation and detection of the abnormalities. Process involves in this stage include Colour Space Conversion, Zero Padding of Image Edges, Median Filtering and Windowed Based Adaptive Histogram Equalization with Overlap Mean. The output of this stage is passed to the Segmentation stage. This stage segments the background pixel from the defects and the neural networks using GMM(Gaussian Mixture Model) [6] . The defects and the neural networks class centres also contain some noisy pixels that were over enhanced. During the Pre-Processing stage and will be removed during the next stage called Defect Classifier stage.
Figure. System Architecture IMPLEMENTATION
In detecting abnormalities associated with input image, the images have to be Pre-Processed in order to correct the problems of uneven illumination problem, non-sufficient contrast between defects and image background pixels and presence of noise in the input image. Aside from aforementioned problems, this section is also responsible for color space conversion and image size standardization for the system.
Adaptive Histogram Equalization
The main objective of this method is to define a point transformation within a local fairly large window with the assumption that the intensity value within it is a stoical representation of local distribution of intensity value of the whole image. The local window is assumed to be unaffected by the gradual variation of intensity between the image centers and edges. The point transformation distribution is localized around the mean intensity of the window and it covers the entire intensity range of the image. Consider a running sub image W of N X N pixels centered on a pixel P (i, j) , the images filtered to produced another sub image P of (N X N) pixels according to the equation below As a result of this adaptive histogram equalization, the dark area in the input image that was badly illuminated has become brighter in the output image while the side that was highly illuminated remain or reduces so that the whole illumination of the image is same. It is worthy of mentioning that this method also used overlap mean in the final build up of the image.
Segmentation
The main objective of segmentation is to group the image into regions with same property or characteristics. It plays a major role in image analysis system by facilitating the description of anatomical structures and other regions of interest. Method of image segmentation include: simple thresholding, Gaussian Mixture Model(GMM) [6] . Background and noisy pixels were segmented into one class and the input image features which consist of the spots or crack, and features of the input images were segmented into another class without any pixel belonging into two classes. The non-overlapping of this method made it suitable for this particular research work where it is only of interest to distinguish between the background and the main input image features.
TRAINING
The training process takes place on the input vector i.e the set of weld defect images. The training process is performed using the Back propagation Algorithm. [2] Formal statement of the algorithm:
Stochastic Backpropagation(training examples, η, ni, nh, no) Each training example is of the form where is the input vector and is the target vector. is the learning rate (e.g., .05). ni, nh and no are the number of input, hidden and output nodes respectively. Input from unit i to unit j is denoted xji and its weight is denoted by wji.
Create a feed-forward network with n i inputs, n h hidden units, and n o output units. Initialize all the weights to small random values (e.g., between -.05 and .05) Until termination condition is met, Do o For each training example <x,t> , Do 1.Input the instance x and compute the output of every unit. (5) 3.For each hidden unit h, calculate
2.For each output unit
………… (6) 4.Update each network weight w ji as follows:
CLASSIFICATION
Classification of images are performed using the Gaussian Mixture Model (GMM) [6] based on Backpropagation algorithm.
GAUSSIAN MIXTURE MODEL
A Gaussian Mixture Model (GMM) [6] was used as our classification tool. GMMs [6] belong to the class of pattern recognition systems. They model the probability density function of observed variables using a multivariate Gaussian mixture density. Given a series of inputs, it refines the weights of each distribution. Gaussian Mixture Models are among the most statistically mature methods for clustering (though they are also used intensively for density estimation)
ALGORITHM:
A Gaussian mixture model is a probability distribution that is a convex combination of other probability distributions. Suppose that the discrete random variable X is a mixture of n component discrete random variables Yi. Then, the probability mass function of X, fX(x), is a weighted sum of its component distributions:
…………… (8) for some mixture proportions 0 ≤ a i ≤ 1 where a 1 + ….. + a n = 1
Usually the GMMs can be formulated as a maximum likelihood problem where the parameters and the mixture parameters are estimated using expectation maximization.
Expectation maximization
The Expectation-maximization algorithm can be used to compute the parameters of a parametric mixture model distribution (the ai's and θi's). It is an iterative algorithm with two steps: an expectation step and a maximization step.
The expectation step
With initial guesses for the parameters of our mixture model, "partial membership" of each data point in each constituent distribution is computed by calculating expectation values for the membership variables of each data point. That is, for each data point xj and distribution Yi, the membership value yi,j is: y ,I,j = a i ƒ y (x j ; ө j ) / ƒ x (x j ) ……………………….. (9) The maximization step
With expectation values in hand for group membership, plug-in estimates are recomputed for the distribution parameters.
The mixing coefficients ai are the means of the membership values over the N data points.
……………… (10) The component model parameters θi are also calculated by expectation maximization using data points xj that have been weighted using the membership values. For example, if θ is a mean μ μ i = (∑ j y i,j x j )/( ∑ j y i,j ) ………………….(11)
With new estimates for ai and the θi's, the expectation step is repeated to recompute new membership values. The entire procedure is repeated until model parameters converge.
RESULT-Opening the input image

Final output
CONCLUSION
. A set of attributes based on geometric characteristics of the extracted weld defect regions were proposed. We have showed the invariance of these attributes in relation to usual geometric transformations. The attribute values thus calculated were normalized, in order to adapt them for the classification problem. The variable reduction of these attributes must be done judiciously, by taking into account the number of defects and the detailed analysis of the correlations between the various variables. A comparative study is made between two neuronal classifiers using input data. Currently, the increase of weld defect individuals representing the training and testing neural network data and the classification inside each morphological category based other types of attributes, such as weld defect position in the weld joint, defect gray level mean, etc., are under investigation.
