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Abstrakt
V této diplomové práci se nejprve budeme zabývat ověřením normality a dalších potřeb-
ných předpokladů. Dále se seznámíme s transformacemi, abychom mohli i nenormálně
rozdělená data převést na normální a provést analýzu způsobilosti.
Popíšeme si konstrukci regulačních diagramů, nástroje na posouzení stability procesu.
S jejich pomocí můžeme nalézt nežádoucí vymezitelné příčiny a získat tak proces, ve
kterém působí pouze náhodné příčiny - statisticky zvládnutý proces.
Nakonec zavedeme indexy způsobilosti a výkonnosti pro normální i nenormální data
a prozkoumáme některé jejich vlastnosti a úskalí. Diplomovou práci završíme využitím
poznatků při výpočtu způsobilosti reálného procesu.
Summary
Firstly, we deal with the verification of normality and other necessary prerequisites needed
in this thesis. We also introduce transformations to converse non-normally distributed
data to normal and continue with capability analysis.
We describe the design of control charts, useful tools to assess process stability. They
help us to eliminate assignable causes and leave only chance causes in process. We obtain
process in control state.
Finally, we introduce both capability and performance ratios for both normal and
non-normal data, and analyse some of their properties. At the end of the thesis, we prove
acquired knowledge by performing capability analysis of real process.
Klíčová slova
Index způsobilosti, index výkonnosti, regulační diagram, transformace dat.
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1. Úvod
Tato diplomová práce se zabývá řízením jakosti. Jedná se o relativně novou disciplínu,
která se ještě vyvíjí, což dokazuje i různorodost definic jakosti: Jakost je způsobilost
k užití (Joseph M. Juran); Jakost je shoda s požadavky (Philip B. Crosby); Jakost je to,
co za ni považuje zákazník (Armand V. Feigenbaum). Definice ČSN EN ISO 9000:2005
nám říká, že jakost je stupeň splnění požadavků souborem inherentních charakteristik.
Inherentní charakteristika na rozdíl od přiřazené znamená existující v něčem, zejména
jako trvalá charakteristika. Když si například zakoupíme produkt, očekáváme že bude bez
výrobních defektů. Jinými slovy očekáváme, že splní naše požadavky a tyto požadavky
definují způsobilost k použití.
Rád bych poukázal, že v názvosloví dochází často ke kolizi při překladu anglické li-
teratury a z toho plynoucích nejasností, například široký anglický výraz „sampleÿ bývá
používán v různých významech jak v angličtině, tak i v češtině a při překladu může do-
cházet k zamlžení významu. Problém podobného rázu je koneckonců také samotný název
„quality controlÿ, kdy můžeme váhat jestli je na mysli kontrola kvality nebo kontrola ja-
kosti. Ačkoliv se nejedná o ekvivalentní pojmy, kvalita a jakost se často nerozlišují a stejně
tak se nebudou rozlišovat v této práci. Normy dovolují oba termíny, ale upřednostňován je
pojem jakost. Zde se budeme držet názvosloví zavedené v ČSN ISO 3534-2. U důležitých
pojmů budou v závorkách uvedeny jejich anglické ekvivalenty.
Každého asi napadne kontrolovat výrobky a výstupu a neshodné vyřazovat. Tento
přístup je však neekonomický, protože náklady na jejich vytvoření už byly vynaloženy.
Někdy je tedy příliš nákladné nebo prakticky nemožné stále kontrolovat kvalitu výrobků,
proto mnoho firem dnes činí rozhodnutí o kvalitě svých výrobků a produktů na základě
statistických metod. Aby to bylo možné, tak musí výrobní procesy být stabilní nebo
opakovatelné a musí být schopné pracovat s malou variabilitou okolo nominálních rozměrů.
Zvyšování jakosti nesouvisí se zvyšováním nákladů nebo s laciným pozlátkem, ale zna-
mená systematickou eliminací plýtvání, tj. snižování počtu kontrol, testování, neshodných
výrobků, následných oprav a reklamací. Filozofií je udělat práci dobře již na poprvé a snížit
tak náklady a zvýšit produktivitu, spokojenost zákazníka, reputaci a z toho plynoucí podíl
trhu a zisky.
Na počátku statistické kontroly jakosti stál Dr. Walter A. Shewhart, který pracoval
v Bellových laboratořích a v roce 1924 napsal interní zprávu obsahující moderní regulační
diagram - základní nástroj kontroly jakosti. Odtud se metody šířily dále do průmyslu,
zejména během druhé světové války. Značný úspěch zaznamenali i Japonci, kteří tímto
způsobem získali výhodu nad konkurencí. Na to musely v sedmdesátých letech opětovně
zareagovat Spojené státy a znovu obnovili zájem o statistické řízení jakosti. Regulační
diagram je grafická pomůcka využívající principů statistických testů k řízení výrobního
procesu. Shewhartovými regulačními diagramy se budeme zabývat v samostatné kapitole,
která vychází převážně z [12], [13] a [16].
Regulační diagram sice sleduje, zda je proces stabilní a detekuje změny v procesu,
ale nedává nám jasnou informaci, jestli se náš proces vhodný pro požadavky zákazníka.
K tomu slouží indexy způsobilosti, případně indexy výkonnosti. Cílem indexů způsobi-
losti je bezrozměrným číslem jednoduše popsat chování daného jakostního znaku vzhle-
dem k požadavkům. Procesu vedoucímu k výpočtu indexů způsobilosti se říká analýza
způsobilosti a provádí se jak na začátku výrobního procesu i v jeho průběhu.
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1. ÚVOD
Zákazník nejprve definuje nominální hodnotu jakostního znaku a specifikační meze,
které zajistí funkčnost výrobku. Výrobce následně analyzuje výrobní proces, zda je scho-
pen požadavkům vyhovět. Důležité pochopení požadavků a případné upravení specifika-
čních mezí.
Jedním či několika indexy způsobilosti vyjádříme zda a do jaké míry se nám daří
dodržovat dohodnuté specifikace. Indexy způsobilosti tedy slouží ke zjednodušení komu-
nikace mezi zákazníkem a výrobním podnikem. Obě strany by však měly být seznámeny
s metodikou jejich výpočtu, protože odlišné návrhy analýzy způsobilosti mohou dávat
odlišné výsledky.
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2. Ověření normality
Při statistickém zpracování dat se velmi často setkáváme s normálním rozdělením
a při tvorbě regulačních diagramů a výpočtu indexů způsobilosti tomu nebude jinak.
Připomeňme si jej tedy na úvod spolu s několika možnostmi jeho ověření.
Normální rozdělení, nazývané také Gaussovo, se vyskytuje tam, kde je kolísání náhodné
veličiny způsobeno součtem velkého počtu nepatrných, vzájemně nezávislých vlivů. Uva-
žuje se tedy v situacích, kdy ke konstantě µ ∈ R, vyjadřující správnou hodnotu náhodné
veličiny, přičítá velké množství malých náhodných veličin, vlivů, kolísajících kolem nuly.
Tím vzniká proměnlivost náhodné veličiny charakterizovaná číslem σ ∈ (0,∞). Klasickým
typem veličin, které se řídí tímto rozdělením, jsou náhodné chyby.
Spojitá náhodná veličinaX má normální rozděleníN(µ, σ2), právě když funkce hustoty
má tvar
f(x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 pro x ∈ R.
Distribuční funkce normálního rozdělení je definována
F (x) =
x∫
−∞
f(t)dt =
1
σ
√
2pi
x∫
−∞
e−
(t−µ)2
2σ2 dt pro x ∈ R.
Doplňme ještě, že střední hodnota normálního rozdělení je E(X) = µ a rozptyl
D(X) = σ2. Více se lze o normálním rozdělení dočíst například v [14].
Většinou o datech nemáme informaci, zda pocházejí z normálního rozdělení. Tuto hy-
potézu musíme ověřit. Pro zběžné posouzení můžeme použít histogram. Mnohem vhod-
nější je q-q graf založený na porovnání kvantilů teoretického rozdělení a empirických
kvantilů nebo p-p graf vykreslující proti sobě teoretickou a empirickou hodnotu distribu-
ční funkce. Oba grafy se dají kromě ověřování zda data pocházejí z normálního rozdělení
použít i pro jakékoliv jiné rozdělení. Shoda teoretického rozdělení s pozorovanými hod-
notami nastane v případě, kdy body budou ležet na přímce. Pravděpodobnostní graf
3.1(c), který produkuje Minitab můžeme chápat jako alternativu ke q-q grafu. Platí, že
p-p grafy jsou citlivé na odchylky od teoretického rozdělení ve střední části, kdežto q-q
grafy jsou citlivější v oblasti konců a jsou tedy vhodnější pro ověřování normality pro
potřeby analýzy způsobilosti.
2.1. Testy dobré shody
Kromě grafických nástrojů, vhodných spíše předběžnému posouzení normality, se pou-
žívají přesnější testy zkoumající hypotézu, že data jsou z normálního rozdělení, tzv. testy
dobré shody. Ačkoliv testy dobré shody se neomezují pouze na testování normality, ale
obecně porovnávají dvě rozdělení pravděpodobnosti, v následujících testech zkoumáme
hypotézu, zda se námi pozorovaná distribuční funkce rovná distribuční funkci normálního
rozdělení H0 : Fe(x) = Ft(x) proti HA : Fe(x) 6= Ft(x). Krátce zmíníme pouze testy, které
využívá Minitab, to bude pro naše potřeby dostačující. Ke statistickým výpočtům v této
práci byl použit Minitab verze 16.1.1.
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2. OVĚŘENÍ NORMALITY
2.1.1. Test Kolmogorov-Smirnov
V našem případě test zúžíme na porovnávání empirické distribuční funkce Fe s distri-
buční funkcí normálního rozdělení Ft. Jako testovací statistiku používáme
Dn = sup
−∞<x<∞
|Fe(x)− Ft(x)|.
Jestliže je rozdíl dostatečně velký, tj. Dn ≥ Dn(α), kde Dn(α)je tabelovaná kritická hod-
nota, zamítáme H0 na hladině významnosti α.
n α = 0, 10 α = 0, 05 α = 0, 01 n α = 0, 10 α = 0, 05 α = 0, 01
1 0.95000 0.97500 0.99500 11 0.35242 0.39122 0.46770
2 0.77639 0.84189 0.92929 12 0.33815 0.37543 0.44905
3 0.63604 0.70760 0.82900 13 0.32549 0.36143 0.43247
4 0.56522 0.62394 0.73424 14 0.31417 0.34890 0.41762
5 0.50945 0.56328 0.66853 15 0.30397 0.33760 0.40420
6 0.46799 0.51926 0.61661 16 0.29472 0.32733 0.39201
7 0.43607 0.48342 0.57581 17 0.28627 0.31796 0.38086
8 0.40962 0.45427 0.54179 18 0.27851 0.30936 0.37062
9 0.38746 0.43001 0.51332 19 0.27136 0.30143 0.36117
10 0.36866 0.40925 0.48893 20 0.26473 0.29408 0.35241
Tabulka 2.1: Kritické hodnoty Dn(α) pro Kolmogorov-Smirnovův test
Pro dostatečně velké výběry, viz [1], lze aproximovat
Dn(α) ≈
√
1
2n
ln
2
α
.
V Minitabu se používá statistika ve tvaru
D = max(D+, D−),
kde
D+ = max
i
(
i
n
− Ft(xi))
D− = max
i
(Ft(xi)− i− 1
n
), pro 1 ≤ i ≤ n.
2.1.2. Test Anderson-Darling
Jedná se o vylepšenou variantu testu Kolmogorov-Smirnov. Měří vzdálenost mezi te-
oretickou distribuční funkcí Ft a empirickou distribuční funkcí Fe. Statistikou je kvadrát
vzdálenosti, který má větší váhy na chvostech rozdělení. Menší hodnoty statistiky A2 značí
lepší shodu.
A2 = −n− 1
n
n∑
i=1
(2i− 1)(lnFt(xi) + ln(1− Ft(xn+1−i))),
17
2.1. TESTY DOBRÉ SHODY
kde Ft je distribuční funkce normálního rozdělení a xi jsou vzestupně seřazená data.
Nulovou hypotézu H0 zamítáme pokud A2 ≥ Dα. Pro menší velikosti výběru může být
statistika modifikována
A∗ = A2
(
1 +
0, 75
n
+
2, 25
n2
)
.
Minitab ve svém výstupu značí testovací statistiku A2 jako AD a A∗ jako AD∗. Pro
normální rozdělení je kritická hodnota Dα dána
Dα = aα
(
1 +
b0
n
− b1
n2
)
,
kde konstanty aα, b0, b1 jsou dány tabulkou (2.2) převzatou z [6].
α aα b0 b1
0, 2 0, 5091 −0, 756 −0, 39
0, 1 0, 6305 −0, 75 −0, 8
0, 05 0, 7514 −0, 795 −0, 89
0, 025 0, 8728 −0, 881 −0, 94
0, 01 1, 0348 −1, 013 −0, 93
0, 005 1, 1578 −1, 063 −1, 34
Tabulka 2.2: Kritické hodnoty Dα pro A-D test
2.1.3. Test Ryan-Joiner
Test vyhodnocuje normalitu na základě korelace mezi daty a kvantily normálního
rozdělení. Jestliže je korelační koeficient blízký jedné, data jsou pravděpodobně normální.
Test Ryan-Joiner je jednodušší alternativa k testu Shapiro-Wilk. Korelační koeficient je
vypočítán jako
Rp =
∑n
i=i xizi√
s2(n− 1)∑ni=i zi2 ,
kde xi jsou seřazená pozorovaná data, zi kvantily normovaného normálního rozdělení
a s2 výběrový rozptyl.
Často se k rozhodnutí o zamítnutí, či nezamítnutí dané hypotézy používá p-hodnota.
Je to nejmenší hladina významnosti na které ještě zamítáme nulovou hypotézu H0. V praxi
to znamená, že nulovou hypotézu zamítáme pokud je p-hodnota menší než zvolená hladina
významnosti.
Andesrson-Darling a Kolmogorov-Smirnov jsou založeny na porovnávání empirické
a teoretické distribuční funkce, zatímco Ryan-Joiner je založený na korelaci. Všechny
tři testy si dobře poradí se sešikmenými daty, na druhou stranu jsou méně citlivé na
špičatost. Test Anderson-Darling je nejvíce citlivý na odchylky od normality u chvostů.
Proto je nejvhodnější na testování normality pro analýzu způsobilosti, tam jsou chvosty
nejvíce problémovým místem.
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2. OVĚŘENÍ NORMALITY
2.2. Testy odlehlých hodnot
Dalším problémem je výskyt odlehlých hodnot. Pokud je taková hodnota evidentně
způsobena špatným měřením, můžeme ji vyřadit. Jestliže však nevíme jistě, je lepší ji
ponechat, protože může být zapříčiněna například asymetrií rozdělení. Jednoduchým gra-
fickým způsobem pro upozornění na odlehlé a extrémní hodnoty je krabicový graf. Ori-
entačně lze posoudit, zda je daná hodnota odlehla tím, že z dat bez podezřelé hodnoty
spočteme X a S. Pokud hodnota leží od X dále než 3S, pak je podezření, že by mohla být
odlehlá. Další možností je použít Grubbsův test nebo Dean-Dixonův test, které testují
hypotézu H0 : x1 resp. xn není odlehlá hodnota, proti HA : x1 resp. xn je odlehlá hodnota.
Tyto testy jsou implementovány v Minitabu až od verze Minitab 17.
2.2.1. Grubbsův test
Grubbsův test se používá pro objektivní vylučování odlehlých hodnot na základě testo-
vacího kritéria u souborů dat, které odpovídají normálnímu rozdělení sledované náhodné
veličiny. Nejprve vzestupně seřadíme hodnoty výběrového souboru x1, x2, . . . , xn a ná-
sledně z aritmetického průměru X a směrodatné odchylky S získaných ze všech hodnot
souboru vypočítáme testovací kritérium pro první a poslední hodnotu.
T1 =
x− x1
s
, Tn =
xn − x
s
.
Vypočtenou hodnotu testovacího kritéria porovnáme s kritickou hodnotou Tα na dané
hladině významnosti viz tabulka (2.3). Je-li T1 ≥ Tα resp. Tn ≥ Tα, zamítáme H0, hodnota
je tedy považujeme za odlehlou a můžeme ji vyloučit ze souboru.
n α = 0, 05 α = 0, 01 n α = 0, 05 α = 0, 01
3 1, 412 1, 416 12 2, 387 2, 663
4 1, 689 1, 723 13 2, 426 2, 714
5 1, 869 1, 955 14 2, 461 2, 759
6 1, 996 2, 130 15 2, 493 2, 800
7 2, 093 2, 265 16 2, 523 2, 837
8 2, 172 2, 374 17 2, 551 2, 871
9 2, 237 2, 464 18 2, 557 2, 903
10 2, 294 2, 540 19 2, 600 2, 932
11 2, 343 2, 606 20 2, 623 2, 959
Tabulka 2.3: Kritické hodnoty Tα pro Grubbsův test
2.2.2. Dean-Dixonův test
Někdy bývá také nazýván pouze Dixonův test a používá se k vyloučení odlehlých hod-
not u souborů s neznámým rozdělením. Je založen na rozpětí a funguje dobře i u souborů
s malým počtem hodnot.
Nejprve opět seřadíme hodnoty vzestupně a vypočteme testovací kritérium pro první,
respektive poslední hodnotu ze souboru
Q1 =
x2 − x1
xmax − xmin , Qn =
xn − xn−1
xmax − xmin .
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Pokud Q1 ≥ Qα resp. Qn ≥ Qα, pak pak opět můžeme hodnotu vyloučit ze souboru.
Následuje tabulka (2.4) kritických hodnot Qα
n α = 0, 05 α = 0, 01 n α = 0, 05 α = 0, 01
3 0, 941 0, 988 12 0, 376 0, 482
4 0, 765 0, 889 13 0, 361 0, 465
5 0, 642 0, 760 14 0, 349 0, 450
6 0, 560 0, 698 15 0, 338 0, 438
7 0, 507 0, 637 16 0, 329 0, 426
8 0, 468 0, 590 17 0, 320 0, 416
9 0, 437 0, 555 18 0, 313 0, 407
10 0, 412 0, 527 19 0, 306 0, 398
11 0, 392 0, 502 20 0, 300 0, 391
Tabulka 2.4: Kritické hodnoty Qα pro Dean-Dixonův test
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3. Transformace dat
Ve statistické kontrole jakosti požadujeme většinou předpoklad normality. V případě,
že data nejsou normální, můžeme je transformovat a získat přibližně normální data. Před-
pokládáme tedy, že analyzovaná data jsou nelineární transformací normálně rozdělené
náhodné veličiny a hledáme její inverzní transformační funkci. Po transformaci ověříme
normalitu dat a v případě pozitivního výsledku můžeme pokračovat v analýze způsobi-
losti. Minitab nám nabízí transformace dvě. Obecně je však lepší nejprve hledat příčiny
nenormality dat odstranit je, protože při transformaci se zamlží fyzikální význam dat
a nelze do nich jednoduše nahlížet. Pro interpretaci výsledků na datech musí být prove-
dena zpětná transformace. Jsou však případy, kdy data nemohou mít z fyzikální podstaty
věci normální rozdělení a transformaci se tak nevyhneme.
Nyní formálně zavedeme transformovanou náhodnou veličinu. Elementárním náhod-
ným jevem ω značíme jednotlivý výsledek náhodného pokusu. Množinu všech elemen-
tárních jevů náhodného pokusu, o který se zajímáme označujeme Ω a nazýváme prostor
elementárních jevů. Libovolný jev A lze chápat jako podmnožinu množiny Ω, tj. A ⊆ Ω.
Nechť A je systém náhodných jevů, tj. A ⊆ 2Ω, který v souvislosti s daným pokusem
uvažujeme. Pak říkáme, že A tvoří jevovou σ-algebru jestliže platí následující axiomy:
1. Ω ∈ A
2. A ∈ A ⇒ A ∈ A
3. Ai ∈ A, i = 1, 2, . . .⇒
∞∪
i=1
Ai ∈ A.
Dvojici (Ω,A) pak nazýváme jevovým polem. Náhodná veličina je reálná funkce X(ω)
definovaná na množině elementárních jevů Ω. Každému elementárnímu jevu ω z množiny
elementárních jevů Ω přiřazuje právě jedno reálné číslo X(ω) = x. Obor hodnot náhodné
veličiny X je množina M = {x = X(ω) : ω ∈ Ω}.
Je-li X náhodná veličina na jevovém poli (Ω,A) a g(X) taková libovolná reálná funkce,
že zobrazení Y = g(X) tj. složené zobrazení Y (ω) = g(X(ω)) je opět náhodná veličina
na jevovém poli (Ω,A), říkáme, že Y je transformovaná náhodná veličina. V některých
situacích je potřeba pracovat zároveň s více náhodnými veličinami X1, X2, . . . , Xn, defino-
vanými na stejném pravděpodobnostním prostoru (Ω,A). Pak lze zavést transformovanou
veličinu obecněji vztahem Y = g(X1, X2, . . . , Xn), kde g je reálná funkce n proměnných.
3.1. Box-Coxova transformace
Box-Coxova nebo-li mocninná transformace je tvaru
yi =
{
xλi , λ 6= 0
lnxi , λ = 0,
kde xi jsou původní data a y data transformovaná. Otázkou však zůstává jakou hod-
notu parametru λ zvolit. Jako optimální λ vybíráme podle [4] takovou hodnotu, která
minimalizuje směrodatnou odchylku náhodné veličiny
wi =
{
xλi −1
λgλ−1 , λ 6= 0
g lnxi , λ = 0.
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Symbolem g označujeme geometrický průměr
g =
(
n
Π
i=1
xi
) 1
n
a parametr λ hledáme z intervalu −5 ≤ λ ≤ 5.
Box-Coxova transformace vychází z předpokladu, že náhodná veličina Y bude mít
normální rozdělení, když náhodná veličina W bude mít nejmenší směrodatnou odchylku.
Nezaručuje nám tedy normalitu, tu musíme vždy zkontrolovat. Dalším problémem je ome-
zení na parametr λ, protože při takto pevně daném parametru může výsledek transformace
záviset na jednotkách náhodné veličiny.
Minitab najde optimální parametr mocninné transformace. Pokud vyhovuje interval,
preferujeme „rozumnéÿ transformace, např. λ = −1, λ = 2, λ = 0, 5. Mocninná transfor-
mace však často není schopna najít vhodnou transformaci dat, navíc je dostupná pouze
pro kladná data. Toto omezení lze však obejít přičtením dostatečně velké konstanty.
Ukažme si Box-Coxovu transformaci na příkladu, obrázek (3.1). Z pravděpodobnost-
ního grafu (3.1(a)) je pohledem i podle p-hodnoty zřejmé, že data nepocházejí z nor-
málního rozdělení. Zkusíme je tedy transformovat a na grafu (3.1(b)) vidíme, že nejvíce
vyhovují hodnoty λ z intervalu (−0, 10; 0, 31) a optimální by byla hodnota λ = 0, 11.
Minitab však z důvodu snadnější interpretace vybral hodnotu λ = 0. Na závěr nesmíme
zapomenout ověřit, zda jsme skutečně dosáhli požadované normality pravděpodobnostním
grafem (3.1(c)).
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Obrázek 3.1: Ukázka Box-Coxovy transformace
3.2. Johnsonova transformace
Johnsonův systém transformací nám poskytuje třídy funkcí pro transformaci širokého
množství rozdělení pravděpodobnosti na normální. Proto většinou bývá aplikace Johnso-
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novy transformace úspěšná. Johnsonův systém se skládá ze tří tříd funkcí: SB - ohraničené,
SL - logaritmicko normální, SU - neohraničené [7], které jsou definovány:
yi =

γ + η ln
(
xi − ε
λ+ ε− xi
)
, pro SB , η, λ > 0,−∞ < γ, ε <∞, ε < xi < ε+ λ
γ + η ln
(
xi − ε
λ
)
, pro SL , η, λ > 0,−∞ < γ, ε <∞, ε < xi
γ + η argsinh
(
xi − ε
λ
)
, pro SU , η, λ > 0,−∞ < γ, ε, xi <∞,
kde
yi je transformovaná hodnota
xi je původní hodnota
γ, η jsou tvarové parametry
ε je parametr polohy
λ je parametr měřítka
Poznamenejme ještě, že v Minitabu je tvar SL třídy funkcí zadefinován bez využití
parametru λ. Snadno se však ověří, že toto zavedení je ekvivalentní
yi = γ + η ln
(
xi − ε
λ
)
= γ − η lnλ+ η ln(xi − ε) = γ′ + η ln(xi − ε).
Pro konkrétní data nám tedy zbývá zvolit správnou třídu funkcí a určit parametry. Odhad
parametrů se provádí metodou popsanou v [5]. Poté se data transformují, spočítá se An-
derson-Darlingova statistika a odpovídající p-hodnoty pro transformovaná data. Vybere
se ta transformace, která má největší p-hodnotu a která je větší než zadané kritérium, viz
obrázek (3.2), v opačném případě není vhodná žádná Johnsonova transformace.
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Pokud data přes veškeré pokusy odolávají transformaci na normální, je nutno zvážit,
zda se nejedná o směs rozdělení. Jestliže známe příslušný faktor, lze data rozdělit a poté
postupovat individuálně. Takovým faktorem může být různé nastavení stroje, jiný vstupní
materiál nebo operátor. Faktor může být chápán jako vymezitelná příčina a jak již bylo
zmíněno, je vhodnější vymezitelnou příčinu odstranit a naměřit nová data, pokud máme
tu možnost. V případě přetrvávajících obtíží se také můžeme zajímat, jestli nebylo s daty
manipulováno.
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V každém výrobním procesu, nehledě na to jak dobře je navržen, existuje určitá vlastní
variabilita. Je složena z mnoha malých faktorů, které nemůžeme ovlivnit a můžeme na
ní nahlížet jako na náhodný šum. Systému s vlastní variabilitou na přiměřené úrovni se
říká stabilní systém náhodných příčin a říkáme, že proces je statisticky zvládnut. Stabilní
výrobní proces se chová v každém okamžiku stejně, tudíž je predikovatelný a vyrábí tak
stále výrobky s přijatelnými parametry.
Občas se ale může vyskytnout vymezitelná příčina (assignable cause), která vychýlí
proces z rovnováhy a ten pak vyrábí neshodné výrobky. Takovou vymezitelnou příčinou
může být například opotřebení nástroje, změna měřidla, operátora nebo kontrolora apod.
Hlavním úkolem regulačních diagramů je rychle detekovat výskyt těchto vymezitelných
příčin, aby se mohly odstranit a proces se opět vrátil do regulačních mezí. Regulační
diagramy nám tedy pomohou zajistit stabilitu procesu.
Protože tyto diagramy byly poprvé navrženy Dr. Walterem Shewhartem, říká se jim
Shewhartovy regulační diagramy. Často se používají pro sledování procesu v reálném čase,
ale mohou sloužit také k rozhodování zda minulá data byla ze statisticky zvládnutého
procesu a zda to stejné můžeme očekávat od procesu v budoucnosti. Pravidelné používání
regulačních diagramů pomůže nalézt a hlídat vymezitelné příčiny, ale na jejich odstranění
se musí podílet operátor nebo jeho nadřízení. Proto je v praxi důležité mít také efektivní
systém nápravy chyb.
Na obrázku vidíme na levé straně proces, ve kterém se vyskytují vymezitelné příčiny
a není tedy statisticky zvládnut a na pravé straně je statisticky zvládnutý proces bez
vymezitelných příčin, pouze s vnitřní variabilitou.
Hodnota znaku
Čas
Statisticky zvládnutý proces
Statisticky nezvládnutý proces
Obrázek 4.1: Řízení procesu
Pamatujme, že výsledným cílem statistického řízení jakosti je snížení a ohodnocení
variability procesu. Ačkoliv variabilitu není možné odstranit úplně, regulační diagramy
ji pomáhají co možná nejvíce omezit. Mohou nám tedy podat zprávu o tom jestli jsou
dodržovány následující statistické vlastnosti: střední hodnota, rozptyl, tvar rozdělení dat,
ale také třeba nezávislost měřených hodnot.
Na obrázku (4.2) vidíme typický regulační diagram, který graficky zachycuje kvalita-
tivní charakteristiku měřenou v čase. Každý bod reprezentuje podskupinu o n pozorová-
ních, které budeme říkat také vzorek. Po sobě následující body jsou spojeny čarami pro
snadnější orientaci v časovém vývoji procesu. Diagram obsahuje centrální přímku (CL)
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Obrázek 4.2: Regulační diagram
- očekávanou či referenční hodnotu. Další dvě přímky se nazývají horní (UCL) a dolní
(LCL) regulační mez. Pokud je systém statisticky zvládnut, měly by se všechny hodnoty
vyskytovat mezi nimi. Jestliže některé hodnoty leží mimo toto pásmo, je to známka, že
není statisticky zvládnut a měly by se hledat vymezitelné příčiny zodpovědné za toto
chování. Dokonce i když všechny hodnoty leží uvnitř mezí, ale data vykazují nenáhodný
charakter, může to být známkou, že proces není statisticky zvládnut. Například pokud je
většina hodnot nad centrální přímkou a jen pár pod ní, pravděpodobně nebude s procesem
něco v pořádku.
Předpokladem pro použití Shewhartových regulačních diagramů je normalita dat bez
odlehlých hodnot, konstantní střední hodnota a rozptyl a nezávislost dat. Je-li norma-
lita porušena přítomností odlehlé hodnoty, snažíme se prozkoumat příčiny jejího výskytu
a provedeme například Grubbsův nebo Dixonův test odlehlých hodnot s cílem ji při tvorbě
diagramu vypustit, pokud to bude možné. Jestliže data vykazují mírnou asymetrii, může
pomoci zvětšit velikost podskupiny. V případě větší nenormality data transformujeme
pomocí výše popsaných transformací. Rovnost středních hodnot jednotlivých podskupin
ověříme například pomocí analýzy rozptylu (ANOVA) a rovnost rozptylů pomocí Le-
venova nebo Bartletova testu. Heteroskedastická data lze převést na homoskedastická
Box-Coxovou transformací nebo jinou transformací stabilizující rozptyl. Pokud by data
i nadále byla heteroskedastická nebo měla navíc významný trend, museli bychom místo
klasických regulačních diagramů využít metody analýzy časových řad, například dyna-
mického diagramu exponenciálně vážených klouzavých průměrů (EWMA) nebo diagramu
kumulovaných součtů (CUSUM), viz [9] a [11].
Obecný příklad použití regulačních diagramů ve analýze způsobilosti:
1. volba regulované veličiny
2. sběr a záznam dat
3. ověření předpokladů pro pro konstrukci regulačních diagramů
27
4.1. STANOVENÍ MEZÍ REGULAČNÍCH DIAGRAMŮ
4. volba vhodného regulačního diagramu, viz schéma (4.4)
5. konstrukce regulačního diagramu - centrální přímky a regulačních mezí
6. ověření a zajištění statistické zvládnutosti procesu - vynášení dalších dat do regu-
lačního diagramu a hledání „podezřelých bodůÿ, tj. hledání vymezitelných příčin
a jejich odstranění
7. ověření a zabezpečení způsobilosti procesu (viz kapitola 5)
Podívejme se blíže na obecné schéma regulačních diagramů. Nechť W je výběrová
statistika popisující jakostní charakteristiku. Předpokládejme, že střední hodnota W je
µW a směrodatná odchylka je σW , pak máme regulační diagram tvaru
UCL = µW + kσW
CL = µW
LCL = µW − kσW ,
kde k vyjadřuje „vzdálenostÿ regulačních mezí od centrální přímky. Běžnou volbou je
k = 3. Meze 3-sigma na každé straně od střední hodnoty procesu se někdy nazývají
přirozené regulační meze a pravděpodobnost jejich překročení je 0.27%.
Regulační diagramy dělíme do dvou skupin. Můžeme měřit kvalitativní charakteristiky
a vyjadřovat je jako čísla na spojité stupnici. V tomto případě popíšeme kvalitu pomocí
střední hodnoty, tj. centrální přímky, a variability, tj. regulačních mezí, a digramy nazý-
váme regulační diagramy proměnných (variables control charts). Některé charakteristiky
kvality však nejde měřit a uvažujeme o produktu pouze jako o shodném či neshodném
nebo můžeme pouze spočítat počet defektů na produktu. Diagramy pro takovéto charak-
teristiky se nazývají atributivní regulační diagramy (attributes control charts).
Meziproduktem při tvorbě regulačních diagramů je i získání odhadu parametrů procesu
jako střední hodnota a směrodatná odchylka. A tyto odhady můžeme následně použít
k výpočtu způsobilosti procesu (kap. 5), tj. k ohodnocení schopnosti produkovat shodné
výrobky.
4.1. Stanovení mezí regulačních diagramů
Stanovení regulačních mezí je jedno ze zásadních rozhodnutí, které při navrhování
regulačních diagramů musíme udělat.
Existuje spojitost mezi regulačními diagramy a testováním statistických hypotéz. Re-
gulační diagram je v podstatě test hypotézy, že je proces statisticky zvládnut. Hodnota
uvnitř regulačních mezí je ekvivalentní s nezamítnutím této hypotézy a hodnota vně mezí
je ekvivalentní se zamítnutím hypotézy. Posouváním mezí dále od centrální přímky snižu-
jeme riziko chyby I druhu, tj. riziko, že bod padne za regulační mez. Značící, že proces
není statisticky zvládnut. Nicméně zvětšování mezí zvětšuje také riziko chyby II druhu, tj.
riziko, že bod padne mezi regulační meze i v případě, že proces není statisticky zvládnut.
Pokud posuneme regulační meze blíže k centrální přímce, bude to mít opačný efekt, tj.
riziko chyby I druhu vzroste, zatímco riziko chyby II druhu klesne.
Pravděpodobnost chyby I druhu α se ve statistické kontrole jakosti nazývá riziko zby-
tečného signálu (false alarm). Budeme tedy detekovat vymezitelnou příčinu, která ve sku-
tečnosti neexistuje a pokud se ji budeme snažit v procesu odstranit, bude to jen plýtvání
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prostředky. Pravděpodobnost chyby II druhu β nazývá riziko chybějícího signálu (neglec-
ted alarm) a je to pravděpodobnost, že regulační diagram neodhalí významnou změnu
procesu. S tím mohou být opět spojené náklady.
Další pomůckou, která nám pomůže při vyhodnocování a hlavně návrhu regulačních
diagramů je ARL (average run length), který zohledňuje počet pozorování i vzorkovací
frekvenci. ARL je průměrné množství bodů, které je vykresleno než se objeví bod, který
indikuje, že proces není statisticky zvládnut. Předpokládejme, že α je pravděpodobnost,
že bod překročí regulační meze, pak
ARL =
1
α
.
Pro klasický 3σ X regulační diagram tedy dostáváme
ARL =
1
0, 0027
= 370
což znamená, že každých 370 bodů regulačního diagramu, tj. vzorků, můžeme očekávat
bod, mimo regulační beze i přes to že je proces stále statisticky zvládnut.
V praxi bývá někdy složité navrhnout správnou strategii vzorkování. Musíme zvážit
kolik nás bude stát odběr vzorku, falešná detekce vymezitelné příčiny v regulačním dia-
gramu nebo naopak kolik získáme jejím včasným zachycením. Jde tedy o optimalizační
úlohu, kdy se snažíme najít optimální vzorkovací frekvenci a počet pozorování ve vzorku.
Ve výrobní praxi se většinou uplatní spolu s využitím znalosti konkrétního procesu zá-
kladní poučka provádět n = 5 pozorování každou hodinu. Problematika optimalizace
v řízení jakosti je podrobněji rozebírána v [2].
Jak již bylo zmíněno, regulační meze na Shewhartových diagramech se většinou volí ve
vzdálenosti ±3σ od centrální přímky a i v této práci vzhledem k normám zvolíme k = 3
pevně i když je zde prostor pro zobecnění.
Pokud jsme prováděli transformaci dat, je vhodné po zkonstruování diagramu transfor-
movat regulační meze zpět, abychom do diagramu mohli vynášet původní data. Můžeme
tak dostat asymetrické regulační meze. Dále se nám může stát, že regulační meze nemusí
být konstantní a to v případě, že není konstantní velikost vzorku. Dříve se však použí-
valy výhradně konstantní meze, protože odpadalo jejich neustálé přepočítávání. Regulační
meze se musí také přepočítat po každém zásahu do procesu.
4.1.1. Tvorba podskupin
Další základní myšlenkou regulačních diagramů je sbírat data s ohledem na logické
podskupiny. Logickou podskupinou se rozumí takový výběr, v rámci kterého se dá před-
pokládat pouze přirozená variabilita a variabilita vymezitelných příčin bude eliminována.
V praxi to znamená, že jednotlivá pozorování v rámci jednoho vzorku by se měla reali-
zovat v krátkém časovém intervalu ve srovnání s časovým intervalem odběru vzorků. Na
druhou stranu však vzorky nějakou variabilitu obsahovat musí jinak se regulační meze
příliš zúží a regulační diagram bude nepoužitelný. Pokud vytvoříme podskupiny správně,
budou mít vymezitelné příčiny tendenci generovat body mimo regulační meze, zatímco
náhodné příčiny budou generovat body uvnitř regulačních mezí.
Na obrázku (4.3) máme schematicky naznačenou správnou a špatnou organizaci sběru
dat vzhledem z odhadu krátkodobé variability. Obecně nezle říci, který přístup je správný,
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čas
vzorek
pozorování
čas
správně
špatně
Obrázek 4.3: Návrh podskupin vzhledem k odhadu krátkodobé variability
vždy záleží, co se snažíme sledovat. Návrh podskupin vyžaduje dobrou znalost procesu,
protože odhady směrodatné odchylky jsou velmi závislé na organizaci sběru dat, avšak na
oplátku nám regulační diagramy poskytnou více užitečných informací.
Dále je logické zpracovávat spolu data z jednoho stroje, směny apod. a brát ohled na
posloupnost času. Pokud bychom smíchali data z různých směn nebo strojů, je možné, že
by nám regulační diagramy neposkytly požadované informace. Špatným příkladem může
být také „doměřováníÿ dat později nebo na jiném stroji.
4.1.2. Testy vymezitelných příčin
Regulační diagram může ukazovat na proces, který není statisticky zvládnut i přesto,
že jsou všechny body uvnitř regulačních mezí. Stane se tak tehdy, když data vykazují
nenáhodné chování. Může se tak jednat i o posloupnost bodů střídavě nad či pod cent-
rální přímkou nebo několik bodů po sobě klesá či roste. To lze zobecnit jako posloupnost
bodů stejného typu. Posloupnost bodů stejného charakteru má v náhodných datech velmi
nízkou pravděpodobnost, proto se považuje za možný indikátor, že proces není statis-
ticky zvládnut. Takové chování může značit únavu operátora, odlišnou kvalitu výchozí
suroviny, nárůst tepla nebo pnutí, opotřebení nástroje apod. Vzor nebo částečný vzor
značí přítomnost vymezitelných příčin a jejich odstranění vyžaduje zkušenosti a znalost
procesu.
Existuje mnoho testů vymezitelných příčin, jedním z nich jsou tzv. Western Electric
rules, které říkají, že se mohla vyskytnout vymezitelná příčina a proces tak není statisticky
zvládnut jestliže:
1. jeden bod je dále než 3 směrodatné odchylky od centrální přímky
2. dva ze tří následných bodů leží dále než 2 směrodatné odchylky od centrální přímky
3. čtyři z pěti následných bodů leží dále než 1 směrodatná odchylka od centrální přímky
4. osm následných bodů leží na stejné straně centrální přímky.
Od dob formulace prvního souboru pravidel vznikla řada dalších, např. Nelsonova pravidla
(1975), AIAG pravidla, Boeing AQS pravidla. Minitab nám dává k dispozici širokou škálu
editovatelných pravidel, která jsou ve výchozím stavu nastavena takto:
1. jeden bod je dále než 3 směrodatné odchylky od centrální přímky
2. devět následných bodů je na stejné straně centrální přímky
3. všech šest následných bodů je buď rostoucích nebo klesajících
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4. čtrnáct následných bodů je střídavě nad a pod centrální přímkou
5. dva ze tří bodů jsou dále než 2 směrodatné odchylky od centrální přímky (na stejné
straně)
6. čtyři z pěti bodů je dále než směrodatná odchylka od centrální přímky (na stejné
straně)
7. patnáct následných bodů leží blíže než směrodatná odchylka od centrální přímky
(možno na obou stranách)
8. osm následných bodů leží dále než směrodatná odchylka (možno na obou stranách).
Pravidla bývají v praxi doporučována, protože jsou-li správně nastavena, zvyšují citlivost
regulačních diagramů. Vnitřním mezím se někdy také říká varovné meze (warning limits).
4.2. X, R a S regulační diagramy
Při zacházení s kvalitativní charakteristikou, která může být zjišťována měřením, je
zvykem sledovat jak střední hodnotu, tak variabilitu této kvalitativní charakteristiky.
Kontrola průměrné kvality je prováděna regulačním diagramem pro aritmetický průměr
označovaným X diagram. variabilita procesu může být kontrolována buď diagramem roz-
pětí R-diagramem nebo diagramem směrodatné odchylky S-diagramem v závislosti na
tom jak je směrodatná odchylka odhadována.
Předpokládejme, že střední hodnota µ a směrodatná odchylka σ jsou známé a kva-
litativní charakteristika má normální rozdělení. X diagram zkonstruujeme tak, že jako
centrální přímku vezmeme střední hodnotu a použijeme 3-sigma regulační meze.
CL = µ
UCL = µ+ 3σ/
√
n
LCL = µ− 3σ/√n
kde n je počet pozorování v jednom vzorku, tj. počet pozorování použitých pro konstrukci
jednoho bodu diagramu
Pokud parametry µ a σ jsou neznámé, odhadneme je obvykle na základě m před-
běžných vzorků, odebraných v době, kdy si myslíme, že je proces statisticky zvládnut.
Doporučuje se odebrat alespoň 20 až 25 předběžných vzorků. Doporučená velikost vzorku
n je přitom od 4 do 6, tedy relativně malá a měly by se zohlednit i logické podskupiny
dat. Nechť je Xi odhad střední hodnoty i-tého vzorku. Střední hodnotu celé populace
odhadneme jako
µˆ = X =
1
m
m∑
i=1
Xi.
Tudíž bereme X jako centrální přímku v X regulačním diagramu.
Směrodatnou odchylku σ použitou pro výpočet mezí regulačních diagramů odhadu-
jeme z vnitřní (inherentní) variability, buď ze směrodatné odchylky vzorků nebo z jejich
rozpětí.
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Vztah mezi rozpětím R a směrodatnou odchylkou normálního rozdělení je relativní
rozpětí W = R/σ. Potom W je také náhodná veličina. Její střední hodnota je d2 a
směrodatná odchylka d3. Vyjádříme-li R = Wσ dostáváme
µR = d2σ σR = d3σ. (4.1)
Konstantě d2 závislé na rozsahu výběru n se také říká Hartleyova konstanta a je odvozena
za předpokladu regulované veličiny pocházející z normálního rozdělení. Při pohledu na
její výpočet
d2(n) =
∞∫
0
w
n(n− 1)(√
2pi
)n ∞∫
−∞
 x+w∫
x
e−(u
2/2)du
n−2 e−((x+w)2/2)e−(x2/2)dxdw.
pochopíme, proč je výhodné používat k jejímu zjištění i ke zjištění ostatních konstant
tabulky, viz příloha (A).
Nechť Ri = xmax,i − xmin,i je rozpětí i-tého vzorku, pak dostáváme průměrné rozpětí
R =
1
m
m∑
i=1
Ri.
Tedy R je odhadem µR a dostáváme nevychýlený odhad σ jako
σˆ =
R
d2
Nyní můžeme na základě předběžných měření spočítat X a R a sestavit z nich X-R
diagram
UCL = X + 3
R
d2
√
n
CL = X
LCL = X − 3 R
d2
√
n
.
Pokud označíme A2 = 3d2
√
n
, což je také tabelovaná konstanta, obdržíme X-R diagram ve
tvaru uvedeném v normě ČSN ISO 8258
UCL = X + A2R
CL = X
LCL = X − A2R.
Podobně můžeme odhadnou i parametry R diagramu. Centrální přímka bude zřejmě
průměrné rozpětí R. Ke zjištění regulačních mezí potřebujeme zjistit směrodatnou od-
chylku rozpětí. Vyjdeme z rovnic (4.1) a dostáváme
σR = d3σ = d3
R
d2
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Regulační R diagram je tedy tvaru
UCL = R + 3
d3
d2
R =
(
1 + 3
d3
d2
)
R
CL = R
LCL = R− 3d3
d2
R =
(
1− 3d3
d2
)
R
Zavedením D3 = 1− 3d3d2 a D4 = 1 + 3d3d2 , které jsou opět v příloze (A) se nám R diagram
zjednoduší na
UCL = D4R
CL = R
LCL = D3R.
Dolní regulační mez LCL může vyjít i záporně, v tomto případě ji nastavíme na nulu,
protože všechny body v R diagramu jsou nezáporné. Když pro konstrukci mezí používáme
předběžné vzorky, musíme s nimi zacházet jako se zkušebními hodnotami. Proto se měly
pro m předběžných vzorků v diagramu vykreslit meze a body přesahující meze by měly
být prošetřeny. Jestliže v těchto bodech budou zjištěny vymezitelné příčiny, tak by měly
být vyškrtnuty a měly by se přepočítat nové meze. Často se díváme na R diagram jako
na první, protože jestliže variabilita procesu není konstantní v čase, pak mohou být meze
v X diagramu zavádějící.
Častěji než na rozpětí každého výběru se však v moderním pojetí díváme na jeho
směrodatnou odchylku. Takovému diagramu se říká S diagram. Pokud tento typ diagramu
zkonstruujeme, můžeme s výhodou tyto získané směrodatné odchylky použít i pro kon-
strukci mezí v X−S diagramu. Protože odhadujeme variabilitu procesu pomocí výběrové
směrodatné odchylky, použijeme pro stanovení odhadu směrodatné odchylky procesu σˆS
vztah
σˆS =
S
c4
.
Předpokládejme, že máme k dispozici m předběžných vzorků, každý o n pozorováních
a nechť Si značí výběrovou směrodatnou odchylku i-tého vzorku
Si =
√√√√ 1
n− 1
n∑
j=1
(xij − xi)2,
pak definujme průměrnou směrodatnou odchylku
S =
1
m
m∑
i=1
Si.
Nyní obvykle pomocí již známých hodnot spočítáme i meze pro X − S diagram
UCL = X + 3
S
c4
√
n
CL = X
LCL = X − 3 S
c4
√
n
.
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Označíme-li A3 = 3c4
√
n
dostáváme X − S diagram ve tvaru
UCL = X + A3S
CL = X
LCL = X − A3S.
Při odvození mezí regulačního S diagramů vyjdeme ze vztahu pro odhad směrodatné
odchylky výběrové směrodatné odchylky
σˆSS =
S
c4
√
1− c24
Dostáváme tedy S diagram
UCL = S + 3
S
c4
√
1− c24 =
(
1 + 3
√
1− c24
c4
)
S
CL = S
LCL = S − 3S
c4
√
1− c24 =
(
1− 3
√
1− c24
c4
)
S.
Výrazy v závorkách jsou opět tabelovány jako B4 a B3, viz příloha (A).
UCL = B4S
CL = S
LCL = B3S.
Dolní regulační mez pro S diagram může vyjít záporné číslo, v tomto případě ji opět
nastavíme na nulu.
Diagramy odhadující směrodatnou odchylku z R místo jsou méně efektivní než dia-
gramy založené na S zvláště pro větší velikosti vzorků, protože využívají informace pouze
ze dvou krajních hodnot. Upřednostňují se v situacích, kdy náklady na kontrolu jedné
jednotky jsou vysoké, rychlost produkce jednotek je nízká nebo kontrolovaný produkt je
vysoce homogenní, například sypké materiály.
4.3. Regulační diagram pro individuální měření
V řadě situací je velikost podskupiny n = 1, tj. v rámci vzorku provádíme pouze
jedno pozorování. Splývá tedy pojem vzorek a pozorování. Taková situace může nastat
například pokud:
1. je implementován automatický měřící systém a každý výrobek je analyzován
2. rychlost výroby je velmi malá a je tedy nepraktické čekat než se nashromáždí po-
třebné množství výrobků
3. opakovaná měření se liší pouze z důvodu chyby měření. Například při chemických
procesech
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4. měření některých veličin se liší jen velmi málo, mají tedy příliš malou směrodatnou
odchylku a tudíž znemožňují efektivní regulaci. Příkladem může být povlakování.
V takovýchto případech je efektivní použít regulační diagram individuálních hodnot.
Tento diagram používá klouzavá rozpětí (moving range) dvou následných pozorování pro
odhad variability procesu. Klouzavé rozpětí je definováno jako MRi = |Xi−Xi−1|. Odhad
směrodatné odchylky je
σˆ =
MR
d2
=
MR
1, 128
.
Regulační meze diagramu individuálních hodnot tedy jsou
UCL = X + 3
MR
d2
CL = X
LCL = X − 3MR
d2
Diagram individuálních hodnot může být vykládán podobně jako X diagram. Posunutí
v procesu bude mít za následek, že se body mohou objevit za regulační mezí nebo se objeví
převážně na jedné straně od centrální přímky nebo data mohou vykazovat nenáhodný
vzor. Zvláštní pozornost se přitom musí věnovat výskytu vzorů, protože klouzavá rozpětí
jsou korelovaná a tato korelace může v diagramu vyvolávat nenáhodné vzory. Diagram
individuálních měření je velmi málo citlivý na malá posunutí střední hodnoty procesu.
Pokud však potřebujeme detekovat i malé posuny, tak se doporučuje použít kumulativní
regulační diagram nebo exponenciálně vážený regulační diagram klouzavých průměrů.
Diagram individuálních měření je více citlivý na porušení normality než ostatní diagramy.
4.4. Atributivní regulační diagramy
4.4.1. P diagram
často je žádoucí roztřídit výrobky na shodné a neshodné, vzhledem v porovnání se
standardem. Taková klasifikace se provádí zejména pro zjednodušení výstupní kontroly
a pro svoji ekonomičnost. Například zkoumáme zda se hřídel vejde do otvoru v měrce,
což je skutečně rychlejší a jednodušší než odečítání hodnoty z měřidla.
Pro takováto data se používají atributivní diagramy. Tento typ diagramů potřebuje
více vzorků než regulační diagramy proměnných.
Předpokládejme, že D je počet neshodných výrobků ve vzorku o n pozorováních.
Dále předpokládáme, že D je z binomického rozdělení s neznámým parametrem p. Podíl
neshodných výrobků
Pˆ =
D
n
z každého výběru je zakreslen v diagramu. Dále rozptyl statistiky Pˆ je
σ2
Pˆ
=
p(1− p)
n
,
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proto centrální přímky regulační meze P diagramu pro podíl neshodných výrobků jsou
UCL = P + 3
√
P (1− P )
n
CL = P
LCL = P − 3
√
P (1− P )
n
.
Nicméně skutečný podíl neshodných výrobků v procesu je obvykle neznámý a musí se
odhadovat na základě předběžných vzorků.
Předpokládejme že máme m předběžných vzorků o n pozorování a nechť Di je počet
neshodných výrobků v i-tém vzorku, pak průměrný podíl neshodných výrobků je
P =
1
m
m∑
i=1
Pˆi =
1
mn
m∑
i=1
Di.
Nyní použijeme P jako odhad parametru P a dostáváme centrální přímku a regulační
meze P diagramu
UCL = P + 3
√
P (1− P )
n
CL = P
LCL = P − 3
√
P (1− P )
n
.
Tyto regulační meze jsou založeny na aproximaci binomického rozdělení rozdělením
normálním. Pokud je P malé, tak aproximace nemusí být dostačující a je vhodné použít
regulační meze získané přímo z pravděpodobností binomického rozdělení. Dále jestliže je P
malé, může nám vyjít dolní regulační mez záporná. V tomto případě ji obvykle nastavíme
na nulu.
Někdy se můžeme setkat i s NP diagramy. To jsou diagramy pro počet neshodných
výrobků ve výběru, tj. nP = D. Jednotlivé body, centrální přímka a regulační meze
jsou jen přenásobeny číslem n. Použitím NP diagramu se vyhneme počítání zlomků v P
digramech.
4.4.2. U diagram
Někdy je potřebné raději než podíl neshodných výrobků sledovat počet defektů na
výrobku. Například ve továrně textil budou chtít kontrolovat počet defektů na metr tex-
tilu. Dalším příkladem může být počet vadných nýtů na křídle letadla. V těchto situacích
použijeme U diagram. Většina situací, kde se vyskytuje více defektů na jeden výrobek,
může být modelováno Poissonovým rozdělením.
Jestliže C je počet defektů ve vzorku a n je velikost vzorku, pak
U =
C
n
nazveme průměrný počet defektů na výrobek. Pro takováto data může být zkonstruován
U diagram. Jestliže počet defektů na výrobku C je náhodná proměnná z Poissonova
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rozdělení s parametrem λ, pak střední hodnota a rozptyl jsou rovny λ. Každý bod na
U diagramu je průměrný počet defektů na výrobek ve vzorku a protože střední hodnota
U je λ a rozptyl U je λ/n dostáváme centrální přímku a regulační meze
UCL = λ+ 3
√
λ
n
CL = λ
LCL = λ− 3
√
λ
n
.
Pro určení neznámého parametru λ opět potřebujeme m předběžných vzorků a označme
průměrný počet defektů na výrobek U1, U2, . . . , Ui, . . . , Um . Odhad parametru λ pak je
U =
1
m
m∑
i=1
Ui.
Dostáváme tedy U diagram
UCL = U + 3
√
U
n
CL = U
LCL = U − 3
√
U
n
,
kde U je pozorovaný průměrný počet defektů na výrobek.
Takto zavedené regulační meze jsou založeny na aproximaci Poissonova rozdělení nor-
málním. Pokud je λ malé, tak aproximace nemusí být dostatečná a je vhodné použít
regulační meze získané přímo z pravděpodobností Poissonova rozdělení. Jestliže hodnota
parametru λ je malá, může dolní regulační mez vyjít záporná. V tomto případě ji obvykle
nastavíme na nulu.
Někdy se setkáme i s C diagramy, diagramy celkového počtu defektů ve vzorku. Jed-
notlivé body, centrální přímky a regulační meze jsou opět vynásobeny číslem n za účelem
vyhnout se zlomkům.
4.5. Regulační diagramy kumulovaných součtů
Hlavní nevýhodou Shewhartových diagramů je jejich relativní necitlivost na malá po-
sunutí procesu, řekněme kolem 1, 5 σ a méně. Důvodem tohoto špatného chování je, že
Shewhartovy diagramy využívají pří interpretaci informace pouze z posledního vykresle-
ného bodu a ignorují informace z posloupnosti bodů předešlých, jsou to tedy diagramy
bez paměti. Tento problém se dá napravit použitím nějakého dalšího kritéria jako napří-
klad testů vymezitelných příčin. To však sníží čitelnost diagramů a zesložití činění závěrů.
Dále to může zvýšit počet falešných poplachů.
Efektivní alternativou je CUSUM diagram, který se trochu liší od diagramu Shewhar-
tova typu a vychází z metod analýzy časových řad. Tento diagram dokáže rychleji dete-
kovat malá posunutí.
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CUSUM diagramy vykreslují kumulativní součty odchylek od střední hodnoty. Před-
pokládejme, že máme vzorky o n ≥ 1 pozorování a X i značí průměr i-tého vzorku. Pak
jestliže µ0 je střední hodnota procesu, tak diagram kumulovaných součtů získáme vykres-
lením
Sk =
k∑
i=1
(X i − µ0)
v závislosti na pořadí vzorku k. Protože kombinují informaci z více vzorků, je kumulativní
diagram efektivnější než Shewhartovy diagramy. Navíc je i částečně úspěšný pro n = 1.
Toho se využívá v chemickém průmyslu nebo ve výrobním procesu, kde je každý výrobek
kontrolován automaticky v regulace se provádí online pomocí počítače.
Pokud je proces statisticky zvládnutý, měly by výše definované kumulativní součty
kolísat kolem nulové hodnoty.
Dále bychom měli připomenout, že testy vymezitelných příčin nemohou být bezpečně
aplikovány na CUSUM diagram, protože body digramu nejsou nezávislé. Okolní hodnoty
jsou silně korelované. Používají se jiná kritéria, např. V-mask procedura.
Více o dané problematice lze nalézt v [13],[9].
Připojme schéma (4.4) výběru správného Shewhatrova regulačního diagramu.
TypMregulačníhoMdiagramu
Druh
znakuMjakosti?M
VelikostMvzorku?
MDruhM
atributivníchM
dat?
MKonstantníM
velikostM
vzorku?
MKonstantníM
velikost
MMjednotky?
I8MR
diagram
X8R
diagram
X8S
diagram
NP
diagram
P
diagram
C
diagram
U
diagram
Atributivní Spojitý
NeshodnéM
výrobky
Neshody
naMvýrobku
AnoAno NeNe
kM=M1 8M≤Mk2M≤MkM≤M7
Obrázek 4.4: Schéma výběru regulačního diagramu
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5. Způsobilost procesu
Většinou je nezbytné získat nějaké informace o způsobilosti procesu, analýza způsobi-
losti je tak jedna z nejběžnějších analýz v oblasti zpracování průmyslových dat. Zajímá
jak výrobní podniky, tak i odběratele, protože jsou ukazatelem jakosti. Index způsobilosti
nám podává informaci zda je či není přirozená variabilita v procesu přijatelná vzhledem
ke specifikačním mezím. O indexu způsobilosti se má smysl bavit pouze v případě, pokud
je proces statisticky zvládnut. K tomu nám sloužily regulační diagramy. Dále tedy budeme
předpokládat, že náš proces je statisticky zvládnutý a podařilo se nám tedy odstranit ne-
náhodnou variabilitu. Dalším předpokladem pro výpočet indexů způsobilosti je normalita
dat.
Z grafických pomůcek nám způsobilost procesu mohou naznačit toleranční diagram
a histogram.
číslo vzorku
na
m
ěře
ná
 h
od
no
ta
LSL
USL
nominální hodnota
Obrázek 5.1: Toleranční diagram s histogramem
Toleranční diagram nám pomůže nahlédnout z jakých hodnot byly spočítány odhady
parametrů procesu. Jsou zde vidět například neobvyklé a odlehlé hodnoty. Není vhodné
do tolerančního diagramu vynášet regulační meze nebo naopak, protože spolu nesouvisí. Z
obrázku (5.1) můžeme pohledem odhadnout, že proces není pravděpodobně vycentrován
a pravděpodobně nebude způsobilý z důvodu velkého rozptylu vzhledem ze specifikačním
mezím. Řešením by mohlo být pokusit se pomocí regulačních diagramů nalézt a odstranit
vymezitelné příčiny nebo uznat, že požadované toleranční meze pro tento proces jsou příliš
úzké a buď je rozšířit a nebo se smířit s větším počtem neshodných výrobků.
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5.1. Indexy způsobilosti Cp a Cpk
Jiná cesta jak popsat způsobilost procesu je vyjádřit ji jako index způsobilosti procesu,
který slouží k hodnocení, zda a do jaké míry se dodržují předepsané toleranční meze. Je
to bezrozměrné číslo definované
Cp =
USL− LSL
6σ
.
Indexy způsobilosti jsou založeny na porovnávání technologickému předpisu (čitatel) vůči
přirozenému kolísání, tj. směrodatné odchylce, skutečného procesu (jmenovatel). Rozsah
skutečného procesu je vyjádřen šestinásobkem směrodatné odchylky, stejně jako v případě
regulační diagramů. Jestliže tedy dosadíme do vzorce regulační meze místo specifikačních,
vyjde nám index Cp = 1. Nesmíme však pojmy zaměňovat! Regulační meze si nastavujeme
sami za účelem detekce vymezitelných příčin a mohou se v průběhu procesu měnit, kdežto
specifikační meze jsou pevně zadány jako požadavek, který musíme splnit.
Obecně vyšší hodnoty indexu způsobilosti značí lepší způsobilost procesu. Z obrázku
(5.2) je vidět, že pro toleranční meze SL1 dostáváme způsobilý proces a pokud bychom
požadovali SL2, tak proces nebude způsobilý plnit naše požadavky.
Obrázek 5.2: Ilustrační obrázek Cp indexu
Musíme si uvědomit, že proces má určitou způsobilost, kterou nemůžeme přesně určit
jelikož neznáme parametry procesu. Můžeme vypočítat pouze jejich odhady a tedy i od-
hady indexů způsobilosti, které budeme značit stříškou, tj. Cˆp.
Klíčový tedy je výpočet odhadu σˆ. To také bývá předmětem dohadů. V odebraném
vzorku máme pozorování za téměř homogenních podmínek a jelikož se v analýze způsobi-
losti cení schopnost mít nízkou variabilitu za homogenních podmínek, budeme zohledňovat
především variabilitu uvnitř vzorků. Z každého vzorku tedy spočítáme odhad vnitrosku-
pinové variability a poté z jednotlivých odhadů spočteme střední hodnotu. Směrodatnou
odchylku můžeme odhadnout na základě rozpětí
σˆR =
1
k
k∑
i=1
Ri
d2(ni)
40
5. ZPŮSOBILOST PROCESU
nebo z výběrových směrodatných odchylek v jednotlivých podskupinách
σˆS =
1
k
k∑
i=1
Si
c4(ni)
kde výběrová směrodatná odchylka se spočítá jako
Si =
(
1
ni − 1
ni∑
j=1
(xij − xi)2
) 1
2
.
Třetí možností je použít sdruženou směrodatnou odchylku (pooled standard deviation)
σˆP =
(∑k
i=1
∑ni
j=1(xij − xi)2∑k
i=1(ni − 1)
) 1
2
.
V alternativním tvaru ji lze zapsat
σˆP =
(∑k
i=1(ni − 1)S2i
N − k
) 1
2
,
kde N =
∑k
i=1 ni. Porovnejme různé způsoby odhadu směrodatné odchylky na příkladu.
Příklad 5.1. Mějme k = 500 vzorků, každý o n = 5 pozorováních. Víme, že data pochází
z normálního rozdělení N(23; 2) a proces je centrovaný. Předepsány jsou toleranční meze
LSL = 15 a USL = 31, z toho plyne, že skutečný index způsobilosti Cp = 1, 33. Pokusme
se nyní z dat vypočítat indexy způsobilosti na základě různých metod odhadů směrodatné
odchylky.
Nejprve spočítejme odhad indexu Cp z rozpětí
σR =
R
d2
=
4, 55058
2, 326
= 1, 95640
Cˆp =
USL− LSL
6σR
= 1, 3630
poté z výběrových směrodatných odchylek v podskupinách.
σS =
S
c4
=
1, 84032
0, 9400
= 1, 95779
Cˆp =
USL− LSL
6σS
= 1, 3621
a nakonec pomocí sdružené směrodatné odchylky.
σp =
√√√√ 1
k(n− 1)
k∑
i=1
n∑
j=1
(xij − xi)2 = 1, 96236
Cˆp =
USL− LSL
6σp
= 1, 3589
Vidíme, že všechny odhady způsobilost procesu nadhodnocují, ale vzájemně dávají srov-
natelné výsledky. Nejlepší výsledek dostáváme při použití sdružené směrodatné odchylky.
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Definice indexu způsobilosti Cp předpokládá, že je proces centrovaný. Pokud tedy
střední hodnota sledovaného procesu nebude ležet ve středu tolerančního pole, index Cp
to neodhalí. Pro necentrovaný proces se zavádí skutečná způsobilost jako
Cpk = min [CpU , CpL] ,
kde
CpU =
USL− µ
3σ
, CpL =
µ− LSL
3σ
.
Cpk je tedy jednostranná způsobilost procesu spočítaná zvlášť pro horní a dolní spe-
cifikační mez, přičemž vybíráme tu menší hodnotu, tj. horší scénář.
Obrázek 5.3: Ilustrační obrázek Cpk indexu
Poznamenejme, že pokud Cp = Cpk, tak je proces centrovaný. Pokud proces není cent-
rovaný, pak jeho způsobilost Cpk bude nižší, než jakou nám ukazuje index způsobilosti Cp
a rozdíl je tím vyšší, čím je střední hodnota vzdálena od středu tolerančního pole. Může se
dokonce stát, že index Cpk vyjde záporný a to v případě, že střední hodnota procesu bude
ležet mimo toleranční meze. Nevýhodou indexu Cpk je, že reprezentuje pouze jednu stranu
křivky procesu a neříká nám nic o té druhé. Index Cpk je tedy schopen zachytit nedodržení
střední hodnoty za předpokladu stejného rozptylu. Pokud bychom měli procesy, které se
čím dál tím více odchylují od střední hodnoty a zároveň zmenšují svůj rozptyl takovým
způsobem, že plocha pod hustotou pravděpodobnosti procesu vymezená příslušnou mezí
a nekonečnem bude konstantní, tj. jednostranná zmetkovitost bude konstantní, nepozná
mezi nimi index Cpk rozdíl.
Protože každý index charakterizuje způsobilost jiným způsobem jeho hodnota nemusí
vždy jednoznačně odrážet skutečnou způsobilost, doporučuje se uvádět jejich kombinace
a rovněž grafické porovnání znaku jakosti vůči tolerančním mezím, např. pomocí his-
togramu. V literatuře se můžeme setkat i s alternativním značením indexů způsobilosti
PCR = Cp a PCRk = Cpk (process capability ratio).
Pokud je Cp ≤ 1, říkáme, že je proces nezpůsobilý a v případě Cp ≥ 1 že je proces
způsobilý. Podle [13] se v průmyslu většinou používá minimálně Cp = 1, 33 a Cp = 1, 66
pro rizikové a silově namáhané charakteristiky. Některé společnosti však požadují Cp = 2
a nazývají to six-sigma proces, protože vzdálenost od střední hodnoty procesu k nejbližší
toleranční mezi je šest směrodatných odchylek. Důvodem, proč je vyžadována tak velká
způsobilost procesu je, že je těžké udržet střední hodnotu procesu na centrální přímce po
delší dobu. Vyšší hodnota indexu způsobilosti snižuje přípustné procento zmetkovitosti
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a zvětšuje robustnost procesu, tedy i přes malé změny parametrů dostáváme přijatelné
výsledky.
V souvislosti s indexy způsobilosti se můžeme setkat i s dalšími charakteristikami.
Jednou z nich je poměr způsobilosti Cr, který převrácenou hodnotou indexu Cp. Tedy
Cr =
1
Cp
Interpretace indexu Cr je taková, že Cr·100% nám dává šířku tolerančního pole využívanou
procesem vyjádřenou v procentech.
Jelikož existuje přímá souvislost mezi indexy způsobilosti a zmetkovitostí, je indexem
způsobilosti stanoveno i procento zmetkovitosti, zde označované jako NC (non conform
product). Poznamenejme, že zmetky by se měly správně nazývat neshodné výrobky. Pro
symetrickou toleranci dostáváme
NC = 2Φ(−3Cp)
a pro nesymetrickou toleranci
NC = Φ(−3CpL) + Φ(−3CpU),
kde Φ(x) je distribuční funkce normovaného normálního rozdělení N(0, 1). Často se podíl
neshodných výrobků vyjadřuje vzhledem k milionu kusů v jednotkách ppm (parts per
milion).
Jestliže je proces vychýlen o 1, 5σ, pak Cpk = 2 poklesne na Cpk = 4, 5σ/3σ = 1, 5.
Pro normálně rozdělený proces je pak odpad zmetkovitosti posunutého procesu 3, 4 ppm.
V důsledku čehož se může střední hodnota 6-sigma procesu pohybovat v rozmezí 1, 5
směrodatné odchylky od středu tolerančního pole a stále si udržovat odpad zmetkovitosti
na hodnotě 3, 4 ppm.
Následuje srovnání zmetkovitosti při různých tolerančních mezí pro výše popsaný pro-
ces.
Toleranční meze Uvnitř mezí[% ] Zmetkovitost [ppm]
µ± 1σ 30, 23 697700
µ± 2σ 69, 13 608700
µ± 3σ 93, 32 66810
µ± 4σ 99, 3790 6210
µ± 5σ 99, 97670 233
µ± 6σ 99, 999660 3, 4
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V [12] můžeme nalézt srovnání zmetkovitosti i jiných procesů.
Neměli bychom opomenout problematiku jednostranných tolerancí. Může se stát, že
máme proces se stanovenou pouze horní nebo dolní toleranční mezí, zatímco z druhé strany
je proces neohraničený. Druhá mez je tedy nekonečně veliká a index Cp bude vycházet
plus nebo mínus nekonečno. Index Cpk může vyjít buď správně nebo také ±∞. Situaci
ošetříme tak, že index Cpk počítáme pouze k definované mezi (např. Cpk = CpU) a druhou
část neuvažujeme. Index Cp není v tomto případě definován.
Pokud by nebyly předepsány obě toleranční meze, nemá smysl se bavit o žádném
indexu způsobilosti. Každý výrobek by tak splňoval požadavky.
5.2. Indexy způsobilosti Cpm a Cpmk
Dalšími indexemy ve vývojové řadě jsou potenciální indexy způsobilosti Cpm a Cpmk.
Tyto indexy odstraňují některé nedostatky indexů Cp a Cpk. Používají v případě, kdy
se střední hodnota procesu liší od předepsané hodnoty. Dají se použít i pro zohlednění
náhodného nevycentrování procesu.
Počítáme s rozptylem τ 2, ve kterém se vyskytuje předepsaná cílová hodnota T
τ 2 = E(X − T )2. (5.1)
Definiční vztah (5.1) lze upravit na výpočtový tvar
τ 2 = σ2 + (µ− T )2. (5.2)
Odhad τˆ tedy spočteme
τˆ =
√√√√ 1
n− 1
n∑
i=1
(xi − T )2,
respektive
τ =
√
s2 + (x− T )2
Pokud směrodatnou odchylku τ použijeme k výpočtu indexu Cp, dostaneme potenci-
ální index způsobilosti
Cpm =
USL− LSL
6τ
. (5.3)
Výhodou tohoto indexu je, že oproti ostatním se rozptyl vztahuje ke stanovené refe-
renční hladině T a ne k hladině odhadnuté z dat. Pokud se podíváme na chování indexu,
vidíme, že s hodnotami blíže T index roste, stejně tak roste, pokud je rozptýlenost okolo
T menší. I při současném zhoršujícím se µ a zmenšování σ zaznamenává posun od cílové
hodnoty T .
Z rovnic (5.2) a (5.3) vidíme, že index Cpm nelze neomezeně zvětšovat jako předchozí
indexy tím, že σ → 0, protože pro σ = 0 dostáváme největší možnou hodnotu
Cpm =
USL− LSL
6|µ− T | .
Dále je z těchto vztahů vidět, že pro µ = T je Cpm = Cp. Index Cpm vychází vždy
menší než Cp, a proto je přísnější. Platí mezi nimi vztah
Cpm =
Cp√
1 + (µ−T )
2
σ2
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Ukazuje se tedy, že index Cpm odstraňuje některé nedostatky indexů Cp a Cpk, přičemž
dobré vlastnosti ponechává.
Jediný problém nastává v případě, že předepsaná tolerance nesymetrická, tj. pokud
cílová hodnota T neleží ve středu tolerančního intervalu. Tento problém lze vyřešit, ana-
logicky jako dříve, zavedením indexu Cpmk
Cpmk =
min [µ− LSL;USL− µ]
3
√
σ2 + (µ− T )2 .
5.3. Indexy výkonnosti Pp a Ppk
V praxi se často setkáváme se situací, kdy v procesu existuje významná variabilita
mezi skupinami vzorků. V takových případech ukazatele způsobilosti dost neposkytují
objektivní informaci o způsobilosti procesu za delší období a vlastně by se ani neměly
počítat, protože indexy způsobilosti jsou definovány pouze pro statisticky zvládnutý pro-
ces. Proto byly zavedeny také ukazatele výkonnosti procesu, které se používají především
pokud proces není statisticky zvládnut, celkově ale musí data mít normální rozdělení.
Indexy výkonnosti se počítají stejně jako indexy způsobilosti, jen odhad směrodatné od-
chylky vychází z variability za delší časové období, které se také říká vnější variabilita.
Odhad směrodatné odchylky σt se tedy počítá ze všech pozorování za měřené období
a ignoruje fakt, že data mohou pocházet z více podskupin. Pokud tedy použijeme k vý-
počtu indexů celkovou variabilitu, říká se výsledným indexům indexy výkonnosti, protože
popisují vlastní výkon procesu, a značí se podobně jako indexy způsobilosti
Pp =
USL− LSL
6σt
Ppk = min
(
USL− µ
3σt
,
µ− LSL
3σt
)
kde odhad vnější neboli celkové variability je
σˆt =
√√√√ 1
N − 1
k∑
i=1
ni∑
j=1
(xij − x)2
Grafické znázornění vztahu vnitřní a vnější variability můžeme vidět např v [3], odkud
je inspirován obrázek (5.4).
Pokud by se výrazně lišily indexy Pp a Cp pak je mezi jednotlivými vzorky významné
kolísání. Obecně platí Cp ≥ Pp resp. Cpk ≥ Ppk. Rovnost nastává v případě, že se jedná
o statisticky zvládnutý proces a střední hodnota jednotlivých vzorků se tedy dá považovat
za konstantní.
Jak bylo řečeno, indexy výkonnosti se počítají ze všech dat. Nezajímá nás tedy jaké
rozdělení mají data za kratší časové období. Teoreticky se tedy může stát, že data budou
mít v podskupinách jiná rozdělení s různými parametry, ale celkově se budou mít nor-
mální rozdělení. Index výkonnosti tedy můžeme spočítat, index způsobilosti v takovém
případě nemá smysl. Tento příklad ilustruje hlavní rozdíl mezi interpretací obou indexů.
Index výkonnosti nám popisuje chování procesu v minulosti, ale nedává žádné předpovědi.
Kdežto předpoklad statisticky zvládnutého procesu, nám při výpočtu indexu způsobilosti
zaručí, že proces bude takové způsobilosti dosahovat i v budoucnosti.
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σoverall
σwithin
Obrázek 5.4: Vnitřní a vnější variabilita procesu
5.4. Intervalové odhady indexů způsobilosti
Bodový odhad indexu způsobilosti nám nemusí vždy stačit, proto se zavádí také in-
terval spolehlivosti indexu Cp, který nám na hladině významnosti α říká, kde se skutečná
způsobilost nachází. Konstrukce intervalu spolehlivosti závisí na způsobu odhadu směro-
datné odchylky. Pro odhad založený na σˆR máme
Cˆp
(
1 +
βnuα/2
αn
√
k
)
≤ Cp ≤ Cˆp
(
1 +
βnu1−α/2
αn
√
k
)
a pro odhad založen na σˆS máme konfidenční interval tvaru platí
Cˆp
(
1 +
bn−1uα/2
an−1
√
k
)
≤ Cp ≤ Cˆp
(
1 +
bn−1u1−α/2
an−1
√
k
)
.
Konstanty αn, βn, an, bn závisející na velikosti podskupiny lze nalézt v [10], kde se lze
dočíst více o konstrukci konfidenčních intervalů pro indexy způsobilosti. Zbývá nám ještě
konfidenční interval pro Cˆp založený na sdružené směrodatné odchylce
Cˆp
√
χ2α/2,ν
ν
≤ Cp ≤ Cˆp
√
χ21−α/2,ν
ν
,
kde χ2α,ν je α kvantil χ
2 rozdělení s ν = k(n − 1) stupni volnosti. Vzorec pro stupně
volnosti lze rozšířit o korekční faktor fc závisející na způsobu odhadu rozptylu a velikosti
podskupiny, abychom pomocí něj mohli počítat také intervalové odhady pro Cp založené
na σˆR a σˆS. Stupně volnosti se potom budou počítat ν = k(n − 1)fc. Tento přístup
využívá například také Minitab. Jednotlivé konfidenční intervaly se pro praktické účely
příliš neliší.
Vyjde-li mám například Cˆp = 1, 3 s intervalem spolehlivosti (0, 9; 1, 7), musíme pro-
hlásit proces za nezpůsobilý, protože 0, 9 < 1 a nemáme jistotu, že náš proces je způsobilý.
Na obrázku (5.5) je znázorněna závislost šíře konfidenčního intervalu na počtu hodnot.
Ke konstrukci konfidenčního pásu byl použit vzorec vycházející ze sdružené směrodatné
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odchylky. Interval se zužuje s větším počtem vzorků přičemž nejrychleji k zužování dochází
při malém počtu vzorků. Dále vidíme, že interval spolehlivosti se zužuje také při rostoucí
velikosti vzorku.
Obrázek 5.5: Závislost tolerančního intervalu Cp na počtu vzorků velikosti vzorku
Odhad intervalu spolehlivosti pro Cpk je značně složitý z důvodu jeho nediferencova-
telnosti a proto se používají přibližné výpočtové postupy, jako je například jednoduchý
odhad Kushlera a Hurleyho, založený na aproximaci normálním rozdělením
Cˆpk
(
1− u1−α/2√
2(n− 1)
)
≤ Cpk ≤ Cˆpk
(
1 +
u1−α/2√
2(n− 1)
)
.
Interval spolehlivosti indexu Cpm na hladině významnosti α spočteme jako
Cˆpm
√
χ2α/2;f
f
≤ Cpm ≤ Cˆpm
√
χ21−α/2;f
f
, kde f =
n [s2 + (x+ T )2]
2
s2 [s2 + 2(x+ T )2]
.
Výpočet intervalu spolehlivosti Cpmk je složitý, používá se numerických a simulačních
metod [8]
Intervalový odhad indexu výkonnosti Pp spočteme analogicky jako pro Cp.
5.5. Způsoby odhadu indexů pro nenormální data
Indexy způsobilosti nemohou být odhadovány stejně pro normální a nenormální data,
protože jejich rozdělení jsou různá. Nenormální data jsou většinou asymetrická a nelze
tak jejich rozdělení jednoduše reprezentovat k-násobkem směrodatné odchylky.
Ačkoliv lze formálně spočítat odhady indexů způsobilosti a ignorovat fakt, že data ne-
pocházejí z normálního rozdělení, rozhodně tento postup nelze doporučit. I přes to, že se
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indexy způsobilosti snadno používají, může být interpretace výsledků při jejich nespráv-
ném užití zavádějící. Není vhodné spoléhat pouze na jeden index a k popisu procesu jich
použít více, zvláště pro data, u kterých je podezření na nestandardní chování.
Prvním způsobem, jak indexy zavést je zjistit rozdělení našich dat a najít vymezující
interval, ve kterém je 99, 73% hodnot. V obecném případě 100(1−α) hodnot. Použijeme k
tomu odpovídající kvantily příslušné k rozpětí šesti směrodatných odchylek jako v případě
normálního rozdělení, tedy kvantily u0,00135 a u0,99865. Minitab to nazývá ISO metoda.
Následně pak porovnáme toleranční meze s rozdílem těchto kvantilů. Jelikož ale pracujeme
pouze s vnější variabilitou, dostáváme indexy výkonnosti
Pp =
USL− LSL
x0,99865 − x0,00135 ,
kde xp jsou kvantily pro dané rozdělení. Minitab nabízí ještě alternativu v podobě
Pp =
Φ−1(p2)− Φ−1(p1)
6
,
kde Φ−1(p) je kvantil normovaného normálního rozdělení, pravděpodobnosti značí p1 =
P (X ≤ LSL), p2 = P (X ≤ USL) a X má stejné rozdělení jako zkoumaný proces.
Při zavádění indexu Ppk, narazíme na problém, že při transformaci, výpočtu střední
hodnoty a následné zpětné transformaci není zachována střední hodnota procesu. Situaci
lze vylepšit použitím mediánu, protože medián se transformací nezmění. Navíc je tento
přístup kompatibilní se zavedenými indexy pro normální data, protože v případě symet-
rického rozdělení je střední hodnota rovna mediánu. Index výkonnosti Ppk je tedy
Ppk = min
(
USL−Me(X)
x0,99865 −Me(X) ,
Me(X)− LSL
Me(X)− x0,00135
)
.
Připomeňme, že medián z uspořádaného statistického souboru je
Me(X) =
{ xn/2+xn/2+1
2
, pro n sudé
x(n+1)/2 , pro n liché
Tedy pro lichá n se hodnota mediánu pří transformování nezmění, pro sudá n se sice
vlivem průměrování dvou hodnot změní, ale jeho podstata, tj. že půlí statistický soubor,
zůstane zachována, kdežto střední hodnota, která vyjadřuje těžiště se mění.
Při tomto postupu výpočtu indexů výkonnosti však budeme potřebovat více dat nebo
znát jejich rozdělení, abychom správně určili distribuční funkci, která může mít i více než
dva parametry. V opačném případě bychom se mohli dopustit příliš velké chyby a indexy
by neodpovídaly skutečnosti.
Druhým přístupem je transformovat data na na normální již zmíněnými transforma-
cemi a z nich spočítat indexy způsobilosti. Nesmíme však zapomenout transformovat také
toleranční meze.
V této souvislosti vyvstává otázka, jaké indexy má smysl počítat po transformaci ne-
normálních dat na normální. Je zřejmé, že indexy výkonnosti počítat lze, avšak proti
indexům způsobilosti mohou existovat výhrady. Většinou se předpokládá, že pokud data
jako celek mají normální rozdělení, tak není důvod se domnívat, že jednotlivé podsku-
piny pocházejí z jiného rozdělení a index způsobilosti má smysl počítat. Může se to jevit
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jako přílišné zjednodušení situace, protože celkové rozdělení souboru nám neřekne, jak
soubor vznikal, jestli není například směsí různých rozdělení. Využijeme tedy další infor-
maci, kterou můžeme získat z regulačních diagramů - stabilitu procesu. Transformace by
mohla inherentní variabilitu narušit v případě, že by proces nebyl statisticky zvládnut,
ale v případě statisticky nezvládnutého procesu nelze indexy způsobilosti počítat.
Budeme tedy předpokládat, že pokud jsou data jako celek pocházejí z normálního
rozdělení a proces je statisticky zvládnut, jsou z něho i jednotlivé podskupiny a indexy
způsobilosti mají smysl.
Tomuto přístupu odpovídá také analýza způsobilosti v Minitabu. Provádíme-li ji přímo
pro nenormální data, jsou spočítány pouze indexy výkonnosti. Když chceme zjistit in-
dexy způsobilosti, musíme nejprve data transformovat na normální, pomocí regulačních
diagramů prozkoumat stabilitu procesu a poté můžeme přistoupit k výpočtu indexů způ-
sobilosti.
Poznamenejme ještě, že není příliš smysluplné zkoumat přímo rozdělení jednotlivých
podskupin. Pro malé velikosti podskupin, např. n = 5 je obtížné zamítnout normalitu
takového výběru.
5.6. Způsobilost atributivních dat
Pro atributivní data se způsobilost či spíše výkonnost procesu vyjadřuje procentem
jednotek, které vyhovují požadovanému ukazateli kvality
D = 100(1−NC),
kde NC je relativní četnost neshodných jednotek ve sledovaných jednotkách, tj. odhad
pravděpodobnosti výskytu neshodné jednotky - odhad zmetkovitosti. U tohoto ukazatele
se obvykle přijímá úroveň 98− 99%.
Existuje způsob jak převést NC na hodnotu výkonnosti procesu. Použijeme vztah
vycházející z podstaty indexu Pp
NC = 2Φ(−3Pp)
Φ−1(NC/2) = −3Pp
Pp = −1
3
zNC/2.
Tento přístup však požaduje příliš mnoho shodných jednotek, aby jsme dostávali indexy
způsobilosti na stejné úrovni jako ve spojitém případě. Jestliže máme možnost měřit
spojitou veličinu, je to z hlediska výpočtu indexu způsobilosti výhodnější než ji převádět
na atribut. Pokus se atributivním datům nevyhneme, je lepší vyjadřovat jejich způsobilost
v procentech shodných jednotek.
5.7. Porušení předpokladů analýzy způsobilosti
Nebezpečí analýzy způsobilosti spočívá v tom, že nám vždy dá nějaký výsledek. Hlavní
problém spočívá v tom, jak výsledky interpretovat a jestli vůbec odrážejí realitu. Jak si
ukážeme na příkladech, závěry mohou být mylné, pokud opomeneme zkontrolovat před-
poklady jak pro konstrukci diagramů, tak indexů způsobilosti. Pro připomenutí, předpo-
kladem regulačních diagramů je normalita dat bez odlehlých hodnot, konstantní střední
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hodnota a rozptyl a nezávislost dat. Indexy způsobilosti požadují normální rozdělení a sta-
tisticky zvládnutý proces, ten je zajištěn úspěšným použitím regulačních diagramů.
Příklad 5.2. Vygenerujme data a vybírejme z nich podskupiny o velikosti n = 5. Na
obrázku (5.6) vidíme X-R a R diagram z našeho simulovaného procesu. Přestože byly
aplikovány všechny testy vymezitelných příčin ve výchozím nastavení dostupné v Mini-
tabu, byl zaznamenám pouze jediný podezřelý bod.
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Obrázek 5.6: Regulační diagram nic neodhalí
Pokud se však podíváme na histogram dat (5.7), zjistíme, že rozdělení je bimodální
a pravděpodobně se jedná o směs normálních rozdělení. Regulační diagramy však tento
fakt nezachytily, proto je důležité ověřovat požadavek normality dat.
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Obrázek 5.7: Přehled dat
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Jestliže bychom dále pokračovali v analýze způsobilosti, dostali bychom špatné odhady
způsobilosti a zmetkovitosti. Na odvážně proložené hustotě normálního rozdělení je vidět,
že odhad zmetkovitosti by vycházel vetší než ve skutečnosti je. Podobný efekt by se mohl
dostavit i v případě zešikmených dat, kdy bychom na jedné straně odhadovali menší a na
druhé větší zmetkovitost.
Původní data sice nepocházejí z normálního rozdělení, ale vytvářením podskupin se
začíná uplatňovat centrální limitní věta a výběrová statistika X a R jde k normálnímu
rozdělení. Což v tomto případě vylepšuje regulační diagramy nežádoucím způsobem.
Dalším předpokladem pro regulační diagramy je konstantní střední hodnota a rozptyl.
Tento předpoklad vychází z teoretické konstrukce diagramů. Při jejich použití v praxi se
však nemusí striktně kontrolovat, protože diagramy dokáží nedodržení těchto vlastností
samy detekovat.
Problematičtější jsou odlehlé hodnoty. Testem normality mohou projít bez povšimnutí.
Při tvorbě X regulačního diagramu se vetšinou vlivem průměrování hodnot v jednotlivých
vzorcích stane odlehlá hodnota pro diagram neviditelná. Detekovat je dokáže částečně
až S diagram nebo lépe R diagram. Nejlépe je odhalí I-MR diagram, testy odlehlých
hodnot nebo pohled na histogram. Přítomnost odlehlých hodnot nám zhorší jak indexy
způsobilosti, tak i výkonnosti.
Zvláště zákeřný je předpoklad nezávislosti dat. Na tento předpoklad se většinou za-
pomíná a navíc se špatně ověřuje. Kontroluje se většinou pomocí autokorelace a tady je
první problém. Jestliže jsou data neautokorelovaná, tak to neznamená, že jsou také nezá-
vislá. Ukažme si na příkladu, jak se chovají autokorelovaná, tj. závislá, data při analýze
způsobilosti.
Příklad 5.3. Mějme autokorelovaný proces, ze kterého odebíráme vzorky podle různých
plánů vzorkování, což simulujeme volbou různé velikosti podskupin z vygenerovaných dat.
Proveďme analýzu způsobilosti pro velikosti vzorků n = 8 a n = 5, obrázky (5.8) a (5.8).
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Obrázek 5.8: Analýza způsobilosti autokorelovaných dat pro n = 8
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Obrázek 5.9: Analýza způsobilosti autokorelovaných dat pro n = 5
Data pocházejí z normálního rozdělení. Regulační diagramy se však chovají odlišně
a díky autokorelaci mohou obsahovat vzory. Pokud máme méně vzorků, nezachytí nám
vzor ani testy vymezitelných příčin a tak se v prvním případě jeví proces stabilní. Když
ale budeme vzorky odebírat podle druhého plánu, tak nám diagramy začnou hlásit výskyt
vymezitelných příčin. Vidíme, že na indexy výkonnosti vnitřní struktura dat nemá vliv,
kdežto při výpočtu indexů způsobilosti u autokorelovaných dat velmi záleží na návrhu
vzorkování. Ve druhém případě sice vychází indexy způsobilosti vyšší, ale nejedná se o
statisticky zvládnutý proces, tak nám nic neříkají o procesu.
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6. Analýza způsobilosti reálného
procesu
V této kapitole aplikujeme teorii popsanou v předchozích kapitolách na konkrétní
data z reálného výrobního procesu. Soubor s daty i jejich zpracováním pod názvem
Real data.MPJ lze nalézt na přiloženém CD. Data byla odebírána v podskupinách a veli-
kost každé podskupiny je n = 5. Byla předepsána cílová hodnota T = 45, 7 a specifikační
meze LSL = 42, 7 a USL = 48, 7.
Nejprve si ukážeme, co by se stalo, kdybychom ignorovali předpoklady pro výpočet
indexů způsobilosti a rovnou přistoupili k jejich výpočtu.
48,848,047,246,445,644,844,043,2
LSL Target USL
LSL 42,7
Target 45,7
USL 48,7
Sample Mean 45,7101
Sample N 125
StDev(Within) 0,0618078
StDev(Overall) 0,0958661
Process Data
Lower CL 9,13
Upper CL 11,73
PPL 10,47
PPU 10,40
Ppk 10,40
Lower CL 9,10
Upper CL 11,69
Cpm 10,37
Lower CL 9,29
Cp 16,18
Lower CL 13,82
Upper CL 18,54
CPL 16,23
CPU 16,12
Cpk 16,12
Lower CL 13,77
Upper CL 18,48
Pp 10,43
Overall Capability
Potential (Within) Capability
PPM < LSL 0,00
PPM > USL 0,00
PPM Total 0,00
Observed Performance
PPM < LSL 0,00
PPM > USL 0,00
PPM Total 0,00
Exp. Within Performance
PPM < LSL 0,00
PPM > USL 0,00
PPM Total 0,00
Exp. Overall Performance
Within
Overall
Process Capability of offset of alignment point
(using 95,0% confidence)
Obrázek 6.1: Způsobilost při ignorování předpokladů
Na obrázku (6.1) výstupu z Minitabu, který byl zkonstruován za předpokladu nor-
málního a statisticky zvládnutého procesu, se může zdát, že proces je pohodlně způsobilý
s indexy způsobilosti Cp = 16, 18 a Cpk = 16, 12. Tyto hodnoty jsou však příliš vysoké
a navíc si můžeme vlevo povšimnout podezřelých odlehlých hodnot.
Zkonstruujeme ještě R a X-R regulační diagram (6.2). Vzhledem z velikosti podsku-
piny byl zvolen diagram založený na rozpětí. Vidíme, že proces není centrovaný, většina
hodnot jen jedné straně od centrální linie a mezi vzorky 5 a 11 na proces pravděpodobně
působily vymezitelné příčiny, pozorujeme zde značný nárůst variability. Proces není jako
celek statisticky zvládnut.
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Obrázek 6.2: Regulační diagram při ignorování předpokladů
Za celou dobu jsme však neověřili základní předpoklad - normalitu dat. Provedeme
tedy znovu a pořádně celou analýzu způsobilosti. Začneme ověřením normality dat. Hy-
potézy budeme testovat na zvolené hladině významnosti α = 0, 05. Na obrázku (6.3)
můžeme v levém horním rohu vidět pravděpodobnostní graf a z důvodu nízké p-hod-
noty Anderson-Darlingova testu, p-hodnota < α, zamítáme hypotézu, že data pocházejí
z normálního rozdělení. Budeme tedy hledat vhodnou transformaci dat.
Goodness of Fit Test
Distribution AD P LRT P
Normal 12,647 <0,005
Box-Cox Transformation 12,375 <0,005
Lognormal 12,716 <0,005
3-Parameter Lognormal 12,594 * 0,345
Exponential 57,171 <0,003
2-Parameter Exponential 45,660 <0,010 0,000
Weibull 10,984 <0,010
3-Parameter Weibull 10,387 <0,005 0,068
Smallest Extreme Value 11,011 <0,010
Largest Extreme Value 24,526 <0,010
Gamma 12,640 <0,005
3-Parameter Gamma 14,311 * 1,000
Logistic 5,210 <0,005
Loglogistic 5,230 <0,005
3-Parameter Loglogistic 5,210 * 0,527
Johnson Transformation 0,138 0,976
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6. ANALÝZA ZPŮSOBILOSTI REÁLNÉHO PROCESU
Vidíme, že z vypsaných možností vychází nejlépe Johnsonova transformace a to kon-
krétně
Y = 0, 197955 + 0, 619052 · argsinh
(
X − 45, 7292
0, 0141713
)
,
viz obrázek (6.3). Anderson-Darlingův test normalitu transformovaných dat potvrzuje.
Díky transformaci dat už nevybočují hodnoty z počátku považované za odlehlé.
46,045,545,0
99,9
99
90
50
10
1
0,1
P
e
r c
e
n
t
N 125
AD 12,647
P-Value <0,005
20-2-4
99,9
99
90
50
10
1
0,1
P
e
r c
e
n
t
N 125
AD 0,138
P-Value 0,976
1,21,00,80,60,40,2
1,00
0,75
0,50
0,25
0,00
Z Value
P
- V
a
l u
e
 f
o
r  
A
D
 t
e
s
t
0,52
Ref P
P-Value for Best Fit: 0,975794
Z for Best Fit: 0,52
Best Transformation Type: SU
Transformation function equals
0,197955 + 0,619052 * Asinh( ( X - 45,7292 ) / 0,0141713 )
Probability Plot for Original Data
Probability Plot for Transformed Data
Select a Transformation
(P-Value = 0.005 means <= 0.005)
Johnson Transformation for offset of alignment point
Obrázek 6.3: Johnsonova transformace dat
Byla prozkoumána shodnost středních hodnot a rozptylů jednotlivých vzorků se závěry,
že největší problémy činí výše zmiňovaná oblast mezi 5. a 11. vzorkem a díky nim byly obě
hypotézy zamítnuty. Správně bychom tedy neměli dále pokračovat v analýze způsobilosti.
Vrátíme se tedy na začátek a podíváme se na časovou řadu původních dat (6.4).
Po konzultaci s osobou obeznámenou s procesem bylo zjištěno, že dosavadní výrobní
proces (stabilní část vlevo) byl pozastaven a určitou dobu vůbec neběžel. Pracovník zod-
povědný za sběr dat však stále dodával nějaká data (nestabilní proces uprostřed). Poté
byla produkce výrobků obnovena (stabilní proces vpravo). Prostřední část tedy můžeme
vypustit, zbylé dva procesy bychom však neměli smíchat dohromady, protože byl prove-
den zásah do procesu. Vzhledem k tomu, že nás zajímá především způsobilost procesu
a obnovený proces obsahuje dostatek vzorků a původní jen málo, tak bylo rozhodnuto
vypustit i data z původního procesu v zájmu dosažení co nejlepšího odhadu způsobilosti
nového procesu. Pokud by nás zajímal index výkonnosti, dalo by se zvažovat zda soubory
z obou procesů sloučit.
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Obrázek 6.4: Časová řada původních dat
Vezmeme si tedy pouze nový proces, tj. ten druhý, a provedeme celu analýzu způsobi-
losti od začátku. I tentokrát nejsou data z normálního rozdělení, tak provedeme nejvhod-
nější transformaci s výsledkem
Y = −0, 374601 + 0, 979048 · argsinh
(
X − 45, 7191
0, 0176138
)
.
Byly provedeny testy na shodnost středních hodnot a rozptylů s uspokojivými vý-
sledky. Můžeme tedy přistoupit k regulačním diagramům (6.5). Žádný bod není mimo
regulační meze, pouze v bodě 3 je detekována možná vymezitelná příčina, protože dva ze
tří po sobě jdoucích bodů jsou dále než 2σ, což je pravděpodobně způsobeno tím, že se
jedná o nový začátek procesu.
Máme tedy statisticky zvládnutý proces s normálním rozdělením pravděpodobnosti.
Nyní můžeme přistoupit k samotnému výpočtu indexů způsobilosti. Nezapomeneme trans-
formovat specifikační meze i cílovou hodnotu a na obrázku (6.6) máme výsledek analýzy
způsobilosti. Vnitřní variabilita byla opět odhadována z rozpětí.
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Obrázek 6.5: X-R a R regulační diagram nového transformovaného procesu
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LSL Target USL
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Sample Mean 0,0253552
Sample N 70
StDev(Within) 0,840455
StDev(Overall) 0,9369
Process Data
Lower CL 1,69
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PPL 2,18
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Lower CL 0,98
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CPU 2,10
Cpk 2,10
Lower CL 1,69
Upper CL 2,52
Pp 2,03
Overall Capability
Potential (Within) Capability
PPM < LSL 0,00
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PPM Total 0,00
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PPM Total 0,00
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Obrázek 6.6: Způsobilost nového transformovaného procesu
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Hned první pohled je patrné, že transformace zúžila toleranční interval. Také indexy
způsobilosti již nabývají uvěřitelných hodnot. Indexy způsobilosti Cp = 2, 26 a Cpk = 2, 10
nám napovídají, že proces není mírně vycentrován a že by se mohlo jednat o six-sigma
proces. To však při pohledu na konfidenční intervaly nemůžeme s jistotou tvrdit, podle
nich to spíše vypadá že je proces navržen na způsobilost 1,66.
Naproti tomu cílová hodnota se příliš dodržovat nedaří, jak ukazuje index Cpm = 1, 11,
který je na hranici způsobilosti a nemůžeme vyloučit, že se nenachází i pod ní. Z toho
se dá usuzovat, že není vyvíjen zásadní tlak na dodržování cílové hodnoty a z hlediska
co nejmenších ztrát je výhodné držet zmetkovitost na co nejmenší úrovni. To znamená
udržovat proces ve středu tolerančního intervalu.
Pro úplnost ještě doplňme, že index výkonnosti Pp = 2, 03.
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7. ZÁVĚR
7. Závěr
Nejdůležitějším předpokladem v analýze způsobilosti je normalita analyzovaných dat.
K jejímu testování se používá přednostně Anderson-Darlingův test, protože je nejcitlivější
na chvostech rozdělení.
V případě nenormálních dat se většinou musíme uchýlit k transformaci. Situaci nám
velmi usnadňuje Minitab, který najde optimální parametry jak Box-Coxovy, tak John-
sonovy transformace. Transformacím se většinou nevyhneme, protože bez nich bychom
spočítali pouze indexy výkonnosti a ty nám podávají méně cenné informace než indexy
způsobilosti.
V zásadě nám nic nebrání navrhnout si vlastní regulační diagramy nebo indexy pro
jiná než normální rozdělení. Museli by ale vycházet ze rovnání s nějakým „etalonemÿ, aby
byly vzájemně ekvivalentní. Než zavádět tak rozsáhlý aparát, je daleko jednodušší převést
rozdělení rovnou na nějaké referenční a jak ve statistice bývá zvykem, je to opět normální
rozdělení. Navíc takto zavedené indexy se již používají v průmyslu a jsou definovány
v příslušných iso normách.
Dalším důležitým předpokladem v analýze způsobilosti je mít statisticky zvládnutý
proces, to je takový proces na který působí pouze náhodné vlivy a tedy k jeho popisu
lze použít statistické metody a budeme mít zaručeno, že dostaneme smysluplné výsledky.
K ověření statisticky zvládnutého procesu nám sloužily regulační diagramy.
Dříve se regulační diagramy kreslily a počítaly ručně, proto byla klíčová jejich jed-
noduchost a výpočetní nenáročnost. Používaly se výhradně konstantní regulační meze.
Dnes není při online sledování procesu problém po každém vzorku přepočítávat jak meze,
tak centrální přímku a zároveň sledovat několik pravidel z testů vymezitelných příčin.
Nicméně klasický Shewhatrův regulační diagram je nejpřehlednější. Aby nám diagram
poskytoval co nejvíce informací, musí se optimálně určit vzorkovací frekvence a velikost
vzorku.
Hlavním cílem práce bylo zavedení a popis indexů způsobilosti. Index způsobilosti
je v podstatě poměr mezi dovolenou variabilitou procesu, danou tolerančními mezemi,
a skutečnou variabilitou procesu vyjádřenou v normálním případě šesti směrodatnými
odchylkami procesu. Ukázali jsme si, že odhady indexů způsobilosti závisí na zvoleném
způsobu výpočtu směrodatné odchylky.
Existuje více indexů, každý má své výhody a nevýhody. Některé indexy berou v potaz
i střední hodnotu procesu nebo cílovou hodnotu. Máme-li vybrat nejlepší z nich je nejprve
potřeba stanovit, co je kritériem jejich kvality. Index způsobilosti je tím lepší, čím spo-
lehlivěji popisuje sledované znaky způsobilosti, čím méně podmínek jeho použití vyžaduje
a čím má lepší statistické vlastnosti.
Na tyto odpovědi neexistuje jednoznačná odpověď. Nejméně předpokladů potřebujeme
pro výpočet indexu Pp, nedává nám však záruky, že bude stejné hodnoty dosahovat i v bu-
doucnu. Nejznámější je index Cp, dobře se s ním pracuje, ale neregistruje posunutí střední
hodnoty procesu. Jednostranné indexy Ppk, Cpk a Cpmk sice detekují posunutí střední
hodnoty procesu, bohužel se u nich hůře počítají konfidenční intervaly. Mají tedy horší
statistické vlastnosti. Nejuniverzálnějším se může zdát index Cpmk, ale ne vždy máme pře-
depsanou cílovou hodnotu a ne vždy je pro nás klíčové její dodržení. Opravdu je nejlepší
používat kombinaci více indexů.
Jelikož většina vypočítaných indexů způsobilosti jsou pouze odhady, je velmi užitečné
stanovit také jejich konfidenční intervaly, které nám pomohou rozhodnout, kde se hledaná
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skutečná způsobilost pravděpodobně vyskytuje. Ukázali jsme si, jak závisí šíře konfidenč-
ního intervalu na počtu a velikosti vzorku. Obecně lze říci, že čím více máme dostupných
hodnot, tím užší intervaly dostaneme.
60
SEZNAM POUŽITÝCH ZDROJŮ
Seznam použitých zdrojů
[1] ANDĚL, Jiří. Statistické metody. Vyd. 3. Praha: Matfyzpress, 2003, 299 s. ISBN
80-867-3208-8.
[2] AL-SULTAN, Khaled S a M RAHIM. Optimization in quality control. Boston: Kluwer
Academic Publishers, c1997, xxiv, 387 p. ISBN 07-923-9889-0.
[3] BEDNÁŘ, Josef. Aplikovaná statistika v průmyslu [online]. [cit. 2015-04-20]. Dostupné
z: http://opus.fme.vutbr.cz/dokumenty/moduly/Bednar.pdf
[4] BOX, George E. Statistics for experimenters: an introduction to design, data analysis,
and model building. New York: John Wiley & Sons, 1978, 653 s. ISBN 0-471-09315-7.
[5] Y. Chou, A.M. Polansky, and R.L. Mason (1998). “Transforming nonnormal Data to
Normality in Statistical Process Control,” Journal of Quality Technology, 30, April,
pp 133-141.
[6] D’AGOSTINO, Ralph B a Michael A STEPHENS. Goodness-of-fit techniques. New
York: M. Dekker, c1986, xviii, 560 p. Statistics, textbooks and monographs, v. 68.
ISBN 08-247-7487-6.
[7] Nicholas R. Farnum, “Using Johnson Curves to Describe Non-Normal Data”, Quality
Engineering, 9 (2), 329- 336, (1996-97).
[8] KUPKA, Karel. Statistické řízení jakosti. Pardubice: TriloByte, 1997, 362 s. ISBN
80-238-1818-X.
[9] MELOUN, Milan a Jiří MILITKÝ. Kompendium statistického zpracování dat: metody
a řešené úlohy včetně CD. Vyd. 1. Praha: Academia, 2002, 764 s. ISBN 80-200-1008-4.
[10] MICHÁLEK, Jiří. Vyhodnocování způsobilosti a výkonnosti výrobního procesu.
Praha: CQR, 2009, 96 s. ISBN 978-80-903834-2-5.
[11] MINITAB user’s guide 2: data analysis and quality tools. State College, PA: Minitab
Inc, 2000. ISBN 09-256-3644-4.
[12] MONTGOMERY, Douglas C. Introduction to statistical quality control. 6th ed. Ho-
boken, N.J.: Wiley, c2009, xiv, 734 p. ISBN 978-047-0169-926.
[13] MONTGOMERY, Douglas C a George C RUNGER. Applied statistics and proba-
bility for engineers. 3rd ed. New York: Wiley, c2003, xiv, 706 p. ISBN 0-471-20454-4.
[14] NEUBAUER, Jiří, Marek SEDLAČÍK a Oldřich KŘÍŽ. Základy statistiky: aplikace
v technických a ekonomických oborech. 1. vyd. Praha: Grada, 2012, 236 s. ISBN
978-80-247-4273-1.
[15] TOŠENOVSKÝ, Josef a Darja NOSKIEVIČOVÁ. Statistické metody pro zlepšování
jakosti. Ostrava: Montanex, 2000, 362 s. ISBN 80-722-5040-X.
[16] Shewhartovy regulační diagramy: ČSN ISO 8258. Praha: Český normalizační institut,
1993, 35 s.
61
SEZNAM POUŽITÝCH ZDROJŮ
[17] Statistika - Slovník a značky: ČSN ISO 3534-2 (01 0216). Praha: Úřad pro technickou
normalizaci, metrologii a státní zkušebnictví, 2010, 103 s.
[18] Systémy managementu kvality - Základní principy a slovník: ČSN EN ISO 9000:2005.
Praha: Český normalizační institut, 2006, 64 s.
62
Seznam použitých zkratek a symbolů
Fe empirická distribuční funkce
Ft teoretická distribuční funkce
Φ distribuční funkce normovaného normálního rozdělení
zi kvantil normovaného normálního rozdělení
ω elementární jev
Ω prostor elementárních jevů
A jevová σ-algebra
(Ω,A) jevové pole
H0 nulová hypotéza
HA alternativní hypotéza
α hladina významnosti
argsinh argument hyperbolického sinu
E(X), µ střední hodnota
D(X), σ2 rozptyl
X průměrná hodnota znaku v podskupině
S výběrová směrodatná odchylka v podskupině
R rozpětí v podskupině
CL centrální přímka (center line)
UCL horní regulační mez (upper control limit)
LCL dolní regulační mez (lower control limit)
CUSUM diagram kumulovaných součtů
EWMA diagram exponenciálně vážených klouzavých průměrů
T cílová hodnota, předepsaná hodnota (target value)
USL horní specifikační mez (upper specification limit)
LSL dolní specifikační mez (lower specification limit)
Cp, Cpk, Cpm, Cpmk indexy způsobilosti
Pp, Ppk indexy výkonnosti
Me(X) medián
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Seznam příloh
A. Tabulka koeficientů regulačních diagramů
Součástí práce je přiložené CD, které obsahuje:
• diplomovou práci ve formátu pdf: diplomka.pdf
• Minitab projekt: Real data.MPJ
• Minitab projekt: Autokorelovana data.MPJ
• Minitab projekt: Bimodalni data.MPJ
• Matlab m-file: IntervalovyOdhad.m
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Příloha
A. Tabulka součinitelů regulačních diagramů
n A2 A3 d2 D3 D4 B3 B4 c4
2 1, 880 2, 659 1, 128 0, 000 3, 267 0, 000 3, 267 0, 7979
3 1, 023 1, 954 1, 693 0, 000 2, 575 0, 000 2, 568 0, 8862
4 0, 729 1, 628 2, 059 0, 000 2, 282 0, 000 2, 266 0, 9213
5 0, 577 1, 427 2, 326 0, 000 2, 115 0, 000 2, 089 0, 9400
6 0, 483 1, 287 2, 534 0, 000 2, 004 0, 030 1, 970 0, 9515
7 0, 419 1, 182 2, 704 0, 076 1, 924 0, 118 1, 882 0, 9594
8 0, 373 1, 099 2, 847 0, 136 1, 864 0, 185 1, 815 0, 9650
9 0, 337 1, 032 2, 970 0, 184 1, 816 0, 239 1, 761 0, 9693
10 0, 308 0, 975 3, 078 0, 223 1, 777 0, 284 1, 716 0, 9727
11 0, 285 0, 927 3, 173 0, 256 1, 744 0, 321 1, 679 0, 9754
12 0, 266 0, 886 3, 258 0, 284 1, 716 0, 354 1, 646 0, 9776
13 0, 249 0, 850 3, 336 0, 308 1, 692 0, 382 1, 618 0, 9794
14 0, 235 0, 817 3, 407 0, 329 1, 671 0, 406 1, 594 0, 9810
15 0, 223 0, 789 3, 472 0, 348 1, 652 0, 428 1, 572 0, 9823
16 0, 212 0, 763 3, 532 0, 364 1, 636 0, 448 1, 552 0, 9835
17 0, 203 0, 739 3, 588 0, 379 1, 621 0, 466 1, 534 0, 9845
18 0, 194 0, 718 3, 640 0, 392 1, 608 0, 482 1, 518 0, 9854
19 0, 187 0, 698 3, 689 0, 404 1, 596 0, 497 1, 503 0, 9862
20 0, 180 0, 680 3, 735 0, 414 1, 586 0, 510 1, 490 0, 9869
21 0, 173 0, 663 3, 778 0, 425 1, 575 0, 523 1, 477 0, 9876
22 0, 167 0, 647 3, 819 0, 434 1, 566 0, 534 1, 466 0, 9882
23 0, 162 0, 633 3, 858 0, 443 1, 557 0, 545 1, 455 0, 9887
24 0, 157 0, 619 3, 895 0, 452 1, 548 0, 555 1, 445 0, 9892
25 0, 153 0, 606 3, 931 0, 459 1, 541 0, 565 1, 435 0, 9896
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