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ABSTRACT 
 
Lara-Jeane Croker Costa: The Relations among the Development of Written Language and 
Executive Functions in Elementary Aged Students 
(Under the direction of Jeffrey A. Greene) 
 
 
 Most students in the U. S. are not proficient in writing according to the 2011 National 
Assessment of Educational Progress writing report.  Researchers are making efforts to fill the 
gaps in written language, but writing development, instructional practices, and assessment 
procedures need to capture the focus of their efforts. Research to date has demonstrated 
various relationships between written language and cognitive processes, and a few 
researchers have found relationships between executive functions and written language.  
However, the relationship between writing and executive functions at different ages and how 
these relationships change over time, if at all, remain unknown. The purpose of the present 
study was to investigate the connection between the development of writing and executive 
functions in elementary aged children using data that were collected longitudinally.  
Participants in this study (n = 205) began participation in first grade and ended in fourth 
grade. The participants were assigned to one of two groups based on their written expression 
performance scores: 1) typically developing writers, and 2) struggling writers.  The 
struggling writers were randomly assigned to treatment or control. Growth curve analysis 
with structural equation models was used to explore the relationships between written 
language and executive functions over time. Results from the final latent growth model 
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suggested that writing and executive functions are related.  Implications for educators and 
researchers are discussed along with potential future areas of research.  
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CHAPTER I: Introduction 
According to the 2011 National Assessment of Educational Progress (NAEP) writing 
report, a mere 27% of eighth and twelfth grade students in the US scored at or above the 
proficient level (National Center for Education Statistics, 2012).  Furthermore, this 
percentage has not changed significantly from previous reports in 2007 and 2002, which 
indicates that about two-thirds of students demonstrate limited mastery of prerequisite 
information and skills that are essential for proficient writing at their given grade level. If 
these data are indicative of performance across grades, then the majority of students in the 
United States are struggling with written language.  
Elementary school is a particularly important period to research because writing 
problems for children at this level in the United States are significant. In 2002, only 11 states 
had 30% of their fourth grade students at or above proficiency in writing (U.S. Department of 
Education, 2003).  Furthermore, the skills that children develop during these early years 
provide the foundation for the quality of written output in later years. 
When writing, a person must have an idea, understand the meaning of symbols used 
to express the idea (e.g., hieroglyphics, Roman alphabet), translate the idea to symbols, and 
have the capability to produce the symbols.  As children develop the ability to hear and 
manipulate units of sound (e.g., individual phonemes, syllables) and acquire knowledge that 
letters and letter groups are used to represent sounds (i.e., alphabetic principle), they apply 
this knowledge to writing. Early writing development is based on handwriting and spelling 
skills, and text generation occurs when children learn to generate letters (Berninger, 2000).  
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Further, the writer needs to comprehend the structure (i.e., sentence, paragraph, and text), 
content (i.e., ideas and their relationships), and purpose (i.e., writer’s goals and audience) of 
the writing process (Collins & Gentner, 1980). Hayes and Flower (1986) described planning, 
translating, and reviewing as the three most important cognitive processes used in writing.  
Specifically the writer generates and organizes ideas, and sets goals during the planning 
process, followed by sentence generation (i.e., translating ideas into sentences), reviewing, 
and editing.  While later in development students rely on self-regulation during writing, in 
early writing development students rely on support from others to engage executive functions 
(e.g., attention, planning, revising; Berninger & Amtmann, 2003).  Luria (1973) suggested 
that at first the development of writing requires many external supports for performance, but 
it increasingly changes into an automatic skill. At the elementary age, educators have the 
optimal opportunity to provide interventions for students who need assistance in developing 
effective writing skills.  It is more likely that in later grade levels students will have already 
developed inefficient skills, thus making learning effective writing skills more difficult to 
relearn.   
Similarly, Graham and Harris (1996) suggested that knowledgeable writers use 
cognitive processes (i.e., planning, translating, reviewing, self-regulation) to manage the 
writing task.  As well, when compared to less knowledgeable writers, knowledgeable writers 
are more likely to be concerned with the meaning of their text than with spelling and 
grammar (Hooper, Swartz, Wakely, de Kruif, & Montgomery, 2002). In addition, 
knowledgeable writers are able to produce high quality text more effectively than less 
knowledgeable writers because knowledgeable writers are more fluent in text production 
processes (i.e., text generation and transcription) and are able to use relevant information of 
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content, genres, and audience to focus the writing task (McCutchen, 2006).  Graham and 
Harris (1996) suggested that, unlike knowledgeable writers, students with writing difficulties 
do little planning and revising, and frequently just write down any information that may be 
relevant to the topic, paying little attention to the audience or text organization. In addition, 
poor writers tend to produce texts that lack clarity, are shorter in length, are more poorly 
organized, and are less interesting than the texts of good writers (Hooper et al., 2002).   
Researchers across many fields are investigating written language. As such, 
psychologists, educational specialists, and neuroscientists are contributing to the scientific 
investigation of this multifaceted developmental process, which includes many skills (e.g., 
spelling, grammar, organization) that change over time. Research on written language has 
proliferated in the past several decades, but the quantity of writing research continues to lag 
behind reading research (Graham & Perin, 2007; National Commission on Writing, 2003), 
thus limiting the amount of empirically-based knowledge of writing.  Therefore, efforts to fill 
in the gaps in writing research are needed.  In significant demand are research agendas on 
writing development, instructional practices, and assessment procedures (Graham, Harris, & 
Hebert, 2011).  
A particular emphasis has been placed on the cognitive processes related to the 
development of written language at the elementary school level (e.g., attention, translating, 
reviewing). Furthermore, there is evidence to suggest these cognitive processes change over 
time (Edwards, 2003; Graham & Harris, 2005; Hooper, Costa, McBee, Anderson, Yerby, 
Knuth, Childress, 2011).  Thus, it is necessary for researchers to investigate these processes 
longitudinally in order to advance an in-depth understanding of the developmental process of 
written language. 
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 Research to date has demonstrated various relationships between written language 
and cognitive (Hooper et al., 2002; McCutchen, 2006; Swanson & Berninger, 1996), 
perceptual-motor (Graham, Berninger, Abbott, Abbott, & Whitaker, 1997; Graham & Harris, 
2005) and linguistic components (Abbott & Berninger, 1993; Berninger et al, 2006; Wakely, 
Hooper, de Kruif, & Swartz, 2006). However, few researchers have conducted studies to 
examine the relationship between written language and executive functions (Altemeier, 
Abbott, & Berninger, 2008; Hooper, Swartz, Wakely, de Kruif, & Montgomery, 2002; 
Hooper et al., 2011). As well, how the factors relate to written language at different ages and 
how these relationships change over time, if at all, remain unknown.   
Altemeier, Abbott, and Berninger (2008) have begun to address the relationship 
between writing and executive functions.  They examined how performance changed on 
three executive function tasks in elementary aged students across two cohorts (i.e., cohort 1 
was in grades 1 to 4, cohort 2 was in grades 3 to 6).  The three executive function tasks were: 
1) the Delis–Kaplan Executive Function System (D-KEFS; Delis, Kaplan, & Kramer, 2001) 
Color–Word Interference Test third condition that measured inhibition, 2) the D-KEFS fourth 
condition that measured inhibition/switching, and 3) the Process Assessment of the Learner 
(PAL; Berninger, 2001) Rapid Automatic Naming of Words and Letters subtest that 
measured rapid automatic switching.  They found that typically developing writers showed 
steady improvement on the inhibition task from first to fifth grade, but switching/inhibition 
performance scores increased from first to fourth grade and then leveled off.  Also, their 
results suggested that executive function tasks contributed to spelling and written expression.  
Hooper et al. (2011) also addressed the relationship between writing and executive functions, 
and concluded that language-related function and executive functions were more highly 
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associated with written expression and spelling than fine-motor function.  Both of these 
studies found strong relationships between executive functions and written language, 
therefore it is necessary to conduct an in-depth investigation to gain a deeper understanding 
of the relationship.  
Thus, I examined the relations among executive functions and written language in 
elementary aged children using a longitudinal research design. Longitudinal designs allow 
researchers to examine how relevant skills develop in relation to each other.  This design is 
different from cross-sectional design, in that researchers who employ longitudinal designs 
collected data from the same participants across multiple time points, whereas researchers 
who employ cross-sectional designs collected data at the same time point with different 
participants at different times in development (e.g., four, five, and six year olds). Thus, 
longitudinal designs are particularly important for latent constructs that are hypothesized to 
change overtime, such as executive function scores and writing performance scores, since 
change can be more accurately measured when researchers use the same participants.  
Researchers have yet to employ a longitudinal design for examining the relationship between 
executive functions and writing, but findings from this type of study could inform writing 
interventions.  It is likely that a student who has weak executive functioning will also have 
weak writing skills, therefore an intervention for this type of student may not need to only 
include writing instruction, but also strategies for increasing executive functioning.  It is also 
possible that new writing interventions could be developed that embed executive functions 
training. In this type of intervention, students would be taught writing skills and executive 
functions strategies simultaneously. 
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 Even though an empirically-based intervention for improving executive functions 
and written language has yet to be published, several activities and interventions for 
enhancing executive functions in reading, mathematics, and social and emotional 
development have shown positive results.  In their review, Diamond and Lee (2011) 
highlighted six approaches with supporting scientific evidence that improve executive 
functions: computerized training (i.e., CogMed working memory training), a combination of 
both computerized and non-computerized games (i.e., training for reasoning and speed), 
martial arts and mindfulness practices (e.g., yoga), two classroom curricula (i.e., Tools of the 
Mind and Montessori curriculum) and two add-ons to classroom curricula (i.e., Promoting 
Alternative Thinking Strategies and Chicago School Readiness Project). CogMed 
computerized working memory training programs have not only enhanced working memory 
(Olesen, Westerberg, & Klingberg, 2004), the programs have also been shown to increase 
reading comprehension (Dahlin, 2011), mathematical reasoning (Homes, Gathercole, & 
Dunning, 2009), and end of year assessments for Language Arts and math (Holmes & 
Gathercole, 2013).  Thus, it is plausible that a program designed to increase planning, 
sustained attention, inhibitory control, and working memory skills would also increase 
written language skills.   
Summary 
 Based on the 2011 NAEP assessment, about two-thirds of students in the US do not 
have the skills to write on a proficient level (National Center for Education Statistics, 2012).  
This fact suggests that writing problems for students in the US are significant.  In order to 
help students increase their writing performance scores, educators and policy makers need to 
make educational decisions based on empirical research.  A few researchers have concluded 
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that executive functions are related to writing (e.g., Altemeier, Abbott, & Berninger, 2008; 
Hooper et al, 2011), but more research is needed on the longitudinal effects.  Thus 
researchers need to conduct studies that examine the complex relationships among writing 
skills and cognitive processes (e.g., executive functions) over time.   
  The purpose of the present study was to investigate connections among the 
development of writing and executive functions in elementary aged children. Specifically, I 
wanted to examine how to best model executive functions and written language, and then 
determine the relationship between executive functions and written language in students from 
first grade to fourth grade. I used data that were collected for a longitudinal research project 
where the primary investigator examined the effects of many cognitive processes (e.g., 
memory, attention, language, fine motor) on writing development and the impact of a 
published writing intervention for struggling writers.  Because the focus of this study was 
executive functions and writing, I did not include other variables that have been found to 
affect written language (e.g., teacher quality).  The participants were assigned to one of two 
groups based on their performance scores on the Wechsler Individual Achievement Test – 
Second Edition form A (WIAT-II) (Wechsler, 2002) written expression subtest: 1) Typically 
developing writers group (TDW; i.e., standard score > 90), or 2) Struggling writers group 
(i.e., standard score ≤ 90).  Additionally, the struggling writers group was randomly assigned 
to treatment (SWT) or control (SWC).  I used latent growth curve analysis with structural 
equation models to answer the following research questions: 
1) What is the optimal functional form (i.e., linear or quadratic) of the growth trajectory of 
written language for students from first grade to fourth grade? 
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Hypothesis 1a: Scores on measures of timed alphabet writing, written word fluency, 
and spelling will indicate a single factor for written language. 
 Hypothesis 1b: The single factor model for written language will exhibit metric 
measurement invariance at each time point.  
Hypothesis 1c: The growth trajectory of written language for students from first grade 
to fourth grade will be best represented by a positive linear model.  
 Hypothesis 1d: Participants in the typical group will have higher written language 
performance scores in first grade than participants in the struggling writers control 
group, and participants in the struggling writers treatment group, after controlling for 
school. 
 Hypothesis 1e: Participants in the typical group will have a steeper growth trajectory 
than participants in the struggling writers control group, and participants in the 
struggling writers treatment group, after controlling for school. 
 Hypothesis 1f: Participants in the struggling writers treatment group will have a 
steeper growth trajectory than participants in the struggling writers control group, 
after controlling for school. 
2) What is the optimal functional form (i.e., linear or quadratic) of the growth trajectory of 
executive functions for students from first grade to fourth grade? 
Hypothesis 2a: Scores on measures of planning, sustained attention, inhibitory 
control, and working memory will indicate a single factor for executive functions. 
 Hypothesis 2b: The single factor model for executive functions will exhibit metric 
measurement invariance at each time point. 
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Hypothesis 2c: The growth trajectory of executive functions for students from first 
grade to fourth grade will be a positive linear model. 
Hypothesis 2d: Participants in the typical group will have higher executive function 
scores in first grade than participants in the struggling writers control group, and 
participants in the struggling writers treatment group, after controlling for school.. 
 Hypothesis 2e: Participants in the typical group will have a steeper growth trajectory 
than participants in the struggling writers control group, and participants in the 
struggling writers treatment group, after controlling for school. 
 Hypothesis 2f: Participants in the struggling writers treatment group will have a 
steeper growth trajectory than participants in the struggling writers control group, 
after controlling for school. 
3) After controlling for school and group status, to what degree do executive functions 
measured at each time point predict written language at each time point? 
Hypothesis 3a: The single factor for executive functions at Time n will positively 
predict written language at Time n + 1 after controlling for school and group status. 
Hypothesis 3b: Executive functions will have a within-person and between-person 
effect on written language at each time point after controlling for school and group 
status.  
4) After controlling for school and group status, to what degree does written language 
measured at each time point predict executive functions at each time point? 
Hypothesis 4a: The single factor for written language at Time n will positively predict 
executive functions at Time n + 1 after controlling for school and group status. 
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Hypothesis 4b: Written language will have a within-person and between-person effect 
on executive functions at each time point after controlling for school and group status.  
Findings from this study could lead to empirically derived interventions aimed at 
improving writing performance scores via executive functions training, and subsequently higher 
scores on the National Assessment of Educational Progress (NAEP).  An understanding of how 
written language develops from first to fourth grade could guide educators and curriculum 
specialists to develop enhanced interventions and better strategies for teaching writing where 
executive functions are included as a component of the instruction. Knowledge of if and how 
executive functions relate to written language development will aid researchers in asking future 
questions about the structure and function of the brain, and how they relate to the cognitive 
processes of writing. 
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CHAPTER II: Literature Review  
In this review, I describe various approaches to the study of written language 
development and provide a comprehensive review of the theoretical and empirical literature as it 
relates to executive functions and writing. First, I provide a description of the cognitive models 
of written language. Next, I review the major theoretical frameworks of executive functions that 
align with those that I examined (i.e., planning, sustained attention, inhibitory control, and 
working memory) and finally, I conclude with the empirical evidence that supports the proposed 
relationships among the development of written language and executive functions. 
Models of Written Expression 
The traditional perspective on writing has been outcome focused (Hayes & Flower, 
1986), where the written product is the primary concern (Berninger, Fuller, & Whitaker, 1996).  
This perspective has provided knowledge about the nature (e.g., predictable pattern) of writing 
development (e.g., from random scribbling to sentences).  However, the majority of information 
on writing development has come from researchers who have focused their studies on the 
processes involved with writing (Berninger et al., 1996).  
In the latter half of the 20
th
 century writing started to be viewed as an active, meaning-
making process (Nystrand, 2006). Cognitive research has enabled an understanding of the links 
among writing, thinking, and learning, which has in turn influenced the development of models 
of written language that focus on the process approach to writing (Hayes & Flower, 1986) 
including Hayes and Flower’s (1980) Cognitive Process Model revised in 1996; Juel, Griffith, 
and Gough’s (1986) simple view of writing; Berninger and colleagues (Berninger & Amtmann, 
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2003) simple view of writing, and Berninger and Winn’s (2006) Not-So-Simple-View of 
Writing.  These models, while unique, all focus on the cognitive processes involved with writing 
rather than the final written product.   
 Skilled writers’ model.  Hayes and Flower (1980) proposed a cognitive model of the 
writing process that became one of the most influential models for understanding the processes 
involved in writing (Figure 1; Berninger et al., 1996; Wakely, Hooper, de Kruif, & Swartz, 2006; 
Wong & Berninger, 2004). Through their model, Hayes and Flower described a complex 
interactive problem solving process that operates within the task environment and the writer’s 
long-term memory (Hayes, 1996; Hayes & Flower, 1980).  The task environment includes the 
social (e.g., teacher’s writing assignment) and physical factors (e.g., text the writer produced) 
involved in writing where the writer uses long-term memory to incorporate knowledge about the 
topic, audience, and writing plans.  Hayes and Flower (1987) also identified the cognitive 
processes (i.e., planning, translating, and reviewing) involved in written composition.   
Planning, the first cognitive process described, is a problem-solving process used by the 
writer to retrieve prior knowledge of topics and strategies and to organize ideas and generate 
goals (e.g., decision measures and procedures). During the second process, known as translating, 
the writer uses the writing plan to transform ideas into meaningful units of text (i.e., sentence 
generation). Finally, during the third cognitive process, reviewing, the writer reads and edits to 
improve the quality of text by evaluating it for correct writing conventions (e.g., spelling, 
grammar, punctuation), meaning, and compliance with the writing goals (Hayes, 1996). Through 
the recursive interaction of these cognitive processes with the task environment and the author’s 
long-term memory, the author develops a written product.  
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Figure 1. The Hayes-Flower Model (1980) redrawn for clarification (Hayes, 1996) 
 In 1996, Hayes published a revised framework of the original Hayes-Flowers (1980) 
model (Figure 2). In contrast to the original model with three components (i.e., task environment, 
cognitive writing processes, and long-term memory), the new model included only two 
interactive components, the task environment (i.e., social and physical) and the individual (i.e., 
motivation/affect, working memory, long-term memory, and cognitive processes).  In this model, 
Hayes emphasized the essential function of working memory, and incorporated visual-spatial 
mechanisms and motivation.  He suggested that working memory imposes limits that affect 
writing, including how much information can be manipulated at one time, and how long that 
information can be manipulated without rehearsal or storage in long-term memory (Hayes, 
2006).  In addition, he provided new and more specific descriptions for the cognitive processes 
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including text interpretation (i.e., reading, listening, and scanning), reflection (i.e., problem 
solving, decision making, and inferencing), and text production (i.e., producing written, spoken, 
or graphic output from internal representations; Hayes, 1996).  
 
 
Figure 2. Hayes’ new model (Hayes, 1996). 
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Linguistic model of writing with young children. Without question the Hayes and 
Flower (1980) model has contributed significantly to the understanding of the writing process; 
however, it was created based on research with adults and college-age participants, many of 
whom were knowledgeable writers (Berninger et al., 1996; Wakely et al., 2006; Wong & 
Berninger, 2004).  In contrast, Juel et al. (1986) developed a model to explain how writing skills 
develop in elementary aged children. They aimed to explain writing development as 
simplistically as possible, claiming that writing is composed of two key processes, spelling and 
ideation (i.e., generation and organization of ideas). While this model describes the linguistic 
mechanisms that relate to writing skills, it does not incorporate other cognitive components (e.g., 
planning) or the development of writing skills. Berninger and colleagues (Berninger, 2000; 
Berninger & Winn, 2006) have expanded upon the earlier models of Hayes and Flower (1980) as 
well as Juel et al. (1986), to create a model that describes writing skills development for primary 
school children. 
 Developmental model. Berninger and colleagues (Berninger, 1996; 2000; Berninger, 
Abbott, Whitaker, Sylvester, & Nolan, 1995; Whitaker & Berninger, 1994; 1995) proposed a 
new model, created by modifying the Hayes and Flower (1980) model with research on 
elementary aged students (Berninger et al., 1996) and elaborating upon the simple view of 
writing proposed by Juel et al. (1986).  They generated a developmental model of beginning 
writing, also called the Simple View of Writing.  The model was created to supplement product 
and process approaches to writing development by incorporating research on lower-level 
neurodevelopment skills with higher-order linguistic skills and cognitive processes (Figure 3; 
Berninger et al., 1992).  
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Figure 3. Simple View of Writing (Berninger & Amtmann, 2003) 
 
Transcription and executive functions are the two primary components of the model and 
together support text generation (i.e., composition; Wong & Berninger, 2004). These processes 
occur in an environment supported by different types of memory (Berninger, 2000).  In this 
model, the cognitive processes involved in translating are divided into transcription and text 
generation. Transcription is the coordination of handwriting (i.e., producing letters) and spelling 
(i.e., producing words), and text generation (i.e., word, sentence, and text) is a dynamic process 
where ideas are produced and represented as language in memory (Berninger, 2000). These skills 
allow the writer to transform language into orthographic symbols (Berninger & Amtmann, 2003; 
Berninger et al., 1996). 
 In this model, information from short-term memory and long-term memory is stored 
briefly in working memory throughout the writing process (Berninger, 2000; Swanson & 
Berninger, 1996).  Information can be actively held in short-term memory for a few seconds 
before being pulled back into working memory or moving indefinitely to long-term memory.  
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During reviewing and revising, short-term memory is activated and long-term memory is 
activated during text generation (i.e., composing).  Executive functions used during text 
generation include attention, planning, reviewing, revising, and strategies for self-regulation. 
These functions can be used prior to and during composing or revising, and after a draft is 
finished. The writer self-regulates by using strategies to begin and maintain the writing process 
and can be focused upon a part of the text or the entire composition (Berninger, 2000; Berninger 
et al., 1996).  
Berninger and Winn (2006) used research about technology and the brain to elaborate 
upon the simple view of writing model, and created a new model called the Not-So-Simple View 
of Writing. In their Not-So-Simple View of Writing model, Berninger and Winn (2006) 
identified and described the multiple components of beginning and developing writing and 
suggested that all of the components (i.e., transcription, executive functions, working memory, 
and text generation) interact and develop. The basic components of transcription, executive 
functions, working memory, and text generation are the same as in the original model.  However 
in this updated model, short-term memory is activated during reviewing and revising, and long-
term memory is activated during planning, composing, reviewing, and revising. In addition, 
working memory, identified as “cognitive flow” (Berninger & Winn, 2006, p. 97), includes 
verbal information storage units (i.e., orthographic, phonological, and morphological), a 
phonological loop, and executive supports (i.e., linking verbal working memory with executive 
functions and non-verbal working memory).  Supervisory attention was added, which is a system 
that focuses attention on relevant information and prevents attention resources from being 
distributed to irrelevant information. This system also regulates focused attention by changing 
attention between mental sets, attention maintenance (e.g., staying on task), conscious attention 
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(e.g., metalinguistic and metacognitive awareness), cognitive presence, and cognitive 
engagement (Berninger & Winn, 2006). 
 Berninger and Winn’s (2006) Not-So-Simple View of Writing model (Figure 4) is 
relevant for understanding the development of writing skills because it encompasses both the 
low-level (e.g., transcription) and high-level (e.g., linguistic) cognitive skills deemed important 
during writing (Abbott & Berninger, 1993; Berninger, 2000; Berninger & Amtmann, 2003; 
Berninger & Winn, 2006). Berninger and Amtmann (2003) explained how the writing 
components change over time, beginning with transcription skills (i.e., handwriting and spelling), 
and then executive functions, while both supporting text generation. Handwriting and spelling 
skills provide the base for writing development. As children acquire phonemic awareness and 
gain understanding of the alphabetic principle, they apply this knowledge to written spelling. 
Text generation occurs when children learn to produce letters (Berninger, 2000). Beginning 
writers use invented spelling, an attempt to spell correctly, to compose basic and compound 
sentences.  In early writing development, students rely on others’ guidance to employ executive 
functions, while later they rely more on self-regulation during text generation and process 
management than they rely on others (Berninger & Amtmann, 2003).  
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Figure 4. Triangle for the Not-So-Simple View of Writing (Berninger and Winn 2006). 
 
 Summary. Each of the theorists who created the models reviewed previously embrace a 
slightly different perspective for explaining writing, although taken together a thorough 
understanding of the mechanisms of writing and how they relate becomes clearer.  As each 
theorist suggested, cognitive processing strongly contributes to writing ability, although the 
specific contribution of individual cognitive processes (e.g., executive functions, language) was 
not illuminated in any of the models. For instance, Berninger and Winn (2006) broadly explained 
the influence of executive functioning on writing in their Not-So-Simple View of Writing model, 
but the specifics regarding when and how executive functioning influences writing were not 
explicated.  However, as previously described, researchers have begun to examine how executive 
functions relate to writing skills (e.g., Altemeier et al., 2008; Hooper et al, 2011).  
Theoretical Frameworks of Executive Functions 
 Numerous definitions of executive functions have been proposed as well as several models, 
theories, and frameworks (e.g., Miyake et al, 2000; Pennington, Bennetto, McAleer, & Roberts, 
1996; Zelazo, Carter, Reznick, & Frye, 1997). Many definitions of executive functions are 
simply a list of the components that are thought to comprise executive functioning. Several 
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models do not focus on the theoretical relations among executive function components, but are 
constructed based on the components of the measure being used to assess executive function 
processes (Barkley, 2001).Other definitions and models treat executive function as a single 
distinct human ability (Zelazo, Muller, Frye, & Marcovitch, 2003).   
 Whereas it would be beneficial for researchers and others who examine this construct to 
have a common understanding and terminology, current definitions and theories encompass a 
wide range of terms and mechanisms (Borkowski & Burke, 1996). For instance, Miyake and 
colleagues (Miyake et al., 2000; Miyake, Friedman, Rettinger, Shah, & Hegarty, 2001) suggested 
that executive functions are a set of control processes that operate toward goal-directed behavior. 
Their model includes three executive functions that are considered lower-level functions and can 
be precisely defined and assessed using simple measures: shifting, updating, and inhibition. 
Denckla (1996, 2007) asserted that executive functions are a set of central, domain-general 
action control processes (i.e., inhibit, initiate, sustain, and shift). Thus, these theorists each 
described executive functions as control processes that include inhibiting and shifting, but they 
each also have unique aspects to their definitions (e.g., goal-directed behavior versus domain-
general) and components (e.g., updating versus initiating). 
  As well, researchers alternately describe executive functions as processes (i.e., planning, 
inhibition), dispositions (e.g., goal directness), and specific strategies (e.g., verbalized strategies).  
For example, Anderson (2002) described executive function domains that operate in an 
integrative way to facilitate executive control, while Stuss (2007) has described executive 
cognitive functions as “high-level cognitive functions that are involved in the control and 
direction (e.g., planning, monitoring, energizing, switching, inhibiting) of lower-level, more 
automatic functions” (p.293).  Thus, the terminology and conceptualizations can get confusing.  
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 I am interested in examining the relations among executive functions and the 
development of written language. In their psychological model of executive functions, 
Pennington and colleagues (Pennington, Bennetto, McAleer, & Roberts, 1996; Welsh & 
Pennington, 1988; Welsh, Pennington, & Grosser, 1991) provided a succinct, yet comprehensive 
description of working memory and inhibition.  The problem solving framework put forth by 
Zelazo, Carter, Reznick, and Frye (1997) aided in an understanding of the role of planning, and 
their ideas aligned with the cognitive models of written language.  Even though neither Zelazo et 
al. nor Pennington et al. explicated sustained attention in their models, Pennington suggested that 
attentional control is an executive function behavior. These are two theories that provide the 
most helpful perspective upon the executive functions posited to relate to writing: working 
memory, sustained attention, inhibitory control, and planning.  In this section, I will define 
executive functions according to the theorists, as well as explain their models and their 
corresponding mechanisms. 
Psychological model. Pennington and colleagues (Pennington, Bennetto, McAleer, & 
Roberts, 1996; Welsh & Pennington, 1988; Welsh, Pennington, & Grosser, 1991) have theorized 
and examined executive functions through three lenses: developmental psychology, cognitive 
psychology, and neuropsychology.  The definition Welsh and Pennington put forth in 1988 has 
endured, even though Pennington and Ozonoff (1996) claimed that it was temporary and under-
specified. Welsh and Pennington (1988) defined executive function as: 
the ability to maintain an appropriate problem solving set for attainment of a 
future goal (Bianchi, 1922; Luria, 1966). This set can involve one or more of the 
following (a) an intention to inhibit a response or to defer it to a later more 
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appropriate time, (b) a strategic plan of action sequences, and (c) a mental 
representation of the task. (pp. 201-202) 
Executive function behaviors and skills such as regulatory control, planning, set-shifting, 
working memory, contextual memory, inhibition, fluency, maintaining goals, attentional control, 
and self-monitoring all facilitate goal-directed behavior (Pennington & Ozonoff, 1996; Roberts 
& Pennington, 1996), such as writing.   
 Pennington, Roberts and colleagues (Pennington, Bennetto et al., 1996; Roberts & 
Pennington, 1996) concluded that because the term executive function was a broad construct that 
included numerous components, creating a model was a nearly impossible task.  Therefore, after 
several years of investigating executive functions, Pennington, Roberts and colleagues 
(Pennington, 1994; Pennington, Bennetto, et al., 1996; Roberts & Pennington, 1996) decided to 
focus their efforts instead towards examining a subset of components common among most 
theories of executive functions, specifically inhibition and working memory.  Roberts and 
Pennington (1996) described inhibition as “not performing the incorrect preponent response” (p. 
110) where actions are restrained from occurring and therefore from interfering with subsequent 
actions. Pennington (1994) defined working memory as “a computational arena, in which 
information relevant to a current task is both maintained on line and subjected to further 
processing. Because it is a limited-capacity system, inhibition or interference control is intrinsic 
to its operation” (p. 246). Furthermore, working memory was described as temporary and of 
limited capacity, and used to hold information online so that the information can be manipulated 
along “with contextual specifics to generate upcoming action” (Roberts & Pennington, 1996, p. 
109).  The characteristics were presumed to include simultaneous storage and maintenance of 
information where manipulation of information was constrained by processing and attentional 
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activity.  Pennington et al. (1996) described seven factors that influence, relate, and maintain the 
components of working memory: 1) capacity (i.e., number of bits of information that can be 
active at one time), 2) connectivity (i.e., reciprocal connections in the brain), 3) interconnectivity 
(i.e., connections among working memory components), 4) complexity (i.e., the load of the 
connections), 5) maintenance (i.e., length of time information is kept online), 6) priming (i.e., 
initial arousal or reproduction of a working memory component), and 7) arousal (i.e., nonspecific 
activation of working memory components).  Their ideas on these two constructs stem from an 
understanding of the link between the prefrontal cortex and cognitive processing, specifically 
behaviors that require planning of future actions, sustaining the plan until enacted, and inhibiting 
irrelevant actions.     
 In their framework, Pennington, Roberts and colleagues (Pennington, Bennetto, et al., 
1996; Roberts & Pennington, 1996) attempted to explain the dynamic interaction of working 
memory and inhibition. Roberts and Pennington (1996) highlighted three key factors of the 
framework: 1) resources of working memory, 2) intensity of the opposing proponent responses, 
and 3) requirements of working memory to produce the correct response. Pennington, Roberts 
and colleagues (Pennington, Bennetto et al., 1996; Roberts & Pennington, 1996) suggested that 
working memory controls the degree to which inhibition is necessary.  Their approach to the 
interaction is that when working memory appropriately selects a response, inhibition is not 
needed because other actions are inhibited by default. However when incorrect prepotencies are 
strong, inhibition is necessary to deselect these responses and therefore working memory is 
directed to select the correct response. 
Welsh and Pennington asserted that when defining executive function it is necessary to 
include a broad scope of simple (e.g., goal directedness) to complex, highly organized strategies 
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(e.g., sophisticated planning, verbalized strategies) to encompass the developmental aspects of 
executive functions from infants to adults. They also suggested that these behaviors are brought 
about by specific parts of the brain (i.e., prefrontal cortex) that have been linked to executive 
functions.  These researchers also claimed that, over the lifespan, executive functions develop on 
a continuum from simple to more refined. Specifically, mental representations of young children 
(i.e., 2 to 7 years) are one-dimensional and concrete, and therefore do not contain all the 
pertinent task information, but as children develop, these representations begin to include 
abstract sequences of actions and imagined goals and outcomes.  In general, they suggested that 
executive function components do not change in their basic nature, but they do increase in 
complexity; beginning simple and developing into complex components. 
 Problem-solving framework. Zelazo, Carter, Reznick, and Frye (1997) created a 
problem-solving framework for understanding executive functioning.  They suggested a 
problem-based lens with time ordered phases to aid in the systematization of the wide range of 
executive function aspects.  With the hope of creating a definition that was more than a list of 
executive function abilities (e.g., expectation, goal creation, planning, and monitoring of 
responses and feedback; Stuss & Benson, 1986), Zelazo et al. (1997) defined executive function 
as the control of thought and action where the outcome is the solution to the problem.  While 
Pennington and colleagues sought to explore the interactions between two executive functions, 
Zelazo et al. decided that in order to study executive functions a framework was needed that 
could be used in various contexts that involved problem solving.   
 Zelazo et al. (1997) described their framework as four sequential processes for engaging in 
the steps required to solve a problem, more commonly referred to as the phases of executive 
function: problem representation, planning, execution, and evaluation. They claimed that an 
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advantage of their model is that it accounts for complex strategic and metacognitive executive 
function processes (i.e., insight, intention, rule use, error detection, and error correction) that are 
necessary for problem solving, but not included in other models that emphasize simple response 
inhibition.  During the first phase, problem representation, the student uses insight to recognize 
that there is something unknown that requires a sequence of possible actions to solve.  Following 
phase one is the plan generation phase where the student has the intention to solve the problem 
and selects a plan from among alternatives.  The plan includes rules, or the strategies to be used 
and the sequence that will be followed.  In the third phase, execution, the plan is maintained as it 
guides thought or action, and the prescribed behavior is carried out.  Finally, in the last phase, 
evaluation, actions are evaluated and a decision is made as to whether a solution has or has not 
been obtained. This final phase requires error detection as well as error correction (i.e., revising a 
previous phase). Zelazo et al. asserted that one of the benefits of their framework is that it easily 
allows detection of executive function difficulties by identifying the phase that needs to be 
revised in order to solve the problem correctly.  
 In 2003, Zelazo, Muller, Frye, and Marcovitch revised their framework to include a 
developmental component.  In their Cognitive Complexity and Control (CCC) theory (Frye, 
Zelazo, & Burack, 1998; Zelazo & Frye, 1998), they explained that executive function 
development “can be understood in terms of age-related increases in the maximum complexity of 
the rules children can formulate and use when solving problems” (p. vii). In other words, 
changes in executive function performance scores are driven by maturation such that, as children 
age the rules they can use to solve problems become more complex.  
 While Zelazo et al. (2003) advanced the understanding of the development of executive 
functions through the CCC theory, most recently Zelazo, Qu, and Kesek (2010) have taken the 
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theory a step further to include emotional and motivational components.  They suggested that 
these factors are important because they bring about meaningful, self-relevant (i.e., applicable to 
the individual) rewards or punishers.  They assert that a complete understanding of the 
development of executive functions requires both hot (i.e., emotional and motivational) and cool 
(i.e., cognitive) components. Zelazo et al. (2010) suggested that together these components 
interact (e.g., emotional aspects can hinder or assist cognitive processing), are driven by 
maturation, and influence the control of thought and goal-directed behavior (i.e., executive 
functions).  
 Working memory as an executive function.  The executive functions theories that I 
reviewed above subsume working memory under executive functions, in that working memory is 
one of several executive functions.  However, not all theorists model working memory in this 
way. For instance, Cowan (2005) and Baddeley and Larsen (2007) proposed models that only 
explain working memory. Neither included the term executive functions, although they did 
include constructs of attention, which Zelazo et al. and Pennington et al. consider an executive 
function. Furthermore, Berninger and Winn (2006) model working memory and executive 
functions as separate constructs in their Not-So-Simple View of Writing.  The differences in how 
theorists model the relationship between working memory and executive functions is not 
insignificant; however, an ideal model has yet to be supported. However, even though the 
models vary in scope and emphasis, they all recognize the essential role working memory has in 
complex cognition (Shah & Miyake, 1999). 
Developmental mechanisms. Executive functions are considered developmental 
constructs (i.e., change over time) by most theorists (e.g., Denckla, 2007; Friedman, Miyake, 
Young, DeFries, Corley, & Hewitt, 2008; Welsh & Pennington, 1988; Zelazo, Qu, & Kesek, 
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2010). Generally executive functions begin as simple and develop on a continuum to become 
more refined across the lifespan (Welsh & Pennington, 1988).  For example, when people are 
young they can only handle tasks requiring little effort but then as they grow they can handle 
more demanding ones (Denckla, 1996).  Specifically, executive functions begin to develop 
around 9 months of age and continue into the early forties (Denckla, 2007).  As well, the mental 
representations of young children are one-dimensional and concrete, and therefore do not contain 
all the pertinent task information, but as children develop these representations begin to include 
abstract sequences of actions, and imagined goals and outcomes (Welsh & Pennington, 1988)  
 Summary. The theoretical and empirical evidence in the above review supports the view 
that planning, sustained attention, inhibitory control, and working memory regulate thought and 
action. Through their frameworks, Pennington et al. (Pennington, Bennetto et al., 1996; Roberts 
& Pennington, 1996) and Zelazo et al. (2003) defined the purpose of executive functioning as 
enabling a process by which to solve a problem, and explained that success occurs through 
creating an accurate mental representation of the task and then generating a plan to execute that 
task. In addition, they both included two of the executive functions that I examined in my study, 
working memory and inhibition. Pennington et al. also included sustained attention, and Zelazo 
et al. included planning.  
Modeling Executive Functions and Writing 
The benefit of using the theories described above to inform this study is that they all look 
at their constructs through a problem solving lens.  The theories of writing that I outlined each 
suggest a sequence of processes as the basis for creating a written product, emulating the 
problem solving approach to writing (i.e., the written product is the solution to the problem, and 
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the sequence of processes is the problem-solving method).  Therefore, the ideas from the writing 
and executive functioning theories align, with few modifications.   
In Berninger and Winn’s model (2006), they described the development of written 
language for young children, including executive functions and working memory, but did not 
detail the relationship between these constructs.  Thus, I employed the models by Pennington et 
al. (Pennington, Bennetto et al., 1996; Roberts & Pennington, 1996), and Zelazo et al. (2003) to 
understand executive functions in a writing context.  One modification I made is that I not only 
included the executive functions of working memory and inhibition (i.e., the executive function 
components similar to Pennington et al. and Zelazo et al.), I also included the components of 
attention and planning, from Pennington et al. and Zelazo et al. respectively.  Based on 
Berninger and Winn’s (2006) theory, attention and planning are fundamental to writing; 
therefore I felt it was appropriate to include these components in the current study.  Pennington 
et al. considered working memory a component of executive functioning, and theory (Pennington 
et al. and Zelazo et al.) and empirical data (Hooper et al., 2011) support executive functions as 
one construct that has several interacting components.  Thus, in this study I will investigate how 
executive functions operate to control thought and performance of complex tasks through 
cognitive processes that include planning, sustained attention, inhibitory control, and working 
memory.  One such complex task is writing.  Surprisingly, there is a lack of research on how 
executive functions relate to writing development and performance.  
Research on Relations among Executive Functions and Writing 
Based on the Not-So-Simple View of Writing model (Berninger & Winn, 2006) 
executive functions appear to contribute to the development of written language in several ways. 
Executive functions are associated with handwriting automaticity, which both requires 
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orthographic-motor integration and processing speed and is associated with high-level 
composing (Altemeier, Abbott, & Berninger, 2008). As well, executive function components of 
attention, inhibitory control, planning, and working memory have been linked to writing (Hooper 
et al., 2011), but empirical research has not been published on the relationship between executive 
functions, operationalized through both low level (e.g., inhibition) and high level (e.g., 
planning)components, and the development of writing skills.  
Altemeier, Abbott, and Berninger, (2008) conducted an experiment in which they 
investigated the relationship between three low level executive function measures (i.e., D- KEFS 
Inhibition, PAL RAS, and D-KEFS Inhibition/Switching) and the development of spelling and 
written expression.  They found that as children matured from first grade to fifth grade their 
processing time decreased on executive function tasks that required inhibition and switching.  
Furthermore, their results suggested that inhibition and rapid automatic switching contribute to 
spelling and written expression.  They suggested that executive functions may contribute 
differently to spelling and written expression, such that lower level executive functions (e.g., 
inhibition, set shifting) may support word-level skills, such as spelling, while higher level 
executive functions (e.g., planning) may support text-level writing. 
 Hooper et al. (2011) have begun to examine the relationships among written expression 
and spelling with fine-motor speed, language, short-term memory, long-term memory, working 
memory, and executive functions in their longitudinal study with first and second grade students. 
The preliminary results revealed a model that included three key latent traits: fine-motor, 
language, and executive functions. This model can be used by researchers to further examine 
early writing development. Surprisingly, they discovered that the influences of fine-motor, 
language, and executive functions on written expression and spelling were steady (e.g., 
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regression coefficients were equal) from first to second grade. As well, language, and attention 
and executive function skills had a greater role in writing performance scores than fine-motor 
speed. These findings do not align with common theoretical understandings of writing 
development, which suggest that fine-motor speed is the strongest predictor of writing in early 
elementary school (Berninger & Winn, 2006). Thus the contribution of fine-motor speed within 
first and second grade students is questionable, or perhaps fine-motor speed has a greater 
contribution even earlier than predicted.  
 The influence of written language on executive functions is another interesting 
relationship, but has even less support than the reverse relationship.  Graham (1997) and 
colleagues (de la Paz, Swanson, and Graham, 1998) investigated executive control and revising, 
where the researchers taught students a procedure for revising.  The procedure provided the 
students with a systematic approach to revising that specifically aided in executive control (i.e., 
self-regulation).  When the students used the revising procedures, they had fewer difficulties 
with revising, and their essays improved as compared to when they used their typical revising 
procedures. While there is no empirical research on the influence of writing on executive 
functions, it seems plausible that advances in written language skills could have an effect upon 
how students engage their executive functions.   
 Based on the results of these studies, researchers are able to gain insight into the 
relationships between the mechanisms of written language and executive functions.  The impact 
of executive functions on the development of written language has yet to be identified, although 
working memory and inhibition seem to develop throughout elementary school while also having 
a significant role in written expression.  Taken together the empirical data suggest that executive 
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functions influence written language in school-aged children, which makes the lack of more 
focused research unexpected (Graham, Harris, & Hebert, 2011).  
Summary 
 An understanding of the relationships between executive functions and writing 
development still remains in its initial stages. As reviewed here, researchers have suggested that 
executive functions influence written language, although few researchers have empirically 
studied written language and executive functions longitudinally.  In other words, researchers 
should aim to model the constructs of executive functions and writing skills from a 
developmental perspective, where students are examined across time as in the Hooper et al. 
(2011) study.  Longitudinal studies provide beneficial data for understanding how the 
mechanisms of a construct change over time and how they influence functioning.  As well, 
researchers can gain insight regarding the interactions among the constructs.  If researchers can 
obtain empirical evidence to support the posited relationships among executive functions, writing 
skills, and their development, these data can be used to inform teachers when planning language-
related interventions.  
Current Study 
 This longitudinal study was part of a project to further the understanding of the 
development of writing and executive functions in elementary school children. I investigated the 
relations among the development of written language and executive functions first graders 
through their fourth grade year. I modeled these relations using a latent growth curve analysis 
with a structural equation model. 
Researchers have not put much effort into understanding the written product ever since 
the focus of writing shifted from the written product to the processes involved with writing.  
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However, the written product is important because ultimately researchers must show that their 
work has a practical effect upon writing performance. Hayes (1996) argued that authors create 
written products that have been developed through a complex interactive process involving, but 
not limited to, the writing assignment, the author’s knowledge about the topic, planning, 
sentence generation, and editing for correct spelling, grammar, and punctuation.  Juel, Griffith, 
and Gough were clear that writing incorporates spelling, the generation of ideas, and 
organization of ideas, and Berninger and colleagues asserted that spelling, producing letters, and 
executive functions together support the goal of writing, text generation. Taken together, I 
believe these theorists described the product of written language as a complex macroconstruct 
that captures the way in which the cognitive processes and the component skills of writing come 
together.  Thus, the most appropriate outcome measure for written language is one that is 
generated through cognitive processing as well as writing skills such as spelling, grammar, idea 
generation and organization, sentence construction, and ultimately a composition. In general, 
researchers must use an appropriate and equally complex outcome measure that is sensitive to 
the differences in the processes involved when writing in order to capture as many of these 
components as possible (e.g., Wechsler Individual Achievement Test – Second Edition (WIAT 
II) form A Written Language, Wechsler, 2002; Test of Written Language 4, Hammill & Larsen, 
2009).  For this study, I used data that were collected using the Written Language measure from 
the WAIT II (2002), which captures many components of writing.  
This study was guided by the following research questions and hypotheses: 
1) What is the optimal functional form (i.e., linear or quadratic) of the growth trajectory of 
written language for students from first grade to fourth grade? 
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Hypothesis 1a: Scores on measures of timed alphabet writing, written word fluency, and 
spelling will indicate a single factor for written language. 
 Hypothesis 1b: The single factor model for written language will exhibit metric 
measurement invariance at each time point.  
Hypothesis 1c: The growth trajectory of written language for students from first grade to 
fourth grade will be best represented by a positive linear model.  
 Hypothesis 1d: Participants in the typical group will have higher written language 
performance scores in first grade than participants in the struggling writers control group, 
and participants in the struggling writers treatment group, after controlling for school. 
 Hypothesis 1e: Participants in the typical group will have a steeper growth trajectory than 
participants in the struggling writers control group, and participants in the struggling 
writers treatment group, after controlling for school. 
 Hypothesis 1f: Participants in the struggling writers treatment group will have a steeper 
growth trajectory than participants in the struggling writers control group, after 
controlling for school. 
2) What is the optimal functional form (i.e., linear or quadratic) of the growth trajectory of 
executive functions for students from first grade to fourth grade? 
Hypothesis 2a: Scores on measures of planning, sustained attention, inhibitory control, 
and working memory will indicate a single factor for executive functions. 
 Hypothesis 2b: The single factor model for executive functions will exhibit metric 
measurement invariance at each time point. 
Hypothesis 2c: The growth trajectory of executive functions for students from first grade 
to fourth grade will be a positive linear model. 
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Hypothesis 2d: Participants in the typical group will have higher executive function 
scores in first grade than participants in the struggling writers control group, and 
participants in the struggling writers treatment group, after controlling for school.. 
 Hypothesis 2e: Participants in the typical group will have a steeper growth trajectory than 
participants in the struggling writers control group, and participants in the struggling 
writers treatment group, after controlling for school. 
 Hypothesis 2f: Participants in the struggling writers treatment group will have a steeper 
growth trajectory than participants in the struggling writers control group, after 
controlling for school. 
3) After controlling for school and group status, to what degree do executive functions measured 
at each time point predict written language at each time point? 
Hypothesis 3a: The single factor for executive functions at Time n will positively predict 
written language at Time n + 1 after controlling for school and group status. 
Hypothesis 3b: Executive functions will have a within-person and between-person effect 
on written language at each time point after controlling for school and group status.  
4) After controlling for school and group status, to what degree does written language measured 
at each time point predict executive functions at each time point? 
Hypothesis 4a: The single factor for written language at Time n will positively predict 
executive functions at Time n + 1 after controlling for school and group status. 
Hypothesis 4b: Written language will have a within-person and between-person effect on 
executive functions at each time point after controlling for school and group status.  
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Chapter III: Methods
This study was a secondary analysis of data collected for a larger project.  The primary 
study was designed so that the principal investigator could examine neuropsychological 
contributors to early written language skills, as well as the effects of a published intervention for 
writing [i.e., Process Assessment of the Learner (PAL); Berninger & Abbott, 2003] on writing 
performance scores.  The research team collected longitudinal data annually from two 
consecutive cohorts of students during first, second, third, and fourth grade.  With UNC IRB 
approval (Appendix A), I used a subset of the data collected for the primary study to answer my 
research questions.  
Participants 
The sampling frame for this study was a single suburban-rural public school district in the 
southeastern part of the US. The decision to select only one school district was made in order to 
minimize potential problems related to differences that can exist across systems in terms of 
curriculum implementation and instructional philosophies. Each of the seven elementary school 
principals in the district agreed to participate in the study. Altogether 950 students in 54 first-
grade classes, across two cohorts, were initially screened for potential participation using the 
written expression subtest from the Wechsler Individual Achievement Test – Second Edition 
form A (WIAT-II; Wechsler, 2002). Also, this assessment was used to determine struggling 
writer status. 
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Participants were selected by first recruiting students who received the lowest scores (i.e., 
≤ 90 standard score) on the WIAT written expression score, as directed by the public school 
administration. A letter describing the study, two consent forms, and a flyer were sent with the 
students to 252 families whose children met the struggling writers screening criteria. Next, the 
same process was followed for the 293 families whose children met the typical criteria.  Overall, 
545 students were recruited to participate in the study, and 223 (41%) signed consent forms were 
received. Seventeen students were unable to participate due to scheduling conflicts, and one 
student was dropped because the student did not meet the inclusion criteria (i.e., did not attend 
kindergarten).  
Two hundred five students from seven elementary schools in one suburban-rural school 
system in North Carolina participated in this study. Each of these students had a primary 
placement in the regular education setting, completed kindergarten, and spoke English as a 
primary language.  Of these, 117 (57%) were male and 88 (43%) were female students, and their 
ages ranged from six years three months to seven years four months at the time of recruitment 
(i.e., 1
st
 grade).  Almost three-quarters (74%) of the students were of European American 
ethnicity, 40 were African-American (20%), 9 were multi-racial (4%), 2 were Native American 
(1%), and 2 were Asian American (1%). A demographic profile of all 205 participants is 
provided in Table 1.  The students participated in the study from first to fourth grade. Of the 205 
students, 67 were typically developing writers (TDW), and 138 struggled with written language.  
The participants in the study who were identified as struggling writers were randomly assigned 
to either the treatment group (SWT; n = 68) or the control condition (SWC; n = 70). 
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Table 1 
Participants’ Demographic Profile 
 Sample f (%) SWC f (%) SWT f (%) TDW f (%) 
1st graders ages
a 205 70 68 67 
6 46 (22.4) 17 (24.3) 14 (20.6) 15 (22.4) 
7 149 (72.7) 49 (70.0) 52 (76.5) 48 (71.6) 
8 10 (4.9) 4 (5.7) 2 (2.9) 4 (6.0) 
2nd graders ages
a 200 68 67 65 
7 44 (22) 15 (22.1) 14 (20.9) 15 (23.1) 
8 145 (72.5) 49 (72.1) 50 (74.6) 46 (70.8) 
9 11 (5.5) 4 (5.9) 3 (4.5) 4 (6.2) 
3rd graders ages
a 189 64 65 60 
8 46 (24.3) 16 (25) 14 (21.5) 16 (26.7) 
9 132 (69.9) 44 (68.8) 48 (73.9) 40 (66.7) 
10 11 (5.8) 4 (6.3) 3 (4.6) 4 (6.7) 
4th graders ages
a 179 62 60 57 
9 40 (7.1) 14 (22.6) 11 (18.3) 15 (26.3) 
10 129 (72.1) 44 (70.1) 46 (76.7) 39 (68.4) 
11 10 (5.6) 4 (6.5) 3 (5.0) 3 (5.3) 
Female 88 (42.9) 27 (38.6) 27 (39.7) 34 (50.8) 
Ethnicity 1     
Asian 2 (1.0) 0 (0) 0 (0) 2 (3.0) 
Black 40 (19.5) 14 (20.0 17 (25) 9 (13.4) 
2 or more races 9 (4.4) 3 (4.3) 4 (5.9) 2 (3) 
Native American 2 (1.0) 1 (1.4) 1 (1.5) 0 (0) 
White 152 (74.1) 52 (74.3) 46 (67.7) 54 (80.6) 
Ethnicity 2     
Hispanic or Latino 36 (17.6) 7 (1.0) 12 (1.8) 7 (1.0) 
School     
School 1 37 (18.1) 15 (21.4) 9 (13.2) 13 (19.4) 
School 2 17 (8.3) 6 (8.6) 7 (10.3) 4 (6.0) 
School 3 48 (23.4) 19 (27.1) 16 (23.5) 13 (19.4) 
School 4 24 (11.7) 9 (12.9) 10 (14.7) 5 (7.5) 
School 5 29 (14.2) 10 (14.3) 10 (14.7) 9 (13.4) 
School 6 24 (11.7) 8 (11.4) 8 (11.8) 8 (11.9) 
School 7 24 (11.7) 2 (2.9) 8 (11.8) 14 (20.0) 
Out of County 2 (1.0) 1 (1.4) 0 (0) 1 (1.5) 
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Retained 15 6 7 2 
retained 2nd grade 5 5 0 0 
retained 3rd grade 7 1 4 2 
retained 4th grade 3 0 3 0 
Mother's education     
 no HS diploma 18 (10.1) 6 (10.7) 9 (14.5) 3 (5.0) 
HS diploma 77 (43.3) 18 (32.1) 36 (58.1) 23 (38.3) 
associates or college degree 83 (46.6) 32 (57.1) 17 (27.4) 34 (56.7) 
Note: SWC = struggling writers control group; SWT = struggling writers treatment group; TDW = typically 
developing writers group. 
a 
ages rounded to the closest year. 
 
Of the 205 participants in the sample 172 (84%) had complete data. Of those with data 
missing, 26 participants had missing data due to attrition, 1 had missing data due to refusal to 
participate in the given tasks, and 6 were assumed to be missing data either due to a 
misadministration of the task or because the task was not administered due to absences.  Since 
the missing data mechanisms were known, it seems likely that the missingness was not 
dependent upon an unobserved variable; therefore the data were treated as missing at random 
(MAR).  Based on this conclusion, I used the full-information maximum likelihood (FIML) 
missing data estimation technique.  FIML methods simultaneously estimate the model (i.e., 
parameter and standard error estimates) and handle missing data, by using all available data 
(Graham, 2009).   
Procedure 
 For the initial screening, students in each of the 54 first grade classes in the school district 
were administered a written expression measure. The WIAT II written expression subtest was 
group administered, in that the research team administered the tasks to all of students in the class 
at the same time. The results were used preliminarily to group students as typically developing 
writers (TDW) or struggling writers (SW) for selection purposes. After the initial screening, all 
participants (i.e., SW and TDW) with signed parental consent received a battery of 
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neuropsychological and cognitive assessments. Each measure was administered, scored, and 
standardized according to the instructions in the published test manuals. All responses were 
scored by trained researchers and graduate students and double-checked by a graduate student in 
the School Psychology doctoral program at the University of North Carolina at Chapel Hill. The 
Frank Porter Graham Child Development Institute (FPG) Data Management and Analysis Center 
completed data entry. 
 As mentioned previously, only a subset of the data collected from the assessment battery 
were used in the current study, although the full battery is listed next.  While in practice 
standardized scores for each measure are often used, in these analyses I used raw scores, because 
derived standard scores equate the means and variances and thus remove the variability due to 
change over time.  The assessment measures were divided into two administration blocks to 
minimize order effects (e.g., fatigue, learning).  Specifically, the order was randomized for the 
first grade assessment and alternated for the following assessments. Thus, if a participant was 
administered Block A followed by Block B in first grade, the participant would receive Block B 
first in second grade, Block A first in third grade, and Block B first in fourth grade. The entire 
assessment battery took between two and two and a half hours and was administered over two 
sessions in a quiet location at the participant’s school.  The measures in Block A were 
administered in any order and included the Wechsler Abbreviated Scale of Intelligence (WASI; 
Wechsler, 1999) Vocabulary and Matrix Reasoning subtests, WIAT-II Word Reading, Spelling, 
and Written Expression subtests, the Process Assessment of the Learner: Test Battery for 
Reading and Writing (PAL; Berninger, 2001) Finger Succession, Rapid Automatized Naming 
(RAN) letters or digits, and Word Choice subtests, Peabody Picture Vocabulary Test - Fourth 
Edition (PPVT-IV; Dunn & Dunn, 2007), and the Wechsler Intelligence Scale for Children IV 
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Integrated (WISC-IV I; Wechsler , 2004) Spatial Span subtest.  Block B measures were 
administered in a fixed order because the memory tasks required a specific duration between the 
immediate and recognition subtests. Block B included the Wide Range Assessment of Memory 
and Learning-Second Edition (WRAML-2; Adams & Sheslow, 2003) Picture Memory 
immediate subtest, Comprehensive Test of Phonological Processing (CTOPP; Wagner, 
Torgesen, & Rashotle, 1999) Elision subtest, Woodcock Johnson-III Test of Cognitive Abilities 
(WJ-III; Woodcock, McGrew, & Mather, 2001) Planning and Retrieval Fluency subtests, 
WRAML-2 Picture Memory recognition subtest, WRAML-2 Story Memory immediate subtest, 
Vigil Continuous Performance Test (Vigil CPT; Psychological Corporation, 1998), CTOPP 
nonword repetition subtest, and WRAML-2 story memory recognition subtest. After the first 
year of the project, three assessments were changed per school system request because their 
school psychologists were using the measures.  During the second, third, fourth, and fifth years 
of the study, the WISC-IV I Digit Span subtest replaced the use of CTOPP Nonword Repetition, 
the PAL (Berninger, 2001) Syllables and Phonemes subtests replaced the CTOPP Elision, and 
the Comprehensive Receptive and Expressive Vocabulary Test - Second Edition (CREVT-2; 
Wallace & Hammill, 2002) Receptive Vocabulary subtest replaced the PPVT-IV. At the 
conclusion of the annual assessment, participants were given the opportunity to choose a small 
gift (e.g., slinky, puzzle) for their participation.  
 Additionally, each year the participants’ teachers and guardians were requested to complete 
two forms.  Teachers were asked to complete the Teacher’s Report Form for Ages 6-18 (TRF; 
Achenbach, 1991) and the Student-Teacher Relationship Scale (STRS; Pianta, 1992) and 
received $10 for each student for which the forms were completed.  Guardians were asked to 
complete the Child Behavior Checklist for Ages 6-18 (CBCL, 2001) and a demographic 
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background form.  The research team also collected data (e.g., attendance, special education 
services) from the participants’ school records. 
 Annually, the participants’ guardians received a written report that provided the results of 
the assessment.  In the report, participants’ performance on each measure was described using 
the terms above average, average, and below average; specific scores were not included in the 
report.  A summary was also provided and, if appropriate (e.g., when a participant received a 
below average score), a brief statement was included that suggested that follow-up might be 
needed if the participant continued to have difficulty. 
 In addition to the annual assessment, the participants in the study who were identified as 
struggling writers were randomly assigned to either an intervention using the PAL Lesson Plans 
(SWT; n = 68) or the control condition (SWC; n = 70). The PAL lesson plans were selected for 
use because of their age-appropriate nature and their focus on writing development. The lessons 
comprised of three sections: subword level (i.e., sounds symbol association development), word 
level (i.e., spelling), and text level (i.e., handwriting and composition).  In the subword level, the 
teacher uses the PAL Talking Letters activity to teach the encoding of phonemes to spell words.  
The activity engages students through the use of a card that includes a picture cue and the 
associated phoneme, and involves asking the students to name the picture, sound out the 
phoneme and finally say the letter. For example, students would say “Ball, /b/, bee.”  At the word 
level, students engaged in various spelling activities depending on grade level. In second grade, 
students were taught to spell a set of monosyllabic words through oral spelling.  In third grade, 
students participated in a word sort activity with sounds that have multiple spellings.  For 
example, the /k/ phoneme has three spellings (i.e., c, k, and ck). Students grouped the words 
make, truck, because, chicken and picnic based on the spelling of the /k/ phoneme in each word.  
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In fourth grade, students wrote content words (i.e., the building blocks of sentences). If a student 
misspelled a word the instructor would provide feedback to the group using the phonemic cues 
from the Talking Letters activity.  The text level required students to practice handwriting letters 
and write essays.  The students in the intervention group received small group (i.e., 3-6 students) 
instruction twice a week over a period of 12 weeks (i.e., 24 sessions) in accordance with the PAL 
manual. Although the intervention was modified for time (i.e., each session lasted approximately 
25-30 minutes, instead of the 30-45 minutes), as per school system request, the intervention 
otherwise followed the procedures recommended by the creators of the PAL. The intervention 
program occurred between January and May of the school year. For the control condition 
(SWC), the students received no additional instruction other than what was provided in the 
general classroom. Classroom instruction in written language followed a statewide standard 
course of study that included ongoing development of the alphabetic principles, using vocabulary 
effectively in written communication, composing sentences, composing narrative texts, and 
using writing conventions (e.g., capitalization, punctuation, etc.) appropriately.  
In short, the participants were assigned to one of two groups based on their performance 
scores on the WIAT-II (Wechsler, 2002) written expression subtest: 1) Typically developing 
group (TDW; i.e., standard score > 90), or 2) Struggling writers group (SW; i.e., standard score ≤ 
90).  Additionally, participants in the struggling writers group were randomly assigned to 
treatment (SWT) or control (SWC).  The typically developing writers group (TDW) consisted of 
60 participants, the struggling writers control group (SWC) included 63 participants, and the 
struggling writers treatment group (SWT) included 66 participants.  All of the participants were 
administered the assessment battery each year, in addition the SWT participants received the 
group intervention (i.e., PAL) and a pretest before, and a posttest after, each intervention set. 
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Measures 
 The measures selected for this study were guided by my research questions and the 
models reviewed in the literature review.  Based on cognitive models of written language, I 
concluded that researchers studying writing must use a measure that is sensitive to differences in 
the cognitive process involved in written language.  The WIAT-II Written Language composite 
measure meets that criterion.  The measures of planning, sustained attention, inhibitory control, 
and working memory were selected because they capture the specific components of executive 
function scores that I hypothesized to be related to writing performance scores.  The reliability 
estimates for the measures are provided, but the published manuals do not provide reliability 
estimates for subsets of their samples (e.g., struggling writers populations).    
Written language. The WIAT-II (Wechsler, 2002) is an assessment used to measure 
individual writing skills using two subtests, Written Expression and Spelling. Specifically, the 
Written Expression subtest measures handwriting, timed alphabet writing, written word fluency, 
and sentence combining. At grades 1 and 2, the participant is given 15 seconds to write the lower 
case letters of the alphabet (i.e., handwriting task; possible range of response 0-26) and 60 
seconds to write words related to a topic (i.e., written word fluency task; possible range of 
response 0-75). Finally, the participant is asked to combine two simple sentences into one well-
written sentence with the same meaning (i.e., sentence combining task; grade 1 possible range of 
response 0-6 and grades 2, 3, and 4 possible range of response 0-12).  At grades 3 and 4, the 
participant is asked to write a paragraph in accordance with a specific writing prompt, in addition 
to the written word fluency task and sentence combining task.  The tasks for Written Expression 
changed across grades, so only the tasks that all students, at each grade, were administered were 
used to measure written language.  This task was written word fluency.  The Spelling subtest 
 44 
requires participants to demonstrate single letter, multiple letter, and single word production. It 
measures the written spelling of regular words, irregular words, and homonyms with the possible 
range of response from 0-63. Subtest age and grade based raw and standard scores were 
generated in addition to the written language composite (i.e., spelling and written expression 
subtests). Past reported interitem reliability for this subtest score was strong (r = .91) (Wechsler, 
2002) for students in grade one. Additionally, the timed alphabet writing task is a strong 
predictor of handwriting, spelling, and writing skills acquisition for students in elementary 
school (Berninger, Yates, Cartwright, Rutberg, Remy, & Abbott, 1992). Therefore, I also used 
the PAL II timed alphabet writing task, which is the same task as the WIAT II alphabet writing.  
Thus, written language was examined as measured by word fluency, spelling, and timed alphabet 
writing.  
The Written Expression subtest scores were used to identify students as either typically 
developing writers or struggling writers. Struggling writers participants were identified as 
struggling if they performed below the 26
th
 percentile (i.e., grade based score ≤ 90). This 
criterion has been successful in identifying children struggling with reading and math (Fuchs, 
Seethaler, Powell, Fuchs, Hamlett, & Fletcher, 2008). Specifically for this study, participants 
with a grade based standard score on the WIAT-II written expression subtest less than or equal to 
90 were identified as struggling writers; otherwise they were identified as typically developing 
writers.  Two of the four tasks that I used for my outcome measure of written language are the 
same tasks that were used to form the struggling writers groups. Thus, there is a collinearity 
concern, but this is an artifact of the data set that I could not avoid. 
Various types of evidence were collected to evaluate the validity of the WIAT-II 
subtests’ scores (i.e., Written Expression and Spelling) including evidence based on test content 
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(e.g., expert judgments and empirical item analysis), construct-related evidence (e.g., 
intercorrelations of the subtests, studies of group differences), and criterion-related evidence 
(e.g., correlations with other achievement tests). Reported inter-item reliability was strong (grade 
1 r = 0.91; Wechsler, 2002). Content validity was evaluated through the participation of subject 
area expert judges to ensure that the items on each subtest of the WIAT-II corresponded with 
curriculum standards.  In addition, item analyses (i.e., item-total correlations and item response 
theory analysis) were conducted during the development of the WIAT-II to establish consistency 
among the items in a subtest.  As part of this process, item-total correlations were calculated and 
any item with a correlation less than .20 was evaluated for removal or revision (Wechsler, 2002).  
Criterion related evidence of validity was documented with correlations with other tests of 
achievement. The correlation between the Wide Range Achievement Test – 3rd edition (WRAT 
3) Reading subtest and the WIAT-II Word Reading subtest was .73. The correlation between the 
WRAT3 Spelling subtest and the WIAT-II Spelling subtest was .78 (Wechsler, 2002). 
Executive functions.  The measures used to assess the participants’ executive functions 
have been divided into subcategories: planning, sustained attention and inhibitory control, and 
working memory.  
Planning. The participants’ planning skills were assessed by the WJ III (Woodcock et al., 
2001) Planning subtest. The Planning subset assesses the participant’s spatial scanning, general 
sequential reasoning, and problem solving abilities. The participant is asked to completely trace 
increasingly more difficult drawings without lifting the pencil from the paper or retracing.  W 
scores, based on an equal-interval scale, were generated with possible range of response from 
430-550. Past reported reliability coefficients for this subtest were weak to moderate (age 6 r = 
.67, age 7 r = .75, age 8 r = .69; Woodcock et al., 2001). For the WJ III Planning subtest, four 
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sources of evidence were used to demonstrate the validity of these measures’ scores including 
test content (e.g., outside experts, Cattell-Horn-Carroll theory of cognitive abilities), discriminant 
developmental patterns of scores (e.g., divergent growth curves), and construct (e.g., factor 
analysis). Outside experts were involved in the measure’s development to help insure the validity 
of test items and the content of the test is similar to other well-established cognitive measures 
(Woodcock, McGrew, & Mather, 2001). 
Sustained attention and inhibitory control. The Vigil CPT (Psychological Corporation, 
1998) assesses sustained attention, impulsivity, speed and consistency of responding and 
response inhibition. The task requires the child to watch the computer screen as a sequence of 
single letters appear and press the space bar instantly after seeing the letter K immediately 
followed by the letter A. This task lasts about 8 minutes with 4 blocks and 36 targets in each 
block. Specifically for this study two data points were examined: the errors of omission and 
errors of commission. Errors of omission represent the frequency of targets missed, thus there 
were 144 possible omissions. An example of an error of omission is when the target was 
presented and the participant did not respond.  On the other hand, errors of commission represent 
the frequency of incorrect anticipations of targets presented such that the participant responded 
as if the target was present when in fact no target was present, thus there were 336 possible 
commissions.  Raw scores, age-based standard scores, and z-scores were generated. Past reported 
reliability estimates for this test’s scores varied from weak to strong. Two types of evidences 
were collected for the validity of this measure’s scores including construct (e.g., intercorrelations 
with other attention related tests), and discriminant (e.g., repeated research with clinical 
populations). The reported reliability estimates for errors of omission, errors of commission, and 
reaction time were good (omissions  = .91, commissions,  = .96, reaction time  = .90; 
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Psychological Corporation, 1998). A comparison study with other tests of attention was 
performed to provide evidence of validity. In one study, the Vigil CPT and the Stop Signal Task 
(SST) had a correlation coefficient of .65 for errors of omission and a .34 for errors of 
commission. 
Working memory. The participants’ working memory performance was assessed with a 
visual task. The WISC-IV I (Wechsler, Kaplan, Fein, Kramer, Morris, Delis, & Maerlender, 
2004) Spatial Span Backward subtest was administered to assess the participants’ visual-spatial 
memory performance. In adherence with the manual, both the Spatial Span Forward and 
Backward were administered.  Both subtests use a three dimensional board with attached blocks. 
During the Spatial Span Forward (SSpF) component, the child is asked to repeat a sequence of 
tapped blocks in the same order as demonstrated by the examiner. For the Spatial Span 
Backward (SSpB) component, the examiner points to a series of blocks and then asks the child to 
point to the same blocks in reverse order.  Since the SSpF task primarily taps short-term memory 
and SSpB measures the participant’s ability to manipulate visual information while in temporary 
storage (i.e., working memory), only the scores from the SSpB test will be used in the analysis.  
Raw scores were generated with the possible range of response from 0-14. Past reported internal 
consistency reliability coefficients for this subtest’s scores were moderate (age 6 SSpF r = .76, 
SSpB r = .81; age 7 SSpF r = .70, SSpB r = .74; age 8 SSpF r = .79, SSpB r = .77; Wechsler et 
al., 2004). A variety of types of evidences were collected for the validity of the WISC-IV subtest 
scores (i.e., SSF and SSB) including content (e.g., expert judgments and empirical item analysis), 
construct (e.g., intercorrelations of the subtests, studies of group differences), and criterion (e.g., 
correlations with other tests). Internal consistency reliability coefficients were moderate (age 6 
SSpF r = 0.76, SSpB r = 0.81, age 7 SSpF r = 0.70, SSpB r = 0.74, age 8 SSpF r = 0.79, SSpB r 
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= 0.77; Wechsler et al., 2004). During the development of the WISC-IV-I, research studies, 
review of theoretical literature, and expert reviews were utilized to support the validity of the 
measure. After development, a comparison study with the Clinical Evaluation of Language 
Fundamentals, 4th edition (CELF-4) was conducted with children with language disorders. The 
result of the Working Memory Index (including Spatial Span) comparison was a correlation of 
.69 (WISC-IV-I; Wechsler et al., 2004).  
Data Analysis  
Figure 5 is a pictorial representation of my hypothesized model that my research 
questions were designed to systematically test.  Initial descriptive statistics and box plots for 
each variable were generated using Stata 13. The results were examined for outliers, influential 
cases, and normality.  If violations of the assumption of normality were found, I planned to use 
robust maximum likelihood (MLR) estimation, and if necessary resampling methods, in the 
analyses.
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Research questions 1 and 2. I used the same data analysis techniques to answer several 
of my research questions, which are almost identical, the only difference being the construct, 
Written Language or Executive Functions. Thus, I will describe the analyses simultaneously. 
Research question 1: What is the optimal functional form of the growth trajectory of written 
language for students from first grade to fourth grade?  
Hypothesis 1a: Scores on measures of timed alphabet writing, written word fluency, and 
spelling will indicate a single factor for written language. 
 Hypothesis 1b: The single factor model for written language will exhibit metric 
measurement invariance at each time point.  
Research question 2: What is the optimal functional form of the growth trajectory of executive 
functions for students from first grade to fourth grade? 
Hypothesis 2a: Scores on measures of planning, sustained attention, inhibitory control, 
and working memory will indicate a single factor for executive functions. 
Hypothesis 2b: The single factor model for executive functions will exhibit metric 
measurement invariance at each time point.  
To answer my first two research questions and test related hypotheses, I conducted a 
confirmatory factor analysis (CFA) with one latent factor to establish the optimal measurement 
structure for written language as indicated by timed alphabet writing, written word fluency, and 
spelling.  In addition, I conducted a confirmatory factor analysis (CFA) with one latent factor to 
establish the optimal measurement structure for executive functions as indicated by planning, 
sustained attention, inhibitory control, and working memory.  A CFA was chosen because theory 
and empirical data (Hooper et al., 2011) supported a single factor structure for written language 
and executive functions.  
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Model fit. Structural Equation Modeling (SEM) techniques using Mplus 7.1 (Muthen & 
Muthen, 1998-2012) were used to analyze the data to address the research questions. I evaluated 
the adequacy of model fit with the data using the chi-square test statistic and other fit indices. 
The chi-square test statistic is the oldest fit measure in SEM, although researchers tend not to 
rely exclusively on this measure because this statistic is sensitive to the sample size and the 
impact of excessive kurtosis (i.e., multivariate distributions of observed variables; Bollen & 
Curran, 2006; Hox, 2010).  Thus, model fit was evaluated based on the chi-square test statistic, 
the Comparative Fit index (CFI), the root mean squared error of approximation (RMSEA), p of 
close fit (PCLOSE), and the standard root mean square residual (SRMR). A statistically non-
significant chi-square test statistic indicated adequate data-model fit. CFI values greater than .90 
were considered adequate and values greater than .95 were considered good. RMSEA values 
were examined using a 90% confidence interval (CI).  Confidence intervals whose lower value 
was no higher than .05 and upper value was less than .08 were considered good.  PCLOSE is a 
measure that provides a one-sided test that the RMSEA is less than 0.05.  If the PCLOSE value 
was greater than .05 the data-model was considered good.  SRMR values less than .08 were 
considered indicators of good fit.  
Measurement invariance and CFA. Next, to test hypotheses 1b and 2b, I determined 
whether the factor structure was stable across each time point, an indication of measurement 
invariance (Bollen & Curran, 2006). I considered multiple levels of invariance: configural, weak 
factorial, and strong factorial. I began with configural invariance, which is the least constrained, 
to determine if the factorial structure was the same across time points. Next I tested factorial 
invariance, constraining factor loadings (i.e., weak factorial), and then intercepts (i.e., strong 
factorial) to be equal across time points. For my purposes, I considered the model to have 
 52 
measurement invariance across time if the factor loadings and intercepts for the indicators were 
stable over time (i.e., strong factorial invariance; Bollen & Curran, 2006). I evaluated invariance 
at each level by looking at model fit indices. The literature is not clear as to the most appropriate 
comparative model to use when examining model fit using incremental fit indices (Cheung & 
Rensvold, 2002). Thus, I choose to evaluate invariance between nested models using two 
methods. First, the traditional method uses the likelihood ratio difference test (LRT) to compare 
the models. I used the difference between the chi-square values for the models and the difference 
between the degrees of freedom to determine if there was a difference between the models.  A 
statistically significant p-value (i.e., p < 0.05) was interpreted as evidence that the more 
constricted model had significantly worse fit than the less constricted one. The second method of 
evaluating measurement invariance involves examining a change in the modified CFI (MCFI) 
between the model and an alternative null model where the variances and means of each variable 
are constrained to equality over time (Widaman & Thompson, 2003).  For purposes of clarity, 
the comparative fit index based on this alternative method of evaluating model-fit of the 
modified null model was labeled as MCFI.  If the change in MCFI between the nested models 
was 0.01 or less, I determined the models to be invariant using these criteria (Cheung & 
Rensvold, 2002).  
First, I ran the alternative null model in which I constrained the variances and means for 
each variable to equality across time (Widaman & Thompson, 2003) and Mplus reported a chi-
square test statistic for the traditional method of estimating the null model when the configural 
model is analyzed.  Next, I examined configural invariance, with the least restrictive model (i.e., 
the least constrained).  This required the form of the models to be equivalent across time points 
(i.e., indicators have same paths for each latent factor across time points), but the other parameter 
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estimates were allowed to differ. Specifically, I allowed the factor loadings, intercepts, error 
covariances, and indicator residual variances to take on unique values for time point.  When the 
configural invariance model demonstrated adequate fit with the data, as determined by the fit 
indices, then I examined the CFA for weak factorial invariance (i.e., equivalent factor loadings).  
When the weak factorial model demonstrated adequate fit, I compared the weak factorial 
invariance model and the configural variance model.  Finally, I added the restriction of equal 
indicator intercepts across time points (i.e., strong factorial invariance) and evaluated the model 
fit. I also compared the strong and weak factorial invariance models. If the results did not 
indicate support for longitudinal measurement invariance, I planned to use the best fitting models 
from the CFAs in the LGMs or, if necessary, the latent factor scores to create manifest scores of 
the construct.   
 Latent growth models. To test the remaining hypotheses I conducted latent growth 
curve analyses in a SEM framework to examine the change over time of written language scores 
and the change over time of executive function scores.  I chose to estimate latent growth models 
(LGMs) over other traditional repeated measures techniques (e.g., Analysis of Variance), 
because I did not have to assume that variables were measured error free. As well, traditional 
techniques only allow for change between two time points, while LGM analysis can capture the 
systematic change underlying the construct over multiple time points. LGM analysis also allows 
for individual differences in initial starting point (i.e., intercept) and growth over time (i.e., 
slope).  LGM analyses are ideal for modeling growth as they capture intra- as well as inter-
individual variability in the outcome variable.  I used Mplus 7.1 (Muthen & Muthen, 1998-2012) 
to estimate the LGMs.  
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Unconditional LGMs. To test Hypothesis 1c (i.e., The growth trajectory of written 
language for students from first grade to fourth grade will be a positive linear model) and 
Hypothesis 2c (i.e., The growth trajectory of executive functions for students from first grade to 
fourth grade will be a positive linear model) I estimated unconditional (i.e., models without 
covariates) LGMs using the manifest scores.  First, an intercept only model and a linear LGM 
were estimated and compared. When the linear model demonstrated better fit to the data than the 
intercept only model, the linear model was compared to a nonlinear quadratic model. The models 
that resulted in the best fit to the data were used in subsequent analyses.  
  Conditional LGMs. To test the next set of hypotheses, I included covariates in the 
LGMs to test for differences in the growth parameters of the latent factors as a function of group 
status (GS), and school, treating both as time-invariant covariates (TIC). Furthermore, school 
was a control variable, thus differences in school were not interpreted. Due to the complexity of 
these models, I also considered models without school when the models would not converge.   
The first set of hypotheses all concerned participants’ written language:   
 Hypothesis 1d: Participants in the typical group will have higher written language 
performance scores in first grade than participants in the struggling writers control group, 
and participants in the struggling writers treatment group, after controlling for school. 
 Hypothesis 1e: Participants in the typical group will have a steeper growth trajectory than 
participants in the struggling writers control group, and participants in the struggling 
writers treatment group, after controlling for school. 
 Hypothesis 1f: Participants in the struggling writers treatment group will have a steeper 
growth trajectory than participants in the struggling writers control group, after 
controlling for school. 
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The second set of hypotheses all concerned participants’ executive functioning:   
 Hypothesis 2d: Participants in the typical group will have higher executive function 
scores in first grade than participants in the struggling writers control group, and 
participants in the struggling writers treatment group, after controlling for school. 
 Hypothesis 2e: Participants in the typical group will have a steeper growth trajectory than 
participants in the struggling writers control group, and participants in the struggling 
writers treatment group, after controlling for school. 
 Hypothesis 2f: Participants in the struggling writers treatment group will have a steeper 
growth trajectory than participants in the struggling writers control group, after 
controlling for school. 
GS was dummy coded to represent the three categories of students: struggling writers 
who did not receive the intervention (struggling writers control; SWC), struggling writers who 
received the intervention (struggling writers treatment; SWT), and students who were not 
struggling writers (typically developing writers, TDW) with TDW as the reference category. 
This single-group conditional LGM assumes that all factor variances, factor covariances, time-
specific error variances, and the functional form of the model are equal across groups (Bollen & 
Curran, 2006). GS was entered into the model as a time-invariant covariate (TIC) because it is a 
person-specific variable that is unrelated to the passage of time.  It was possible that a 
participant, who was deemed a struggling writer in first grade was no longer a struggling writer, 
based on the criteria, in second, third or fourth grade, but for this study a participant’s group 
status in first grade was used throughout.  In addition, TICs provide a direct test of the between 
person differences in growth by directly predicting the random growth trajectory parameters (i.e., 
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growth trajectory), thus I was able to determine if changes in growth were due to group status.  
When I found group differences, I included the GS variable in subsequent analyses.  
Full LGM. Because these models are complex, it is prudent to test all hypothesized 
models, even when there are indications that subcomponents of the model may not be working 
well.  I decided to run the LGMs with the CFAs assuming strong measurement invariance, even 
if I concluded that the CFAs were not measurement invariant across time, as a formal test of my 
hypothesized model. However, as an alternative, if the LGM with strong measurement 
invariance could not be estimated or was otherwise unsuccessful I planned to then run the LGM 
with the best fitting CFA.  
To answer my third and fourth research questions and associated hypotheses, I conducted 
several tests. First, I regressed the constructs on each other across time points to determine 
whether scores at one time point on a construct predicted scores on the other construct at the 
subsequent time point.   
Hypothesis 3a: The single factor for executive functions at Time n will positively predict 
written language at Time n + 1 after controlling for school and group status. 
Hypothesis 4a: The single factor for written language at Time n will positively predict 
executive functions at Time n + 1 after controlling for school and group status. 
Next, I correlated the latent growth parameters (e.g., written language intercept with 
executive functions slope) to determine the relationship between written language and executive 
functions. In addition, I estimated a “nonstandard effect” (Curran, Lee, Howard, Lane, & 
MacCullum, 2012, p. 243) by correlating the time-specific residual of written language with the 
time-specific residual of executive functions (Figure 5) to determine if there were within-person 
effects. 
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Hypothesis 3b: Executive functions will have a within-person and between-person effect 
on written language at each time point after controlling for school and group status.  
Hypothesis 4b: Written language will have a within-person and between-person effect on 
executive functions at each time point after controlling for school and group status.  
With this plan, I was able to determine the effects of written language with executive 
functions above and beyond the systematic growth from first to fourth grade.  The interpretation 
of these effects can be problematic since it is conceivable that the constructs could exert a 
within-person and a between person effect, only a between person effect, only a within person 
effect, or none of the above (Curran, Lee, Howard, Lane & MacCallum, 2012). Thus I reported 
the results for each effect as necessary.  For instance, executive functions may influence the rate 
of growth for written language for a participant, and simultaneously influence the differences in 
the growth trajectories across individuals.   
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CHAPTER IV: Results 
 The results from the data analyses are presented in several sections.  First, descriptive 
statistics are presented.  Next, the confirmatory factor analysis and test of measurement 
invariance for both written language and executive functions are described.  Then, the latent 
growth unconditional models are reviewed, followed by the effects of group and school. 
Lastly, the final model is detailed.  
Descriptive Statistics  
 First, the initial descriptive statistics were considered.  The results presented in Table 
2 suggested that the means and standard deviations were as expected for this sample. As 
well, the skewness and kurtosis values were within normal range with skewness values 
whose absolute values were less than two and kurtosis values less than seven, except for the 
values for Grade 4 commissions and Grade 4 planning (Kline, 2005). The minimum value for 
many of the variables was zero, the lowest possible score, which indicates that there was 
potentially a restriction of range.  Restriction of range can be problematic because the true 
range of ability for the participants may not be captured by the variable(s).  In this case, a 
participant’s ability may be lower than the score reflects, but a lower score was not possible 
given the measure(s).  
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Table 2 
Sample Statistics for Variables 
Grade Variable N M SD skewness kurtosis Min Max 
1 Spatial Span Backwards 205 3.14 1.99 0.59 3.03 0 10 
 Omission 202 -60.17 30.83 -0.95 3.45 -142 -8 
 Commission 202 -83.48 64.17 -1.02 3.25 -297 0 
 Planning 205 497.93 2.51 -0.66 2.69 491 503 
 Spelling 205 13.66 5.39 -0.37 2.77 0 27 
 Alphabet 205 1.83 1.92 1.42 6.21 0 11 
 Word Fluency 205 2.12 1.81 0.45 2.20 0 7 
2 Spatial Span Backwards 200 4.47 1.95 -0.23 2.85 0 9 
 Omission 200 -45.52 20.76 -0.64 3.64 -130 -3 
 Commission 200 -75.26 62.30 -1.48 4.53 -283 -8 
 Planning 200 498.84 2.61 -1.06 3.62 491 504 
 Spelling 200 20.36 4.84 -0.34 4.60 2 34 
 Alphabet 200 2.37 1.95 0.72 2.72 0 8 
 Word Fluency 200 3.58 2.32 0.39 2.62 0 10 
3 Spatial Span Backwards 188 5.79 1.96 -0.33 2.92 0 10 
 Omission 188 -38.42 21.08 -0.89 4.05 -110 -1 
 Commission 188 -61.35 55.18 -1.91 6.64 -291 -1 
 Planning 189 500.11 1.79 -1.06 6.34 492 506 
 Spelling 189 23.85 5.59 -0.22 4.17 4 40 
 Alphabet 189 2.80 2.10 0.90 4.31 0 12 
 Word Fluency 189 5.34 2.57 0.27 3.06 0 14 
4 Spatial Span Backwards 179 6.31 2.06 -0.20 2.61 1 10 
 Omission 176 34.91 22.87 -1.03 4.21 -130 0 
 Commission 176 -41.25 37.08 -2.66 13.48 -275 0 
 Planning 179 500.81 1.66 -0.84 11.18 491 508 
 Spelling 179 26.67 6.69 -0.60 4.57 0 41 
 Alphabet 179 2.91 2.14 0.88 3.70 0 11 
 Word Fluency 179 6.70 2.97 0.22 2.96 0 16 
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The Shapiro-Wilk W test statistic and corresponding p-value were generated for each 
variable using Stata 13 and the results are presented in Table 3.  This is a test of univariate 
normality where the null hypothesis is that the variables in the population are normally 
distributed.  Based on the results, I rejected the null hypothesis that the variables were 
normally distributed, except for five variables (i.e., Spatial Span Backwards in grades 2, 3, 
and 4, and Word Fluency in grades 3 and 4). The correlation matrix of all the continuous 
variables is presented in Appendix B.   
Table 3 
Shapiro-Wilk W Test Statistics 
Grade Variable W 
1 Spatial Span Backwards 0.97 ***  
 Omission 0.92 *** 
 Commission 0.89 *** 
 Planning 0.95 *** 
 Spelling 0.98 ** 
 Alphabet 0.91 *** 
 Word Fluency 0.96 *** 
2 Spatial Span Backwards 0.99 
 Omission 0.97 *** 
 Commission 0.83 *** 
 Planning 0.91 *** 
 Spelling 0.97 *** 
 Alphabet 0.95 *** 
 Word Fluency 0.98 ** 
3 Spatial Span Backwards 0.99 
 Omission 0.95 *** 
 Commission 0.79 *** 
 Planning 0.94 *** 
 Spelling 0.98 ** 
 Alphabet 0.95 *** 
 Word Fluency 0.99 
4 Spatial Span Backwards 0.99 
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 Omission 0.93 *** 
 Commission 0.76 *** 
 Planning 0.91 *** 
 Spelling 0.96 *** 
 Alphabet 0.95 *** 
 Word Fluency 0.99 
Note. * p < 0.05, ** p < 0.01, *** p < 0.001. 
  
 Based upon the initial descriptive statistics and tests of univariate normality, I decided 
to use robust estimation techniques in my analyses.  I began with MLR estimation, but this 
estimation of the models was problematic (i.e., Heywood cases), therefore I used a  
resampling method (i.e., bootstrap) to estimate standard errors and confidence intervals that 
are robust to non-normality (Bollen & Stine, 1990; Kolenikov & Bollen, 2012). This is 
beneficial since the bootstrapped distribution (i.e., sampled from the empirical distribution of 
the observed data) of each parameter estimate is used to determine the confidence intervals. 
These values take the non-normality of the parameter estimate distribution into account 
(Kolenikov & Bollen). 
Confirmatory Factor Analyses and Measurement Invariance 
 Each of the constructs, written language and executive functions, were examined for 
longitudinal measurement invariance. Four models were run for each construct: null, 
configural, weak factorial, and strong factorial.  The models were nested, thus comparisons 
were made from one model to the next. 
 Written language.  The traditional method of estimating the null model resulted in a 
poor fit with the data, which is expected for any SEM null model. The results for this model 
are reported in Table 4. The configural model demonstrated good fit with the data, given a 
non-significant chi-square test statistic and the other fit indices.  The weak and strong 
 62 
factorial models demonstrated mixed results in terms of model fit indices, with statistically 
significant chi-square test statistics, but good CFI values.  The weak factorial did not meet 
criteria for measurement invariance using the likelihood ratio difference test (LRT) based on 
the normal-theory chi-squared value, as the p-value was statistically significant suggesting 
the weak model had worse fit with the data than the configural model. However, when I 
compared the models using the written language alternative null model (i.e., means and 
variances of each variable are constrained to equality over time), the weak factorial model 
did meet the criteria using the change in MCFI (Cheung & Rensvold, 2002).  Next, I tested 
the strong factorial model, but this model did meet the criteria using either test.  Finally, I 
analyzed a partial strong model (i.e., alphabet writing intercept freed to vary across time 
points), which demonstrated mixed fit with the data. The partial strong model met the criteria 
for measurement invariance for the alternative test, but not the LRT. Overall, the written 
language CFA did not meet the criteria for measurement invariance.  
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Table 4 
Written Language CFA Model Results  
Model 
 
NTχ2 
(df) 
p-value 
Bootstrap 
p-value 
 χ2 
(df) 
LRT    
p-value 
RMSEA 
(PCLOSE) 
RMSEA 
CI  
CFI SRMR MCFI  
MCFI 
WL null 1236.30 
(66) 
<0.001         
WL alt. 
null 
2093.55 
(84) 
<0.001 
<0.001 
  0.342 
(<0.001) 
0.329-
0.354  
0.000 0.524   
WL 
configural 
36.34 
(30) 
0.197 
0.270 
  0.032 
(0.788) 
0.000-
0.065  
0.995 0.032 0.997  
WL weak 57.668 
(36) 
0.012 
0.046 
21.332 
(6) 
0.002 0.054 
(0.371) 
0.026-
0.079  
0.981 0.065 0.989 0.008 
WL 
strong 
109.592 
(42) 
<0.001 
<0.001 
51.924 
(6) 
<0.001 0.089 
(0.001) 
0.068-
0.109 
0.942 0.112 0.966 0.023 
WL 
partial 
strong 
80.913 
(39) 
<0.001 
0.002 
22.268 
(2) 
<0.001 0.072 
(0.051) 
0.050 – 
0.095 
0.964 0.072 0.979 0.010 
Note. WL = written language; LRT = likelihood ratio test, NTχ2 = normal-theory chi-squared value; df = 
degrees of freedom; RMSEA = root mean square error of approximation; PCLOSE = p of close fit; RMSEA CI 
= root mean square error of approximation 90% confidence interval; CFI = comparative fit index based on the 
normal-theory chi-squared value; SRMR = standardized root mean square residual; MCFI = comparative fit 
index based on modified null model. 
  
 The standardized factor loadings suggested that the indicator variables’ relationships 
with the latent factor (i.e., written language) differed across grade levels, as shown in the 
configural model (Appendix C). The rankings (i.e., the order of the magnitude of the factor 
loadings) were the same from second to fourth grades, but not in first grade.  For instance, 
the standardized estimates indicated that in all grades that spelling had the strongest 
relationship with written language; however in 1
st
 grade word fluency demonstrated the 
weakest relationship with the WL latent factor, whereas alphabet writing demonstrated the 
weakest relationship in 2
nd
, 3
rd
 and 4
th
 grades.   
Even though most of the models demonstrated good fit with the data, the CFA for 
written language did not pass longitudinal measurement invariance.  Thus, there was 
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evidence to support hypothesis 1a, but not hypothesis 1b.  I concluded that scores on 
measures of timed alphabet writing, written word fluency, and spelling did indicate a single 
factor for written language, but the factor did not exhibit measurement invariance at each 
time point.  
 Executive functions. The traditional and alternative methods of estimating the null 
model resulted in a poor fit with the data as expected for any SEM null model, but the 
configural model also had poor fit with the data [χ2(74) = 161.93, bootstrap p-value = 0.006; 
CFI = 0.883, RMSEA = 0.076].  Next, I ran the configural model using the MLR estimator, 
since I was unable to obtain modification indices while using bootstrap techniques. 
Surprisingly, the results produced only two options for modifying the model: correlating 
sustained attention grade 1 with inhibitory control at grade 1 and correlating sustained 
attention grade 4 with inhibitory control at grade 4. Perhaps more surprising, these 
modifications made sense.  Because sustained attention and inhibitory control were obtained 
through the same test (i.e., Vigil CPT), it was logical that these measures should be 
correlated within time point.  Given this reasoning, I decided to not only correlate sustained 
attention and inhibitory control at time points 1 and 4, but all of the time points (i.e., 1, 2, 3, 
and 4). 
With these modifications to the CFA model, the configural, weak factorial and strong 
factorial models had good fit with the data.  The data-model fit of the weak model was 
determined to be better than the data-model fit of the configural model based on the LRT 
using the normal-theory chi-squared value (p > 0.05) and based on the alternative test (i.e.,  
MCFI < 0.010).  The strong factorial model did not meet the criteria for LRT, but it did for 
the alternative test.  
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Table 5 
Executive Functions CFA Model Results 
Model NTχ2 
(df) 
p-value 
Bootstrap 
p-value 
 χ2 
(df) 
LRT     
p-value 
RMSEA 
(PCLOSE) 
RMSEA 
CI 
CFI SRMR MCFI  
MCFI 
EF null 873.62 
(120) 
<0.001         
EF alt. 
null 
1637.90 
(144) 
<0.001 
<0.001 
  0.225 
(<0.001) 
0.215-
0.235 
0.000    
EF 
configural 
99.93 
(70) 
0.011 
0.177 
  0.046 
(0.621) 
0.023-
0.065 
0.960 0.097 0.980  
EF weak 109.11 
(79) 
0.014 
0.230 
9.179 
(9) 
0.421 0.043 
(0.709) 
0.020-
0.062 
0.960 0.393 0.980 0.000 
EF strong 130.04 
(88) 
0.002 
0.154 
20.930 
(9) 
0.013 0.048 
(0.547) 
0.029-
0.065 
0.944 0.465 0.972 0.008 
Note. EF = executive functions; NTχ2 = normal-theory chi-squared value; df = degrees of freedom; RMSEA = 
root mean square error of approximation; PCLOSE = p of close fit; RMSEA CI = root mean square error of 
approximation 90% confidence interval; CFI = comparative fit index based on the normal-theory chi-squared 
value; SRMR = standardized root mean square residual; MCFI = comparative fit index based on modified null 
model. 
 
 The standardized factor loadings suggested that the indicator variables did not 
contribute equally to executive functions across all grade levels (Appendix C).  Working 
memory scores had the strongest relationship with the executive functions latent factor in 
grades 1 and 2, but planning scores had the strongest relationship in grades 3 and 4. Further, 
omission scores had the weakest relationship with executive functions in grades 1, 3, and 4, 
but commission scores were weakest in grade 2.  Overall, planning and working memory had 
the strongest relationships with executive functions, and sustained attention and inhibitory 
control had the weakest relationships.  
The CFA for executive functions did not pass the test of longitudinal measurement 
invariance based on the LRT, but it did using the alternative test. As can be seen in Table 5, 
the results from all of the models suggested good fit with the data. Therefore, there was 
evidence to support hypotheses 2a and 2b, and thus I concluded that a single executive 
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functions factor indicated by planning, sustained attention, inhibitory control, and working 
memory did exhibit strong measurement invariance at each time point.  
 CFA conclusions. Since I did not find support for all of my initial hypotheses, I 
decided to move to exploratory analyses.  Specifically the written language CFA did not 
meet the criteria for strong measurement invariance, but I was able to retain the weak 
invariance and partial strong invariance models.  The weak invariance model demonstrated 
better fit with the data than the partial strong invariance model, thus, I decided to use the 
weak factorial model in the LGMs. For executive functions, I choose to use the strong 
measurement invariance model in subsequent analyses. In addition, I tested a Full LGM with 
a CFA assuming strong measurement invariance, to evaluate whether the Full Model was 
tenable.  
Latent Growth Models 
 Prior to examining the LGM with both written language and executive functions, 
separate unconditional LGMs were run to determine the optimal functional form (i.e., 
intercept only, linear, freed loading or quadratic).  The optimal model was used to analyze 
the conditional models, which included group status and school. The results for the written 
language and executive functions LGMs were used to make decisions when modeling the 
constructs, and their interrelations, simultaneously (e.g., Research Questions 3 and 4).  The 
latent growth models that were estimated for this study are listed in Table 6. 
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Table 6 
Estimated LGMs 
Model Description 
Written Language Weak CFA Intercept only 
unconditional 
Weak CFA model in a growth model with only an 
intercept parameter; a slope parameter was not 
estimated 
Weak CFA Linear unconditional Weak CFA model in a growth model with intercept and 
slope parameters estimated 
Written Language Weak CFA Freed 
Loading unconditional 
Weak CFA model in a growth model with intercept and 
slope parameters estimated, all slope indicators were 
freed except the first two 
Written Language Weak CFA Quadratic 
unconditional 
Weak CFA model in a growth model with intercept, 
slope and quadratic parameters estimated 
Written Language Weak CFA Linear 
conditional 
Weak CFA model in a growth model with intercept and 
slope parameters estimated, including school and group 
status as covariates 
Executive Functions Strong CFA Intercept 
only unconditional 
Strong CFA model in a growth model with only an 
intercept parameter, a slope parameter was not 
estimated 
Executive Functions Strong CFA Linear 
unconditional 
Strong CFA model in a growth model with intercept 
and slope parameters estimated 
Executive Functions Strong CFA Freed 
Loading unconditional 
Strong CFA model in a growth model with intercept 
and slope parameters estimated, all slope indicators 
were freed except the first two 
Executive Functions Strong CFA Quadratic  
unconditional 
Strong CFA model in a growth model with intercept, 
slope and quadratic parameters estimated 
Executive Functions Strong CFA Freed 
Loading conditional 
Strong CFA model in a growth model with intercept 
and slope parameters estimated, all slope indicators 
were freed except the first two, including school and 
group status as covariates 
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Written language. The written language intercept only LGM with the longitudinal 
CFA weak invariance model had poor fit with the data, as shown in Table 7.  However, the 
linear, freed factor loading and quadratic models had good fit with the data. Based on the p-
value for the chi-squared statistic and fit indices, the quadratic model fit the data the best, but 
the parameter estimates for the quadratic factor were not statistically significantly different 
than zero (quadratic intercept = -0.030, p = 0.673) and the quadratic factor’s variance was 
negative (-0.006, p = 0.799).  Thus I determined that the quadratic model did not result in a 
meaningful improvement in data-model fit compared to the linear or freed loading model.  
The linear model fit the data slightly better than the freed model, thus I decided to retain the 
linear model in the conditional analyses. A graph of the written language latent means can be 
seen in Figure 6.   
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Table 7 
Written Language LGM Fit Results 
Model NTχ2(df) p-value Bootstrap    
p-value 
RMSEA 
(PCLOSE) 
RMSEA 
CI 
CFI SRMR 
Weak Intercept 
only 
unconditional 
310.28 (44) < 0.001 < 0.001 0.172       
(< 0.001) 
0.154-
0.190 
0.772 0.260 
Weak Linear 
unconditional  
68.64 (41) 0.004 0.036 0.057 
(0.287) 
0.032-
0.081 
0.976 0.067 
Weak Freed 
Loading 
unconditional 
67.421 (39) 0.003 0.026 0.060 
(0.239) 
0.034 – 
0.083 
0.976 0.066 
Weak Quadratic 
unconditional  
58.98 (37) 0.012 0.052 0.054 
(0.378) 
0.025-
0.079 
0.981 0.066 
Weak Linear 
conditional  
228.579 (121) < 0.001 0.056 0.066 
(0.025) 
0.053-
0.079 
0.920 0.064 
Note. LGM = latent growth model; NTχ2 = normal-theory chi-squared value; df = degrees of freedom; RMSEA = 
root mean square error of approximation; PCLOSE = p of close fit; RMSEA CI = root mean square error of 
approximation 90% confidence interval; CFI = comparative fit index based on the normal-theory chi-squared 
value; SRMR = standardized root mean square residual; conditional = model including group status and school 
as covariates. 
The written language conditional linear LGM with the weak invariance CFA model 
demonstrated mixed fit with the data.  The bootstrap chi-square test statistic p-value, CFI and 
SRMR all suggested that the model had good fit. Thus, I had some evidence to support 
hypothesis 1c.  I concluded that a positive linear model best represented the growth trajectory 
of written language for students from first grade to fourth grade after controlling for school.  
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Figure 6. Written Language Means from Weak CFA 
The parameter estimates and p-values for the unconditional model suggested that 
participants’ initial written language scores differed (i.e., statistically significant WL 
intercept variance), but not their rate of growth (i.e., slope variance).  The conditional model, 
which included covariates, helped to elucidate the differences.  Group status had statistically 
significant relationships with written language intercept and slope parameters. I ran two 
conditional models where the comparison group for the dummy-coded GS variable changed 
(i.e., conditional 1 model = TDW comparison, conditional 2 = SWT comparison). 
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Table 8 
Written Language Linear Latent Growth Model with Weak CFA Estimates 
Model Parameter Unstandardized (SE) Standardized 
Unconditional WL intercept 2.104 (0.125) *** 2.022 
 WL slope 1.538 (0.074) *** 5.998 
 WL intercept variance 1.082 (0.224) *** - 
 WL slope variance 0.066 (0.036)  - 
 WL intercept with slope 0.057 (0.054)  0.213 
 WL intercept by WL1 - 0.911 
 WL intercept by WL2 - 0.949 
 WL intercept by WL3 - 0.830 
 WL intercept by WL4 - 0.720 
 WL slope by WL1 - 0.000 
 WL slope by WL2 - 0.234 
 WL slope by WL3 - 0.409 
 WL slope by WL4 - 0.532 
 WL1 residual variance 0.223 (0.144) 0.171 
 WL2 residual variance
a
 -0.059 (0.074) -0.049 
 WL3 residual variance
a
 -0.002 (0.082) -0.001 
 WL4 residual variance 0.073 (0.158) 0.035 
Conditional 1 WL intercept 3.073 (0.240)*** 2.851 
 WL slope 1.392 (0.117) *** 5.072 
 WL intercept with slope 0.107 (0.054)*  0.699 
 WL intercept by WL1 - 0.988 
 WL intercept by WL2 - 0.937 
 WL intercept by WL3 - 0.839 
 WL intercept by WL4 - 0.736 
 WL slope by WL1 - 0.000 
 WL slope by WL2 - 0.239 
 WL slope by WL3 - 0.427 
 WL slope by WL4 - 0.562 
 WL intercept residual variance 0.417 (0.124) *** 0.359 
 WL slope residual variance 0.056 (0.032) 0.748 
 WL1 residual variance
 
 0.028 (0.132) 0.023 
 WL2 residual variance
a
 -0.004 (0.079) -0.003 
 WL3 residual variance
 
0.010 (0.083) 0.006 
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 WL4 residual variance 0.039 (0.158) 0.018 
 WL intercept on SWT -1.743 (0.169) *** -0.761 
 WL intercept on SWC -1.722 (0.219) *** -0.704 
 WL slope on SWT 0.171 (0.077) * 0.293 
 WL slope on SWC 0.112 (0.097)  0.180 
 WL intercept on School 1 0.141 (0.280) 0.050 
 WL intercept on School 2 0.061 (0.321) 0.016 
 WL intercept on School 3 0.016 (0.265) 0.006 
 WL intercept on School 4 -0.022 (0.310) -0.007 
 WL intercept on School 5 0.250 (0.284) 0.081 
 WL intercept on School 6 -0.072 (0.309) -0.021 
 WL slope on School 1 0.027 (0.140) 0.038 
 WL slope on School 2 -0.101 (0.150) -0.102 
 WL slope on School 3 0.241 (0.133) 0.372 
 WL slope on School 4 -0.019 (0.148) -0.022 
 WL slope on School 5 0.129 (0.136) 0.163 
 WL slope on School 6 -0.040 (0.164) -0.047 
Conditional 2 WL intercept 1.330 (0.245)*** 1.234 
 WL slope 1.562 (0.132) *** 5.694 
 WL intercept with slope 0.107 (0.053) * 0.699 
 WL intercept by WL1 - 0.988 
 WL intercept by WL2 - 0.937 
 WL intercept by WL3 - 0.839 
 WL intercept by WL4 - 0.736 
 WL slope by WL1 - 0.000 
 WL slope by WL2 - 0.239 
 WL slope by WL3 - 0.427 
 WL slope by WL4 - 0.562 
 WL intercept residual variance 0.417 (0.130) ** 0.359 
 WL slope residual variance 0.056 (0.031) 0.748 
 WL1 residual variance
 
 0.028 (0.126) 0.023 
 WL2 residual variance
a
 -0.004 (0.083) -0.003 
 WL3 residual variance 0.010 (0.083) 0.006 
 WL4 residual variance 0.039 (0.157) 0.018 
 WL intercept on TDW 1.743 (0.146) *** 0.794 
 WL intercept on SWC 0.021 (0.159)  0.009 
 WL slope on TDW -0.171 (0.078) * -0.305 
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 WL slope on SWC -0.058 (0.101) -0.094 
 WL intercept on School 1 0.141 (0.305) 0.050 
 WL intercept on School 2 0.061 (0.333) 0.016 
 WL intercept on School 3 0.016 (0.267) 0.006 
 WL intercept on School 4 -0.022 (0.299) -0.006 
 WL intercept on School 5 0.250 (0.286) 0.081 
 WL intercept on School 6 -0.072 (0.296) -0.021 
 WL slope on School 1 0.027 (0.143) 0.038 
 WL slope on School 2 -0.101 (0.157) -0.102 
 WL slope on School 3 0.241 (0.137) 0.372 
 WL slope on School 4 -0.019 (0.147) -0.022 
 WL slope on School 5 0.129 (0.140) 0.163 
 WL slope on School 6 -0.040 (0.162) -0.047 
 Note. WL= written language; 
a
Heywood case, 90% CI includes 0; Conditional 1 = conditional LGM model 
including GS and school covariates, where TDW was the comparison group for GS dummy coding; Conditional 
2 = conditional LGM model including GS and school covariates, where SWT was the comparison group for GS 
dummy coding. 
* p < 0.05, ** p < 0.01, *** p < 0.001. 
 
The parameter estimates for the conditional model including group status controlling 
for school suggested that, on average, participants in the struggling writers’ treatment (SWT) 
and the struggling writers’ comparison (SWC) groups had initial written language scores that 
were statistically significantly less than the typically developing writers’ group.  The SWT 
and SWC groups did not significantly differ on initial written language scores. The SWT 
group differed in their rate of growth (i.e., statistically significant differences in slopes), 
when compared to the TDW group, but the SWC group did not differ from either the TDW 
or the SWT groups on rate of growth. Specifically, the SWT group’s written language scores 
grew at a faster rate than the typically developing writers.  
As can be seen in Table 8, some of the residual variances had negative values, which 
in this case are referred to as Heywood cases.  There are two types of Heywood cases that 
have been identified in the literature: 1) negative variance estimates and 2) correlation 
estimates greater than one in absolute values, both of which are impossible to find in the 
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population and cast doubt on the model (Kolenikov & Bollen, 2012). Kolenikov and Bollen 
(2012) have examined this issue and suggested that finding the cause for the Heywood 
case(s) is essential. Some of the causes that have been identified are nonconvergence, 
underidentification, empirical underidentification, structurally misspecified models, missing 
data, or sampling fluctuations.  I concluded that outliers, nonconvergence, and 
underidentification were not potential causes of the Heywood cases.  Thus, I needed to test 
for structural misspecification.  One way to check for structural misspecification is to form a 
confidence interval (CI) around the estimate using the variance and then verify whether the 
CI covers zero, for negative error variance, or one, for correlation estimates greater than 1 
(Kolenikov & Bollen, 2012). I constructed my 90% CI with the results from the resampling 
approach (i.e., bootstrap), using the upper and lower 5% from the estimate. When the CI 
included 0 or 1 I considered the model to be appropriately structurally specified.  The 
unconditional model resulted in two Heywood cases with confidence intervals that included 
zero, the residual variances for WL2 and WL3; the conditional model only had one, residual 
variance for WL2.  
Given these results, I found evidence to support hypothesis 1d, but not hypotheses 1e 
and 1f.  Thus, I concluded that participants in the typically developing group had better 
written language performance scores in first grade than participants in either of the struggling 
writers’ groups.  However, the participants in the struggling writer treatment group had 
steeper slopes than the participants in the typically developing group.  The struggling writers’ 
groups did not differ in their rate of growth.   
Executive functions. The executive functions intercept only LGM including the 
longitudinal CFA weak model had poor fit with the data, but the linear, freed loading, and 
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quadratic models had good fit with the data, as can be seen in Table 9.  Based on the p-value 
for the chi-squared statistic and fit indices, the freed loading model fit the data the best, and 
the graph of the executive functions estimated means, as seen in Figure 7, indicated that the 
growth trajectory was nonlinear.  Therefore, I decided to retain the freed loading model in the 
conditional analyses. 
Table 9   
Executive Functions LGM Fit Results  
Model NTχ2(df) p-value Bootstrap    
p-value 
RMSEA 
(PCLOSE) 
RMSEA 
CI 
CFI SRMR 
Intercept only 
unconditional 
620.27 
(96) 
< 0.001 < 0.001 0.163 (< 0.001) 0.151-
0.176 
0.304 4.309 
Linear 
unconditional 
152.737 
(93) 
< 0.001 0.052 0.056 (0.258) 0.039 – 
0.072 
0.921 0.689 
Freed loading 
unconditional 
133.04 
(91) 
0.003 0.160 0.047 (0.579) 0.029 – 
0.064 
0.944 0.591 
Quadratic  
unconditional 
132.82 
(89) 
0.002 0.152 0.049 (0.520) 0.030 – 
0.066 
0.942 0.465 
Freed loading 
conditional 
305.586 
(203) 
< 0.001 0.242 0.050 (0.509) 0.038-
0.061 
0.880 0.504 
Note. NTχ2 = normal-theory chi-squared value; df = degrees of freedom; RMSEA = root mean square error of 
approximation; PCLOSE = p of close fit; RMSEA CI = root mean square error of approximation 90% confidence 
interval; CFI = comparative fit index based on the normal-theory chi-squared value; SRMR = standardized root 
mean square residual. 
The executive functions conditional freed loading LGM with the strong invariance 
CFA model demonstrated mixed fit with the data.  The bootstrap chi-square test statistic p-
value, and RMSEA suggested that the model had good fit. Thus, I had some evidence to 
support hypothesis 2c.  I concluded that a positive nonlinear model best represented the 
growth trajectory of executive functions for students from first grade to fourth grade after 
controlling for school. I ran two conditional models where the comparison group for the 
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dummy-coded GS variable changed (i.e., conditional 1 model = TDW comparison, 
conditional 2 = SWT comparison). 
 
Figure 7. Executive Functions Means from Strong CFA 
As can be seen in Table 10, the parameter estimates and p-values for the unconditional model 
suggested that participants’ initial executive functions scores differed (i.e., statistically 
significant WL intercept variance), but not their rate of growth (i.e., slope variance).  The 
conditional model, which included covariates, helped to elucidate the differences.  Group 
status had statistically significant relationships with executive functions intercept but not 
slope.   
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Table 10 
Executive Functions Freed Loading Latent Growth Model with Strong CFA Estimates 
Model Parameter Unstandardized (SE) Standardized 
Unconditional EF intercept 3.173 (0.139) *** 2.723 
 EF slope 1.263 (0.116) *** 7.340 
 EF intercept variance 1.358 (0.330) *** - 
 EF slope variance 0.030 (0.068) - 
 EF intercept with slope -0.082 (0.120) -0.408 
 EF intercept by EF1 - 0.939 
 EF intercept by EF2 - 0.953 
 EF intercept by EF3 - 1.132 
 EF intercept by EF4 - 1.051 
 EF slope by EF1 - 0.000 
 EF slope by EF2 - 0.141 
 EF slope by EF3 1.964 (0.132)*** 0.328 
 EF slope by EF4 2.492 (0.181)*** 0.386 
 EF1 residual variance 0.182 (0.247) 0.118 
 EF2 residual variance 0.271 (0.170) 0.181 
 EF3 residual variance
a
 -0.091 (0.145) -0.086 
 EF4 residual variance 0.096 (0.157) 0.078 
Conditional 1 EF intercept 3.702 (0.332) *** 3.141 
 EF slope 1.131 (0.164) *** 11.301 
 EF intercept with slope -0.066 (0.123) - 
 EF intercept by EF1 - 0.929 
 EF intercept by EF2 - 0.953 
 EF intercept by EF3 - 1.136 
 EF intercept by EF4 - 1.039 
 EF slope by EF1 - 0.000 
 EF slope by EF2 - 0.081 
 EF slope by EF3 1.954 (0.132)*** 0.189 
 EF slope by EF4 2.470 (0.183)*** 0.218 
 EF intercept residual variance 1.043 (0.330) ** 0.751 
 EF slope residual variance
a 
-0.003 (0.065) -0.273 
 EF1 residual variance 0.219 (0.271) 0.136 
 EF2 residual variance 0.258 (0.174) 0.169 
 EF3 residual variance
 a
 -0.105 (0.134) -0.098 
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 EF4 residual variance 0.147 (0.179) 0.115 
 EF intercept on SWT -1.148 (0.240) *** -0.459 
 EF intercept on SWC -0.725 (0.283) * -0.271 
 EF slope on SWT 0.011 (0.100) 0.052 
 EF slope on SWC -0.126 (0.113)  -0.556 
 EF intercept on School 1 0.162 (0.413) 0.053 
 EF intercept on School 2 0.258 (0.477) 0.060 
 EF intercept on School 3 0.437 (0.389) 0.157 
 EF intercept on School 4 -0.166 (0.489) -0.045 
 EF intercept on School 5 -0.414 (0.401) -0.123 
 EF intercept on School 6 -0.458 (0.430) -0.125 
 EF slope on School 1 0.183 (0.185) 0.705 
 EF slope on School 2 0.107 (0.175) 0.295 
 EF slope on School 3 0.307 (0.156) 1.300 
 EF slope on School 4 0.107 (0.176) 0.344 
 EF slope on School 5 0.304 (0.156) 1.059 
 EF slope on School 6 0.171 (0.166) 0.550 
Conditional 2 EF intercept 2.554 (0.380) *** 2.167 
 EF slope 1.142 (0.188) *** 11.410 
 EF intercept with slope -0.066 (0.117) - 
 EF intercept by EF1 - 0.929 
 EF intercept by EF2 - 0.953 
 EF intercept by EF3 - 1.136 
 EF intercept by EF4 - 1.039 
 EF slope by EF1 - 0.000 
 EF slope by EF2 - 0.081 
 EF slope by EF3 1.954 (0.134)*** 0.189 
 EF slope by EF4 2.470 (0.180)*** 0.218 
 EF intercept residual variance 1.043 (0.306) *** 0.751 
 EF slope residual variance
 a
 -0.003 (0.062) -0.273 
 EF1 residual variance  0.219 (0.253) 0.136 
 EF2 residual variance 0.258 (0.193)  0.169 
 EF3 residual variance
a
 -0.105 (0.174) -0.098 
 EF4 residual variance 0.147 (0.192) 0.115 
 EF intercept on TDW 1.148 (0.272) *** 0.478 
 EF intercept on SWC 0.423 (0.314) 0.158 
 EF slope on TDW -0.011 (0.107) -0.054 
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 EF slope on SWC -0.137 (0.119) -0.604 
 EF intercept on School 1 0.162 (0.417) 0.053 
 EF intercept on School 2 0.258 (0.455) 0.060 
 EF intercept on School 3 0.437 (0.427) 0.157 
 EF intercept on School 4 -0.166 (0.476) -0.045 
 EF intercept on School 5 -0.414 (0.421) -0.123 
 EF intercept on School 6 -0.458 (0.443) -0.125 
 EF slope on School 1 0.183 (0.181) 0.705 
 EF slope on School 2 0.107 (0.182) 0.295 
 EF slope on School 3 0.307 (0.165) 1.300 
 EF slope on School 4 0.107 (0.212) 0.344 
 EF slope on School 5 0.304 (0.170) 1.059 
 EF slope on School 6 0.171 (0.180) 0.550 
Note. EF = executive functions; Conditional 1 = conditional LGM model including GS, where TDW was the 
comparison group for GS dummy coding; Conditional 2 = conditional LGM model including GS, where SWT 
was the comparison group for GS dummy coding. 
a
Heywood case, 90% CI includes 0. 
* p < 0.05, ** p < 0.01, *** p < 0.001. 
 
Given these results, I found evidence to support hypothesis 2d, but not hypotheses 2e 
or 2f.  The parameter estimates for the conditional model including group status controlling 
for school suggested that on average participants in the struggling writers’ treatment (SWT) 
and the struggling writers’ comparison (SWC) groups had initial executive functions scores 
that were statistically significantly less than the typically developing writers’ group.  The 
SWT and SWC groups did not significantly differ on initial executive functions scores. Thus, 
I concluded that participants in the typically developing group had better executive functions 
performance scores in first grade than participants in either of the struggling writers’ groups.  
However, the groups did not differ in their rate of growth.   
Full LGMs.  As I mentioned previously, because these models are complex I decided 
to run the LGMs with the strong measurement invariance CFAs, even though I concluded 
that the written language CFA was not measurement invariant across time.  Thus, this 
previous decision led me to analyze the full model with the strong factorial CFAs for written 
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language and executive functions with a linear LGM for written language and freed loadings 
LGM for executive functions.  The parameters for this model (i.e., Model 1) are listed in 
Table 11. Model 1 included implausible values (e.g., negative variance and disturbance 
variances for the latent written language residuals) thus this model is not a proper solution. 
Therefore the model results should not be interpreted and are not presented.   
Table 11 
Full Latent Growth Models 
Model Parameters 
1
 
WL and EF Strong Factorial CFA, WL Linear LGM EF Freed Loadings LGM, WL intercept with 
WL slope, EF intercept with EF slope, WL intercept with EF intercept, WL intercept with EF slope, 
WL slope with EF slope, EF intercept with WL slope, WL Latent Residuals with EF Latent 
Residuals, WLresidualn on EFresidualn-1, EFresidualn on WLresidualn-1, School and Group Status 
2  Model 1 using WL Weak Factorial 
3 Model 1 with summed scores 
4
 
Model 1 with summed scores dropped School 
5 Model 1 with summed scores, EF linear LGM, dropped school 
Note. Italics indicate differences when compared to Model 1. 
WL = Written Language, EF = Executive Functions, CFA = Confirmatory factor analysis model, LGM = Latent 
Growth Model, n = time point. 
 
Even though my proposed (i.e., full) model was not interpretable, I wanted to try to 
produce a model that would help me answer my final research questions (i.e., questions 3 and 
4). Thus I examined the model modification indices. These results produced over 415 options 
with a minimum modification index of 10.000, but only a few of these modifications made 
sense based on theory.  Most of the theoretically reasonable modifications involved 
correlating or freeing parameters, but those options were not feasible given my research 
questions and model. For example, one of the modification suggestions was to freely 
estimate alphabet writing as an indicator of the intercept of written language.  Three 
modifications that made theoretical and empirical sense were to free the intercepts for 
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spelling at time points 1, 2 and 4, and alphabet writing at time point 4. Taking this under 
consideration, I decided to estimate the model using the written language weak factorial CFA 
model (i.e., freed intercepts), instead of the strong factorial CFA because the weak factorial 
model was determined to best represent the relationships between timed alphabet writing, 
written word fluency, and spelling with written language. 
Table 12 
Full Latent Growth Model Fit Results 
Model NTχ2(df) p-value Bootstrap    
p-value 
RMSEA 
(PCLOSE) 
RMSEA CI CFI SRMR 
1 Not proper solution      
2 No convergence      
3 Not proper solution       
4 Not proper solution        
5 132.70 (29) p < 0.001 p < 0.001 0.132 (p < 0.001) 0.11 – 0.15 0.904 0.088 
Note. NTχ2 = normal-theory chi-squared value; df = degrees of freedom; RMSEA = root mean square error of 
approximation; PCLOSE = p of close fit; RMSEA CI = root mean square error of approximation 90% confidence 
interval; CFI = comparative fit index based on the normal-theory chi-squared value; SRMR = standardized root 
mean square residual. 
 
Next I analyzed Model 2, which included the written language weak factorial model.  
This model did not converge with the data. Next I ran the models using summed scores of the 
observed variables to represent written language and executive functions instead of the CFAs 
representing latent constructs. A model that mirrored Model 1, but using the summed scores 
rather than a CFA, labeled Model 3, included implausible values that indicated that there was 
not a proper solution. Model 4 also included the summed scores, but I dropped school from 
the model. I decided to drop school from the model because in the other models, these 
variables did not have statistically significant relationships with written language and 
executive functions intercept and slope.  This model was not a proper solution (i.e., the latent 
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variable covariance matrix was not positive definite), thus I decided to run the model after 
fixing the executive functions slope to linear.  
Table 13 
Sample Statistics for Summed Variables 
Construct Time point N M SD Min Max 
Written Language 1 205 17.61 7.40 0 36 
 2 200 26.31 7.15 3 44 
 3 189 31.99 7.87 6 53 
 4 179 36.28 9.64 3 59 
Executive Functions 1 202 11.07 2.26 6.82 19 
 2 200 12.64 2.20 6.83 18.17 
 3 188 14.18 2.18 6.16 19.37 
 4 176 14.94 2.24 7.32 19.42 
 
Model 5 included the same parameters as Model 4, except that I modeled executive 
functions as a linear latent growth model, rather than a freed model.  A pictorial 
representation of Model 5 can be seen in Figure 8.  Model 5 resulted in poor fit with the data.  
Even though the fit was poor, I choose Model 5 as my final model, because it had a proper 
solution.  I used the results from this model as evidence to answer my final research 
questions (i.e., 3 and 4).   
Final model results. As started previously, Model 5 had poor fit with the data, thus 
any interpretation of these results needs to be done with caution.  The majority of the 
parameter estimates for the structural paths were not statistically significantly different than 
zero, which can be seen in Table 14.  Specifically, the correlations of the time-specific 
residuals of written language with the time-specific residuals of executive functions were not 
statistically significantly different than zero, which revealed that there is no evidence to 
support within-person effects among written language and executive functions.  That said 
 83 
there were statistically significant relationships between written language intercept and 
written language slope, and written language intercept and executive functions intercept. 
These results provided evidence to support between-person effects among written language 
and executive functions, and suggested that on average individual variability in written 
language at grade 1 was positively related to the individual variability in rate of change over 
time of written language and the individual variability in executive functions at grade 1.  
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Finally, group status had statistically significant relationships with written language intercept 
and slope, and executive functions intercepts.  These findings suggested that, on average, 
students who struggled with writing in grade 1 had written language and executive functions 
scores that were lower than typically developing students.  As well, the written language 
slopes for the struggling writers treatment group was statistically significantly different than 
the typically developing writers. On average these students written language scores grew at a 
faster rate than their typically developing peers with a caveat regarding the concerns about 
data-model fit. 
Table 14 
Final Latent Growth Model Estimates 
Parameter Unstandardized (SE) Standardized 
WL intercept 23.936 (0.568) *** 3.912 
WL slope  5.626 (0.263) *** 3.436 
WL intercept with slope 3.630 (0.877) *** 0.534 
WL intercept by WL1 - 0.858 
WL intercept by WL2 - 0.811 
WL intercept by WL3 - 0.741 
WL intercept by WL4 - 0.663 
WL slope by WL1 - 0.000 
WL slope by WL2 - 0.217 
WL slope by WL3 - 0.396 
WL slope by WL4 - 0.532 
EF intercept 11.941 (0.231) *** 7.024 
EF slope 1.367 (0.073) *** 6.597 
EF intercept with slope -0.416 (0.369) -0.307 
EF intercept by EF1 - 0.762 
EF intercept by EF2 - 0.772 
EF intercept by EF3 - 0.773 
EF intercept by EF4 - 0.761 
EF slope by EF1 - 0.000 
EF slope by EF2 - 0.094 
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EF slope by EF3 - 0.188 
EF slope by EF4 - 0.278 
WL intercept with EF intercept 3.699 (1.073) *** 0.545 
WL intercept with EF slope -0.416 (0.369) -0.469 
WL slope with EF slope 0.145 (0.214) 0.454 
EF intercept with WL slope 0.579 (0.401)  0.236 
WL intercept residual variance 18.825 (2.625) *** 0.503 
WL slope residual variance
 
2.454 (0.703) *** 0.916 
EF intercept residual variance
 
2.444 (0.413) *** 0.846 
EF slope residual variance 0.042 (0.067) 0.970 
WLRes1 
 
13.400 (1.196)*** 1.000 
WLRes2 variance
 
13.400 (1.196)*** 0.999 
WLRes3 variance
 
13.400 (1.196)*** 1.000 
WLRes4 variance
 
13.400 (1.196)*** 0.991 
EFRes1 variance 2.082 (0.168) *** 1.000 
EFRes2 variance 2.082 (0.168) *** 1.000 
EFRes3 variance 2.082 (0.168) *** 0.993 
EFRes4 variance 2.082 (0.168) *** 0.949 
WL intercept with SWT -8.974 (0.848) *** -0.690 
WL intercept with SWC -8.546 (0.993) *** -0.615 
WL slope with SWT 1.094 (0.389) ** 0.315 
WL slope with SWC 0.696 (0.418)  0.187 
EF intercept with SWT -1.552 (0.332) ***  -0.430 
EF intercept with SWC -0.879 (0.338) ** -0.228 
EF slope with SWT -0.056 (0.103) -0.126 
EF slope with SWC -0.086 (0.132) -0.182 
WLRes1 by WL1 - 0.513 
WLRes2 by WL2 - 0.486 
WLRes3 by WL3 - 0.443 
WLRes4 by WL4 - 0.399 
EFRes1 by EF1 - 0.647 
EFRes2 by EF2 - 0.655 
EFRes3 by EF3 - 0.658 
EFRes3 by EF3 - 0.663 
WLRes1 with EFRes1 0.044 (0.554) 0.008 
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WLRes2 with EFRes2 0.044 (0.554) 0.008 
WLRes3 with EFRes3 0.044 (0.554) 0.008 
WLRes4 with EFRes4 0.044 (0.554) 0.008 
WLRes2 on EFRes1 0.082 (0.328) 0.032 
WLRes3 on EFRes2 0.030 (0.284) 0.012 
WLRes4 on EFRes3 -0.245 (0.414) -0.096 
EFRes2 on WLRes1 0.007 (0.049) 0.017 
EFRes3 on WLRes2 0.034 (0.045) 0.087 
EFRes4 on WLRes3 -0.092 (0.051) -0.226 
Note. WL = written language; EF = executive functions; RES = Residual. 
a
Heywood case, 90% CI includes 0. 
* p < 0.05, ** p < 0.01, *** p < 0.001. 
Summary of Results 
Even though most of the models I analyzed did not have good fit with the data, I was 
able to determine that the optimal functional form of the growth trajectory of written 
language for students from first grade to fourth grade was a positive linear model.  As well, 
scores on measures of timed alphabet writing, written word fluency, and spelling indicated a 
single factor for written language (Hypothesis 1a) and scores on measures of planning, 
sustained attention, inhibitory control, and working memory indicated a single factor for 
executive functions (Hypothesis 2a). However, I only found evidence to support longitudinal 
measurement invariance for the executive functions CFA model (Hypothesis 2b), and not the 
written language model (Hypothesis 1b).   
Based on the preliminary latent growth models, participants in the TDW group did 
have better written language performance scores in first grade than participants in the SWT 
and SWC groups after controlling for school (Hypothesis 1d).  The participants in the 
struggling writer’s treatment group had steeper slopes than the participants in the typically 
developing group (Hypothesis 1e). Participants in the typical group did have better executive 
functions performance scores in first grade than both groups of struggling writers after 
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controlling for school (Hypothesis 2d).  However, the groups did not differ in their rate of 
growth for executive functions (Hypothesis 2e). 
 Finally, conclusions about the relationships between written language and executive 
functions were limited.  The models that included both constructs were complex and difficult 
to estimate due to the large number of parameters being estimated.  Nonetheless, executive 
functions was not found to predict written language across time points (Hypotheses 3a), and 
written language was not found to predict executive functions (Hypotheses 3b).  In addition, 
on average individual variability in written language at grade 1 was positively related the 
individual variability of growth in written language and the individual variability in executive 
functions at grade 1 (Hypotheses 3b and 4b). However, these findings were difficult to 
interpret.  
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CHAPTER V: Discussion 
Most students in the US are not proficient at writing, and this fact has not changed in 
the past decade (National Center for Education Statistics, 2012).  Therefore, efforts to 
increase the writing proficiency of students are needed.  Particularly, research related to 
writing development, instructional practices, and assessment procedures needs to be 
conducted to inform education specialists of all types: educators, curriculum consultants, and 
policy makers, to name a few.  
In this study, I investigated a component of writing development and provided one of 
the first longitudinal examinations of both written language and executive functions in 
elementary aged children.  Specifically I examined how to best model the development of 
written language and executive functions, and the relationship between written language and 
executive functions, from first to fourth grades. Education specialists will be able to use the 
results of this study to inform their understanding of the relationships between the 
development of writing and executive functions with a caveat regarding the concerns about 
data-model fit.  
Written Language Summary and Evidence Regarding Hypotheses 
 Together the measures of spelling, alphabet writing, and word fluency were shown to 
be adequate indicators of participants’ latent written language ability for the participants in 
this study.  However, these measures did not represent written language in a consistent way 
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from first through fourth grade.  The relative strength of the individual relations varied over 
time, and these relations were not consistent from time point to time point.  
 As expected, on average, the typically developing writers had better writing scores in 
first grade than the students who struggled with writing. Contradictory to my hypothesis, the 
participants in the struggling writers treatment group had steeper slopes than the participants 
in the typically developing group and participants in the struggling writers control group did 
not differ from the typically developing group nor the treatment groups.  This finding is 
difficult to try to understand.  Perhaps, the students who were in the treatment group 
benefited from the intervention, and all of the struggling writers (i.e., treatment and 
comparison) received extra help from their teachers.  It is likely that if the students were 
identified as struggling with writing by our research team, their teachers also identified them 
as needing extra help with written language.  As well, the typically developing writers began 
with significantly higher written language scores than the struggling writers, so the struggling 
writers had more room for improvement.  
 The relative strength of the individual relations that alphabet writing and word 
fluency contributed to written language varied from first to fourth grades.  This finding may 
provide more support for two of Berninger and Amtmann’s (2003) ideas: that writing begins 
to develop with transcription skills (i.e., handwriting and spelling), and that as children 
mature more complex skills emerge.  Specifically, alphabet writing may play a larger role in 
writing ability in early elementary school, with word fluency taking a more prominent role in 
later elementary grades.  As well, spelling seems to play an important role throughout 
elementary school.   
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Executive Functions Summary and Fit with Hypotheses 
Together the measures of planning, sustained attention, inhibitory control, and 
working memory were shown to be adequate indicators of participants’ latent executive 
functions.  However, these measures did not represent executive functions in the same way 
from first through fourth grade.  The relative strength of the individual relations varied over 
time, and these relations were not consistent from time point to time point.  As expected the 
typically developing writers had higher executive functions scores in first grade than the 
students who struggled with writing.  However, contrary to my hypotheses, group differences 
were not found for the rate of change between groups.   
The relative strength of the individual relations that planning, sustained attention, 
inhibitory control, and working memory contributed to executive functions varied over time, 
and these relations were not consistent from time point to time point.  The fact that working 
memory had a stronger relationship with executive functions in the earlier grades aligns with 
Welsh and Pennington’s (1988) idea that executive functions develop on a continuum, with 
the simplest functions developing first.  In this study, working memory was considered a 
more rudimentary function than planning, thus it is logical that working memory would have 
a stronger relationship with executive functions in 1
st
 and 2
nd
 grades, and that planning would 
have a stronger relationship in 3
rd
 and 4
th
 grades.  
Written Language and Executive Functions Summary 
Based on the work of Curran, Lee, Howard, Lane and MacCallum (2012), I decided 
that the most comprehensive way to understand the relationship between written language 
and executive functions was by modeling the between-person (i.e., directly predict growth 
parameters),within-person (i.e., directly influence the repeated measures), and across-time 
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differences in growth.  I discovered that executive functions did not predict written language 
scores across time, nor did written language predict executive functions scores across time. 
On the other hand, on average, individual variability in written language at grade 1 was 
positively related the individual variability of growth in written language and the individual 
variability in executive functions at grade 1.  Thus, scores of written language in first grade 
were positively related to scores of executive functions in first grade.  As mentioned 
previously, these findings should be interpreted with caution given the lack of acceptable 
data-model fit, and the fact that I had to use summed scores rather than CFAs in my LGMs. 
 While model diagnosis is not an exact science, there are several possible reasons why these 
models did not converge or have good fit with the data.  
Diagnosis of Full LGM  
The tests of univariate normality indicated that most of the variables were not 
normally distributed, which led me to use robust estimation techniques. However, using 
techniques that are robust to non-normality does not eliminate the possibility that non-
normality may still be an issue in terms of model specification.  Furthermore, the written 
language CFA did not pass measurement invariance.  Wirth (2008) suggested that since 
many constructs in social sciences change features over the course of development, it is 
likely that a variable’s relationship to a construct may change over time.  However, it is not 
clear how to reconcile Wirth’s ideas about the changes in a construct over time with the need 
for measurement invariance to interpret changes in latent factor means when using LGMs.  
 As well, several of the models that I analyzed included Heywood cases. Even though 
the CI for the negative residual variances included zero, a negative residual variance can 
indicate that a model is misspecified (Kolenikov & Bollen, 2012).  Negative residual 
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variances are impossible values in the population, so when they occur their cause should be 
identified. However, this is a very difficult process, and I could not definitely determine the 
source of the problems that I encountered. All models with implausible values (i.e., Heywood 
cases) are not proper solutions and the results of these models should not be interpreted.  
However, I did have a model that converged and was estimated correctly (i.e., Model 5), and 
that is the one that had the strongest evidence for interpretation.      
Limitations 
The current study was a secondary data analysis of a more comprehensive 
longitudinal study designed to examine the many factors shown to influence the development 
of written language as well as to investigate the effectiveness of an intervention.  Thus, the 
methods and measures that were selected were not specifically chosen for examining these 
two constructs, written language and executive functions.  The presence of an intervention 
complicated the analyses, and potentially could have led to issues with power.  It is plausible 
that the model did not include enough information to explain the relationship between written 
language and executive functions.  For example, other cognitive functions, such as language 
skills (e.g., reading),and verbal working memory as well as environmental variables, such as 
teacher quality and gender, may be necessary to understand the development of writing and 
executive functions, and the relationships among them.    
   As well the models may have been more successful if there were more or different 
measures of written language and executive functions. The full range of components used to 
indicate written language and executive functions may not have been represented in this 
study.  Specifically for written language, the measures used in the CFA included only 
components of writing, and not a measure of text generation.  Berninger and Winn’s (2006) 
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model of writing highlights the ultimate goal of writing of text generation, making its 
omission in this study notable. As well, executive functions in this study signified one 
planning task, one type of working memory (i.e., visual), and two forms of attention.  The 
uneven distribution of components, and the inclusion of low-level (i.e., attention) and high-
level (i.e., planning) functions may have been problematic for modeling executive functions.  
As well, verbal working memory may be a more appropriate measure of working memory 
than spatial working memory when trying to understand the relationships among executive 
functions and any language-based construct including written language.  
As well, the lack of specifically developed measures to assess writing and executive 
functions for struggling writers is problematic. This is limiting because it is possible that the 
measures did not assess the range of performance for the population. For instance, 33% of 
the sample received a score of zero for alphabet writing in first grade.  This suggests that 
these participants did not write one legible letter of the alphabet in 15 seconds. Perhaps this 
measure is not appropriate for understanding 1
st
 graders’ written language performance.  In 
addition, the criterion for determining group status (i.e., grade based standard score ≤ 90 on 
the WIAT- II Written Expression subtest) was an absolute. However, this does not reflect the 
variation that exists among the students’ abilities.  Even though this criterion has been 
successful in identifying children struggling with reading and math (Fuchs et al., 2008), it is 
doubtful that a student with a written expression score of 91 (i.e., typically developing status) 
is that much different than a student with a 90 (i.e., struggling writer status). The group status 
cut point may have affected the findings of this study.  
Furthermore, all of the measures used in this study were quantitative in nature.  
Because written language is a process with a final product and not just a right or wrong 
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answer, it might have been beneficial to use a qualitative measure as well (e.g., writing 
samples, classroom observation). Additionally, the sample may not be representative of the 
population because only participants that sent back consent forms were selected for the 
study; the sample may be problematically biased.  
These limitations should be couched with the understanding that the data that used in 
this study were collected at least four years prior to the current analyses.  For this study, this 
is particularly important to note because measures are updated frequently, and new measures 
are being constructed.  Specifically, Pearson released a new version of the Wechsler 
Individual Achievement Test (i.e., the third edition) in 2009.  This new version not only 
includes updates to the written expression scores and subtests (e.g., sentence composition 
subtest, theme development and text organization), but also includes growth scale values 
(i.e., developmental scores) which will be useful for analyzing longitudinal data.  As well, a 
new battery of executive function tasks has been developed and found useful for measuring 
individual differences in executive functions for children 5 years of age (Willoughby, Blair, 
Wirth, & Greenberg, 2012).   
Taken together, these new measures should be considered when researching questions 
similar to those in this study. Overall, the limitations discussed above should not be used to 
disregard the results of this study, but are reasons for caution when interpreting the results. 
They also provide ideas for improvement of future writing development research.             
Implications and Future Directions 
 This study illustrated how cutting edge statistical techniques can be used to model 
longitudinal data in educational research. The issues and limitations of including a 
confirmatory factor analysis in a latent growth model that were highlighted can benefit 
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researchers in their future endeavors.  Future researchers should continue to explore the use 
of new statistical techniques in education research to help determine what factors are 
necessary to establish good data-model fit.  In addition, the implausible values and poor data-
model fit may indicate that the relations among the development of written language and 
executive functions in elementary aged students should be modeled using alternative 
statistical techniques.  Perhaps Hierarchical Linear Modeling (HLM; Hox, 2010) is a better 
option for understanding these relationships as HLM takes into account clustering of data at 
multiple levels.  Perhaps school would have played a prominent role in this study had HLM 
techniques been used instead of LGM.  
 Nonetheless, researchers should continue to explore the relationship between written 
language and executive functions. Although the current study did not provide answers to this 
question, the questions are nonetheless valuable.  The theoretical support for this study was 
sound. Theorists who have described written language and executive functions suggest that 
there are overlapping components between the two constructs, including planning and 
working memory (Berninger & Winn, 2006; Roberts & Pennington, 1996; Zelazo, Carter, 
Reznick, & Frye, 1997).  As well, researchers who have studied written language and 
executive functions have found relationships among these constructs (Altemeier, Abbott, & 
Berninger, 2008; Hooper et al., 2011), but unfortunately the methods and data analyses posed 
several issues, previously discussed. 
 Due to the unforeseen complications of the data analyses used in this study, the 
implications for educators are limited.  Theory suggests that executive functions influence 
the development of written language.  This study provided new ways for educators to think 
about the relationship between writing and executive functions.  For instance, is there a 
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reciprocal relationship between these constructs, such that executive functions influence 
written language and written language also influence executive functions?  Educators can 
begin to think of new interventions that could be used to test the proposed causal relations 
between executive functions and written language.   
Conclusion  
 The purpose of this study was to investigate the connections between writing and 
executive functions in elementary aged children. Specifically, I wanted to examine how to 
best model executive functions and written language, and then determine the relationships 
among executive functions and written language in students from first grade to fourth grade.  
An important conclusion is that the results of the confirmatory factor analyses suggested that 
written language and executive functions can be examined as a single factor, but this factor 
may not be stable throughout elementary grades.  As well, results from the final latent growth 
model suggested that writing and executive functions are related.  But more importantly, and 
exciting, is that on average student in the struggling writers treatment group had a steeper 
slope than the typically developing writers.  This supports the argument that students should 
receive the instruction they need to be successful writers.  Educators and researchers need to 
continue to collaborate to discover effective methods of teaching writing to all children. 
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Appendix C: CFA Configural Model Indicator Results 
Table C1. Written Language 
Parameter Standardized Estimate Unstandardized Estimate (S.E.) 
WL1 by Spl1 0.862 5.601 (1.158)*** 
 Alp1 0.496 1.156 (0.229) *** 
 WFl1 0.455 - 
WL2 by Spl2 0.708 2.557 (0.486) *** 
 Alp2 0.523 0.761 (0.146) ** 
 WFl2 0.576 - 
WL3 by Spl3 0.724 3.007 (0.714) *** 
 Alp3 0.329 0.522 (0.178) *** 
 WFl3 0.515 - 
WL4 by Spl4 0.767 2.888 (0.499) 
 Alp4 0.537 0.657 (0.126) *** 
 WFl4 0.589 - 
WL1 with WL2 0.919 1.004 (0.230) *** 
 WL3 0.814 0.883 (0.226) *** 
 WL4 0.765 1.087 (0.265) *** 
WL2 with WL3 0.960 1.685 (0.410) *** 
 WL4 0.963 2.214 (0.445) *** 
WL3 with WL4 0.994 2.270 (0.601) *** 
Spl1 with Spl2 0.538 4.937 (2.053) * 
 Spl3 0.618 6.324 (2.118) ** 
 Spl 4 0.675 7.631 (2.500) ** 
Spl2 with Spl3 0.805 10.307 (1.935) *** 
 Spl4 0.714 10.106 (2.408) *** 
Spl3 with Spl4 0.790 12.475 (2.873) *** 
Alp1 with Alp2 0.176 0.404 (0.208) * 
 Alp3 0.143 0.470 (0.316)  
 Alp4 0.195 0.578 (0.370) 
Alp2 with Alp3 0.176 0.794 (0.236) *** 
 Alp4 0.132 0.388 (0.236) 
Alp3 with Alp4 0.262 0.926 (0.302) ** 
WFl1 with WFl2 -0.046 -0.140 (0.227) 
 WFl3 0.038 0.134 (0.308) 
 102 
 WFl4 -0.063 -0.242 (0.351) 
WFl2 with WFl3 -0.057 -0.236 (0.395) 
 WFl4 -0.144 -0.643 (0.418) 
WFl3 with WFl4 0.202 1.057 (0.551)  
Mean WL1 2.576 2.117 (0.128) *** 
 WL2 2.686 3.570 (0.156) *** 
 WL3 4.041 5.335 (0.182) *** 
 WL4 3.8551 6.659 (0.208) *** 
Intercept Sp1 0.338 1.805 (2.569) 
 Alp1 -0.320 -0.612 (0.505) 
 WFl1 - - 
 Sp2 2.332 11.194 (1.755) *** 
 Alp2 -0.182 -0.352 (0.554) 
 WFl2 - - 
 Sp3 1.416 7.760 (3.750) * 
 Alp3 0.009 0.019 (0.939) 
 WFl3 - - 
 Sp4 1.116 7.269 (3.325) * 
 Alp4 -0.702 -1.486 (0.865) 
 WFl4 - - 
Variance WL1 - 0.675 (0.239) ** 
 WL2 - 1.767 (0.509) *** 
 WL3 - 1.743 (0.580) ** 
 WL4 - 2.989 (0.886) *** 
Residual Variance Sp1 0.257 7.326 (2.931) ** 
 Alp1 0.754 2.770 (0.446) *** 
 WFl1 0.793 2.592 (0.247) *** 
 Sp2 0.499 11.493 (1.877) *** 
 Alp2 0.727 2.723 (0.302) *** 
 WFl2 0.668 3.552 (0.480) *** 
 Sp3 0.475 14.278 (2.504) *** 
 Alp3 0.892 3.918 (0.596) *** 
 WFl3 0.735 4.841 (0.547) *** 
 Sp4 0.412 17.447 (3.844) *** 
 Alp4 0.712 3.190 (0.468) *** 
 WFl4 0.653 5.632 (0.811) *** 
Note. SP = Spelling, ALP = Alphabet Writing, WFL = Word Fluency. 
* p < 0.05, ** p < 0.01, *** p < 0.001. 
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Table C2. Executive Functions 
Parameter Standardized 
Estimate  
Unstandardized Estimate (S.E.) 
EF1 by SB1 0.617 - 
 OM1 0.122 3.054 (2.415) 
 CO1 0.355 18.346 (5.319)*** 
 PL1 0.529 0.989 (0.368) ** 
EF2 by SB2 0.546 - 
 OM2 0.384 7.550 (3.270) * 
 CO2 0.225 13.299 (6.932) 
 PL2 0.529 1.305 (0.427) ** 
EF3 by SB3 0.443 - 
 OM3 0.303 7.414 (3.000) * 
 CO3 0.397 24.616 (7.993) ** 
 PL3 0.535 1.098 (0.389) ** 
EF4 by SB4 0.513 - 
 OM4 0.383 8.163 (4.659)  
 CO4 0.435 15.203 (4.248) *** 
 PL4 0.695 1.094 (0.412) ** 
EF1 with EF2 0.861 1.111 (0.315) *** 
 EF3 0.880 0.943 (0.277) *** 
 EF4 0.931 1.194 (0.341) *** 
EF2 with EF3 0.879 0.808 (0.251) *** 
 EF4 0.813 0.895 (0.289) ** 
EF3 with EF4 1.032 0.944 (0.293) *** 
SB1 with SB2 0.346 0.873 (0.314) ** 
 SB3 0.300 0.830 (0.301ef )** 
 SB 4 0.290 0.795 (0.370)* 
SB2 with SB3 0.491 1.401 (0.308)*** 
 SB4 0.475 1.340 (0.290) *** 
SB3 with SB4 0.383 1.184 (0.300) *** 
OM1 with OM2 0.189 110.176 (41.422) ** 
 OM3 0.136 84.177 (39.792)* 
 OM4 0.026 16.213 (38.781) 
 CO1 -0.331 -598.248 (132.119) *** 
OM2 with OM3 0.237 91.936 (29.197) ** 
 OM4 0.268 105.359 (27.137) *** 
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 CO2 -0.039 -45.178 (84.233) 
OM3 with OM4 0.394 165.204 (42.892) *** 
 CO3 0.186 188.884 (119.133) 
OM4 CO4 0.214 226.423 (75.135) ** 
CO1 with CO2 0.331 1188.811 (293.617) *** 
 CO3 0.087 255.693 (284.088) 
 CO4 0.240 468.151 (168.158) ** 
CO2 with CO3 0.320 964.183 (301.688) *** 
 CO4 0.308 615.322 (208.337) ** 
CO3 with CO4 0.214 351.401 (144.518) * 
PL1 with PL2 0.243 1.174 (0.518) * 
 PL3 0.129 0.429 (0.367) 
 PL4 -0.111 -0.287 (0.319) 
PL2 with PL3 0.197 0.657 (0.418) 
 PL4 0.001 0.003 (0.331) 
PL3 with PL4 -0.041 -0.073 (0.391) 
Mean EF1 2.562 3.141 (0.142) *** 
 EF2 4.229 4.450 (0.140) *** 
 EF3 6.572 5.743 (0.141) *** 
 EF4 5.979 6.257 (0.151) *** 
Intercept SB1 - - 
 OM1 -2.272 -69.770 (7.858) *** 
 CO1 -2.224 -140.977 (17.276) *** 
 PL1 197.477 494.821 (1.194) *** 
 SB2 - - 
 OM2 -3.829 -79.136 (14.967) *** 
 CO2 -2.160 -134.196 (31.931) *** 
 PL2 189.904 493.018 (1.921) *** 
 SB3 - - 
 OM3 -3.810 -81.434 (18.053) *** 
 CO3 -3.742 -202.976 (47.130) *** 
 PL3 275.223 493.776 (2.259) *** 
 SB4 - - 
 OM4 -3.880 -86.444 (29.528) *** 
 CO4 -3.745 -137.012 (26.970) *** 
 PL4 299.752 493.928 (2.603) *** 
Variance EF1 - 1.503 (0.443) *** 
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 EF2 - 1.107 (0.338) *** 
 EF3 - 0.764 (0.297) ** 
 EF4 - 1.095 (0.375) ** 
Residual Variance SB1 0.620 2.449 (0.435) *** 
 OM1 0.985 929.017 (111.828) *** 
 CO1 0.874 3511.983 (397.048) *** 
 PL1 0.766 4.809 (0.755) *** 
 SB2 0.702 2.605 (0.358) *** 
 OM2 0.852 364.021 (42.410) *** 
 CO2 0.949 3665.031 (483.626) *** 
 PL2 0.720 4.853 (0.871) *** 
 SB3 0.803 3.123 (0.380) *** 
 OM3 0.908 414.942 (50.390) *** 
 CO3 0.843 2479.977 (394.277) *** 
 PL3 0.714 2.299 (0.423) *** 
 SB4 0.736 3.059 (0.440) *** 
 OM4 0.853 423.502 (83.534) *** 
 CO4 0.811 1085.610 (159.311) *** 
 PL4 0.517 1.404 (0.504) ** 
Note. SB = Spatial Span Backwards, OM = Omission, CO = Commission, PL = Planning. 
 * p < 0.05, ** p < 0.01, *** p < 0.001. 
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