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Abstract
Most modern aircraft, such as missile systems and unmanned aerial vehicles have lim-
ited size, weight, power and cost (SWaP-C) capability. As the defence budget for
military forces such as the UK and US continue to shrink, the emphasis on SWaP-C
continues to strengthen. Military forces require smart weapons capable of precision
strike, with a priority on safety. System manufacturers understand these requirements
and limitations, and in response, develop miniaturised systems and components and also
aim to consolidate these, into a single miniaturised solution. The growth of remotely
operated aircraft, offers an ever present need for better, cheaper imaging systems. In
general, sensors and seekers tend to be the biggest contribution to the cost and weight of
an aircraft. Often, multiple imaging systems are needed dependent on the operational
requirements.
In this thesis, a novel dual field-of-view imaging system/seeker is proposed, which
uses a single imaging sensor to superimpose both a wide field-of-view and a narrow
field-of-view image of the same scene, co-boresighted. This allows multiple operational
requirements to function simultaneously. The wide field-of-view allows for continuous
monitoring and surveillance of an area, whilst the narrow field-of-view enables target
detection, identification and tracking capabilities.
Secondly, this thesis proposes a novel image separation technique to facilitate the
separation of the superimposed imagery, using only the geometric relationship between
the two different fields-of-views. The separation technique is then extended to operate
over sequential frames (i.e. video), and to function with fixed cameras that exhibit
(un)desired camera motions, such as vibrations or “jitter”. The image quality of the
separation technique is broadly analysed over a range of images with varying image
characteristics and properties. A novel image quality metric (IQM) was also proposed
in this thesis, and was used to analyse the image quality of the recovered images, and
its performance compared to already available IQMs.
Finally, the separation technique is enhanced to operate with motion cameras, which
exhibit motions such as pan, tilt, zoom and rotate etc. The separation technique, in
most cases, was found to provide image recovery, comparable to current image enhance-
ment techniques, and moreover, found to be far more robust to errors in registration,
compared to current techniques.
i
Initial hardware designs for the dual field-of-view imaging system, designed in con-
junction with Prof. Andy Harvey from the University of Glasgow and Dr. James
Babbington from Qioptiq Ltd., a lens design and manufacturing company, has also
been presented.
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Chapter 1
Introduction
Projectiles and missiles have been used for millennia, dating back to the creation of
slingshots and the bow and arrow. More recently, munitions have been the choice for
conflict resolution. Initially, these munitions were incapable of being guided (unguided)
after launch. Only during the Second World War was the technology developed to build
guided missiles which had the capability to adapt their trajectory after launch. Guided
missiles had been proposed much earlier but the technology and scientific capability
were insufficiently developed at the time. In 1943, during the Second World War, the
German forces engineered the Fritz-X radio controlled bomb, which was recorded as
the first operational guided weapon to be successfully deployed [113]. Weapons have
continued to be engineered ever since. In present day, the weapon capabilities have
become highly sophisticated and complex (termed complex weapons). The majority
of air launched weapons used in combat operations are guided. Complex weapons or
precision guided munitions are developed with precision and safety in mind. Safety
is an ever growing issue [77], from logistics and delivery platform, to troops on the
ground, as well as collateral damage. Complex weapons are designed to be capable
of performing a precision strike whilst minimising collateral damage. An example of
this improvement in safety can be empirically shown by taking the Paveway guided
bomb unit (GBU), as an example. In the early developments, the Paveway III (also
termed GBU-24/B) was a 2000lb warhead, laser guided bomb (LGB) brought into
service in 1983 with many variants [206]. Later in 2008, Raytheon developed the
Paveway IV, brought into service in 2008, containing a 500lb warhead. It is a dual-mode
global positioning system/inertial navigation system (GPS/INS) and LGB munition
[91], improving accuracy and hence, a smaller warhead is appropriate to minimise
collateral damage. In 2008 the RAF and FAA deemed necessary to develop a precision
guided munition with minimal collateral damage, hence the Dual Mode Brimstone was
developed [60] containing a high frequency millimetre-wave (mmW) radar homing with
INS, identical to the original Brimstone with added semi-active laser (SAL) guidance
capability for higher accuracy, both containing a 6.2kg warhead to improve safety. An
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improved version of the Brimstone missile, the Brimstone 2 [11], is currently under
production, equipped with a new airframe, improved millimetre-wave radar with semi-
active laser dual mode seeker capability, and an insensitive munition (IM) rocket motor
and warhead, designed for higher precision, and higher safety during handling and
logistics but also to minimise collateral damage during service. Guided weapons can
be broken down into 6 main subsystems [71,89,178]:
The airframe includes the main body/fuselage, wings, canards, tails, fins, nose and
control surfaces, all designed for structural and aerodynamic efficiency.
The seeker/sensor can vary in configuration from active, semi-active and passive
homing seekers, also between imaging (e.g. visible, infrared, UV) to non-imaging (e.g.
radar, laser) and pure navigation.
The guidance & control subsystem includes actuators (e.g. hydraulic, pneu-
matic, electro-mechanical or piezoelectric) used to deflect the control surfaces (e.g.
canards, wings, fins, tails). The guidance laws, that calculate the accelerations re-
quired to steer the airframe towards its point of intercept, and the control system
which calculate the deflections required to produce the required accelerations, also to
apply the deflections, monitor and provide feedback to the required subsystems of the
airframe’s trajectory.
The payload, is dependent on the mission objectives. In military applications, this
tends to be the warhead. Different types of explosive warheads range from shaped
charged, blast or fragmentation type.
Fusing is the device which initiates the detonation of the munition. Most devices
will incorporate a safe arm unit (SAU), which prevents the munition from arming during
shipping, handling and storage [95]. The fuse can be activated through several options
such as: remote detonation - from a remote location; proximity fuse – detonates
when the fuse is within a predetermined distance to the target; time fuse – detonates
after a set period of time has elapsed; impact fuse – detonates upon impact, typically
when physically striking the target.
Propulsion can range from jet engines (e.g. turbojet, ramjet, pulsejet) to solid (or
liquid) propellant engines.
Of the main subsystems, the seeker/sensor is the most expensive and often most
complicated [88, 89]. The seeker/sensor aims to provide situational awareness for
surveillance, target monitoring, collateral damage investigation. This allows the opera-
tor to monitor and assess the area of interest. Target identification allows detection,
recognition and identification of target. Target tracking provides the ability to fol-
low the targets movement e.g. moving vehicle, and countermeasure sensitivity, i.e.
ability to detect and avoid countermeasures deployed by the target.
Seekers and sensors are continuously being revised to provide better functionality
for longer range, narrow field-of-view, target identification and tracking, alongside wider
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field-of-view operation for situational awareness and surveillance purposes. Often these
operational requirements can be in opposition to each other, and in certain cases, to
fulfil the operational requirements, multiple seekers/imagers are required; and operate
in a coordinated way such that the wide field-of-view (wFoV ) imager instructs the
narrow field-of-view (nFoV ) imager to interrogate a possible target, resulting in higher
sensor integration, complexity and thus higher costs.
This thesis considers a new type of seeker/imager that aims to provide both wide
field-of-view situational awareness and narrow field-of-view target identification and
tracking capabilities simultaneously using a single seeker/imager. The proposed imag-
ing sensor operates by superimposing the co-boresighted wide field-of-view (wFoV ) and
the narrow field-of-view (nFoV ) imagery, of the same scene, into a single superimposed
image frame. This thesis will then propose and analyse a novel computational imaging
technique using the geometric relationship between the two fields-of-view in order to
separate the superimposed frame, furthermore the technique will be extended to func-
tion over multiple frames (i.e. video) and to analyse the performance qualitatively and
quantitatively. A new image quality metric is also presented, and the performance to
the metric is analysed against, already available image metrics.
Although missile seekers/sensors are the main focus of this thesis, the proposed
imaging system is highly applicable for other autonomous air platforms such as un-
manned aerial vehicles (UAVs). In general, aircraft aim to carry larger payloads, and
to reduce size, weight, power and cost (SWaP-C) which is generally achieved by the
miniaturisation of current airborne components and/or the consolidation of components
into a single solution [59].
1.1 Structure of Thesis
This thesis will be divided into the following chapters:
• Chapter 2 - Simulation Model, describes the resources and theory required to
generate a 6DoF simulation model, in order to study the trajectory data of the
airframe and determine the types of motions an imaging system may undergo,
during operational usage.
• Chapter 3 - Guidance Systems & Seekers, reviews the current systems available
for the guidance of an aircraft, and the various types of seekers that enable target
interception. This will allow to integrate a modern guidance and seeker system
into the simulation model, and proposes the novel dual field-of-view imaging
system.
• Chapter 4 - Image Separation Technique, provides the theory required to separate
the superimposed images, produced by the dual field-of-view imager and assess
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the quality of the recovered images.
• Chapter 5 - Image Registration, presents the precursory knowledge required to
extend the separation technique to operate over sequential frames (i.e. video),
and the best registration method for our application is chosen.
• Chapter 6 - Temporal Averaging Geometric Separation Technique, presents a
multi-frame image separation technique to be used with the novel imaging system.
The chapter also demonstrates and analyses the quality of the recovered images.
• Chapter 7 - Image Quality Analysis. This chapter provides a brief overview of
the different types of image quality assessment techniques available. The appro-
priate image quality metrics, alongside a new image quality metric also proposed
in this chapter, are chosen to provide a broad analysis of the separation tech-
nique’s performance over a collection of images. A new and improved separation
technique is proposed to extend the functionality of the imaging system and an
initial hardware design for the imaging system is also presented.
• Chapter 8 - Summary & Future Work, concludes the thesis, summarising the
research carried out and the contributions made towards a new imaging system
architecture. Recommendations for future work are also provided.
1.2 Original Contributions
This thesis, in conjunction with the published conference papers [179, 180], proposes
a novel dual field-of-view (dFoV ) imager/sensor system, which provides both wide
field-of-view (wFoV) and narrow field-of-view (nFoV) imagery, of the same scene si-
multaneously. Conventional systems would require two individual camera systems for
the wFoV and nFoV imagery, which operate in a coordinated way such that the wFoV
instructs the nFoV imager to interrogate possible objects of interest. Both field-of-view
cameras are necessary for different operational functions. The situational information
obtained from the wide field-of-view allows for continuous monitoring of the general
area, whilst the narrow field-of-view allows for closer interrogation and identification
of objects of interest. The proposed dFoV imaging sensor, will superimpose both field-
of-view images into a single superimposed image frame. This thesis further proposes a
technique, that has been developed to separate the superimposed images, furthermore,
the research is extended to function over multiple frames (i.e. videos) and the per-
formance of the technique is qualitatively and quantitatively evaluated. A new image
quality assessment metric is also introduced, and its performance is analysed against
current image quality metrics available.
The results of this work are focused on missile seekers but applicable to most UAV
applications, most noticeably in military applications. In general however, all UAVs
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which require an on-board imaging system can benefit from such a system.
1.3 Publications
1. M. Mehta, E. J. Griffith, S. Maskell and J. F. Ralph. Geometric separation of
superimposed images. In IEEE 19th International Conference on Information
Fusion (FUSION), Heidelberg, Germany, 2016. IEEE. [180].
2. M. Mehta, E. J. Griffith, and J. F. Ralph. Geometric separation of superimposed
images with varying fields-of-view. In IEEE 17th International Conference on
Information Fusion (FUSION), Salamanca, Spain, 2014. IEEE. [179].
3. C. Mishra, M. Mehta, E. J. Griffith, and J. F. Ralph. Doing the right thing:
Collision avoidance for autonomous air vehicles. In Systems, Man, and Cyber-
netics (SMC), 2013 IEEE International Conference on, pg. 2581-2586, Oct 2013.
IEEE. [188].
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Chapter 2
Simulation Model
2.1 Introduction
Rapid development in modern computing and processing power provides useful benefits
to engineers. Engineers can utilise the computing power to create simulation models
where they are able to develop ideas and create a safe environment by which their ideas
can be tested and/or proto-typed. Simulations can also provide a safe digital environ-
ment for training purposes or for optimising systems by testing different parameters
and operational ranges without physical testing.
The work presented in this thesis focuses on imaging systems fitted onboard com-
plex weapon systems and/or unmanned aerial vehicles (UAVs). The dynamical model
that simulates such an aircraft would be beneficial in order to generate a realistic en-
vironment that can provide realistic trajectory data and imitate an aircraft, as well as
the camera motions (i.e. panning, tilting, zooming) that can externally influence the
performance of the imaging system in operational use.
In this chapter, the fundamental theory required to create a simulation model of
a complex weapon is discussed. Topics include aerodynamics, propulsion, guidance
and control. Furthermore this chapter aims to describe how such a simulation model
is implemented. Additionally, it aims to present and analyse the performance of the
simulation model that was created for the purpose of the work.
2.2 Six Degrees of Freedom Model
The six degrees of freedom model (6DoF) describes an arbitrary rigid body, which is
free to move in the three translational degrees of freedom (vertical (ZB), lateral (YB)
and longitudinal (XB)) and the three rotational degrees of freedom (pitch, roll and
yaw) in three dimensional space [194] [299], as illustrated in Figure 2.2. In this case we
focus on aerodynamic bodies such as aircraft, missiles, or bombs.
The dynamics are given by Newton’s equations of motion, for a rigid body (in 6DoF)
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as [296]: ∑
~F =
d
dt
(m~V ) (2.1)
where
∑ ~F is the summation of the forces impinged on the rigid body.
∑
~M =
d ~H
dt
(2.2)
where
∑ ~M is the summation of the moments impinged on the rigid body. or explicitly
expressed (in body axes) as [299]:
FX = m(u˙+ wQ− vR) (2.3)
FY = m(v˙ + uR− wP ) (2.4)
FZ = m(w˙ + vP − uQ) (2.5)
MX = P˙ IXX − R˙IXZ +QR(IZZ − IY Y )− PQIXZ (2.6)
MY = Q˙IY Y − PR(IXX − IZZ) + (P 2 −R2)IXZ (2.7)
MZ = R˙IZZ − P˙ IXZ + PQ(IY Y − IXX)−QRIXZ (2.8)
where,
~F = (FX , FY , FZ) is the external force ~H is the angular momentum vector
~ω = (P,Q,R) is the angular velocity vector ~V = (u, v, w) is the velocity vector
~M = (MX ,MY ,MZ) is the moment vector ~I is the inertia matrix
The explicit 6DoF equations [2.3] - [2.8] are highly non-linear and coupled. A simple,
yet effective approach is to linearise the problem using linear aerodynamic theory and
Taylor series expansion, as described further in section 2.3.
Newton’s equations of motion, are used to formulate the dynamics of a rigid body
for 6DoF analysis. The equations are all based in the body axes i.e. the translations and
rotations are described but it does not account for the global position of the object.
Also, the motions described in the body frame of reference, are all relative motions
of the body and need to be referred to an external frame of reference, in order to
determine the actual motion and orientation. Therefore, earth axes are also used to
calculate the actual/global motion of the airframe/rigid body with respect to the earths
surface. It is important to know the position of an aircraft with respect to the earth
axes for situational awareness purposes. From a designer’s perspective it is necessary
to work in both axes systems, in order to determine the performance characteristics of
the aircraft.
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2.3 Aerodynamics
Aerodynamics is the field of determining the motion of air and its interaction with
solid objects. Aerodynamics is a sub-branch of fluid mechanics, focusing only on the
interaction of objects with air. The aerodynamic equations that describe the interaction
of air with solid objects (in our case, an aircraft body), are highly non-linear. In general,
designers tend to linearise these governing equations using Taylor series expansion
theorem and the small angle approximation, which limits the control surface deflections
to 10◦−12◦ because it simplifies the control systems [7]. In aerodynamic theory there are
six aerodynamic forces and moments that can be described by their non-dimensional
coefficients [8]. The aerodynamic coefficients (Equations (2.9)-(2.14)) determine the
aerodynamic characteristics of an aircraft and are primarily influenced by factors which
affect the dynamic pressure i.e. aerodynamics angles (control surface deflections), Mach
number, Reynolds number and propulsion system [247].
Axial force (drag) co-efficient, CX :
CX =CX0 +CXαα+CXββ+CXδP δP +CXδqδq+CXδrδr+CXδX δX+CXα2α
2+CXβ2β
2
+ CXδP2 δP
2 + CXδq2 δq
2 + CXδr2 δr
2 + CXδX2 δX
2 +
d
2ν
CXpP + CXqQ+ CXrR
(2.9)
Lateral force (side) co-efficient, CY :
CY = CY0 + CYαα+ CYββ + CYδP δP + CYδqδq + CYδrδr + CYδX δX + CYα2α
2 + CYβ2β
2
+ CYδP2 δP
2 + CYδq2 δq
2 + CYδr2 δr
2 + CYδX2 δX
2 +
d
2ν
CYpP + CYqQ+ CYrR
(2.10)
Normal force (lift) co-efficient, CZ :
CZ = CZ0 +CZαα+CZββ +CZδP δP +CZδqδq+CZδrδr+CZδX δX +CZα2α
2 +CZβ2β
2
+ CZδP2 δP
2 + CZδq2 δq
2 + CZδr2 δr
2 + CZδX2 δX
2 +
d
2ν
CZpP + CZqQ+ CZrR
(2.11)
Roll moment co-efficient, Cl:
Cl = Cl0 + Clαα+ Clββ + ClδP δP + Clδqδq + Clδrδr + ClδX δX + Clα2α
2 + Clβ2β
2
+ ClδP2 δP
2 + Clδq2 δq
2 + Clδr2 δr
2 + ClδX2 δX
2 +
d
2ν
ClpP + ClqQ+ ClrR
(2.12)
Pitch moment co-efficient, Cm:
Cm =Cm0 +Cmαα+Cmββ+CmδP δP +Cmδqδq+Cmδrδr+CmδX δX+Cmα2α
2+Cmβ2β
2
+ CmδP2 δP
2 + Cmδq2 δq
2 + Cmδr2 δr
2 + CmδX2 δX
2 +
d
2ν
CmpP + CmqQ+ CmrR
(2.13)
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Yaw moment co-efficient, Cn:
Cn = Cn0 + Cnαα+ Cnββ + CnδP δP + Cnδqδq + Cnδrδr + CnδX δX + Cnα2α
2 + Cnβ2β
2
+ CnδP2 δP
2 + Cnδq2 δq
2 + Cnδr2 δr
2 + CnδX2 δX
2 +
d
2ν
CnpP + CnqQ+ CnrR
(2.14)
where the subscripts indicate that the coefficients correspond to derivatives:
α = Angle of attack (rad)
β = Angle of side-slip (rad)
δp = Control surface deflection used to roll the airframe (rad)
δq = Control surface deflection used to pitch the airframe (rad)
δr = Control surface deflection used to yaw the airframe (rad)
δx = Control surface deflection used to slow the airframe (rad)
α2, β2, δp2, ... = The squared values of the terms above, where the sign of the number
is maintained.
α˙ = Rate of change of α(rad/s)
β˙ = Rate of change of side-slip (rad/s)
P = Roll rate
Q = Pitch rate
R = Yaw rate.
These coefficients are generated by taking into account the various shapes of the aero-
dynamic body and control surfaces and calculating the summation of each individual
components, in order to determine the effect on the overall behaviour of the airframe
(i.e. position, velocity, acceleration).
The respective forces can be calculated using [27]:
FX = −mg sin(θ) + T − 1
2
ρν2sCX (2.15)
FY = mg cos(θ) sin(φ)− 1
2
ρν2sCY (2.16)
FZ = mg cos(θ) cos(φ)− 1
2
ρν2sCZ (2.17)
where,
m = Mass g = Gravitational constant (≈ 9.81m/s2)
T = Thrust generated by aircraft s = Aerodynamic reference area (m2)
u = Velocity along X axis (body) P = Pitch rate X axis (body)
v = Velocity along Y axis (body) Q = Pitch rate Y axis (body)
w = Velocity along Z axis (body) R = Pitch rate Z axis (body)
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The accelerations can then be calculated as:
AX = −wQ+ vR+ (FX)/m (2.18)
AY = −uR+ wP + (FY )/m (2.19)
AZ = −vP + uQ+ (FZ)/m (2.20)
Using a similar procedure, the aircraft moments can be calculated, using [27]:
L =
1
2
ρV 2sCll (2.21)
M =
1
2
ρV 2sCml (2.22)
N =
1
2
ρV 2sCnl (2.23)
where,
ρ = Air density (kg/m3) m = Mass of the weapon (kg)
V = Aircraft velocity (m/s) g = Gravity constant (= 9.81m/s2)
s = Reference Area (m2) α = Angle of Attack (rads)
β = Angle of side-slip (rads) l = Length of moment arm (m)
Once the moments have been determined, the change in angular velocities can be
calculated using the airframe’s current rotation rates and its moments of inertia (for
an axially symmetric airframe):
∂P
∂t
= (−RQ(IZZ − IY Y ) + L)/IXX (2.24)
∂Q
∂t
= (−PR(IXX − IZZ) +M)/IY Y (2.25)
∂R
∂t
= (−PQ(IY Y − IXX) +N)/IZZ (2.26)
IXX = moment of inertia (XX)
IY Y = moment of inertia (Y Y )
IZZ = moment of inertia (ZZ)
The moments of inertia, can be calculated using structural analysis based on cantilever
beam theory [196]:
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Figure 2.1: Illustration of cantilever setup for determination of the moments of inertia
of an airframe. Image obtained from [127]
The moment of inertia along each airframe axis, can be calculated using:
IXX/Y Y/ZZ =
bh3
12
(2.27)
where, b is the width/breadth of the structure and h is the height of the structure. The
structure can be either the wings, fuselage or in fact any of the control surfaces.
To solve the problem numerically, the simulation model needs to discretise the
problem to calculate the changes in the model over time. This allows to determine the
rate of change of angular velocity, as follows:
∆P =
∂P
∂t
∆T (2.28)
∆Q =
∂Q
∂t
∆T (2.29)
∆R =
∂R
∂t
∆T (2.30)
where, ∆T is the discrete model time-step, and ∂/∂t is the partial differential with
respect to time. From this, the Euler angle rate can be determined by [241] (pp.334-
335),
∆θ
∆t
= (Q+ ∆Q) cosφ− (R+ ∆R) sinφ (2.31)
∆ψ
∆t
=
(Q+ ∆Q) sinφ+ (R+ ∆R) cosφ
cos θ
(2.32)
∆φ
∆t
= (P + ∆P ) +
(
∆ψ
∆t
)
sin θ (2.33)
where θ, ψ and φ are the heading (yaw), pitch and roll angles, respectively, in radians.
Using a similar procedure as before, the change in Euler angles can be calculated using
the model’s time step:
∆θ =
∆θ
∆t
∆T (2.34)
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∆ψ =
∆ψ
∆t
∆T (2.35)
∆φ =
∆φ
∆t
∆T (2.36)
The equations expressed above describe the changes in the state of the aircraft. These
changes are then summed to the model’s existing states to calculate the up-to-date
values, at the current time-step until the simulation is terminated.
2.4 Axes Transformation
As expressed in Section 2.2, the body axes allow to determine the changes in the force
and motion impinged on the aircraft’s body, but the earth coordinate reference system
is required to determine its actual position, velocities and accelerations with respect to
the earth’s surface to fully describe an aircraft’s motion.
The 6DoF model describes the aircraft’s translational (u,v,w) and angular (P ,Q,R)
velocities which are in the airframe’s body axes (see Figure 2.2, but in order to deter-
mine the actual position (X, Y , Z) and orientation (ψ (Yaw), θ (Pitch) and φ (Roll))
the earth coordinate reference system is needed (See Figure 2.3).
Following [107], transforming between sets of axes requires that a particular order
of rotations are applied. Applying the rotations in a different order will yield a different
solution. By convention, the rotation sequence commonly used is Z-Y-X (also known as
3-2-1). Hence, first the rotation in the Z axis (yaw) is applied, followed by the rotation
in the Y axis (pitch) and finally the rotation in the X axis (roll) is applied, to convert
from body axes to earth axes [38].
The earth axes are a positive right handed system, which is used to determine the
true position of the airframe. The X and Y axes lie in the horizontal plane (XE , YE)
with the Z axis pointing vertically down in the direction of gravity (ZE). The earth
axes system is illustrated in Figure 2.3.
The three relative rotation matrices are given by:
3)
 cosψ sinψ 0− sinψ cosψ 0
0 0 1
 2)
cos θ 0 − sin θ0 1 0
sin θ 0 cos θ
 1)
1 0 00 cosφ sinφ
0 − sinφ cosφ

The body coordinate system to earth coordinate system transformation matrix, TBE is
expressed as the multiplication of the matrices:
TBE =
 cosψ sinψ 0− sinψ cosψ 0
0 0 1
cos θ 0 − sin θ0 1 0
sin θ 0 cos θ
1 0 00 cosφ sinφ
0 − sinφ cosφ
 (2.37)
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Performing the inverse of this set of transforms will allow the conversion from earth
axes to body axes , i.e. TEB .
TEB =
1 0 00 cosφ sinφ
0 − sinφ cosφ
cos θ 0 − sin θ0 1 0
sin θ 0 cos θ
 cosψ sinψ 0− sinψ cosψ 0
0 0 1
 (2.38)
XB 
ZB 
YB 
Yaw (ψ) 
Roll (ɸ) 
Pitch (ϴ) 
Origin at Centre of Gravity 
Figure 2.2: Translational and rotational degrees of freedom of airframe (i.e. body
axes)
North (XE) 
East (YE) 
Down (ZE) 
Flat Earth 
Origin at Reference 
Latitude & Longitude 
Figure 2.3: North-East-Down (NED) reference coordinate system (i.e. earth axes)
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2.5 Propulsion
Most short range missiles commonly contain a two stage solid rocket fuel motor [71].
The two stages are initiated for different stages of the missile’s flight. The first stage of
the rocket motor, is known as the boost phase and is activated in the launch phase of
the missiles flight, usually at this point no guidance is active and the main objective is
to get the missile into the air at the optimal altitude and airspeed. The second stage
of the rocket motor, known as the sustain phase, is initiated in the cruise phase of the
missile where the guidance is activated and the airframe is steered towards the general
position of the target. The fuel’s burn rate is predetermined, but aims to maintain the
cruise velocity, and to maximise the range of the missile, whilst being steered towards
the target. The final stage, usually termed the terminal phase is when the airframe is
directly homing onto the target, usually no propulsion is needed, as the airframe will
be propelled by gravity towards the intended target [71].
The thrust of the solid rocket fuel can be characterised as follows:
T = Isp
dm
dt
g (2.39)
where Isp is the specific impulse (seconds) and
dm
dt is the mass burn rate. The specific
impulse is a characteristic parameter of the rocket fuel and it a way to representing the
performance of the fuel. It describes the change in momentum produced per unit of
propellant burnt [109,197].
It is important to note that as a common rule generated from existing missiles as
mentioned in [88] is that 75% of the fuel is used in the first stage (boost phase) and
25% of the fuel mass is used to power the second stage of propulsion (sustain phase).
The burn rate of the solid rocket fuel of weapon systems can be manipulated by
changing the volume and cross-section profile of the solid fuel, as illustrated in Figure
2.4 below.
Figure 2.4: Solid rocket propellant cross-section & thrust profile [32]
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2.6 Static Stability
Before incorporating the guidance laws it is important to assess the longitudinal stabil-
ity of the simulation model. Having a stable airframe is important in terms of guidance,
as if the airframe is unstable, the guidance laws will be generating very large lateral
acceleration (latax) which will in turn increase the drag on the airframe and hence
reduce the operational range of the missile.
The condition for a statically stable airframe is that the rate of change of pitching
moment with respect to α (dMdα or Mα) should be negative, but more essentially it should
be a small negative value, otherwise if the value is too negatively large the airframe
would become too stable and hinder the manoeuvrability of the missile [225]. To
understand this condition the figure below (Figure 2.5) shows the stable and unstable
conditions. The equivalent can be evaluated for the lateral (side-slip) stability with
respect to β (i.e. dMdβ or Mβ).
Figure 2.5: Illustration of a: (a) statically stable and (b) statically unstable missile
airframe [244]
If an aircraft is longitudinally stable, a small increase in angle of attack will cause
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the pitching moment on the aircraft to change so that the angle of attack decreases.
Similarly, a small decrease in angle of attack will cause the pitching moment to change
so that the angle of attack increases. Mα is defined as:
Mα =
1
2
ρV 2
Sd
Iyy
Cmα (2.40)
The same analysis can be done in the lateral axis (i.e. side-slip stability), in order
to create a stable airframe [89].
2.7 Guidance Laws
Guidance is the strategy employed in order to generate an intercept with its intended
target, expressed as a mathematical function. The mathematical expression calculates
and acceleration command, ac, which is the theoretical acceleration required to steer
the missile to its target via the guidance strategy employed. This section discusses two
classical approaches outlined below.
2.7.1 Line of Sight Guidance
Guidance can be defined as the strategy to steer the missile to its intercept. In the case
for line of sight (LoS), the guidance algorithm aims to steer the airframe onto the line
of sight, towards the target from its initial start/release point, as illustrated in Figure
2.6. It is important to note that if the guidance commands to follow the line of sight
are generated externally and transmitted to the missile, then it is known as command
to line of sight (CLOS) guidance [146].
O 
M 
T 
Figure 2.6: Illustration of LoS guidance
O is the initial release point; M is the guided object, which aims to travel along the
line of sight vector, OT, towards the target, T. The LoS guidance aims to minimise
the angle between OT and OM, as represented by the green line in Figure 2.6. LoS
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is also referred to as three point guidance as there are three points of interest; 1) The
launcher/tracker, O. 2) The guided object/missile, M and 3) The target, T.
Figure 2.7: Detailed schematic of mathematical setup for line of sight guidance
(adapted from [154])
In figure 2.7, λt is the angle from the line of sight from the target to the tracker,
and an arbitrary horizontal reference line, commonly taken from the tracker’s position.
Similarly, λm is the angle from the line of sight from the missile to the tracker, and
the same horizontal reference line. The line of sight between the target and the missile
is shown by the green line in the figure above. The aim of the guidance law is to
calculate the accelerations required in order to keep the distance from the LoS equal
to zero or as close to zero as possible, throughout the time of flight of the missile. In
three dimensions, the distance to line of sight line is known as the cross-range, and the
aim of the guidance law is to minimise the cross-range error. The cross-range can be
mathematically defined as: (rT × (rM × rT)) [241].
The required guidance acceleration for LoS in three dimensions can be mathemati-
cally expressed as below [241]:
ac =
Kν∣∣rT∣∣2 (rT × (rM × rT)) (2.41)
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2.7.2 Proportional Guidance
Proportional navigation (PN) guidance is another form of guidance law. PN guidance
aims to intercept by keeping the rate of the angle between rT and rM , λ˙, constant.
O 
M 
T 
rM 
rt 
Figure 2.8: Illustration of PN guidance
The acceleration command is proportional to the rate of change of the line of sight
angle and can be expressed as [203]:
ac = N
′Vcλ˙ (2.42)
N ′ is the effective navigation constant, Vc is the closing velocity between the interceptor
and the target. PN is usually the most commonly used guidance law due to its sim-
plicity, effectiveness and ease of implementation [296]. There are many different forms
of proportional navigation examples of these are: pure proportional navigation (PPN),
this is the very basic form of PN guidance and can be mathematically expressed in 3D
vector form as:
ac = N
′(ω × νi) (2.43)
where ω is the angular velocity of the LoS vector, r, between the target and the
interceptor, and ~νi, is the velocity of the interceptor/missile.
Another form of PN guidance is known as true proportional navigation (TPN) and
can be expressed as:
ac = −N
′Vc
r
νc⊥ (2.44)
where r is the LoS vector as previously mentioned and νc⊥ is the closing velocity vector,
normal to the r vector.
Augmented PN guidance accounts for targets with a constant accelerations and the
effect of gravity and can be represented in vector form as:
ac = N
′Vcλ˙+
N ′
2
a (2.45)
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where a is the constant acceleration term given as a = at−g⊥, at being the target accel-
eration and g⊥ being the component of the acceleration due to gravity, perpendicular
to the line of sight [212,296].
2.8 Controls
Aerodynamic vehicles can have many types of control surfaces to steer the vehicle to its
desired destination. Most conventional aircraft tend to have canards which are small
surfaces located at the front of the vehicle near to the nose of the body. Wings are
generally large surface located around the middle of the body but can vary depending on
the desired performance parameter and fins/tailfins are small surfaces located at the
rear of the body. There are other types of control surfaces and configurations available
but the three described here are the most fundamental and most commonly utilised.
The choice of control surfaces and there specific position(s) are dependent on the design
considerations of the aerodynamic vehicle and its performance requirements [27].
Canards Tail Fins 
Wings Side View 
Figure 2.9: Conventional aerodynamic control surfaces
Depending on the design considerations there are two main types of turn control
schemes used to steer an airframe. These are skid-to-turn and bank-to-turn [88].
Bank-to-turn implies that the airframe is banked at an angle relative to the wind,
causing a component of the lifting force to act horizontally thereby causing the airframe
to turn in the horizontal direction. Skid-to-turn refers to using the rudder or tail fins to
apply a control surface deflection, in turn causing the airframe to “skid” in the intended
direction of travel. In general, most aeroplanes will implement a bank-to-turn approach
but typically small aerodynamic vehicles (such as missiles) tend to employ skid-to-turn.
Skid-to-turn vehicles benefit from quicker turns, which is useful when trying to correct
for small errors, but for large turning angles skid-to-turn tends to be less efficient and
cause a greater loss of aircraft kinetic energy compared to bank-to-turn aircraft [27,89].
There are two possible fin configurations that can implemented on missiles. The
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configurations are known as “×” and “+” and the four control fins adjust accordingly
to the specific manoeuvre desired (see Figure 2.10). There are both advantages and
disadvantages to both configurations. The “+” configuration is a more simple control
system as the fins are horizontal and vertical and they act in the same axes as the
airframe. In terms of performance this fin arrangement tends to generate less drag
force at trim conditions but often is less statically stable and often suffers from a
statically unstable rolling moment derivative as compared to the “×” configuration.
The “×” configuration is a more complex system to integrate into an aircraft, but has
better roll stability, normally generates lower drag forces at most flight conditions and
tends to be more suitable for launch platform integration.
Roll Pitch Yaw Drag 
Figure 2.10: “+” (Top) and “×” (Bottom) control configurations. The red arrows
indicate the direction in which the control surfaces deflect in order to generate the
correct manoeuvre
2.9 Implementation
The 6DoF simulation model was created to describe the position, orientation, velocity
and accelerations of a generic missile model. This will allow to generate trajectory data,
in order to understand the camera motion the dFoV imaging system will be subjected
to. Using future air-to-surface guided weapon (light) (FASGW(L)) as the category
of choice [261, 264], research and data was collected on existing weapons within this
category and a generic model was created.
FASGW(L) was selected because it provides the most difficult scenario an imaging
system must face. These weapon systems tend to be lightweight, short-to-mid-range,
high velocity systems capable of precision strike. Its popularity in military applications
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has grown considerably recently, alongside the Laser beam riding guidance system which
will be detailed in the next chapter.
A form of guidance system (outlined in Chapter 3) is required to direct the missile
towards its target (i.e laser beam riding). In the cruise/terminal flight phases an imag-
ing seeker would be ideal for target detection and engagement. This is were the dFoV
imaging system would be beneficial.
The FASGW(L) performance requirements provide a difficult environment for an
imaging system as the short-range, high velocity characteristic would require fast and
precise control inputs to steer the missile which, in turn, produces undesired camera
motions. This will allow to determine the motions an imaging system will undergo in
a worst case scenario.
The characteristics of the designed missile model are presented in Table 2.1 and
was based on current proposed FASGW(L) missiles proposed such as the Lightweight
Multi-role Missile [261].
Table 2.1: Missile Model Parameters
Missile Parameters Values
Body Length (m) 1.3
Body Diameter (m) 0.076
Canard Length (m) 0.125
Canard Width (m) 0.0435
Fin Length (m) 0.135
Fin Width (m) 0.0543
Initial Total Mass (kg) 13
Total Fuel Mass (kg) 3.3
Boost Fuel Mass (kg) 2.5
Cruise Fuel Mass (kg) 0.8
Top Speed (Mach #) 1.5
Typical Range (m) 8000
A PID (proportional-integral-derivative) controller [182,183] was also implemented
in order to stabilise the control deflections applied to the airframe. Illustrations are
also provided describing the individual subplots in the model (see Figure 2.11).
Following on from this, a test on the “targetable region” was carried out which
shows a 3D envelope of the area in which the missile is able to hit the target within, by
applying a certain amount of control deflection in the pitch and yaw axes. The figures
below shows the outcome.
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(a) Top-view (b) Side-view
Figure 2.12: Illustration of the top-view (a) and side-view (b) of the missile’s
manoeuvrability envelope
Figure 2.11 below, shows the results of the moving target with constant velocity,
with a trajectory plot in the XZ plane. The figure shows the graphical user interface
created for analysing the performance, accuracy and stability of the missile, from its
release to when it engages with the target. The model is able to use the different
forms of guidance laws described earlier (i.e. LoS, PN and LBR (discussed in the next
chapter)). The position and velocity of the target, and the missile, can be modified
for various scenarios. Further details of the individual plots generated, have been
illustrated within the figure.
Figure 2.12 illustrates the manoeuvrability and stability of the designed missile
model. Figure 2.12b shows a side on view showing the possible pitch trajectories with
a constant deflection ranging from 0◦ to 10. Figure 2.12a show a top view, illustrating
the possible yaw trajectories with a constant surface deflection ranging from −10 to
10. The figure illustrates that even through large control deflections, the missile is
able to follow its flight path without becoming unstable and uncontrollable, whilst also
maintaining its manoeuvrability.
Below, Figure 2.13 shows the trajectory plot from the XY plane showing the target
moving to the right and the missile pursuing the target. The blue line illustrates the
flight path travelled to reach the target. The moving target was modelled using the
kinematic equations with constant velocity (no acceleration).
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Figure 2.13: Moving target and missile, with trajectory path in XY plane
The accuracy is within 4m which is within the region of the operationally relevant
miss distance of our generic missile model (= 10m). This could be improved further
by using a different guidance law. The LoS guidance is always following the missiles
current position and not predicting the future position, which would generate a higher
accuracy of an intercept.
Another factor to consider is the stability of the generic missile, as if the missile is
unstable, it becomes very difficult to use the guidance laws to track and steer towards
the target. Therefore a simple longitudinal static stability analysis was carried out as
described in Section 2.6, which in essence, states that dMdα < 0. Figure 2.14 below shows
a plot of the total moment co-efficient against the angle of attack.
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Figure 2.14: Longitudinal stability analysis - plot showing moment co-efficient (cm)
vs. angle of attack (α)
The gradient of Figure 2.14 represents dMdα , more accurately
dCM
dα . The negative
gradient shows that the missile model is statically stable in the longitudinal direction.
The gradient was calculated to be −1.04 × 10−4, which is a small negative value,
therefore the missile is stable, controllable and manoeuvrable.
2.10 Chapter Summary
A FASGW(L) specification 6DoF missile model was designed and developed, using
current theory available. The performance, stability and manoeuvrability of the model
was assessed to understand its capabilities and limitations. A PID controller was also
implemented alongside the LoS and PN guidance laws. Chapter 3 will discuss the
available guidance systems and seekers available to implement in conjunction with the
guidance laws, detailed in this chapter. It is worthy to note that the theory used to
implement the 6DoF model is widely available, but the implementation of a FASGW(L)
missile model, on the other hand, is something that has not been conducted outside of
military research, testing and validation.
The missile model integrated with the guidance system developed in Chapter 3,
will provide the necessary trajectory data required to develop an understanding of the
camera motions (i.e. pan, tilt, zoom etc.). The dFoV imaging system will typically
undergoes during operational use, this will help evaluate the image separation technique
described in Chapter 4.
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Chapter 3
Guidance Systems and Seekers
Seekers, are sensors that generate the measurements for target detection and homing,
by sensing, radio frequency (RF), infrared (IR) or visible energy that the target emits or
reflects and is then used as part of the overall guidance system to generate an intercept.
A seeker can be considered as the eye of a missile, sometimes called the “homing eye”.
Examples range from synthetic aperture radar (SAR), heat seekers, millimetre wave
radars, electro-optical sensors and even laser beam riding systems.
3.1 Types of Guidance Systems
There are three main types of guidance systems: passive, active and semi-active seekers,
(they can also be categorised into imaging and non-imaging seekers). Passive seekers
typically detect and track objects by processing reflections from non-cooperative sources
of illumination, such as communication signal or heat signatures generated by aircraft,
such as the hot exhaust gases (Figure 3.1b). Active seekers typically are on-board the
airframe and provide their own guidance signal. Typically, the systems aim to keep the
airframe pointed directly at the target, and attempts to minimise the error between
the angle from the guidance signal and the angle of the airframe from its centreline
(Figure 3.1a) [69, 88]. Active seekers are widely used in anti-ship missiles and in air-
to-air missiles and is often termed fire-and-forget, examples of such missile systems
include AIM-120 AMRAAM and the AGM-65 Maverick and its many variants. Passive
systems tend to produce accurate angle information but inaccurate range estimates,
whereas active seeker systems tend to produce accurate range information but have
coarse angular resolution. Semi-active seekers combine a passive receiver on-board the
airframe with a separate targeting device (transmitter), that illuminates the target
(Figure 3.1c). The illumination can be visible or non-visible forms of radiation, in the
form of a laser or radar, and can be encoded to prevent unauthorised interception of
the signal [125]. The figure below (Figure 3.1), illustrates the different methods each
seeker type uses.
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(a) Active seeker (b) Passive seeker
(c) Semi-active seeker
Figure 3.1: Illustration of the different seeker types, (a) active, (b) passive and (c)
semi-active, obtained from [232]
Traditionally, seekers have been simple correlation trackers and a set of gimbals that
are used to measure the angle rates of the target. For example, an infrared seeker detects
and tracks the local hotspot on the target such as the exhaust plumes of an aircraft. A
typical seekers hardware consists of a two or three gimbal mounted gyroscope as well as
transmitter and/or receiver. Most seekers tend to contain a two gimbal axes gyroscope
(yaw and pitch) and rely on the missile roll autopilot for roll stabilisation [244].
The main generic roles of a seeker are [244]:
1. Provide measurements of a targets motion, to allow the guidance law to function.
2. Acquire and track the target, using some form of energy receiving device e.g.
radar, laser, infrared.
3. Measure the LoS (line-of-sight) angle rate (dλdt ).
4. Stabilise the seeker against the missiles pitching rate (dθdt ) and yawing rate (
dφ
dt ).
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3.1.1 Spinning Reticle Seeker
A spinning reticle seeker is an optically modulated seeker. It performs two important
functions, providing the guidance system with directional target information and sup-
pressing background IR radiation. A spinning reticle seeker contains a infrared detector
and a spinning pattern disk containing a particular pattern of opaque and transparent
areas on its surface [147]. The AIM-9 Sidewinder missile used an IR rotating reticle
seeker [209,286]. An example of such a seeker is the “Rising Sun” reticle seeker [46].
Figure 3.2: “Rising Sun” spinning reticle seeker
If the target hotspot is at the centre of the disk, and the rotation of the disk is
constant, this means the missile is pointed at the target. When viewing the signal of
the thermal detector generated from this seeker and in this scenario the output would
be a constant. If the target is moved off centre, the signal output is modulated by the
bars and zero when the opaque semi-circle is covering the target hotspot (See Figure
3.3). As the bars are slices of the circle itself, the frequency of the modulation does not
change as the target hotspot move towards or away from the centre. Instead the phase
of the pulse-null signal waveform provides an indication of the direction of the target
hotspot. The reticle pattern of the “Rising Sun” seeker, has one disadvantage in that
it is unable to detect the radial position of the target hotspot.
Figure 3.3: Output signal from thermal detector of “Rising Sun” spinning reticle
seeker
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There are many other variants of the spinning reticle seeker, with more advanced
reticle patterns [72, 86] which can provide more positional information of the target
hotspot such as the once shown in Figure 3.4, but this is out of the scope of the thesis.
Figure 3.4: Examples of more advanced spinning reticle seekers (obtained from [86])
3.1.2 Quadrant Seeker
Another variety of seekers for guidance systems is the quadrant seeker. An example
of a weapon system that uses this seeker is the Paveway II GBU [268, 269]. This is
a simple model which consists of a detector (for example, thermal or laser detector),
split into four sections, with a central ring, which when the hotspot is in, the missile is
pointing towards the target hotspot. The quadrant seeker is shown in Figure 3.5.
Outer Ring Detector 
“Hotspot” 
Central Ring 
Detector 
Figure 3.5: Quadrant seeker
In a quadrant seeker, all four quadrants of the seeker are equally illuminated. If
the hotspot lies off -centre, it will illuminate each quadrant differently. Each quadrant
generates an electrical current that is proportional to its illumination. Voltages pro-
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portional to these currents are then amplified and fed into a mixer, which compares the
signals and generates the appropriate guidance commands to bring the hotspot back
to the centre [146].
3.2 Beam Riding Guidance Systems
An increasingly popular guidance system is the beam riding system. The beam riding
systems operates by focusing some form of focused electromagnetic (EM) radiation, at
an intended target. The two most common utilised forms of beam riding systems are
radar and laser beam riding systems. Beam riding systems operate by pointing a signal
beam towards its intended target, and after the launch phase, the missile “rides” along
the beam, until it has intercepted the target. There are certain advantages of using a
beam riding system, for example, the missile rides the beam, and does not rely on the
EM energy reflected or generated from the target itself, and therefore makes it much
more difficult for the target to deploy a countermeasure or attempt manipulate the
signal.
3.2.1 Radar Beam Riding
Radio detection and ranging, or commonly known as radar, is a system that was de-
veloped during World War II. Radar was developed to detect objects such as ships,
aircraft and missiles by using radio waves. Radar beam riding, is the semi-active guid-
ance system which uses radio waves as a beam to direct the missile to its desired target.
The radar beam’s EM properties are modulated in specific ways to allow the missile’s
guidance system to interpret its location with respect to the beam centre.
A conventional radar guidance system typically operates using an antenna to trans-
mit a series of EM radio waves, and an antenna to detect the EM waves that have
been reflected off the intended target. Typically, the same antenna can be used to both
transmit and receive signals. The time delay between transmission and receiving of the
reflected signal can also provide range information.
For a radar beam riding guidance system, the transmission antenna is directed to
the intended target as expected but the receiving antenna is mounted on the missile
itself and does not rely on the reflected waves to return to the transmitting antenna. It
also prevents the target from deploying countermeasures to jam, deflect or absorb the
transmitted signal, to prevent the reflected signal from reaching the receiving antenna.
The missile computer system compares the signal strength from different locations
on the missile body and steers the missile to maximise the strength of the beam, which
is at the centre of the beam [30]. Radar beam riding systems also employ a conical
scanning technique, in which the radar beam is rotated in a circular manner around
the boresight axis (beam centre) aimed at the target, to allow the missile to more
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accurately locate the beam centre.
3.2.2 The Bumblebee Project
Following the details outlined in [118], in 1925 an early radar missile guidance system
was proposed, equipped with photo cells on the tail fins. The rocket would be launched
into a searchlight beam and would follow the beam to the illuminated target. The
system was never produced but was the basis of the beam riding guidance system for
the early Bumblebee missile system. The Bumblebee guidance concepts were based on
pulsed radar technology [30,112,118,202,287].
For long range targets, some form of terminal homing was required to intercept the
target, due to the limited range of radar systems. Initially, the target radar beam func-
tioned as the guidance beam, to steer the missile using line-of-sight guidance, but this
was inefficient for crossing targets that fly perpendicular to the line of sight and even-
tually a more advanced system which used proportional navigation was implemented,
but the missile was still required to stay within the beam, causing the missile to fly an
inefficient path [112].
The most effective use of the missile, for long range targets, was to launch it to
a high altitude cruise and then guide it to an intercept point ahead of the target, to
eliminate any form of ‘lead-lag’ (i.e. where the missile is continuously ‘chasing’ the
target) [13]. This scheme required two separate radar beams for target tracking and
missile guidance, as illustrated in Figure 3.6.
Figure 3.6: Direct flight to intercept [118]
Using this scheme, with two radars, allowed a fire control computer to obtain a
target’s position and missile position information from the tracking radar and the mis-
sile guidance radar respectively. This, in turn, allowed the fire control computer to
calculate an intercept point, and then steer the guidance beam to deliver the missile to
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the target.
As an example, the Talos missile is a long range ship-borne surface-to-air missile.
Its guidance beam would rotate to sweep around a conical scan with respect to the
direction of the ship to the missile. This created a ring pattern of different intensity of
energy, as illustrated in Figure 3.7.
Figure 3.7: Conical scanning radar beam guidance [118]
Following the description in [112, 118], when the missile is in the centre of the
rotation axis, of the guidance beam, it is receiving a signal with constant amplitude
as shown in Figure 3.7 (right), but when it deviates away from the centre the signal
amplitude starts varying in a sinusoidal form as illustrated in 3.7. The beam is rotated
30 times a second producing a 30Hz sinusoidal frequency modulated (FM) signal. If
the missile is in the centre of the rotation axis, constant signal strength is received
by the receiver, and no manoeuvring is required. If the missile was off-centre from
the guidance beam it would create a sinusoidal signal as the beam rotates around the
rotation axis at 30Hz. The timing of this AM signal with reference to an FM reference
signal determined the position of the missile within the guidance beam, and the rate of
the pulse groups determined the direction the missile needed to turn, in order to steer
the missile back to the rotation axis centre. The pulse group was different for each
guidance transmitter to keep the missile locked on to one guidance transmitter only,
and prevent any interference between multiple transmitters working at the same time.
The main disadvantage of radar beam guidance was that the accuracy is dependent
on the width of the guidance beam, which increases with distance from the radar, hence
the accuracy of the target degrades. Radar signal are also very difficult to encode, to
provide the positional information of the missile with respect to the beam centre as
described above. More modern beam riding systems tend to use laser beams instead
of radar, as they are simple to implement, reliable, compact, insensitive to distance
and generally difficult to detect and jam [146]. As will be discussed in the following
section.
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3.2.3 Laser Beam Riding Guidance System
The name laser, originated from the acronym for light amplification by stimulated emis-
sion of radiation. Laser beam riding (LBR) systems operate in the same manner as
radar guidance systems, except that the signal source is different. The laser beam, pro-
vides certain advantages such as a narrower beam width due to the shorter wavelength,
a stronger signal with better range due to its coherence properties. Furthermore, The
laser can be optically encoded without much difficulty as opposed to radar systems.
These advantages are mainly due to the properties of lasers, which are outlined below.
Laser Light Properties
The process of stimulated emissions creates laser light with specific properties making
it different from normal light. Laser light has the following properties [120,285]:
1. The light released from the laser is monochromatic, meaning it contains one
specific wavelength of light (colour) or a very narrow range of wavelengths and is
dependent on the lasing medium and design of the laser cavity.
2. The light released is coherent. Each photon moves in phase with others. This
means that all of the photons have a wave front that is in unison (see Figure 3.8).
3. In reality it is not perfectly coherent, and can easily be affected by the outside
environment.
4. The light released is very directional, hence laser light has a very tight beam width
(beam divergence) and is very concentrated, but for long range applications the
beam divergence should be considered. Although semiconductor lasers naturally
have a high divergence, external optics can focus their output into a pencil-like
beam.
Figure 3.8: Illustration of (A) coherent and (B) incoherent light [120]
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There are many different types of lasers such as solid-state lasers, gas lasers, excimer
lasers, dye lasers and semiconductor lasers. For military purposes, it seems feasible that
semiconductor lasers (also known as diode lasers) are the most practical form of lasers
to use due to its small form factor, portability and relatively low power [120,146,285].
3.2.4 Types of Laser Guidance Systems
Laser guidance systems can range from active, semi-active, passive similarly radar
guidance system as described earlier in Section 3.1, but more recently laser beam rid-
ing (LBR) systems have become popular for future military applications such as the
Lightweight Multi-role Missile (LMM) by Thales [261], developed for high velocity
(Mach ≈ 1.5) with an operational range of 8km, weighing only 13kg, designed for air-
to-air (A2A) and surface-to-air (S2A) engagements, with a variety of launch platforms,
for example Lynx Wildcat helicopter, man portable and tanks.
Another example is the Paveway GBU. A LBR system is a type of semi-active
command-to-line-of-sight (SACLoS) guidance system, whereas the Paveway GBU is a
form of semi-active laser (SAL) guided system. The main difference is that for a SAL
guided weapon the seeker is located on the nose of the missile, and the energy reflected
off the target is tracked in order to generate an intercept with the target. Whereas, in a
SACLoS system the seeker is located at the rear of the missile, typically on the tail fin.
The rear seeker keeps the missile on the beam, and follows it to the desired intercept.
There are advantages and disadvantages to both systems for example SACLoS systems
are less susceptible to counter-measures/jamming, SAL systems tend to be more accu-
rate at longer ranges, although this is much less now, due to technological advances.
The SAL guided Paveway is not a beam riding system, the seeker tracks the position of
the target, using the reflected energy given off the target by the laser designator, and
then uses proportional navigation to direct the weapon to the target. The difficulty
lies in how the missile is performing this task. There are many possible options such
as: pulse modulation (PM), frequency modulation (FM), amplitude modulation (AM),
phase shifting or through the use of a seeker.
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3.2.5 Laser Beam Riding System
A typical laser beam setup for an ATGM (anti-tank guided missile) is illustrated below.
Figure 3.9: Schematic of laser beam riding system [154]
The laser beam is spatially encoded with a pattern to enable the missile to be
able to sense its position relative to the LoS/beam centre. The spatial encoding of the
beam allows the missile to generate accelerations to keep the missile on the beam centre
internally. It should be noted that in a laser beam riding system the missile is blind
as it does not see the target, as there is only a rear facing seeker, tracking the laser
beam [154]. As the missile rides the beam, it will veer away from the beam centre,
as this happens the spatially encoded laser pattern, will allow the on-board missile
computer to deduce its position from the beam centre and then the LoS guidance will
compute the required accelerations and hence control surface deflection required to
steer the missile back to the beam centre.
3.2.6 Implementation
Following the FASGW(L) requirements, a laser beam riding guidance system was im-
plemented into the current simulation model described in chapter 2. The laser guidance
system will be broken down into several subsystems: the laser model which will model
the source of the beam and the rear facing seeker onboard the missile. Initially, it was
assumed that the laser beam will be an ideal pencil beam, hence it will be assumed
that the beam divergence is zero. The backwards facing seeker is the most important
sub-system as this will allow the missile guidance computer to calculate its position
relative to the laser beam. For this model, a simple quadrant sensor will be used, as
shown in Figure 3.5
As the missile veers away from the central ring, the “hotspot” i.e. the beam centre
will come into contact with one, or more, of the outer ring detectors, depending on
which ‘quadrant(s)’ the hotspot is detected in, the position of the missile relative to
the beam centre is determined, from this the missile guidance computer will apply the
corresponding controls to bring the hotspot back into the central ring and hence the
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missile will once again ‘ride’ the beam, the hotspot is monitored throughout the flight
of the missile.
The LBR system is implemented to be used for the mid-course guidance i.e. the
cruise phase of the missile flight, it will steer the missile towards the general direction
of the target. In the cruise flight phase, the dFoV imaging system can be activated
to detect and track the target, once the target has been acquired, and the missile will
intercept the target following its positional information provided by the dFoV imaging
system.
In the next section, a review of the current available imaging seekers will be con-
ducted, and the proposed dFoV seeker will be outlined.
3.3 Imaging Seekers
Non-imaging seekers use radiation emitted from, or reflected off the target, to detect
and track aircraft. Imaging seekers operate not only in the temporal domain but also
in the spatial domain [65]. This can be achieved by using a photodetector array often
referred to as a focal plane array [76]. Imaging seekers, similar to non-imaging seekers
can operate across the electromagnetic spectrum at different operational wavebands
(i.e. visible, infrared, TV).
An imaging seeker system often contain the following sub-components:
Optics i.e. Aperture, lenses, optical filters.
Photodetector e.g. 2D array of photodiodes [67].
Read-out circuits i.e. Integration circuit, gain-offset correction and analogue-to-
digital (A2D) converter.
Storage e.g. Electronic memory.
3.3.1 Visible
Visible band image seekers/cameras operate in the 0.4µm to 0.7µm waveband, these
systems are generally good, as they are in high demand, not only for military applica-
tions but also in commercial usage, making them relatively cost-effective to manufac-
ture. Visible band cameras tend to suffer from poor performance in low-light conditions
(e.g. at night), this can be mitigated using a “low light” system which amplifies the
light before the image is formed, but such systems require extra signal processing and
tends to introduce noise as well as making them sensitive to glare. Visible band cam-
eras are often used in television guidance missile (TGM) systems, which uses a visible
band camera onboard the missile. The signal is transmitted to the remote terminal op-
erator (RTO), from which the missile is steered towards its target. An example of such
a weapon system was the AGM-62 Walleye glide bomb used by the US armed forces
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during the 1960s, more recently it has been superseeded by variant-A of the AGM-65
Maverick and now replaced by variant-D of the Maverick which operates using imaging
infrared (IIR) system.
3.3.2 Infrared
Infrared (or heat-seeking) imaging seekers [147], often called imaging infrared (IIR)
seekers or thermal imagers, use the infrared electromagnetic spectrum i.e. 0.7µm −
14µm where there are large amounts of ambient light due to thermal emissions (e.g. jet
exhausts). Infrared imagers operate in three sub-bands: near-wave infrared (0.7µm to
∼2µm), mid-wave infrared (3µm to ∼5µm) and long-wave infrared (8µm to ∼14µm).
Infrared imagers tend to be difficult to manufacture, as standard silicon photodetectors
cannot be used, the focal plane array usually requires some form of cooling for the
imager to operate optimally and there is less demand for them, making them expensive
than visible band systems. An example of a weapon system which utilises infrared
imaging systems is the AIM-9 Sidewinder, which is a short-range air-to-air (A2A)
missile. It began service in 1956 with several variants released for different operational
requirements but most of the major variants included a IR seeker such as the AIM-
9X [148,191].
3.4 Dual Field-of-View Imaging Seeker
In this section, a novel imaging seeker or camera is proposed. In operational use on-
board aircraft systems, in particular missiles and unmanned aerial vehicles (UAVs).
Imaging systems are required to provide situational awareness and target detection,
identification and in certain cases, target tracking capabilities. These operational re-
quirements often come as a trade-off. Situational awareness is required in order to
surveil a large area and hence a wide field-of-view (wFoV ) camera is required, but
in order to detect, identify and track possible targets, a narrow field-of-view (nFoV )
camera which provides high spatial details of a small area is necessary.
It is with these opposing operational requirements that an alternate solution is
proposed. Current systems would have two (or more) separate imagers (wFoV & nFoV )
which operate in a coordinated manner, such that the wFoV imager will cue the nFoV
camera to interrogate possible targets. Examples include the LANTIRN [174] and
LITENING [110] targeting pods, designed by Lockheed Martin and Northrop Grumman
respectively. For lightweight UAVs, this can be a limiting factor, due to payload and
performance, hence multiple camera systems can be impractical.
This thesis aims to discuss an alternative solution, in which only a single sensor
is utilised to capture both the wFoV and nFoV simultaneously, the images captured
will be superimposed onto each other, resulting in a superimposed image, which will
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be separated using post-processing using a geometric relationship between the two
images as proposed in the following chapters of the thesis, in particular chapters 4 & 6.
Thus allowing for both situational awareness or surveillance (wFoV ), as well as target
detection, identification and tracking (nFoV ).
wFoV nFoV 
Post-
Processing 
Figure 3.10: Illustration of the dual field-of-view imager scenario
3.5 Chapter Summary
In this chapter several state-of-the-art seekers and guidance systems required to detect
and track targets have been reviewed. A novel approach to imaging using a dual
field-of-view sensor has also been proposed and the scenario illustrated (Figure 3.10).
The functioning of the seeker plays an important role in the overall missile system.
The simulation model presented in Chapter 2, can only model the trajectory of an
aerodynamic airframe. Incorporating a guidance system, allows to track a specific
target, even if the target is moving. This is a much more realistic environment, and
facilitates to generate realistic trajectories and behaviour, which will generate realistic
results. The laser beam riding (LBR) guidance system using a semi-active homing
quadrant sensor was selected to be the model of choice for the cruise phase, due to
the emerging popularity of the system, for military applications such as the FASGW-L
project currently active. The LBR missile systems also tend to travel at very high
velocities, and require precise controls and robust measurements to detect and track.
The systems are the most complex to operate with and will help establish that the
proposed imaging system, presented in future chapters, is able to handle the most
difficult of scenarios.
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Chapter 4
Image Separation
4.1 Introduction
The availability of modern digital cameras has led to the development of a large variety
of automated computer vision systems for object identification and tracking. Such
systems are always limited, in terms of image resolution, frame rate and field of view
(FoV ). Ideally, an object tracking vision system should provide both high-resolution
imagery for the interrogation of objects within the field-of-view, and a wide field-of-view
to maximise the coverage of the environment. Often these two factors are in opposition,
with one being compromised to improve the other. Taking inspiration from biology,
foveal cameras have been developed [12, 292]. These cameras are based on the human
vision system, where the eye has a small, very high-resolution region in the centre of
the field-of-view, and a lower resolution peripheral vision. An alternative approach is
considered here, where two fields-of-view (one wide, one narrow) are used to generate an
image formed from the superposition of the images from the two separate fields-of-view.
The resultant image is a superimposed image of the two images, one high-resolution
narrow FoV image and one wide FoV with lower resolution. The superimposed image
is then separated using a recursive method that is based on the geometry of the two
fields-of-view and the spatial relationships between the pixel intensity values as such, it
can be considered to be a type of blind image separation, since it does not (in general)
require any prior information about the image content.
Separation techniques such as blind source separation (BSS), and in particular
independent component analysis (ICA), have been used to solve problems of linear
mixtures [56]. BSS is the separation of a set of source signals/data from a set of
mixed/observed signals or data. Early work focused on the separation of temporal sig-
nals such as audio, hence the common application being the “cocktail party” scenario,
where there is a group of people talking simultaneously. Multiple microphones are ob-
serving the mixed signals, and the aim is to isolate the source signals from the observed
signals. When information about the mixing/convolution of the signals and the source
signals are limited, the problem is referred to as “blind”. In this scenario, one ap-
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proach to estimate the source signals, would be to use some statistical properties from
the observed signals to estimate the source signals. It has been shown that, assuming
the source signals are statistically independent at any particular instance of time, it is
possible to estimate the source signals reasonably well [130]. BSS was recently formu-
lated around 1983 by J. Herault, C. Jutten and B. Ans, but no solution was available
at the time [9, 121]. Over the years, the research community steadily grew until the
first international workshop solely devoted to BSS was organised in January 1999 [130].
Initially only linear mixtures were considered, but by the end of the 1990s non-linear
mixtures were addressed. Furthermore, a general framework for solving BSS prob-
lems based on statistical independence was formalised for linear mixtures in 1991 by P.
Comon [56,58], formally referred to as ICA. ICA was originally developed to deal with
audio signal processing problems closely associated to the “cocktail party” problem, but
since then many further applications have arisen. For example, in biomedical signal
processing, such as electrical recordings from an electroencephalogram (EEG), used to
measure brain activity. The observed electrical potentials are generally generated by
some mixing of the underlying brain components. In certain cases, it is advantageous
to understand the original source components of the electrical signals, and from where
in the brain the signals originate, to make accurate diagnoses [130]. BSS/ICA can be
used for multi-dimensional data, for example in image processing applications. ICA
can be used to detect, estimate and remove, noise, blur, clutter or any forms of inter-
ference/degradation present in an image, in an attempt to restore an image. It can also
be used for feature extraction applications, where suitable representations of an image,
audio, or other kinds of data are needed for image registration, data compression or
data restoration (i.e. image denoising or removing audio interference) [130]. ICA aims
to find the sources signals that are minimally correlated or maximally independent in a
probabilistic or information theoretic manner. The problem was first addressed using
a neural approach in [121], in which the solution can be viewed as a recursive linear
adaptive filter [140]. There are two broad ways in which the independence can be de-
fined for ICA methods, these are: a) minimisation of the mutual information, usually
measured using entropy estimators such as the Kullback-Leiber Divergence or maxi-
mum entropy [130] or b) maximisation of non-Gaussianity using kurtosis or negentropy
measures [61,131]. Another approach similar to the minimisation of mutual information
is the maximum likelihood approach [207]. Farid has offered a potential solution by
using principal component analysis (PCA) [82] plus whitening followed by ICA [43,55].
More recently, Bronstein [33] utilised the sparse ICA (SPICA) technique without any
prior knowledge of the image/scene in order to separate a transmitted image from a
reflected image. Well-known, ICA algorithms include infomax [24], FastICA [129] and
JADE [44,45], which are publicly available.
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Unfortunately, traditional image separation techniques such as PCA and ICA, re-
quire at least two sources of “observed” data/signals to perform the separation. How-
ever it is important to note that, in this work there is only a single superimposed image
frame (one observed signal/image) available at any point in time. As such, it is an
under-determined separation problem [57], in this case all BSS methods are unable
to provide a technique to separate the superimposed image into its respective nFoV
and wFoV images. Another issue likely to be encountered is the equal superposition
of the images, as there is no obvious bias towards any of the component images, all
the BSS techniques described above are unable to separate the superimposed image.
Additionally, BSS methods assume independence and non-Guassianity of the source
signals [130]. In this case a high proportion of common information is present because
the narrow field-of-view (nFoV ) image is a more detailed (higher spatial frequency)
version of the central region of the wide field-of-view (wFoV ) image. This combines to
cause poor separation using a BSS method, being unable to separate the superimposed
image into its constituent parts. Hence, a different approach is needed to solve the
problem. In our proposed scenario, the geometric relationship of the superimposed
fields-of-view are used to assist the separation process.
4.2 Theory
Envision two images of the same scene, co-boresighted, but with differing fields-of-view,
a wide field-of-view image covering a large area of interest, and a narrow field-of-view
image magnifying the central region of the wFoV. The images have the same numbers
of pixels, however the nFoV image will have finer spatial resolution due to the optical
magnification of the nFoV onto the sensor. These images are combined - either directly
on to the sensor, using two optical paths, or captured and combined using a switching
mechanism. The combined superposition (superimposed) image is then recorded and
stored as a single digital image. The digital image must then be separated (post-
processed) for presentation of the separate images to the end user.
The two source images are aligned to have a common centre and the superposition
is an equal addition of the two images, calculated using Equation (4.2). The fields-of-
view of the nFoV and wFoV images are fixed and known either as a preset or via
metadata attached to the superposition image.
The separation method presented here is based on the (known) geometry of the
superposition of the two images. With the two centres of the images aligned, the spatial
structure has a radial correlation. One point in the narrow field-of-view is correlated
with a point in the wider field-of-view, which is dependent on the relative fields-of-view
of the two images.
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Only the scaling ratio of the source imagery is required, the ratio γ is defined as:
γ = wFoV/nFoV (4.1)
where wFoV is the wide image field-of-view (degrees or radians or unitless) and nFoV
is the narrow image field-of-view, hence γ is always defined to be γ > 1. Note γ = 1 is
the trivial case where there is only one source image.
We simulate a superimposed image, Im, using a linear equation:
Im = cIw + dIn (4.2)
c = 0.5 d = 0.5 (4.3)
where c and d are constants representing the intensity contribution of each image. It
is assumed that the superimposed image is composed of equal intensities from both
images.
Equation (4.4) - (4.7) illustrate how the problem can be formulated. The conven-
tional origin of the image is relocated from the top left corner to the centre of the
image for calculations involving the axes α and β (image angles), as shown in (Fig.
4.1). The intensity from the wFoV image is denoted by Iw(α, β) and the nFoV image
is In(α, β). The values α, β are transformed into the image matrix coordinate system
(X,Y ) in order to perform pixel identifications shown in (Fig. 4.1). Equation (4.4)
shows that the superimposed image’s intensity at a particular pixel location consists
of a proportion of the intensity from the wFoV image and a proportion from the nFoV
image. Likewise, the subsequent related pixel locations along the diagonal from the
outer pixel of interest (4.4) at (α0, β0), working inwards towards the centre pixel (4.7).
Im(X0, Y0) = c Iw(α0, β0) + d In(γ
−1α0, γ−1β0) (4.4)
Im(X1, Y1) = c Iw(α1, β1) + d In(γ
−1α1, γ−1β1) (4.5)
Im(X2, Y2) = c Iw(α2, β2) + d In(γ
−1α2, γ−1β2) (4.6)
...
Im(XN , YN ) = c Iw(αN , βN ) + d In(γ
−1αN , γ−1βN ) (4.7)
Scaling inwards from the outer pixel (α0, β0) obeys the following relation:
(αk+1, βk+1) = (γ
−1αk, γ−1βk) (4.8)
where k → N , and N is the number of equations in the closed set of “linked pixels”
required to reach the centre pixel. This relation can be written as a direct result rather
than a sequence, with respect to the outer pixel (α0, β0) as:
(αk, βk) = (γ
−kα0, γ−kβ0) (4.9)
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substituting this into equation 4.4 - 4.7 yields:
Im(X0, Y0) = c Iw(α0, β0) + d In(γ
−1α0, γ−1β0) (4.10)
Im(X1, Y1) = c Iw(γ
−1α0, γ−1β0) + d In(γ−2α0, γ−2β0) (4.11)
Im(X2, Y2) = c Iw(γ
−2α0, γ−2β0) + d In(γ−3α0, γ−3β0) (4.12)
...
Im(XN , YN ) = c Iw(γ
−Nα0, γ−Nβ0) + d In(γ−(N+1)α0, γ−(N+1)β0) (4.13)
Figure 4.1: Illustration defining X,Y , α and β using standard Lena image
Equations (4.10) - (4.13), define the relationship between the corresponding pixels
that link the nFoV scene to the wFoV scene by an iterative process. The distances
(γ−1α) and (γ−1β) will tend towards zero. However, as the pixel is the smallest resolv-
able spatial unit, the iteration is terminated at the centre pixel.
The next step is to identify that the intensities Iw(αk, βk) and In(αk, βk) are ap-
proximately equal because of the high degree of spatial correlation in most images.
This means that the equations (4.10) - (4.13) form a closed set, which can be solved
recursively, for each pixel intensity value. For example, taking equations (4.10) - (4.11),
the linked pixels show that the nFoV intensity value in (4.10), is equal to the wFoV
intensity value in (4.11). Similarly, in (4.11) - (4.12), the nFoV intensity value in (4.11),
is identical to the wFoV intensity information in (4.12). This identification is made
throughout the closed set of equations, such that it can be expressed as:
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In(γ
−kα0, γ−kβ0) = Iw(γ−kα0, γ−kβ0) (4.14)
The set of equations ((4.10) - (4.13)), now only have two unknown intensity values,
Iw(α0, β0) in (4.10) and In(γ
−(N+1)α0, γ−(N+1)β0) in (4.13).
To solve for the intensity value Iw(α0, β0) in (4.10), we take a reverse count of
l = N − 1 to 0, where N is the number of “linked” pixels i.e. D → C → B → A in
Fig. 4.2
Iw(Xl, Yl) =
Im(Xl, Yl)− d Iw(Xl+1, Yl+1)
c
(4.15)
where the process is initialised at the centre pixel, because the two pixel locations for
the nFoV and wFoV are the same, we assume that:
Iw(XN , YN ) = Im(XN , YN ) (4.16)
hence, the wFoV image can be recovered. The closed set of equations is generated for
each “outer pixel” location (i.e. A in 4.2) and recursively solved as described above, in
a pixel-by-pixel fashion, until the entire image is recovered. The nFoV image can then
be recovered in one step after the wFoV image has been obtained:
In =
Im − c Iw
d
(4.17)
Figure 4.2: Illustration of the related pixels between the two images of the same
scene. The furthest pixel away from the centre is the pixel in question and the others
are the related pixels which have common information.
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Figure 4.2 illustrates the relationship of the current pixel being processed, “A”,
with its related pixels within the image. Pixel “A” represents the point (α0, β0)
similarly pixel “B” represents (γ−1α0, γ−1β0) and likewise pixel “C” is located at
(γ−2α0, γ−2β0) in the angular FoV coordinate system as expressed in (4.10) - (4.12).
Pixel “A” contains a proportion of common information shared with pixel “B”, which
is from the respective wFoV image, this is evident by comparing equation (4.10) with
(4.11). Pixel “B”, in turn also has commonality with pixel “C” due to that pixel’s
overlapping information between its nFoV and wFoV images. This recursion continues
until the termination condition is satisfied (i.e. centre of the superimposed image is
reached, pixel “D”).
The images are recovered via a reverse, bottom-up recursive procedure. By follow-
ing Fig. 4.2, starting from the centre pixel D, the recovered pixel intensity value is
calculated. The pixel intensity for D is subtracted from pixel C following (4.15), the
result is then subtracted from pixel B, again using (4.15), and likewise the result of
this is then subtracted from A. Once the outer most pixel is reached i.e. (α0, β0),
equations (4.15) and (4.17) are then applied to calculate the pixel intensities for the
corresponding recovered nFoV and wFoV images. The target point (α0, β0) is moved
to an adjacent pixel and the process is repeated throughout the entire image.
In order to improve the quality of the recovered images, a bilinear interpolation
method has been used to obtain improved estimates for the pixel intensity values. Since
(α, β) will often represent fractional pixel coordinates, accessing pixel intensities based
on a simple rounding to integer coordinates (intra-pixel rounding) can be problematic
unwanted quantisation artefacts can be introduced by selections occurring near pixel
boundaries. Rounding can cause unwanted artefacts in the separated images due to
the potentially extreme transitions between pixel intensities across boundaries, these
imprecise selections manifest as a macro-blocking effect - and are most noticeable after
a radial line (Fig. 4.5 and 4.6) passes through a region of high contrast. Macro-blocking
can be visually interpreted as an undesired mosaicing/tiling-like effect present on images
[163]. A comparison of the interpolation method against the non-interpolation method
is also presented in the next section.
4.3 Results
The results were generated using an 8-bit greyscale Lena image at a resolution of
512 × 512 with a γ = 2 and γ = 4 in order to compare how well the algorithm works
with different ratios between the nFoV and wFoV. The widely recognised Lena image
was chosen, as it is the most commonly accepted benchmark image within the image
processing research community. The superimposed images used for the separation are
shown in Fig. 4.3 and Fig. 4.4. The superimposed image is created by taking the
central section of the original wFoV image; this creates the nFoV image. The wFoV
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image is then scaled down to the same size as the nFoV image in order to simulate
finer spatial detail in the nFoV in comparison to the wFoV image. The images are then
superimposed (c = d = 0.5).
The structural similarity (SSIM) index is a method used for measuring similarities
between two given images. It is particularly of use as it based on local structural infor-
mation differences, along with luminance and contrast changes, between the images, in
order to measure the degradation [275,276]. Further details on SSIM and other image
quality metrics are provided in Chapter 7. Table 4.1 shows the results obtained when
comparing the recovered images to the ideally separated images. The results show that
more useful structure is recovered in general when the bilinear interpolation method is
used compared to without using the implementation.
γ Without Bilinear Interpolation With Bilinear Interpolation
nFoV wFoV nFoV wFoV
2 0.5279 0.5526 0.8721 0.8588
4 0.7633 0.7947 0.9649 0.9645
Table 4.1: Structural similarity (SSIM) index [276] results for comparing the
recovered images against their “ideal” (source) images
Fig. 4.5 (Top) presents the wFoV recovered image without the use of the bilinear
interpolation. Fig. 4.5 (Bottom) shows the respective nFoV recovered image. The
macro-blocking artefacts can be seen due to the inaccuracy of accessing the correct
related pixels. Macro-blocking is typically associated with lossy signal compression
techniques especially with DCT related compression methods such as JPEG, H.261
and certain variants of the MPEG extension [54,94,142,163]. The macro-blocking can
be visually interpreted as a undesired mosaicing/tiling-like effect present on images. It
is important to note, that in this case the macro-blocking is not due to any form of
compression, but the artefacts created due to the intra-pixel boundary problem, repro-
duces artefacts similar to the JPEG compression technique. By carefully inspecting
Fig. 4.5 (Top) it can be seen that there is a ghosting effect remnant from the sepa-
ration process. When the pixel location is too close to a pixel boundary between two
neighbouring pixels, the wrong pixel intensity value can be chosen. This is particularly
prominent when the wrong pixel is chosen near a large gradient change in intensity i.e.
edges. This can be largely seen in the top-left corner of both images in Fig. 4.5 due
to the fine spatial structure of the embellishment on the hat, obtained from the nFoV
subset of the superimposed image.
Comparing Fig. 4.5 (Top) with Fig. 4.6 (Top) it can be seen that the wFoV image
recovered results in a better separation, with reduced macro-blocking artefacts. The
macro-blocking effect is noticeable primarily in the upper-left proportion of the images.
This apparent reduction in macro-blocking is due to the overall reduced variation in
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intensity in the superimposed image as the relative spatial scaling between the nFoV
and wFoV images increases. Observing the recovered nFoV image in Fig. 4.6 (Bot-
tom), the finer spatial details of the embellishment on the hat has been recovered but
the macro-blocking is still evident.
Comparing Fig. 4.5 with Fig. 4.7, with γ = 2 , it can be seen that the recovered
images using the bilinear interpolated intensities have a much clearer reproduction of
the recovered FoV images. It can be seen that the macro-blocking has been reduced
significantly and likewise for the ghosting effect along with better contrast reproduction.
A similar improvement is found in the case for γ = 4 in Fig. 4.6 and Fig. 4.8. Both
of these improvements are reflected in the SSIM values given in Table 4.1, with the
improvement in the case γ = 4 being marginally better.
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Figure 4.3: Superimposed image using standard Lena image for γ = 2 at a resolution
of 512x512
Figure 4.4: Superimposed image using standard Lena image for γ = 4 at a resolution
of 512x512
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Figure 4.5: Recovered images with γ = 2 without the use of bilinear interpolation.
The above images exhibit macro-blocking due to the quantisation of the pixel
locations. (Top) wFoV recovered image. (Bottom) nFoV recovered image
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Figure 4.6: Recovered images without using bilinear interpolation with γ = 4.
(Top) wFoV recovered image (Bottom) nFoV recovered image
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Figure 4.7: Recovered images using bilinear interpolation with γ = 2.
(Top) wFoV recovered image (Bottom) nFoV recovered image
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Figure 4.8: Recovered images using bilinear interpolation with γ = 4.
(Top) wFoV recovered image (Bottom) nFoV recovered image
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4.4 Chapter Summary
A superimposed image containing two images was generated. Each image was of the
same scene but with different fields-of-view. The superimposed image was then sep-
arated into the two component (recovered) images. Independent component analysis
(ICA) is unable to separate the superimposed image due to the large amount of com-
mon information content present between the two images, and along with the images
being of equal intensities within the superimposed image.
Fundamentally, this is an under-determined problem i.e. the number of input sen-
sors is less than the number of outputs. However, there is additional information present
in terms of the geometric relationship between the two fields of view. The proposed
method uses the geometric relationship between the two fields of view to construct a
set of recursive equations for the pixel intensities for the two separated images. The
recursive equations were solved for an example image (Lena) for two different ratios
between the fields of view, γ = 2 and γ = 4 .
The proposed method was found to separate the images, from the superimposed
image effectively, but the intra-pixel rounding of the image angle values was seen to
generate block-like artefacts in the resultant images. To mitigate these artefacts, a
bilinear interpolation method was used to reduce the effect of the intra-pixel rounding
operations. The result of this interpolation was a slight smoothing of the separated
images, but this was offset by a significant improvement in the image quality, both
visual (qualitative) and in terms of the calculated SSIM metric (quantitative).
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Chapter 5
Image Registration
5.1 Introduction
The previous chapter presented and evaluated the geometric image separation tech-
nique. This chapter provides the precursory knowledge required to extend the geo-
metric image separation technique to work with multiple frames such as live-streaming
videos. Videos can be considered to be a series of image frames sequentially ordered.
Most modern cameras can record full high definition (FHD) (1920px × 1080px) videos
at 60fps (frames per second) or even higher. Some high-end cameras can record up to
quad HD (QHD) (2560px × 1440px) or even 4K (3840px × 2160px) at 60fps. Higher
resolution cameras allow to capture better images with higher image detail. Modern
high frame rate cameras can record up to 120fps and slow-motion cameras can capture
up to 10, 000fps. As the frames rates continue to increase, there is higher likelihood of
mutual image data between neighbouring frames, at the same time there is additional
information obtained from either a change in the image scene or desired/undesired
camera motion. The rapid development of image acquisition technology, has spurred
the need for more robust and accurate registration techniques for images with higher
quality (i.e. frame size, frame rate, colour and dynamic range) [300].
Image registration is an image processing/computer vision technique that can be
used to spatially align and/or overlay multiple images of a captured scene into a single
image. One image, usually termed the reference or source image, is kept unchanged and
used as the basis for the transformation. The other image(s) are known as the sensed
images, which are geometrically transformed to be spatially aligned/overlaid with the
reference image. Image registration aims to find one or more spatial transformations,
so that two or more images of the same scene can be geometrically transformed and
spatially aligned [106]. The images can be of the same scene but captured from a
different viewpoint, at a different time and even from a different imaging sensor [34].
The applications span over many research fields not limited to remote sensing [105,190],
video compression [152] and medical imaging [300].
The registration techniques can be divided into four main application groups, de-
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pending on the variety of different acquisition methods, and the final resultant image.
The four main application groups are: multiview, multitemporal, multimodal and scene
to model registration [26,300].
Multiview i.e. Input images captured from different viewpoints, in order to obtain
a new perspective of the same scene for better understanding of the scene either
in 2D or 3D. For example, the 3D reconstruction of the human brain using MRI
(magnetic resonance imaging) or CT imaging devices [6] or for remote sensing
applications such as mosaicing of images of a surveyed area [100,231].
Multitemporal i.e when images of the same scene are acquired at different times,
often on a regular basis and often under different conditions [300]. A possible
application would be to evaluate changes in a scene over time. Examples would
include the monitoring of landscape changes in remote sensing applications or
the monitoring of healing of a patient in medical applications i.e. x-ray of broken
bones.
Multimodal where images of the same scene are captured by different imaging sen-
sors, allowing the integration of information between different source streams
by different sensors. Examples include image fusion for medical applications of
the same anatomical body area using different sensors such as MRI, ultrasound,
CT/CAT, for better diagnosis and treatments.
Scene to model registration is where images of a scene and a virtual model are
registered, so that the images can be used for comparison. Applications include
image registration of aerial satellite imagery to incorporate into GIS (geographic
information system) maps [5, 111,126,143]. See Figure 5.1.
Multimodality imaging and image mosaicing [35,136] are two examples, where image
registration tools are crucial. In medical imaging applications [4, 122], multimodality
imaging is the process of overlapping images of the same subject/scene from different
modalities, such as magnetic resonance imaging (MRI), optical imaging, electroen-
cephalography (EEG) and x-ray imaging [291]. Multimodality imaging allows the ob-
server to have the exact spatial relationship between the various modalities, which can
be a necessity in certain situations [19,79,282].
Image mosaicing can be a very powerful tool for unmanned aircraft system (UAS)
operations. Mosaicing is the process of stitching multiple overlapping images together
producing a single large high resolution image. In UAS operations, mosaicing allows
the generation of a large scene, which could not be possible using a single conventional
camera system and can be very useful for photographers, geographical surveying and
cartographers. Recent technological developments has lead to the autonomous real-
time ground ubiquitous surveillance imaging system (ARGUS-IS), jointly developed
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Figure 5.1: Example of Scene to model registration used by Google Maps c©. Images
are obtained from multiple source (i.e. DigitalGlobe [1], US Navy [37], Zenrin [103],
AutoNavi [153]) and registered to create google’s own geospatial GIS maps and then
to create 3D models based on scene registration [181].
by DARPA c© and BAE Systems c©. The ARGUS system is an array of 368 smaller
5megapixel smartphone camera sensors used to create extremely large 1.8gigapixel res-
olution wide field-of-view mosaic images at 12fps for video surveillance with the ability
to track up to 65 simultaneous specified targets. The imaging system has been built to
be deployed on a new UAS developed by Boeing c© called “Hummingbird” [10,23].
A broad range of techniques for image registration have been proposed for a variety
of applications [34, 300]. There is no comprehensive method capable of all registration
tasks due to the various acquisition methods and degradation types. Existing image
registration techniques can be classified into two main categories: area based and
feature based methods [81]. The differences between both registration types in sections
5.4 and 5.5 respectively, but in general, the majority of image registration techniques
follow four main steps:
Feature Detection is the process of detecting features/areas of an image, such as
distinctive objects i.e. lines, edges, corners) or salient regions. These detected
features are known as control points and can be either manually or preferably
automatically detected. Ideally the control points should be detectable over all
possible images of the same scene and invariant to any geometric deformations
(translations, rotations, scale) or photometric variations (i.e. brightness, con-
trast).
Feature Matching locates the corresponding matching feature points between the
reference image and other images of the scene. The matching process is based
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Figure 5.2: ARGUS-IS example of image mosaicing used in ARGUS-IS UAS [10].
on similarity measures of the descriptors constructed from the detected feature
points. To facilitate the matching process, the descriptor ideally should be dis-
tinctive and insensitive to local image deformations [263]
Transformation Estimation. At this stage, the spatial transformation required to
geometrically align two images is estimated. The transformation can be estimated
from the matched feature pairs between the images.
Transformation & Image resampling. Once the spatial transformation has been
estimated, the sensed image can be aligned/mapped with accordance to the spa-
tial ordinates of the reference image. The registered image is likely to have non-
integer pixel co-ordinates generated from the transformation process. To alleviate
this problem, the sensed image is generally resampled. The selection of an inter-
polation technique, can vary depending on the severity of the alignment errors.
Typically bilinear interpolation is sufficient, but the interpolation method can
range from basic linear interpolation to pyramid blending.
5.2 Transformation Model
The transformation stage is a two step process, first a geometric transformation that
modifies the pixel locations of the sensed image to the reference image, secondly a pho-
tometric transformation that calibrates the intensity values between the images [105].
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A geometric transformation can be mathematically described using an appropriate
transformation model to relate the spatial coordinates between two images. The trans-
formation process is a key process in the image registration process. In this section,
the images are assumed to differ only by geometric transformation. The techniques for
photometric transformations will be examined separately.
A number of possible transformation models exist that can describe the differences
between two or more images. For simplicity, it will be assumed that the transfor-
mations that relate the two images are limited to the fundamental set of 2D planar
transformations: translation, Euclidean (translation, rotation), similarity, affine (scal-
ing, shear) and projective, discussed in detail in Section 5.3. The images IR (reference)
and IS (sensed) are assumed to have been obtained using an idealised pinhole cam-
era [294,295].
5.2.1 Pinhole Camera Model
The camera obscura (meaning “dark chamber”), more commonly known as the pinhole
camera, is the simplest optical imaging device/model available. It assumes that the
camera aperture is infinitely small (i.e. a point) and no lenses are used to focus the
incoming light. In its earliest forms, it was the shape of closed box or chamber with a
small hole in one of its sides which via rectilinear propagation of light creates an image
of the outside space on the opposite side of the box.
One of the earliest depictions of the pinhole camera was published in the book De
radio astronomico et geometrico liber [96] in 1545. Dutch physicist and mathematician
Gemma Frisius described his observation of the solar eclipse in 1544. Johannes Kepler
observed sun spots in the same way in Prague at the beginning of the 17th century;
Kepler was also the first to use the term camera obscura [14,220,221].
Figure 5.3: First depiction of camera obscura [96]
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Figure 5.4 presents a 3D illustration of the basic setup. Point P (−x1, x2, x3) and
point Q(y1,−y2) represents the corresponding projected point, onto the 2D image/focal
plane. In the 3D coordinate system (X1, X2, X3) the origin is at O, which is also where
the camera aperture is located, or in the case of the pinhole camera, the pinhole through
which the light enters the dark chamber [169].
Figure 5.4: Illustration of pinhole geometric model
Axis X3 is pointing in the viewing direction of the camera and is referred to as the
optical/principle axis. The 3D (X1X2) plane, with the origin at its centre, is the front
side of the camera and is referred to as the principle plane. The (Y1Y2) plane with
the centre, R, is where the 3D world is projected, through the camera aperture and is
called the image plane. Point R is located at the intersection between the optical axis
and the image plane, referred to as the principle point or the image centre.
Point P (−x1, x2, x3) is an arbitrary point in the world relative to (X1, X2, X3) axes,
the green line represents the projection line which travels through point P and O to
the image plane, at point Q.
59
Figure 5.5: Top view (X2 axis) illustration of pinhole model
From the top view as shown in Figure 5.5, two related triangles come into perspec-
tive, with the projection (green) line as there hypotenuses. From geometry, due to the
relation of the triangles, it follows:
−y1
f
=
x1
x3
(5.1)
rearranging to give:
y1 = −fx1
x3
(5.2)
A similar relationship can be deduced by looking from the X1 axis (i.e. X2X3
plane):
−y2
f
=
x2
x3
(5.3)
rearranging to give:
y2 = −fx2
x3
(5.4)
where f is the focal length of the camera i.e. the distance between the origin and
the image plane or in a pinhole camera the distance between the camera aperture and
the photographic film or an imaging sensor in a modern digital camera. This can be
summarised into matrix form [116]:(
y1
y2
)
=
f
x3
(
x1
x2
)
(5.5)
In a homogeneous (4-dimensional) coordinate system, the pinhole camera model can
be expressed as:
λY 2D = PX3D (5.6)
where Y 2D = [y1, y2, 1]
T and X3D = [x1, x2, x3, 1]
T are the expressions in the homoge-
neous coordinates system. λ = −x3/f is the scale factor and P = [I3×3,03×1] is a 3×4
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matrix representing the projection relation between Y 2D and X3D. I3×3 is the 3 × 3
identity matrix and 03 a zero 3-vector [116]. The homogeneous 4-dimensional system
allows for different centre of projection and different projective coordinate frames in
the image. The matrix P is known as the camera matrix. In summary, the action of a
projective camera on a point in space can be expressed in terms of a linear mapping of
the homogeneous coordinate system [84,298].
5.2.2 Camera Calibration
The goal of camera calibration is to develop a mathematical model of the transformation
between world points and observed image points resulting from the image formation
process [211]. The pinhole camera model described in the previous sections is an ideal
scenario, and does not take into account intrinsic or extrinsic parameters that are due
to camera calibration [84, 93, 298]. These parameters exist and can be accounted for
in the camera matrix P . The parameters that affect the mapping of world to image
points can be separated into three categories:
Intrinsic Parameters
In the ideal pinhole camera, it is assumed that no lens is present in the camera system.
In modern cameras, lenses are present and therefore the effect of radial lens distortion
must be taken into account. There are three main different types of parameters that
would result from an internal calibration. The first type of parameters isα and β, which
are the scaling factors in the respective Y1 and Y2 directions of the image plane (i.e.
the aspect ratio of the image plane may not be unity). The second type is (u0,v0),
which is the offset coordinate of the principal point (i.e. the image centre) which is
the point where the optic axis intersects the image plane, since the principal point may
not be at the origin of the image plane (usually the top left corner). The last one is
the skew descriptor γ, which represents the skew information of Y1 and Y2 axes of the
image plane as the image plane may not be perfectly rectangular. The above listed
parameters can be summarised into a 3×3 matrix, i.e. the camera intrinsic parameter,
termed the camera intrinsic parameter Kcam:
Kcam =
α γ u00 β v0
0 0 1
 (5.7)
Distortion Parameters
Distortion parameters describe the geometric non-linearities of the camera [211]. Lens
distortion is the most common form of distortion in modern camera systems with lenses.
By taking this into account, we can improve upon the original pinhole camera model.
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Lens distortion is the situation where an image’s pixel locations are displaced from the
predicted pixel locations determined by the ideal pinhole model. The most common
form of lens distortion is radial distortion where the displacement towards or away from
the image centre is proportional to the radial distance [250,284]. Under the assumption
that the principal point is the same as the centre of distortion, the correction of radial
distortion can be achieved using [298]:
yˆ1 = y1 + LD(r)y1 (5.8)
yˆ2 = y2 + LD(r)y2 (5.9)
(yˆ1, yˆ2) are the corrected pixel locations, calibrated to negate lens distortion from the
captured image. LD(r) is known as the distortion function and can be approximated
using low-order polynomials:
LD(r) ≈ ld1r2 + ld2r2 (5.10)
ld1 and ld2 are the radial distortion parameters [73, 138, 272] and the radial distance,
r =
√
y21 + y
2
2.
Extrinsic Parameters
Extrinsic Parameters describe the relationship between the camera frame and the world
frame, including positions (3 parameters) and orientations (3 parameters) [211]. It aims
to relate the 3D scene in the world coordinate system to the 2D image plane of the
camera coordinate system. The position and orientation parameters considered are the
rotation angles θ1, θ2, θ3 around their respective coordinate axes X1, X2, X3. Each
angle results in a 3× 3 rotation matrix R1, R2, R3 expressed as:
R1 =
1 0 00 cos θ1 − sin θ1
0 sin θ1 cos θ1
 (5.11)
R2 =
 cos θ2 0 sin θ20 1 0
− sin θ2 0 cos θ2
 (5.12)
R3 =
cos θ3 − sin θ3 0sin θ3 cos θ3 0
0 0 1
 (5.13)
Additionally there are three translations t1, t2, t3 along three coordinate axes, which
are expressed as 3 × 1 vector T = [t1, t2, t3]T . These rotations and translations can
be summarised into a 3 × 4 matrix, known as the camera extrinsic parameter [R T ]
[93, 298].
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[R T ] =
r11 r12 r13 t1r21 r22 r23 t2
r31 r32 r33 t3
 (5.14)
Ultimately, the camera intrinsic and extrinsic matrices can be simplified into the pro-
jection matrix P , and expressed as:
P = Kcam[R T ] =
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 (5.15)
5.3 Geometric Transformation Model
5.3.1 Translation
Two-dimensional (2D) translation is the most fundamental geometric transformation
model. The 2D spatial relationship functions fx and fy can be expressed mathemati-
cally as:
x′ = x+ tx (5.16)
and
y′ = y + ty (5.17)
where tx and ty are the translations along the x and y directions respectively. The
corresponding homography matrix H has two degrees of freedom and is:
H =
1 0 tx0 1 ty
0 0 1
 (5.18)
Homography in its simplest explanation is a way to represent a 2D point (x, y) in an
image as a 3D vector x = (x1, x2, x3) where x =
x1
x3
and y = x2x3 . This is a homogeneous
representation of a point which lies on the projective plane, P 2. Homography is an
invertible mapping of points and lines on the projective plane, P 2 [74, 116].
5.3.2 Euclidean Transform
A Euclidean transformation consists of a rotation and a translation. It can also be called
rigid transformation because of its property of preserve all euclidean distances [300].
The 2D spatial relationship functions fx and fy can be written as [250]:
x′ = (x cos θ − y sin θ) + tx (5.19)
63
and
y′ = (x sin θ + y cos θ) + ty (5.20)
θ is the rotation angle about the origin. The homography matrix H has three degrees
of freedom, and is shown below:
H =
cos θ − sin θ txsin θ cos θ ty
0 0 1
 (5.21)
5.3.3 Similarity Transform
A similarity transformation differs from Euclidean transform in that addition to trans-
lation and rotation, the similarity transform allow for uniform scaling. The similarity
transform preserves angles between lines and hence is often known as a shape preserving
mapping. The 2D spatial relationship functions fx, fy, can be defined as:
x′ = s(x cos θ − y sin θ) + tx (5.22)
and
y′ = s(x sin θ + y cos θ) + ty (5.23)
where s is an arbitrary scale factor. The homography matrix has four degrees of
freedom, and is defined as:
H =
s cos θ −s sin θ txs sin θ s cos θ ty
0 0 1
 (5.24)
5.3.4 Affine Transform
The affine transform allows for non-uniform scaling unlike the similarity transform.
Non-uniform scaling allows the aspect ratio of the object or image to be altered as well
as a shear mapping. Parallel lines stay parallel under the affine transform [250]. The
non-uniform scale change can be written as:
x′ = sxx
y′ = syy
(5.25)
where sx and sy are the scaling values along the x and y directions respectively. The
shear mapping can be written as:
x′ = x+ ay
y′ = bx+ y (5.26)
a and b are the shear factors in the respective x and y directions that cause the pixel
distortions. The affine transforms are able to maintain straightness and parallel lines.
The 2D spatial relationship fx and fy are:
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x′ = a11x+ a12y + tx (5.27)
and
y′ = a21x+ a22y + ty (5.28)
The values a11, a12, a21, a22 are the affine transformation parameters which factor in
rotational, (non-uniform) scaling and shearing components [106]. tx and ty are the
translational values in the x and y direction, together forming the homography matrix
H (which has six degrees of freedom):
H =
a11 a12 txa21 a22 ty
0 0 1
 (5.29)
5.3.5 Projective
The projective transformation model, describes the true imaging geometry [106]. Pro-
jective transform employs the homography matrix H directly. It is a non-linear trans-
formation and only preserves straight lines to stay straight [106, 250]. The 2D spatial
relationship functions fx and fy can be described as:
x′ =
h11x+ h12y + h13
h31x+ h32y + 1
(5.30)
and
y′ =
h21x+ h22y + h23
h31x+ h32y + 1
(5.31)
The projective transformation’s homography matrix, H, has eight degrees of freedom
and is expressed below:
H =
h11 h12 h13h21 h22 h23
h31 h32 1
 (5.32)
translation
Euclidean
similarity
affine
projective
Figure 5.6: Figure illustrating the basic set of 2D planar transformations [250]
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Figure 5.6 illustrates the different transformation models and the capabilities of each
transformation model.
5.4 Area Based Methods
Area based methods, sometimes called correlation-like methods or template match-
ing [90], favour the feature matching stage rather than the feature detection stage as
typically these methods deal with a window of predefined size of an image or the en-
tire image, without the need of detecting salient objects, hence feature detection is
effectively merged with the second registration step [210]. Some area based methods
also merge the second (feature matching) and third (transform estimation) registra-
tion stages by simultaneously searching for feature correspondences and estimating the
parameters of the required mapping [137]. Area based techniques combine the direct
comparison of the pixel intensity values of two images with optimisation techniques
to estimate the transformation required to align/overlay the reference and sensed im-
age(s). The matching step is performed by using a suitable similarity measure function,
the sensed image/features are warped relative to the reference image, until the resul-
tant error metric is minimised. The most apparent approach would be to conduct an
exhaustive search over the entire image and to try all possible transformations until the
optimal transform is established. Below are a few examples of area based registration
techniques.
Cross Correlation
Cross correlation (CC) is the most basic statistical approach to registration [34], and
is commonly used for template matching or pattern recognition. CC is widely used
in other fields such as signal processing or Econometrics [41] and is often called the
sliding dot product. In image processing, cross correlation assess the differences in
image intensity values over a predefined sized windows [222], or over the entire images,
in order to maximise the alignment of the two images [250] without any structural
analysis [18]. The CC is able to exactly align mutually translated images only, it
can also be successfully applied when slight rotations and scaling are present [300].
The cross correlation value is found to be maximum when the images are exactly
matched [224]. The CC of the reference image IR(x, y) and the sensed image IS(x, y)
that has been translated by (tx, ty) can be defined as [48,251]:
CC(tx, ty) =
∑
x
∑
y
IR(x, y)IS(x+ tx, y + ty) (5.33)
Classical area based methods such as CC, exploit direct exploitation of image in-
tensities. Consequently they are sensitive to the intensity changes introduced by noise,
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varying illumination and even different sensor types [18]. Due to this the normalised
cross correlation (NCC) is often used instead and is expressed as:
NCC(tx, ty) =
∑
x
∑
y (IR(x, y)− µR)(IS(x+ tx, y + ty)− µS)√∑
x
∑
y (IR(x, y)− µR)2(IS(x+ tx, y + ty)− µS)2
(5.34)
µR and µS are the average intensity values of the reference and sensed images respec-
tively, and can be defined as:
µR =
1
N
∑
x
∑
y
IR(x, y) (5.35)
µS =
1
N
∑
x
∑
y
IS(x+ tx, y + ty) (5.36)
where N is the total number of pixels in the image or the window/image patch. The
NCC value is always in the range [−1, 1], which makes it easier to handle for higher level
applications, such as deciding whether the images truly match. Example results for the
NCC, have been presented in Figure 5.8. The NCC tends to degrade in performance
for noisy low-contrast regions [250].
Figure 5.7: Image showing original Lena image (left) and translated Lena image
(right) by [35, 82]px
The generalised versions of CC can handle more complex geometric transformations,
by calculating the assumed geometric transformations of the sensed image/window [114]
are able to handle more complex geometric deformations [25,242]. However, the ability
to handle higher complexity deformations, comes at the cost of higher computational
load [300]. To address this problem, the Fourier transform transform is used. This is
based on the cross-correlation theorem, which states that the CC of two images in the
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spatial domain corresponds to the product of the images in the Fourier domain, where
one of the terms is the complex conjugate [201]. The CC of the images can be computed
more efficiently with the use of the Fast Fourier Transform (FFT). Although using the
Fourier domain simplifies the computational processing there are some limitations,
firstly the use of the FFT is only applicable to CC and not for NCC. Secondly the
computational memory capacity required grows with the logarithm of the image area
[34].
To address the limitations of memory capacity and computational processing time,
a windowed variant of the CC methods in the Fourier domain is preferable. Instead
of using the entire image, a window of predefined size is employed, and is perfectly
suitable for situations where the images overlap by a small amount or one image is a
small subset of the other image [251].
WCC(tx, ty) =
∑
x
∑
y
wR(x, y)IR(x, y)wS(x+ tx, y + ty)IS(x+ tx, y + ty) (5.37)
Equation 5.37 above represents the mathematical expression in the spatial domain,
for the windowed cross correlation of the reference image IR(x, y) and the sensed image
IS(x, y) at a translation of (tx, ty), where wR and wS are the windowing functions
which are zero padded so that the circular shifts return zero values outside of the
original images boundaries [251].
As with the previous CC and NCC, the WCC can be adapted to function over higher
degrees of freedom, therefore it is not limited to translational deformations. This is
done by applying a change of interest in translation, rotation and scale to the sensed
image, hence it is able to detect changes in higher degrees of freedom, but with higher
computational costs [250].
Sequential Similarity Detection Algorithm
Sequential similarity detection algorithm (SSDA) proposed by Barnea and Silverman
[15] is considered to be a more efficient method than the traditional CC methods.
There are two major improvements over traditional CC methods. First, they suggest a
similarity measure, which is computationally simpler, based on the absolute differences
(1-norm distance) between the pixels in the two images [34,48]:
SSDA(tx, ty) =
∑
x
∑
y
||IR(x, y)− IS(x+ tx, y + ty)||1 (5.38)
Secondly, SSDA introduces a sequential search strategy. For any translation of the
sensed image, if the accumulated sum of the similarity measure (Equation 5.38) exceeds
the predefined threshold, it is rejected and the next translation candidate is examined,
thus reducing computational complexity. It is important to note, that even so, as
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Figure 5.8: Normalised Cross-correlation results of the two Lena images shown in
Figure 5.7. The peak value describes the offset in translation (i.e.
[547− 512, 594− 512] = [35, 82]px).
the degrees of freedom of the deformations increase, the computational complexity
increases.
Both SSDA and CC are unable to deal with dissimilar images, the similarity mea-
sures described above (i.e CC and SSDA) are maximised/minimised to find identical
matches. For this reason, feature based techniques (discussed in Section 5.5) which
measure invariant properties of the Fourier transform are preferable when images are
acquired under different circumstances (i.e. weather conditions, lighting, different sen-
sors) [34].
Phase Correlation
To further address the issues of high computational complexity and registration ac-
curacy, the frequency domain offer certain advantages, such as the transform can be
efficiently implemented in either hardware or using the FFT [34]. For higher degrees of
freedom correlation-like and sequential methods tend to become inefficient, unlike fre-
quency domain methods and are more robust under varying lighting and atmospheric
conditions (i.e correlated and frequency dependent noise).
The phase correlation (PC) method by Kuglin and Hines [149] was proposed to
estimate the shift between two images based on the shift property of the Fourier trans-
form referred to as the shift theorem [34,300] and is applied to all FFT based methods.
The Fourier registration method attempts to determine the location of the peak in the
spatial domain of the inverse Fourier transform in the cross-power spectrum phase of
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the two images, thus determining the translation difference. The cross power spectrum,
also known as the cross spectral density is the Fourier transform of the cross correlation
function. Assuming there is only a translational deformation between two images i.e.
the reference image IR and the sensed image IS described as:
IR(x, y) = IS(x+ tx, y + ty) (5.39)
The corresponding 2D Fourier transforms of both sides are related by:
IR(u, v) = IS(u, v)e2pij(utx+vty) (5.40)
IR(u, v) and IS(u, v) are the 2D Fourier transforms of IR(x, y) and IS(u, v) respectively
and (u, v) are the corresponding (x, y) locations in the frequency domain. Each point
in the frequency domain (u, v) represents a particular frequency value contained within
the spatial domain image [87]. A translational shift in the spatial domain is represented
by a phase change in the frequency domain [216]. The normalised cross power spectrum
can be calculated as:
(5.41)
PC(u, v) = IS(u, v)I
∗
R(u, v)
||IS(u, v)I∗R(u, v)||2
= e−2pij(utx+vty)
The phase of the cross power spectrum can then be represented in the spatial domain
by taking the inverse 2D Fourier transform of PC(u, v) i.e.:
PC(x, y) = σ(x− tx, y − ty) (5.42)
where PC(x, y) is an impulse function, located at (tx, ty) and the surrounding values
will generally be order of magnitudes smaller, if not almost zero, as illustrated in Figure
5.9.
The phase correlation achieves a significant reduction in computational complexity
especially when images are large and shows robustness against correlated and frequency
dependent noise and changes in intensity due to varying illumination conditions [34].
Changes in illumination are usually slowly varying and therefore they are concentrated
at low frequencies. PC is more robust against images that suffer from noise in narrow
frequency bands, but it is not suitable for images which possess white noise across
all frequencies or which have very low signal-to-noise ratio (SNR) at some frequencies
[251,300]. As opposed to CC, a distinct property of the PC method is the registration
accuracy due to the detection of the peaks of the correlation function. The PC method
tends to provide a sharp, distinct peak at the point of registration whereas classical CC
methods can yield several broad peaks as well as a main peak whose maximum may
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Figure 5.9: Illustration of phase correlation results using the images from Figure 5.7
showing the peak, and translation offset at [35,82].
not be exactly centred [92]. The grey-level CC peak can be broad but it is possible to
interpolate to obtain sub-pixel resolution, which is not possible with PC methods.
In general, it can be seen that with area based registration techniques, the general
four step framework described in section 5.1 were present, but were ambiguous and
indistinct but in the feature based methods outlined in the next section the framework
will be followed more concisely.
5.5 Feature Based Methods
Area based registration techniques operate by minimising dissimilarities between pixel
intensity values between two images, a reference image IR and a sensed image IS . These
techniques are often constrained to applications with small translations, rotations and
scaling. The images must also have similar intensity functions [251]. Area based meth-
ods are preferably applied when images have little prominent details and the distinctive
information is provided by greyscale/colour rather than by local shapes and structural
information.
Feature based methods operate by extracting distinctive local spatial features such
as points, edges, contours, lines and regions from both images [283], to match individual
features to establish a global correspondence and to estimate the geometric transfor-
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mation between the images [105,250]. The extracted features consist of a control point
or feature point, and a circular template [26]. The features should be distinct, effi-
ciently detectable and expected to be stable in both images. Feature based registration
methods are more robust to scene motion, changes in illumination and different sensor
sources, which make them more suitable for a broader range of applications [34].
5.5.1 Feature Detection
The feature detection or feature extraction stage searches both the reference and sensed
images for distinct features, that will provide robust matches, in order to be able to
provide an accurate estimation of the transformation between the images. Therefore
the detection of features is a crucial stage in the process. The features must aim to be
distinct, robust to deformation/noise and efficiently detectable between images. The
key properties for feature detectors are dependent on the application, but the most
important properties are outlined below [117,260]:
Robustness. The detection algorithm should be able to detect the same feature loca-
tions independent of scaling, rotation, shifting, photometric deformations, noise
and compression artefacts.
Repeatability. The feature detection algorithm should be able to same features of
the same scene or object repeatedly under varied viewing conditions
Accuracy i.e. should be able to accurately localise the image features (same pixel
locations)
Generality i.e. should be able to detect features that can be used in different appli-
cations.
Efficiency. The feature detection algorithm should be able to detect features in new
images quickly to support real-time applications
Quantity. The feature detection algorithm should be able to detect all or most of the
features in the image. Where, the density of detected features should reect the
information content of the image for providing a compact image representation.
Feature detection is a very research intensive field due to its broad applications
in computer vision and image processing. In general, the types of features that can
be detected within an image can be categorised as: point-like, line-like and region-
like [18,48,230].
Point-like features can be described as pixels in an image which has strong variations
in all directions [150]. Point-like features are rotation and translation invariant features
[50] These point-like features can be represented as points themselves, end points,
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corners, centres of line features or centres of gravity of regions [283]. Most techniques
employed for detecting point-like features are based on the concept of the definition of
a corner, which is usually defined as points of high curvature on the region boundaries
[223, 293]. For example, Moravec’s [193] interest point detector calculates a variance
measure around a pixel within a window, the pixel is considered a feature if the variance
measure exceeds a specified local maximum. The sum of squares of the differences of
pixels, in each of the four directions i.e. horizontal, vertical, major and minor diagonals
are calculated and the minimum value of the four is taken to be the variance measure.
There are some limitations such as the method can only deal with a minimum rotational
shift of 45◦.
Harris [115] improved upon Moravec’s corner detection by proposing the use of
analytical expansions to deal with small rotational shifts, and uses a circular Gaussian
window, rather than a rectangular window. The variance measure is defined as the
principle curvatures of the second moment matrix of the Gaussian weighted patch of
the image surrounding the pixel.
Beaudet [22] proposed a method to measure the cornerness at a pixel in an image by
calculating the determinant of the Hessian Matrix, also known as the Hessian Detector.
The work introduced in [63] used the Hessian detector to find the optimal corner model
with two or three edges by an iterative gradient descent algorithm.
SUSAN (smallest univalue segment assimilating nucleus) [245] is a corner feature
detector that uses a morphological approach rather than a differential approach which
tend to be noise sensitive and computationally expensive. SUSAN classifies each pixel
as a corner based on the intensity values within its surrounding neighbourhood. An
efficient implementation of the SUSAN detector, known as FAST (features from ac-
celerated segment test) considers a circular neighbourhood of a pixel and uses ID3
machine learning algorithm, which is a decision tree base for a pixel to be classified as
a corner [150].
Line-like features are representations of general line segments [124,273] such as ob-
ject contours, man-made road or buildings etc. [17]. Line-like features are are most
suitable for detecting man-made structures and of particular application to GIS (map-
ping) and satellite image registration. They are often expressed by the middle or end
points of lines to establish correspondences [75, 267]. Standard approaches include us-
ing edge detectors such as first-order Canny edge detector [42], second-order based
Laplacian of Gaussian (LoG) [172] and even curvature-based methods [62,70,106].
Lastly, region-like features sometimes called “blob” features, are closed boundary
regions of an appropriate size, which tend to differ in properties such as brightness or
colour in comparison to its surrounding regions [158]. These features are particularly
suitable for object tracking applications [184] and for aerial imagery, especially in urban
areas. The corresponding centres of gravity (i.e. the average location of an object
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[187]) are control points used to represent region-like features as they are recognisable
under rotation, scaling, skewing, random noise and grey-level intensity variation [300].
Some examples of region-like feature detection methods include Hessian-Laplace [187],
Hessian-affine [161], Harris-affine [159], watershed transformation [157] and maximally
stable extremal regions (MSER) methods [176].
The study of feature detection, extraction and descriptor assignment (methods to
describe the details of a detected feature [35]) continues to be a very active area of
research [250]. Point-like features often refereed to as interest points or control points
have shown to match features with higher accuracy, as they are more invariant to
changes in scale and affine transformations compared to line and region-like features
[34,106].
Scale Invariant Feature Transform
The scale invariant feature transform (SIFT) [165,166] is a computer vision algorithm
for detecting and extracting local features in an image. The method detects distinctive
invariant features to perform reliable matching between different views of an object or
scene based on high level considerations of the images structure. The detected features
are chosen as such, so they are invariant to image scale and rotation, and robust to
affine distortions, changes in illumination, changes in 3D viewpoint and noise. SIFT is
broken down into four key stages:
1) Scale-space extrema detection In the first stage, a difference of Gaussian func-
tion (DoG) is used to efficiently search over all scales and image locations to
identify potential interest points that are invariant to scale and rotation. This
is accomplished using a continuous function of scale known as scale space [289].
Scale-space theory is a framework that represents an image as a family of blurred
images with a variable scale, so that the scales can be detected [288]. It has been
shown that under a variety of reasonable assumptions that the Gaussian function
is the only possible scale-space kernel applicable [144,158], therefore for an image,
I(x, y) the scale space of an image, L(x, y, σ), where σ is the representative image
scale, can be defined as:
L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (5.43)
where ∗ is the convolution operator and G(x, y, σ) is the variable-scale Gaussian
kernel, defined as [160,166,171]:
G(x, y, σ) =
1
2piσ2
e−(x
2+y2)/2σ2 (5.44)
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It has been demonstrated by detailed experimental comparisons [186], that the
maxima and minima of the scale normalised Laplacian of Gaussian, σ2∇2G pro-
duce the most stable image features compared to a range of other approaches
(e.g. Hessian-affine [161], Harris-affine [159] or Harris-Laplace [185]. Addition-
ally, it has been shown that the DoG function is approximately equal to the
scale normalised Laplacian of Gaussian σ2∇2G [159]. Thus, to efficiently detect
the location of stable interest points, the extrema of the DoG function can be
found from the difference between two consecutive scale-space representations of
scales σ and kσ, where k is a multiplicative factor representing the difference of
scales [166]:
Dg(x, y, σ) = Ls(x, y, kσ)− Ls(x, y, σ) (5.45)
An efficient computational approach to detect the local extremum, Dg(x, y, σ)
has been proposed in [185], using an image pyramid approach as illustrated in
Figure 5.10. Initially, several octaves of scale-space images are generated from
the original image by incrementally convolving the initial image with Gaussian,
producing images separated by a constant factor k in scale space (i.e. the left
hand column in Figure 5.10). Each octave is half the image size of the previous
octave (i.e. doubling of σ). In order to divide each octave into an integer number
s of intervals, k should be chosen so that k = 21/s. Furthermore, in order to
search a complete octave for final extrema detection, s + 3 images in the stack
of blurred images for each octave must be produced. Adjacent image scales are
then subtracted to produce the difference of Gaussian images, shown in the right
hand column in Figure 5.10.
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Figure 5.10: For each octave of scale space, the initial image is repeatedly convolved
with Gaussians to produce the set of scale space images shown on the left. Adjacent
Gaussian images are subtracted to produce the difference of Gaussian images on the
right. After each octave, the Gaussian image is down-sampled by a factor of 2, and
the process repeated [166].
2) Keypoint localisation For each interest point candidate, a detailed fit for loca-
tion, scale and ratio of principal curvatures with respect to the nearby data is
modelled. This information allows points to be rejected which have low contrast,
making them susceptible to noise or are poorly localised along an edge. It is
possible for an extrema to be located at a sub-pixel location, it is reasonable to
locate them precisely. This can be achieved by employing Taylor expansion (up
to the fourth quadratic term) to the DoG image [36]:
Dg(x) = Dg +
∂DTg
∂x
x +
1
2
xT
∂2Dg
∂x2
x (5.46)
where Dg and its derivatives are evaluated at the candidate interest point and
x = (x, y, σ)T is the offset from the interest point. The location of the extremum,
xˆ, can be determined by taking the derivative of the function above (eqn. 5.46)
with respect to xˆ and setting it to zero, giving:
xˆ = −∂
2D−g 1
∂x2
∂Dg
∂x
(5.47)
If the resulting offset xˆ is greater than 0.5 in any dimension, then it means that
the extremum lies closer to a different interest point. In order to obtain the
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final xˆ offset, the interest point is changed and the process above is repeated,
until the final offset value is obtained. Once the final offset value is found, the
corresponding function value Dg(xˆ) is calculated. If the function value is below a
specified threshold value, then the interest point is rejected due to its low contrast
properties. This function value can be found by substituting eqn. 5.46 into eqn.
5.45, resulting in:
Dg(xˆ) = Dg +
1
2
∂DTg
∂x
xˆ (5.48)
For stability it is not sufficient to reject interest points based on low contrast alone.
The DoG function will have strong responses along edges, even if the location of
the edge is poorly determined [166]. A poorly defined peak in the DoG will have
a large principal curvature across an edge but a small principal curvature in the
perpendicular direction. The principal curvatures can be computed from a 2× 2
Hessian matrix, H calculated at that location and scale of the interest point.
H =
[
Dxx Dxy
Dxy Dyy
]
(5.49)
the derivative can be determined by taking the difference of the neighbouring
sample points. The eigenvalues of H are proportional to the principal curvature
of Dg. From [115], it is possible to avoid explicitly calculating the eigenvalues, as
it is the ratio of the principal curvatures that is more important. If the ratio of
the eigenvalues are below a set threshold the interest point is rejected [166].
3) Orientation assignment At this stage, the aim is to assign an orientation to the
chosen interest points based on the local image gradient direction. All future
operations are performed on image data that has been transformed relative to
the assigned orientation, scale and location for each feature providing invariance
to the transformations [166]. By assigning a consistent orientation to an interest
point based on the local image gradient, invariance to rotation is achieved. [166]
present an approach which through experimentation found to provide the most
stable results. For each image sample L(x, y), within a region around the interest
point, located at (x, y), the magnitude of the gradient, m is calculated:
m(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (5.50)
The orientation of the interest point and its surrounding region can be computed
as:
θ(x, y) = tan−1
(L(x, y + 1)− L(x, y − 1))
(L(x+ 1, y)− L(x− 1, y)) (5.51)
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From the computed gradient orientation an orientation histogram is formed with
36 bins covering a 360◦ range of orientations. Each sample is weighted dependent
on its gradient magnitude, m and by a Gaussian weighted circular window with
a σ that is 1.5 times of the scale of the interest point. From the histogram, the
global peak is located and assigned to the interest point along with any other peak
orientations that are within 80% of the height of the global peak. For, locations
with multiple peaks of similar magnitude, multiple interest points will be created
at the same location and scale but with different orientations. Multiple orientation
interest points have been shown to significantly contribute to the stability of the
matching [36]. A parabola is then fitted to the three histogram values closest to
each peak to interpolate the peak position with better accuracy [165].
4) Keypoint descriptor Often referred to as interest point descriptor or feature de-
scriptor is a unique descriptor is assigned to each keypoint, so they can be distin-
guished from each other. A window of 16 × 16 centred around each keypoint is
taken and then further broken down into 16 windows of size 4× 4. Within each
4×4 window, the gradient information (i.e. the gradient magnitude and gradient
orientation) of all pixel locations are calculated. These orientations are placed
into an 8 bin histogram resulting in a 128 element, feature vector, as shown in
Figure 5.11
Figure 5.11: A 16× 16 SIFT window, centred around each keypoint, then further
broken down into 16 windows of size 4× 4. Within each 4× 4 window, the gradient
information (i.e. the gradient magnitude and gradient orientation) of all pixel
locations are calculated. These orientations are placed into an 8 bin histogram
resulting in a 128 element [243]
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Speeded Up Robust Features
Speeded up robust features (SURF) [20, 21] is a local feature detector and descriptor
algorithm influenced by SIFT. While in terms of performance, both techniques are
similar, computationally SURF is considerably faster [204].
In SURF, the Laplacian of Gaussian (LoG) is approximated using a box filter rather
than the difference of Gaussian (DoG) as employed by SIFT. This modification offers
two advantages: First, the convolution with a box filter can be obtained easily with
the utilisation of integral images. Secondly, the processing can be done simultane-
ously for different scales. SURF relies on the determinant of the Hessian matrix to
determine both scale and location, which for many applications is sufficient, but addi-
tionally SURF offers the option to compute the orientation, resulting in computational
efficiency, by the removal of unnecessary calculations [252].
For orientation assignment (if required), SURF uses the Haar wavelet responses in
the horizontal and vertical directions for a circular neighbourhood of radius 6s around
the interest point with s the scale at which the interest point was detected. Once
the wavelet responses have been calculated the responses are weighted with a Gaussian
(σ = 2s) centred at the interest point [20]. The dominant orientation is estimated by the
sum of all the responses within a sliding orientation window of 60◦. The Haar wavelet
responses can be obtained easily with the use of integral images. For applications in
which rotation invariance is not required, this stage is skipped, this version of SURF is
often called upright-SURF or U-SURF, which is computationally efficient and robust
up to ±15◦ [252].
For interest point description, SURF uses wavelet responses in the horizontal and
vertical directions (once again). First a region of size 20s × 20s is centred around the
interest point where s is the scale at which the interest point was detected. This is then
divided into 4 × 4 subregions. Each subregion, horizontal (dx) and vertical (dy) Haar
wavelet responses are taken, and a vector (ν), is formed to describe the interest point:
ν =
(∑
dx,
∑
dy,
∑
|dx|,
∑
|dy|
)
(5.52)
The result is a feature (interest point) descriptor with 64 dimensions. This can
be extended to 128 dimensions for more distinctiveness by computing the sums of the
elements (i.e. dx, dy, |dx|, |dy|) separately for positive and negative wavelet responses in
the horizontal and vertical directions. SURF can also be extended to operate on colour
images (C-SURF) providing further distinctive feature descriptors and increasing the
dimensionality [97]. It is important to note that as the dimensionality increases the
matching reliability improves but at the cost computational time. SURF uses the sign
of the Laplacian (trace of the Hessian matrix) to indicate whether an interest point
is detected from a bright blob on a dark background or conversely i.e. dark blob on
bright background and with no additional computation cost as it is already computed
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during detection. In the matching stage the feature descriptors detected from the same
situation are compared only, which results in faster matching, without reducing the
descriptors performance [139,150,252].
5.5.2 Feature Matching
The next stage in the image registration process is to match the detected salient fea-
tures. As discussed earlier, area based methods deal with matching using a predefined
sized window or even the entire image. In the case of feature based methods the interest
points are estimated for a perfect match between the reference and sensed images. Fea-
ture based methods focus on the spatial relations or various descriptors of features [26].
The simplest approach would be to match each individual feature from the sensed im-
age to the reference image, using some form of distance calculation (i.e. Euclidean,
Hamming [108], Mahalanobis [186]), by minimising some cost function [213] or another
form of similarity measure (i.e cross correlation) [34]. There are many sophisticated
matching techniques such as those proposed in [16,28,200,214,256,257]. For example,
in [16] Barrow introduced the chamfer matching technique for image matching. In
this technique line features detected in the images are matched by the minimisation of
the distance between the features. Recently, Wen [283] developed a high performance
feature matching technique for image registration by combining spatial and similarity
information. It is important to note that many extracted features may not have a
corresponding match, due to different sensors, different acquisition conditions, or sim-
ply that similar features were not detected in both images. The more sophisticated
matching techniques tend to be computationally expensive and unsuitable for some ap-
plications (i.e. video stabilisation, object tracking) therefore more efficient algorithms
focus on the concept of finding the nearest neighbours in the feature space. Two widely
used solutions to the feature matching problem are RANSAC [85] and least median of
squares (LMS) [226].
RANSAC
Random sample consensus (RANSAC) [85] is a general parameter estimation approach
algorithm designed to mathematically model input data that contains outliers [64].
RANSAC functions by assuming all data consists of either inliers that can be described
by a mathematical model with a set of parameters within some error threshold which
defines the maximum deviation attributable to the effects of noise. The percentage of
outliers that RANSAC can handle, also known as the breakdown point can be greater
than 50% but is often assumed to be the practical limit for many other commonly used
techniques such as the least median of squares [301]. There exists a robust estimator
proposed by [248], which is capable of estimating the parameters of a model using
datasets containing more than 50% outliers. Although RANSAC is able to estimate
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the model parameters with high accuracy even when there exists a significant number
of outliers, it may not be able to obtain the optimal parameters when the number
computational iterations is insufficient [85].
In general, there are several slight variants [51, 52, 175, 195, 233, 259, 297] to the
original RANSAC algorithm [106], but the essential algorithm is composed of a two
step iterative framework (hypothesis-and-test framework):
1. Hypothesise - A minimal subset from the input data is randomly selected. The
random selection of data offers two advantages: there is no need to employ com-
plex optimisation algorithms. Furthermore there is no need for large amounts
memory [49]
2. Test - In this step the algorithm checks which elements of the entire database are
consistent with the predicted model parameters obtained in the previous step. If
a data element does not fit the predicted model within some error threshold, it is
considered an outlier.
The set of inliers obtained for the fitting model, in the first step is called consensus
set. The above two step procedure is iteratively repeated until the obtained consensus
set in a certain iteration has enough inliers to provide a confident estimation of the
model parameters.
RANSAC is initialised by randomly selecting a subset of k feature correspondences,
which is used to estimate the transformation model parameters. The transformation
is then applied to the full set of feature correspondences to obtain the errors i.e. the
differences between the mapped estimated locations and the detected feature locations.
RANSAC then determines the number of inliers exist based on a predefined error
threshold (typically around 1 − 3 pixels [250]). The above process is repeated Sransac
times and the estimated model parameters from the feature correspondence set with
the greatest number of inliers, is taken as the best solution.
An important factor to consider is the number of iterations, Sransac, that must be
processed. Sransac must be sufficiently large so that the probability Pransac of finding
an accurate corresponding set of inliers is highly likely (typically Pransac ≈ 0.99 [249]).
Let pransac represent the probability that any randomly selected feature correspondence
is an inlier. Then, the likelihood for an iteration where all k randomly selected feature
correspondences are inliers is pkransac. The likelihood that all Sransac iterations fail
is [249]:
1− Pransac = (1− pkransac)Sransac (5.53)
with some mathematical manipulation, the minimum number of iterations required can
be obtained to be [249]:
Sransac =
log(1− Pransac)
log(1− pkransac)
(5.54)
81
Least Median of Squares
Least median of squares (LMS) [226] is another widely used robust model estimation
technique used for feature matching. It operates similarly to RANSAC but instead of
counting the number of outliers on the basis of whether the corresponding errors are
within a predefined error threshold, the median value of these errors are calculated
and then an error threshold for the median value is minimised. LMS fits outliers
for robust regression as a minimisation problem with a non-linear loss function, thus
making it necessary to employ a numerical optimisation technique. Unlike RANSAC,
LMS performs poorly under circumstances where more than 50% of the features are
outliers, but has the advantage that no error threshold value is required.
5.5.3 Transformation Model Estimation
Once the outliers have been detected and removed, the next stage involves estimating
the transform between the matching feature correspondences. Accurately estimating
the parameters of the transformation model between the sensed and reference im-
age minimises the registration error once the sensed image has been transformed. In
general, the number of matched feature correspondences available is greater than the
minimum needed to estimate the transformation model, for example a projective de-
formation would require a minimum of 4 matched feature correspondences, hence this
is an overdetermined case where there are more equations than there are unknowns.
Least Squares
The classical and most widely used method is the least squares method. The least
squares method approximates the solutions of an overdetermined system of equations.
The least squares approach minimises the sum of squared error the matched feature
correspondences. For the most general case i.e. projective transformation (Eqn. 5.30-
5.31) can be rearranged as [151]:
− (h11x+ h12y + h13) + (h31x+ h32y + 1)x′ = 0 (5.55)
and
− (h21x+ h22y + h23) + (h31x+ h32y + 1)y′ = 0 (5.56)
The coefficients of the homography matrix appear linearly and therefore the above
equations can be rearranged [250,262]:
aThxh = 0 (5.57)
and
aThyh = 0 (5.58)
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where
h = [h11, h12, h13, h21, h22, h23, h31, h32, 1]
T (5.59)
ahx = [−x,−y,−1, 0, 0, 0, xx′, yx′, x′]T (5.60)
ahx = [0, 0, 0,−x,−y,−1, xy′, yy′, y′]T (5.61)
The following linear system of equations can be formed for a given set of matched
feature correspondences:
Ahh = 0 (5.62)
where
Ah =
a
T
hx
aThx
...
 (5.63)
A least squares estimate can be obtained by calculating the eigenvector corresponding
to the minimum eigenvalue of AThAh.
Weighted Least Squares
The least squares method assumes that all the matched feature correspondences, are
matched with the same accuracy, hence they are averaged equally over the entire im-
age. This means it cannot account for local geometric distortions such as sensor non-
linearities, atmospheric conditions and local 3D scene features observed from different
viewpoints [34]. To negate this problem a weighted least squares approach is often
employed [164]. Weighted least square methods generally associate the weights with an
estimation of variance of the local region surrounding the matched feature correspon-
dences [166].
5.6 Image Transformation/Resampling
Image resampling is the process of geometrically transforming an image [66]. Once
the transformation model has estimated the mapping function (previous step) required
to register the sensed image to the reference image, the task of applying the mapping
function to the sensed image must be considered. In many image processing applications
not limited to image registration, images can be transformed, so that a pixel in the
sensed image may be mapped to a fractional pixel location. To alleviate the effect
of fractional pixel locations, several interpolation techniques have been proposed. An
interpolation technique estimates the values at unknown points using the intensity
values from known neighbouring pixel locations [106]. Different methods have been
developed to estimate the pixel intensities at unknown locations. In the following
sections three of the most widely used methods will be discussed: nearest-neighbour,
bilinear and bicubic interpolation.
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Nearest-Neighbour
The nearest-neighbour method is the most simplest of interpolation algorithms. This
method only considers a single neighbouring pixel (i.e. the nearest known pixel loca-
tion) and assigns that intensity value to the unknown pixel in question. In terms of
performance, the nearest-neighbour algorithm is very simple and therefore outperforms
other interpolation techniques in terms of processing time. This method generally
suffers from artefacts such as blurring and jaggedness due to it simplistic interpola-
tion [217,253].
Bilinear Interpolation
Bilinear interpolation computes the new pixel intensity values using linear interpolation.
The method operates by considering the 2 × 2 neighbouring pixel values surrounding
the unknown pixel. It then calculates the weighted average of these 4 pixels to obtain
the final intensity value. This results in a much smoother image compared to the
nearest-neighbour [229].
Bicubic Interpolation
Bicubic interpolation computes the unknown pixel intensity values using a cubic func-
tion to estimate the intensity value rather than a linear function, as compared to bilinear
interpolation. In order to provide a good estimate the bicubic method requires a slightly
larger 4 region of known neighbouring pixel intensity values. The method considers the
surrounding 4 pixels and then generates a weighted average of the 16 pixels to obtain
an estimate for the unknown interpolated pixel intensity value. This method produces
sharper, smoother images compared to the previous methods described above, with
reduced blurring and “blocky” artefacts [229].
5.6.1 Implementation
To enable image registration between frames, for our scenario, it was decided that
the speeded-up robust features (SURF) algorithm will be used to detect blob features
and then RANSAC will be used to match the corresponding features across adjoining
images and the reference image. SURF and RANSAC both provide accurate feature
correspondence as well as feature matching and transform estimation, with the least
computational time and good registration performance. Additionally, once the image
registration was implemented, a brief study on the potential bandwidth savings was
conducted and reviewed in Appendix A.
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5.7 Chapter Summary
A comprehensive overview of image registration techniques have been outlined, rang-
ing from global area based methods to localised feature based methods. Area based
methods are very robust to affine transformations, but struggle when dealing with
large rotations or the presence of perspective transforms. Area based methods can be
computationally expensive to implement, especially on high resolution images, as they
tend to be global methods. Methods to make them computationally cheaper such as lo-
calised area-based methods have been developed, such as template matching, but they
can still be inefficient with large rotations, and are still ineffective against perspective
deformations. Feature based methods are localised methods which operate on a large
number of local regions of an image, to find matching features sets between feature
correspondences and using statical analyses to determine the transform between the
images. Feature based methods operate computationally more efficiently than area
based methods, and can function with perspective transforms. For the application
to the novel imaging system, the computational efficiency of feature based methods,
along with ability to operate under perspective deformations provides the most suit-
able choice for our application to stream a live video feed, from an aircraft system, to a
remote terminal operator using the proposed dual-field-of-view imaging system. SURF
has been shown to operate with similar registration performance to SIFT, but with
better computational efficiency, with the use of the RANSAC algorithm to estimate
the transform between frames. The implementation of image registration enables the
work outlined in Chapter 4 to be extended to operate over sequential frames.
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Chapter 6
Temporal Averaging Geometric
Separation Technique
6.1 Introduction
Missile systems and uninhabited (or unmanned) aerial vehicles (UAVs) are being used
to provide surveillance imagery and reconnaissance information in a number of environ-
ments where human operators cannot operate safely. Although, both missile systems
and UAVs were developed initially for military applications, there are a number of other
situations where the remote collection of aerial imagery would be very useful; e.g. for
civilian fire and rescue services, and the inspection of nuclear and chemical facilities.
However, a lot of these aircraft have limited payload capability, power budget and en-
durance. High quality imaging systems are often heavy, and they require significant
processing, electronic storage and communications equipment to capture and trans-
mit imagery to a remote operator or ground control station. This chapter considers
a technique that could reduce the requirement for an aircraft to have multiple imag-
ing systems providing different capabilities; providing both situational awareness and
image stabilisation information from a wide field-of-view camera, and detailed object
identification information from a narrow field-of-view camera. The proposed sensor
would image both wide field-of-view (wFoV ) and narrow field-of-view (nFoV ) at the
same time, and focus the images onto the same focal plane array, thereby forming a
single image with both scenes superimposed on the other (i.e. an equal mixture of
both images). The proposed technique would then allow the two scenes to be recovered
by post-processing the superimposed image using the geometric relationship between
the wide field-of-view and the narrow field-of-view. Initial results for this geometric
technique were reported in [179]. In this chapter, the resultant images are filtered in
the time-domain to improve the quality of the image separation, and the results are
compared against a standard benchmark approach based on image super-resolution us-
ing conventional images. It is demonstrated that the performance of the time-averaged
geometric separation method is similar to that of the ideal super-resolution process
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but is significantly more robust to errors in registration of sequential images. The
time-domain filtering process extends the geometric separation technique to sequential
frames, i.e. live streaming videos. This will be of particular interest for applications
involving an ongoing surveillance of an area of interest. The situational information
obtained from the wide field-of-view allows for continuous monitoring of the general
area, whilst the narrow field-of-view allows for closer interrogation and identification of
objects of interest.
Imaging systems have many uses in aerial vehicles; providing imagery for pilot flying
aids, airborne surveillance and reconnaissance, target search, detection, identification
and localisation, and visual navigation or photogrammetry. The different requirements
for airborne imaging are often contradictory. Pilot flying aids, navigation and recon-
naissance require wide-angle images and the ability to cover large areas of the ground.
Target search, detection and identification require reduced fields of view, obtaining
more detailed imagery of particular areas of the ground or specific objects. To provide
all of these functions, conventional military aircraft often have several electro-optical
imagers, which work in a coordinated way so that a wide field-of-view camera cues a
narrow field-of-view imager to interrogate possible threats or targets.
As has been noted, missile systems, as well as UAVs (particularly lightweight UAVs)
are often limited in terms of payload, power and endurance; so having multiple camera
systems is often not a practical solution to address this problem. Other approaches
that have been considered to provide both wide field-of-view situational awareness and
narrow field-of-view high resolution imagery for object detection and identification have
tended to use variable resolution imagers similar to the human vision system (foveal
imagers) [12,292], or post-processing the images to extract sub-pixel information from
a sequence of imagers (super-resolution) [39,40,101,119,271,274]. Foveal imagers have
a small area at the centre of the field-of-view with a high density of pixels and a
lower density of pixels outside this region [12, 292]. Super-resolution techniques rely
on the alignment of a set of images of the same area to sub-pixel accuracy and then
estimating the underlying fine structure using the slight variations in the pixel intensity
values within each overlapping pixel [29, 83,102,145,205].
The aim of this chapter is to discuss an alternative approach, where a single sen-
sor system is used to image two separate images simultaneously, one wide field-of-view
and one narrow field-of-view, and the resultant superimposed image is separated by
post-processing that utilises a geometric relationship between the two individual im-
ages. The result is a wide field-of-view image that can provide contextual information
for surveillance and/or image stabilisation, and a narrow field-of-view for object iden-
tification and localisation. The use of superimposed images has the additional benefit
of potentially reducing the need to transmit multiple image streams from a UAV to a
ground control station. The base images used in this work are examples only, and not
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sequences derived from aerial surveillance and reconnaissance because of the difficulty
in obtaining suitable open source surveillance and reconnaissance images. One of the
images is an open source aerial image (looking down at the ground), Image [A], and one
is an image of a natural scene taken with a modern digital camera (looking horizontally
at vertical structures), Image [B].
6.2 Temporal Geometric Separation
The separation of multiple superimposed images has been considered in a number of
areas (e.g. reflections and semi-transparent surfaces [33,82]) and have used techniques
adapted from signal processing utilising the higher-order statistics of the images and
independent component analysis [43, 55–57]. This section describes a technique that
is an extension of a technique proposed in [179], where two superimposed images were
separated using a known geometric relationship between the two images. It describes
an extension that utilises a sequence of images (similar, in essence, to super-resolution
methods) to reduce the artefacts and noise introduced by the single-frame geometric
separation technique.
The technique presented in Chapter 4 is known to suffer from image noise effects or
macro-blocking issues, as discussed in [179]. To address this problem, a time-averaging
technique is implemented to filter out the artefacts created by the geometric separation
on single images. This has been simulated by applying a random sub-pixel shift to the
captured image of the scene, prior to the images being superimposed. This is equivalent
to taking a sequence of images with small displacements of the camera from frame to
frame. The images can either be separated on-board, or (preferably) after transmission
to a remote operator/ground control station. The single frame separation is applied
to each superimposed image, and the two components aligned/registered to a common
reference image and then time-averaged.
6.3 Super-resolution
Super-resolution (SR) image reconstruction produces a high-resolution image from a
set of low-resolution images [29,39,40,83,101,102,119,145,205,271,274]. There are two
main approaches to super-resolution; the first is a frequency domain approach, which
tends to be computationally cheap but highly sensitive to translational motion [29].
This sensitivity can degrade performance substantially. The alternative approach is a
spatial domain approach, which is more robust but can be computationally expensive.
In this case, the lower resolution images are aligned using image registration techniques
before the images are combined to form a high resolution super-resolution image. In
both cases, small (sub-pixel) motion from frame-to-frame provides additional spatial
information to allow fine spatial structure within the scene to be reconstructed even
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though the resolution of each individual image is limited by the size of the pixels.
A spatial super-resolution approach is used as a benchmark for the proposed time-
averaged geometric separation method. A sequence of low-resolution (spatially aver-
aged) 512×512 images is created from the original high-resolution image (representing
a conventional camera). Each image in the sequence has a small translational shift
in horizontal and vertical directions before the image is scaled down. This provides
the sub-pixel information used by the super-resolution method. The super-resolution
reconstruction technique takes each 512× 512 low-resolution image and scales it up to
2048× 2048 pixels. The images are then aligned to correct for the translational motion
and averaged to form a single high-resolution image.
Super-resolution is used as a benchmark technique because, it has been studied
previously for UAV surveillance applications [39, 40, 101, 119, 271, 274] and it provides
a best case for comparison. To ensure that the comparison is against an optimal
benchmark, the image registration method used to correct for the translational shift is
assumed to be perfect initially, and registration errors are added later to examine the
robustness of each of the approaches.
6.4 Results
The images produced by each technique are analysed quantitatively using standard
image quality metrics (IQM), averaged pixel intensity error and the structural similarity
index (SSIM) [276]. The averaged pixel intensity error metric calculates the percentage
difference in image contrast, between the original source image and the resultant image
obtained from the respective techniques. The SSIM index assesses the image quality
with respect to image contrast, luminance and structural information, providing a
broader, more accurate representation of image quality [276].
6.4.1 Perfect Image Registration
The results obtained for comparison are:
{1} A benchmark super-resolved image, I1
{2} A time-averaged nFoV image, I2
{3} A nFoV image separated from the time-averaged wFoV image, I3
{4} A time-averaged wFoV image, I4
The results for {3} are obtained by filtering the separated wFoV image {4}, and
separating the nFoV image by calculating:
I3 = Im − cI4/d (6.1)
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where Im is the superimposed and the constants, c and d are the weightings (0.5 in our
case), as defined in Chapter 4.
These results have been compared against the original input images (Figures 6.1 and
6.3) by calculating the error in the image intensity, averaged over all pixels in the image.
The structural similarity (SSIM) index has also been used since it more accurately
reflects the structural similarity of the source and input images as well as considering
the contrast and luminance properties when determining the image quality [276].
(a) Image [A] (b) Image [B]
Figure 6.1: 512× 512 wFoV sample images
(a) Image [A] (b) Image [B]
Figure 6.2: 512× 512 superimposed images
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(a) Image [A] (b) Image [B]
Figure 6.3: 512× 512 nFoV images
In this study, the results were calculated over a sequence of 50 image frames, after
which there was no significant improvement to the results. Intermediate results were
recorded and averaged for different sequences and sub-pixel shifts. The averaged results
are shown in Figures 6.4 - 6.5 for sample image [A] and Figures 6.6 - 6.7 for sample
image [B]. Once the sequence of 512 × 512 images have been created, the original
2048× 2048 high-resolution images are used for comparison purposes only.
Figure 6.4: Averaged pixel intensity error values calculated for the nFoV images 1-3
and the original nFoV image (Fig 6.2a), using the digital camera image (Image [A]):
1 = red/solid, 2 = green/dash, 3 = blue/dot-dash.
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Figure 6.5: Averaged SSIM values calculated for the nFoV images 1-3 and the
original nFoV image (Fig 6.2a), using the digital camera image (Image [A]): 1 =
red/solid, 2 = green/dash, 3 = blue/dot-dash.
For the work presented, a scaling ratio, γ = 4 has been used for the time-averaged
geometric separation technique. Super-resolution is applied to images that have random
sub-pixel translations to each of the input images prior to reduction to 512×512 pixels.
The same random shift is applied to the base image before the superimposed images are
created for the geometric separation technique. The images are superimposed according
to the process outlined in [179]. The small misalignments introduced between frames
are removed using image registration to sub-pixel accuracy and aligned to a common
reference image as would be the case for conventional super-resolution. Although
for the proposed time-averaged separation technique, the high frequency structural
information is already present within the nFoV component of the superimposed image.
The sequence of separated images are then filtered (averaged) in the time domain.
Figure 6.4 presents the average number of differences (pixel intensity errors, ex-
pressed as a percentage) between the output images {1}, {2} and {3} against the
corresponding input image. Figure 6.5 gives the corresponding averaged SSIM values
for the same images.
From Figure 6.4, it can be seen that the super-resolution technique {1} has the least
significant average pixel intensity error, but the filtered nFoV image {2} also contains
a low value for the averaged pixel intensity error, with approximately 1% difference
between the two methods. Once 5− 10 images are processed, it can be seen that there
is very little improvement in the image quality. The performance of the nFoV image
{3} generated by separation from the filtered wFoV image is noticeably lower than the
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other two results.
Figure 6.6: Averaged pixel intensity error values calculated for the nFoV images
{1} − {3} and the original nFoV image (Fig 6.2b), using the digital camera image
(Image [B]): 1 = red/solid, 2 = green/dash, 3 = blue/dot-dash.
Figure 6.7: Averaged SSIM values calculated for the nFoV images 1-3 and the
original nFoV image (Fig 6.2b), using the digital camera image (Image [B]): 1 =
red/solid, 2 = green/dash, 3 = blue/dot-dash.
Figure 6.5 shows the structural similarity (SSIM) [276] of the results obtained
from the geometric separation technique and the super-resolution technique compared
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against the original input images (Figure 6.1 & Figure 6.3). The original super-
resolution technique {1} gives the best results, although marginally, for a small number
of images. The filtered nFoV image {2} provides similar levels of performance after
about 5− 10 images have been processed. The time-averaged nFoV initially {2} gives
a structural similarity of 75% but within 10 frames, this significantly increases to al-
most 90% similarity. The nFoV generated from the filtered wFoV, {3}, shows the
same trend as {1} and {2} but the structural similarity is much lower compared to the
other results. It is worth highlighting that the filtered nFoV geometrically separated
image {2} provides very similar structural image content (as measured by the SSIM)
even though the pixel intensity errors are higher on average. This could be due to the
parameters used by each image metric to assess the image quality. The averaged pixel
intensity error percentage only considers the pixel-by-pixel contrast error, whilst the
SSIM not only considers contrast but also luminance and structural information.
Figure 6.8: Single separated nFoV images, showing image noise arising from the
geometric separation processing [179].
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Figure 6.9: nFoV sections of super-resolution image from 50 images (left) and filtered
separated nFoV images (right).
Figure 6.6 and Figure 6.7 show the findings for sample image [B]. Figure 6.6 shows
the averaged pixel intensity error percentage and Figure 6.7 shows the relationship
between the averaged SSIM index and the number of frames. It can be seen that
once again the super-resolution method {1}, initially provides the best image quality,
although marginally as illustrated by Figure 6.7, but within 5−10 frames the improve-
ments from both methods plateau, providing very little new information.
Figures 6.8-6.10 display the resultant input and output images. Figure 6.8 shows the
initial results from a single frame for the nFoV images. The blocky nature of the noise
introduced into the images is characteristic of the geometric separation technique [179].
Figure 6.9 shows the results after the 50th frame for both test images, for the filtered
geometric separation technique and the close-up of the nFoV region in the super-
resolved image. Figure 6.10 shows the filtered wFoV {4} and the full wFoV super-
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resolved image for comparison.
Figure 6.10: nFoV sections of super-resolution image from 50 images (left) and
filtered separated nFoV images (right).
The purpose of the nFoV for image sensor applications is to provide the high
spatial details required for the interrogation of a region-of-interest or target. Figure
6.9 provides a side-by-side comparison of the nFoV images, I2, obtained by the time-
averaged geometric separation and the super-resolved image, I1. Qualitatively both
images look very similar to each other. Quantitatively the super-resolution method is
the same, or marginally better, as shown in Figures 6.4-6.5 and Figures 6.6-6.7 with
a structural similarity of around 90%. The filtered nFoV images remove nearly all
of the block noise/artefacts that are introduced by the geometric separation method
[179] applied to a single frame (see Figure 6.8) and it provides a performance level
similar to that of the super-resolution technique, at least as measured by the structural
similarity measure. Looking at the vehicles present in the aerial image in Figure 6.9,
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both the geometric separated image and the super-resolution image provide sufficient
visual structure/details to distinguish different vehicle types in the processed image.
6.4.2 Sensitivity to Image Registration Errors
In order to determine the robustness of each technique it is important to understand
how inaccuracies in image registration affect the performance. The SSIM index and
the averaged pixel intensity error values were used once again, to evaluate the findings.
The average image registration error was varied by a tenth of a pixel in the horizontal
and vertical directions for each interval. The averaged pixel intensity error and SSIM
values shown in Figures 6.11-6.14 have been averaged over 50 individual realisations,
each realisation consisting of 50 frames.
Registration Error (<
err
)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Av
er
ag
ed
 P
ixe
l I
nt
en
sit
y 
Er
ro
r (
%)
0
1
2
3
4
5
6
7
8
SuperRes. With <
err
NFoV With <
err
Figure 6.11: Averaged pixel intensity error calculated for various image registration
errors for the time-averaged nFoV and SR methods using sample image [A]. Each
registration error value consists of 50 runs, each run containing 50 frames, with error
bars (1 standard deviation).
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Figure 6.12: SSIM calculated for various image registration errors for the
time-averaged nFoV and SR methods using sample image [A]. Each registration error
value consists of 50 runs, each run containing 50 frames, with error bars (1 standard
deviation).
Figure 6.11 and Figure 6.13 show that when there is perfect registration between
frames, the SR method outperforms the time-averaged method, but by only a relatively
small margin. As the registration error increases, it can be seen that both methods
begin to deteriorate in terms of image quality. However, the image quality of the super-
resolution technique deteriorates rapidly compared to the time-averaged technique.
Figure 6.12 and Figure 6.14 show that with perfect registration, both the super-
resolution method and the time-averaging method produce images of similar quality as
measured by SSIM, but as the image registration error increases the super-resolution
method begins to deteriorate rapidly, whereas the time-averaged method only suffers a
loss of approximately 10% overall.
The figures show that whilst both methods suffer image quality loss as the reg-
istration errors increase, it can be seen that the time-averaged geometric separation
technique is much more robust to the variations in registration error. Even with perfect
image registration, super-resolution only marginally outperforms or produces similar
quality images compared to the time-averaged geometric separation technique.
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Figure 6.13: Averaged pixel intensity error calculated for various image registration
errors for the time-averaged nFoV and SR methods using sample image [B]. Each
registration error value consists of 50 runs, each run containing 50 frames, with error
bars (1 standard deviation).
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Figure 6.14: SSIM calculated for various image registration errors for the time-
averaged nFoV and SR methods using sample image [B]. Each registration error
value consists of 50 runs, each run containing 50 frames, with error bars (1 standard
deviation).
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The initial differences between the averaged pixel intensity error and the SSIM for
small registration errors could be due to the different image characteristics each image
metric includes in its assessment of image quality. The averaged pixel intensity error
only considers the individual pixel contrast values and calculates the mean percentage
error. On the other hand the SSIM index not only considers contrast, but also lumi-
nance and structural information, providing a more accurate comparison of the images,
using a broader spectrum of image properties [276].
6.5 Chapter Summary
This chapter has proposed an image separation technique for use with the novel imag-
ing system for use by aircraft such as, missile systems and uninhabited aerial vehicles
(UAVs). The imaging system superimposes two images; one wide field-of-view and one
(co-boresighted) narrow field-of-view of the same scene. Previous work, in Chapter 4,
introduced a geometric separation technique that provided a post-processing recursive
algorithm to separate the superimposed image into its constituent wFoV and nFoV
images [179]. The initial algorithm demonstrated that single frame, superimposed im-
ages could be separated but the resultant separated component images suffered from
macro-blocking artefacts that limited the image quality. The method proposed in this
chapter has extended the single-frame geometric separation technique by implementing
a time-average filter, which enables the technique to work over multiple frames (or video
streams). The quality of the resultant images has been assessed quantitatively using
the averaged pixel intensity error and the SSIM index. It has been demonstrated that
the geometric separation method provides an image quality that approaches that found
using an optimal super-resolution technique. The super-resolution provides better qual-
ity images for perfectly aligned frames, but with the introduction of image registration
errors the quality of the super-resolution images degrades rapidly. The time-averaging
geometric separation technique provides a more robust solution which can be critical
in certain applications such as tracking and surveillance.
The principal advantage of using superimposed images and a time-averaged ge-
ometric separation technique rather than a conventional imaging system for aircraft
applications is that it can provide both wide field-of-view situational awareness and
surveillance alongside high resolution imagery for object identification and tracking
using a single imaging system.
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Chapter 7
Image Quality Assessment
7.1 Introduction
In this chapter, the work presented in Chapter 6 will be extended over multiple images
from a variety of acquisition methods, image formats, compression techniques, exposure,
brightness and image content (i.e. structural information). A database of images has
been collated and presented in Appendix B for this study. The results in Chapter 6,
were limited to two images and evaluated using only the averaged pixel intensity error
and structural similarity index (SSIM), as image quality metrics (IQMs).
In this chapter, a review of the different image quality assessment (IQA) metrics
available will be conducted, a selection of the IQMs which provide the best quality
assessment will then be chosen from a range of different types of IQM methods. A
new IQM will also be proposed, called the image quality information metric (IQIM),
and used in conjunction with the selected IQM techniques. The temporal geometric
separation technique and super-resolution techniques will then be performed on the
entire image database, following the work described in Chapter 6 over varying registra-
tion errors. The work presented in this chapter aims to provide a broad scope analysis
of the research carried out in the previous chapter, for a large variety of images and
registration errors.
Image quality assessment (IQA) is the estimation of an image’s perceived quality,
and its deviation from the original (ideal) image. IQA algorithms aim to consistently
imitate human quality perception, to provide a reliable estimate of image quality [218].
The quality of an image represents the amount of visual degradation present and can be
used for many image processing applications (i.e. medical imaging). Image degradation
is defined as the reduction of the inherent optimum potential of an image and its
sensor system, due to errors in sensor operations, processing procedures or incorrect
image handling [199]. Degradation/distortion can be introduced into an image due to
loss/corruption of image information, during image acquisition, compression, storage,
transmission, decompression, display, or even printing phases [141]. Degradation can
be present in many forms such as noise, blocking artefacts, blurring and fading [99,141].
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Image Quality Assessment 
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Objective 
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Figure 7.1: Overview of the different types of image quality assessment methods
7.2 Subjective IQA
Image quality can be measured in two main ways, subjective and objective methods.
In subjective methods, human subjects are utilised to assess the visual quality. The
human vision system (HVS) can easily identify forms of distortions [141] that lead
to degradation and generally functions by extracting structural information from the
images [276]. The inherent problem with using the HVS is the subjectivity itself. Each
individual’s opinion is based on their own experiences and training, hence there can be
large variation between individuals. Subjective methods utilise the HVS for assessing
image quality but generally the methods can be expensive and time consuming.
The different Subjective IQA Methods used are:
1. Single Stimulus Method
In the single stimulus method a set of stimuli (images) are presented, one at a
time for a fixed duration [170]. The observers are then required to rate the images
into one of five categories: excellent, good, fair, poor or bad or alternatively as
a numerical category rating. Only a single judgement is required per assessment
[208].
2. Quality Ruler Method
The quality ruler method utilises a set of reference images of known quality
that are evenly distributed along a pre-calibrated quality scale (Standard Qual-
ity Scale). The assessed quality scores for new images then correspond to their
position along the scale [99].
3. Mean Opinion Score
The mean opinion score method is a subjective measurement, which calculate the
arithmetic mean, of all individual scores, provided by the assessors/participants.
The assessor is required to give a quality rating from 1(Very poor) to 5(Excellent).
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An example of where this methodology was used in the telephony network, which
used mean opinion score to assess their VoIP (Voice over Internet Protocol) calls
quality [53].
Table 7.1: Mean Opinion Score Table
1 2 3 4 5
Very Poor
Quality
Poor
Quality
Good
Quality
Very Good
Quality
Excellent
Quality
The single stimulus method is often chosen for subjective testing, as it is straightfor-
ward to implement and well standardised [218]. There are some drawbacks of this
method, the major disadvantage being that the spread between different assessors can
be relatively large. From the selection of observers, their knowledge, expertise, avail-
ability, seriousness, bias interpretations and other various factors can influence their
decision [141].
Subjective testing has the potential to be the most reliable methodology, as the
HVS is used directly for quality perception, but can be there are large variations in
opinions due to experience and training of an individual, it can also be expensive and
time-consuming. Therefore, there is high demand for objective IQA methods, which
can provide automatic quality prediction by imitating the human visual system (HVS).
7.3 Objective IQA
The aim of research into Objective IQA metrics is to be able to predict the perceived
quality of an image using mathematical expressions to remove any bias, as experienced
with subjective methods. There are many applications that can benefit from the use
of objective IQA methods, for example [258]:
1. An image quality metric (IQM) can be used as a benchmarking tool, to evaluate
the performance of image and video processing systems and algorithms, such as
compression and image restoration techniques. A reliable IQM can help determine
the best compression method available, which will provide the least amount of
image/video degradation.
2. An IQM can help monitor image quality in quality control systems. In video
streaming applications, IQMs can help monitor the quality of a transmitted video
signal, in order to transmit the optimum quality signal to its receiver(s).
3. IQMs can be used to optimise video and image processing systems. They can be
used to calibrate parameter settings for encoders/decoders in order to optimise
the reconstruction of a video stream.
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Objective image quality assessment can be classified into three categories, depen-
dant on the availability of the reference image. The reference image is the ideal/original
image. The three categories are [141]:
1. Full reference image quality assessment (FR-IQA)
2. Reduced reference image quality assessment (RR-IQA)
3. No reference image quality assessment (NR-IQA)
7.3.1 Full Reference IQA
Full reference image quality assessment (FR-IQA) refers to quality perception methods
which utilise the reference image to assess the quality of the distorted image [235]. The
reference image would ideally be the undistorted, original source image of the distorted
version. A standard measurement used to assess image quality is the mean-square error
(MSE), defined by [275,278]:
MSE =
1
M ×N
M∑
i=1
N∑
j=1
(xij − yij)2 (7.1)
For a given monochrome M ×N image x and its noisy approximation y. One problem
with MSE is that it is strongly dependent on the image intensity scaling [104]. Another
alternate method for evaluating image quality is the peak signal-to-noise ratio (PSNR),
defined as [128,134]:
PSNR = −10 log10
MSE
S2
(7.2)
Where S is the maximum possible pixel value of the image and MSE is the mean-
spuared error. However it has been shown that PSNR does not correlate consistently
with human visual perception and image quality [128]. Other mathematical distortion
measures such as the average difference, absolute error, Mean MSE, Laplacian MSE
and many others are described in [80].
In order to improve on traditional mathematical metrics such as PSNR and MSE,
other parameters have been included in the development of image quality metrics which
were perceived to correlate with the human visual system (HVS). In HVS based image
quality metric models the difference between the reference image and the distorted
image is normalised according to its perceived visibility of the HVS. The main features
that are commonly used in HVS IQM are:
Contrast Sensitivity Function (CSF). Contrast is the difference in luminance of
an object and it background. Contrast sensitivity is the ability to distinguish an
object from its background. CSF models the variation in the sensitivity of the
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HVS to different contrast thresholds [155]. Some IQM models implement this
using a Low-pass (or band pass) filter, others implement a weighting factors for
subbands after frequency decomposition [277]. The contrast sensitivity is also a
function of temporal frequency, but it is irrelevant for image quality assessment.
It has been modelled in video quality assessment as a temporal filter [265,266,281].
Luminance Contrast Sensitivity, also called “Luminance Masking”. Human eyes
are sensitive to luminance contrast (i.e. the change/difference) in luminance,
rather than absolute luminance value [258]. The luminance contrast can be de-
fined as a ratio of the luminance difference (∆L) and the average luminance
(LAV G), ∆L/LAV G, derived from the Weber-Fechner law. If the average lumi-
nance contrast is high, a small luminance difference is negligible, but if the average
luminance was low, then it would become relevant. Some IQM models implement
this as a detection threshold [98].
SSIM
As used previously in chapters 4 and 6, the structural similarity (SSIM) index [275,276],
is regarded as one of the most highly correlated metrics to the HVS, and robust FR-
IQA metric available. It is defined as a function of luminance, contrast and structural
information.
In this approach, it is assumed that the HVS is highly adapted to extracting in-
formation from natural scenes, which are highly structured. Therefore, measuring the
structural information change between the reference and distorted image should provide
a good estimation of the perceived image quality. The SSIM index is defined as [276]:
SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)
(µx2 + µy2 + C1)(σx2 + σy2 + C2)
(7.3)
where µx and µy are the mean intensities in the source image signal x and the distorted
image signal y which help describe the luminance term. σx and σy are the source and
distorted image signals standard deviation, used to describe the contrast comparison.
C1 and C2 are constants to avoid instability when µ
2
x + µ
2
y tends towards zero and σxy
is the correlation co-efficient corresponding to the cosine of the angle between vectors
(x− µx) and (y − µy), providing a measure for the structural term [276].
MS-SSIM
Multi-scale SSIM (MS-SSIM) IQM is an extension from the previous SSIM IQM [280].
The MS-SSIM is designed to be more flexible than the single-scale (SSIM) method by
incorporating the variations of viewing conditions such as display resolution, viewing
orientation and viewing distance. Using the reference and distorted images as signal
inputs, a low pass filter is applied and the filtered images are then downsampled by a
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factor of 2. The original image is indexed as scale 1 and the highest scale is referenced
as scale M . The contrast comparison and structure comparison are calculated at each
scale. The luminance is computed at scale M only. The overall metric is obtained by
combining the measurements from each scale, which are weighted dependent on the
contrast sensitivity function (CSF) using a image synthesis approach for cross-scale
calibration [277].
Fast SSIM
Fast SSIM (F-SSIM) [47] was developed using the previous knowledge of SSIM and
MS-SSIM but with particular focus on real-time applications. F-SSIM modifies the
luminance and contrast terms previously developed for the aforementioned image met-
rics, in order to optimise the computational speed and reduce computational complex-
ity. Parallel computing and sub-sampling is also employed in order to extract the best
possible performance for real-time applications [47].
Visual Information Fidelity
The visual information fidelity (VIF) [236,237] criterion is established on the initial pa-
per of the information fidelity criterion using natural scene statistics [238], and a simple
human visual system error model. VIF is defined as the ratio of mutual information
between the original and distorted images to the information content of the original
image.
7.3.2 No Reference IQA
No reference image quality assessment (NR-IQA), also referred to as blind IQA, is the
case when the original undistorted source image is not available and no information of
its properties are available/obtainable. At present, NR-IQA methods can be categorised
into two sub-categories: Distortion-specific and distortion-generic methods. Distortion-
specific methods tend to focus on assessing the image quality based on certain distortion
effects regardless of other factors, whereas distortion-generic methods aim to predict
the image quality by attempting to detect abnormal/un-natural features, thought to be
due to distortion using a training technique such as support vector machines (SVM).
Some examples of NR-IQA are outlined below.
DIIVINE
Distortion identification-based image verity and integrity evaluation (DIIVINE) [192]
is based on the two-stage framework; distortion identification followed by quality pre-
diction. In the first stage, natural scene statistics are used to to extract and identify
distorted features. In the second stage, the image quality is predicted by taking the
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selected features in the wavelet domain to calculate the wavelet co-efficients and using
the Gaussian scale mixture (GSM) model presented in [270] to predict image quality.
BRISQUE
The blind image spatial quality evaluator (BRISQUE) [189] is a natural scene statistic-
based (NSS) distortion-generic, spatial domain NR-IQA technique. Many NR-IQA
techniques assess image quality by calculating distortion specific features, for example,
features with blurring, blocking or ring effects. BRISQUE utilises the scene statistics
based on the distribution of locally normalised luminance coefficients and uses a sta-
tistical approach to quantify the possible losses of naturalness due to the distortion
effects.
BLIINDS-II
Blind image integrity notator using DCT statistics (formally known as BLIINDS-II) is
the advancement of the former (BLIINDS-I) [227]. The former method was a single-
stage framework which used no statistical modelling. BLIINDS-I predicts the quality
of an image by analysing the statistics of the local discrete cosine transform (DCT)
coefficients. BLIINDS-II is a two-stage framework which uses a NSS model in the DCT
domain, the local DCT coefficients are used for feature extraction. The NSS features
are then used by the Bayesian probabilistic model to predict the image quality [228].
SSEQ
Spatial-spectral entropy-based quality (SSEQ) [162] index is a distortion-generic NR-
IQA technique which uses a two-stage framework of distortion classification followed
by a quality assessment stage. SSEQ uses a support vector machine (SVM) to train an
image distortion and quality prediction engine. It is important to note that the quality
prediction stage is dependent on the training database and the variety of distortions
present in the training set.
7.3.3 Reduced Reference IQA
Reduced Reference IQA (RR-IQA) methods are used when some information of the
original source image is known, and can be used to assess the quality of the distorted
image. In general, RR-IQA metrics tend to be modified versions of FR-IQA techniques,
which have limited access to the source image information. For example, a reduced
reference variant of the SSIM index has been proposed by [219]. Other RR-IQA schemes
such as wavelet-domain methods using natural scene statistics have also been developed
[279]. RR-IQA methods are out of the scope of this thesis and therefore will not be
discussed further, because the aim of the study is to assess the quality of the separated
images, to the best of our ability and therefore it is better to use the FR-IQA methods
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described previously, as RR-IQA methods tend to be modified variants of FR-IQA
metrics, and because the source images are available for our comparison purposes.
7.4 Image Quality Information Metric
In this section, a new image quality metric (IQM) is introduced. The image quality
information (IQIM) metric takes a number of n × n patches (m patches, each of n ×
n pixels) from the source image. Each patch is transformed to the discrete cosine
transform (DCT) domain. The discrete cosine transform represents a finite sequence
of data points as the sum of cosine functions oscillating at different frequencies [3,215].
The DCT transform generates a real n × n matrix of spatial frequencies corre-
sponding to the selected n× n image patch [167] and a corresponding n× n matrix of
transform coefficients. The linear combination of the spatial frequencies (DCT basis
functions) and the transform coefficients would reproduce the image.
Figure 7.2 shows the DCT basis functions; a combination of horizontal and vertical
frequencies for an 8 × 8 two-dimensional DCT patch. Following the description from
[215], each step from left to right and top to bottom represents a step increment, in
frequency by a half-cycle. For instance, moving right by one from the top-left DCT
basis function (top-left square) yields a half-cycle increase in the horizontal frequency.
Another move to the right amounts to, two half-cycles (i.e. one cycle in total). A move
down, from the previous position, results in two half-cycles horizontally and a half-cycle
vertically. The top left frequency component on the basis function is the DC (Direct
Current) or the zero spatial frequency component. The source data is transformed to
a linear combination of these 64 frequency squares. The weightings that transform
the basis function into the source image are known as the transform coefficients. The
transform coefficients are multiplied by it respective DCT Basis component and then
summed together to recreate the source data/image.
Operating in the DCT domain offers certain advantages. One such advantage in
the DCT domain is there evidence to suggest that the DCT information is closely
correlated to the human visual system (HVS) [78, 142, 163, 168, 300]. In the field of
psycho-visual encoding, 8× 8 DCT domain patches are utilised in JPEG psycho-visual
encoding methods [31]. Psycho-visual encoding is the process by which the human
visual system constructs and stores images in the human brain. In digital data com-
pression techniques, psycho-visual redundancy is redundant data that can be removed
without substantially affecting the data/image signals as interpreted by the HVS [240].
Assuming that the DCT components are independent of each other, the IQIM
takes the DCT transform of the m, n×n patches and creates a probability distribution
function (pdf) using a histogram ‘binning’ process, for each of the DCT components
(i.e. n × n) (see Figure 7.3). This provides an estimate of the pdf for each of the
individual DCT components (i.e. 64 (n× n)). See Equation 7.5.
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In DCT coding, each component of the image is sub-divided into block of 8 pixels
(for JPEG compression and most other uses). A 2D DCT is applied to each block of
data to obtain and 8 × 8 array of co-efficients. Taking a block of x(n, p) to represent
the image pixel values in a block (where n = p = 8), the DCT is computed using:
X(u, v) =
c(u)c(v)
4
7∑
n=0
7∑
p=0
x(n, p) cos
(2n+ 1)upi
16
cos
(2p+ 1)vpi
16
(7.4)
For: 0 ≤ u ≤ 7 where: c(u) = 1√
2
when u = 0
0 ≤ v ≤ 7 c(u) = 1 when 1 ≤ u ≤ 7
where, X(u, v) is the DCT coefficient at coordinates (u, v) and c(u) is a normalising
scale factor to make the transformation orthonormal. u and v are the horizontal and
vertical spatial frequencies.
Figure 7.2: Two-dimensional DCT basis function generated from [173]. The image
shows the combination of different horizontal and vertical frequency combinations for
an 8× 8 DCT. Each step, starting from the upper left corner in the horizontal or
vertical direction is a half-cycle increment, in the respective horizontal or vertical
frequency. The source data is transformed from the spatial domain to the DCT
domain and is represented as a linear combination of the (8) 64 frequency components
(squares).
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m patches  n x n DCT components 
Figure 7.3: Illustration of m DCT patches, with each DCT component (i.e. red, blue,
green or orange DCT components etc.) cumulatively summed to create 64 histograms
(i.e. 8× 8 individual DCT components) over all m patches.
I(i) = −
n×n=Ntot∑
i=1
pi log2 pi (bits) (7.5)
where I(i) is the information for the i
th DCT component over all m patches. This will
result in a total of 64 (n × n) information values, one for each DCT component over
the stack of m patches, as the histograms are accumulated over all m patches. The
information is calculated based on the Shannon information formula [234].
The 64 information values are summed together to calculate the maximum possible
information across an 8 × 8 DCT patch. This is the maximum information possible
because each DCT component of the 8×8 DCT patch (or 64 components) is assumed to
be independent from each other. This is because the correlation between neighbouring
DCT components will reduce the amount of information available.
From this, the sum of all the DCT components in the m patches is used to calculate
the estimated maximum information present using the Shannon information (Equation
7.6). It is important to note that the number of patches selected can affect the results.
If there are not enough patches, the estimate of the pdf may not fully represent the
image, but conversely too many patches and this will affect the computational time. A
study to show the optimal number of patches will be conducted in Section 7.4.2.
Imax =
n×n=Ntot∑
i=1
I(i) (bits) (7.6)
where Imax is an estimate of the maximum information available in m patches and
pi is the estimated probability for the i
th DCT component, obtained from the pdf
histograms.
Extending this, the estimated information can be improved by estimating the mu-
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tual information between neighbouring DCT components. This is because the assump-
tion of independent DCT components is highly unlikely, the majority of correlation
between DCT components would be found in the neighbouring horizontal, vertical and
diagonal DCT components (see Figure 7.4). To obtain this, the correlated information
between neighbouring DCT components within a 8×8 DCT patch are calculated using
the joint probability distribution function (joint pdf). This gives a measure of correla-
tion between the components (i.e. mutual information). This can be calculated for the
adjacent vertical, horizontal and diagonal elements (see Figure 7.4).
Figure 7.4: Illustration of horizontal, vertical and diagonal neighbouring components
in a DCT patch
The joint pdf is constructed in a similar manner to the pdf histograms described
above, but instead of a single variant histogram, an bivariate (2D) histogram is pro-
duced, because the probabilities are based on joint occurrences (i,j) instead of just (i)
as in the previous method (see Figure 7.5).
i
p (
i)
Figure 7.5: Illustration of single-variate (1D) (Left) and bivariate (2D) (Right)
histograms
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I
(h/v/d)
mut = −
n×n∑
i=1
n×n∑
j=1
p(i,j) log2
p(i,j)
p(i)p(j)
(bits) (7.7)
where I
(h/v/d)
mut would be the mutual information in either the horizontal, vertical or
diagonal DCT components in a 8× 8 DCT patch.
Imut = I
(h)
mut + I
(v)
mut + I
(d)
mut (7.8)
The summation of the horizontal, vertical and diagonal mutual information of all
DCT components for all m, n× n patches gives us the mutual information between all
elements for all m DCT patches. Thus by subtracting the mutual information between
DCT components (Equation 7.8) from the maximum information available (equation
7.6) yields a better estimation of the information between the m patches (Equation
7.9).
I = Imax − Imut (7.9)
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Figure 7.6: Lena image (Left) with the corresponding DCT domain (Right)
representation the top-left corner shows the zero spatial frequency (DC) component
and the bottom left show the high spatial frequency component
In the field of psycho-visual encoding, the utilisation of 8 × 8 sized patches is the
standard and has been used widely in encoding techniques such as JPEG [54]. There-
fore, the weightings are readily available, and would be a suitable standard to use for
the 8 × 8 sized patches. The JPEG standard first began development in 1986 and
the first JPEG standard was created in 1992 and is under ISO/IEC 10918 standards
named Information technology Digital compression and coding of continuous-tone still
images [2]. The JPEG standard is currently composed of 6 parts, as of 2012 [54,135].
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Part 1: Specifies the core coding technology and options for encoding photographic
images
Part 2: Defines the testing for compliance
Part 3: Defines a set of extensions to the coding technologies within Part 1.
Part 4: Focuses on the registration of JPEG profiles, still picture interchange file
format (SPIFF) profiles, SPIFF tags, SPIFF colour spaces, SPIFF compression
types, and defines the registration authorities
Part 5: Specifies the JPEG file interchange format (JFIF)
Part 6: Focuses on tools for application to printing systems
The JPEG encoding technique uses the DCT frequency-domain. More specifically
two-dimensional type-II DCT and its corresponding inverse (IDCT) type-III DCT
transform as described by [215]. One of the aims of the JPEG codec is to remove
psycho-visual redundant data, as it is unnecessary to keep this, because the HVS can-
not process this information and therefore it takes up non-essential storage capacity.
As part of the IQIM we will calculate the information and mutual information for the
JPEG equivalent images as this will allow to compare the metric to the JPEG stan-
dard which is designed to be tailored for the HVS and will serve as a good comparative
measure, in order to assess the suitability and accuracy of the IQIM metric and its
correlation to the HVS.
JPEGmat =

16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

(7.10)
7.4.1 Methodology & Implementation
The method above relies on selecting a good sample set of image patches to best
represent the information in the entire image. The two most widely used sampling
methods available are random sampling and uniform sampling. It is also important
to select a large enough sample set to produce stable and reliable results over several
different image types whilst also minimising excessive computational run-time costs.
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Figure 7.7: Uniform sampling illustration with 2600 sample points
Figure 7.8: Random sampling illustration with 2600 sample points
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A case study to evaluate the best possible sampling method and the optimal num-
ber of patches required was performed, allowing to generate reliable results without un-
necessarily large computational overheads. To perform this test, random sampling and
uniform sampling patch selection codes were developed using Matlab R© [177]. The Mat-
lab in-built random number generator was used to select the ordinates of the patches
for the random sampling method. The Matlab random number generator was reset
every time the code was initialised using the current date and time stamp acquired
from the machine’s operating system. Once the m, n × n image patches have been
extracted, the patches are transformed to the DCT domain and JPEG weighted ver-
sions are also made. From this, the maximum information (Shannon entropy) (7.5)
and mutual information (7.8) are calculated, and finally the actual information (7.9) is
estimated.
Matlab Performance Considerations
The storage and processing of large images can be computationally expensive, there-
fore it is vital to optimise the code to reduce memory consumption and computational
run-time costs. The DCT patches are stored as stacked array of dimension (n×n×m).
Structuring the DCT patches in this form enables the use of simple arithmetic opera-
tions to be calculated over the entire stacked array rather than individual patches. This
helps improve the computational efficiency of the program. Furthermore, using stacked
arrays allows the user to implement Matlab’s Parallel Computing Toolbox
TM
, enabling
the use of multiple CPU threads at the same time. Another possible optimisation tech-
nique is the use of sparse matrices, but due to the large overheads of restructuring and
re-indexing of the stacked array, it was found to be inefficient in our application and
therefore removed after testing. Memory management is very important when dealing
with large arrays. The pre-allocation and clearing of non-essential memory is key for
optimal performance without sacrificing stability and the reliability of the results.
7.4.2 Uniform vs Random Patch Sampling
Determination of the optimal sampling method is crucial in the patch selection process
in order to prevent inaccurate and unreliable measurements. An important parameter
to be considered in the evaluation is the number of patches required for both sampling
methods, which allows for reliable results with different image types.
Images can be acquired from many different sources and go through various stages
from acquisition, processing to storage and display/printing. Due to this, the image
quality can be degraded by the many factors and processes that the images are subjected
to, for example, compression for storage purposes. The types of images/scenes being
captured, also play a key role in the creation of the image and its “image life-cycle”.
Therefore, to provide accurate results for all images types, the patch sampling test
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has been performed over a small subset of images from the image database (Appendix
B) varying from different contrast ranges, exposure, landscapes, vector images, raster
images, highly structured images, blur, image artefacts, image distortion.
The results of the proposed IQIM technique will be compared with the SSIM index
[276], which is arguably considered one of the most widely used full-reference (FR-
IQA) image quality tools available [68]. An image database has been created to collate
high resolution imagery from various sources, containing different image properties, to
generated the best possible results. Current publicly available image databases such as
LIVE [239], Microsoft c© [254] and others listed in [123,132,255] contain images that are
not at a resolution high enough for the purposes of our simulations. Therefore, a small
database of high resolution imagery with a minimum resolution of 2048 × 2048 pixels
was developed and shown in Appendix B. The database contains many different images
from outdoor pictures to computer generated vector graphics, from over exposure to
under exposed images, images that simulate surveillance imagery and images with high
structural details. All factors will help provide a overview of the performance of the
image separation and the quality of the separation.
For the purpose of this test, several images were selected from Appendix B. The
selected images used for this test varied from under to over exposure, from different
acquisition methods, compressed to uncompressed and vector as well as raster images.
The small subset of images from which the optimum sample size was determined are
shown in subfigure (a) of Figures D.1 - D.6, in Appendix D.
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Figure 7.9: Optimal sampling size results for the uniform sampling method, for the
worst case scenario of image “BGO 000[nfov]”
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Figure 7.10: Optimal sampling size results for the random sampling method, for the
worst case scenario of image “BGO 000[nfov]”
Figures 7.9 and 7.10 show the variation of the index values as the sample size
is increased. The results above present the worst results from the dataset analysed.
The results show that there is little significance between sampling methods and that
a sampling size of 5000 patches is sufficient to provide good quality results for various
different image types, with minimal performance loss. From the analysis of this study,
the decision to use a suitable sample size of 5000 patches with a random sampling
strategy, provides the best computational performance whilst providing reliable results.
7.5 Image Quality Assessment for Temporal Averaging
Separation
The aim of this section is to analyse the quality of the temporal averaging (TA), multi-
frame separation technique using several industrial standard image quality assessment
(IQA) methods available, as well as the proposed image quality information metric
(IQIM) technique proposed earlier.
The use of FR-IQA and NR-IQA methods will be used to give a broad scope of
measurements. The simulations will be run over the entire image database containing
over 30 different high resolution images (all images are above 2048× 2048 pixels) from
different sources and with varying image characteristics, as shown in Appendix B. The
super-resolution technique will used be once again, as a benchmark method to compare
our findings, and to evaluate the performance of the IQIM technique.
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The selected IQM metrics are: MSE, PSNR, Pixel intensity difference, SSIM, MS-
SSIM, VIF, SSEQ and the proposed IQIM technique. These methods have been out-
lined earlier on, in the chapter (Section 7.3.1).
These metrics have been chosen because they offer the best reliability and accuracy
and correlate highly with the human vision system perception. They are publicly
available through their respective online resources, and are well documented and widely
used in the research community and commercially.
Identical to the process described in section 6.2, each frame is offset by a random
translational and horizontal shift, before any processing has been carried out. The
performance of the temporal separation technique is further analysed with respect to
the registration error, to assess the quality of both the super-resolution (SR) and the
temporal averaging (TA) separation techniques using different images with varying
characteristics. The image quality will be assessed using the most reliable and accurate
IQMs publicly available, as well as our IQIM method with varying image registration
errors using our wide collection of images.
7.5.1 Image Registration Performance
The multitude of figures shown in Appendix C, presents the processed results for 2 of
the simulations that were carried out. In actuality, over 30 simulations were carried
out, over the entire image database (Appendix B) of high resolution images.
The results of the simulations for the entire image database of 30 images, resulted
in a large amount of data to analyse. Each image was processed for 50 realisations
with varying registration errors from perfect registration up to a registration error of
1 pixel with over 8 different IQMs to assess the image quality. The results have been
efficiently presented such that the best and worst case results will only be presented
but the results of the other 28 remaining images in the database, are well represented
by them.
Although, only the data for worst and best case results are displayed, 6 of the
images which represent a variety of different image characteristics have been presented
in Appendix D, in order to analyse and discuss, the different image properties and how
they affect the recovered image quality produced by the different techniques.
The results of the 6 selected case studies, represent a wide variety of image charac-
teristics such as under/over exposure, high/low contrast and varying structural infor-
mation contained within the images, as well as different file formats (i.e. TIFF, JPEG,
PNG), acquisition methods (e.g. camera or online) and compression types. This allows
us to reduce any bias that may be present in the separation process to specific image
types and file formats, and also enables to assess the performance of the technique and
the resulting image separation quality. The images are obtained from several differ-
ent sources, some are generated from vector images, others are raster/bitmap images,
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whilst others have been obtained using a modern DSLR camera (Casio EX-V7), as well
as from an ordinary point and shoot camera (Nikon L27). Some of the images have also
been obtained from online resources, such that the source of the image and processing
they may have undergone are completely unknown. The figures in Appendix D, show
the recovered nFoV images using the SR and TA techniques with varying registration
errors.
MSE
The Mean Squared Error (MSE) data shows that as the number of realisations increase,
the MSE decreases. Initially, as the number of example images increases there is a rapid
decrease in the MSE (≈ 1− 10 realisations) after which the improvement in the MSE
plateaus. Comparing the TA and SR techniques with respect to the registration error,
it is clear that for registration errors of σerr < 0.2px, the SR technique provides better
image recovery (between 5−10 realisations), but for a registration error of σerr ≥ 0.2px,
the TA technique provides similar, if not better image quality (see Figure 7.11).
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Figure 7.11: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the Croatia image (Appendix B, Figure(16))
The vector images, “BGO 000[nfov]” and “night-cityscape” show differing results.
The night-cityscape image (Appendix B, Figure(28)) is a landscape image of an arbi-
trary city with tall buildings and varying contrast from the side to the centre of the
image. Both the wFoV and nFoV images produced by the super-resolution and tempo-
ral averaging techniques are identical and almost perfect reproductions of the original
images according to the MSE as there is almost zero error. Furthermore, it can be
seen that the SR technique does suffer some loss in image quality as the registration
error increases, as shown in Figure 7.12. Visually this can be seen more prominently
by comparing Figures D.4(d) and D.4(e), in Appendix D.
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Figure 7.12: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.8px using the Night-cityscape image (Appendix B, Figure(28))
The “BGO 000[nfov]” (Appendix B Figure(3)) image, initially shows a large error
for the nFoV images, in both the SR and TA techniques. This is due to the image
separation technique, which is known to have difficulty separating images when there
is a large contrast difference between the centre pixel and its neighbouring pixels. This
vector image was created for the specific testing of this known behaviour using Sketchup
Pro c© [156], to understand how well the TA technique functions. From the figures it
can be seen that after 5 − 10 realisations, the error significantly drops and after 10
realisations the results are comparable to the SR method. The two vector images also
show that even with registration errors, both techniques can produce almost identical
images when compared to the original nFoV image according to the MSE. Visually,
from Figure D.6, in Appendix D, it can be seen that the macro-blocking is present
throughout with the TA technique, even though the “+” symbol has been recovered
with more clarity using the TA technique (Figure D.6(d)).
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Figure 7.13: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.8px using the BGO 000[nfov] image (Appendix B, Figure(3))
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PSNR
In general the peak signal-to-noise ratio (PSNR), shows that for σerr < 0.2px, the SR
technique provides better image quality, but for cases where σerr ≥ 0.2px, both methods
provide similar results according to the PSNR. For all σerr, both techniques struggle
to improve the quality of the recovered images after 5− 10 realisations. Analysing the
PSNR figures in Appendix C between 5 − 15 realisations. It can be seen that as the
registration error (σerr) increases, the TA technique tends to provide a higher PSNR
value and hence better image according to this IQM.
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Figure 7.14: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the Croatia image (Appendix B, Figure(16))
The vector image created in Sketchup c© (i.e BGO 000[nfov]), shows that the TA
technique struggled to recover the quality of the image. This was due to the inability to
recover the individual frames correctly, because of the large contrast difference between
the centre pixel and its neighbouring pixels. In this case, the SR technique will naturally
produce better quality images because no image separation technique is used, unlike in
the TA technique (see Figure 7.15). It can be seen that as the image registration error
increases, the TA technique begins to approach the quality of the SR technique, as the
number of realisations increase. This is because the centre of the image is offset, due
to the registration errors, and the larger the error becomes the further away the centre
pixel moves away from the centre, thus, allowing for better image recovery from the
single frame separation and furthermore from the temporal averaging (TA).
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Figure 7.15: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.8px using the BGO 000[nfov] image (Appendix B, Figure(3))
Averaged Pixel Intensity Error
The average pixel intensity error measurements shows a similar trend as the PSNR:
as the number of realisations increase the average pixel intensity error reduces. After
5 − 10 realisations, the improvement in image quality begins to plateau. The vector
image (night-cityscape) produces the best images, with the lowest errors across all
registration error (σerr) values. For σerr < 0.2px, the SR technique provides the best
quality images but, as the number of realisations increases, the TA technique is able
to produce similar quality results. When σerr ≥ 0.2px, the TA technique begins to
produce equal if not better results with respect to this IQM. As the σerr, increases the
TA technique provides better image quality and shows to be more robust to registration
errors, compared to the SR technique and when compared to the perfect registration
case. This behaviour is particularly prevalent for results where σerr > 0.4px. This can
be seen, visually by looking at Figure D.2 in D.
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Figure 7.16: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the Croatia image (Appendix B, Figure(16))
122
SSIM
The structural similarity index (SSIM) results follow the same trends as the PSNR and
averaged pixel intensity error IQMs. The quality of the images improve as the realisa-
tions increase. Little improvement in image quality is achieved after 5−10 realisations.
The vector image (night-cityscape) provides the best image quality recovery. The TA
method provides better image quality for σerr ≥ 0.2px after just 5 realisations. It also
shows the TA technique is more robust to registration errors because there is a neg-
ligible difference (≈ 1%) between the results at all σerr values compared with perfect
registration results. In this situation, the SR technique struggles to perform as well.
The CAD generated vector image is once again the weakest of the results. Comparing
the TA technique with registration errors to the perfect registration case, illustrates
that the TA technique is robust to registration errors, but has difficulty performing the
single frame separation due to the large contrast difference of the centre pixel with its
surrounding pixels.
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Figure 7.17: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the Croatia image (Appendix B, Figure(16))
MS-SSIM
The multi-scale structural similarity (MS-SSIM) index, is an extension of the SSIM IQM
as described in Section 7.3. The results obtained from the MS-SSIM index describes
the same findings and trends, as found with the SSIM index.
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Figure 7.18: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the BGO 000[nfov] image (Appendix B, Figure(3))
Figure 7.18 shows that in this case, with the vector image, BGO 000[nfov] the SR
technique outperforms the TA technique, as already described, in the SSIM section.
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Figure 7.19: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the Croatia image (Appendix B, Figure(16))
VIF
The visual information fidelity (VIF) IQM, shows the image quality improves as the
number of realisations increases. After 5 − 10 realisations, the improvement in image
quality plateaus and little improvement in quality is gained, but at the expense of
computational costs. For σerr < 0.2px, both the SR and TA techniques provide very
similar results, in terms of the quality metric. At σerr ≥ 0.2px, the SR technique begins
to suffer in comparison to the TA technique; it can be seen that as the registration
error increases the SR image quality degrades providing lower quality images. The
TA technique provides better image quality at registration errors larger than 0.2px,
but also for lower registration errors, after 5 − 10 realisations, the TA technique can
provide similar quality images. The TA technique also provides better quality images
at registration values ≥ 0.2px, very close to that of the images with perfect registration,
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i.e σerr = 0px, showing that the TA technique is more robust to changes in registration
error and in most cases able to provide images of quality similar to the SR technique.
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Figure 7.20: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the Croatia image (Appendix B, Figure(16))
SSEQ
The NR-IQA spatial-spectral entropy-based quality (SSEQ) IQM, is a training based
model. For the SSEQ index, 0 represents the worst quality and 100 represents the best.
The results for SSEQ show that there is slight fluctuation, in the image quality between
1 − 5 realisations, after which there is little to no improvement for both techniques,
at all registration error values. The SSEQ has shown to be insensitive to registration
errors, this can be seen, because the perfect registration cases are almost identical to the
measurements with registration errors, but when visually assessing the recovered images
in Appendix D, it can be seen that there are visual differences. This may be due to the
SSEQ metric being a training based method, and specific training for registration errors
were not considered. The TA technique provides similar image quality in comparison
to the SR technique at all registration error values, according to the SSEQ metric. The
perfect registration cases show that there is very little difference between the perfect
registration case and the case with registration errors. The vector images show the same
findings, but the results for the SR technique is much better in comparison to the TA
technique because of the problem with the single-frame separation. The TA technique is
able to generate images of similar quality to those with perfect registration, illustrating
its robustness and stability as a separation technique, whereas the SR technique does
suffer some loss in quality with the introduction of registration errors.
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Figure 7.21: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the Croatia image (Appendix B, Figure(16))
IQIM
The IQIM metric shows both techniques, with and without registration errors, initially
start at a high value. As the number of realisations increase, the IQIM begins to reduce
and eventually plateaus. The results show that after 5−10 realisations there is no large
improvement in the quality metric as presented by the figures in Appendix D.
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Figure 7.22: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the Croatia image (Appendix B, Figure(16))
This shows that the quality of the recovered images have stabilised and further
realisations do not substantially improve the quality of the images produced. At this
point the trade-off between image quality and computational costs must be considered,
depending on the application. In the case with perfect registration, it can be seen that
the trend is identical for both the SR and TA techniques. The TA technique shows to
be marginally better than the SR technique as can be seen by the figures in Appendix C
and in figure 7.22. This shows that more information is present in the image produced
by the TA technique compared to the SR technique. As the registration error increases,
both the SR and TA techniques begin to suffer with loss of information in comparison
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to the perfect registration cases. The figures show the SR technique tends to degrade
much quicker, as the registration error increases, whereas the TA technique is able to
recapture more information albeit less than the perfect registration case.
The self created CAD based vector image “BGO 000[nfov]” which is known struggle
with the basic image separation technique, shows that the SR technique provides the
best results throughout the simulations. The amount of information does not change
as the registration error increases with respect to the SR technique. The TA technique
shows that initially the amount of information increases, this could be due to the
poor initial single frame separation but as the realisations increase the TA technique
plateaus to is initial value. It is clear that in this case the SR technique provides far
better images, due to the poor separation of the single frame technique.
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Figure 7.23: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the Croatia image (Appendix B, Figure(16))
The IQIM shows that with perfect registration the TA and SR techniques provide
similar amounts of mutual information, in fact they are almost identical. Initially
within the first 5 − 10 realisations there is a reduction in mutual information, after
which the amount of mutual information plateaus. As the registration error increases
it can be seen the the mutual information begins to gradually reduce further; this is
more apparent with the SR technique. The trend stays the same with both SR and TA,
but the SR suffers greater mutual information loss as the registration error increases.
The mutual information shows that the TA technique is able to stay much closer to
the perfect registration results, showing the technique’s robustness to registration er-
rors. The mutual information figures show poor separation using the TA procedure
with the self-created vector image. The figures show that after many iterations (≈ 30)
it is able to reach similar amounts of mutual information present as compared to the
SR produced images. The IQIM metric and the mutual information do not correlate
highly with the HVS. In reality, it merely shows the amount of information and mutual
information present in the images produced by the differing techniques. Once the index
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stabilises, it represents the best possible separation of images available. Understanding
this limitation, a JPEG version of the index was produced as the JPEG matrix empha-
sises the frequency ranges that are most important with regards to the HVS, and will
provide better estimations tailored to the HVS.
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Figure 7.24: Comparison of the TA and SR techniques for σerr = 0.1px and
σerr = 0.4px using the Croatia image (Appendix B, Figure(16))
IQIM JPEG
The JPEG alternative method of the IQIM index shows the same trends as discussed
in the IQIM section, including the results of the self created vector image showing
the poor separation using the TA technique. The magnitude of estimated information
that can be perceived by the HVS is much less than the total estimated information
present, as shown by the IQIM index and Figure 7.25 showing the amount of redundant
information that the HVS cannot process. The same findings can be said for the mutual
information as compared to the JPEG version of mutual information.
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Figure 7.25: Comparison of the TA and SR techniques for σerr = 0.5px using the
Croatia image (Appendix B, Figure(3))
7.5.2 Summary of Results
In summary, in most cases, except for the self-created vector image, it can be seen that
after 5− 10 realisations the recovery of the image quality plateaus as we begin to reach
the optimal quality possible, after which point, the computational costs will begin to
increase and outweigh the improvement in quality. Another point to consider is the
scenario with a live feed, where the computational time will be important to be able
to generate as near real-time footage as possible.
Visually assessing the recovered images, presented in Figures D.1-D.6 in Appendix
D, not only reaffirms the results presented in Chapter 6, but also shows that with
registration errors due to frame-by-frame motion the temporal averaging technique can
produce images with quality similar to the super-resolution technique, if not better,
when dealing with large (i.e. σerr ≥ 0.2px) registration errors. From [20], with the
optimal parameters, SURF is able to reach a registration accuracy of 0.2px and when
dealing with 3D reconstruction registration, it can be greater than 1px (as illustrated
in Table 2 in [20]). Comparing the results of the temporal separation against the
super-resolution technique at registration errors above 0.2px, the temporal separation
technique has similar, if not better, reliability with respect to image quality between
5 − 10 realisations with all images, including other vector images as shown in D.4(a),
but with the exception of the self created vector image Figure D.6(a). The results also
show that certain vector images tend to be difficult to separate. The self created vector
image, showed that the co-boresighted requirement is a key factor to the performance
of initial single-frame separation. The vector image, contains a “+” in the centre
pixels, and due to the intra-pixel boundary (pixel selection) issue that the initial single-
frame separation technique suffers from, and the high frequency content of the edges
generated by the vector images, the technique suffers from poor separation, added with
the temporal separation process, which attempts to use the motion changes between
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frames, in order to improve the separation. In this particular case the errors accumulate
over the averaging process, but this is not with all vector images as can be seen by the
vector image D.4 and others which were tested.
7.6 Moving Average Temporal Separation
The temporal separation technique, and the results from the previous section have
shown the technique to be robust to registration errors, and with between 5 − 10
realisations the technique can provide images with similar, if not better, quality then
the super-resolution technique.
The temporal separation technique was designed to facilitate fixed cameras which
exhibit small variations in motion due to external factors, such as vibrations or weather.
In this section, the findings from the previous section are used to extend the separation
technique to work with non-fixed cameras. To enable this, a moving average technique
is utilised. From the previous findings, it was shown that between 5 − 10 realisations
were needed to provide images with sufficient quality without excessive computational
costs.
Knowing that the optimal number of frames to use is between 5 − 10, the moving
average technique takes the most current frame, and registers a number of the previous
frames to the current frame and generates the average of them. The advantage of this
method is that it allows the camera to exhibit motions such as pan, tilt and zoom and
using image registration allows the recovery of any information that was present in the
previous frames to produce the best available image, with minimal computational cost.
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Figure 7.26: Illustration of moving average (MA) technique for video data
Temporal separation is limited to fixed cameras, which exhibit jitter. The moving
average technique recognises that the benefit of averaging the previous frames with the
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current frame, in order to help alleviate distortion and recover structural information.
From the temporal separation we can see that significant improvement in image quality
can be recovered within 5 frames when using an averaging technique, hence a 5 frame
moving average was implemented.
Some results have been simulated using the Croatia image used previously in this
chapter and in Chapter 6. The image was used to create a zooming effect, as if to
simulate a missile system, that had ‘locked on’ to its target and was travelling towards
it, but there was no simulated “jitter”, only a smooth transition, which resulted in
the prominent macro-blocking artefacts to still be present after the averaging process
due to the intra-pixel boundary issues from the single-frame separation. The 5-frame
and 10-frame moving average technique was applied to the recovered wFoV and nFoV
images. The results of some of the selected frames are shown in Figure 7.27 and 7.28.
Figure 7.27: 5-frame moving average separation technique of recovered nFoV, using
simulated camera zooming motion without “jitter”. [Top Left] - frame 1, [Top Right]
- frame 14, [Bottom Left] - frame 34, [Bottom Right] - frame 54
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Figure 7.28: 10-frame moving average separation technique of recovered nFoV, using
simulated camera zooming motion without “jitter”. [Top Left] - frame 1, [Top Right]
- frame 14, [Bottom Left] - frame 34, [Bottom Right] - frame 54
Since the publication of [179] of the single frame separation technique, there has
been some interest in the dual field-of-view imaging system from Prof. Andy Harvey,
School of Physics and Astronomy at the University of Glasgow [246,290] and Dr. James
Babbington from Qioptiq Ltd., a commercial photonics company, interested in design-
ing the optics required for such as dual field-of-view imager. See Figure 7.29, which
presents one of the proposed optical designs to superimpose the wFoV and nFoV co-
boresighted images together. The optical design in Figure 7.29 shows two separate
lenses, one for the wFoV and another for the nFoV, but another design is currently
being developed to only have a single lens, with two optical paths for the wFoV and
nFoV imagery which will be superimposed onto a single imager.
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7.7 Chapter Summary
In summary, this chapter provided a broad case study of the Temporal averaging (TA)
initially proposed in Chapter 6. The TA techniques facilitates fixed cameras which
exhibit small desired/undesired camera motions such as vibrations, which produces
“jitter”. The broad case study was carried out on over 30 high resolution (2048px ×
2048px) images. The results showed that for most images, the TA techniques is robust
to registration errors, within 5− 10 realisations and can perform to a similar standard,
if not better, compared to the super-resolution technique. Current image registration
techniques have been shown to be accurate to σerr ≥ 0.2px, and in these cases TA has
shown to provide good, if not better, image quality within 5 − 10 realisations. The
TA technique suffers poor separation performance with vector images, which contain
high contrast objects, such as points, lines or curves near the centre pixels and its
surrounding region. In these cases the single-frame separation technique suffers from
intra-pixel boundary issues (as described in Chapter 4), which manifests itself as macro-
blocking artefacts.
The quality of the recovered images were quantitatively analysed using a range of
available image quality metrics (IQMs), which were also reviewed in this chapter. A
new blind IQM was also proposed in this chapter called “image quality information
metric” or IQIM, which determines the amount of information available in an image
using the DCT domain. The metric was shown to not correlate highly with the HVS,
so another variant was proposed which utilised the JPEG matrix, which keeps the
frequency information content that the HVS can interpret and removes the information
that cannot be processed by the HVS. However, the results were the same but showed
much less available information content for each image.
Using the information provided by the case study shows that, in most cases, after
5−10 realisations the TA technique provides sufficient image quality without excessive
computational costs being required. A moving average technique was subsequently im-
plemented taking the current frame and its previous captured frames and using image
registration to create the best image available. Some results have been illustrated in Fig-
ure 7.27 using a 5-frame moving average technique. The moving average technique will
allow the separation technique to facilitate motions that camera systems on-board an
aircraft may undergo, such as zooming, tilting, panning etc. whilst also maximising the
information content and improving the separation process through desired/undesired
camera motion, i.e. “jitter”, with the proposed dFoV imaging system.
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Chapter 8
Summary & Conclusions
8.1 Summary
This thesis focused on a novel dual field-of-view (dFoV ) imaging sensor/seeker for appli-
cation to missile systems and unmanned aerial vehicles (UAVs). The proposed imaging
sensor, simultaneously captures both the narrow field-of-view (nFoV ) and the wide
field-of-view (wFoV ) imagery, of the same scene, co-boresighted and superimposed, on
to a single superimposed image frame. A geometric separation technique was proposed
to recover the mixed images, into its constituent wFoV and nFoV imagery, using only
the geometric relationship between the two fields-of-views. The quality of the recovered
images was assessed using current image quality analysis techniques. Additionally, the
work carried out on image quality analysis, led to the development of a new image
quality metric. The proposed metric’s performance was analysed against current image
quality metrics. The geometric separation technique was also extended to work with
video data, for fixed cameras that exhibit “jitter” and later to operate with moving
cameras.
The advantages of a dFoV imaging system allows to transmit a single mixed image
to the remote operator, once received the constituent wFoV and nFoV imagery can be
recovered. This can provide the remote operator, to provide surveillance capability and
target detection using the wFoV imagery, and at the same time; identify and track po-
tential targets using the nFoV imagery. An additional advantage of the superimposed
imagery, is the ability to transmit two video streams at a fraction of the bandwidth
required to transmit two individual video feeds (refer to Appendix A).
Chapter 2 outlines the theory required to develop a 6 degrees of freedom simulation
of a missile airframe. The missile model was created to generate realistic trajectories
in order to understand the motions its onboard imaging system/seeker would undergo,
in a safe digital environment. The performance and stability of the model was also
analysed.
Chapter 3 extends the previous chapter to evaluate the current-state-of-the-art seek-
ers and guidance systems. The implementation of the laser beam rider (LBR) system
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was chosen, for application with the dFoV imaging system, as it is a reliable and highly
resistant to counter-measures, guidance system. The laser beam riding system contin-
ues to grow in popularity, for current and future military systems as shown by the
FASGW(L) projects, funded in partnership with the UK MoD.
Chapter 4 introduces the single-frame geometric separation technique. The co-
boresighted, superimposed imagery and the geometric relation between the two field-
of-views are used to recover the wFoV and nFoV images produced by the dFoV imaging
system. The separation technique has been evaluated against the benchmark Lena test
image and shows good recovery, but macro-blocking artefacts were found to be present
due to intra-pixel boundary problems.
Chapter 5 reviews the range of image registration techniques currently available
from area-based to feature-based methods. The review was carried out in order to select
the best solution for application to the dFoV imaging system, and to handle video data
onboard a missile system, which will transmit the imagery to the remote operator. The
speeded-up robust features (SURF) detector and descriptor was used in conjunction
with the random sample consensus (RANSAC) algorithm to match and estimate the
geometric transform between sequential frames. The SURF technique has been shown
to provide robust feature selection and detection and provides good computational
speed and efficiency, compared to other feature-based methods. For real-time or near-
time situations, computational speed is important, SURF provides accuracy similar to
SIFT with reduced computational time. Image registration was implemented and a
brief analysis of the potential bandwidth savings was reviewed which shows at least
40% reduction, in our test, with the best case showing 60% bandwidth savings over
streaming two individual video streams (in Appendix A).
Chapter 6 presents the multi-frame temporal-averaging geometric separation tech-
nique. The temporal averaging technique extends the single-frame geometric separation
technique to function over fixed cameras, that suffer from motion due to external in-
fluences e.g. weather. The temporal averaging technique’s separation performance and
image quality was analysed using the popular structural similarity (SSIM) index. The
performance of the temporal averaging technique has been compared against the super-
resolution technique as a benchmark to assess the image quality. The results show that
the temporal averaging technique produces images of similar quality to the benchmark
super-resolution technique, but offers better robustness and separation performance,
when exposed to registration errors, where the temporal averaging technique begins to
outperform the super-resolution technique around 0.1px to 0.2px registration error.
Chapter 7 follows from the previous chapter. The analysis of the temporal averaging
technique is broadened to assess the image quality of the method against a collection
of over 30 high resolution (2048px× 2048px) images and the sensitivity to registration
errors has also been assessed. The super-resolution technique was used once again
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as a benchmark. The introduction of a new image quality metric (IQM), the image
quality information metric (IQIM), was presented and analysed along with several
other IQMs, which were reviewed earlier in the chapter. Overall, the results show
that for perfect registration the super-resolution technique outperforms the temporal
averaging method within the first 1 − 5 frames, after which the temporal averaging
method produces images of similar quality, and in some cases better quality, as the
number of frames increase. As the registration error increases, most noticeably, beyond
0.2px error, we can see that the temporal averaging technique begins to produce better
quality images after 5−10 frames and shows far better robustness to registration errors
compared to the super-resolution technique. Previous studies have shown that at best,
the SURF method can be accurate to 0.2px error [20]. All of the chosen image quality
assessment techniques support these findings. The results also show that the temporal
averaging technique is considerably more robust to registration errors compared to the
super-resolution technique. This is because the super-resolution technique extracts new
information from small changes in the frames, but as the registration error increases,
this become increasing difficult. Following on from this, the temporal averaging method
was extended to work for moving cameras. The earlier findings show that using SURF
which has an accuracy up to 0.2px, and that roughly 5 − 10 frames are needed to
produce images of similar quality, in comparison to the benchmark super-resolution
technique, the moving average separation technique is developed to accommodate for
moving cameras (i.e. panning, tilting, zooming etc.).
This thesis has focused on a novel dual field-of-view imaging system which could
lead to simultaneous, wFoV, surveillance and detection and nFoV, target identification
and tracking applications. The thesis has demonstrated that it is possible to separate a
superimposed image, knowing no information of the scene. It has been demonstrated,
that using only the geometric relationship between the field-of-views, of the superim-
posed image, the respective nFoV and wFoV images can be recovered and used for
operational purposes. The quality of the recovered images were analysed, and a new
image quality metric was introduced, and its performance was analysed against current
image quality metrics. It has been briefly demonstrated that there are also potential
bandwidth savings, of between 40− 60% (see Appendix A) but this was not the main
scope of the thesis and only a small study conducted. It has been shown that the
initial single frame separation technique can be extended to function with multi-frame
(video) situations with fixed cameras and also moving cameras. Some of the work in
this thesis, has also been published in the 2014 and 2016 IEEE Information Fusion
(FUSION) International conferences [179,180].
The thesis also demonstrates that a dFoV imaging system can been designed. A
detailed engineering drawing of the proposed dFoV imager has been created by Prof.
Andrew Harvey of The University of Glasgow, in conjunction with Dr. James Babington
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of Qioptiq Ltd. (see Figure 7.29). The design proposes a dual lens configuration, but
preliminary designs for a single lens configuration are being actively developed.
8.2 Limitations
A limitation to the overall imaging system is the requirement of nFoV and wFoV optical
paths to be co-boresighted when the superimposed image is created. The single-frame
geometric separation technique is dependent on this assumption, as the location of the
corresponding pixels and intensity values (intra-pixel boundary issue) are needed for
successful separation. Moreover, it has been shown that a co-boresighted lens system
can be developed, and the geometric relationship between the field-of-views can be
determined and calibrated during the manufacturing stage. The single-frame geometric
separation technique has been shown to encounter difficulty with images containing high
frequency content (i.e. sharp edges, lines etc.) because of the pixel selection issue, and
high contrast changes. However, this is most prevalent with vector images, especially
when the vector image contains very high frequency information at the centre of the
image, as discussed in Chapter 6 and 7. Vector images of landscapes and buildings
have been successfully separated, as shown in Chapter 6. The real-world operational
use of the dFoV imaging system will mean that it would be unlikely to encounter such
a situation, as most situations will deal with natural scenes.
Another limitation was the use of simulated imagery and video data. As the hard-
ware capability has not yet been developed, although plans to design a lens system
have begun. This has limited the results to imagery captured from single optic, cam-
era systems and the superimposed imagery was simulated, by taking a high resolution
wFoV, from different acquisition methods i.e. DSLR, point-and-shoot camera, online
etc. and creating a simulated nFoV image.
8.3 Recommendations For Future Work
The development of the dFoV imaging system in conjunction with Prof. Andy Har-
vey of University of Glasgow and Dr. James Babbington of Qioptiq Ltd., would allow
future testing of the separation technique’s performance with real imagery. The de-
signed imaging system would require the separation technique proposed in this thesis,
to recover the constituent wFoV and nFoV images. The integration of the software
(separation technique) and hardware (imaging system) would advance the research, and
enable us to work in collaboration, towards a complete imaging system for real-world
testing and implementation.
The single-frame separation technique has been known to create macro-blocking
artefacts, mainly due to high frequency content (i.e. lines and edges), especially when
there is a high contrast change because of the intra-pixel boundary and selection of the
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wrong pixel intensity value. Research into the minimisation or removal of this issue,
could lead to improved image separation. Suggestions to modify the approach would
be to use a bottom-up approach, instead of working from the outer pixel towards the
centre pixel to form the initial closed set of equations, by working in the reverse (from
the centre pixel to the outer pixel) this could reduce the intra-pixel boundary issue, as
the centre pixel will always be the same and hence reduce macro-blocking artefacts.
Another recommendation would be to consider using a form of computational imag-
ing/machine learning technique, to reduce the intra-pixel boundary issue. By knowing
the relationship between the two field-of-view, and the resolution of the superimposed
image captured, the pixel mappings required to calculate the pixel intensity values for
the nFoV and wFoV can be pre-determined, which would reduce the time needed to
generate the closed set of equations, required to solve for the pixel intensity values at
each individual pixel and reduce the pixel boundary issues.
The performance of the image separation technique must also be taken into con-
sideration. For applications onboard aircraft, in particular missile systems and UAVs,
where time sensitivity plays an important role in the decision making process, real-
time, or as close as real-time solutions are necessary. The separation algorithms were
coded using MATLAB c© which is considered a proprietary software language, suited
for development and debugging but for operational use, it would be beneficial to con-
vert the code using a lower-level language such as C, which provides better access to
computational resources and much improved performance.
Another performance consideration would be to use the computational power of the
graphics processing unit (GPU), which can be used for high volume, light computa-
tional calculations, due to its access to a large number of GPU threads. This would
considerably improve the image separation performance. Another method would be to
develop an FPGA based design which would be better suited to low power missiles or
micro-UAVs.
The continuation of the future work described, could lead to a complete dFoV
imaging system; hardware and software seamlessly integrated into a fully functioning
system, which could have the potential for real-life testing and installation on-board an
aircraft, such as a missile system or UAV.
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Appendix A
Bandwidth Saving Case Study
A.1 Introduction
The proposed imaging system/seeker has the ability to superimpose both the wFoV
and nFoV images of the same scene and transmit the single superimposed image frame
to the remote terminal operator. As the two frames (wFoV & nFoV) are superimposed
before transmission there is an inherent saving of transmission bandwidth usage. In this
section, the bandwidth saving will be analysed to determine the reduction in bandwidth
consumption.
For this study, several outdoor videos were captured using a Nikon Coolpix L27 16.1
megapixel digital camera with a CCD imaging sensor [198]. The video selected for this
study, was taken in a park, with the camera panning across at an unknown and variable
speed. Initially, the video was captured by two Nikon Coolpix L27 cameras using a
dual camera mount. One camera records the wFoV and the second camera the nFoV.
Unfortunately it was found to be extremely difficult to calibrate both cameras to be
co-boresighted. Therefore, in order to meet the conditions required for the geometric
separation technique to function correctly, the wFoV video was taken and the central
portion of the video was extracted and scaled to create an augmented nFoV video.
This limits the high frequency content available from the nFoV video data, but for this
study the high frequency information is not essential to this study.
Digital images are numerical representations of a two or three dimensional im-
age/video. There are two main forms of digital images: raster and vector images.
Raster images are images of fixed resolution i.e. a set number of pixels. The digi-
tal raster image is represented as an array with a fixed number of rows and columns.
Each value in the array corresponds to a pixel where the value is representative of
the brightness of the pixel of a given colour. Vector images contain graphics which
use mathematical expressions that describe objects such as points, lines, curves and
polygons, in order to generate an image. Vector images do not have a definite num-
ber of pixels as the objects are mathematical descriptions and can be geometrically
transformed to any scale, rotation, translation etc.
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Bandwidth is a measure of the width of a range of frequencies. It is the difference
between the upper and lower frequencies occupied by a continuous set of frequencies.
Bandwidth is a key determinant of the channel capacity. For example, assuming equiv-
alent noise levels a 1kHz band can carry the same amount of data regardless of its
operational frequency, therefore other methods are required to improve the channel
capacity. One such method for reducing the bandwidth required is to use image com-
pression techniques. Image compression addresses the problem of reducing the amount
of data required to represent a digital image [104].
Superimposing the wFoV with the nFoV can be considered a form of image com-
pression. The high spatial details found in the nFoV imagery have been embedded
into the wFoV data. The information is then transmitted to its intended recipient i.e.
remote terminal operator. In this section a simple superimposed video will be created
using the standard MPEG-4 (Moving Picture Experts Group) format. This format has
been chosen as it is the most commonly used format to store digital video and audio
data and is an open international standard multimedia framework [94,133].
The aim of this study is to quantitatively analyse the reduction in bandwidth re-
quired to transmit two separate wFoV and nFoV image data streams as opposed to a
single stream of the superimposed image data. Two nFoV image data sets were tested.
Firstly, the nFoV video data captured from a compact digital camera (Nikon Coolpix
L27). Secondly an augmented version of the nFoV data was tested. The augmented
video data is acquired from the captured wFoV video data. The augmented nFoV is
used to show that the high frequency spatial details are still present in the superim-
posed video, in comparison to the augmented superimposed video, and to show the
difference in bandwidth savings between both. The videos are originally in the AVI
format using Motion JPEG video encoding. Firstly, the augmented nFoV stream was
created using the best quality available and keeping the encoding the same, to remove
any further compression. Then similarly, the superimposed video streams were created.
The bandwidth savings were calculated using the total sum of the wFoV and nFoV at
different stages (frames) in the video.
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Figure A.1: Illustration of the bandwidth savings (%) with variation to the number of
image frames (video)
The superimposed video generated from the captured wFoV and nFoV videos shows
the potential bandwidth savings available for use with the novel imaging system. The
augmented video shows higher bandwidth reductions but this is most likely due to the
lower spatial details present in the augmented superimposed video, as compared to the
captured nFoV video. The results show that utilising the geometric separation method
to transport both the wFoV and nFoV streams, in the superimposed manner, can
provide at minimum, a 40% reduction in bandwidth.
A.2 MPEG Compression
The previous section on bandwidth savings, led to the research of how well the MPEG-4
standard is able to compress the video streams to further reduce the stream size, whilst
minimising the loss in visual detail. The test in the previous section was re-conducted
with different levels of compression. The file sizes of the data streams were once again
obtained at different stages of the video production but additionally the structural
similarity (SSIM) index [276] was used to assess the image quality. This was due to its
accuracy, robustness, availability and also due to its wide use as an industry standard
image quality metric (IQM). Figures A.2 and A.3 compares the file sizes and the image
quality at different levels of compression.
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Figure A.3: Illustration of variation of video file size (KB) of superimposed imagery
as the MPEG compression quality varies.
The results in Figure A.2 indicate that below 60% compression quality the image
quality significantly reduces. Figure A.3 shows a similar trend. The key finding from
the figures show that at 60% quality, there is a noticeable saving in the filesize, which
can translate to a reduction in the stream size but, as shown in Figure A.2, there is
only a small reduction in quality (a reduction of less than 1%).
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Appendix B
Image Database
(1) Self-created vector image ‘BGO[nfov].jpg’
(2) Self-created vector image
‘BGO[wfov].jpg’
(3) Vector image ‘BGO 000[nfov].jpg’ (4) Vector image ‘BGO 000[wfov].jpg’
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(5) Vector image ‘BGO 00[nfov].jpg’ (6) Vector image ‘BGO 00[wfov].jpg’
(7) Vector image ‘BGO 2[nfov].jpg’ (8) Vector image ‘BGO 2[wfov].jpg’
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(9) Vector image ‘BGO 3[nfov].jpg’ (10) Vector image ‘BGO 3[wfov].jpg’
(11) Vector image ‘BGO 5[nfov].jpg’ (12) Vector image ‘BGO 5[wfov].jpg’
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(13) Online, taken using Olympus DSLR
‘Brisbane.tiff’
(14) Online, vector image, uncompressed,
‘Cartoon Landscapes Vector Background.tif’
(15) Online, vector image, uncompressed,
‘Chicago.tiff’
(16) Self-captured using Casio DSLR,
uncompressed, ‘Croatia.tiff’
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(17) Self-captured using Nikon Coolpix L27
point-and-shoot camera ‘DSCN0008.jpg’
(18) Self-captured using Nikon Coolpix L27
camera ‘DSCN0022.jpg’
(19) Self-captured using Nikon Coolpix L27
camera ‘DSCN0026.jpg’
(20) Self-captured using Nikon Coolpix L27
camera ‘DSCN0039.jpg’
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(21) Self-captured using Nikon Coolpix L27
camera ‘DSCN0126.jpg’
(22) Self-captured using Nikon Coolpix L27
camera ‘DSCN0144.jpg’
(23) Self-captured using Nikon Coolpix L27
camera ‘DSCN0177.jpg’
(24) Self-captured using Nikon Coolpix L27
camera ‘DSCN0211.jpg’
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(25) Self-captured using Nikon Coolpix L27
camera ‘DSCN0237.jpg’
(26) Self-captured using Casio DSLR,
uncompressed, ‘Edinburgh1.tiff’
(27) Online, vector image, compressed,
‘Landscapes-bf1-[Converted-
noninterlaced].png’
(28) Online, vector image, compressed,
‘Night-cityscape.png’
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(29) Self-captured using Casio DSLR,
compressed, ‘Queenstown1.jpg’
(30) Self-captured using Casio DSLR,
compressed, ‘Queenstown2.jpg’
(31) Online, vector image, compressed,
‘Starlight-glow-Background-[Converted].png’
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Appendix C
Temporal Averaging Separation
Figures
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Figure C.1: Mean-squared error (MSE) against varying realisations, as the image
registration error increases from 0px to 1px (Figure C.1(a) - C.1(k))
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Figure C.2: Peak signal-to-noise ratio (PSNR) against varying realisations, as the
image registration error increases from 0px to 1px (Figure C.2(a) - C.2(k))
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Figure C.3: Averaged pixel intensity error against varying realisations, as the image
registration error increases from 0px to 1px (Figure C.3(a) - C.3(k))
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Figure C.4: Structural similarity (SSIM) index against varying realisations, as the
image registration error increases from 0px to 1px (Figure C.4(a) - C.4(k))
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Figure C.5: Multi-scale structural similarity (MS-SSIM) index against varying
realisations, as the image registration error increases from 0px to 1px (Figure C.5(a) -
C.5(k))
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Figure C.6: Visual information fidelity (VIF) index against varying realisations, as
the image registration error increases from 0px to 1px (Figure C.6(a) - C.6(k))
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Figure C.7: Spatial-spectral entropy-based quality (SSEQ) index against varying
realisations, as the image registration error increases from 0px to 1px (Figure C.7(a) -
C.7(k))
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Figure C.8: Information quality information metric (IQIM) against varying
realisations, as the image registration error increases from 0px to 1px (Figure C.8(a) -
C.8(k))
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Figure C.9: Information quality information metric (mutual) (IQIMM) against
varying realisations, as the image registration error increases from 0px to 1px (Figure
C.9(a) - C.9(k))
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Figure C.10: Information quality information metric JPEG (IQIM JPEG) against
varying realisations, as the image registration error increases from 0px to 1px (Figure
C.10(a) - C.10(k))
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Figure C.11: Information quality information metric (mutual) JPEG (IQIMM JPEG)
against varying realisations, as the image registration error increases from 0px to 1px
(Figure C.11(a) - C.11(k))
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Figure C.12: Figures C.12(a) - C.12(k) showing the different image quality metrics
used with error bars for the Croatia image. Each sub-figure contains the data for the
perfect registration case, and the case with a registration error of 0.5px, for the TA
and SR techniques
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Figure C.13: Mean-squared error (MSE) against varying realisations, as the image
registration error increases from 0px to 1px (Figure C.13(a) - C.13(k))
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Figure C.14: Peak signal-to-noise ratio (PSNR) against varying realisations, as the
image registration error increases from 0px to 1px (Figure C.14(a) - C.14(k))
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Figure C.15: Averaged pixel intensity error against varying realisations, as the image
registration error increases from 0px to 1px (Figure C.15(a) - C.15(k))
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Figure C.16: Structural similarity (SSIM) index against varying realisations, as the
image registration error increases from 0px to 1px (Figure C.16(a) - C.16(k))
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Figure C.17: Multi-scale structural similarity (MS-SSIM) index against varying
realisations, as the image registration error increases from 0px to 1px (Figure C.17(a)
- C.17(k))
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Figure C.18: Visual information fidelity (VIF) index against varying realisations, as
the image registration error increases from 0px to 1px (Figure C.18(a) - C.18(k))
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Figure C.19: Spatial-spectral entropy-based quality (SSEQ) index against varying
realisations, as the image registration error increases from 0px to 1px (Figure C.19(a)
- C.19(k))
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Figure C.20: Information quality information metric (IQIM) against varying
realisations, as the image registration error increases from 0px to 1px (Figure C.20(a)
- C.20(k))
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Figure C.21: Information quality information metric (mutual) (IQIMM) against
varying realisations, as the image registration error increases from 0px to 1px (Figure
C.21(a) - C.21(k))
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Figure C.22: Information quality information metric JPEG (IQIM JPEG) against
varying realisations, as the image registration error increases from 0px to 1px (Figure
C.22(a) - C.22(k))
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Figure C.23: Information quality information metric (mutual) JPEG (IQIMM JPEG)
against varying realisations, as the image registration error increases from 0px to 1px
(Figure C.23(a) - C.23(k))
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Figure C.24: Figures C.24(a) - C.24(k) showing the different image quality metrics
used with error bars for the BGO 000[nfov] image. Each sub-figure contains the data
for the perfect registration case, and the case with a registration error of 0.5px, for
the TA and SR techniques
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Appendix D
Separated Images
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(a) Original NFoV Chicago image
(b) Recovered NFoV Chicago image using
TA with perfect registration
(c) NFoV Chicago image using SR with
perfect registration
(d) Recovered NFoV Chicago image using
TA with registration errors
(e) NFoV Chicago image using SR with
registration errors
Figure D.1: Visual comparison of temporal averaging technique and super-resolution
technique
202
(a) Original NFoV Croatia image
(b) Recovered NFoV Croatia image using
TA with perfect registration
(c) NFoV Croatia image using SR with
perfect registration
(d) Recovered NFoV Croatia image using
TA with registration errors
(e) NFoV Croatia image using SR with
registration errors
Figure D.2: Visual comparison of temporal averaging technique and super-resolution
technique
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(a) Original NFoV Edinburgh1 image
(b) Recovered NFoV Edinburgh1 image
using TA with perfect registration
(c) NFoV Edinburgh1 image using SR with
perfect registration
(d) Recovered NFoV Edinburgh1 image
using TA with registration errors
(e) NFoV Edinburgh1 image using SR with
registration errors
Figure D.3: Visual comparison of temporal averaging technique and super-resolution
technique
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(a) Original NFoV Night-cityscape image
(b) Recovered NFoV Night-cityscape image
using TA with perfect registration
(c) NFoV Night-cityscape image using SR
with perfect registration
(d) Recovered NFoV Night-cityscape image
using TA with registration errors
(e) NFoV Night-cityscape image using SR
with registration errors
Figure D.4: Visual comparison of temporal averaging technique and super-resolution
technique
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(a) Original NFoV DSCN0026 image
(b) Recovered NFoV DSCN0026 image
using TA with perfect registration
(c) NFoV DSCN0026 image using SR with
perfect registration
(d) Recovered NFoV DSCN0026 image
using TA with registration errors
(e) NFoV DSCN0026 image using SR with
registration errors
Figure D.5: Visual comparison of temporal averaging technique and super-resolution
technique
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(a) Original NFoV BGO 000[nfov] image
(b) Recovered NFoV BGO 000[nfov] image
using TA with perfect registration
(c) NFoV BGO 000[nfov] image using SR
with perfect registration
(d) Recovered NFoV BGO 000[nfov] image
using TA with registration errors
(e) NFoV BGO 000[nfov] image using SR
with registration errors
Figure D.6: Visual comparison of temporal averaging technique and super-resolution
technique
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