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Capitolo 1
Introduzione
Negli ultimi anni, i grandi progressi effettuati nel campo della computer
vision hanno permesso di realizzare algoritmi in grado di ricostruire rap-
presentazioni tridimensionali approssimate a partire da semplici sequenze di
fotografie digitali. Grazie allo straordinario sviluppo delle macchine fotogra-
fiche digitali avvenuto in questi anni, e` possibile realizzare un gran numero
di foto ad alta qualita` in poco tempo e permette a chiunque di costruire rap-
presentazioni approssimate di scene 3D. D’altra parte nonostante l’utilizzo
di algoritmi altamente sofisticati i modelli tridimensionali cos`ı ricostruiti da
semplici fotografie sono spesso approssimativi, incompleti, rumorosi e aﬄitti
da vari problemi e per questo motivo spesso risulta difficile utilizzarli diret-
tamente nel normale contesto della grafica tridimensionale. Succede frequen-
temente che il modello non possa essere ricostruito con qualita` homogenea,
come per esempio puo` accadere nel caso di un edificio, quando non si dispone
dei mezzi per fotografarlo da diverse angolazioni anche dall’alto.
Comunque anche se non direttamente utilizzabili questi dati tridimensio-
nali possono diventare utili se integrati con le immagini stesse che li hanno
generati. il dettaglio visivo contenuto nelle immagini cos`ı realizzate e` sempre
molto migliore dei dati tridimensionali da esse ricostruiti.
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1.1 Obiettivi della tesi
L’obiettivo della tesi e` quello di riuscire a sfruttare gli aspetti migliori di en-
trambi gli approcci, utilizzando la ricostruzione 3D approssimata, ottenuta da
una sequenza di foto, come un indice visivo per permettere la visualizzazione
contestuale di un gran numero di immagini fotografiche ad alta risoluzione.
A questo scopo si e` realizzato un sistema che tramite un’interfaccia utente
graficamente accattivante e facilmente usabile permette di navigare un mo-
dello 3D e poter vedere selettivamente proiettate su di esso tutte le fotografie
realizzate.
L’applicativo e´ progettato in modo da poter accedere ai dati della scena
3D ed alle immagini sia da disco rigido in locale che da server remoti, in
maniera trasparente all’utente.
Il programma e` stato sviluppato in C++ usando esclusivamente libre-
rie open source. Alcune delle librerie utilizzate sono la VCGlib del Visual
Computing Lab di Pisa, Qt della Trolltech e la PGFlib della ETH di Zurigo.
Da sottolineare inoltre che per calcolare una ricostruzione 3D in manie-
ra totalmente automatica partendo da un set di fotografie il programma si
appoggia ai servizi e al sistema Arc3D sviluppato nel progetto Epoch labo-
ratorio ESAT-PSI della Katholieke Universiteit di Leuven(Belgio), ma altri
sistemi potrebbero essere ugualmente usati.
1.1.1 PhotoCloud
Con la realizzazione di PhotoCloud, il programma sviluppato per questa tesi,
si tenta di sviluppare un applicativo semplice che sia semplice e intuitivo
nell’uso da parte di un utente casuale, ma anche estendibile e scalabile per
sviluppi futuri. Assumendo che abbiamo a disposizione una sequenza di
fotografie ed i dati 3D approssimati ricostruiti a partire da tali foto utiliz-
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zando il sistema Arc3D, gli obiettivi principali che si cerca di raggiungere
con PhotoCloud sono:
• La visualizzazione della scena 3D deve anche poter comprendere (selet-
tivamente) tutte le fotografie a disposizione, in modo che l’utente possa
navigare da una foto all’altra nell’ambiente tridimensionale.
• Il programma deve mettere a disposizione dell’utente tutti i mecca-
nismi necessari per poter velocemente individuare e visualizzare una
fotografia cercata.
• le fotografie scelte dall’utente devono essere visualizzate proiettate sul
modello 3D. In questo modo le lacune ed imprecisioni del modello 3D
sono localmente coperte e corrette dalla fotografia ad alta risoluzione
• L’utilizzo del programma e la navigazione di una scena devono essere
semplici, intuitive ed efficienti anche per scene composte da centinaia
di foto.
• Il caricamento dei dati deve avvenire in modo progressivo e fluido senza
anteporre lunghi tempi di attesa.
• L’utente deve poter visualizzare scene mantenute su server remoti.
Da un punto di vista di un utente creatore di contenuti invece e` fondamentale
mettere a disposizione una serie di strumenti che permettano la creazione
di queste scene a partire dai dati grezzi ottenuti dal sistema Arc3D e in
particolare vogliamo che:
• L’utente possa comporre le scene tridimensionali da un insieme di scene
piu` piccole con differenti livelli di dettaglio. Un esempio puo` essere
una ricostruzione di una casa fotografata da lontano da tutti i lati e
una ricostruzione della stessa casa, pero` in questo caso fotografata solo
frontalmente, ma in modo piu` dettagliato.
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• Le scene navigabili generate da un utente devono poter essere rese
accessibili in rete tramite un server HTTP standard. Altri utenti de-
vono avere la possibilita` di accedere a queste scene con l’utilzzo di
PhotoCloud.
Nel corso dei prossimi capitoli vedremo come sono stati affrontati e raggiunti
questi obiettivi.
1.2 Organizzazione della tesi
La tesi e` suddivisa in cinque capitoli. Dopo questo capitolo introduttivo se-
gue la descrizione dello stato dell’arte. Nel capitolo vengono descritte alcune
tecnologie attualmente utilizzate per visualizzare ambienti tridimensionali.
In particolare si discute di meccanismi per generare ambienti tridimensiona-
li partendo da un insieme di fotografie come base di dati. Oltre a questo
vengono introdotte le basi teoriche per la generazione di immagini wavelet,
fornendo anche gli argomenti che hanno portato al loro utilizzo per ottene-
re un meccanismo efficiente di compressione e trasmissione progressiva delle
immagini visualizzate.
Nel terzo capitolo viene descritto il sistema realizzato, presentando le
scelte architetturali ed implementative del programma. Partendo da una
panoramica su alcune decisioni tecniche e sulla scelta delle librerie software
si passa ad esaminare i singoli componenti del programma. In tale capitolo
vengono anche mostrate e descritte alcune scelte implementative.
Nel quarto capitolo vengono elencati i risultati ottenuti sviluppando il
programma. In particolare vengono mostrati alcuni esempi di scene visualiz-
zate con PhotoCloud, fornendo immagini d’esempio e dettagli sull’utilizzo di
memoria e sulle prestazioni ottenute.
L’ultimo capitolo fornisce un breve riassunto dei temi trattati. Vengono
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rielencati i risultati ottenuti, ma anche i problemi apparsi durante la proget-
tazione e la realizzazione del programma. Infine viene fornita una panoramica
sui futuri sviluppi di PhotoCloud.
Capitolo 2
Stato dell’arte
Il programma PhotoCloud che verra` descritto in questa tesi si basa su alcune
tecnologie molto studiate nel corso degli anni. PhotoCloud utilizza tecniche
di visualizzazione 3D per rappresentare le sue scene e dispone di un sistema
per caricare dati in modo asincrono sia da disco che da rete. Presenta inoltre
algoritmi semplici ma innovativi per visualizzare immagini in un ambiente
tridimensionale appoggiandosi su librerie open source.
Nella prima parte di questo capitolo verra` presentato un sistema per alcu-
ni aspetti simile a PhotoCloud e saranno introdotte alcune tecnologie utiliz-
zate da PhotoCloud per visualizzare le scene 3D e le fotografie. Si parlera` di
Arc 3D, un sistema ”web based” per la ricostruzione di dati tridimensionali a
partire da un set di fotografie, origine dei dati utilizzati in PhotoCloud. Ver-
ranno descritti brevemente pregi e difetti di immagini wavelet introducendo
infine il formato di immagini wavelet PGF. Per concludere verranno breve-
mente confrontati i due standard piu` importanti per il rendering di grafica
tridimensionale.
2.1 Photo Tourism
Uno dei lavori piu` importanti svolto negli ultimi anni in questo specifico am-
bito e` il progetto Photo Tourism [SSS06], dal quale sono stati presi moltissimi
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spunti sia dal punto di vista tecnologico che dal punto di vista implemen-
tativo. Photo Tourism viene descritto come un sistema per rappresenta-
re ed esplorare un grande numero di immagini non strutturate utilizzando
un’interfaccia 3D.
Il programma utilizza tecnologie di rendering image based [Pau96], il che
gli permette di visualizzare le immagini e la scena usando un numero basso
di dati 3D. Con rendering image based si intendono meccanismi che sfruttano
immagini per arricchire dal punto di vista visivo una scena. Un esempio e` l’u-
tilizzo di immagini proiettate su una mesh con pochi triangoli, per migliorare
l’effetto 3D ed il livello di dettaglio.
L’obiettivo che gli sviluppatori di Photo Tourism si sono posti di rag-
giungere e` quello di riuscire a generare scene 3D navigabili tramite foto prese
da internet. Cio` implica che le foto possono variare fortemente in qualita`,
risoluzione e condizioni di illuminazione. Quindi il sistema necessita di un
meccanismo robusto e flessibile per calcolare le posizioni delle camere du-
rante la ripresa delle foto e la rappresentazione 3D dei modelli o delle scene
fotografate.
Gli obiettivi posti non permettono a Photo Tourism di appoggiarsi a da-
ti di posizionamento come GPS e cio` significa che i punti 3D e le posizioni
delle fotocamere devono essere ricavabili analizzando esclusivamente le foto
scattate. Per questo motivo Photo Tourism analizza le foto e cerca di identi-
ficare punti comuni fra piu` immagini. Se un certo numero di punti si trova su
almeno tre immagini diverse, questi possono essere usati sia per calcolare la
posizione delle fotocamere che per determinare la profondita` dei pixel delle
immagini nello spazio.
Il fatto innovativo di Photo Tourism pero` non e` tanto il modo in cui ot-
tiene e genera i dati 3D ma come riesce a trasmettere un senso di immersione
quando l’utente si muove nella scena, senza l’ausilio di scene 3D particolar-
mente complesse. A tal fine utilizza alcune tecniche innovative di rendering
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image based per generare effetti di morphing e di transizioni fluide quando
l’utente si muove da un’immagine all’altra. Al momento Photo Tourism pero`
ha anche il forte difetto di limitare il movimento all’interno della scena su
alcuni cammini prefissati.
Al momento esistono due implementazioni di Photo Tourism. La versione
originale e` realizzata come applet in Java, mentre l’altra piu` avanzata e` stata
realizzata con Silverlight e si chiama PhotoSynth.
Figura 2.1: Una scena di PhotoSynth
2.1.1 Annotazioni di immagini
Photo Tourism permette all’utente di agganciare informazioni e commenti
alle immagini. Per poter aggiungere il testo all’immagine l’utente puo` sele-
zionare una parte rettangolare dell’immagine nella quale poi puo` inserire il
testo desiderato. I testi agganciati alle immagini vengono salvati assieme ai
dati sulla scena e sulle immagini. Quando l’utente si avvicina ad una im-
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magine contenente delle annotazioni, queste vengono visualizzate in modo
semi-trasparente sopra l’immagine. Quando un’informazione viene aggiunta
ad una certa immagine il sistema cerca altre immagini che mostrano a loro
volta la parte commentata e trasferisce queste informazioni su tutte le im-
magini interessate. Questo permette all’utente di commentare liberamente
tutte le immagini relative ad una certa zona.
2.1.2 Arricchimento delle scene
Una scena di Photo Tourism puo` essere arricchita dall’utente aggiungendo al-
tre immagini. Quando l’utente aggiunge delle immagini il programma cambia
visuale e mostra la scena dall’alto. In questo modo l’utente puo` posizionare
l’immagine piu` o meno nella posizione in cui e` stata scattata. Questo aiuta
Photo Tourism di calcolare piu` facilmente la posizione della nuova camera
nella scena 3D.
Figura 2.2: PhotoSynth permette di visualizzare tutte le immagini della scena
ordinate per importanza, rispetto all’attuale posizione della camera
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2.1.3 Navigazione e visualizzazione
Una parte importante di un programma per la navigazione di immagini ri-
guarda il meccanismo utilizzato per visualizzare le immagini e il modo in
cui avviene la transizione da un’immagine all’altra. Photo Tourism usa una
interpolazione lineare fra le posizioni e le rotazioni delle camere per passa-
re da una all’altra. Anche il field of view viene interpolato linearmente per
massimizzare la dimensione dell’immagine sullo schermo. Quando l’utente
seleziona un oggetto della scena per avvicinarsi e per vedere un’immagine
che rappresenta l’oggetto Photo Tourism fa s`ı che la visuale punti sempre in
direzione dell’oggetto durante la transizione della posizione attuale fino alla
destinazione.
Per migliorare l’effetto grafico durante la transizione da una fotocamera
all’altra le immagini vengono proiettate su un piano ”comune” ad entram-
be. I piani comuni fra le immagini vengono precalcolati da Photo Tourism.
Proiettando le due immagini sul piano, si ottiene un’immagine molto sfocata
(a volte anche leggermente distorta), ma l’effetto visivo ottenuto durante il
movimento della camera e` comunque molto soddisfacente. Quando due im-
magini non hanno punti in comune o quando i piani delle due immagini sono
praticamente ortogonali, Photo Tourism passa ad un semplice fade-out-fade-
in delle due immagini. Quando l’utente si muove nella scena avvicinandosi
ad un oggetto, Photo Tourism identifica un’immagine piu` dettagliata del-
l’oggetto. Quando invece l’utente si allontana, viene scelta un’immagine che
mostra la scena da piu` lontano. Come precedentemente accennato, le attuali
versioni di dimostrazione di Photo Tourism non permettono una navigazione
completamente libera della scena, ma impongono una certa ”vicinanza” alle
immagini e alle camere. Ad esempio se una statua e` stata fotografata solo
frontalmente, l’utente non puo` muoversi in un punto che mostra la statua da
dietro. Questo da un certo punto di vista ha senso, dal momento che non ci
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sono dati sull’aspetto del lato posteriore della statua, tuttavia in alcuni casi
puo` essere comunque interessante avere la possibilita` di muoversi liberamente
in tutta la scena.
Figura 2.3: La sovrapposizione delle immagini durante la transizione da una camera
all’altra
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2.2 Web based image reconstruction
Attualmente e` molto difficile ottenere dati 3D di scene e oggetti partendo da
fotografie. Da una parte non esistono software accessibili a tutti in grado
di generare dati 3D e dall’altra parte la ricostruzione di dati 3D [PGV+01]
richiede molta potenza di calcolo. In questa sezione viene introdotto il ser-
vizio di ricostruzione di immagini Arc 3D [VG06]. Arc 3D e` un sistema che
sfrutta le possibilita` di internet per permettere agli utenti di farsi generare
informazioni 3D partendo da un insieme di fotografie di una scena non ani-
mata come un edifico, una statua o altre strutture fisse. Il servizio e` stato
realizzato da Maarten Vergauwen del ESAT-PSI Lab a K.U.Leuven (Belgio)
e con l’ISTI-CNR di Pisa.
La generazione dei dati avviene seguendo un modello a pipeline:
• All’inizio l’utente sceglie le immagini da usare e le carica nel tool di
Arc 3D
• Una volta che le immagini sono state individuate, queste vengono spe-
dite al server di Arc 3D
• Appena il server ha finito di elaborare i dati l’utente viene avvisato con
una email e puo` scaricare i risultati da un server FTP
La ricostruzione dei dati viene eseguita da un cluster di server Linux
che genera le range map’s e le informazioni riguardanti il posizionamento
delle camere. Una range map per ogni pixel contiene le informazioni sulla
profondita` della scena. La profondita` e` calcolata utilizzando la posizione
della fotocamera come punto d’origine. Assieme alle range map vengono
anche fornite le informazione sulla qualita` di ogni singolo pixel (quality map),
cioe` quanto l’informazione di profondita` di un pixel e` accurata ed affidabile.
La risoluzione delle due mappe e` la stessa dell’immagine originale. Grazie
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alla range map e alla quality map e` possibile ricostruire una mesh 3D del
modello. La quality map serve a scartare i punti meno accurati in favore ai
punti piu` precisi.
2.2.1 La pipeline di generazione
La pipeline di generazione dei dati sul server esegue quattro macro-operazioni:
1. Le immagini spedite al server vengono analizzate dal sistema, il qua-
le decide in un confronto preliminare quali immagini sono abbastanza
simili per poter essere analizzate in coppia. Questo passo e` necessario
siccome le immagini possono essere inviate al server in modo disordina-
to e il sistema deve comunque essere in grado di ricostruire dei dati 3D.
Le immagini vengono ridimensionate ad una risoluzione di 1000x1000,
per diminuire il carico di lavoro sul server. Inoltre la diminuzione della
risoluzione tende a diminuire il classico rumore di immagini scattate
con le attuali camere digitali. Si potrebbe pensare che questo problema
tende a diminuire con le nuove camere digitali, pero` purtroppo i pro-
duttori tendono ad aumentare il numero di megapixel svantaggiando la
qualita` dell’immagine in favore ad una piu` alta risoluzione.
2. Fra le coppie di immagini che hanno un’immagine in comune viene
eseguito un confronto per cercare i punti caratteristici della scena. Si
cercano punti caratteristici che siano presenti sia nella coppia di imma-
gini 1 e 2 che nella coppia di immagini 2 e 3. In questo modo si formano
triple di immagini. Partendo da un insieme di triple, il sistema e` in
grado di calcolare i dati intrinseci delle tre camere corrispondenti al-
le immagini, oltre ai punti 3D nel sistema di riferimento prospettico.
Il calcolo dei parametri delle camere viene chiamato self calibration.
Di solito i sistemi di ricostruzione possiedono a priori dati sul posi-
zionamento delle camere oppure costruiscono i dati partendo da una
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proiezione iniziale, per poi costruire la scena iterativamente partendo
da questi dati. La ricostruzione sequenziale pero` soffre del problema
che tende a spostare i dati 3D a causa della propagazione degli errori di
calcolo. Per questo motivo in alcuni casi puo` fornire dati talmente sba-
gliati da rendere impossibile una ricostruzione soddisfacente della scena
3D. Inoltre questo sistema richiede che le immagini vengano scattate
in modo sequenziale. Arc 3D utilizza un metodo chiamato Geometric
Robust Information Criterium (GRIC), il quale tenta di usare tutti e
soli i dati necessari per calcolare le informazioni sulle camere. Se ci so-
no piu` possibili soluzioni nel calcolo dei dati delle camere, si usa quella
meno penalizzante.
3. Tutte le triple vengono unite per generare un unico insieme di dati.
Siccome ogni tripla viene calcolata rispetto al proprio sistema di rife-
rimento, e` necessario trasformare i dati di tutte le triple in modo da
riportarle nello stesso sistema di riferimento. Come passo successivo il
sistema deve anche trasformare i punti 3D dal loro spazio prospettico
nello spazio euclideo. Quando tutti i dati sono disponibili devono infine
essere riscalati sulla loro dimensione originale. Il metodo piu` semplice
per fare questo e` di scalare i dati intrinseci della camera iterativamen-
te, fino ad arrivare alla dimensione originale. Le posizioni 3D dei punti
non cambiano durante questa fase. Per minimizzare gli errori e per
migliorare la qualita` dei dati, i punti caratteristici vengono cercati ad
ogni livello di dettaglio.
I passi usati per l’upscaling sono i seguenti:
(a) Il sistema calcola le camere P li e i punti M li partendo dal livello
precedente (l − 1).
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(b) Le corrispondenze da 3D a 2D che specificano quale punto e` visi-
bile in quale immagine rimangono gli stessi.
(c) Il sistema proietta ogni punto M li nell’immagine in cui e` visibile
usando la matrice P li
(d) Si cerca il punto caratteristico piu` vicino al punto proiettato
(e) Si ricalcolano i punti M li e le camere P li
Figura 2.4: La pipeline di generazione di Epoch
4. Alla fine della ricostruzione si ottiene un insieme di camere e di punti
3D. Di solito il numero di punti non e` sufficiente per la ricostruzione
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di una scena. Per ottenere piu` informazioni il sistema esegue un pro-
cesso chiamato dense matching, il quale alla fine restituisce anche le
informazioni sull’accuratezza della profondita` del punto dell’immagine
e quindi sulla sua posizione 3D.
2.2.2 L’utilizzo dell’ARC 3D webservice
Per poter usufruire del servizio di ricostruzione di dati 3D l’utente deve sca-
ricare l’applicativo client che gli servira` a spedire le immagini al server. L’ap-
plicativo consente di scegliere le immagini da utilizzare e di specificare a quale
risoluzione debbano essere spedite. Questo permette di diminuire la durata
dell’upload quando si ha un alto numero di immagini ad alta risoluzione.
Appena i server hanno finito di elaborare i dati (da 15 minuti ad alcune ore),
l’utente viene avvisato con una email contenente il link ad un indirizzo FTP
dal quale potra` essere scaricato il pacchetto zippato contenente tutti i dati
generati.
I dati generati da ARC 3D
• Un file XML con l’estensione V3D, il quale contiene la lista dei file della
scena
• Le immagini in formato JPEG che il sistema e` riuscito ad utilizzare per
ricostruire la scena 3D
• Un file depth*.pgx per ogni immagine della scena. Il file contiene la
profondita` di ogni pixel dell’immagine.
• Un file count*.pgx per ogni immagine della scena contenente il numero
di match del pixel in tutte le immagini. Per essere valido un pixel deve
avere almeno un count di tre. Piu` alto e` il count, piu` accurata e` la
posizione del punto.
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• Un file *.mf che contiene i dati intrinseci ed estrinseci della camera di
ogni immagine
Il formato MF: Il file MF e` un documento in formato plaintext, con-
tenente i seguenti valori numerici:
• Una matrice K3x3 e un vettore k usati per calcolare la trasformazione
prospettica della camera
• Una matrice R3x3, che definisce la rotazione e scalatura della camera
• Un vettore t, che definisce la posizione della camera
• Due interi che rappresentano la dimensione in altezza e larghezza del-
l’immagine
Il formato PGX: PGX e` un formato generico che puo` contenere una
bitmap di float, interi o byte. Il file viene compresso in maniera lossless con
la libreria bzip2.
2.3 Immagini wavelet 18
2.3 Immagini wavelet
Quando si desidera ottenere una buona approssimazione di una fotografia
senza dover rinunciare ad una alta compressione le immagini wavelet spesso
sono la scelta giusta. Un altro vantaggio e` che solitamente permettono di
visualizzare una versione approssimata dell’immagine senza la necessita` di
dover leggere i dati dell’intera immagine. Per generare immagini wavelet
viene utilizzata la discrete wavelet transformation (DWT). La trasformata
wavelet a differenza della trasformata di Fourier e` localizzata sia nel tempo
che nella frequenza e puo` essere calcolata in tempo O(n).
Figura 2.5: Un esempio della decomposizione di un’immagine nel formato JPEG2000
In seguito verra` descritta la trasformazione wavelet piu` semplice, la tra-
sformazione di Haar : Le funzioni base utilizzate sono una funzione di sca-
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ling e una funzione wavelet. Entrambe le funzioni sono ortogonali, questo
permette la ricostruzione univoca e identica dei dati.
I passi da seguire per la trasformazione sono:
• Il calcolo della media e della differenza fra due pixel vicini
• I risultati vengono a loro volta processati e salvati come parti a passa-
basso (L) e a passa-alto (H)
• La parte a passa-basso viene analizzata con la funzione Haar
• Dopo n iterazioni, nel caso in cui si hanno 2n dati (caso monodi-
mensionale) si ottengono n − 1 parti a passa-alto e un unica parte
a passa-basso
Supponiamo di voler trasformare un’immagine 4x1 con valori (9, 7, 3, 5),
interpretabili come toni di grigio.
(9, 7)
L







 H
DD
DD
DD
DD
D
""D
DD
DD
DD
DD
DD
(3, 5)
L







 H
33
33
33
3
3
33
33
33
3Prima iterazione
(8 ,
L








H
33
33
33
33
3
33
33
33
3
4) 1 −1
Seconda iterazione
6 2 1 −1
H // Filtro a passa-alto L // Filtro a passa-basso
In questo esempio si vede bene che il valore 6 (l’elemento a passa-basso)
e` la media dei quattro colori, e quindi potrebbe essere usato come rappresen-
tazione a risoluzione bassa dell’immagine.
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2.3.1 Progressive Graphics File (PGF)
PGF [Sta02] e` un formato di immagini wavelet open source. Permette di
generare immagini lossless e compresse. PGF Supporta i seguenti formati di
colore:
• scala di grigi a 1, 8, 16 o 31 bit per pixel
• colori RGB con 12, 16 (565), 24 o 48 bit per pixel
• colori RGBA color a 32 bit per pixel
• colori CMYK a 32 o 64 bit per pixel
• colori indicizzati ad 8 bit
La scelta della compressione avviene specificando un intero da 0 a 9, dove
0 significa compressione lossless e 9 significa compressione massimale. Dal
valore 5 in su si cominciano ad intravedere i segni della compressione, mentre
valori piu` bassi danno un buon risultato visivo.
Un’altra componente configurabile nella generazione di un’immagine PGF
e` il numero di livelli di immagini. Un alto numero di livelli e` particolarmente
indicato per lo streaming, poiche´ indica che si puo` generare una versione a
bassa qualita` dell’immagine, leggendo pochi dati. C’e` pero` da precisare che
la libreria libPGF limita automaticamente il numero di livelli in modo che la
versione meno dettagliata dell’immagine non sia piu` piccola di 16x16 pixel.
La quantita` di dati da leggere per poter generare l’immagine ad un certo
livello nel formato PGF non e` strettamente crescente, in molti casi per esem-
pio per i livelli finali non e` piu` necessario leggere alcuni dati. Puo` sembrare
strano che per generare l’immagine alla massima risoluzione ci sia bisogno
degli stessi dati necessari per ottenere una versione a piu` bassa risoluzione,
ma questo accade relativamente spesso generando immagini PGF. Inoltre
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avviene sia per le immagini PGF compresse che per le immagini PGF non
compresse.
Un esempio e` la seguente immagine con una risoluzione da 2048x1024
pixel e con un grado di compressione pari a cinque:
• Level 1: size = 11.58 Kb (32x16 pixel)
• Level 2: size = 19.82 Kb (64x32 pixel)
• Level 3: size = 56.01 Kb (128x64 pixel)
• Level 4: size = 67.94 Kb (256x128 pixel)
• Level 5: size = 27.64 Kb (512x256 pixel)
• Level 6: size = 0 byte (1024x512 pixel)
• Level 7: size = 0 byte (2048x1024 pixel)
L’idea dietro PGF e` quella di realizzare un formato che consenta un en-
coding e decoding delle immagini molto rapido, senza dover rinunciare alla
qualita` e a una buona compressione. Anche se PGF non raggiunge il rapporto
qualita` immagine/compressione di JPEG2000, supera comunque il formato
JPEG originale.
2.3.2 PGF encoding
L’encoding di un’immagine PGF avviene in quattro passi.
• All’inizio i pixel dell’immagine originale vengono trasformati dal loro
formato di colore originale nel formato YUV. La matrice di trasforma-
zione usata e` la seguente:
Y
U
V
 =

1/4 1/2 1/4
1 −1 0
0 −1 1


R
G
B

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Le immagini a scala di grigio non vengono trasformate in YUV, ma
vengono mantenute nel loro formato originale.
• Durante la seconda fase viene eseguita la trasformazione wavelet. La
trasformazione wavelet usata e` il Cohen-Daubechies-Feauveau (CDF)
wavelet. Tutti i calcoli avvengono con valori interi a 32 bit. Questo
elimina alcuni problemi di imprecisione dei dati, oltre ad aumentare la
velocita` di calcolo.
• Il prossimo passo consiste nella quantizzazione dei dati dell’immagi-
ne. In questa fase si determina il livello di compressione dell’immagine.
Quantizzazione significa che i valori di un insieme A vengono rimappati
su vari insiemi D1, .., Dn distinti. Ad ogni insieme Di e` associato un va-
lore e questo valore verra` usato per approssimare il valore originale. Se
si sceglie un passo di quantizzazione alto (un numero basso di insiemi
Di), l’immagine sara` piu` compressa. Se non si esegue alcuna quan-
tizzazione, l’immagine verra` salvata senza perdita di qualita`. I passi
di quantizzazione usati da PGF sono della forma 2i con i che va da 0
a 9. Questo permette di evitare moltiplicazioni e divisioni ricorrendo
all’utilizzo delle piu` veloci operazioni di shifting.
• Alla fine l’immagine viene serializzata e ulteriormente compressa usan-
do un algoritmo di compressione di tipo Run Length Encoding con una
separazione dei dati di tipo Bit Plane.
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(a) Immagine JPEG originale (b) PGF con compressione 5: 92.12 Kb
(c) JPEG a 22.20 Kb (d) PGF con compressione 7: 21.30 Kb
(e) JPEG a 5.10 Kb (f) PGF con compressione 9: 3.21 Kb
Figura 2.6: Immagini JPEG e PGF con vari livelli di compressione a confronto. L’im-
magine originale e` un’immagine JPEG con una risoluzione di 921x614
pixel ed occupa 108.95 Kb. Guardando la differenza del cielo fra l’imma-
gine (c) e (d) si vede bene che JPEG tende a creare blocchi, mentre PGF
come tutti i formati wavelet non soffre di questo problema.
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2.4 API 3D
Essendo PhotoCloud un programma che utilizza pesantemente primitive di
rendering 3D e` d’obbligo parlare delle librerie che acconsentono l’utilizzo delle
moderne schede grafiche per l’accelerazione di primitive 3D. Al momento
esistono due API 3D sul mercato, DirectX (o meglio Direct3D) e OpenGL.
2.4.1 DirectX
DirectX [Fos02] e` una libreria proprietaria sviluppata dalla Microsoft e per
questo gira solo sul sistema operativo Windows e sulle due console Xbox e
Xbox360 (non considerando emulazioni come Wine che permettono l’utilizzo
parziale di DirectX su altri sistemi operativi). DirectX in realta` non e` stret-
tamente una libreria per l’accelerazione 3D, ma un pacchetto di librerie per
la gestione di Audio, Video, Input, Rete e naturalmente 3D sotto la forma
dell’API Direct3D. Comunque parlando di DirectX nella maggior parte dei
casi si intende parlare dell’API 3D.
Attualmente DirectX ha raggiunto la versione 10 (per Windows). La
versione di DirectX sull’Xbox360 e` sostanzialmente equivalente a DirectX
9 per PC, anche se le piattaforme hardware sono molto diverse, come per
esempio per la memoria RAM condivisa fra CPU e GPU su Xbox360.
2.4.2 OpenGL
OpenGL [WS03] a differenza di DirectX e` la specifica di una API indipenden-
te dalla piattaforma e dal linguaggio di programmazione utilizzato. OpenGL
inizialmente e` stato sviluppato da SGI Silicon Graphics. Dal 1992 lo svi-
luppo e` passato al OpenGL ARB (Architecture Review Board), ed infine nel
2006 alla Khronos Group, alla quale appartengono molti volti noti del mondo
informatico come ATI, Intel, NVIDIA, SGI e Sun Microsystems. La Khro-
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nos Group oltre ad occuparsi dello sviluppo si occupa anche del marketing
della libreria, per cercare di recuperare il terreno perso rispetto al principale
concorrente DirectX.
OpenGL e` nato circa cinque anni prima di DirectX in molti campi e` ancora
la libreria piu` utilizzata, anche perche´ disponibile su moltissime piattaforme
hardware e su sistemi operativi diversi come Windows, Linux, BSD, MacOS
X, Solaris e tanti altri.
La versione attuale di OpenGL e` la 2.1. Anche se OpenGL viene molto
utilizzato, negli ultimi anni ha mostrato di aver bisogno di un profondo rin-
novamento. Essendo nato piu` di quindici anni fa e` sopravvissuto a decine
di cambiamenti di sistemi di hardware e di software, conservando comunque
in gran parte la sua compatibilita` con le versioni piu` vecchie. Negli ultimi
anni pero` le schede grafiche sono passate da un modello di pipeline fissa e
lineare a un modello piu` flessibile il quale permette anche di programmare
intere parti della pipeline con l’utilizzo di pixel e vertex-shader. A partire
dalla versione 2.0 OpenGL supporta un linguaggio di shading chiamato GLSL
(OpenGL Shading Language) che permette di programmare gli shader con un
linguaggio molto simile al C. GLSL al momento preserva ancora la classica
distinzione fra vertex- e pixel-shader, mentre DirectX dalla versione 10 e` gia`
passato ad un architettura unificata fra gli shader.
Attualmente la Khronos Group sta lavorando alla versione 3.0 di Open-
GL. In teoria la nuova versione dell’API avrebbe dovuto essere pronta per
Settembre 2007, pero` per vari problemi l’uscita e` stata rimandata in data
imprecisata al 2008. La nuova versione di OpenGL cambiera` in molti aspetti
cercando di liberarsi della zavorra accumulata negli anni passati. Per man-
tenere la compatibilita` con le vecchie versioni ci sara` comunque una libreria
di compatibilita`, la quale pero` non verra` estesa. La nuova API rimuovera`
tutte le funzionalita` che possono essere implementate utilizzando gli shader.
Per questo anche le amate ma ormai datate chiamate di glBegin/glEnd usa-
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te per il rendering di primitive grafiche verranno tagliate fuori in favore di
strutture piu` efficienti come i vertex buffer. Uno dei maggiori cambiamenti
della versione 3 riguardera` gli oggetti di OpenGL. Le vecchie versioni sono
state realizzate su un modello a stato. Per modificare un oggetto (es. una
texture o una display list) in OpenGL bisognava bindarlo e poi si potevano
eseguire le modifiche. Oltre a questo era possibile cambiare il tipo dell’ogget-
to ad ogni istante. Una texture 2D poteva per esempio diventare una texture
3D. In OpenGL questo non sara` piu` possibile, una texture una volta creata
rimarra` sempre una texture dello stesso tipo e della stessa risoluzione, anche
se sara` ovviamente possibile cambiare il contenuto della texture. Per questo
il modello di OpenGL 3.0 che riguarda la generazione e la manipolazione di
oggetti passera` da un modello a stato ad un modello piu` object oriented.
Oltre a queste modifiche strutturali dedicate a facilitare l’utilizzo e a au-
mentare le prestazioni dei programmi sulle moderne schede grafiche, nelle
prossime versioni verranno anche aggiunte alcune migliorie attualmente pre-
senti solo su DirectX. Due delle aggiunte molto desiderate sono l’instancing
di oggetti e la lettura diretta dello z-buffer.
Capitolo 3
Descrizione del sistema
PhotoCloud e` un programma relativamente complesso. Il codice e` composto
da circa 20.000 righe di codice, non contando i commenti nel codice o le libre-
rie esterne utilizzate. Per aumentare la possibile diffusione del programma
e` stato deciso di svilupparlo in modo che funzioni su piu` sistemi operativi
diversi. Cio` significa che anche le librerie software utilizzate debbano a loro
volta essere compatibili con i vari sistemi operativi.
Nella prima parte di questo capitolo viene subito descritta l’interfaccia
grafica di PhotoCloud, in modo da poter illustrare piu` facilmente il funzio-
namento del programma. In seguito si passa ad una breve descrizione delle
librerie utilizzate per la programmazione di PhotoCloud. Il capitolo conclude
con la descrizione architetturale di PhotoCloud, spiegando strutture dati ed
algoritmi importanti, discutendo anche pregi e difetti delle soluzioni scelte.
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3.1 L’interfaccia grafica
Un aspetto cruciale, se non quello piu` importante di un programma inte-
rattivo e` sicuramente l’interfaccia grafica. E` essenziale che l’interfaccia sia
intuitiva e confortevole nell’utilizzo, oltre a permettere di mostrare nel mi-
gliore dei modi i dati da presentare. In questo paragrafo verranno presentate
le scelte effettuate per cercare di ottimizzare l’usabilita` dell’interfaccia gra-
fica, mantenendo prestazioni accettabili anche su sistemi non modernissimi.
L’interfaccia di PhotoCloud, come illustrato in figura 3.1 e` suddivisa in tre
parti principali: la scena 3D al centro, i menu` delle immagini in basso e a
destra e i menu` standard realizzati con Qt in alto.
Figura 3.1: PhotoCloud per Linux con una scena del Duomo di Pisa
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L’idea base di PhotoCloud e` di permettere all’utente di muoversi libe-
ramente nella scena. Oltre a questo l’utente deve avere la possibilita` di
poter trovare e visualizzare velocemente ogni fotografia nella scena. Infine
il programma deve essere il piu` possibile configurabile, in modo da potersi
adeguare al meglio alle esigenze dell’utente.
3.1.1 Il menu` delle immagini
PhotoCloud utilizza una barra contenente la lista delle immagini della scena
caricata. Questa barra puo` essere configurata dall’utente a proprio piacere.
(a) Barra standard
(b) Barra in stile Mac
(c) Barra multi-immagine
Figura 3.2: Le modalita` configurabili per la barra delle immagini
La barra delle immagini e` lo strumento primario per poter tenere d’occhio
facilmente le immagini della scena. Quando l’utente clicca su una camera o su
un’immagine nella barra, la barra sposta le immagini in modo che l’immagine
selezionata venga mostrata al centro della barra. Ogni volta che l’utente
muove il mouse sopra una camera o sopra il piano di proiezione nella scena
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3D, l’immagine associata viene leggermente evidenziata, in modo che l’utente
la possa subito identificare.
Tutti i cambiamenti di posizione, di dimensione o di trasparenza dell’im-
magine non sono immediati, ma vengono eseguiti con una transizione lineare.
Questo rende i tanti cambiamenti delle immagini molto piu` piacevoli da ve-
dere. In effetti ogni immagine e` praticamente autonoma, e la barra delle
immagini ha il solo compito di specificare i dati su dimensione, posizione e
colore.
Per poter gestire i due menu` del programma, in PhotoCloud e` stato im-
plementato un piccolo windowing toolkit basato su OpenGL. Ogni widget
(OpenGL) del programma deriva dalla classe base AWidget, la quale imple-
menta alcuni metodi di utilizzo comune come per esempio ! isVisible () oppure
isEnabled(). Ogni widget del programma puo` a sua volta contenere dei sotto-
widget, come avviene per esempio nel caso del menu` delle immagini. Per
pulizia PhotoCloud utilizza un widget globale invisibile che contiene tutti gli
altri widget. Il disegno e la gestione dei widget avviene in modo ricorsivo e
ai widget figli viene applicata la stessa matrice di trasformazione applicata al
widget padre. In questo modo la posizione (0,0) per un widget figlio e` sem-
pre relativa al widget padre. A differenza di molti altri windowing toolkit un
widget di PhotoCloud non applica nessun tipo di clipping. Cio` permette ai
widget figli di muoversi anche fuori dall’area di disegno del widget padre. Il
posizionamento dei figli tuttavia viene gestito dal widget padre. Con questi
semplici meccanismi di gestione e` possibile implementare dei metodi che per-
mettono una semplice gestione del cambio di posizionamento, di dimensione
e di trasparenza dei widget. Quando il widget padre vuole per esempio muo-
vere un widget da una posizione all’altra in maniera fluida gli basta chiamare
il metodo moveTo(float x, float y, float speed=1.0) della classe base AWidget. In questo
modo ad ogni frame di update il widget puo` controllare se e` nella posizione
giusta e se non e` cos`ı puo` muoversi verso la destinazione. Siccome la gestione
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e il posizionamento avvengono in modo ricorsivo a partire dal widget radice,
quando per esempio la barra delle immagini viene ingrandita dall’utente, le
immagini si muovono automaticamente alla loro nuova posizione, cambiando
anche esse la loro dimensione se necessario.
Oltre agli aspetti estetici la barra delle immagini puo` anche essere impo-
stata a piacere per cambiare il modo in cui ordina le immagini e per decidere
quali immagini far vedere in un certo istante. Per l’ordinamento esistono due
metodi:
1. Modalita` standard: Le immagini sono ordinate in modo fisso, man-
tenendo l’ordine specificato nel file v3d. Una scena v3d e` un set di fo-
tografie correlate. Una descrizione piu` approfondita dei dati v3d verra`
effettuata nei paragrafi successivi.
2. Modalita` dinamica: Le immagini vengono ordinate rispetto all’at-
tuale camera OpenGL. In questo modo le immagini a sinistra dell’uten-
te staranno tutte a sinistra dal centro della barra e quelle a destra del-
l’utente si troveranno a destra. Inoltre le immagini piu` vicine verranno
posizionate centralmente.
Anche per la scelta delle immagini da visualizzare esistono due modalita`:
1. Modalita` standard: Tutte le immagini vengono visualizzate
2. Modalita` dinamica: Solo le immagini delle camere attualmente visi-
bili vengono visualizzate (vedi paragrafo 3.1.3)
Il secondo menu` di PhotoCloud e` la barra delle scene v3d caricate. La
barra risiede sul lato destro del programma e permette di nascondere una
scena v3d. Cio` in alcuni casi puo` essere utile per esaminare la qualita` dei
punti 3D di una singola scena v3d o per rimuovere dalla barra delle immagini
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tutte le immagini che appartengono a una scena attualmente non interessante
per l’utente.
3.1.2 La gestione della camera OpenGL
In ogni programma 3D la gestione della camera dalla quale fare vedere la sce-
na e` molto importante. Nel caso di PhotoCloud si e` scelto di implementare
un sistema ibrido fra camera tradizionale e sistema a trackball. L’utilizzo di
una trackball rende la navigazione molto semplice ed intuitiva. Con il solo
utilizzo del mouse anche un utente che usa il programma per la prima volta
puo` navigare senza problemi tutta la scena. Per gli utenti piu` esperti, il pro-
gramma mette a disposizione una navigazione in combinazione con mouse e
tastiera.
Sia in modalita` trackball che in modalita` standard esiste una camera or-
dinaria per l’identificazione della posizione e dell’orientamento di vista. Per
rappresentare la posizione della camera basta un vettore a tre dimensioni,
cioe` un punto nello spazio 3D. Per l’orientamento viene usato un quater-
nione. La VCGlib mette a disposizione tutte le classi e i metodi necessari
per rappresentare e modificare confortevolmente entrambe le strutture dati
e per trasformarle in matrici utilizzabili da OpenGL. La classe che gestisce
la camera contiene tutti i metodi per i movimenti standard come muoversi
in avanti o indietro, muoversi lateralmente e per guardare su, giu`, a destra o
a sinistra. Tutti questi movimenti possono essere eseguiti dall’utente con il
mouse o la tastirea.
Un ulteriore meccanismo implementato dalla camera e` il movimento au-
tomatico dalla posizione attuale ad un altro punto qualsiasi nello spazio. La
camera interpola sia la posizione che l’orientamento della camera per portarsi
alla destinazione scelta. Per migliorare l’effetto grafico il movimento non av-
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viene a velocita` costante, ma la camera accelera all’inizio fino a raggiungere
la velocita` massima. Quando la camera si avvicina alla destinazione frena e
si sposta lentamente nella nuova posizione.
La trackball: La camera standard sarebbe sufficiente se ci si volesse muo-
vere esclusivamente da una camera della scena all’altra. La navigazione ma-
nuale pero` sarebbe lenta e poco intuitiva per molti utenti, visto che assomiglia
molto alla navigazione di uno shooter o di un simulatore di volo. Per questo
alla navigazione normale e` stata affiancata la navigazione con trackball. La
trackball e` utile quando si vuole osservare un oggetto o una scena da tutte le
direzioni. L’effetto di navigazione che si ottiene e` molto simile a quello che si
otterebbe girando attorno a una statua in un museo. La trackball permette
di ruotare la scena in tutte le direzioni e di ingrandirla o rimpicciolirla. La
trackball usata in PhotoCloud prende come punto di riferimento la posizione
della camera normale, attorno alla quale poi sara` possibile ruotare la sce-
na. Dopo questo posizionamento iniziale e` ovviamente possibile cambiare il
punto di rotazione.
Anche usando la trackball e` possibile avviare un movimento dalla posizio-
ne attuale ad una nuova posizione nella scena. All’inizio la cosa piu` semplice
sembrava l’utilizzo dello stesso meccanismo usato per la camera normale. Si
e` visto pero` molto in fretta che questo non sarebbe stato sufficiente per ot-
tenere l’effetto desiderato. Per ottenere un movimento piacevole da vedere
bisogna tenere conto di alcuni problemi:
• Durante il movimento la rappresentazione grafica della trackball non
deve muoversi o creare effetti di flickering.
• Non e` accettabile che la camera ruoti piu` di 180 gradi o che la camera
si muova in modo non lineare facendo curve a zigzag.
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Figura 3.3: La trackball
• Alla fine del riposizionamento il punto di rotazione deve essere riportato
di fronte alla camera.
Per far s`ı che questi punti critici vengano rispettati all’avvio del movimento si
effettuano alcune inizializzazioni. Per ridurre i problemi si e` scelto di muovere
una sola camera, visto che il movimento si e` dimostrato funzionante quando
non si usa la trackball. Per questo prima di iniziare il movimento vengono
calcolati posizione e orientamento che la camera normale avrebbe in quel
istante se non ci fosse la trackball attiva, tenendo conto anche dell’attuale
distanza della trackball dal punto di rotazione. La camera normale poi viene
settata usando i nuovi dati. La camera della trackball invece viene resettata
sull’identita`, mantenendo soltanto il valore di scalatura. In questo modo
si puo` ricorrere al meccanismo usato anche in assenza della trackball, per
muovere la camera da un punto nello spazio all’altro.
Siccome e` possibile cambiare in ogni momento dalla modalita` trackball
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alla modalita` normale, lo stesso meccanismo viene applicato per fare s`ı che
l’utente non noti un cambiamento di posizione quando passa da una modalita`
all’altra.
Listing 3.1: L’algoritmo per resettare la camera (mantenendo lo scaling)
f loat o ld s ca=t r a c kba l l . t rack . sca ;
Point3d po=getGlobCamPos()+getGlobCamDir ( )∗ t r a ckpo sd i s t ∗ ( 1 . 0/ o ldsca −1 .0 ) ;
kamera . setPos ( po ) ;
Quaternionf oRot=Inve r s e ( t r a c kb a l l . t rack . ro t ) ;
kamera . setQuatern ion ( oRot∗kamera . getQuaternion ( ) ) ;
t r a c kb a l l . t rack . S e t I d en t i t y ( ) ;
t r a c kb a l l . t rack . sca=o ld sca ;
3.1.3 La visualizzazione delle fotocamere
Per rappresentare in modo grafico la posizione delle camere dalle quali sono
state scattate le foto della scena, PhotoCloud mostra un’astrazione pirami-
dale della fotocamera, come illustrato in figura 3.4.
Quando l’utente muove il mouse sopra una camera questa viene legger-
mente illuminata, in modo che venga evidenziata. Inoltre viene anche mo-
strato il piano di proiezione della camera. Cliccando con il mouse su una
fotocamera, la camera OpenGL si muove verso di essa e mostra a schermo
pieno l’immagine ad essa associata.
Siccome in una scena ci possono essere anche centinaia di immagini, quan-
do l’utente si allontana da alcune camere, queste vengono raggruppate e rap-
presentate con una sola camera, in modo da migliorare la visibilita` ed evitare
fenomeni di affollamento che renderebbero difficile la lettura della scena.
K-Means Il raggruppamento delle fotocamere avviene con una semplice
versione dell’algoritmo K-Means. Il calcolo avviene a tempo di caricamento
di una scena v3d. K-Means e` un algoritmo per suddividere n elementi di un
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Figura 3.4: Alcune fotocamere di una scena in PhotoCloud
insieme A in k partizioni, dove k < n. La suddivisione cerca di raggruppare
gli elementi xi vicini fra di loro rispetto ad un certo attributo.
V = min(
k∑
i=1
∑
xj∈Si
(f(xj, yi))
2)
La funzione vuole minimizzare le k partizioni in modo che gli elementi
delle partizioni siano il piu` possibile vicini al punto di centro della partizione
alla quale appartengono.
Nel caso di PhotoCloud gli elementi che si vogliono raggruppare sono le
camere e la funzione f(x, y) e` semplicemente la distanza di due camere nello
spazio tridimensionale.
L’algoritmo piu` usato per il K-Means e` l’algoritmo di Lloyd. Questo algo-
ritmo e` iterativo e molto semplice da implementare. L’idea e` di suddividere
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gli elementi in k partizioni iniziali, usando una euristica oppure mescolandoli
a caso. Dopo si calcola il centroide di ogni partizione, cioe` la media degli
elementi. Usando questi centroidi come centri delle nuove partizioni tutti gli
elementi vengono riassegnati. Questo procedimento puo` essere ripetuto ite-
rativamente finche´ i centroidi non cambiano piu`, oppure semplicemente per
un numero fisso di iterazioni.
L’algoritmo non garantisce che si trovi un minimo globale e inoltre il risultato
e la convergenza dipendono fortemente dai punti iniziali scelti, pero` il tempo
di risoluzione con un numero di iterazioni costante e` lineare e per le necessita`
di PhotoCloud il risultato si e` dimostrato piu` che accettabile.
Rispetto alla versione generale dell’algoritmo di K-Means, PhotoCloud
utilizza una versione leggermente modificata in cui applica il K-Means alle
partizioni precedentemente generate. Questo permette di generare partizioni
che contengono al piu` un numero prefissato di elementi.
Le camere raggruppate vengono disegnate mostrando soltanto la camera
piu` vicina al centro della partizione, circondata da un cerchio semitrasparen-
te che ricopre all’incirca la dimensione della partizione stessa. Per evitare
un effetto di popping delle camere quando si passa da una partizione al-
la partizione padre o ai figli, avviene una transizione nella quale le camere
si muovono lentamente verso la nuova posizione. Quindi nel caso in cui la
camera OpenGL si allontana, le camere si riuniscono nella loro partizione
d’appartenenza e quando la camera si riavvicina, le camere si riportano alla
loro posizione originale.
Quando l’utente attiva il movimento della camera OpenGL verso una
fotocamera per visualizzare una foto, le camere vengono rese trasparenti ed
infine invisibili per evitare che disturbino l’utente durante il movimento.
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(a) Scena da vicino
(b) Scena da lontano
Figura 3.5: Nell’immagine 4.11b le camere sono tutte visibili, mentre in 3.5b alcune
fotocamere sono raggruppate, siccome la camera OpenGL e` piu` lontana
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3.1.4 La visualizzazione delle immagini
La visualizzazione delle immagini fotografiche nella scena 3D e` essenziale per
il programma. Per decidere dove e come far vedere tali immagini nella scena
e` stato scelto un sistema semplice ma efficace. Per la visualizzazione l’utente
puo` scegliere tra due diverse modalita`: la proiezione su un piano parallelo
rispetto alla fotocamera e la proiezione su un piano che approssima i punti
3D calcolati dall’immagine.
Figura 3.6: A sinistra si vede il piano della foto parallelo rispetto alla fotocame-
ra. A destra invece si vede il piano approssimato usando i punti 3D
dell’immagine
Per calcolare la distanza del piano rispetto alla camera e` sufficiente cal-
colare la distanza dal baricentro dei punti 3D ottenuti dall’immagine. La
media e` pesata rispetto alla qualita` dei singoli punti. Per il calcolo del pia-
no che approssima la scena viene usato un semplice ma efficace algoritmo
di plane fitting presente nella VCGlib. Il calcolo viene effettuato durante la
generazione dei dati dal tool di conversione e il risultato viene inserito nel file
btd della scena. In questo modo e` possibile visualizzare il piano proiettato
di una fotografia ancora prima che i primi punti 3D siano stati caricati dal
programma.
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Quando viene visualizzata una fotografia si disattiva il depth test, in mo-
do che l’immagine copra sempre tutto il resto della scena. In alcuni casi pero`
puo` essere utile vedere anche la scena 3D retrostante. Per questo il program-
ma mette a disposizione uno slider che permette di impostare manualmen-
te il valore di trasparenza dell’immagine. Ogni volta che l’utente seleziona
una camera o un’immagine per visualizzarla avviene una lenta transizione
dall’immagine precedente a quella attualmente scelta. L’immagine vecchia
viene resa lentamente sempre piu` trasparente, mentre quella nuova viene re-
sa sempre piu` opaca. Questo rende la transizione da un’immagine all’altra
visibilmente molto gradevole. Quando l’utente sta osservando un’immagine
puo` zoomare dentro e fuori la scena. Cio` gli permette di vedere piu` o me-
no dettagli dell’immagine. Oltre a questo e` anche possibile muoversi i tutte
le direzioni per ispezionarla vicino, anche quando questa e` piu` grande dello
schermo. Se pero` l’utente cambia di molto l’angolazione di vista, l’immagine
viene lentamente resa trasparente e fatta sparire, per permettere all’utente
di re-ispezionare tutta la scena.
Quando l’utente si avvicina molto a un’immagine come gia` spiegato pre-
cedentemente, il programma avvia una richiesta per caricare una risoluzione
piu` alta che rispetti l’attuale occupazione di spazio (in pixel) dell’immagine
sullo schermo.
3.1.5 La visualizzazione della pointcloud
Visto che i punti 3D sono contenuti in un octree, la loro visualizzazione e`
relativamente semplice. L’algoritmo base per il rendering dei punti consiste
nella visita bread-first dell’octree partendo dalla radice. I punti 3D della
scena non sono soltanto presenti nelle foglie, ma anche in tutti gli altri nodi
dell’octree. I dati piu` importanti della scena, cioe` quelli con il maggior livello
di accuratezza stanno nei nodi piu` alti (piu` vicini alla radice). In questo
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modo in molti casi il rendering puo` fermarsi prima di raggiungere le foglie,
senza che vengano perse le caratteristiche principali della scena visualizzata.
L’octree globale contiene al suo interno i riferimenti ai nodi degli octree
delle singole scene v3d. Oltre a questo ogni nodo della singola scena v3d
solitamente conterra` i dati estratti da piu` fotocamere. La discesa nell’albero
per disegnare i punti dei singoli nodi si puo` fermare per i seguenti motivi:
• E’ stata raggiunta una foglia dell’albero
• Il nodo attualmente disegnato assume un’area sullo schermo piu` piccola
della soglia specificata e quindi non avrebbe senso continuare a disegna-
re i suoi figli (significherebbe disegnare molti punti 3D su pochissimi
pixel).
• Il numero massimo di punti disegnabili e` stato raggiunto, e quindi il
rendering si ferma. Il numero massimo e` impostabile dall’utente dal
menu` delle opzioni.
Listing 3.2: Il pseudocodice della visita recursiva dell’octree
void ocRecVis i t ( L i s t<Octree ∗> ∗ poOctreeList ,
const ViewSett ings ∗ poSet , int numelements ) {
Octree ∗ poOc=poOctreeList−> f i r s t ( ) ;
poOctreeList−>pop f ront ( ) ;
i f ( numelements>poSet−>getMaxElements ( ) ) return ;
i f ( ! I sNodeVi s ib l e (poOc , poSet ) ) return ;
i f ( GetNodeSize (poOc , poSet)< set−>getMinSize ( ) ) return ;
numelements+=renderOctreeNode (poOc , poSet ) ;
i f (poOc−>I sLea f ( ) ) return ;
for ( int l a u f =0; l au f <8; l a u f++) {
poOctreeList−>push back (poOc−>getChi ld ( l a u f ) ) ;
}
ocRecVis i t ( poOctreeList , poSet , numelements ) ;
}
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Per motivi di performance non e` possibile disegnare ogni punto 3D con
una singola chiamata OpenGL. Il problema in questo caso non e` tanto il
ciclo for da eseguire, ma il fatto che richiederebbe n singole copie di dati sulla
scheda grafica. Per rimediare a questo PhotoCloud utilizza i vertex array per
disegnare i punti 3D. Questi permettono di renderizzare un singolo nodo con
n punti 3D in maniera veloce e con poche righe di codice.
Listing 3.3: Le chiamate OpenGL usate per disegnare un nodo dell’octree
g lVer texPo inte r (3 ,GL FLOAT, s izeof ( Voxel ) ,&((∗ i pDat ) [ 0 ] ) ) ;
g lCo lo rPo in t e r (4 ,GL UNSIGNED BYTE, s izeof ( Voxel ) ,&((∗ i pDat ) [ 0 ] . c o l o r [ 0 ] ) ) ;
glDrawArrays (GL POINTS, 0 , i pDat−>s i z e ( ) ) ;
Per poter usufruire dei vertex array, come dice gia` il nome viene richiesto
che i dati siano allineati in un array. In questo modo possono essere letti
in un colpo dalla scheda grafica. Fortunatamente i dati non devono essere
consecutivi. Per questo motivo e` possibile usare la normale struttura dati
che contiene le informazioni sui punti 3D. Per far funzionare il tutto basta
specificare l’offset di memoria da un punto 3D al successivo. Anche i dati sul
colore dei punti possono essere letti alla stessa maniera.
3.1.6 Misurazione nella scena
Oltre alla visualizzazione di una scena e delle sue immagini PhotoCloud mette
a disposizione un semplice tool per misurare al volo gli oggetti della scena.
Per fare questo basta attivare la misurazione e selezionare due punti della
scena dei quali si desidera conoscere la distanza. L’unita` di misura scelta puo`
essere impostata nel file di configurazione s3d, di cui si parlera` in seguito. Se
non c’e` un file s3d o se non e` stata specificata l’unita` di misura, il programma
suppone che l’unita` standard sia il metro.
Durante una fase di misurazione il programma determina il punto della
scena attualmente piu` vicino al mouse. Per fare questo esegue un semplice
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Figura 3.7: Una scena di PhotoCloud con la griglia dell’octree
Figura 3.8: Due distanze misurate con il tool di misurazione
controllo su tutti i punti 3D attualmente disegnati. I punti vengono proiettati
sullo schermo e confrontati con la posizione del mouse. Se piu` punti sono
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molto vicini al mouse, viene prediletto quello piu` vicino allo schermo cioe`
quello con il valore z piu` piccolo. Questo meccanismo non e` velocissimo,
siccome tutti i calcoli avvengono sulla CPU, pero` e` implementabile molto
semplicemente e si e` dimostrato sufficiente per le necessita` di PhotoCloud.
Attualmente non e` possibile salvare le misurazioni effettuate, tuttavia questo
e` in programma per sviluppi futuri.
3.1.7 Il ciclo di rendering
Ad ogni frame di rendering il thread esegue alcune operazioni per la gestione
e per il disegno della scena:
• Controllo e gestione dell’input dell’utente
• Controllo della presenza di dati da inserire nella struttura dati globale
della scena
• Controllo della presenza di dati da cancellare
• Inizializzazione del frame di OpenGL e gestione della camera OpenGL
• Update e controllo della scena
• Rendering della scena
• Gestione del menu`
• Rendering del menu` (barra delle immagini)
• Finalizzazione del rendering del frame corrente
Sebbene le operazioni eseguite in un singolo ciclo di rendering sono al-
l’incirca quelle sopra elencate, in realta` la loro esecuzione non e` altrettanto
pulita. La gestione dell’input per esempio viene gestita in parte da Qt. Come
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in quasi tutti i framework grafici l’input ed altri eventi vengono segnalati ai
widget con l’invocazione di metodi virtuali. Per l’input in particolare ven-
gono chiamati i metodi sulla parte del programma che attualmente possiede
il focus. Nel caso di PhotoCloud il focus e` stato forzato essere sul widget
che contiene il contesto OpenGL. Comunque anche se dal punto di vista del
programmatore gli eventi di input possono sembrare asincroni, in realta` ven-
gono comunque triggerati nel ciclo di update del programma, il quale pero`
non e` accessibile al programmatore. Per questo motivo tutte le operazioni
vengono eseguite nel metodo di update grafico del widget che contiene il con-
testo OpenGL. Dal punto di vista della pulizia del codice non e` la soluzione
migliore, pero` attualmente Qt non permette molte altre soluzioni. Per fare
s`ı che l’update della grafica sia continuo, alla fine di ogni frame di rendering
viene invocato un nuovo update di rendering. Questo non causa una ricor-
sione infinita, siccome Qt provvede a rimandare l’update grafico al prossimo
ciclo di update.
Per ogni input da parte dell’utente il programma controlla se si tratta di un
input dedicato al menu` delle immagini o se si tratta di un input per muoversi
nella scena, ridirigendo l’input al componente interessato. L’inizializzazione
del frame di OpenGL parte con il resetting dei vari buffer di rendering. Do-
po si calcolano le matrici della camera e della trackball, le quali poi vengono
passate a OpenGL, dopo di che si calcolano anche i piani (di culling) della
visuale. Questi piani sono utili durante la fase di rendering quando si attra-
versa l’octree contenente i punti 3D. I piani permettono di scartare a priori
parti dell’octree non visibili e quindi di aumentare la performance. Oltre ai
piani si calcolano anche le inverse delle matrici di trasformazione e la dire-
zione di vista, siccome questi dati servono in molte parti per decidere cosa
deve essere disegnato, oltre a identificare i dati da caricare.
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La fase di gestione dei menu` serve ad aggiornare ricorsivamente i dati dei
singoli widget, come per esempio la posizione e il valore di trasparenza di
un’immagine della barra delle immagini. I menu` utilizzati sono tutti 2D e
prima di cominciare a renderizzare i menu` il programma passa dalla proiezio-
ne prospettica alla proiezione ortogonale. Questo permette una piu` semplice
gestione dei menu`.
3.1.8 Esperimenti con il VDTS
Veniamo ora ad alcuni esperimenti effettuati per rendere la visualizzazione
di una scena piu` bella. In particolare sono stati testati due meccanismi per
arricchire la pointcloud [AGP+04] di una scena.
Il VDTS (View Dependent Textured Splatting) [GLY04] e` un meccanismo
che permette di proiettare delle texture su una pointcloud. Grazie a cio` e`
possibile creare l’illusione di visualizzare una mesh molto dettagliata. L’idea
base e` molto semplice. Intanto si ha bisogno di un certo numero di immagini
dell’oggetto. La situazione migliore si ha quando le immagini mostrano l’og-
getto praticamente da tutti gli angoli [Pau96]. Dell’oggetto da visualizzare si
conosce anche un certo numero di punti 3D che permettono di visualizzarlo in
maniera aprossimata. Quando l’utente visualizza l’oggetto bisogna calcolare
l’angolo della camera di rendering rispetto alle camere dalle quali sono state
scattate le foto. Calcolati questi dati si prendendo le n camere piu` vicine e
con una minore differenza d’angolazione. Le immagini di queste camere poi
vengono proiettate sui punti 3D [MM01]. I punti pero` non vengono disegnati
come pixel ma come quadrati o cerchi (gli splat). La loro dimensione puo`
essere fissa o calcolata a runtime. La proiezione delle immagini sulle mo-
derne schede grafiche puo` essere effettuato utilizzando il multitexturing e gli
shader.
Anche se in teoria ’implementazione del VDTS e` relativamente semplice,
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Figura 3.9: La proiezione delle fotografie su alcuni splat con il VDTS
in realta` ha bisogno di alcune ottimizzazioni complicate per funzionare bene.
In primis ci sono problemi a causa della sovraposizione dei singoli splat della
pointcloud. Questo pero` e` un problema soltanto nei casi in cui si desidera
ottenere un risultato graficamente molto accurato. Per PhotoCloud se ne
poteva fare anche a meno. Un altro problema e` l’identificazione dei bordi.
Per evitare bordi bisognerebbe applicare un algoritmo di visibility clipping.
L’algoritmo in se´ e` relativamente semplice, pero` necessita di dati aggiuntivi
per ogni fotografia che identificano l’area non interessante per la visualizza-
zione dell’oggetto. Per PhotoCloud questi dati in realta` esistono gia`. Infatti
sarebbe (quasi) sufficiente utilizzare la quality map di ogni immagine, solo
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che le quality map occupano molta memoria.
Figura 3.10: VDTS senza visibility clipping (a sinistra) e con visibility clipping (a
destra)
I problemi maggiori che hanno causato la scelta di rinunciare attualmente
all’utilizzo di un sistema per il VDTS sono altri. Per prima cosa un’imple-
mentazione efficiente di un sistema per il VDTS e` relativamente complessa.
Un primo tentativo di implementare una versione semplificata dell’algoritmo,
visualizzando un numero ridotto di punti 3D, ha portato a una media di circa
20 FPS sul sistema di riferimento (vedi capitolo 4). Questo in realta` sarebbe
stato abbastanza soddisfacente, pero` l’implementazione non ha funzionato
con nessuna delle schede grafiche ATI testate. Un altro problema riguar-
dava le posizioni delle fotocamere. Delle scene testate solo alcune avevano
fotografie a 360 gradi dell’oggetto da visualizzare e per le parti non foto-
grafate il VDTS avrebbe dato un risultato completamente impreciso. Per
questo sarebbe stato necessario un sistema per la de/attivazione dinamica
del VDTS.
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Sebbene in alcuni casi il VDTS si era dimostrato graficamente molto
affascinante, per il momento e` stato deciso di trascurarne l’implementazione
in quanto i problemi da risolvere sarebbero stati troppi.
3.1.9 Esperimenti con il Hole Filling
Un altro test effettuato per migliorare l’aspetto grafico della pointcloud ri-
guarda un sistema di hole filling [SKE06]. Applicare un algoritmo di hole
filling e` utile nei casi in cui si ha un’immagine non completa e si vuole riem-
pire le parti mancanti. Quindi in teoria l’algoritmo si applica bene a una
pointcloud visualizzata sullo schermo come quella di PhotoCloud.
L’algoritmo base del hole filling si avvale di un cosiddetto metodo pirami-
dale. L’algoritmo puo` essere spiegato facilmente tramite un piccolo esempio.
Avendo un’immagine G0 della forma 2
n−0 ∗ 2n−0 l’algoritmo prima esegue
un percorso di analisi durante il quale vengono calcolati i colori per le aree
bucate. Dopo segue un percorso di sintesi nel quale l’algoritmo provvede a
riempire i buchi con i colori calcolati. I passi precisi sono i seguenti:
1. Si genera l’immagine G1 con la risoluzione 2
n−1 ∗ 2n−1 prendendo come
colore del pixel p(x, y)1 la media dei quattro pixel dell’immagine G0
piu` vicini a p(x, y)1. Se un pixel nell’immagine originale non c’e` perche´
fa parte di un buco, non viene usato per calcolare la media.
2. Il passo 1 viene ripetuto n − 1 volte fino ad arrivare all’immagine Gn
composta da un solo pixel, il quale rappresenta la media dei colori
dell’immagine originale.
3. Ora segue la fase di sintesi che ripercorre la strada all’indietro. Pren-
dendo Gn si comincia a riempire i buchi dell’immagine Gn−1 fino ad
arrivare a riempire i buchi di G0.
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Figura 3.11: Le fasi dell’algoritmo piramidale usato per il hole filling
L’algoritmo durante i test e` stato implementato con l’utilizzo di uno sha-
der multi passata. Il primo passo consiste nel rendering della scena su una
texture quadrata di dimensione prefissata (512x512 o 1024x1024 pixel). An-
che i dati per il depth test vengono scritti su una texture (dati del z-buffer).
Queste due texture rappresentano l’immagine G0. Dopo questo passo iniziale
si prosegue a generare le n− 1 immagini in maniera simile a come descritto
nell’algoritmo precedente. Solo che in questo caso si generano sempre due
immagini, una per il colore e una per il valore di profondita`. Un pixel viene
ritenuto mancante quando il valore nella texture dello z-buffer e` molto vicino
a uno, cioe` quando il pixel non e` mai stato disegnato o molto vicino al piano
di clipping (far-clipping plane). Quando si arriva all’immagine della dimen-
sione 1x1 si comincia ad eseguire il processo di sintesi riempiendo i buchi
delle texture. Anche in questo caso si lavora sia sull’immagine con il colore
che su quella con i valori di profondita`. Alla fine si disegna il risultato sul
normale buffer OpenGL.
Questa implementazione del’algoritmo di hole filling comporta pero` alcuni
problemi tecnici. Innanzitutto l’implementazione attuale necessita di quattro
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texture per ogni livello di generazione Gi, due per il colore e due per i dati
sulla profondita`. Questo e` causato dal fatto che in OpenGL attualmente non
c’e` un modo conosciuto per leggere e per scrivere contemporaneamente sulla
stessa texture. Per questo motivo durante la fase di sintesi bisogna scrivere su
delle altre texture poiche´ si ha bisogno delle texture originali per poter capire
dove ci sono buchi da riempire e dove si possono prendere i dati originali. Un
altro problema sta nel fatto che nelle applicazioni comuni dell’algoritmo si
lavora sempre su una area quadrata o rettangolare. Nel caso di PhotoCloud
pero` questo non e` vero, siccome c’e` l’interesse di riempire soltanto i ”veri”
buchi. Nel caso di una statua per esempio non si vuole colorare l’area vuota
attorno alla statua. Per ottenere cio` si ha bisogno di un meccanismo per
distinguere i veri buchi da riempire dalle aree che devono rimanere vuote.
Un metodo molto semplice ma non troppo utile e` quello di fermare la fase di
analisi prima di raggiungere la texture con risoluzione uno. Questo permet-
te di riempire soltanto i buchi piccoli. Usando questo meccanismo ci sono
pero` sempre casi sfavorevoli; inoltre il programma tende a creare dei brutti
rettangoli, come si vede in figura 3.13a.
Un altro problema da risolvere riguarda le aree da nascondere per miglio-
rare l’effetto grafico. Se c’e` per esempio un oggetto A in primo piano e un
altro oggetto B dietro di lui si verifica un effetto di mescolamento a causa
dei buchi in A. Questo effetto si verifica non solo con oggetti diversi uno
dietro l’altro, ma anche con singoli oggetti se vengono renderizzati da ogni
direzione. Una possibile soluzione parziale potrebbe essere ottenuta con mec-
canismi simili a quelli del VDTS. Si potrebbe evitare di renderizzare i punti
che appartengono a una fotocamera che ha un angolazione molto diversa dal-
l’attuale punto di vista. Pero` anche in questo caso si incombe nel problema
di non poter renderizzare nulla quando non ci sono fotocamere buone da
usare, per esempio quando l’utente guarda il retro di una statua che non e`
stata fotografata a 360 gradi. Inoltre il semplice controllo dell’angolazione
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(a) Esempio di una scena alla quale viene applicato il hole
filling
(b) A sinistra si vede il risultato che si puo` aspettare da una semplice
implementazione dell’hole filling e a destra il risultato ideale
Figura 3.12: Problemi del hole filling con aree nascoste
non risolve il problema quando ci sono piu` oggetti uno dietro l’altro, come
illustrato in figura 3.12.
Attualmente PhotoCloud implementa una versione semplice dell’algorit-
mo di hole filling. Tuttavia l’attuale versione non e` ancora soddisfacente ed
e` da ritenersi sperimentale.
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(a) Scena con hole filling
(b) Scena senza hole filling
Figura 3.13: Hole filling in PhotoCloud
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3.1.10 La GUI Qt
Qt e` stato scelto come windowing toolkit per la sua vasta diffusione sulle
principali piattaforme come Mac, Windows e Linux. Oltre a questo Qt in-
corpora molte funzionalita` utili per lo sviluppo di un applicativo software.
Esistono certamente librerie specializzate per la lettura di file XML o per
l’utilizzo di trasmissioni HTTP piu` performanti e piu` adatte ad eseguire cer-
te operazioni, ma sarebbe stato molto piu` complicato gestire e verificare il
funzionamento del software su piu` piattaforme diverse dovendo testare molte
librerie differenti.
Un altro vantaggio dell’utilizzo di un toolkit come Qt e` che permette
la programmazione di un software senza doversi preoccupare troppo delle
peculiarita` dei singoli sistemi operativi, siccome astrae gran parte delle fun-
zionalita`, mettendo a disposizione una API comune fra tutte le piattaforme.
Anche la fase di compilazione viene facilitata in parte da Qt.
Un problema comune quando si sviluppa per piu` piattaforme, sono i di-
versi meccanismi di salvataggio delle impostazioni dei sistemi operativi, so-
prattutto dovendo anche tener conto che un programma deve poter essere
usato da utenti diversi sullo stesso PC.
Su Windows normalmente viene usata la registry per salvare le imposta-
zioni di una applicazione mentre su Linux i file di configurazione normalmente
stanno nella cartella $HOME dell’utente, sotto forma di file XML o di file di
testo. Dover gestire manualmente i vari meccanismi di salvataggio sarebbe un
lavoro relativamente faticoso e anche abbastanza inutile. Qt mette a dispo-
sizione la classe QSettings per la gestione dei salvataggi. QSettings fornisce alcuni
metodi statici per la lettura e la scrittura delle impostazioni del programma.
Per impostare i dati basta specificare il nome del programma e il nome del
dato da salvare (o da caricare), dopo di che si puo` scrivere (o leggere) il dato
come QVariant, il quale supporta tutti i tipi base, oltre a stringhe e array dei
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Figura 3.14: La finestra di PhotoCloud con il pannello delle opzioni
tipi base.
La gestione delle impostazioni naturalmente non e` un lavoro particolar-
mente affascinante o difficile, pero` e` molto importante, siccome l’utente di un
programma si aspetta di trovare le impostazioni settate durante l’ultimo uti-
lizzo o di trovare subito la scena visualizzata precedentemente. In molte ap-
plicazioni non commerciali questi piccoli dettagli vengono spesso tralasciati,
diminuendo l’interesse che il programma puo` suscitare nell’utente.
3.2 Le librerie utilizzate 56
3.2 Le librerie utilizzate
Qt: Il toolkit usato per la realizzazione dell’interfaccia grafica e` Qt. Dalla
versione 4.0 in poi Qt e` disponibile in una versione open source (GPLv2 o
GPLv3 ) per Windows, Linux e Mac. Qt e` particolarmente indicato per la
realizzazione di un software come PhotoCloud siccome e` molto diffuso e viene
utilizzato sia da applicazioni commerciali che da applicazioni open source.
Qt mette a disposizione un pacchetto di librerie e di tool che permettono la
realizzazione di software senza doversi preoccupare troppo delle peculiarita`
dei diversi sistemi operativi.
Oltre ad essere utilizzato come windowing toolkit fornisce anche un gran-
de numero di funzionalita` aggiuntive. Fornisce tutto il necessario per la
lettura e scrittura di file XML, per la comunicazione tramite HTTP e anche
una API semplice per la realizzazione di applicazioni multi-thread. Infine Qt
e` dotato di un’ottima documentazione.
OpenGL: La libreria usata per il rendering 3D e` OpenGL nella versione
2.1. A partire dalla versione 2.0 OpenGL supporta un linguaggio di shading
chiamato GLSL (OpenGL Shading Language). Anche se in PhotoCloud non
viene usato pesantemente, ci sono comunque alcuni punti in cui l’utilizzo di
un linguaggio di shading si e` dimostrato molto utile. Per l’utilizzo delle fun-
zionalita` non standard di OpenGL viene adoperata la libreria glew (OpenGL
Extension Wrangler Library).
PGF: La libreria scelta per la gestione delle immagini e` la libPGF, la quale
mette a disposizione una API per il decoding e per l’encodind di immagini
PGF (Portable Graphics File). Purtroppo la libreria libPGF attualmente
non viene piu` attivamente mantenuta e l’ultima modifica su SourceForge
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risale a meta` 2006. Al momento non esistono molte librerie open source che
soddisfano le restrizioni poste da un’applicazione come PhotoCloud.
All’inizio una primissima versione di PhotoCloud era stata realizzata uti-
lizzando immagini JPEG 2000 che sembrava un formato molto promettente.
Per questo motivo sono state studiate le due librerie open source per la ge-
stione di immagini JPEG 2000 : libopenJPEG e JasPer, fra le quali la scelta
era caduta su libopenJPEG. Purtroppo la libreria ha mostrato i suoi limi-
ti soprattutto a causa del lento decoding delle immagini JPEG 2000. Dopo
qualche ricerca si e` visto che il formato JPEG 2000 [TL02] soffre generalmen-
te di questo problema e soltanto alcune librerie commerciali molto ottimizzate
permettono un caricamento di immagini in tempi accettabili.
Per questo motivo sono stati cercati altri formati per immagini wavelet e
altre librerie open source che si adattino meglio alle esigenze di PhotoCloud.
Alla fine e` stato individuato e scelto il formato PGF. Confrontando PGF con
JPEG 2000 si nota una leggera perdita di qualita` dell’immagine utilizzando
livelli di compressione comparabili, pero` questo difetto e` relativamente tra-
scurabile rispetto al guadagno di prestazione che si ottiene durante le fasi
di encoding e di decoding. La libPGF e` anche una libreria molto snella, il
che si e` dimostrato utile durante la programmazione del programma siccome
ha reso possibile modificare la libreria per adattarla meglio alle esigenze di
PhotoCloud.
VCG: La libreria VCG del Visual Computing Lab di Pisa mette a dispo-
sizione tutto il necessario per la visualizzazione di ambienti virtuali tridi-
mensionali. La libreria fornisce soprattutto strutture dati e funzioni a basso
livello per la gestione dei dati di oggetti 3D. Esempi sono classi per l’utilizzo e
la manipolazione di vettori e normali 2D e 3D, matrici e quaternioni. Inoltre
permette anche una comoda gestione di mesh con milioni di triangoli.
3.3 L’architettura di PhotoCloud 58
bzip2: Per la compressione dei dati e` stata scelta la libreria open source
libbzip2, la quale permettere la compressione e la decompressione di file nel
formato bzip2. La libreria scritta in C mette a disposizione funzioni per una
semplice de/compressione di dati sia in memori RAM che direttamente su
file. I risultati di compressione raggiunti con l’utilizzo di bzip2 sui dati di
PhotoCloud si sino dimostrati molto buoni.
3.3 L’architettura di PhotoCloud
Passiamo ora alla descrizione architetturale di PhotoCloud. In generale l’ar-
chitettura di PhotoCloud puo` essere suddivisa in due parti, la gestione dei
dati e la visualizzazione dei dati.
Gestione dei dati: La gestione dei dati comprende tutto il ciclo di vita
dei dati di una scena di PhotoCloud, partendo dal loro caricamento fino ad
arrivare alla loro cancellazione quando non servono piu`. Gran parte dei dati
di una scena di PhotoCloud possono essere caricati e cancellati dinamica-
mente secondo necessita`. Per questo motivo il programma sfrutta tecniche
di gestione out of core dei dati, in modo da poter reagire velocemente alle
richieste dell’utente anche durante le frequenti fasi di caricamento dei dati.
I dati di una scena possono essere caricati anche da remoto.
Visualizzazione dei dati: La visualizzazione dei dati riguarda tutta la
parte di rendering della scena. Oltre a questo la parte di visualizzazione
gestisce anche l’interazione dell’utente con il programma per permettergli di
navigare nella scena. Siccome i dati di una scena sono tanti, questi non pos-
sono essere caricati tutti in un solo colpo. Percio` la parte di visualizzazione
deve interagire con il gestore dei dati, il quale deve elaborare la richiesta di
nuovi dati cancellando eventualmente quelli non piu` utilizzati.
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Naturalmente la visualizzazione dei dati e l’interazione dell’utente con il
programma non possono essere interrotti durante le fasi di caricamento. Per
questo motivo il programma e` suddiviso in piu` thread, uno per la gestione
dei dati e uno per la visualizzazione.
3.4 Organizzazione dei dati
Prima di cominciare a descrivere il modo in cui vengono organizzati i dati di
una scena di PhotoCloud bisogna sapere da dove questi provengono. L’utente
che desidera creare una nuova scena per PhotoCloud puo` utilizzare i servizi
di Arc 3D descritti nel capitolo 2. Arc 3D fornisce i dati grezzi utilizzabili
per la generazione di una scena di PhotoCloud e necessita solamente di un
set di fotografie.
La generazione dei dati di una scena avviene grazie all’utilizzo di un
tool di conversione, il quale con la specifica di pochi parametri, converte
automaticamente i dati forniti da Arc 3D nei dati leggibili da PhotoCloud.
In figura 3.15 vengono illustrati i passi da percorre per ottenere i dati leggibili
da PhotoCloud.
Come gia` accennato precedentemente, PhotoCloud deve essere in grado
di leggere i dati di una scena sia da disco che da rete. Per questo motivo
PhotoCloud gestisce i dati in modo out of core. Gestire dei dati out of core
significa adottare meccanismi che permettono di tenere in memoria soltanto i
dati attualmente utilizzati, caricando dinamicamente nuovi dati e scaricando
quelli vecchi. Per comodita` in alcuni punti della tesi si parlera` di streaming
intendendo pero` la gestione out of core.
Si potrebbe pensare che la gestione out of core non sia necessaria quando
i dati stanno sul disco locale. Facendo un piccolo esempio si vede subito che
cio` non e` vero. Una foto con una risoluzione di 2560x1920 pixel nel formato
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Figura 3.15: Le fasi della generazione dei dati di una scena 3D di PhotoCloud
JPEG occupa circa 500 Kb di spazio. Pensando ad una scena con 100 foto
lo spazio occupato su disco aumenta a circa 50 Mb. Pensando ai dischi rigidi
moderni 50 Mb di dati sono poca cosa, pero` in memoria RAM l’occupazione
aumenta, siccome le immagini devono essere caricate in modo da poter essere
visualizzate sullo schermo. In particolare le immagini devono anche essere
copiate sulla memoria della scheda grafica, dove la memoria disponibile e`
relativamente poca e preziosa. Le schede grafiche richiedono che le imma-
gini vengano salvate in un formato da loro conosciuto. Nel caso standard
di un’immagine RGB non compressa significa che ogni pixel occupa 24 bit
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di memoria e quindi un’immagine di 2560x1920 pixel occuperebbe piu` di 14
Mb, non tenendo neanche conto del mipmapping. Nel caso specifico di Pho-
toCloud si aggiunge il problema di dover applicare un resizing all’immagine
per ottenere una potenza di due come risoluzione. Cio` e` necessario perche´
OpenGL pur essendo in grado di visualizzare anche immagini con risoluzioni
diverse, mostra alcuni problemi di performance con queste immagini. Nel ca-
so di un’immagine a 2560x1920 pixel la si potrebbe riconvertire a 2048x1024
o a 2048x2048 pixel. In un caso quindi si perderebbe in qualita`, mentre nel-
l’altro si occuperebbe piu` memoria.
Oltre al problema delle immagini, le quali dal punto di vista dell’occupa-
zione di memoria sono certamente il problema maggiore ci sono anche altri
dati da gestire con cura. In primis ci sono le informazioni sulla scena come
le posizioni delle fotocamere e infine i dati 3D. Tutte queste informazioni de-
vono essere gestite in modo da permettere un caricamento veloce e in alcuni
casi anche una cancellazione veloce a tempo di runtime.
3.4.1 Organizzazione delle immagini
Su disco le immagini vengono salvate come semplici file in formato PGF.
PhotoCloud durante la fase di conversione dei dati forniti da Arc 3D genera
automaticamente una versione PGF delle immagini JPEG originali. I vantag-
gi delle immagini PGF, come il possibile caricamento parziale dell’immagine
sono gia` stati descritti nel capitolo precedente. In teoria per PhotoCloud si
avrebbe anche potuto pensare di generare versioni a risoluzioni diverse delle
singole immagini, pero` questo non avrebbe dato gli stessi risultati ottenuti
con un formato wavelet come PGF.
Siccome le immagini devono essere portate in una risoluzione del tipo
2n ∗ 2m, durante la generazione dei dati l’utente puo` scegliere fra due modi
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di conversione. Nel primo caso il tool sceglie sempre la risoluzione 2n ∗
2m in modo che 2n <= width e 2m <= height, dove width e height sono
rispettivamente la larghezza e l’altezza dell’immagine originale. Nel secondo
modo per il resizing dell’immagine si scelgono n e m tale che |2n − width| e
|2m − height| siano minimi.
In memoria RAM per ogni immagine PGF si memorizzano i seguenti dati:
• I dati raw dell’immagine PGF fino ad ora caricati da disco o da rete.
• Un’immagine di tipo bitmap a 24 bit RGB per ogni risoluzione co-
struibile usando i dati raw letti. La risoluzione minima e` di 16x16
pixel.
• Informazioni sull’utilizzo dell’immagine per sapere se e` necessario ca-
ricare nuovi dati per poter generare una versione dell’immagine a una
risoluzione piu` alta. I dati servono anche per verificare se alcuni da-
ti dell’immagine possono essere rimossi dalla memoria RAM e dalla
memoria della GPU. In generale un’immagine e` cancellabile quando
l’utente si allontana dall’immagine e quindi non ha piu` bisogno di una
versione ad alta risoluzione.
Per la gestione delle immagini viene adoperato un gestore, il quale con-
trolla quando un’immagine viene usata e a quale risoluzione. Ogni volta
che un’immagine ad una certa risoluzione viene usata, questa viene marcata.
In questo modo il gestore puo` lanciare una fase di garbage collection che
permette di rimuovere i dati inutilizzati da molto tempo o di rimuovere le
immagini meno importanti quando necessario.
3.4.2 Organizzazione dei dati della scena
Una scena di PhotoCloud e` composta da due tipi di dati, una scena s3d e da 1
a n scene v3d. Le scene v3d sono le scene standard generate da Epoch, mentre
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la scena s3d e` un contenitore di scene v3d che permette di visualizzare piu`
scene v3d contemporaneamente. Il programma permette anche di caricare un
unica scena v3d. In questo caso si genera una scena s3d standard contenente
una singola scena v3d.
I dati v3d: I dati v3d originali generati da Epoch sono organizzati in un
file XML. Questo file, come descritto nel capitolo precedente contiene riferi-
menti a tutti i file necessari per visualizzare la scena. Questi file a loro volta
contengono tutte le varie informazioni sulla scena come le posizioni e l’orien-
tamento delle camere, le immagini, la qualita` dei punti di ogni immagine e
la profondita` dei punti rispetto all’origine e all’orientamento delle camere.
I file binari come le immagini e i punti 3D per motivi di performance non
vengono direttamente utilizzati da PhotoCloud, ma vengono convertiti dal
tool di conversione per estrarne le informazioni piu` importanti e per salvarle
in modo piu` compatto. Lo stesso succede con i file di testo. Siccome esiste
un file di testo diverso per ogni camera, questi dati vengono presi e inseriti in
un unico file binario contenente tutte le informazioni piu` importanti di una
scena. Anche questo processo di generazione del file binario della scena v3d
(con l’estensione btd) viene svolto dal tool di conversione.
I dati s3d: Il file s3d che contiene le informazioni sulle singole scene v3d
da visualizzare e` un semplice file XML. Questo non crea problemi di perfor-
mance, siccome e` sempre un unico file. Il file puo` essere modificato a ogni
istante senza il bisogno di dover riconvertire tutti i dati delle singole scene
v3d con il tool di conversione.
Il documento s3d e` composto da un header e da una lista di scene v3d.
Per ognuna di queste scene si puo` specificare una matrice di trasformazione,
la quale verra` applicata ai dati della scena s3d durante la fase di caricamento.
Oltre a contenere le informazioni sulle singole scene da visualizzare, con-
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tiene alcune informazioni generali come la camera iniziale dalla quale far
vedere la scena. Nel file s3d si puo` anche specificare l’unita` di misura della
scena, cioe` se un unita` OpenGL corrisponde a un millimetro, un centimetro,
un metro oppure un chilometro.
3.4.3 Organizzazione dei punti 3D
Per gestire i punti 3D [GM04] in modo efficiente ci sono molte soluzioni
possibili [DVS03], alcune di queste richiedono un tempo di preprocessing alto,
ma in cambio permettono di caricare e visualizzare i dati in maniera molto
efficiente [Sch06] [KSW06]. Altre soluzioni invece sono piu` veloci durante il
preprocessing, ma richiedono molto lavoro durante il caricamento dei dati.
Un altro problema emerge dal fatto che PhotoCloud permette di caricare sia
singole scene v3d che le scene s3d composte da piu` scene v3d.
Per PhotoCloud alla fine e` stata scelta una soluzione abbastanza rudi-
mentale per gestire i punti 3D, ma con prestazioni accettabili sia in fase di
preprocessing che durante il caricamento dei dati.
Le fasi effettuate durante il preprocessing per generare i punti 3D sono le
seguenti:
• Si considerano i punti 3D di una singola fotocamera
• Questi punti vengono suddivisi per qualita` in n vettori. I punti di
un singolo vettore Xi, tutti con una stessa qualita`, vengono mescolati
casualmente per ottenere una maggiore omogeneita`.
• Vengono prelevati N0 punti dal vettore Xi. Se il vettore Xi non contiene
abbastanza punti, si passa a Xi+1, dove Xi contiene punti con qualita`
maggiore rispetto a Xi+1. Con questi punti viene generato il primo file
(LOD0)
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• Si generano i rimanenti livelli di dettaglio, dove ogni livello di dettaglio
LODi contiene Ni−1 ∗ 4 punti 3D.
La generazione dei livelli di dettaglio termina appena tutti i punti sono stati
elaborati. I punti con qualita` bassissima vengono scartati all’inizio. Per ogni
livello di dettaglio dei punti di una fotocamera esiste un singolo file. I punti
3D vengono scritti sequenzialmente sul file, dopo di che il file viene compresso
con bzip2.
Listing 3.4: I dati principali di un punto 3D. La struttura in memoria di un singolo
punto 3D e` uguale a quella salvata su file
struct Voxel {
f loat pos [ 3 ] ;
int u int , v i n t ;
unsigned char c o l o r [ 3 ] ;
unsigned char count ;
} ;
La procedura per generare i file viene ripetuta per ogni fotocamera della
scena. Come si vede, la generazione dei dati e` molto semplice e ha il vantaggio
di mantenere l’associazione fra punto 3D e fotocamera dalla quale e` stato
generato. Inoltre la struttura dati salvata su disco e` indipendente dall’utilizzo
che poi ne verra` fatto dal programma. Questo e` stato utile soprattutto
durante lo sviluppo, siccome ha permesso di non dover rigenerare tutti i dati
quando sono stati effettuati dei cambiamenti alla gestione dei punti 3D.
Purtroppo questo meccanismo di salvataggio grezzo comporta anche al-
cuni svantaggi. Il maggior problema si ritrova soprattutto durante il carica-
mento dei punti e la loro inserzione nella struttura dati scelta. PhotoCloud
utilizza una struttura ad octree per gestire i punti 3D e per disegnarli in ma-
niera efficiente. Questo comporta pero` che durante il caricamento dei punti
l’octree debba essere aggiornato dinamicamente. Oltre ad essere un’opera-
zione abbastanza lenta e` anche un problema per l’impatto che ha sulla strut-
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tura dati siccome impone che l’octree non venga utilizzato da altri processi
durante l’aggiornamento.
Anche se il meccanismo di salvataggio dei dati ha causato alcuni problemi,
alla fine si e` dimostrato funzionante per le scene testate durante lo sviluppo
e il problema dell’aggiornamento dell’octree e` stato risolto con una accurata
gestione dello streaming dei dati. Nonostante questo, una migliore gestione
dei punti 3D sara` sicuramente necessaria in futuro, sia per migliorare i tempi
di caricamento che per rendere il programma piu` scalabile anche con quantita`
di dati molto elevati.
3.5 La gestione out of core dei dati
La gestione out of core dei dati e` un aspetto fondamentale del programma.
Senza di esso non sarebbe possibile leggere dati da internet e anche i tempi
di caricamento da disco sarebbero lunghi. Oltre al problema del tempo di
caricamento si porrebbe anche un problema di memoria, siccome anche scene
piccole necessitano di centinaia di megabyte di memoria RAM. L’utilizzo di
tecniche out of core e` il rimedio classico a questo tipo di problemi, siccome
permette di caricare i dati man mano che servono e di rimuoverli quando
non servono piu`. Per permettere una implementazione snella e semplice del-
la gestione out of core il programma e` stato diviso in due thread. Uno, detto
thread principale (o primario) si occupa del rendering della scena e della
gestione dell’interazione con l’utente, mentre il secondo si occupa del carica-
mento dei dati. La divisione del programma in piu` thread permette anche
di sfruttare al meglio le capacita` di calcolo offerte dai moderni processori
multicore.
Durante il ciclo di update il thread principale raccoglie informazioni sulla
scena che sta disegnando e valutando queste informazioni identifica i da-
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ti utili a visualizzare al meglio la scena. Se per esempio l’utente clicca su
un’immagine per avvicinarsi ad essa e per vederla a schermo pieno, il thread
primario manda una richiesta al thread secondario per richiedere che questa
immagine venga caricata ad una risoluzione maggiore. La comunicazione tra
i due thread avviene grazie a una classe che gestisce una coda a priorita`.
L’accesso a questa coda e` sincronizzato con mutex e semafori per evitare i
classici problemi legati all’asincronia fra i thread.
Figura 3.16: La struttura a thread di PhotoCloud
3.5.1 Il ciclo di vita dei dati
I dati gestiti dal programma con l’utilizzo dello streaming seguono un per-
corso preciso partendo dal loro caricamento fino alla loro cancellazione. In
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generale un dato deve seguire i seguenti passi per poter essere caricato e poi
cancellato:
• Individuazione del dato da caricare
• Inserimento della richiesta di caricamento nella coda delle richieste
• Prelevamento della richiesta ed esecuzione del caricamento
• Inserzione dei dati caricati nella coda delle risposte
• Prelevamento del dato dalla coda delle risposte ed inserimento nella
struttura dati
• Individuazione dei dati da cancellare
• Inserzione dei dati cancellabili in una coda
• Prelevamento dei dati cancellabili dalla coda ed esecuzione della can-
cellazione
3.5.2 L’individuazione dei dati da caricare
PhotoCloud gestisce principalmente tre tipi di dati da streamare: immagini,
punti 3D e informazioni sulla scena. Per tutti tre i tipi esistono meccanismi
diversi per determinare quando devono essere caricati.
I dati sulla scena (file s3d e btd) vengono inseriti subito all’inizio nella coda
di caricamento. Se la scena e` composta da un file s3d e quindi da piu` file
btd (v3d binari), viene prima caricato il file s3d e poi tutti i btd. Se invece
la scena e` composta da un solo btd il programma deve caricare soltanto il
singolo btd. Questi dati, anche se vengono caricati sempre in asincrono uti-
lizzando lo streaming, rimangono in memoria fino alla chiusura della scena,
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siccome occupano poco spazio e sono fondamentali per la gestione della scena.
Per individuare quali punti 3D devono essere caricati, il programma con-
trolla la distanza della camera OpenGL dai gruppi di punti 3D. Per poter
fare cio`, durante la fase di generazione dei dati viene calcolata la posizione
media dei punti 3D di una singola immagine. Oltre a verificare la distanza
della camera OpenGL rispetto alla posizione media dei punti 3D, il program-
ma effettua anche un check sull’angolo fra la camera OpenGL e la fotocamera
dalla quale e` stata scattata la foto. Grazie a questi dati e` possibile individua-
re quale regioni della scena necessitano di un maggiore numero di punti 3D.
Attualmente non avviene alcuna cancellazione dei punti 3D, siccome occupa-
no relativamente poco spazio in memoria. Un milione di punti occupa circa
20Mb di spazio di memoria RAM e quindi meno di una singola immagine.
Per l’identificazione delle immagini da caricare basta controllare la risoluzio-
ne in pixel che le singole immagini occupano sullo schermo. Se un’immagine
occupa per esempio 1000x1000 pixel sullo schermo, ma e` stata caricata sol-
tanto a una risoluzione di 256x256 pixel, significa che deve essere aggiornata.
Naturalmente se la risoluzione massima dell’immagine fosse di 256x256 pi-
xel non si procederebbe a richiedere una risoluzione piu` alta. Per anticipare
il caricamento anche azioni come la selezione di un’immagine portano a ri-
chiedere nuovi dati poiche´ cio` determina che l’immagine sara` visualizzata a
schermo pieno fra breve.
3.5.3 La richiesta di caricamento
Attualmente l’individuazione dei dati da caricare viene eseguita dal thread di
rendering. Questo non e` strettamente necessario. In realta` potrebbe essere
eseguito anche dal thread di caricamento o da un altro thread. Il vantaggio
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di farlo eseguire dal thread di rendering e` che questo comunque deve visitare
la scena per il rendering e cos`ı molte operazioni richieste per il rendering
possono essere usate anche per individuare i dati da caricare.
Non appena il thread di rendering ha individuato un dato da caricare,
genera un messaggio di richiesta e lo inserisce nella coda delle richieste.
Listing 3.5: Il header del messaggio per richiedere un caricamento
class StreamingJob {
protected :
unsigned char m type ;
unsigned char m pr io r i t y ;
int m id ;
QString m jobInfo ;
MemoryContainer ∗ m oContainer ;
public :
. . . . . .
} ;
Il messaggio e` composto da cinque variabili:
• m type Identifica il tipo di dato da caricare (immagine, dati v3d, ...)
• m priority La priorita` del dato
• m id Un identificativo del messaggio che puo` essere usato dalla funzione
di caricamento o dal gestore di memoria
• m jobInfo Informazioni sui dati da caricare
• m oContainer Il proprietario del messaggio
Durante il caricamento il thread che carica i dati ha accesso in lettura su
tutti i dati pubblici di m oContainer. Questo significa che bisogna sincronizzare
la lettura del dato con gli altri thread per evitare che un altro thread modifichi
i dati che il thread di caricamento sta leggendo. Il meccanismo usato per
acconsentire cio` verra` illustrato in seguito. La coda di priorita` e` una semplice
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coda sincronizzata con un mutex ed un semaforo templatata sul dato da
gestire, cioe` uno StreamingJob. I messaggi possono essere inseriti nella coda
anche per priorita`, cos`ı da permettere che dati piu` urgenti vengano caricati
prima.
3.5 La gestione out of core dei dati 72
Listing 3.6: Un frammento di codice della coda di priorita`
template <class T>
class JobSharer {
protected :
QList<T> m jobs ;
QMutex job mutex ;
QWaitCondition wa i t f o r j o b ;
public :
JobSharer ( ) {}
inl ine int toDo ( ) const { return m jobs . s i z e ( ) ; }
void wakeAll ( ) {
job mutex . l o ck ( ) ;
w a i t f o r j o b . wakeAll ( ) ;
job mutex . unlock ( ) ;
}
T getJob ( ) {
job mutex . l o ck ( ) ;
i f ( m jobs . s i z e ()==0) wa i t f o r j o b . wait(&job mutex ) ;
i f ( m jobs . s i z e ()==0) { return T( ) ; }
T j=m jobs . f i r s t ( ) ;
m jobs . pop f ront ( ) ;
job mutex . unlock ( ) ;
return j ;
}
void addPr ior i tyJob (T & j , bool i bAsc=true ) {
job mutex . l o ck ( ) ;
typename QList<T> : : i t e r a t o r i t e r=m jobs . begin ( ) ;
while ( i t e r !=m jobs . end ( ) ) {
i f ( i bAsc ) { i f ( j . g e tP r i o r i t y ()<=(∗ i t e r ) . g e tP r i o r i t y ( ) ) break ; }
else { i f ( j . g e tP r i o r i t y ()>=(∗ i t e r ) . g e tP r i o r i t y ( ) ) break ; }
i t e r++;
}
m jobs . i n s e r t ( i t e r , j ) ;
w a i t f o r j o b . wakeOne ( ) ;
job mutex . unlock ( ) ;
}
. . . . . .
} ;
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3.5.4 Il caricamento
Il caricamento dei dati avviene su un thread dedicato. Il thread appena puo`
preleva un messaggio dalla coda dopo di che controlla il tipo della richiesta
(es. caricamento di un’immagine) e la esegue caricando i dati. Quando i
dati sono stati caricati, questi vengono inseriti nella coda d’uscita per poter
essere recuperati dal thread di rendering.
Per generalizzare il meccanismo di caricamento il thread secondario ge-
stisce una tabella hash contenente istanze di oggetti derivanti da una classe
base virtuale, la quale definisce i metodi usati per caricare i dati. In questo
modo si rende molto semplice l’aggiunta di nuovi dati streamabili. Al mo-
mento sono definite due classi astratte, una che definisce i metodi per caricare
dati da disco fisso e una per caricare i dati via HTTP. Le classi concrete che
implementano queste interfacce al momento derivano tutte da entrambe le
interfacce astratte.
enum eWorkState {
WORKSTATEDONE,
WORK STATEDOING,
WORKSTATEERROR
} ;
Un metodo eseguito per caricare dei dati puo` ritornare uno di tre stati. Se
i dati sono stati caricati con successo, ritorna WORK STATE DONE. Se si e` ve-
rificato un errore ritorna WORK STATE ERROR e se un metodo non ha ancora
finito di caricare i dati ritorna WORK STATE DOING. Questo puo` avvenire quan-
do viene inoltrata una richiesta al webserver e bisogna aspettare la risposta,
siccome il gestore HTTP di QT e` asincrono.
3.5.5 Lo streaming da disco
Nel caso del caricamento da disco l’interfaccia astratta espone un solo metodo
siccome l’accesso al disco rigido avviene in modo sincrono. Il valore di io oData
3.5 La gestione out of core dei dati 74
serve a restituire il dato caricato, o NULL se nessun dato e` stato caricato.
Listing 3.7: L’interfaccia astratta da implementare per poter caricare un certo dato
da disco
class HDInterface {
public :
virtual ˜HDInterface ( ) {}
virtual eWorkState loadFromHD( const StreamingJob & i oJob ,
MemoryData ∗& io oData )=0;
// v i r t u a l vo id b l a ()=0;
} ;
3.5.6 Lo streaming da rete
Per la lettura dei dati da internet si potevano scegliere piu` soluzioni diver-
se. Analizzando il problema dal punto di vista delle prestazioni, la soluzione
migliore sarebbe stata quella di realizzare un sistema client/server basato su
TCP o UDP. Questo avrebbe permesso di adattare l’applicativo server alle
esigenze di PhotoCloud. L’installazione di un applicazione server di questo
tipo pone pero` alcuni problemi. Ad esempio l’utente di PhotoCloud che de-
sideri mettere a disposizione una scena 3D da lui realizzata dovrebbe avere
accesso a un server sul quale installare l’applicazione. Per questo si e` de-
ciso di puntare sul protocollo HTTP e sull’utilizzo di comuni webserver. I
dati di una scena di PhotoCloud sono stati pensati in modo da poter essere
semplicemente caricati su un webserver, per poi essere acceduti tramite il
protocollo HTTP. L’unico requisito al webserver e` il supporto per la lettura
di file specificando il byte di partenza ed il numero di byte da leggere, ma
per fortuna questo viene supportato da molti anni da praticamente tutti i
webserver.
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Listing 3.8: L’interfaccia astratta da implementare per poter caricare un certo dato
da internet
class HTTPInterface {
protected :
. . . . . .
public :
virtual ˜HTTPInterface ( ) {}
virtual eWorkState loadFromHTTPStart ( const StreamingJob & i oJob ,
MemoryData ∗& io oData )=0;
virtual eWorkState loadFromHTTPEnd( const StreamingJob & i oJob ,
bool i bError , MemoryData ∗& io oData )=0;
void setData (QHttp ∗ i poHttp , QString ∗ i poHostName ,
int ∗ i p iConnect ionId ,QHash<int , StreamingJob> ∗ i poPending ) {
m poHttp=i poHttp ;
m poHostName=i poHostName ;
m piConnectionId=i p iConnec t i on Id ;
m poPending=i poPending ;
}
} ;
Quando si vogliono caricare dei dati da internet servono due metodi, uno per
inoltrare la richiesta al webserver ed uno per gestire la risposta dal webserver.
I dati necessari per inoltrare richieste al webserver e per gestire le risposte
vengono settati quando l’istanza della classe che deriva da HTTPInterface viene
passata al thread di caricamento. Entrambi i metodi di HTTPInterface posso-
no ritornare tutti gli stati di eWorkState. Il metodo loadFromHTTPStart ritorna
WORK STATE DONE, se il dato che si vuole caricare e` stato precedentemente
memorizzato su disco. loadFromHTTPEnd invece puo` ritornare WORK STATE DOING
quando ha letto dei dati dal server, ma i dati letti non bastano.
Attualmente PhotoCloud utilizza le classi Qt per la lettura di dati tra-
mite HTTP. Sebbene il meccanismo implementato da Qt sia molto semplice
da utilizzare, e` anche relativamente poco flessibile. Il problema maggiore e`
che le richieste vengono eseguite in modo asincrono da piu` thread, ai quali
PhotoCloud non ha accesso.
3.5 La gestione out of core dei dati 76
3.5.7 La gestione dei dati caricati
Quando un dato e` stato caricato con successo, l’istanza che ha caricato il dato
restituisce al thread di caricamento un oggetto di tipo MemoryData. MemoryData e`
la classe base di tutti gli elementi caricabili con lo streaming. Il dato caricato
viene affidato al gestore della memoria che lo inserisce in una coda, in attesa
che questo poi venga trasferito nella struttura dati globale. Appena il thread
di caricamento ha concluso il caricamento di un dato esegue un calcolo del-
l’occupazione della memoria. Se la memoria occupata raggiunge una certa
soglia critica il thread esegue una operazione di garbage collection. La garba-
ge collection viene eseguita anche quando e` passato molto tempo dall’ultimo
check. Durante la fase di garbage collection vengono solo individuati i dati
da cancellare. I riferimenti ai dati cancellabili vengono salvati in una coda
del gestore della memoria, in attesa di essere fisicamente cancellati.
Listing 3.9: Il ciclo principale del thread di caricamento
void StreamerHttp : : run ( ) {
StreamingJob j ;
MemoryManager ∗ poMan=MemoryManager : : g e t In s tance ( ) ;
while ( ! end now ) {
j=StreamingJobSharer : : g e t In s tance ()−>getJob ( ) ;
i f ( j . getType()==KILLME) { return ; }
poMan−>l o ck ( ) ;
executeJob ( j ) ;
poMan−>refreshMemoryUsage ( ) ;
poMan−>checkDe le tab le ( ) ;
poMan−>unlock ( ) ;
}
}
3.5.8 Inserzione e cancellazione dei dati
L’inserzione di dati e` un operazione che compete al thread di rendering. Il
thread chiede al gestore della memoria se ci sono dati da inserire e prova
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ad acquisire il mutex che gli permette di modificare la struttura dati senza
correre il rischio di causare dei crash. Dopo qualche frame il thread ottiene
sicuramente l’accesso ai dati da inserire. A questo punto il thread prende
i dati sequenzialmente e li inserisce nella struttura dati. Questo avviene
inserendo il dato nel MemoryContainer al quale appartiene. Decidere cosa
fare di questo dato spetta poi al MemoryContainer. Il metodo insertMemoryData puo`
restituire true o false. Se restituisce true, il dato e` stato inserito con successo.
Se invece restituisce false, significa che l’inserzione non e` ancora terminata
completamente. Questo e` utile per evitare drop nel framerate. Attualmente
avviene soltanto durante l’inserzione di nuovi punti 3D nell’octree, siccome e`
un’operazione che puo` durare molti millisecondi. In questi casi il dato viene
reinserito in coda alla lista dei dati da processare.
Il thread di rendering dopo il normale inserimento dei dati puo` decidere di
eseguire altre operazioni dipendenti dal dato inserito. Per esempio quando
vede che una nuova scene e` stata caricata aggiunge le nuove immagini al
menu`.
Le operazioni di inserzione e di cancellazione dei dati vengono eseguite
sempre dal thread principale. Ovviamente questa non e` una scelta obbligata,
ma comporta alcuni vantaggi non indifferenti:
• Si riduce l’uso di mutex per la sincronizzazione delle strutture dati, sic-
come le modifiche sia di inserzione che di cancellazione vengono eseguite
tutte da un unico thread.
• Si evitano problemi con OpenGL nei casi in cui si devono eseguire delle
operazioni come il binding di un’immagine. OpenGL non e` thread safe.
3.5.9 La gestione degli errori
Durante il caricamento dei dati possono avvenire svariati errori. Quando
si verifica un errore il thread di caricamento genera un messaggio di tipo
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ErrorContainer, il quale come tutti i messaggi in uscita deriva da MemoryContainer.
Il messaggio contiene il tipo d’errore e una breve descrizione testuale. La
gestione degli errori poi spetta al thread principale. Se per esempio durante
il caricamento di un’immagine in modalita` HTTP avviene un errore, questo
non e` molto grave e potrebbe anche essere ignorato. Se pero` per un qualche
motivo non e` possibile leggere i dati della scena a causa di un malfunziona-
mento della rete, questo e` un errore grave che deve essere segnalato all’utente
e lo stato del programma deve essere resettato correttamente.
3.5.10 Il gestore della memoria
Il gestore della memoria funge da centralizzatore per l’inserimento e la rimo-
zione dei dati. Quando un thread vuole accedere ai dati in scrittura cerca
di acquisire il mutex del gestore della memoria. In PhotoCloud i dati so-
no organizzati in una struttura ad albero. Per gestire i dati il gestore della
memoria ha bisogno di conoscere il contenitore radice dei dati, cioe` l’istanza
dell’oggetto che contiene tutti gli altri dati. Usando i metodi pubblici del-
l’oggetto radice, il gestore puo` accedere a tutte le informazioni necessarie per
la gestione della memoria. Per fare s`ı che questo funzioni tutti gli oggetti
derivano da alcune classi che astraggono le funzionalita` per la gestione della
memoria.
Listing 3.10: La parte piu` importante della classe del gestore della memoria
class MemoryManager {
protected :
. . . . . .
QList<MemoryData ∗> m aoDeletable ;
QList<MemoryData ∗> m aoInse r tab l e ;
stat ic MemoryManager m s ing l e ton ;
. . . . . .
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public :
MemoryManager ( ) ;
˜MemoryManager ( ) ;
stat ic MemoryManager ∗ ge t In s tance ( ) { return &m sing l e ton ; }
void setRoot (MemoryContainer ∗ i poRoot ) ;
void refreshMemoryUsage ( ) ;
unsigned int getMemoryUsage ( ) { return m uiRam ; }
// mutex s t u f f
inl ine bool tryLock ( ) { return m oMutex . tryLock ( ) ; }
inl ine void l o ck ( ) { m oMutex . l o ck ( ) ; }
inl ine void unlock ( ) { m oMutex . unlock ( ) ; }
inl ine int de l S i z e ( ) { return m aoDeletable . s i z e ( ) ; }
inl ine int i n s S i z e ( ) { return m aoInse r tab l e . s i z e ( ) ; }
inl ine void wakeAll ( ) { m oWaitForClean . wakeAll ( ) ; }
inl ine void wakeOne ( ) { m oWaitForClean . wakeOne ( ) ; }
// data hand l ing
void de leteData ( int num=0);
void addDeletable (MemoryData ∗ ) ;
void addDeletable ( QList<MemoryData ∗> ∗ d ) ;
void checkDe le tab le ( ) ;
void addInse r tab l e (MemoryContainer ∗ c , QList<MemoryData ∗> ∗ ) ;
void addInse r tab l e (MemoryContainer ∗ c ,MemoryData ∗ ) ;
MemoryData ∗ g e t I n s e r t a b l e ( ) ;
} ;
class MemoryBase {
public :
virtual unsigned int bytescount ( ) = 0 ;
virtual ˜MemoryBase ( ) {}
} ;
Ogni oggetto che puo` essere de/allocato dinamicamente e ogni oggetto che
puo` contenere altri oggetti de/allocabili dinamicamente deriva da MemoryBase.
MemoryBase definisce soltanto un metodo virtuale che serve a calcolare l’occu-
pazione di memoria dell’oggetto istanziato. Questo metodo viene chiamato
dal MemoryManager sull’oggetto radice, il quale ricorsivamente lo chiama sui suoi
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membri per calcolare l’uso effettivo della memoria.
Listing 3.11: La classe da implementare da un oggetto streamabile
class MemoryData : public MemoryBase{
protected :
MemoryContainer ∗ c on t a i n e r ;
unsigned int memid ;
unsigned int l a s t u s e ;
unsigned char type ;
unsigned char importance ;
bool t o d e l e t e ;
public :
MemoryData ( ) : c on t a i n e r ( 0 ) , memid ( cur r t ime ) , l a s t u s e ( cur r t ime )
, type (UNKNOWN) , importance ( 0 ) , t o d e l e t e ( fa l se ) {}
virtual ˜MemoryData ( ) {}
inl ine MemoryContainer ∗ conta ine r ( ) { return c on t a i n e r ; }
inl ine void s e tConta iner (MemoryContainer ∗ c ) { c on t a i n e r=c ;}
inl ine unsigned char type ( ) { return type ; }
virtual unsigned int bytescount ( ) { return sizeof (MemoryData ) ; }
virtual bool d e l e t ab l e ( ) { return true ; }
void markToDelete ( ) { t o d e l e t e=true ; }
void unmarkToDelete ( ) { t o d e l e t e=fa l se ; }
inl ine bool toDe l e t e ( ) { return t o d e l e t e ; }
unsigned int o ld ( ) { return curr t ime− l a s t u s e ; }
} ;
Un oggetto che puo` essere de/allocato dinamicamente deriva da MemoryData
e appartiene ad un MemoryContainer. Ogni oggetto di tipo MemoryData conosce
il proprio container e presenta metodi e variabili atti ad identificare il suo
tipo. Questo e` importante perche´ il suo gestore deve sapere di che tipo e`
quando gli arriva un nuovo dato, in modo da poterlo inserire correttamente
nella struttura dati. Per determinare quando un dato puo` essere deallocato
esistono alcuni metodi che permettono di scoprire l’utilizzo e l’importanza
del dato. Infine MemoryData possiede dei metodi per gestire la cancellazione
effettiva del dato. Un oggetto che deve essere cancellato viene prima marcato
3.5 La gestione out of core dei dati 81
e poi aggiunto al gestore della memoria. Dati rimovibili affidati al gestore
della memoria non vengono immediatamente cancellati. Per questo motivo
puo` capitare che un dato venga riutilizzato e quindi anche de-marcato e
quindi ogni volta che il gestore cerca di cancellare un dato, controlla prima
se il dato e` ancora cancellabile.
Listing 3.12: La classe da implementare da un oggetto che gestisce dati streamabili
class MemoryContainer : public MemoryBase {
public :
//MemoryContainer () {}
virtual ˜MemoryContainer ( ) {}
virtual unsigned int deleteMemoryData (MemoryData ∗)=0;
virtual bool insertMemoryData (MemoryData ∗)=0;
virtual unsigned int bytescount ( ) { return sizeof (MemoryContainer ) ; }
virtual bool d e l e t ab l e (MemoryData ∗)=0;
virtual void ge tDe l e tab l e ( QList<MemoryData ∗> ∗ , int , int )=0;
} ;
Un MemoryContainer serve a gestire e contenere dati di tipo MemoryData. Il metodo
getDeletable serve a richiedere dati del MemoryContainer che possono essere can-
cellati. Per inserire dei dati viene chiamato insertMemoryData, passando il dato
da inserire. Un MemoryContainer puo` contenere altri oggetti di tipo MemoryContainer
quando questi derivano sia da MemoryContainer che da MemoryData.
Listing 3.13: Dati streamabili residenti anche in memoria della scheda grafica
class GpuData : public MemoryData {
protected :
unsigned int t e x i d ;
public :
void unbind ( ) ;
inl ine unsigned int isbound ( ) const { return t e x i d ; }
virtual bool unbindable ( ) { return true ; }
inl ine GpuContainer ∗ gpuconta iner ( ) { return ( GpuContainer ∗) c on t a i n e r ; }
} ;
Quando si vuole gestire un oggetto che richiede memoria sulla scheda grafi-
ca, come le immagini o i punti 3D lo si fa derivare da GpuData che oltre alle
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funzionalita` base di MemoryData, permette di controllare se il dato occupa at-
tualmente memoria della GPU e se questa memoria puo` essere deallocata in
caso di necessita`.
Listing 3.14: Il gestore per dati grafici
class GpuContainer : public MemoryContainer {
public :
//GpuContainer () {}
virtual bool unbindable (GpuData ∗) { return true ; }
virtual void not i fyunbind (GpuData ∗) { }
} ;
GpuContainer e` l’equivalente di MemoryContainer per la parte GPU e serve a gestire
dati di tipo MemoryData.
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3.6 PGF Viewer
Poiche´ il formato PGF non e` molto utilizzato, non esiste praticamente nes-
sun viewer in grado di visualizzare immagini PGF. Per questo motivo e` stato
sviluppato un semplicissimo tool con interfaccia grafica capace di mostra-
re e convertire immagini PGF. Questo permette anzitutto di visualizzare
un’immagine PGF in tutti i livelli di dettaglio. Oltre a questo permette di
convertire un’immagine BMP, PNG o JPG nel formato PGF, scegliendo il
livello di compressione e il numero di livelli di dettaglio. E’ anche possi-
bile generare una conversione veloce per confrontare l’immagine originale e
l’immagine convertita in PGF, switchando da un’immagine all’altra. PGF
Viewer e` stato utilizzato per generare e salvare le immagini PGF usate nella
comparazione fra PGF e JPG nelle immagini 2.6.
Figura 3.17: PGF Viewer con un’immagine PGF caricata
Capitolo 4
Risultati
Durante lo sviluppo di PhotoCloud sono stati eseguiti molti test per verificare
il funzionamento del programma. Le singole scene utilizzate durante i test
variano soprattutto per numero di immagini. Partendo da una scena piccola
composta da tredici immagini si arriva alla scena piu` corposa contenete 103
immagini. Il programma e` stato sottoposto anche a dei test con una scena s3d
composta da quattro singole scene v3d. Il numero complessivo di immagini
presenti in questa scena e` pari a 117 unita`.
In seguito verranno elencate alcune delle scene testate, specificando per
ognuna di esse i dati su occupazione di memoria e sulle prestazioni riscontrate
durante la visualizzazione della scena. Verranno anche effettuati dei confronti
fra i dati grezzi ottenuti da Arc 3D e fra i dati convertiti per l’utilizzo in
PhotoCloud.
Oltre ai dati tecnici, ogni scena sara` illustrata grazie ad alcune immagini
prese direttamente da PhotoCloud.
I test sono stati effettuati su un PC dotato di S.O. SUSE Linux 10.3 con
Kernel 2.6.22-13. La scheda grafica utilizzata e` una GeForce 7600 GS con
256 megabyte di RAM. Il processore e` un AMD Opteron 170 dual core a 2.0
Ghz e la memoria RAM usata e` di 1024 Mb (2x512 DDR). Il programma e`
stato testato anche su Windows con lo stesso PC e in maniera piu` limitata
su un PC single core con una ATI Radeon 9600 (128 Mb) e un processore
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AMD Athlon a 2.2 Ghz.
Come si nota osservando i dati tecnici dei PC usati, i test sono stati effet-
tuati su sistemi abbastanza modesti per l’anno 2008. In generale il program-
ma mostra prestazioni migliori su PC equipaggiati con processori multi-core.
Il PC single core (Athlon 2.2 Ghz) infatti accusa qualche rallentamento du-
rante le fasi iniziali di caricamento delle scene. Il fenomeno, perlomeno per
le scene testate e` risultato comunque abbastanza limitato da permettere una
navigazione fluida anche su sistemi single-core.
In media il PC con processore AMD Opteron 170 e GeForce 7600 ha per-
messo di visualizzare le scene ad un framerate di circa 30-40 FPS, limitando
il numero di punti visualizzati sotto il milione. Il PC con AMD Athlon a 2.2
Ghz e Radeon 9600 ha fatto riscontrare un framerate medio di circa 15-25
FPS.
L’ottimizzazione di alcuni aspetti del sistema permette di ottenere un
discreto margine di guadagno di performance anche su sistemi di fascia piu`
bassa. Per le scene con piu` di 100 immagini e con un alto numero di punti
3D si potrebbe diminuire il carico sulla CPU con una piu` accurata gestione
dei dati. La gestione della barra delle immagini ad esempio dovrebbe essere
ottimizzata in modo da non dover ciclare su tutte le immagini della scena.
Un modo per raggiungere questo obiettivo potrebbe essere l’introduzione di
un octree o di un’altra struttura dati per l’individuazione delle immagini da
visualizzare. Al momento pero` il collo di bottiglia sembra essere soprattutto
la scheda grafica durante il rendering della pointcloud.
Passiamo ora alle scene testate durante lo sviluppo di PhotoCloud. Si tratta
soprattutto di edifici o monumenti storici, come per esempio il Duomo di
Pisa o l’Arco di Trionfo a Parigi. Le fotografie sono state gentilmente fornite
dal VCG Lab del CNR di Pisa e in particolare dal Prof. Paolo Cignoni.
86
4.0.1 Ripoll Leone
Immagini: 76
Compressione PGF: Compressione 5 con 6 livelli di dettaglio
Numero di punti 3d (lod 5): 949400
FPS: (lod 5) 33
Dati originali Dati convertiti
Risoluzione immagine 1728x1152 1024x1024
Memoria singola immagine 340 kb 160 kb
Memoria tutte immagini 26 mb 12 mb
Occ. RAM di tutte le img. (24bpp) 432 mb 228 mb
Memoria dati 3D 151 mb 15 mb
Figura 4.1: Ripoll Leone 1
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Figura 4.2: Ripoll Leone 2
88
Figura 4.3: Ripoll Leone 3
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4.0.2 Abside Totale
Immagini: 60
Compressione PGF: Compressione 5 con 6 livelli di dettaglio
Numero di punti 3d:
FPS:
Dati originali Dati convertiti
Risoluzione immagine 2560x1920 2048x1024
Memoria singola immagine 520 kb 165 kb
Memoria tutte immagini 31 mb 10 mb
Occ. RAM di tutte le img. (24bpp) 844 mb 360 mb
Memoria dati 3D 844 mb 32 mb
Figura 4.4: Abside Totale 1
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4.0.3 Abside Alto
Immagini: 13
Compressione PGF: Compressione 5 con 6 livelli di dettaglio
Numero di punti 3d:
FPS:
Dati originali Dati convertiti
Risoluzione immagine 2168x1451 2048x1024
Memoria singola immagine 330 kb 200 kb
Memoria tutte immagini 4 mb 2.7 mb
Occ. RAM di tutte le img. (24bpp) 117 mb 78 mb
Memoria dati 3D 56 mb 7 mb
Figura 4.5: Abside Alto 1
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4.0.4 Abside WindowSide
Immagini: 22
Compressione PGF: Compressione 5 con 6 livelli di dettaglio
Numero di punti 3d:
FPS:
Dati originali Dati convertiti
Risoluzione immagine 2560x1920 2048x1024
Memoria singola immagine 470 kb 160 kb
Memoria tutte immagini 11 mb 4 mb
Occ. RAM di tutte le img. (24bpp) 309 mb 132 mb
Memoria dati 3D 310 mb 16 mb
Figura 4.6: Abside WindowSide 1
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4.0.5 Abside WindowBack
Immagini: 22
Compressione PGF: Compressione 4 con 7 livelli di dettaglio
Numero di punti 3d: (lod 4) 180132
FPS: (lod 4) 130
Numero di punti 3d: (lod 5) 1094060
FPS: (lod 5) 30
Dati originali Dati convertiti
Risoluzione immagine 2560x1920 2048x2048
Memoria singola immagine 450 kb 410 kb
Memoria tutte immagini 10 mb 9 mb
Occ. RAM di tutte le img. (24bpp) 309 mb 264 mb
Memoria dati 3D 310 mb 17 mb
Figura 4.7: Abside WindowBack 1
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4.0.6 Abside
Contenuti: Abside WindowBack, Abside WindowSide, Abside Alto, Abside Totale
Immagini: 117
Dati originali Dati convertiti
Memoria tutte immagini 56 mb 26 mb
Memoria dati 3D 1520 mb 72 mb
Occ. RAM di tutte le img. (24bpp) 1579 mb 834 mb
Figura 4.8: Abside 1
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Figura 4.9: Abside 2
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4.0.7 Around The Arc
Immagini: 103
Compressione PGF: Compressione 5 con 7 livelli di dettaglio
Numero di punti 3d: (lod 4) 843170
FPS: (lod 4) 35
Dati originali Dati convertiti
Risoluzione immagine 3072x2048 2048x2048
Memoria singola immagine 550 kb 300 kb
Memoria tutte immagini 57 mb 31 mb
Occ. RAM di tutte le img. (24bpp) 1854 mb 1236 mb
Memoria dati 3D 1850 mb 52 mb
Figura 4.10: Around The Arc 1
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Figura 4.11: Around The Arc 2
Capitolo 5
Conclusioni
Scopo di questa tesi e` stato lo studio e lo sviluppo di un sistema che permet-
tesse di visualizzare fotografie in un ambiente tridimensionale e virtuale. Per
questo motivo e` stato necessario studiare metodi appropriati per le generazio-
ne e la memorizzazione dei dati da visualizzare. Gli ambienti riprodotti dal
programma vengono interamente generati a partire da un set di fotografie. I
dati generati permettono di mostrare la posizione originaria delle fotocame-
re durante la ripresa delle foto e una rappresentazione tridimensionale della
scena fotografata, mostrandola come pointcloud.
Il programma si e` avvalso di tecniche di gestione out of core dei dati, per-
mettendo cos`ı di elaborare e visualizzare scene composte da grosse quantita`
di dati. Esso inoltre e` stato sviluppato in modo da essere in grado di leggere
i dati di una scena sia da disco locale che da remoto comunicando con un
normale webserver.
Le fotografie da visualizzare sono state trasformate in immagini wavelet.
Questo ha permesso un caricamento veloce e adattabile all’attuale interazio-
ne dell’utente con il programma.
Per visualizzare al meglio una scena sono stati pensati meccanismi che per-
mettessero all’utente di muoversi liberamente dentro l’ambiente virtuale. L’u-
tente del programma puo` navigare le fotografie scegliendole da una lista op-
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pure selezionando la fotocamera dalla quale sono state scattate. Inoltre puo`
trovare le fotografie navigando nella scena e selezionandone la parte di inte-
resse. Il programma provvede automaticamente a mostrare all’utente le fo-
tografie che forniscono informazioni sulla parte della scena da lui selezionata.
Durante la visualizzazione a schermo pieno di una fotografia, questa viene
proiettata sulla parte della scena che rappresenta, in modo da permettere
all’utente un confronto fra i dati tridimensionali e le fotografie.
Quando l’utente naviga da una fotografia all’altra, il programma esegue
una transizione lineare dalla posizione tridimensionale attuale alla posizione
in cui e` stata scattata la fotografia selezionata. Durante questa transizione
le immagini vengono proiettate sulla scena con un effetto di fadein/out in
modo da migliorare l’effetto grafico del movimento.
Sviluppi futuri: Sebbene sia stato investito molto tempo nella realizza-
zione del programma PhotoCloud, ci sono alcuni campi in cui si possono
eseguire dei miglioramenti o estendere le attuali funzionalita`. La parte che
attualmente mostra i maggiori margini di miglioramento riguarda la gestione
della pointcloud. Alcune modifiche sarebbero auspicabili nel modo in cui
vengono memorizzati e quindi anche caricati i dati per essa. Fare cio` impli-
cherebbe l’applicazione di opportune modifiche alla fase di generazione dei
dati delle scene.
Anche la visualizzazione della pointcloud potrebbe trarre grosso vantaggio
da una differente gestione dei dati. La generazione a tempo di preprocessing
di una struttura ad octree, o l’unione dei dati delle singole fotografie e delle
singole sottoscene potrebbe portare a grossi miglioramenti di prestazioni.
L’applicazione di tali modifiche comporterebbe una maggiore complessita` di
mantenimento della correlazione fra fotografie e punti 3D.
Oltre alla gestione dei punti 3D sara` necessario studiare piu` approfondi-
tamente metodi per l’arricchimento visivo della scena, come l’uso del VDTS
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e del hole filling. Problemi e vantaggi di questi due metodi sono stati spiegati
nel terzo capitolo.
Per la parte che riguarda le fotografie si possono studiare metodi che ne
migliorino la visualizzazione, oltre a fornire all’utente piu` meccanismi che gli
permettano di arricchire la scena e le fotografie con informazioni aggiuntive,
come descritto nel capitolo 2 parlando di Photo Tourism.
Naturalmente si possono effettuare ulteriori miglioramenti di performance
per rendere il programma scalabile e funzionante anche immaginando scene
con molte centinaia o migliaia di immagini.
La realizzazione del programma non si puo` ritenere conclusa, tuttavia e` stato
mostrato che un sistema di questo tipo sia implementabile con l’utilizzo di
software esclusivamente open source.
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