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Abstract—Wireless sensors can integrate rechargeable batter-
ies and energy-harvesting (EH) devices to enable long-term,
autonomous operation, thus requiring intelligent energy man-
agement to limit the adverse impact of energy outages. This
work considers a network of EH wireless sensors, which report
packets with a random utility value to a fusion center (FC)
over a shared wireless channel. Decentralized access schemes
are designed, where each node performs a local decision to
transmit/discard a packet, based on an estimate of the packet’s
utility, its own energy level, and the scenario state of the EH
process, with the objective to maximize the average long-term
aggregate utility of the packets received at the FC. Due to the non-
convex structure of the problem, an approximate optimization is
developed by resorting to a mathematical artifice based on a
game theoretic formulation of the multiaccess scheme, where the
nodes do not behave strategically, but rather attempt to maximize
a common network utility with respect to their own policy. The
symmetric Nash equilibrium (SNE) is characterized, where all
nodes employ the same policy; its uniqueness is proved, and
it is shown to be a local maximum of the original problem.
An algorithm to compute the SNE is presented, and a heuristic
scheme is proposed, which is optimal for large battery capacity.
It is shown numerically that the SNE typically achieves near-
optimal performance, within 3% of the optimal policy, at a
fraction of the complexity, and two operational regimes of EH-
networks are identified and analyzed: an energy-limited scenario,
where energy is scarce and the channel is under-utilized, and
a network-limited scenario, where energy is abundant and the
shared wireless channel represents the bottleneck of the system.
I. INTRODUCTION
In recent years, energy harvesting (EH) has received great
interest in the research community, spanning different disci-
plines related to electronics, energy storage, measurement and
modeling of ambient energy sources [2], and energy manage-
ment [3], [4]. EH devices can operate autonomously over long
periods of time, as they are capable of collecting energy from
the surrounding environment, and of employing it to sustain
tasks such as data acquisition, processing and transmission.
Due to its demonstrated advantages of long-term, autonomous
operation, at least within the limits of the physical degradation
of the rechargeable batteries [5], the EH technology exploiting,
e.g., solar, motion, heat, aeolian harvesting [6], or indoor
light [7] is increasingly being considered in the design of
wireless sensor networks (WSNs), where battery replacement
is difficult or cost-prohibitive, e.g., see [8].
The research of Nicolo` Michelusi has been funded in part by the following
grants: AFOSR FA9550-12-1-0215, ONR N00014-09-1-0700.
N. Michelusi is with the Dept. of Electrical Engineering, University of
Southern California. email: michelus@usc.edu.
M. Zorzi is with the Dept. of Information Engineering, University of
Padova, Padova, Italy. email: zorzi@dei.unipd.it.
Part of this work was presented at IEEE ICC 2013 [1].
The rechargeable battery of an EH sensor (EHS) can be
modeled as an energy buffer, where energy is stored according
to a given statistical process, and from where energy is drawn
to feed sensor microprocessors and transceiver equipments,
whenever needed. However, due to the random and uncertain
energy supply, battery management algorithms are needed to
manage the harvested energy, in order to minimize the dele-
terious impact of energy outage, with the goal of optimizing
the long-term performance of the overall system in regard to
sensing and data-communication tasks [3], [9]–[12]. In the
literature, different battery management algorithms have been
presented, exploiting knowledge about, e.g., the amount of
energy stored in the battery, which may be perfectly [13], [14]
or imperfectly [15] known to the controller, the importance of
the data packets to be transmitted [16], the state of the EH
source [16], the health state of the battery [5], or the channel
state [17].
In this paper, extending our previous work [1], we consider
an EH-WSN where multiple EHSs randomly access a wireless
channel to transmit data packets with random utility value to
a FC. The goal is to design strategies so as to maximize the
long-term average utility of the data reported to the FC. One
possibility to achieve this goal is to have the FC act as a
centralized controller, which schedules each EHS based on
knowledge of the energy levels and packet utilities of all EHSs.
This problem has been considered for the case of two EHSs
in [18]. While this centralized scheme is expected to yield
the best performance, since collisions between concurrent
transmissions can be avoided via proper scheduling at the
FC, it can only be used in very small WSNs, such as the
one considered in [18]. In fact, the EHSs need to report
their energy level and packet’s utility to the FC in each slot,
thus incurring a very large communication overhead in large
WSNs, which is not practical given the limited resources
(shared channel and ambient energy) of EH-WSNs. Therefore,
unlike [18], we consider a fully decentralized scheme with an
arbitrary number of EHSs, where the EHSs operate without
the aid of a central controller. In particular, their decision
as to whether to transmit the data packet or to remain idle
and discard it is based only on local information about their
own energy level and an estimate of the utility of the current
data packet, rather than on global network state information.
Compared to the centralized scheme, the decentralized one
achieves poorer performance, due to the unavoidable collisions
between concurrent EHSs, but is scalable to large EH-WSNs,
since it does not incur communication overhead between the
EHSs and the FC, but only needs minimal coordination by the
FC, which, from time to time (i.e., whenever environmental
conditions change), needs to broadcast information about the
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2policy to be employed by the EHSs to perform their access
decisions. Assuming that data transmission incurs an energy
cost and that simultaneous transmissions from multiple EHSs
cause collisions and packet losses, we study the problem
of designing optimal decentralized random access policies,
which manage the energy available in the battery so as to
maximize the network utility, defined as the average long-
term aggregate network utility of the data packets successfully
reported to the FC. In order to tackle the non-convex nature of
the optimization problem, we resort to a mathematical artifice
based on a game theoretic formulation of the multiaccess
problem, where each EHS tries to individually maximize the
network utility. Owing to the symmetry of the network, we
characterize the symmetric Nash equilibrium of this game,
such that all EHSs employ the same scheme to access the
channel, and prove its existence and uniqueness. We also show
that it is a local optimum of the original optimization problem,
and derive an algorithm to compute it, based on the bisection
method and policy iteration. Moreover, we design a heuristic
scheme, which is proved to be asymptotically optimal for large
battery capacity, based on which we identify two regimes of
operation of EH-WSNs: an energy-limited scenario, where the
bottleneck of the system is due to the scarce energy supply,
resulting in under-utilization of the shared wireless channel;
and a network-limited scenario, where energy is abundant and
the network size and the shared wireless channel are the main
bottlenecks of the system.
The model considered in the present work is a generalization
of that of [19], which addresses the design of optimal energy
management policies for a single EHS. Herein, we extend [19]
and model the interaction among multiple EHSs, which ran-
domly access the channel. The problem of maximizing the
average long-term importance (similar to the concept of utility
used in this work) of the data reported by a replenishable
sensor is formulated in [20] for a continuous-time model with
Poisson EH and data processes, whereas [21] investigates the
relaying of packets of different priorities in a network of
energy-limited sensors (no EH).
Despite the intense research efforts in the design of optimal
energy management policies for a single EH device, e.g.,
see [14], [22], [23], the problem of analyzing and modeling
the interaction among multiple EH nodes in a network has
received limited attention so far. In [24], [25], the design
of medium access control (MAC) protocols for EH-WSNs
is considered, focusing on TDMA, (dynamic) framed Aloha,
CSMA and polling techniques. In [26], efficient energy man-
agement policies that stabilize the data queues and maximize
throughput or minimize delay are considered, as well as effi-
cient policies for contention free and contention based MAC
schemes, assuming that the data buffer and the battery storage
capacity are infinite. In contrast, we develop decentralized
random multiaccess schemes under the practical assumption
of finite battery storage capacity. In [27], a MAC protocol is
designed using a probabilistic polling mechanism that adapts
to changing EH rates or node densities. In [28], an on-demand
MAC protocol is developed, able to support individual duty
cycles for nodes with different energy profiles, so as to achieve
energy neutral operation. In [10], a dynamic sensor activation
framework to optimize the event detection performance of the
network is developed. In [29], the problem of maximizing the
lifetime of a network with finite energy capacity is considered,
and a heuristic scheme is constructed that achieves close-
to-maximum lifetime, for battery-powered nodes without EH
capability. In [30], the problem of joint energy allocation and
routing in multihop EH networks in order to maximize the
total system utility is considered, and a low-complexity online
scheme is developed that achieves asymptotic optimality, as
the battery storage capacity becomes asymptotically large,
without prior knowledge of the EH profile. In [13], [31], [32],
tools from Lyapunov optimization and weight perturbation
are employed to design near-optimal schemes to maximize
the network utility in multihop EH networks. In particular,
[13] considers the problem of cross-layer resource allocation
for wireless multihop networks operating with rechargeable
batteries under general arrival, channel state and recharge
processes, and presents an online and adaptive policy for the
stabilization and optimal control of EH networks. In [31], the
problem of dynamic joint compression and transmission in EH
multihop networks with correlated sources is considered. In
[32], the problem of joint energy allocation and data routing is
considered, and near-optimal online power allocation schemes
are developed. However, [32] does not consider wireless
interference explicitly, and is thus applicable to settings where
adjacent nodes operate on orthogonal channels. In contrast,
we employ a collision channel model, where the simultaneous
transmission of multiple nodes results in packet losses.
The rest of the paper is organized as follows. In Sec. II,
we present the system model. Sec. III defines the control
policies and states the optimization problem, which is further
developed in Sec. IV. In Sec. V, we present and analyze the
performance of a heuristic policy. In Sec. VI, we present some
numerical results. Finally, in Sec. VII we conclude the paper.
The proofs of the propositions and theorems are provided in
the Appendix.
II. SYSTEM MODEL
We consider a network of U EHSs, which communicate
concurrently via a shared wireless link to a FC, as depicted
in Fig. 1. Each EHS harvests energy from the environment,
and stores it in a rechargeable battery to power the sensing
apparatus and the RF circuitry. A processing unit, e.g., a micro-
controller, manages the energy consumption of the EHS. Time
is slotted, where slot k is the time interval [kT, kT + T ),
k ∈ Z+ and T is the time-slot duration.
A. Data acquisition model
At each time instant k, each EHS (say, u) has a new
data packet to send to the FC. Each data packet has utility
Vu,k > 0. We model Vu,k as a continuous random variable
with probability density function (pdf) fV (v), v ≥ 0 with
support (0,∞), and assume that the components of {Vk},
where Vk = (V1,k, V2,k, . . . , VU,k) ∈ [R+]U is the utility
vector, are i.i.d. over time and across the EHSs. EHS u
may not know exactly the utility Vu,k of the current data
packet, but is only provided with a noisy observation Yu,k
3Table I
MAIN SYSTEM PARAMETERS
emax Battery storage capacity Eu,k ∈ E Energy level of EHS u, time k
Bu,k ∼ B(β(Sk)) EH arrival at EHS u, time k Qu,k ∈ {0, 1} Transmit action at EHS u, time k
Sk ∼ pS(·|Sk−1) Common scenario process β(s) Average EH rate in scenario s
Vu,k ∼ fV (·) Packet’s utility at EHS u, time k Yu,k ∼ fY |V (·|Vu,k) Packet’s utility observation at EHS u, time k
γu,k Channel SNR for EHS u, time k V¯ (Yu,k) Expected utility for EHS u, if it transmits at time k
ηu(Eu,k, Sk) Transmission probability for EHS u g(ηu(Eu,k, Sk)) Expected instantaneous utility under threshold policies
Rη Network utility P (ηu|s) Average power consumption in scenario s for EHS u
yth,u(e, s) Censoring threshold on Yu,k ρ(y) Channel outage probability, given Yu,k = y
G(ηu|s) Average utility in scenario s for EHS u under no collisions
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Figure 1. Energy Harvesting Wireless Sensor Network (EH-WSN)
of it, termed the utility observation, distributed according to
the conditional probability density function fY |V (y|v) with
support (0,∞), ∀v. One example is when the utility Vu,k
represents the achievable information rate under the current
channel fading state. In this case, Vu,k is known only to some
extent, via proper channel estimation. We denote the joint
probability density function of (Vu,k, Yu,k) as fV,Y (v, y), the
conditional probability density function of Vu,k given Yu,k as
fV |Y (v|y), and the marginal probability density function of
Yu,k as fY (y).
B. Channel model
We employ a collision channel model with fading,1 i.e.,
letting γu,k be the SNR between EHS u and the FC in slot
k, the transmission of EHS u in slot k is successful if and
only if all the other EHSs remain idle and γu,k > γth(Yu,k),
where γth(Yu,k) is an SNR threshold, possibly dependent on
the utility observation Yu,k, which guarantees correct decoding
at the receiver. The dependence on Yu,k models the fact
that the transmission rate may be adapted over time, based
on Yu,k. We model {γu,k} as a continuous random variable
in (0,∞), i.i.d. over time and across EHSs, and possibly
correlated with (Vu,k, Yu,k). For instance, if Vu,k represents
the achievable information rate under the current channel
fading state, then Vu,k = log2(1 + γu,k) [34], and Yu,k is
a noisy estimate of the achievable rate, obtained from a noisy
estimate of the SNR γu,k. We denote the joint probability
distribution of (Vu,k, Yu,k, γu,k) as fV,Y,Γ(v, y, γ), and we let
ρ(y) , P(γu,k ≤ γth(y)|Yu,k = y) be the channel outage
probability, which depends on the specific fading model and
1The extension to the case of multiple orthogonal channels can be done by
exploiting the large network approximation, similar to [33, Corollary 1]
rate adaptation employed. Thus, letting Ou,k ∈ {0, 1} be
the transmission outcome for EHS u, with Ou,k = 1 if the
transmission is successful and Ou,k = 0 otherwise, and letting
Qn,k ∈ {0, 1} be the transmission decision of EHS n, with
Qn,k = 1 if it transmits and Qn,k = 0 if it remains idle,
the success probability under a specific transmission pattern
Qk = (Q1,k, Q2,k, . . . , QU,k) ∈ {0, 1}U and Yu,k = y is
given by
P(Ou,k=1|Qk=q, Yu,k=y)=(1−ρ(y))qu
∏
i 6=u
(1−qi). (1)
The data packet is discarded if a collision occurs or the EHS
decides to remain idle, and no feedback on the transmission
outcome is provided by the FC to the EHSs. This assumption
implicitly models a stringent delay requirement. Moreover, we
do not deal explicitly with network management issues, e.g.,
node synchronization and self organization, nodes joining and
leaving the network, fault tolerance, which can be addressed
using techniques available in the literature.
Given the utility observation Yu,k = y, EHS u can estimate
the utility of the current data packet via conditional expecta-
tion, i.e.,
V¯ (y) , E [χ(γu,k > γth(Yu,k))Vu,k|Yu,k = y] . (2)
Note that V¯ (y) represents the expected utility for EHS u, if the
packet is transmitted, and takes into account possible channel
outage events due to channel fading. In the special case where
γu,k and Vu,k are mutually independent, given Yu,k, we obtain
V¯ (y) = (1− ρ(y))E [Vu,k|Yu,k = y]. We make the following
assumptions on V¯ (y).
Assumption 1 V¯ (y) is a strictly increasing, continuous func-
tion of y ∈ (0,∞), with lim
y→∞V¯ (y) = ∞ and V¯ (0) = 0.
Remark 1 The joint distribution of (Vu,k, Yu,k, γu,k) is appli-
cation/deployment dependent. Moreover, the assumption that
Vu,k, Yu,k and γu,k have continuous distributions with support
(0,∞) approximates the scenario where they are mixed or
discrete random variables as well. This is the case, for
instance, if the data traffic is bursty, i.e., a data packet
is received with probability λ, otherwise no data packet is
received. In this case, the utility is binary and takes value
Vu,k = 1 if a packet is received and Vu,k = 0 otherwise,
whereas the utility observation is given by Yu,k = Vu,k. The
approximation for Vu,k is obtained as follows: let Vu,k be
a mixed random variable, i.e., with probability x, it takes a
value from the discrete set VD with probability mass function
f
(D)
V (v), v ∈ VD, and, with probability 1−x, it takes a value
4from the continuous set VC with probability density function
f
(C)
V (v) (in the discrete case, x = 1). Then, Vu,k can be
approximated as a continuous random variable with support
(0,∞) and probability density function
f˜σV (v)=(1−x)f (C)V (v)+x
∑
νD∈VD
f
(D)
V (νD)
1√
2piσ
e−
(v−νD)2
2σ2
1−Φ(νD/σ) , v≥0,
where Φ(x) = P(N < x) is the cumulative distribution
function of a Gaussian normal random variable N ∼ N (0, 1).
This approximation has support (0,∞), and approaches the
true mixed distribution as σ → 0. The same consideration
holds for the case where the observation Yu,k and the fading
state γu,k have a discrete or mixed distribution. Therefore,
without loss of generality, we restrict our analysis to the case
where Vu,k and Yu,k are continuous random variables with
support (0,∞).
C. Battery dynamics
The battery of each EHS is modeled by a buffer. As in
previous works [19], [22], [23], we assume that each position
in the buffer can hold one energy quantum and that the
transmission of one data packet requires the expenditure of
one energy quantum. In this work, we assume that no power
adaptation is employed at the EHSs (however, the transmission
rate may be adapted to the utility observation Yu,k, see
Sec. II-B). Moreover, we only consider the energy expenditure
associated with RF transmission, and neglect the one due to
battery leakage effects and storage inefficiencies, or needed
to turn on-off the circuitry, etc. These aspects can be handled
by extending the EH/consumption model, as discussed in [5],
but their inclusion does not bring additional insights on the
multiaccess problem considered in this paper, and therefore is
not pursued here. The maximum number of quanta that can be
stored in each EHS, i.e., the battery capacity, is emax and the
set of possible energy levels is denoted by E={0, 1, . . . , emax}.
The amount of energy stored in the battery of EHS u at time
k is denoted as Eu,k, and evolves as
Eu,k+1 = min {Eu,k −Qu,k +Bu,k, emax} , (3)
where {Bu,k} is the energy arrival process and {Qu,k} is the
transmit action process at EHS u. Qu,k = 1 if the current
data packet is transmitted by EHS u, which results in the
expenditure of one energy quantum, and Qu,k = 0 otherwise,
as described in Sec. III. Bu,k models the randomness in the
energy harvested in slot k, and is described in Sec. II-D.
Moreover the energy harvested in time-slot k can be used
only in a later time-slot, so that, if the battery is depleted, i.e.,
Eu,k = 0, then Qu,k = 0. The state of the system at time k is
given by (Ek,Vk), where Ek = (E1,k, E2,k, . . . , EU,k) ∈ EU
is the joint state of the energy levels in all EHSs.
D. Energy harvesting process
We model the energy arrival process {Bu,k} as a homo-
geneous hidden Markov process, taking values in the set B.
We define an underlying common scenario process {Sk},
taking values in the finite set S , which evolves accord-
ing to a stationary irreducible Markov chain with transition
probability pS(sk+1|sk) , P(Sk+1=sk+1|Sk=sk). Given the
common scenario Sk = s, the energy harvest at EHS u
is modeled as Bu,k ∼ B(β(s)), i.e., in each time-slot,
either one energy quantum is harvested with probability β(s),
or no energy is harvested at all. The common scenario
process models different environmental conditions affecting
the EH mechanism, for instance, for a solar source, Sk ∈
{direct sunlight, cloudy, night}. In this case, we thus have that
β(direct sunlight) > β(cloudy) > β(night). We assume that
the components of Bk = (B1,k, B2,k, . . . , BU,k) are i.i.d. over
time and across the EHSs, given the common scenario Sk = s.
We define piS(s), s ∈ S, as the steady state distribution of the
common scenario process, and we refer to β¯ = E[Bu,k] =∑
s∈S piS(s)β(s) as the average EH rate, and to β(s) as
the average EH rate in scenario Sk = s. This model is a
special instance of the generalized Markov model presented
in [35] for the case of one EHS. Therein, the scenario process
is modeled as a first-order Markov chain, whereas Bu,k
statistically depends on (Bu,k−L, Bu,k−L+1, . . . , Bu,k−1) and
on Sk, for some order L ≥ 0. In particular, in [35] it is shown
that L = 0 ({Bu,k} is i.i.d., given Sk) models well a piezo-
electric energy source, whereas L = 1 ({Bu,k} is a Markov
chain, given Sk) models well a solar energy source. In this
paper, the model L = 0 is considered. The analysis can be
extended to the case L = 1 by including Bk−1 in the state
space, similarly to [5], but this extension is beyond the scope
of this paper. Typically, the scenario process {Sk} is slowly
varying over time, hence it can be estimated accurately at
each EHS from the locally harvested sequence {Bu,k}. In this
paper, we assume that perfect knowledge of Sk is available at
each EHS at time instant k. Note that the common scenario
process {Sk} introduces spatial and temporal correlation in
the EH process, i.e., the local EH processes are spatially
coupled across the network since Sk is common to all EHSs
and time-correlated since Sk is a Markov chain.
III. POLICY DEFINITION AND OPTIMIZATION PROBLEM
Each EHS is assumed to have only local knowledge about
the state of the system. Namely, at time k, EHS u only knows
its own energy level Eu,k, the utility observation Yu,k, and
the common scenario state Sk, but does not know the energy
levels and utilities of the other EHSs in the network, nor the
exact utility of its own packet Vu,k or channel SNR γu,k, since
these cannot be directly measured by EHS u. Moreover, since
no feedback is provided by the FC, EHS u has no information
on the collision history. Therefore, the transmission decision
of EHS u at time k is based solely on (Eu,k, Yu,k, Sk).
Given (Eu,k, Yu,k, Sk), EHS u transmits the current data
packet (Qu,k = 1) with probability µu(Eu,k, Yu,k, Sk), and
discards it otherwise (Qu,k = 0), for some transmission policy
µu, which is the objective of our design. Note that, due to the
complexity of implementing a non-stationary policy µu,k, we
only consider stationary policies independent of time k. Let
µ = (µ1, µ2, . . . , µU ) be the joint transmission policy of the
network. Given an initial state of the energy levels E0 = e0 ∈
5EU and initial scenario S0 = s0 ∈ S, we denote the average
long-term utility of the data reported by EHS u to the FC,
under the joint transmission policy µ, as
R(u)µ (e0, s0)=lim inf
K→∞
1
K
E
[
K−1∑
k=0
χ(γu,k > γth(Yu,k))Qu,kVu,k
×
∏
i 6=u
(1−Qi,k)
∣∣∣∣∣∣E0 = e0, S0 = s0,µ
 , (4)
where Eu,k evolves as in (3), Bu,k ∼ B(β(Sk)), {Sk} is a
Markov chain, and χ(·) is the indicator function. The expecta-
tion is taken with respect to {Bk, Sk,Qk,Vk,Yk,γk}, where
Yk = (Y1,k, Y2,k, . . . , YU,k), γk = (γ1,k, γ2,k, . . . , γU,k), and,
at each instant k, Qu,k=1 with probability µu(Eu,k, Yu,k, Sk)
and Qu,k = 0 otherwise. We define the network utility as the
average long-term aggregate utility of the packets successfully
reported to the FC, i.e.,
Rµ(e0, s0) =
U∑
u=1
R(u)µ (e0, s0). (5)
The goal is to design a joint transmission policy µ so as to
maximize the network utility, i.e.,
µ∗ = arg max
µ
Rµ(e0, s0). (6)
We now establish that µ∗ has a threshold structure with respect
to the observation Yu,k.
Proposition 1 For each energy level Eu,k ∈ E , scenario
process Sk ∈ S , and for each EHS u ∈ {1, 2, . . . , U}, there
exists a threshold on the utility observation, y∗th,u(Eu,k, Sk),
such that
µ∗u(Eu,k, Yu,k, Sk) = χ
(
Yu,k ≥ y∗th,u(Eu,k, Sk)
)
. (7)
Proof: See Appendix A.
From Prop. 1, it follows that Qu,k=χ (Yu,k≥yth,u(Eu,k, Sk))
is optimal, where yth,u(Eu,k, Sk) is the censoring threshold
on Yu,k, and is a function of the energy level Eu,k and scenario
state Sk.
We denote the transmission probability of EHS u in energy
level e and scenario s, induced by the random observation
Yu,k and by the threshold yth,u(e, s), as
ηu(e, s)=E[Qu,k|Eu,k=e, Sk=s]=P(Yu,k≥yth,u(e, s)). (8)
We denote the corresponding threshold on the utility obser-
vation as yth(ηu(e, s)) , yth,u(e, s). Moreover, we denote
the expected utility reported by EHS u to FC in state (e, s),
assuming that all the other EHSs remain idle (no collisions
occur), as g(ηu(e, s)). This is given by
g(ηu(e, s))=E [χ(γu,k>γth(Yu,k))Qu,kVu,k|Eu,k=e, Sk=s]
=
∫ ∞
yth,u(e,s)
V¯ (y)fY (y)dy. (9)
In words, g(ηu(e, s)) is the expected reward accrued when
only the packets with utility observation larger than yth,u(e, s)
are reported and no collisions occur (however, poor channel
fading may still cause the transmission to fail), where ηu(e, s)
is the corresponding transmission probability. The function
g(x) has the following properties, which are not explicitly
proved here due to space constraints.
Proposition 2 The function g(x) is a continuous,
strictly increasing, strictly concave function of x, with
g(0)=0, g(1)=E[V¯ (Yu,k)], g′(x),dg(x)dx =V¯ (yth(x)),
limx→0 g′(x)=∞, limx→1 g′(x)=0.
Note that, from Assumption 1, there is a one-to-one map-
ping between the threshold policy µu(e, y, s), the threshold
yth,u(e, s), and the transmission probability ηu(e, s). There-
fore, without loss of generality, in the following we refer
to ηu as the policy of EHS u. Moreover, we denote the
aggregate policy used by all the EHSs in the network as
η = (η1, η2, . . . , ηU ). The utility for EHS u under a threshold
policy η is then given by
R(u)η (e0, s0)=lim inf
K→∞
1
K
E
[
K−1∑
k=0
g(ηu(Eu,k, Sk))
×
∏
i 6=u
(1− ηi(Ei,k, Sk))
∣∣∣∣∣∣E0 = e0, Sk = s0,η
 , (10)
where Eu,k evolves as in (3), Bu,k ∼ B(β(Sk)) and {Sk}
is a Markov chain. The optimization problem under threshold
policies can be restated as
η∗ = arg max
η
Rη(e0, s0). (11)
Note that the policy ηu implemented by EHS u yields the
following trade-off. By employing a larger transmission prob-
ability ηu(Eu,k, Sk):
• EHS u transmits more often, hence the battery level Eu,k
tends to be lower since Qu,k ∼ B(ηu(Eu,k, Sk)) (see (3))
and battery depletion occurs more frequently for EHS u,
degrading its performance;
• more frequent collisions occur in the channel, hence a
lower utility is accrued by all the other EHSs, as apparent
from the term
∏
i6=j(1 − ηi(Ei,k, Sk)) in (10), denoting
the probability of successful transmission for EHS j,
which is a decreasing function of ηu(Eu,k, Sk);
• a larger instantaneous utility is accrued by EHS u, as
apparent from the term g(ηu(Eu,k, Sk)) in (10).
On the other hand, the opposite effects are obtained by using
a smaller transmission probability. The optimal policy η∗
thus reflects an optimal trade-off between battery depletion
probability, collision probability and instantaneous utility for
each EHS.
We consider the following set of admissible policies U .
Definition 1 The set U of admissible policies is defined as
U ={η : η(0, s) = 0, η(emax, s) ∈ (0, 1], η(e, s) ∈ (0, 1),
∀e = 1, 2, . . . , emax − 1, ∀s ∈ S}.
Remark 2 Note that considering only admissible policies η ∈
U does not incur a loss of optimality. In fact, under a non-
admissible policy, e.g., such that η(e, s) = 0 for some e > 0,
6then the energy levels below “e” are never visited (since the
EHS never transmits in state Eu,k = e, hence the energy level
cannot decrease). It follows that the system is equivalent to
another system with a smaller battery with capacity e˜max =
emax−e. Similarly, if η(e, s) = 1 for some e < emax, then the
energy levels above “e” are never visited, hence the system
is equivalent to another system with a smaller battery with
capacity e˜max = e. In both cases, a non-admissible policy
results in under-utilization of the battery storage capacity.
It can be shown that the Markov chain {(Ek, Sk)} under the
aggregate policy η ∈ UU is irreducible. Hence, there exists
a unique steady-state distribution, piη(e, s), e ∈ EU , s ∈ S,
independent of (e0, s) [36]. From (10), we thus obtain
R(u)η =
∑
e∈EU ,s∈S
piη(e, s)g(ηu(eu, s))
∏
i 6=u
(1− ηi(ei, s)). (12)
Note that, given Sk, the action Qu,k is based only on
(Eu,k, Yu,k) and is independent of (Ei,k, Yi,k), i 6= u.
However, the transmission decisions over the network are
coupled via the common scenario state Sk. Herein, we use
the following assumption:
Assumption 2 The scenario process varies slowly over time,
at a time scale much larger than battery dynamics.
Therefore, conditioned on Sk = s, a steady-state distribution
of the energy levels is approached in each interval during
which the scenario stays the same. Then, using an approach
similar to [5], since the EH process is i.i.d. across EHSs, the
energy level of EHS u is independent of the energy levels of
all the other EHSs, so that we can approximate piη(e, s) as
piη(e, s) = piS(s)
∏
u
piηu(eu|s), (13)
where piηu(eu|s) is the steady state probability of the energy
level of EHS u in scenario Sk = s, given by the following
proposition.
Proposition 3 Let η∈U and ξη(e|s),β(s)(1−η(e,s))(1−β(s))η(e,s) ; then,
piη(e|s), e ∈ E , s ∈ S is given by
piη(0|s) = 1
1 +
∑emax
j=1
[∏j−1
f=1 ξη(f |s)
]
β(s)
(1−β(s))η(j,s)
, (14)
piη(e|s) =
e−1∏
f=1
ξη(f |s)
 β(s)piη(0|s)
(1− β(s))η(e, s) , e > 0. (15)
Proof: We apply the balance equations
piη(e|s)β(s)(1− η(e, s)) = piη(e+ 1|s)(1− β(s))η(e+ 1, s),
e = 0, 1, . . . , emax − 1, (16)
from which (15) is obtained by induction on e. Finally, (14)
is obtained by normalization.
Letting
G(ηu|s) =
emax∑
e=1
piηu(e|s)g(ηu(e, s)), (17)
P (ηu|s) =
emax∑
e=1
piηu(e|s)ηu(e, s),
we can rewrite (12) as
R(u)η =
∑
s∈S
piS(s)G(ηu|s)
∏
i 6=u
(1− P (ηi|s)). (18)
Eq. (18) can be interpreted as follows. G(ηu|s) is the average
long-term reward of EHS u in scenario s, assuming that
all the other EHSs remain idle, so that no collisions occur.
P (ηi|s) is the average long-term transmission probability of
EHS i in scenario s, so that
∏
i 6=u(1−P (ηi|s)) is the steady-
state probability that all EHSs i 6= u remain idle, i.e., the
transmission of EHS u is successful given that it transmits.
From (5), the network utility under the aggregate policy
η = (η1, η2, . . . , ηU ) then becomes
Rη =
∑
s∈S
piS(s)Rη[s], (19)
where we have defined the network utility in scenario s as
Rη[s] ,
U∑
u=1
G(ηu|s)
∏
i 6=u
(1− P (ηi|s)). (20)
A. Symmetric control policies
In order to guarantee fairness among the EHSs, we consider
only symmetric control policies, i.e., all the EHSs employ the
same policy ηu = η, ∀u. From (19) and (20), we thus obtain
Rη =
∑
s∈S
piS(s)UG(η|s)(1− P (η|s))U−1. (21)
The optimization problem (11) over the class of admissible
and symmetric policies is stated as
η∗ = arg max
η∈U
∑
s∈S
piS(s)UG(η|s)(1− P (η|s))U−1. (22)
Moreover, since each term within the sum depends on the
policy used in scenario s only, and is independent of the
policies used in all other scenarios, it follows that we can
decouple the optimization as
η∗(·, s) = arg max
η(·,s)∈U
UG(η|s)(1− P (η|s))U−1,∀s ∈ S. (23)
Therefore, the optimal threshold policy can be determined
independently for each scenario s, rather than jointly. In the
next section, we focus on the solution of the optimization
problem (23), for a generic scenario state s ∈ S.
We have the following upper bound to Rη .
Proposition 4 The network utility Rη under symmetric
threshold policies is upper bounded by
Rη<
∑
s∈S
piS(s)Ug(min{x∗, β(s)})(1−min{x∗, β(s)})U−1
, R(up), (24)
where x∗∈(0, 1/U) uniquely solves
V¯ (yth(x
∗))(1−x∗)=(U−1)g(x∗).
Proof: Using the strict concavity of g(x) (Prop. 2) and
Jensen’s inequality, G(η|s) is upper bounded by G(η|s) <
g (
∑emax
e=1 piη(e|s)η(e, s)) = g(P (η|s)). Moreover, the EH
7operation in scenario s with EH rate β(s) induces the con-
straint on the average transmission probability P (η|s) ≤ β(s).
Therefore, the network utility (21) can be upper bounded by
Rη <
∑
s∈S
piS(s)Ug(P (η|s))(1− P (η|s))U−1
≤
∑
s∈S
piS(s) max
x∈[0,β(s)]
F (x), (25)
where we have defined F (x) , Ug(x)(1 − x)U−1. The first
derivative of F (x) with respect to x is given by
F ′(x) = U(1− x)U−2[g′(x)(1− x)− (U − 1)g(x)]. (26)
Therefore F (x) is an increasing function of x if and only if
f(x) , g′(x)(1 − x) − (U − 1)g(x) > 0. Using the strict
concavity of g(x), we have that f(x) is a strictly decreasing
function of x, with limx→0 f(x) = ∞ and f(1/U) =
−[g(1/U)− 1U g′(1/U)] < 0. Therefore, there exists a unique
x∗ ∈ (0, 1/U) such that f(x∗) = 0, f(x) > 0,∀x ∈ (0, x∗)
and f(x) < 0,∀x ∈ (x∗, 1/U). Equivalently, F (x) is a strictly
increasing function of x ∈ (0, x∗) and strictly decreasing
function of x ∈ (x∗, 1/U), so that it is maximized by x∗.
Using Prop. 2 and the definition of f(x), x∗ is the unique
solution of V¯ (yth(x∗))(1 − x∗) = (U − 1)g(x∗). Then, by
restricting the optimization of F (x) over x ∈ [0, β(s)] we
obtain Rη ≤
∑
s∈S piS(s)F (min{x∗, β(s)}). The proposition
is thus proved.
In Sec. V, we will present a heuristic policy, which will be
shown to achieve the upper bound (25) for asymptotically large
battery capacity emax →∞.
IV. OPTIMIZATION AND ANALYSIS OF THRESHOLD
POLICIES
The optimization problem (23) for the case of one EHS
(U = 1) has been studied in detail in [19] and can be solved
using the policy iteration algorithm (PIA) [37]. However, in
general, when U > 1, (23) cannot be recast as a convex
optimization problem, hence we need to resort to approximate
solutions. In particular, in order to determine a local optimum
of (23), we use a mathematical artifice based on a game theo-
retic formulation of the multiaccess problem considered in this
paper: we model the optimization problem as a game, where
it is assumed that each EHS, say u, is a player which attempts
to maximize the common payoff (20) by optimizing its own
policy ηu. Note that the EHSs do not behave strategically, but
rather attempt to maximize a common network utility with
respect to their own policy.
We proceed as follows. We first characterize the general
Nash equilibrium (NE) of this game, thus defining the policy
profile η∗, over the general space of non symmetric policies
η ∈ UU . By definition of NE, η∗ is the joint policy such that,
if EHS u deviates from the equilibrium solution by using a
different policy ηu 6= η∗u, while all other EHSs i 6= u use the
policy achieving the NE, η∗i , then a smaller network utility
Rη is obtained. This equilibrium condition must hold for all
EHSs u. Equivalently, any unilateral deviation from the NE η∗
(i.e., one and only one EHS deviates from it) yields a smaller
network utility Rη . Then, since our focus is on symmetric
policies, we study the existence of a symmetric NE (SNE) for
this game, i.e., a NE characterized by the symmetry condition
η∗u = η
∗, ∀u, so that all EHSs employ the same policy. In
Theorem 1, we present structural properties of the SNE. In
Theorem 2, we show that the SNE is unique, and we provide
Algorithm 2 to compute it. In Theorem 3, we prove that the
SNE, and thus the policy returned by Algorithm 2, is a local
optimum of the original optimization problem (23). Since in
this section we consider the optimization problem (23) for a
specific scenario state s ∈ S , for notational convenience we
neglect the dependence of η, piη , G(ηu|s) and P (ηu|s) on s,
i.e., we write η, piη(e), G(ηu) and P (ηu) instead of η(·, s),
piη(e|s), G(ηu|s) and P (ηu|s), respectively.
If a NE exists for this game (not necessarily symmetric),
defined by the policy profile η∗ = (η∗1 , η
∗
2 , . . . , η
∗
U ), then any
unilateral deviation from η∗ yields a smaller network utility,
so that the NE must simultaneously solve, ∀u,
η∗u = arg maxηu∈U Rηu,η∗−u [s]
= arg maxηu∈U
[
G(ηu)
∏
i 6=u(1− P (η∗i ))
+(1− P (ηu))
∑
n6=uG(η
∗
n)
∏
i6=n,u(1− P (η∗i ))
]
= arg maxηu∈U
[
G(ηu)− P (ηu)
∑
n6=u
G(η∗n)
1−P (η∗n)
]
.
(27)
In the second step, using (20), we have explicated the depen-
dence of the network utility on the policy of EHS u, ηu and, in
the last step, we have divided the argument of the optimization
by the term
∏
i 6=u(1 − P (η∗i )), which is independent of ηu,
and hence does not affect the optimization.
By further imposing a symmetric policy η∗u = η
∗, ∀u, in
(27), we obtain the SNE
η∗ = arg max
η∈U
[G(η)− Λ(η∗)P (η)] , (28)
where we have defined
Λ(η) = (U − 1) G(η)
1− P (η) . (29)
Note that η∗ defined in (28) is simultaneously optimal for
all the EHSs, i.e., by the definition of Nash equilibrium,
any unilateral deviation of a single EHS from the SNE η∗
yields a smaller network utility Rη .2 Moreover, although the
SNE imposes symmetric policies, it represents an equilibrium
over the larger space of non-symmetric policies, η ∈ UU , as
dictated by the NE in (27). The interpretation of (28) is as
follows. G(η) is the reward obtained by EHS u when all the
other EHSs are always idle. The term Λ(η∗) can be interpreted
as a Lagrange multiplier associated to a constraint on the
transmission probability of EHS u, so as to limit the collisions
caused by its transmissions to the other EHSs in the network.
The overall objective function in (28) is thus interpreted as
the maximization of the individual reward of each node, with
a constraint on the average transmission probability to limit
the collisions, which are deleterious to network performance.
Interestingly, the Lagrange multiplier (29) increases with the
number of EHSs U , so that, the larger the network size,
2Note that these unilateral deviations do not preserve the symmetry of the
policy, since, by definition, they assume that one and only one EHS deviates
from it.
8the more stringent the constraint on the average transmission
probability of each EHS, as expected. Moreover, the larger
P (η∗) or G(η∗), i.e., the larger the transmission probability
or the reward of the other EHSs, the larger the Lagrange
multiplier Λ(η∗), thus imposing a stricter constraint on EHS u
to limit its transmissions and reduce collisions. Note that the
optimal Lagrange multiplier Λ(η∗) is a function of the SNE
(28), hence its value optimally balances the power constraints
for the EHSs.
In order to solve (28), we address the more general opti-
mization problem, for λ ≥ 0,
η(λ) = arg max
η∈U
Zλ(η), (30)
where we have defined Zλ(η) , G(η) − λP (η) =∑emax
e=1 piη(e)zλ(η(e)) and zλ(x) = g(x) − λx. Theorem 1
presents structural properties of η(λ), which are thus inherited
by the SNE (28).
Theorem 1
P1) η(λ) is unique, i.e., Zλ(η(λ)) > Zλ(η),∀η 6= η(λ);
P2) η(λ) is continuous in λ;
P3) η(λ)(e) is a strictly increasing function of e, and η(λ)(e) ∈
(ηL(λ), ηH(λ)), ∀e 6= 0, where ηL(λ) ∈ (0,min{x∗λ, β(s)}),
ηU (λ) ∈ [min{β(s), x∗λ}, x∗λ]3 uniquely solve
g(ηL(λ))+(1−ηL(λ))V¯ (yth(ηL(λ)))−zλ(min{x
∗
λ, β(s)})
β(s)
=λ,
g(ηU (λ))− ηU (λ)V¯ (yth(ηU (λ)))− zλ(min{x∗λ, β(s)}) = 0,
and x∗λ = arg maxx∈[0,1] zλ(x) is the unique solution in [0, 1]
of V¯ (yth(x)) = λ.4
Proof: See Appendix B.
The policy η(λ) can be determined numerically using the
following PIA, by exploiting the structural properties of The-
orem 1.5
Algorithm 1 (PIA for a given scenario state s ∈ S)
1) Initialization: η[0] ∈ U such that η[0](e) ∈ (ηL(λ), ηH(λ)),
η[0](e+1)>η[0](e), ∀e 6= 0; PIA  1; i = 0;
2) Policy Evaluation: compute Zλ(η[i]) as in (17), where
the steady state distribution piη[i](e) is given by Prop. 3. Let
Dη[i](0) = 0 and compute recursively, for e > 0,
Dη[i](e) =
Zλ(η
[i])− zλ(η[i](e− 1))
β(s)(1− η[i](e− 1))
+
(1− β(s))η[i](e− 1)
β(s)(1− η[i](e− 1))Dη[i](e− 1); (31)
3) Policy Improvement: determine a new policy as
η[i+1](e) =
 ηH(λ), u(e, λ) > ηH(λ),u(e, λ), u(e, λ) ∈ [ηL(λ), ηH(λ)],
ηL(λ), u(e, λ) < ηH(λ),
(32)
3Note that, if β(s) ≥ x∗λ, then ηU (λ) = x∗λ.
4Note that x∗λ, as defined here, is not to be confused with x
∗, defined in
Prop. 4.
5In order to avoid confusion with the superscript (λ) for the Lagrange
multiplier in (30), we use the superscript [i] to denote the iteration index of
the algorithm.
where u(e, λ) uniquely solves V¯ (yth(u(e, λ))) = x[i](e, λ),
where
x[i](e, λ)=λ+β(s)Dη[i](e+1)+(1−β(s))Dη[i](e), e<emax,
x[i](emax, λ) = λ+ (1− β(s))Dη[i](emax); (33)
4) Termination test: If |Zλ(η[i+1])−Zλ(η[i])| < PIA, return
the optimal policy η(λ) = η[i+1]; otherwise, update the counter
i := i+ 1 and repeat from step 2).
Remark 3 Algorithm 1 can be computed efficiently. In fact,
the steady state distribution piη[i](e) in the policy evaluation
step 2) can be computed in closed form from Prop. 3, whose
complexity scales as O(emax). Dη[i](e) is then computed
recursively, so that the resulting complexity of step 2) scales
as O(emax). The policy improvement step 3) requires to
compute, for each energy level e, u(e, λ) as the unique
solution of V¯ (yth(u(e, λ))) = x[i](e, λ). This can be done
efficiently using the bisection method [38]. If the desired
accuracy in the evaluation of u(e, λ) is u, then approximately
− log2(u) bisection steps are sufficient, so that the overall
complexity of step 2) scales as O(−emax log2(u)). Steps 2)-
3) are then iterated NPIA(PIA) times, depending on the
desired accuracy PIA. Typically, NPIA(PIA) ∼ 5 ÷ 10,
so that the overall complexity of Algorithm 1 scales as
O(NPIA(PIA)emax(1− log2(u))). For a further discussion
on the complexity and convergence of the PIA, please refer to
[37] and references therein.
The following proposition states the optimality of Algorithm 1.
Proposition 5 Algorithm 1 determines the optimal policy η(λ)
of (30) when PIA → 0.
Proof: The optimality of the policy iteration algorithm is
proved in [37]. The specific forms of the policy evaluation and
improvement steps are proved in Appendix C.
By comparing (28) and (30), η∗ is optimal for (28) if and
only if there exists some λ∗ ≥ 0 such that Λ(η(λ∗)) = λ∗. If
such λ∗ exists, then η∗ = η(λ
∗).
Note that the SNE may not exist in general. This is the
case, for instance, if for every symmetric policy η, with
ηu = ηi, ∀u, i, there exists some unilateral deviation from
it which improves the network utility, so that the optimality
condition (27) may not hold under any symmetric η. Alter-
natively, the SNE may not be unique in general, i.e., there
may exist multiple symmetric policy profiles satisfying the
condition (27). Even though the existence and uniqueness of
the SNE, solution of (28), are not granted in general, these
properties hold for the model considered in this paper, as stated
by the following theorem.
Theorem 2 There exists a unique η∗ ∈ U solution of (28),
i.e., ∃! η∗ ∈ U such that
G(η∗)− Λ(η∗)P (η∗) > G(η)− Λ(η∗)P (η), ∀η 6= η∗.
Moreover, under the optimal SNE η∗, P (η∗) ≤ min{β(s), 1U }.
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Note that P (η∗) ≤ 1U . This is due to the concurrent trans-
missions of the U EHSs in the network. In fact, the (average
long-term) probability of successful data delivery to the FC
by EHS u is given by P (η)[1 − (1 − P (η))U−1]. This is a
decreasing function of P (η), for P (η) > 1U , and therefore
any policy η such that P (η) > 1U is sub-optimal, resulting in
a larger energy expenditure (hence, less energy availability at
the EHSs) and fewer successful transmissions to the FC.
In general, the SNE may yield a sub-optimal solution with
respect to the original optimization problem over symmetric
policies (23). In fact, although the SNE imposes symmetric
policies, it is optimal only with respect to unilateral deviations
from it (which do not preserve symmetry), not symmetric
neighborhoods. In contrast, if the policy employed by each
EHS is modified by the same quantity, thus enforcing sym-
metry, then the resulting network utility may improve, so
that the SNE may not be the globally optimal symmetric
policy. Therefore, it may occur that a symmetric policy is
the SNE but is not a local/global optimum of (23). Similarly,
the optimal solution of (23), η∗, may not be a SNE. In
fact, η∗ is such that any deviation from it over the space of
symmetric policies yields a smaller network utility. However,
for such symmetric policy η∗, there may exist some unilateral
deviations, occurring over the larger space of non-symmetric
policies η ∈ UU , yielding an improved network utility, so that
η∗ may not be the SNE in this case. Even though the SNE,
in general, may not be globally/locally optimal with respect
to (23), in the following theorem we show that, in fact, it
is a local optimum of (23), i.e., any symmetric deviation in
the neighborhood of the SNE yields a smaller network utility.
In the special case where the objective function in (23) is a
concave (or quasi-concave [39]) function of η, it follows that
the SNE is a global optimum for the original optimization
problem (23).
Theorem 3 The SNE η∗ in (28) is a local optimum for (23).
Proof: See Appendix E.
To conclude, we present an algorithm to determine the
SNE η∗ in (28), hence a local optimum of (23), as proved
in Theorem 3. In particular, we employ the bisection method
[38] to determine the unique λ∗ such that h(λ∗) = 0, where
we have defined h(λ) = Λ(η(λ)) − λ. Such algorithm uses
Algorithm 1 to compute η(λ). The SNE η∗ is then determined
as η∗ = η(λ
∗).
Given lower and upper bounds λmin and λmax of λ∗, the
bisection method consists in iteratively evaluating the sign of
h(λ) for λ = (λmin+λmax)/2, based on which λmin and λmax
of λ∗ can be refined, until the desired accuracy is attained.
Its optimality is a consequence of Prop. 7 in Appendix D: if
h(λ) > 0 (respectively, h(λ) < 0) for some λ, then necessarily
λ < λ∗ (λ > λ∗). The lower bound is initialized as λmin = 0.
Since P (η∗) ≤ min{β(s), 1U } (Theorem 2), hence G(η∗) <
g(P (η∗)) ≤ g(min{β(s), 1U }), from (29) λmax is initialized
as
λ∗=Λ(η(λ
∗))<min
{
U−1
1−β(s)g(β(s)), Ug
(
1
U
)}
=λmax. (34)
The bisection algorithm, coupled with Algorithm 1 to deter-
mine η(λ), is given as follows.
Algorithm 2 (Optimal λ∗ via bisection algorithm)
1) Initialization: accuracy of bisection method BM > 0 and
of the PIA PIA > 0, λ
[0]
min = 0 and λ
[0]
max as in (34); i = 0;
2) Policy optimization: Let λ[i] = (λ[i]min + λ
[i]
max)/2; deter-
mine η(λ
[i]) using the PIA;
3) Evaluation: Evaluate h(λ[i]) = Λ(η(λ
[i]))−λ[i] under the
policy η(λ
[i]);
4) Update of lower & upper bounds:
• If h(λ[i]) ≥ 0, update the lower and upper bounds as{
λ
[i+1]
min = λ
[i],
λ
[i+1]
max = min{λ[i]max,Λ(η(λ[i]))};
(35)
• If h(λ[i]) < 0, update the lower and upper bounds as{
λ
[i+1]
min = max{λ[i]min,Λ(η(λ
[i]))},
λ
[i+1]
max = λ[i];
(36)
5) Termination test: If λ[i+1]max − λ[i+1]min < BM , return the
optimal policy η∗ = η(λ
[i]); otherwise, update the counter
i := i+ 1 and repeat from step 2).
Remark 4 Note that step 4) updates both λmin and
λmax. This is because h(λ) is a decreasing function
of λ and Λ(η(λ)) is a non-increasing function of λ
(Prop. 7 in Appendix D). It follows that, if h(λ)>0, then
λ<λ∗=Λ(η(λ
∗))≤Λ(η(λ)), so that the upper bound can be
updated as λ[i+1]max = min{λ[i]max,Λ(η(λ[i]))}. Similarly, if
h(λ)<0, then λ>λ∗=Λ(η(λ
∗))≥Λ(η(λ)), so that the lower
bound can be updated as λ[i+1]min = max{λ[i]min,Λ(η(λ
[i]))}.
Remark 5 The maximum number of iterations of Algo-
rithm 2 in order to achieve the desired accuracy BM
is log2(λ
[0]
max/BM ). By combining it with Algorithm 1,
the overall complexity to compute the SNE thus scales as
O(log2(λ
[0]
max/BM )NPIA(PIA)emax(1− log2(u))).
V. HEURISTIC POLICY
In this section, we evaluate the following heuristic policy,
inspired by the upper bound (24),
η(H)(e, s) = arg max
x∈[0,β(s)]
Ug(x)(1− x)U−1
= min{x∗, β(s)}, ∀e > 0, (37)
where x∗ ∈ (0, 1/U) is defined in Prop. 4. From (17), we
obtain
G(η(H)|s) = (1− piη(H)(0|s))g(min{x∗, β(s)}), (38)
P (η(H)|s) = (1− piη(H)(0|s)) min{x∗, β(s)}, (39)
where piη(H)(0) can be derived using Prop. 3 as
piη(H)(0|s) =

1
1+β(s)
[ β(s)(1−x
∗)
(1−β(s))x∗ ]
emax−1
β(s)−x∗
, x∗ < β(s),
1−β(s)
emax+1−β(s) , x
∗ ≥ β(s).
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Note that, by letting emax → ∞, we obtain piη(H)(0|s) → 0,
hence G(η(H)|s) → g(min{x∗, β(s)}) and P (η(H)|s) →
min{x∗, β(s)}. Therefore, in the limit of asymptotically large
battery capacity we obtain limemax→∞Rη(H) = R
(up), i.e., the
upper bound R(up) given by Prop. 4 is asymptotically achieved
by the heuristic policy. It follows that the heuristic policy is
asymptotically optimal for large battery capacity. Note that the
heuristic policy is similar to the policies developed in [40] for
general EH networks and infinite battery capacity under the
assumption of a centralized controller. Therein, it has been
shown that the asymptotically optimal power allocation for
the EH network is identical to the optimal power allocation
for an equivalent non-EH network whose nodes have infinite
energy available and employ the same average transmit power
as the corresponding nodes in the EH network. Similarly,
the heuristic policy (37) maximizes the upper bound on the
network utility in scenario s, Ug(x)(1 − x)U−1, achievable
for asymptotically large battery capacity emax → ∞ under
the policy η(e, s) = x, ∀e, and replacing the EH operation of
the EHSs with an average energy expenditure constraint equal
to the average EH rate, so that x ∈ [0, β(s)] in (37).
We identify the following operational scenarios.
A. Energy-limited scenario x∗ ≥ β(s) (hence 1/U ≥ β(s))
In this case, the expected amount of energy harvested by the
EHSs is small compared to the optimal energy expenditure x∗,
which would optimize the overall utility collected at the FC
Ug(x∗)(1 − x∗)U−1 (under the ideal case of infinite energy
availability); it follows that energy is scarce and the shared
multiaccess channel is under-utilized. If this holds for all
scenarios s ∈ S, we use the bounds
piη(H)(0|s) =
1− β(s)
emax + 1− β(s) <
1
emax
, (40)
P (η(H)|s) < min{x∗, β(s)} = β(s), (41)
to obtain (
1− 1
emax
)
R(up) < Rη(H) < R
(up), (42)
so that the upper bound is approached with rate inversely
proportional to the battery capacity.
B. Network-limited scenario x∗ < β(s)
In this case, the expected amount of energy received by the
EHSs is large compared to the optimal energy expenditure
x∗, hence energy is abundant and the shared multiaccess
channel is the limiting factor, resulting in under-utilization of
the harvested energy. If this holds for all scenarios s ∈ S,
letting α(s) , ln
(
β(s)(1−x∗)
(1−β(s))x∗
)
> 0, we use the bounds
piη(H)(0|s)=
1
1+β(s)
[
β(s)(1−x∗)
(1−β(s))x∗
]emax−1
β(s)−x∗
=
1
1+β(s) e
α(s)emax−1
β(s)−x∗
=
1− x∗/β(s)
eα(s)emax − x∗/β(s) < maxt∈[0,1]
1− t
eα(s)emax − t = e
−α(s)emax ,
P (η(H)|s) < min{x∗, β(s)} = x∗, (43)
to obtain(
1−
∑
s
piS(s)e
−α(s)emax
)
R(up) < Rη(H) < R
(up), (44)
so that the upper bound is approached exponentially fast.
In the more general case where x∗ ≥ β(s) for s ∈ SEL ⊆ S
and x∗ < β(s) for s ∈ SNL ≡ S \SEL, where SEL and SNL
are the sets of scenario states corresponding to energy-limited
or network-limited operation, respectively, we thus obtain(
1−
∑
s∈SEL
piS(s)
1
emax
−
∑
s∈SNL
piS(s)e
−α(s)emax
)
R(up)
< Rη(H) < R
(up), (45)
so that a trade-off between inversely decaying and exponen-
tially decaying gap to the upper bound is achieved.
Remark 6 Due to the resource constraints of EHSs, an effi-
cient implementation of the proposed scheme can be achieved
by solving Algorithm 2 at the FC in a centralized fashion. The
SNE η(·, s) for a given scenario s returned by Algorithm 2 can
then be broadcast to the EHSs, which in turn store in a look-
up table the corresponding values of the threshold yth(e, s)
as a function of the energy level e and common scenario s.
The complexity of Algorithm 2 is discussed in Remarks 3 and
5. Alternatively, a lower complexity is obtained by employing
the heuristic scheme (37). In this case, the EHSs need to store
only a threshold value y(H)th (s), independent of the current
energy level e. As shown analytically by (45) and numerically
in Sec. VI, such scheme achieves near-optimal performance for
sufficiently large battery capacity (emax ' 10). Algorithm 2
or the heuristic scheme needs to be computed sporadically
at the FC, whenever the environmental or network conditions
change (utility distribution fV (·) and fY |V (·|v), average EH
rate β(s), battery storage capacity emax, e.g., due to battery
degradation effects [5], or network size U ).
VI. NUMERICAL RESULTS
In this section, we present some numerical results for dif-
ferent settings, by varying the battery capacity emax ∈ {1, 10}
and the EH rate β ∈ {1/U, 0.1, 0.01}. We consider a static
scenario setting Sk = s,∀k, and set ρ(y) = 0, ∀y, so that
packet losses are due only to collisions, but not to fading.
Note that in this case the choice of the fading model only
affects the form of the expected utility V¯ (y) in (2). We
model Vu,k as an exponential random variable with unit mean,
with pdf fV (v) = e−v, v≥0, and assume that it is observed
perfectly, i.e., Yu,k = Vu,k. From (8) and (9), we obtain
g(x) = x(1 − lnx). We remark that other choices of the
distribution of Vu,k and of Yu,k only affect the shape of
the function g(x), but do not yield any additional insights
with respect to the specific case considered. We evaluate the
performance of the following policies: the SNE derived via
Algorithm 2; the heuristic policy (HEUR) analyzed in Sec. V;
the energy-balanced policy (EBP), where each EHS, in each
slot, transmits with probability β equal to the average EH rate;
and the network-balanced policy (NBP), where each EHS, in
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Figure 2. Network utility (10) for different EH rates β ∈ {1/U, 0.1, 0.01},
as a function of the network size U . emax = 1.
each slot, transmits with probability 1/U so as to maximize the
expected throughput. For emax = 1, we plot also the globally
optimal policy (GOP) solution of (23). In fact, in this case, the
policy is defined by η(1) ∈ [0, 1], and can be easily optimized
via an exhaustive search, thus serving as an upper bound for
the case emax = 1. On the other hand, for emax = 10, we
plot the upper bound (UB) given by Prop. 4. Note that, in
general, both SNE and HEUR are sub-optimal with respect
to (23), hence GOP and UB provide upper bounds for the
cases emax = 1 and emax = 10, respectively, against which
the performance of SNE can be evaluated.
In Figs. 2 and 3, we plot the network utility (10), as a
function of the number of EHSs U , for the cases emax = 1
and emax = 10, respectively. We note that, when emax = 1,
SNE attains the upper bound given by GOP, hence it is optimal
for this case. On the other hand, the performance degradation
of SNE with respect to UB for the case emax = 10 is
within 3%, hence SNE is near-optimal for this case (note
that UB is approached only asymptotically for emax → ∞).
This suggests that the local optimum achieved by the SNE
closely approaches the globally optimal policy. A performance
degradation is incurred by HEUR with respect to SNE. In
particular, HEUR performs within 18% of GOP for emax = 1,
and within 9% of UB for emax = 10, hence it provides
a good heuristic scheme, which achieves both satisfactory
performance and low complexity. Note also that HEUR does
not require knowledge of the battery energy level, hence it
is suitable for those scenarios where the state of the battery
is unknown or imperfectly observed [15]. By comparing EBP
and NBP, we notice that the former performs better than the
latter in the energy-limited scenario β ≤ 1/U , and worse in
the network-limited scenario β > 1/U .6 In fact, EBP leads to
over-utilization of the channel in the network-limited scenario
β > 1/U , hence to frequent collisions and poor performance.
On the other hand, NBP matches the transmissions to the
channel, without taking into account the energy constraint
induced by the EH mechanism, hence it performs poorly in
the energy-limited scenario β ≤ 1/U , where energy is scarce.
6Note that the scenario x∗ < β ≤ 1/U is indeed network-limited (see Sec.
V-A). However, both EBP and NBP, unlike HEUR, transmit with probability
larger than x∗ in this case, so that their operation is energy-limited (see
Sec. V-B). This case is thus included in the energy-limited scenario for
convenience.
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as a function of the network size U . emax = 10.
Interestingly, in all cases considered, the network utility
under the SNE increases with the number of EHSs U . This
behavior is due to the strict concavity of g(x), such that
a diminishing return is associated to a larger transmission
probability x. Therefore, the smaller the number of EHSs
U , the more the transmission opportunities for each EHS,
but the smaller the marginal gain, so that the network utility
decreases. For U < 10, SNE achieves the best performance
when β = 1/U , since more energy is available to the EHSs
than for β ∈ {0.1, 0.01}. In contrast, for U > 10 and
emax = 10, SNE performs best in both cases β = 1/U
and β = 0.1 corresponding to the network-limited scenario,
despite a larger energy availability in the latter case. This
is due to the fact that, as proved in Theorem 2, under the
SNE, P (η∗) ≤ min{β, 1/U} = 1/U , hence the performance
bottleneck is due to the number of EHSs in the network,
rather than to the energy availability. In the case β = 0.1,
on average, β − P (η∗) ≥ β − 1/U energy quanta are lost in
each slot due to overflow, in order to limit the collisions. In
contrast, when β = 0.01 (energy-limited scenario), we have
P (η∗) ≤ min{β, 1/U} = β for all values of U considered,
hence the performance bottleneck is energy availability. A
different trend is observed when emax = 1. In this case,
for U > 10, SNE performs significantly better in scenario
β = 0.1 than in scenario β = 1/U . This follows from the
fact that, when emax = 1, whenever an EHS transmits, its
battery becomes empty, hence it enters a recharge phase, with
expected duration 1/β = U , during which it is inactive. In
contrast, the recharge phase in scenario β = 0.1 is faster and
equals 10 < U slots, so that each EHS becomes more quickly
available for data transmission. This phenomenon is negligible
when emax = 10, since the larger battery capacity minimizes
the risk of energy depletion, resulting in the impossibility to
transmit for the EHSs.
In Fig. 4, we plot the optimal Lagrange multiplier λ∗ =
Λ(η∗) versus the number of EHSs U . We notice that the larger
the number of EHSs, the larger λ∗. In fact, for a given policy
η, the larger U , the more frequent the collisions. A larger
λ∗ thus balances this phenomenon by penalizing the average
transmission probability P (η∗) in (28), and in turn forces each
EHS to transmit more sparingly, so as to accommodate the
transmissions of more nodes in the network. Moreover, the
larger the EH rate β, the larger λ∗. In fact, the larger β,
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the larger the energy availability for each EHS, which could,
in principle, transmit more frequently and, at the same time,
cause more collisions. The effect of a larger β (having more
transmissions, hence more collisions in the system) is thus
balanced by a larger λ∗, which penalizes transmissions.
VII. CONCLUSIONS
In this paper, we have considered a WSN of EHSs which
randomly access a collision channel, to transmit packets of
random utility to a common FC, based on local information
about the current energy availability and an estimate of the
utility of the current data packet. We have studied the problem
of designing decentralized random access policies so as to
maximize the overall network utility, defined as the aver-
age long-term aggregate network utility of the data packets
successfully reported to the FC. We have formulated the
optimization problem as a game, where each EHS unilaterally
maximizes the network utility, and characterized the symmet-
ric Nash equilibrium (SNE). We have proved the existence and
uniqueness of the SNE, showing that it is a local optimum
of the original optimization problem, and we have derived
an algorithm to compute it, and a heuristic policy which
is asymptotically optimal for large battery capacity. Finally,
we have presented some numerical results, showing that the
proposed SNE typically achieves near-optimal performance
with respect to the globally optimal policy, at a fraction of the
complexity, and we have identified two operational regimes,
the energy-limited and network-limited scenarios, where the
bottleneck of the system is given by the energy and the shared
multiaccess scheme, respectively.
APPENDIX A: PROOF OF PROP. 1
Let µu be a stationary randomized policy used by EHS u,
and Rµu be the set of stationary randomized policies which
induce, in each energy level eu ∈ E and scenario s ∈ S, the
same transmission probability as µu, defined with respect to
the utility observation, i.e., ∀eu ∈ E ,∀s ∈ S, ∀µ˜u ∈ Rµu ,
E [µ˜u(eu, Yu, s)] = E [µu(eu, Yu, s)] . (46)
Then, since µu ∈ Rµu , from (5) the network utility satisfies
the inequality
Rµu,µ−u(e0, s0) ≤ max
µ˜u∈Rµu
Rµ˜u,µ−u(e0, s0). (47)
We now show that the maximizer of the right hand side
of (47) has a threshold structure with respect to the utility
observation. From (4) and (5), for any µ˜u ∈ Rµu , we have
Rµ˜u,µ−u(e0, s0)
= lim inf
K→∞
1
K
K−1∑
k=0
∑
e∈EU ,s∈S
P(Ek=e, Sk=s|e0, s0, µ˜u,µ−u)
×
∑
n
E
χ(γn,k > γth(Yn,k))Qn,kVn,k
×
∏
i 6=n
(1−Qi,k)
∣∣∣∣∣∣Ek = e, Sk = s, µ˜u,µ−u
 .
Now, using the fact that Qn,k=1 with probability
µn(En,k, Yn,k, Sk), independent of the energy levels and
utility observations of the other EHSs, and (Vn,k, Yn,k, γn,k)
is independent of Ek and Sk, and i.i.d. across EHSs, we
obtain
E
χ(γn,k > γth(Yn,k))Qn,kVn,k
×
∏
i 6=n
(1−Qi,k)
∣∣∣∣∣∣Ek = e, Sk = s, µ˜u,µ−u

= E [µ(en, Yn,k, s)χ(γn,k > γth(Yn,k))Vn,k]
∏
i6=n
(1− ηi(ei, s))
= E
[
µ(en, Yn,k)V¯ (Yn,k)
]∏
i 6=n
(1− ηi(ei, s)), (48)
where we have defined the transmission probability of EHS
i as ηi(ei, s) , E[µi(ei, Yi,k, s)], and we have used (2).
Therefore, denoting the steady state probability of (Ek, Sk) =
(e, s) as piµ˜(e, s; e0, s0) = lim inf
K→∞
1
K
∑K−1
k=0 P(Ek = e, Sk =
s|e0, s0, µ˜), we obtain
Rµ˜u,µ−u(e0, s0) =
∑
e∈EU ,s∈S
piµ˜u,µ−u(e, s; e0, s0) (49)
×
U∑
n=1
E
[
µ(en, Yn,k, s)V¯ (Yn,k)
]∏
i 6=n
(1− ηi(ei, s)).
Using the fact that Yu,k is independent of {Ek, i = 0, . . . , k},
∀k, and i.i.d. across EHSs, it can be proved by induction on
k that the probability P(Ek = e, Sk = s|e0, s0, µ˜u,µ−u) de-
pends on µ˜u only through the expected transmission probabil-
ity ηu(eu, s), which is common to all µ˜u ∈ Rµu , and therefore
the steady state distribution of (Ek, Sk) is the same for all
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µ˜u ∈ Rµu , i.e., piµ˜u,µ−u(e, s; e0, s0) = piµu,µ−u(e, s; e0, s0).
Therefore, from (47) and (49) we obtain
Rµ(e0, s0) ≤ max
µ˜u∈Rµu
Rµ˜u,µ−u(e0, s0)
=
∑
eu∈E,s∈S
 E [µ∗(eu, Yu,k, s)V¯ (Yu,k)]
×
∑
e−u∈EU−1
piµu,µ−u(e, s; e0, s0)
∏
i6=u
(1− ηi(ei, s))
+ (1− ηu(eu, s))
∑
e−u∈EU−1
piµu,µ−u(e, s; e0, s0)
×
∑
n 6=u
E [µn(en, Yn,k, s)Vn,k]
∏
i 6=n,u
(1− ηi(ei, s))
 , (50)
where, for each eu∈E , s∈S, we have defined µ∗u(eu, ·, s) as
µ∗u(eu, ·, s) = arg max
µ˜(eu,·,s):R+ 7→[0,1]
E
[
µ˜u(eu, Yu,k, s)V¯ (Yu,k)
]
,
s.t. E[µ˜u(eu, Yu,k, s)] = ηu(eu, s). (51)
Since (51) is a convex optimization problem, we can solve
it using the Lagrangian method [39], with Lagrangian mul-
tiplier V¯ (y∗th,u(eu, s)) for the constraint E[µ˜u(eu, Yu,k, s)] =
ηu(eu, s), i.e.,
µ∗u(eu,·,s)=argmax
µ˜(eu,·,s):R+ 7→[0,1]
E
[
µ˜u(eu,Yu,k,s)(V¯ (Yu,k)−V¯ (y∗th,u(eu,s)))
]
.
The solution to this optimization problem is given
by µ∗u(eu, yu,k, s)=χ(V¯ (yu,k)≥V¯ (y∗th,u(eu, s))), and, since
V¯ (y) is a strictly increasing and continuous function of y (see
Assumption 1), we obtain the threshold policy (with respect to
the utility observation) µ∗u(eu, yu,k, s)=χ(yu,k≥y∗th,u(eu, s)),
where y∗th,u(eu, s) is such that E[µ∗u(eu, Yu,k, s)] = P(Yu,k ≥
y∗th,u(eu, s)) = ηu(eu, s). The threshold structure in (7) is thus
proved. 
APPENDIX B: PROOF OF THEOREM 1
Due to space constraints, we do not provide an explicit
proof of P1 and P2. Due to the concavity of g(x), x∗λ =
arg maxx∈[0,1] zλ(x) is the unique solution of g′(x)=λ. More-
over, G(η)<g(P (η)) from Jensen’s inequality [39], hence
Zλ(η)<zλ(P (η))≤zλ(min{x∗λ, β}), where we have used the
fact that the EH operation enforces the constraint P (η) ≤ β.
We first prove that η(λ)(e) must be a strictly increasing
function of the energy level e (P3.A), by using a technique
we term transmission transfer.7 In the second part, we prove
that η(λ)(e) ∈ (ηL(λ), ηH(λ)), ∀e > 0 (P3.B). Let η0 ∈ U be
a generic transmission policy which violates P3.A, i.e., there
exists  ∈ {1, . . . , emax − 1} such that
η0(− 1) < η0() ≥ η0(+ 1). (52)
Note that, since η0 ∈ U , then η0(0) = 0, η0(1) > 0. Then,
such  can be found as the smallest energy level e ≥ 1 such
that η0(e+1) ≤ η0(e). If such  is not found, then necessarily
7As we will see, despite the term transmission transfer, this technique does
not necessarily conserve the amount of transmissions transferred among states.
η0(0) < η0(1) < · · · < η0(e) < · · · < η0(emax), hence P3.A
is not violated. We now define a new transmission policy, ηδ ,
parameterized by δ > 0, as:
ηδ(e)=

η0(e), e ∈ E \ {− 1, , + 1}
η0(− 1) + h(δ), e = − 1
η0()− δ, e = 
η0(+ 1) + r(δ), e = + 1,
(53)
where h(δ) > 0 and r(δ) > 0 are continuous functions such
that h(0) = r(0) = 0. Intuitively, policy ηδ is constructed
from the original policy η0 by transferring some transmissions
from energy state  to states ( + 1) and ( − 1), whereas
transmissions in all other states are left unchanged. Therefore,
the new policy ηδ violates less P3.A, by diminishing the gap
η() − η( + 1) by a quantity δ + r(δ) > 0. The functions
r(δ) > 0 and h(δ) ≥ 0 are uniquely defined as
1) if  = 1, let h(δ) = 0 and let r(δ) be such that
piηδ(emax) = piη0(emax),∀δ < κ,
2) if  > 1, let h(δ) and r(δ) be such that{
piηδ(emax) = piη0(emax)
piηδ(0) = piη0(0)
,∀δ < κ, (54)
where 0 < κ  1 is an arbitrarily small constant, which
guarantees an admissible policy ηδ ∈ U , i.e., ηδ(−1) ∈ (0, 1),
ηδ() ∈ (0, 1), ηδ(+ 1) ∈ (0, 1).
From Prop. 3, we have that ξηδ(e) = ξη0(e), ∀e >  + 1,
and therefore, from (15),
piηδ(e) =
1∏emax−1
f=e ξηδ(f)
piηδ(emax)
=
1∏emax−1
f=e ξη0(f)
piη0(emax) = piη0(e), e > + 1. (55)
Similarly, ξηδ(e) = ξη0(e), ∀e <  − 1, and therefore, from
(15) and (54),
piηδ(e) =
e−1∏
f=1
ξηδ(f)
 βpiηδ(0)
(1− β)ηδ(e)
=
e−1∏
f=1
ξη0(f)
 βpiη0(0)
(1− β)η0(e) = piη0(e), e < − 1. (56)
It follows that piηδ(e) = piη0(e) for e ∈ E \{−1, , +1}, i.e.,
the transmission transfer preserves the steady state distribution
of visiting the low and high energy states. The derivative of
Zλ(ηδ) with respect to δ, computed in δ→0+, is then given
by[
dZλ(ηδ)
dδ
]
δ→0+
=
[
dpiηδ(− 1)
dδ
]
δ→0+
zλ(η0(− 1))
+
[
dpiηδ()
dδ
]
δ→0+
zλ(η0()) +
[
dpiηδ(+ 1)
dδ
]
δ→0+
zλ(η0(+ 1))
+ piη0(− 1)z′λ(η0(− 1))h′(0)− piη0()z′λ(η0())
+ piη0(+ 1)z
′
λ(η0(+ 1))r
′(0), (57)
where h′(0) =
[
dh(δ)
dδ
]
δ→0+
and r′(0) =
[
dr(δ)
dδ
]
δ→0+
.
We first consider the case <emax−1. The case =emax−1
requires special treatment and will be discussed in the second
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part of the proof. For the case  < emax − 1, we compute the
derivative terms above. Note that, using (15) and the fact that
piηδ(−2) = piη0(−2) and piηδ(+2) = piη0(+2) (if  = 1,
we define piηδ(−1) = piη0(−1) = 0), we have
piη0(− 2)
piη0(+ 2)
=
piηδ(− 2)
piηδ(+ 2)
(58)
=
(1−β)4
β4
ηδ(− 1)
1−ηδ(−2)
ηδ()
1−ηδ(−1)
ηδ(+ 1)
1−ηδ()
ηδ(+ 2)
1−ηδ(+ 1) .
By imposing the normalization
∑
e piηδ(e) =
∑
e piη0(e) = 1
and using (15), we have that
piη0(−1)+piη0()+piη0(+1)
piη0(+ 2)
=
piηδ(−1)+piηδ()+piηδ(+1)
piηδ(+ 2)
=
(1− β)ηδ(+ 2)
β(1− ηδ(+ 1)) +
(1− β)ηδ(+ 1)
β(1− ηδ())
(1− β)ηδ(+ 2)
β(1− ηδ(+ 1))
+
(1−β)ηδ()
β(1−ηδ(− 1))
(1− β)ηδ(+ 1)
β(1− ηδ())
(1− β)ηδ(+ 2)
β(1− ηδ(+ 1)) . (59)
By computing the derivatives of (58) and (59) with respect to
δ → 0+, setting them equal to 0 (since they are constant with
respect to δ), and solving with respect to r′(0) with h′(0), we
obtain
r′(0) =
(1− β)η0(+ 1)[1− η0(+ 1)]
[1− η0()][β + η0()(1− 2β)] , (60)
h′(0) =
βη0(− 1)[1− η0(− 1)]
η0()[β + η0()(1− 2β)] . (61)
Note that, if  = 1, then (61) yields a feasible h′(0) = 0,
coherent with (53), therefore such solution holds for  = 1 as
well. Using the fact that piηδ( − 2) = piη0( − 2), from (15)
we obtain
piηδ(− 2) =
(1− β)ηδ(− 1)
β(1− ηδ(− 2))piηδ(− 1)
=
(1− β)η0(− 1)
β(1− η0(− 2))piη0(− 1) = piη0(− 2),
and therefore, by computing the derivative of the second term
above with respect to δ → 0+, and setting it equal to zero
(since it is constant with respect to δ), we obtain[
dpiηδ(− 1)
dδ
]
δ→0+
= −h′(0) 1
η0(− 1)piη0(− 1)
= − 1− β
β + η0()(1− 2β)piη0(). (62)
Similarly, from (15) and the fact that piηδ(+2) = piη0(+2),
we have that
piηδ(+ 2) = piηδ(+ 1)
β(1− ηδ(+ 1))
(1− β)ηδ(+ 2)
= piη0(+ 1)
β(1− η0(+ 1))
(1− β)η0(+ 2) = piη0(+ 2),
and therefore, by computing the derivative of the second term
above with respect to δ → 0+, and setting it equal to zero, we
obtain[
dpiηδ(+ 1)
dδ
]
δ→0+
= r′(0)
1
1− ηδ(+ 1)piη0(+ 1)
=
β
β + η0()(1− 2β)piη0(). (63)
Finally, using the fact that piηδ(− 1) +piηδ() +piηδ(+ 1) =
piη0(− 1) + piη0() + piη0(+ 1) (normalization), we obtain[
dpiηδ()
dδ
]
δ→0+
= −
[
dpiηδ(+ 1)
dδ
]
δ→0+
−
[
dpiηδ(− 1)
dδ
]
δ→0+
=
1− 2β
β + η0()(1− 2β)piη0(). (64)
By substituting these expressions in (57), we obtain
β+η0()(1−2β)
piη0()
[
dZλ(ηδ)
dδ
]
δ→0+
= (1−2β)[g(η0())−λη0()]
− (1− β)[g(η0(− 1))− η0(− 1)g′(η0(− 1))]
+ β{g(η0(+ 1)) + g′(η0(+ 1))[1− ηδ(+ 1)]− λ}
− [β + η0()(1− 2β)][g′(η0())− λ]
, S(η0(− 1), η0(), η0(+ 1)). (65)
From the concavity of g(x), S(η0(− 1), η0(), η0(+ 1)) is
a decreasing function of η0(+ 1) and η0(− 1). Then, since
η0( + 1) ≤ η0() and η0( + 1) < η0() by hypothesis, we
have that
S(η0(− 1), η0(), η0(+ 1)) ≥ S(η0(), η0(), η0()) = 0,
hence
[
d[G(ηδ)−λP (ηδ)]
dδ
]
δ→0+
> 0. Therefore, there exists a
small κ > δ > 0 such that ηδ ∈ U and Zλ(ηδ) > Zλ(η0),
hence η0 is strictly sub-optimal.
Using the same approach for the case  = emax − 1,
and imposing the constraints piηδ( − 2) = piη0( − 2) and
piηδ(emax) = piη0(emax), it can be proved that
β + (1− β)η0()
piη0()
[
dZλ(ηδ)
dδ
]
δ→0+
=
β
1− β [g
′(η0(+ 1))− λ]
+(1−β) [zλ(η0())−g(η0(− 1))+η0(−1)g′(η0(−1))]
− [g′(η0())− λ][β + (1− β)η0()]
, T (η0(− 1), η0(), η0(+ 1)).
Then, using the concavity of g(x), we have that
T (η0(−1), η0(), η0(+1)) is a decreasing function of
η0( + 1) and η0( − 1). Then, since η0( + 1) ≤ η0() and
η0(− 1) < η0() by hypothesis, we obtain
T (η0(− 1), η0(), η0(+ 1)) > T (η0(), η0(), η0())
=
β2
1− β [g
′(η0())− λ]. (66)
Note that, if g′(η0())− λ ≥ 0, then
[
d[G(ηδ)−λP (ηδ)]
dδ
]
δ→0+
>0,
hence there exists a small κ > δ > 0 such that ηδ ∈ U
and G(ηδ) − λP (ηδ) > G(η0) − λP (η0), so that η0 is
strictly sub-optimal. On the other hand, it can be proved
using the transmission transfer technique that a policy η such
that g′(η(e)) − λ < 0 for some e, i.e., η(e) > x∗λ, is
strictly sub-optimal. An intuitive explanation is that under
such policy, the reward in energy level e satisfies the in-
equality zλ(η(e)) < zλ(x∗λ). Therefore, this policy can be
improved by a policy η˜ which employs a smaller transmission
probability η˜(e) = x∗λ < η(e) in state e (under a proper
transmission transfer to other states). Such policy yields a
larger instantaneous reward zλ(η˜(e)) > zλ(η(e)) in state e,
15
and a more conservative energy consumption, thus yielding
improved long-term performance. The proof of this part is not
included due to space constraints.
We now prove P3.B, i.e., η(λ)(e) ∈ (ηL(λ), ηH(λ)),∀e>0.
Using Prop. 3, the derivative of the steady state distribution
with respect to η(1) is given by
dpiη(1)
dη(1)
=
1
1− η(1)piη(1)
[
1− piη(1)
β
]
,
dpiη(e)
dη(1)
= −piη(e)piη(1) 1
β
1
1− η(1) , e > 1, (67)
Then, from (17) we obtain
dZλ(η)
dη(1)
=
dpiη(1)
dη(1)
zλ(η(1)) + piη(1)[g
′(η(1))− λ]
+
emax∑
e=2
dpiη(e)
dη(1)
zλ(η(e)) =
piη(1)
1− η(1)
(
1− piη(1)
β
)
zλ(η(1))
+ piη(1)[g
′(η(1))− λ]− piη(1)
β(1− η(1))
emax∑
e=2
piη(e)zλ(η(e)).
Using the fact that
∑emax
e=2 piη(e)zλ(η(e))=Zλ(η)−piη(1)zλ(η(1)),
we obtain
dZλ(η)
dη(1)
= piη(1)
1
1− η(1)zλ(η(1)) + piη(1)[g
′(η(1))− λ]
− piη(1)
1−η(1)
Zλ(η)
β
∝g(η(1))+(1−η(1))g′(η(1))−λ−Zλ(η)
β
>g(η(1))+(1−η(1))g′(η(1))−λ−zλ(min{x
∗
λ, β})
β
,L(η(1)).
Using the concavity of g(x), it can be shown that L(η(1))
is a decreasing function of η(1), with limη(1)→0+ L(η(1)) =
∞. Moreover, using the fact that g′(x∗λ) − λ = 0 if x∗λ <
β, and zλ(min{x∗λ, β}) > zλ(0) = 0 from the definition of
x∗λ and the concavity of g(x), we obtain L(min{x∗λ, β}) =
−zλ(min{x∗λ, β}) 1−ββ < 0. Therefore, there exists a unique
ηL(λ) ∈ (0,min{x∗λ, β}) that solves L(ηL(λ)) = 0. Then, for
all η(1) ≤ ηL(λ) we have L(η(1)) ≥ 0, hence dZλ(η)dη(1) > 0,
which proves that η(1) ≤ ηL(λ) is strictly suboptimal.
Similarly, the derivative of the steady state distribution with
respect to η(emax) is given by
dpiη(e)
dη(emax)
=
piη(e)piη(emax)
η(emax)
, e < emax, (68)
dpiη(emax)
dη(emax)
= −piη(emax)
η(emax)
(1− piη(emax)). (69)
Then, from (17) we obtain
dZλ(η)
dη(emax)
=
dpiη(emax)
dη(emax)
zλ(η(emax))+piη(emax)[g
′(η(emax))−λ]
+
emax−1∑
e=1
dpiη(e)
dη(emax)
zλ(η(e))=−piη(emax)
η(emax)
(1−piη(emax))zλ(η(emax))
+piη(emax)[g
′(η(emax))−λ]+piη(emax)
η(emax)
emax−1∑
e=1
piη(e)zλ(η(e)).
Note that
∑emax−1
e=1 piη(e)zλ(η(e))=Zλ(η)−piη(emax)zλ(η(emax)).
Substituting we obtain
dZλ(η)
dη(emax)
=−piη(emax)
η(emax)
zλ(η(emax))+piη(emax)[g
′(η(emax))−λ]
+
piη(emax)
η(emax)
Zλ(η)∝−g(η(emax))+η(emax)g′(η(emax))+Zλ(η)
< −g(η(emax)) + η(emax)g′(η(emax)) + zλ(min{x∗λ, β})
, U(η(emax)). (70)
Since g(x) is concave, U(η(emax)) is a decreasing function
of η(emax). If x∗λ ≤ β, using the fact that g′(x∗λ) = λ, we
obtain U(x∗λ) = 0. On the other hand, if x
∗
λ > β, we have
that U(x∗λ) = −[g(x∗λ) + g′(x∗λ)(β − x∗λ) − g(β)] < 0 and
U(β) = β[g′(β) − λ] > 0. Therefore, there exists a unique
ηU (λ) ∈ (min{β, x∗λ}, x∗λ) that solves U(ηU (λ)) = 0. Then,
for all η(emax) ≥ ηU (λ) we have U(η(emax)) ≤ 0, hence
dZλ(η)
dη(emax)
<0, which proves that η(emax) ≥ ηU (λ) is strictly
suboptimal. Finally, by combining P3.A and P3.B, we obtain
ηL(λ) < η(1) < η(2) < · · · < η(emax) < ηU (λ). The
theorem is thus proved. 
APPENDIX C: PROOF OF ALGORITHM 1
For the policy evaluation step, we need to prove that the
relative value function [37], denoted as vη(e), takes the form
(31), where we have defined Dη(e) = vη(e)−vη(e−1), e > 0,
Dη(0) = 0. By the definition of relative value function [37],
vη(e) is obtained as the unique solution of the linear system
vη(0)=0, vη(e)−
∑
f∈E
Pη(f |e)vη(f)=zλ(η(e))−Zλ(η), e∈E ,
where Pη(f |e) is the transition probability from energy level e
to energy level f , under policy η. In particular, by explicating
Pη(f |e), the linear system above for e<emax is equivalent to
Dη(e+ 1) =
Zλ(η)− zλ(η(e))
β(1− η(e)) +
(1− β)η(e)
β(1− η(e))Dη(e), (71)
proving the recursion (31). In the policy improvement step,
we solve the optimization problem
η[i+1](e)= arg max
η(e)∈(ηL,ηH)
zλ(η(e))+
∑
f
Pη(f |e)v[i](f),∀e 6=0.
In particular, by explicating the transition probability Pη(f |e),
we obtain
η[i+1](e) = arg max
η(e)∈(ηL,ηH)
g(η(e))− x[i](e, λ)η(e), (72)
where x[i](e, λ) is given by (33). The solution (32) directly
follows by exploiting the strict concavity of g(x) and the fact
that g′(x) = V¯ (yth(x)). 
APPENDIX D: PROOF OF THEOREM 2
In order to prove the theorem, we need the following
propositions.
Proposition 6 P (η(λ)) is a non-increasing function of λ, and
P (η(0)) > 0, limλ→∞ P (η(λ)) = 0.
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Proof: Assume by contradiction that λ1 > λ2 and
P (η(λ2)) < P (η(λ1)). Then we have
Zλ2(η
(λ2)) ≥ Zλ1(η(λ1)) + (λ1 − λ2)P (η(λ1)) (73)
> Zλ1(η
(λ1)) + (λ1 − λ2)P (η(λ2)) (74)
≥ G(η(λ2))− λ1P (η(λ2)) + (λ1 − λ2)P (η(λ2)) (75)
= G(η(λ2))− λ2P (η(λ2)),
where in (73)-(74) we have used the fact that Zλ2(η
(λ2)) ≥
Zλ2(η
(λ1)) and then the hypothesis, in (75) the fact that
Zλ1(η
(λ1)) ≥ Zλ1(η(λ2)). By comparing (74) and (75), we
obtain the contradiction Zλ2(η
(λ2)) > Zλ2(η
(λ2)). For the
second part of the proposition, since η(0) 6= {idle policy}, then
P (η(0)) > 0. Since P (η(λ)) < ηU (λ) ≤ x∗λ (P3 of Theorem
1), where x∗λ = arg maxx[g(x)−λx], in the limit λ→∞ we
obtain x∗λ → 0, hence P (η(λ)) → 0. The proposition is thus
proved.
Proposition 7 Λ(η(λ)) is a continuous, non-increasing func-
tion of λ, for λ ≥ 0, with limits Λ(η(0)) ∈ (0,∞) and
limλ→∞ Λ(η(λ)) = 0. h(λ) , Λ(η(λ)) − λ is a continuous,
strictly decreasing function of λ, with limits h(0) > 0 and
limλ→∞ h(λ) = −∞.
Proof: The continuity of Λ(η(λ)) follows from the conti-
nuity of η(λ) (P2 of Theorem 1) and the definition of Λ(η) in
(29). For λ = 0 we have η(0) = arg maxη∈U G(η). Then, we
obtain
Λ(η(0)) = (U − 1) G(η
(0))
1− P (η(0)) ∈ (0,∞). (76)
Λ(η(0)) is positive and bounded since 0<G(η(0))≤g(1)<∞
and P (η(0)) ≤ β < 1. On the other hand, for λ → ∞,
we have η(λ) → 0, hence G(η(λ)) → 0, P (η(λ)) → 0 and
limλ→∞ Λ(η(λ)) = 0. To conclude, we prove that Λ(η(λ)) is
a non-increasing function of λ, i.e., Λ(η(λ1)) ≤ Λ(η(λ2)) for
λ1 > λ2 ≥ 0. Using (29), this is true if and only if
G(η(λ2))(1− P (η(λ1)))−G(η(λ1))(1− P (η(λ2))) ≥ 0.
Equivalently, by rearranging the terms,
A(λ1, λ2),Zλ2(η(λ2))[1−P (η(λ1))]−Zλ1(η(λ1))[1−P (η(λ2))]
+ λ2P (η
(λ2))[1− P (η(λ1))]− λ1P (η(λ1))[1− P (η(λ2))] ≥ 0.
Using the fact that η(λ2) is optimal for (30) for λ = λ2,
hence Zλ2(η
(λ2)) ≥ Zλ2(η(λ1)), a sufficient condition which
guarantees that A(λ1, λ2) ≥ 0 is that
A(λ1, λ2)≥Zλ2(η(λ1))[1−P (η(λ1))]−Zλ1(η(λ1))[1−P (η(λ2))]
+λ2P (η
(λ2))(1−P (η(λ1)))−λ1P (η(λ1))(1−P (η(λ2)))≥0.
By rearranging the terms, it can be readily verified that the
second term above is equivalent to
[P (η(λ2))− P (η(λ1))][G(η(λ1)) + λ2(1− P (η(λ1)))] ≥ 0,
which holds from Prop. 6. The second part of the proposition
readily follows.
Using Prop. 7, we have that there exists a unique λ∗ ∈
(0,∞) such that h(λ∗) = 0, i.e., Λ(η(λ∗)) = λ∗. Under such
λ∗, η(λ
∗) is optimal for (28), and η(λ
∗) is unique from P1 of
Theorem 1.
We now prove that under the SNE, P (η(λ
∗))≤ 1U
(P (η(λ
∗)) ≤ β as shown in the proof of Prop. 4). This
is true if P (η(0)) ≤ 1U , since P (η(λ)) is a non-increasing
function of λ (Prop. 6). Now, assume that P (η(0)) > 1U . Since
lim
λ→∞
P (η(λ)) = 0 (Prop. 6), there exists λˆ ∈ (0,∞) such that
P (η(λˆ)) = 1U . For such λˆ, from (30) we have
G(η(λˆ))− λˆ 1
U
=Zλˆ(η
(λˆ))= max
η∈U
Zλˆ(η)≥Zλˆ(idle)=0, (77)
where “idle” denotes the policy where the EHS remains always
idle, resulting in G(idle) = P (idle) = 0. The inequality
follows from the fact that Zλ(η) is evaluated under the
specific policy “idle.” Then, using (77), (29) and the fact that
P (η(λˆ)) = 1U by definition of λˆ, we obtain
UG(η(λˆ))− λˆ = (U − 1) G(η
(λˆ))
1− 1/U − λˆ = Λ(η
(λˆ))− λˆ ≥ 0.
Therefore, we obtain Λ(η(λˆ)) ≥ λˆ. Since Λ(η(λ)) − λ is a
decreasing function of λ (Prop. 7) and the Lagrange multiplier
λ∗ of the SNE must satisfy Λ(η(λ
∗)) − λ∗ = 0, necessarily
λˆ ≤ λ∗. Finally, using Prop. 6, we obtain P (η(λˆ)) = 1U ≥
P (η(λ
∗)), thus proving the theorem. 
APPENDIX E: PROOF OF THEOREM 3
From Theorem 1, we have that η∗(e) ∈ (ηL(λ∗), ηH(λ∗))
where 0 < ηL(λ∗) < ηH(λ∗) < 1. It follows that η∗ ∈ int(U).
Therefore, since η∗ is globally optimal for the optimization
problem (28) and it is unique, the gradient with respect to η
of the objective function in (28), computed in η∗ and denoted
as ∆η∗(·), is equal to zero, and its Hessian with respect to η,
computed in η∗ and denoted as Hη∗(·), is negative definite,
i.e., for the SNE η∗ we have
∆η∗(G(η))− Λ(η∗)∆η∗(P (η)) = 0, (78)
Hη∗(G(η))− Λ(η∗)Hη∗(P (η)) ≺ 0. (79)
On the other hand, the gradient of the network utility (21) is
given by
∆η (Rη) = U(1− P (η))U−1∆η (G(η))
− U(U − 1)G(η)(1− P (η))U−2∆η (P (η)) . (80)
The Hessian matrix of (21) is then obtained by further com-
puting the gradient of (80), yielding
Hη (Rη) = U(1− P (η))U−1Hη (G(η)) (81)
− U(U − 1)(1− P (η))U−2∆η (G(η)) ∆η(P (η))T
− U(U − 1)(1− P (η))U−2∆η (P (η)) ∆η(G(η))T
− U(U − 1)G(η)(1− P (η))U−2Hη (P (η))
+U(U−1)(U−2)G(η)(1−P (η))U−3∆η (P (η)) ∆η(P (η))T .
By computing (80) under the SNE η∗, using (29) and sub-
stituting (78) in (80), we obtain ∆η∗ (Rη) = 0. Moreover,
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since Hη∗(G(η)) ≺ Λ(η∗)Hη∗(P (η)) from (79), from (81)
we obtain
Hη∗ (Rη) ≺ −U2(U − 1)G(η∗)(1− P (η))U−3
×∆η∗(P (η))∆η∗(P (η))T  0.
Therefore, Hη∗ (Rη) ≺ 0 and ∆η∗(Rη) = 0, hence η∗ is a
local optimum for (23). 
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