Introduction

30
Sensors embedded in off-the-shelf mobile devices, e.g., accelerometer, gyroscope, 31 magnetometer, microphone, and Global Positioning System (GPS) receiver [1] , are able to use in the 
33
environments. The recognition of ADL and their environments is part of research for the allowing the distinction between sleeping, and standing activities. In order to recognize the driving activity, the fuse of the data acquired from motion, magnetic/mechanical, acoustic, and location sensors allows the distinction between sleeping, standing, and driving activities. 145 Table 2 presents a summary of the data acquisition methods and their main characteristics for 146 further implementation the in new approach for the development of a framework for the 147 identification of ADL and their environments. Table 2 . Summary of the data acquisition methods.
149
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Methods:
Advantages: ACQUA framework
• Controls of the order of the data acquisition;
• Controls the correct segments of the data requested;
• Controls the calibration of the data acquisition rates;
• Controls the packet sizes and radio characteristics;
• Controls the adaptation of the dynamic changes in query selective properties; • Controls the support of multiple queries and heterogeneous time window semantics; • Adapted for low processing, memory, and energy capabilities. Orchestrator framework
• Distributed execution of the data acquisition using several mobile devices; • Adapted for low processing, memory, and energy capabilities.
ErdOS framework
• Distributed execution of the data acquisition using several mobile devices; • Adapted for low processing, memory, and energy capabilities. LittleRock prototype
• Adapted for low processing, memory, and energy capabilities. Jigsaw continuous sensing engine
• Controls the different sample rates; • Adapted for low processing, memory, and energy capabilities. SociableSense framework
• Cloud-based framework;
• Needs a constant Internet connection; • Adapted for low processing, memory, and energy capabilities.
CHG technique
• Stores the sensory data in the smartphone memory;
• Adapted for low processing, and energy capabilities. BBQ framework
• Uses a multi-dimensional Gaussian probability density function from all sensors; • Adapted for low processing, memory, and energy capabilities.
Cursor movement algorithm
• Adapted for low processing, and energy capabilities.
No framework
• Adapted for low processing, memory, and energy capabilities.
Data Processing
After the data acquisition, the sensors' data should be processed in order to prepare the data for the fusion of all sensors data, and, consequently, application of the methods for the recognition of and energy consumption of the data processing techniques.
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The ACQUA framework is also used to optimize the data processing, using automated storage
161
and retrieval system (ASRS) algorithms [11] . Other studies have presented methods to adapt the data 162 processing methods to the low capabilities of the mobile devices, processing the data after splitting 163 or using methods with low resources needed [20, [35] [36] [37] .
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The use of data cleaning methods, presented in the subsection 2. 
206
verified when the faulty data is distributed by defined instants of the data acquisition.
207
The K-Nearest Neighbor (k-NN) method are one of the most used methods for data imputation 
212
The clustering techniques are also used for the data imputation, including K-means clustering, 
213
224
In general, these methods can be applied to data collection from motion, and 225 magnetic/mechanical sensors, but the data imputation methods can also be applied to the acoustic 226 data with k-NN methods and singular value decomposition (SVD) algorithms [60] .
227
As the data imputation methods should be able to impute the empty instances of the data 228 acquired by motion, and magnetic/mechanical sensors, the methods that are able to use with this 
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of use is another variable that should be taken in account.
For the correct extraction of the features for the motion and magnetic/mechanical sensors' data, the Euclidean norm for each instant of outputs from the sensors defined as magnitude of vector (MV).
Thus, the features that should be extracted from the motion and magnetic/mechanical sensors are the 
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Related to the motion and magnetic/mechanical sensors' data, the most used features are mean,
252
standard deviation, maximum, minimum, median, correlation, variance, and FFT spectral energy of
253
MV.
254
For the correct extraction of the features for the acoustic sensors' data, the features that should 
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For the location sensors, the feature that should be extracted is the distance travelled between a 262 Table 4 • These sensors are not useful for the development of the framework for the Identification of ADL and their environments.
Data Fusion
Based 308 Table 5 presents a summary of the data fusion methods that can be applied for each type of •
• Force sensors;
• Imaging/video sensors.
• These sensors are not useful for the development of the framework for the Identification of ADL and their environments.
Identification of Activities of Daily Living
316
The 
321
implemented method uses the data acquired from acoustic sensors, it will identify the environments.
322
Finally, if the implemented method uses the location sensors, it probably is identifying activities will 323 high movement, e.g., driving, or it will try to identify the place where the ADL is performed.
324
In general, the identification of ADL is performed at the same time of the data fusion, because 325 the methods used has the same techniques. The machine learning is a set of several techniques for 326 artificial intelligence, including the techniques for the identification of ADL and their environments.
327
The concept of machine learning will be presented in the subsection 2.5.1. In subsection 2.5.2, the 328 pattern recognition methods are presented, which consists in a subset of the machine learning comparing the actual network output with the desired output previously defined in the data acquired, where the error obtained is the mean squared error (MSE) [94] . The input data involved in the supervised leaning should be labeled, in order to perform the comparisons.
desired output is a priori unknown [94] . Thus, these methods are learning based on the feedback
351
provided during the execution of the algorithm by an artificial agent in order to maximize the total 352 expected reward [94] . 
368
The methods implemented during the pattern recognition step are similar to the methods
369
implemented for the data fusion, presented in the section 2.4. As reported early in this paper, the data • Force sensors;
Relation between the Identification of Activities of Daily Living and User Agenda
396
After the correct identification of the ADL and their environments, the results obtained should 
Methods and Expected Results
405
The new approach proposed for the creation of the framework for the identification of ADL 
415
In order to create a new approach for a framework for the identification of ADL and their processing, including data cleaning, data imputation, and feature extraction, the data fusion, the 
434
to the location sensors, the GPS is available in a major part of the mobile devices.
435
With the presentation of the data acquisition methods, in the section 2.2, and aligned with the 436 limitations of the mobile devices, it was verified that the use of a framework for the data acquisition
437
is not needed, using a mobile application for capture the of sensors' data. In addition, the data 438 acquisition method, implemented in the mobile application, should acquire 5 seconds of data from 439 all sensors every 5 minutes.
440
Following the creation of the new approach for a framework for the identification of ADL and 441 their environments, the selection of data processing methods, presented in the section 2.3, should
442
contains the data cleaning, data imputation, and feature extraction methods.
443
The data cleaning methods adapted for the framework depends on the types of sensors. For the 444 accelerometer, gyroscope, and magnetometer sensors, the data cleaning method that should be 445 applied is a low pass filter to remove the noise occurred during the data acquisition process. On the 446 other hand, for the acoustic sensors, the data cleaning methods that should be applied is the FFT in 
449
The data imputation methods is not important to implement in the development of a new 450 approach for a framework for the identification of ADL and their environments, assuming that the 451 data acquired from all sensors is always filled.
Related to the feature extraction, the features needed to recognize the ADL and their environments should be selected based on each type of sensors. Firstly, the features selected for the 
Accelerometer Gyroscope Magnetometer Microphone GPs
Activities
Firstly, the proposed ADL to identify with the framework will be going downstairs, going 486 upstairs, running, walking, and standing. Secondly, the proposed environments to identify with the 487 framework will be bar, classroom, gym, kitchen, library, street, hall, watching TV, and bedroom.
488
Thirdly, the proposed ADL to distinct with the framework will be sleeping, and standing. Finally,
489
the proposed ADL to distinct with the framework are sleeping, standing, and driving.
490
Based on the list of data fusion methods and pattern recognition methods, defined in the sections 
495
because, based on the literature, it is the method that reports best accuracies and it is the most used.
496
The different types of ANN that will be applied to the acquired data, in order to identify the best type 497 of ANN are:
498
• Multilayer Perception (MLP) with Backpropagation;
499
• Feedforward neural network with Backpropagation;
500
• Deep Learning.
501
Regarding the data acquired from GPS receiver, it can be useful to increase the accuracy of the 
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The framework will be composed by several modules several, such as data acquisition, data 514 processing, data fusion, and a module to implement artificial intelligence techniques for the 515 identification of the ADL and their environments. 
