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 Land cover classification has interested recent works especially for 
deforestation, urban are monitoring and agricultural land use. Traditional 
classification approaches have limited accuracy especially for non-
heterogeneous land cover. Thus, using machine may improve the classification 
accuracy. The presented paper deals with the land-use scene recognition on 
very high-resolution remote sensing imagery. We proposed a new framework 
based on semantic features, handcrafted features and machine learning 
classifiers decisions. The method starts by semantic feature extraction using a 
convolutional neural network. Handcraft features are also extracted based on 
color and multi-resolution characteristics. Then, the classification stage is 
processed by three learning machine algorithms. The final classification result 
performed by majority vote algorithm. The idea behind is to take advantages 
from semantic features and handcrafted features. The second scope is to use 
the decision fusion to enhance the classification result. Experimentation results 
show that the proposed method provides good accuracy and trustable tool for 
land use image identification. 
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1. INTRODUCTION  
Classifying the earth surface is a relevant application of high-resolution imagery. The goal is to find 
a semantic interpretation for further studies and analysis. Reaching good classification accuracy and an 
automatic interpretation is within the research goals in the remote sensing field [1], [2]. Land use and land 
cover data (LULC) have major interest for earth observation applications. Available data requires efficient 
classification tasks for urban planning, environment management, climate change monitoring and other 
socioeconomic challenges. Recent high resolution remotely sensed imagery and constantly land cover is 
challenging and have motivated many researches. Significant efforts have been made for accurate classification 
using very high resolution and very fine spatial resolution. Traditional approaches were based on pixelwise 
classification which produced limited accuracy due to the speckle noise effect. Feature extraction-based 
approaches have contributed to improve the classification results by including contextual information and 
texture as spatial pattern [3]-[5]. Object oriented approaches have arisen to allow more classes characterization 
by including specific features [6]. However, the classification performance depends on the feature extraction 
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engineering. At the same time, the spatial pattern of the land cover is heterogenous and variable. Therefore, 
these approaches may fail for different land cover dataset and different resolutions.  
To faster and enhance the automatic classification and to get advantages from the huge amount of data 
provided by high resolution technology, using machine learning and deep learning is inherently needed. In fact, 
the increase of resolution and scene complexity have increased the classification complexity and the curse of 
dimensionality problem [7], [8]. Machine learning and convolutional neural networks (CNN) have been widely 
used within the image processing frameworks in biometrics, remote sensing, object detection and similar 
pattern recognition problems. Machine learning theory have provided the ability of analyzing large amounts of 
data and high dimensionality. In [9], authors proposed a classification method for LULC datasets based on 
random forest approach with specific preprocessing approaches. Neural networks, support vector machine 
(SVM) and decision tree are also widely used for remotely sensed image classification [3], [4]. 
CNN have been used either for feature extraction of for classification problems. The extracted features 
provided a higher level of data description called as semantic features. Using these features for classifiers have 
proven to be efficient more than using handcrafted features. The CNN architecture can effectively reduce the 
number of training parameters and the network complexity. The obtained model is invariant to image 
transformations and has strong tolerance which encourages the transfer learning operating: training on a set of 
data and migrate the knowledge to another dataset. CNN have achieved successful results in land use image 
classification [10], [11]. Deep learning tends to overcome the feature engineering limit representation. The 
capability to learn more representative and discriminative features have attracted the pattern recognition 
community and related disciplines. In [12] and [13], deep learning performs high level feature extraction and 
classification by fully connected layers. Specifically, in [13] an object oriented deep convolutional neural 
networks (DCNN) is presented. Using transfer learning to empower the learning process have allowed to utilize 
features extracted form large dataset in a source domain to classify different and related datasets in a target 
domain. For instance, for urban land use classification, authors proposed in [14] a classification method based 
on high-level features obtained by transfer learning form ImageNet dataset. Three fully connected layers were 
applied for the classification task. Main existing approaches for land use classification are resumed in the 
following Table 1. 
 
 
Table 1. Main features and classifiers for land use and land cover classification 
Feature extraction method Classification method Application 
Texture and spatial metrics [3] Fisher linear discriminant Urban land use classification 
geometrical, textural, and contextual 
information [4] 
Decision tree, Neural network, Majority 
rule-based naive model, 
Urban land use classification 
Spectral indices (NDVI, MNDWI) [5] random forests, SVM, Extreme gradient 
boosting, Deep learning 
complex mixed-use landscape 
classification 
Object properties: shape, texture, color [6] mean-shift-based multi-scale segmentation Multi-scale image segmentation  
Textual features and spectral indices [9] Random Forest Land Use and Coverage Area 
frame Survey 
Semantic features extracted from Deep 
convolutional neural networks [12] 
contextual-based convolutional neural 
network with deep architecture and  
pixel-based multi-layer perceptron neural 
network (MLP) rule-based decision fusion 
approach  
Very fine spatial resolution 
(VFSR) remotely sensed imagery 
classification 
Semantic features extracted form deep 
convolutional neural networks [13] 
different CNN-based models remote sensing land use 
classification 
Transfer learning using ImageNet dataset [14] Fully connected layers classifiers street view images classification 
 
 
In this paper, we propose a land-use classification method based on both handcrafted feature and  
high-level semantic feature adopting a deep transfer network. The classification is performed by  
multi-classifiers and a decision fusion classification. Using deep convolutional neural networks (DCNN) in 
remote sensing and getting advantages from both handcrafted and high-level features simultaneously seems 
attractive to investigate whether the two kinds of features should improve the classification results for land 
cover classification. The contributions of our work are: 
− Using high level features extracted deep learning 
− Using decision fusion to enhance the classification result by majority vote. 
The methodology is detailed in section 2. Section 3 details the feature extraction and classification principles. 
We present the experimentation setup and results for real land use dataset in section 4. Finally, we draw our 
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2. RESEARCH METHOD  
The presented work aims to provide reliable pattern recognition method for high resolution overhead 
imagery. The method is based on convolutional neural networks for semantic feature extraction. AlexNet have 
been widely used int the pattern recognition and classification problem since the ImageNet large scale visual 
recognition challenge (ILSVRC) [15]. The DCNN have proven to efficient in transfer learning for feature 
extraction as shown is [16]-[19]. The CNN presents 8 layers and performs a 1000 objects classification. The 
features are extracted from the fully connected layer with 4096 neurons.  
The second category of features are extracted with the Gabor filters. The reason behind using the basic 
Gabor filters is their abilities for texture and multiresolution image classification. The classification is 
performed by three machine learning algorithms for image classification and majority vote for classification 
fusion. Thus, the method is named classifiers-majority vote (C-MV).  
The flowchart of the approach is detailed bellow in Figure 1. It mainly consists of three steps: 
− Feature extraction based high-level semantic features and handcrafted features. Deep features extraction is 
performed by AlexNet networks. A deep transfer network is used to fine-tune the AlexNet Networks so 
that the complexity of the model is reduced. 
− The learning classification using: support vector machine, multilayer perceptron and K-nearest neighbors. 
The majority vote classifier C-MV combines the classifiers results to generate the final classification.  
− Models comparison and analysis based on the overall accuracy and the land categories accuracies to 
highlight the feature fusion and the multi-classifiers contributions in improving the classification 
performance. 
Machine learning has experienced two stages: surface learning and deep learning. Using surface 
learning approaches relies on the extracted features. In order to have more reliable and precise features, deep 
learning approaches provide low-levels that emphases the high-level features through the hidden layers. In this 
framework, convolutional neural networks (CNNs) are widely used for image recognition where the extracted 
high level features are the pattern extracted form low level features. Each higher layer extracted more 
prominent features from previous layers. Obtained final features are called high-level semantic features. 
Meaning transfer learning empowers the feature extraction process by learning from large datasets which 





Figure 1. The architecture of the proposed method 
 
 
2.1.  Semantic features 
CNNs have the advantages of less training parameters while providing robustness and high 
performance. That the features obtained by learning can transcend handcrafted feature as demonstrated in 
several researches and datasets [12]-[14]. AlexNet architecture includes multiple hidden layers: an input layer, 
five convolutional layers, first, second and fifth of which are followed by pooling layers (3 layers), three fully 
connected layers, and an output layer. The rectified linear units (ReLU) non linearity, data augmentation and 
dropout have allowed a fast training and an overfitting reduction. Hence, AlexNet has been considered as a 
deep convolutional architecture baseline. To allow a deep feature extraction meaning AlexNet, we remove the 
final fully connected layer (softmax layer) for the pretrained model and considerate the remaining architecture 
as deep feature extractor. Two groups of features are mixed in the first and second fully connected layers 
coming from two channels. The obtained feature vector has 4096 components. The 4096 vector obtained from 
the second fully connected layer (seventh layer) is considered as high-level semantic feature vector. For the 
input, the original image is cropped to obtained an input image 224*224*3. The cropping operation will reduce 
the original image to fit the AlexNet input without loosing information nor changing the image category or 
degrading the spatial resolution. We apply also a ReLU transform on the feature vector to ovoid negative 
features.  
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2.2.  Handcrafted features 
In this work, we considerate macro patterns like buildings, harbor, forest and chaparral. Large variety 
of descriptors were used for pattern recognition [20], [21]. An appropriate descriptor selection will improve 
the classification precision by giving a more fitted description for the identified categories [22]-[24]. In  
land-use classification of high-resolution overhead imagery, several descriptors were based on global image 
descriptors for instance color histograms descriptors and homogeneous texture descriptors [24]. More recent 
works use second-order visual features namely [25] fisher vectors and vectors of locally aggregated descriptors. 
Certainly, the spatial texture has major importance for land use data, therefore, we propose a texture-color 
descriptor based on Gabor transform applied to the red, green, blue (RBG) color space.  
The concept of this descriptor is to extract three chromatic descriptors corresponding to red, green and 
blue channels and concatenate the three sub-features into one feature vector. Thus, we combine in one 
descriptor the texture and color information’s. Considering the Gabor transformation [26], The transform acts 
as a multichannel filter offering different scale frequencies and directions. Gabor function is defined by (1) 
where u and v are respectively orientation and scale for the Gabor kernel and ku,v=Kvexp(iφu). kv=kmax/Ω where 
kmax is the maximum frequency. The usually used values in literature are five scales and eight orientations. 
Therefore v ∈ {0,1,2,3,4}, uϵ{0,..,7} with kmax=π/2, σ=2 π and Ω =√2, Ω measures the spacing between kernels 
and z is the sampling data which is the pixel position z=(x,y), φu=πu/8. σ measures the gaussian envelope  




2.3.  Multi-classifiers and decision fusion 
The classification task aims to predict the labels of test data based on training data [29]. The learning 
classifiers are based on training stage that produces the separability model for a set of data. And then, the given 
classifier model is used for the data test classification. We will process the classification by three approaches 
that have distinguished performances.  
− Support vectors machine (SVM): The SVM is a learning approach [30] based on minimizing both an 
empirical error and the complexity of the learner [31]. The classifier defines an optimal hyperplane with 
the largest margin to separates classes categories from a training set. Then, the test data are classified 
regarding their position to the hyperplane.  
− K-nearest neighbors (KNN): KNN is based on memorizing in the learning step the samples values and 
classifying test images classified by comparison to the training samples [29]. The majority rule concept in 
the classification process attributes a class to a test sample based on the major class of its k most similar 
samples in the training set where k is a hyperparameter. 
− Artificial neural networks (ANN): The artificial neural networks model is a multilayer perception networks 
multi-layer perceptron neural network (MLP) with a back-propagation algorithm. The nodes are  
sigmoid [32]. The MLP are determined by their connection’s weights and biases. The learning stage aims 
to find optimum values for the MLP parameters. 
 
2.4.  Majority vote fusion 
Data decision fusion is a higher level of data fusion [33]. It aims to improve the classification results 
and compensate the individual classifier weakness. Many fusion methods exist namely decision tree and 
Dempster-Shafer evidence theory. In this work, the classifiers fusion is performed by the majority vote 
principle [34]. Considering that Cj(P)=i is the classifier decision for the patch P, the indicator function Ҳij is 
defined by (2). The majority vote principle determines for each label k the next expression ҲkC(P) as the sum 
of the values of Ҳij(P) as presented by (3). The majority vote decision is presented in (3). 
 




S(P)=k if MkC(P)>M/2 (4) 
 
 
3. EXPERIMENTS AND ANALYSIS 
3.1.   Data set 
The described method was evaluated on the common land-use dataset which is UC Merced land use 
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Columbia, Houston, Las Vegas, and Miami. The images are from aerial orthoimagery and the spatial resolution 
is one foot. The land use categories are: agricultural, airplane, baseball diamond, beach, buildings, chaparral, 
dense residential, forest, freeway, golf course, harbor, intersection, medium density residential, mobile home 
park, overpass, parking lot, river, runway, sparse residential, storage tanks, and tennis courts [35]. Figure 2 
shows one example per each class. Each image is 256x256 pixels. The inter-class diversity is very small among 
some categories such as (harbor, parking lot) and  )medium residential, mobile home park). The resolution, 














































Figure 2. UCMercedes: classes samples 
 
 
3.2.  Materials 
The AlexNet model was obtained from the Matlab deep learning toolbox. The classifiers 
experimentations were conducted using the open-source software Weka 3.8.2 [36], [37]. WEKA refers to The 
Waikato Environment for Knowledge Analysis. The environment provides machine learning techniques in 
various programming languages and platforms. The tool provides also a complete framework for data mining 
researches implementation, evaluation and benchmarking. 
 
3.3.  Land-use identification results and analysis 
For the learning classifiers, we perform the cross validation based on the 10-fold cross-validation. 
Firstly, the data is portioned randomly to 10 subsets. Then we select one subset for testing while the remaining 
subsets are used for training. The process is repeated 10 times. The result is obtained by averaging all the 
experimentations results. The training rate is 20% which mean that for each class, 80 images are used for 
training and 20 images for testing. The classification accuracy denotes the rate of test samples correctly 
identified by the approach. We evaluate the final accuracy as an average over the 21 labels. For the training 
and the testing, all the UCMercedes classes had the same number of samples to ovoid having biased overall 
accuracy. Balanced data choice could have reduced the overall accuracy by including certain  
not-well-presented classes and having important inner-class variability such as golf-course, airplane and  
free-way. 
The accuracy results for the three classifiers and for the proposed fusion C-MV is presented are  
Table 2. The obtained accuracy for the SVM, ANN, KNN and C-MV are respectively 91.82%, 89.2%, 79.30% 
and 95.10 %. The high accuracies reveal the ability of deep features and texture handcrafted features to 
distinguish the land use categories. The deep features obtained from the pretrained baseline deep networks 
AlexNet on ImageNet dataset provide high level features. These features overcome the dataset inter-class 
similarities and in-class variabilities. The collected features from fully connected high layers in a deep 
architecture represent an abstract representation of lower level layers and provide more generic pattern 
description. In [38], the classification results using different deep pretrained architecture for feature extraction 
and SVM classifier reveals that the VGG-S reaches the best accuracy and outperforms the VGG-M, VGG-F, 
VGG-VD16, VGG-VD16, PlacesNet, CaffeNet and the AlexNet. Some deep models with considerably more 
layers may achieve lower result then the baseline AlexNet such as the VGG-VD. Similarly, PlacesNet performs 
worse than the AlexNet in land use scene but perform better than AlexNet in natural scene. Thus, the deep 
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feature efficiency depends on the classification context. In [39], the accuracy result was based on performing 
ten data augmentation to the data test to improve the accuracy. The global feature of an image test is an average 
of the dense feature vector over the ten augmented images. That which explain that the SVM classification 
deep features extracted with AlexNet performs 94.37. In our case, without any augmentation for the testing set, 
the performance in 91.82 % when using deep features and texture features. In [40], the presented classification 
framework is based on deep feature extraction and SVM classification. The kernel is obtained by a different 
image features and are combined using weights. The authors concluded that deep features are more expressive 
than texture and spectral features. 
However, the reconstructed image from high level features obtained by AlexNet, as presented in [41] 
presented an abstract representation of the original image and is not restricted to the dataset context. The 
example of a natural image presented in [41] shows the original image and the approximation obtained from 
the AlexNet highest fully connected layer as shown in Figure 3 (a). An airplane image and the reconstructed 
image by the eight fully connected layer is presented in Figure 3 (b) [5].  
 
 
Table 2. Classification accuracy for the classifiers (test set) 
  SVM ANN KNN C-MV 
Accuracy 91.82 % 89.2% 79.30% 95.10% 
 
 
The texture information in the original image are not apparent in the reconstructed images. Thus the 
texture information’s needs specific representation for textured scenes which is the case of several land 
categories in the land use dataset: agricultural, beach, buildings, chaparral, dense residential, forest, freeway, 
and harbor. Moreover, the texture features obtained by Gabor filters from the high-resolution land use images 
reveal structural and textural patterns which are very are different form the texture features in natural scenes. 
Thus, using handcrafted features remain important when transfer learning deals with contextually different 
scenes such as natural scene and high-resolution land use scenes. Using transfer learning for high-level 
semantic feature extraction and three fully connected layers for street view images classification achieved 
61.8% accuracy in the work presented in [14].  
 
 
    
(a) (b) 
 
Figure 3. Natural image and reconstruction from eight fully connected layer of the AlexNet:  
(a) land use image, (b) reconstruction from eight fully connected layer of the AlexNet 
 
 
Related works using hybrid feature extraction in land use classification demonstrated that the 
accuracies have been improved when using the texture features. For instance, in [3] the comparison of the 
classifications results using the spatial metrics, the texture parameters, and both measures show that the spatial 
metrics and texture provides the highest classification that reaches an overall accuracy of 76.4%. The overall 
accuracies provided by a similar approach presented in [9] using textual features and spectral indices and based 
on different preprocessing is within the range from 78.1% to 93.6%. For further comparison, we reported the 
classification performance for each class as presented in Figure 4. We observed that all classes achieved high 
accuracies for all classifiers. The crop process applied to the the original image 256*256 to the input required 
size 224*224 (or 227*227) leads to a little information loss that will not impact the classification results.  
The SVM classifier, with linear kernel, performs better than ANN and KNN. Previous works based 
on handcrafted feature extraction and machine learning applied to land use dataset reached 76% using  
SVM [4], [38]. Although the state-of-the art feature extraction method represented the land use information 
well, the inner-class variabilities require more empowered classification frameworks. 
Using the decision fusion approach C-MV the classification accuracy is 95.10%. Classifiers fusion 
have improved the classification for all land cover classes. Specifically the following classes accuracies have 
been improved: buildings (+20%), mobile home park (+more than 6%) intersection (+5%) and agricultural and 
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beach. These classes present wide inner-class variability and wide proportions of the land-cover. Taking these 
land proportion could increase the overall accuracy and favorize biased accuracy that focused on class 
distribution in land use scenes. 
 The majority vote allows a better classes recognition especially for complex classes. Highest 
accuracies belong to buildings, chaparral, forest, medium density residential, mobile home park, parking lots 
and runway. These lands thematic have specific color and texture which allows a good separability by learning 
algorithm. The C-MV improved the accuracy for some complex classes by using the texture feature which is 
important for some land use categories. Specifically, medium density residential, sparse residential and storage 
tanks are better recognized than results presented in [38]. These classes present wide inner-class diversity and 
have specific texture which favorites the good accuracy results. Lower accuracies belong to airplane, baseball 
diamond, freeway, golf course, harbor and river. These classes are visually identified by their shape rather than 
by texture features.  
Classifiers fusion contribution is therefore needed to empower the classification task. Many existing 
works have investigated the decision fusion and ensemble classification abilities. Zhang et al. [12] compared 
four classifiers using for spectral feature classification: a pixel-based MLP, a spectral and textural MLP, a 
contextual based CNN and an ensemble classifier MLP-CNN. The ensemble classifier outperforms the 
remaining classifiers in both urban and rural study sites with respectively an overall accuracy of 89% and 87% 
and for all classes. However, the grey level co-occurrence matrix (GLCM) textures have enabled the process 
of spatial information but using the MLP classifier was unable to deal with the curse of dimensionality when 
considering the 96 components of the GLCM feature vector. Using MLP and CNN classifiers have improved 
the pattern recognition process by providing contextual features in addition to the shallow structures provided 
by MLP. In [13], using different CNN architecture for land use provide accuracies of up to 77.4% using the 





Figure 4. Per-Class accuracy for classifiers and the prposed C-MV 
 
 
4. CONCLUSION  
Land use data are crucial information for many environmental and socioeconomic application. Thus, 
finding a trustable classification framework is challenging especially for complex and changeable areas such 
as urban areas images. Traditional classification approaches based on handcrafted features have limited 
classification performance due to the diversity of the land use classes, the resolution impact on the pattern, the 
luminosity variability and the inner-class diversity. In this paper, se have investigated the ability of deep 
learning transferring in high resolution remoted sensed image recognition task. Taking into account the DCNN 
limitation due to the adoption of filters that cause the loss of spatial information and object boundaries, we use 
DCNN for contextual feature extraction and perform the ensemble classification by conventional learning 
classifiers. We utilized high-level feature extracted by deep learning and texture handcrafted features. The 
classification is performed by several machine learning algorithm including SVM, ANN and KNN. The final 
classification is a decision fusion by majority vote. Our findings indicate that specific handcrafted features are 
inherent for specific scene classifications when the available pretrained deep features are extracted from 
different scene context. Moreover, the remote sensed land use datasets have limited size which will not allow 
to train the model without getting advantages form transfer learning. 
Our approach outperforms existing state-of-the-art method based on only handcrafted features and on 
machine learning classification. The deep features and transfer learning provide generic pattern description and 
accurate representation of the land use classes and allow high accuracies These features overwhelms the dataset 
inter-class similarities and in-class variabilities. Texture features have also contributed to overcome the texture 
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information dissimilarity in natural images and land use images. Similar deep feature extraction approaches 
are based on further settings including coding approaches and averaging augmented testing images. Moreover, 
the classifiers fusion approach provides reliable results compared to single learning machine accuracy which 
prove that the fusion enhances classes separability. Complex region with high inner-class dissimilarities have 
taken advantages from the majority vote process. The overall accuracy achieved 95.10% whereas SVM, ANN 
and KNN provided respectively 91.82%, 89.2% and 79.30%. The ensemble classifier C-MV based on both 
contextual and low-level handcrafted features have allowed to compensate the classifiers weaknesses and have 
taken advantages from the hybrid features in highlighting specific object properties. This research paves the 
way to effectively select the suitable feature space and the more accurate classifier depending on the datasets 
and the specific relevant information. Future researches will focus on the object-based method to enhance the 
classification accuracy for complex areas. Deep learning approaches within this interest can be utilized to detect 
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