Finite-sized populations of spiking neurons are fundamental to brain function. Here we present a theory of the dynamics of finite-sized populations of neurons, based on a quasi-renewal description of neurons with adaptation. We derive an integral equation with colored noise that governs the stochastic dynamics of the population activity in response to time-dependent stimulation and calculate the spectral density in the stationary state. The theory is applicable to fully as well as randomly connected networks, and to leaky integrate-and-fire as well as to generalized spiking neurons with adaptation on multiple time scales. PACS numbers: 87.19.ll , 87.19.lj, 02.50.Ey Networks of spiking neurons are involved in brain functions, from the processing of sensory information up to behavioral decision making. The neuronal tissue devoted to a task is organized into groups of neurons with similar properties [1] . These groups are of finite size and interact with other groups of neurons [2] . Within each group, variations of neuronal parameters are small [3] , so that each one can be treated as a homogeneous population. The amount of information transmitted and processed in sensory areas is limited by fluctuations in the population activity caused by the spiking of a finite number of neurons [4] . Analogously, in stochastic decision networks, finite-size induced fluctuations determine the reliability of decisions [5] .
Finite-sized populations of spiking neurons are fundamental to brain function. Here we present a theory of the dynamics of finite-sized populations of neurons, based on a quasi-renewal description of neurons with adaptation. We derive an integral equation with colored noise that governs the stochastic dynamics of the population activity in response to time-dependent stimulation and calculate the spectral density in the stationary state. The theory is applicable to fully as well as randomly connected networks, and to leaky integrate-and-fire as well as to generalized spiking neurons with adaptation on multiple time scales. Networks of spiking neurons are involved in brain functions, from the processing of sensory information up to behavioral decision making. The neuronal tissue devoted to a task is organized into groups of neurons with similar properties [1] . These groups are of finite size and interact with other groups of neurons [2] . Within each group, variations of neuronal parameters are small [3] , so that each one can be treated as a homogeneous population. The amount of information transmitted and processed in sensory areas is limited by fluctuations in the population activity caused by the spiking of a finite number of neurons [4] . Analogously, in stochastic decision networks, finite-size induced fluctuations determine the reliability of decisions [5] .
Finite-size effects in networks of spiking neurons have been theoretically approached by different methods, including extensions of the Fokker-Planck equation of the membrane potential density [6, 7] ; stochastic field theory [8] ; moment expansions in networks of generalized linear models (GLM) [9] ; modified Hawkes processes [10, 11] ; simplified Markov neuron models [12] ; or the use of a linear response ansatz for spike trains perturbed by finitesize fluctuations [13] . These studies lack, however, slow cellular feedback mechanisms mediating spike-frequency adaptation. Adaptation is a wide-spread phenomenon characterized by a reduced mean response of a neuron to slowly changing inputs, which has important implications for signal processing [14] and profoundly shapes the spontaneous activity of single neurons [15] .
On the population level, adaptation has been recently analyzed using a quasi-renewal (QR) theory [16] . The QR framework uses tools of renewal theory to treat neurons with arbitrary refractoriness. In particular, the dynamics of the population activity is determined by an integral equation [17, 18] . These studies, however, have assumed an infinitely large population.
Here we present a simple theory for the interaction of finite-sized populations of adapting neurons. The theory is valid for the broad class of neuron models that can be approximated by a QR process. This includes integrateand-fire (IF) as well as GLM neurons, for which parameters can be reliably extracted from experimental data [3, 19] .
This letter is structured as follows: First, we present the general dynamics of the population activity and its fluctuations. We then describe how randomly connected, adapting neurons can be treated in this framework. For fluctuations about a stationary state, we linearize the dynamics and compute the spectral density of the population activity.
Dynamics of globally coupled renewal models. We consider the population activity
is the spike train of neuron i with spike times t k i and N denotes the number of neurons. To determine the fluctuation statistics of A(t), we generalize the integral equation of an infinite population [18] to large but finite N . Let us first consider a homogeneous population of all-to-all connected neurons. The spikes of each neuron are generated with an instantaneous rate or hazard function ρ H (t,t), which only depends on the last spike timet ≤ t and the history H(t) = {A(t )} t <t of the population activity. Note that for uncoupled networks, the hazard reduces to ρ H (t,t) = ρ(t −t) as it should be for a renewal model. The probability density of the next spike time t givent is given by P H (t,t) = ρ H (t,t)S H (t,t), with the survivor function defined as S H (t,t) = exp(−´t t ρ H (t ,t)dt ).
Our approach is to use the diffusion (Gaussian) approximation for large N , i.e. we calculate the first-and second-order statistics of A(t) conditioned on its past activity. However, the dynamics of A does not only depend on its own history H(t) but also on the current occupation of refractory states t −t across the population [20] . Thus we have to average over the possible refractory states consistent with a given history H. To perform the diffusion approximation, the dynamics of the full system is coarse-grained by discretizing time with a small time step ∆t which is still large enough to include arXiv:1311.4206v1 [q-bio.NC] 17 Nov 2013 many spikes of the population. For large N , the number of neurons that fire in the time bin at t and had their last spike in bint is a Gaussian random number with mean and variance n(t)P H (t,t)∆t, where n(t) is the past spike count att < t. Summing overt and treating ∆t as macroscopically infinitesimal, we find the conditional mean activity
which is equal to the population integral [18] for the infinite system. For finite N , A(t) will be of the form
where the deviation δA(t) has zero mean and a diverging standard deviation a(t)/(N ∆t) because the variance of the spike count in [t, t + ∆t] is given by N ∆t a(t). However, δA(t) cannot be described by a white noise process but future values δA(t + τ ), τ > 0, are correlated with δA(t), because they share a common history H(t). In fact, a neuron that fired its last spike att < t cannot have its next spike at both times t and t + τ , which induces a negative correlation for the deviations at t and t + τ . We find for τ ≥ 0 the conditional correlation function
where · H(t) denotes the average conditioned on the history of A before t. The correlation function is thus explicitly time-dependent. Below we find, however, that in the asynchronous network state, the correlation function becomes independent of time and hence defines a stationary noise process. Adaptation and random connectivity. In the presence of adaptation, the instantaneous rate depends on all previous spikes of the neuron so that it can no longer be described by renewal theory. Specifically, we now consider a homogeneous population of escape-noise neurons [18] , also known as GLM [3, 19] , with instantaneous rate
where ϑ i (t) = (s i * η)(t) describes adaptation and refractory effects triggered by the neuron's own spike train s i (t). The input potential h i (t) = N j=1 w ij (κ * s j )(t) + (κ * I)(t) mediates the influence of external input I and recurrent input filtered by the membrane kernels κ and κ, respectively, where * denotes the convolution (f * g)(t) =´∞ −∞ f (t − s)g(s)ds. The kernels are causal, κ(t) = κ (t) = η(t) = 0 for t < 0. The parameter c sets a baseline firing rate, and w ij is the strength of the synaptic coupling from neuron j to i. Fits of this model to pyramidal neuron recordings [21] yielded δu ≈ 4mV. Our standard parameter set given below corresponds to a pulse amplitude of single synapses of 0.15mV (exc.) and −0.66mV (inh.). In the following, we measure voltage in units of δu, so that δu = 1. In our simulations, we use a homogeneous random network as specified in Network Simulations below.
As demonstrated in [16] , the dependence of the term exp(ϑ i ) on the neuron's own spiking history s i in (4) can be approximated by the explicit contribution of the last spike (att) and of the population activity A up tot. Then the index i in (4) can be dropped, and ϑ i (t) becomes
with the kernel γ τ (s) = θ(s − τ )(e η(s) − 1). Furthermore, for homogeneous random networks and large N , the local field h i due to synaptic input is determined by A and an effective weightw = N −2 i,j w ij [6] , hence
where J s = Nw. These steps enable us to treat neuronal adaptation in a QR theory with the hazard function
which implicitly depends on H(t). Note that ρ H (t,t) is identical for all neurons which have fired their last spike att.
In our simulations we used the kernels κ(t) = κ (t) = θ(t − τ s ) exp(−(t − τ s )/τ m ), where τ s is the synaptic delay and τ m is the membrane time constant, and η = η a + η r with η r (t) = J r θ(t−τ abs ) exp(−(t−τ abs )/τ m )+θ(τ abs −t)R and η a (t) = J a θ(t) exp(−t/τ a ), where τ a is the adaptation time constant. An absolute refractory period τ abs ≥ 0 is included in η r (t) by setting R = −10 12 for t < τ abs ; θ(t) denotes the Heaviside function. This choice of the kernels corresponds to a leaky IF model with adaptation in which the voltage is reset by a constant amount J r +J a < 0 after each spike. To evaluate (1) numerically, we iteratively compute S H (t + ∆t,t) = S H (t,t)(1 − ρ H (t,t)∆t), with S H (t, t) = 1, and use P H = ρ H S H .
In Fig. 1 the population activity in simulation is shown in comparison to the population integral prediction (2) . The QR population integral describes the response of the population activity and its fluctuations for stationary, as well as for slowly or rapidly varying inputs.
Linearization of the population integral. Information transmission by networks of finite size is limited by random fluctuations. In order to analytically determine the noise spectrum of coupled networks in the asynchronous irregular state, we first linearize (1) . To this end, we assume that the infinite dimensional system (1) has an equilibrium with activity A 0 . Fluctuations due to finite N cause deviations A(t) = A 0 + ∆A(t), with I(t) = 0 (note that a constant offset of I(t) = I 0 can be included in the Figure 1 . Quasi-renewal approximation of the population dynamics. Population activity (A(t), black) of 500 randomly connected adapting neurons (4) receiving a common input current (I(t), blue). The green line shows theoretical expectation a(t) (1) based on QR approximation (7), red lines show expected fluctuations (one std., a(t) ± (N ∆t) parameter c, noisy I(t) will be discussed below). Through (5) and (6) these fluctuations contribute to ϑ(t,t) and h(t), and thus influence A(t) again. In the following, we analyze the spectral properties of the fluctuations ∆A(t).
We write each of the variables z ∈ {h, ϑ, ρ H , S H , P H } in the form of a stationary term corresponding to the limit N → ∞ plus a correction, z(t,t) = z 0 (t −t) + ∆z(t,t), where ∆z is of order 1/ √ N . To simplify the derivations, we approximate the QR kernel γ τ by its mean with respect to the time τ since the last spike, γ(s) = (e η(s) − 1)(1 − S 0 (s)). Expanding (1) to first order in ∆A, ∆h and ∆ϑ, yields the linearized population integral [18] 
where L is a kernel that describes the immediate linear response of the neuron model to perturbations. Specifically for the model (4), L(t) = θ(t)´∞ 0 ρ 0 (t )S 0 (t + t)dt , but L can be derived for most common neuron models [18] , or, alternatively, may be estimated from neural recordings. Because δA(t) in (2) is already of order 1/ √ N , we only need to take into account the leading-order term in (3), so the dynamics can be written as
where all the linear transformations in (8) are collected in the kernel Q(t), and ξ(t) is a Gaussian noise with correlation function
for all τ ; cf. (3) . Eq. 9 shows that the population activity in the stationary state is a Gaussian process with memory, where finite-size fluctuations are described by the colored noise ξ(t). Fluctuations in coupled populations. Let us now turn to K populations consisting of N = (N 1 , . . . , N K ) neurons respectively. Parameters of neurons and coupling are homogeneous within each population, but differ between one group and the next. To incorporate network coupling, we redefine the network input (6) as h k (t) = (κ * (J A) k )(t), for 1 ≤ k ≤ K, with the coupling matrix J (see Network Simulations) and the population activities A(t). For each population k the dynamics are then given by (7) and (9), but now Q(t) is a K × K matrix of coupling kernels. Applying the Fourier transform f (ω) =´∞ −∞ f (t)e −iωt dt element-wise to (8) , leads tõ
where the matrices P 0 , A 0 , L, K, G are each defined as the diagonal matrix of the corresponding vec-
can then be obtained in frequency domain from (9) as
where T and * denote transposition and complex conjugation, respectively. It is instructive to rewrite this expression in terms of the power spectrumC
of a renewal spike train with rate A 0 and inter-spike-interval (ISI) densitỹ P 0 [22] :
whereR = iω(1 −P 0 ) −1 A 0LK is the diagonal matrix containing the single neuron linear response functions with respect to currents I(t) [18] . Eq. 11 shows that finite-size fluctuations are characterized by the effective renewal spectrumC 0 (ω), shaped by recurrent input (via J andK) and adaptation (viaG), and reduced by the factor N −1 . There are several known limit cases: first, for vanishing adaptation,G = 0, we recover the linear response result of [13] for networks of white-noise driven IF neurons. Our formula shows that adaptation appears as an additional diagonal term in the effective coupling matrix J +K −1G
, and hence can be interpreted as an inhibitory self-coupling. Second, if both adaptation and recurrent connections vanish,G = 0 and J = 0, we arrive atC(ω) = N −1C 0 (ω) because the superposition of independent spike trains does not change the shape of the power spectrum. Third, our result also includes the frequently employed Hawkes process [10, 11] , which is recovered for a constant single neuron spectrumC 0 = A 0 and vanishing adaptation,G = 0. In Fig. 2(a,c) the spectral density is shown compared to simulations, where the frequency equals ω/(2π). The spectra are well described by the novel theory, which captures refractoriness, coupling and the reduction of power at low frequencies due to adaptation. The latter arises from negative correlations between ISIs typical for adapting neurons [15] . Interestingly, this purely non-renewal effect is well accounted for by our quasi-renewal theory. Since adaptation effects are most prominent at low frequency, we examined the dependence of the power on the model parameters for ω → 0 (Fig. 2(e-h) ). Our theory describes the simulations well across the studied parameter range.
A previous study on the network dynamics of GLM neurons [9] relied on the assumption of Gaussian membrane potentials -a crucial restriction that our approach can avoid. In the context of Hawkes processes, the studies [11] suggested approximate treatments of neuronal refractory effects. Based on the diffusion approximation of populations of (quasi)-renewal neurons we have shown here a principled way to incorporate non-linear refractory effects and adaptation into a theory of neuronal population dynamics.
Influence of correlated external noise. Neuronal networks in the brain are subject to external influences, either due to sensory input or ongoing activity in other brain areas. Here we derive the response of neuronal populations to small, independent and stationary stochastic input currents I(t) with spectral densityC I (ω) and zero mean. To this end, we again redefine (6) to h k (t) = (κ * (J A + I) k )(t) and adapt the linearization (8) accordingly. The resulting spectral density is the sum C(ω)+BRC I (ω)(BR) T * , whereC(ω) is given by Eq. 11. Thus, the additional power due to the stimulus is shaped by both the single neuron filterR(ω) and the filterB(ω) combining the effect of recurrent connectivity and adaptation. The noise-driven spectra derived from theory are in very good agreement with simulations ( Fig. 2(b,d) ).
Network simulations. We compare our theoretical results to simulations of networks of excitatory and inhibitory neurons defined by (4) . In the case K = 1, we use N = N and J = J s , in the case K = 2, N = ( 4 /5N, 1 /5N ), and J = ((J s , −1.1 J s ), (J s , −1.1 J s )). Neurons of population i receive synapses from a random subset of pN j neurons of population j, each with synaptic weight w ij = J ij /(pN j ) and delay τ s . Unless the connection probability p is 1, self-connections are excluded. External noise I(t) has a common Lorentzian spectrum (C I (ω)) ij = σ 2 ) for all i, j. Networks were simulated for 2 · 10 4 s using NEST [23] . Standard parameters, unless indicated otherwise, see [24] . While it is possible to theoretically approximate the stationary interval distribution P 0 by searching for a self-consistent rate A 0 as described in [16] , here we use P 0 from recorded inter-spike-intervals. From the measured P 0 (t) we derive A 0 = 1/´∞ 0 tP 0 (t)dt, S 0 (t) =´∞ t P 0 (t )dt and ρ 0 (t) = P 0 (t)/S 0 (t).
Summary. We have shown that fluctuations in finitesized networks of spiking neurons are captured by a colored noise term that extends the population integral equation of the infinite system. Our approach yields spectral densities of the population activity in randomly connected, modular networks which are in excellent agreement with simulation results. Our quasi-renewal theory includes refractory effects and adaptation on multiple time scales.
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