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Short-time filtering of the photoionization amplitude extracted straight from the numerical solution of the
time-dependent Schrödinger equation (TDSE) is used to identify dominant pathways that form photoelectron
spectra in strong fields. Thereby, the “black-box nature” of TDSE solvers only giving the final spectrum is over-
come, and simpler approaches, e.g., semi-classical based on the strong-field approximation, can be tested and
improved. The approach also allows to suppress intercycle quantum interference between pathways removing
patterns that are usually washed out in experiments.
I. INTRODUCTION
In order to predict photoelectron spectra that are measured
in intense laser-matter interaction experiments, theorists pro-
posed a plethora of approaches, from first-principle numeri-
cal [1–7] to simplified, semi-classical [8–11]. In general, the
simpler and the more analytical a model is, the more insight
into the photoionization process it gives while precise quan-
titative predictions are hardly possible. On the other hand,
the most accurate results are obtained from ab initio solutions
of the time-dependent Schrödinger equation (TDSE). How-
ever, as in an experiment, it is hard to disentangle in TDSE
simulations all the various processes the photoelectron un-
dergoes on its way to the detector. The strong-field approx-
imation (SFA) [12–14] took the lead as far as insight into
the strongly nonlinear electron dynamics is concerned, espe-
cially when formulated in terms of semi-classical quantum or-
bits [8, 15–18]. The investigation of these orbits and their
weights allows to identify the dominant ionization pathways
[15, 16, 19–21]. However, photoelectron spectra calculated
by such approaches can be quantitatively orders of magnitude
off or have a qualitatively wrong shape because of Coulomb
effects [22–25]. The influence of the Coulomb potential on
the photoelectron can be easily accounted for within classic-
trajectory Monte-Carlo simulations [11, 26], which, however,
lack interference effects intrinsic to quantum systems. In the
present work, we propose ways to identify the relevant ioniza-
tion pathways in ab initio solutions to the TDSE. Our method
combines the accuracy of the TDSE with the insight offered
by quantum-orbit methods. Moreover, simple, semi-analytical
models can be benchmarked and improved using the TDSE-
based results.
We start with a brief introduction to the time-dependent sur-
face flux method (tSURFF) for the calculation of photoelec-
tron spectra [7, 27]. Consider an electron described by the
state |Ψ(t)〉 and a laser field E(t) defined via its vector poten-
tial A(t) = − ∫ t
0
E(t′)dt′ in dipole approximation. Initially
in a bound state of the atomic potential |ψbound(t)〉, transi-
tions to continuum states |k(t)〉 due to interaction with the
laser may occur, contributing to the free part |ψfree(t)〉,
|Ψ(t)〉 = |ψbound(t)〉+ |ψfree(t)〉, (1)
|ψfree(t)〉 =
∫
|k(t)〉〈k(t)|ψfree(t)〉dk. (2)
FIG. 1. (a) Time-energy-resolved photoelectron spectrum from ar-
gon atom in the laser propagation direction computed from (7) and
normalized to its maximum. Laser wavelength λ = 2000nm, inten-
sity I = 1013W/cm2. Flux-capturing surface is at R = 350 atomic
units. For electrons that originate from times ti when |E(ti)|= Emax
and that have energies Ek < 4Up the arrival times treg according to
(10) are indicated by red and black lines; for those that originate from
times ti when E(ti) = 0 and that have energies Ek > 4Up the ar-
rival times are indicated by green lines. (b) Laser profile E(t) with
points referring to colored lines in (a).
The momentum-resolved photoelectron spectrum is defined as
Y (k) = |ak(T )|2= |〈k(T )|ψfree(T )〉|2 (3)
where time T → ∞. Since all bound states are negligible
at large enough distances where the photoionized part of the
wavefunction is localized,
Y (k) = |ak(T )|2' |〈k(T )|Θ(r −R)|Ψ(T )〉|2 (4)
with the Heaviside step function Θ(r − R) cutting away the
contributions from distances r < R. With ak(0) = 0, the
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2amplitudes for the continuum states of momentum k at the
final time can be written as
ak(T ) =
∫ T
0
∂tak(t)dt. (5)
Using ∂t• = i[Hˆ(t), •], it is straightforward to show that the
amplitudes ak(T ) can be expressed as a time integral over the
flux jk through the surface SR at r = R,
ak(T ) =
∫ T
0
(∫
SR
jk(r, t)dSr
)
dt (6)
with the normal vector on the surface dSr = nrdS. The par-
ticular form of the surface flux jk(r, t) used in this work is
described in the Appendix and in [2].
II. TIME-ENERGY PHOTOELECTRON DISTRIBUTION
Before tSURFF became widely used the window-operator
method (WOM) [28] was a common way to obtain the photo-
electron spectrum from the final wavefunction calculated by
some TDSE solver. While WOM gives the correct total elec-
tron spectrum, momentum or angle-resolved spectra are only
approximate [29, 30]. Nevertheless, phase-space distributions
after the laser pulse were obtained using WOM, which proved
useful for comparisons with semi-classical theories [31, 32].
The main technical advantage of tSURFF over WOM is that
there is no need to keep track of the full wavefunction, which
rapidly spreads over a huge area due to strong ionization. In-
stead, the photoionization amplitude ak(T ) is expressed as
a time integral, as mentioned above. Albeit a mathematical
trick in the first place, this provides the opportunity to study
the build-up of the photoelectron spectrum in a time-resolved
way. In [33], the integrand itself has been investigated, which,
however, is highly oscillatory. Instead, we introduce a Gaus-
sian time window in the integrand,
∂ta˜k(t0) =
∫ T
0
e
− (t−t0)2
2t2w ∂tak(t)
dt√
2pit2w
, (7)
which amounts to the zero-frequency component of a Gabor
transform [34]. Note that the transform (7) conserves the total
amplitude and the yield because integration over t0 gives back
(5), and [35]
Y˜ (k) =
∣∣∣∣∣
∫ ∞
−∞
(∫ T
0
e
− (t−t0)2
2t2w ∂tak(t)
dt√
2pit2w
)
dt0
∣∣∣∣∣
2
= Y (k).
(8)
We choose ωtw = 0.2pi, i.e., a tenth of a laser cycle, so that
only intracycle interference is captured at this subcycle time
resolution. An example for such a time-resolved spectrum is
shown in Fig. 1 for an argon atom in a 6-cycle laser pulse with
an “1-4-1 envelope” (i.e., A(t) has a 4-cycle flat-top central
part and an 1-cycle sin2-ramping on each side).
When applying the tSURFF method to calculate photoelec-
tron spectra in TDSE calculations, one usually adopts a classi-
cal picture for laser-driven photoelectrons to estimate the time
FIG. 2. (a) Vector potential A(t). (b) Time-energy-resolved pho-
toelectron spectra from argon atom in laser polarization direction
with the laser vector potential suddenly switched off at times when it
reaches zero. Spectra were calculated using the amplitude (11). Re-
sults are shifted along the vertical axis for better visualization. Laser
wavelength λ = 800nm, intensity I = 1014W/cm2.
limit T for integration as the time that the slowest electrons of
interest need to reach the flux-capturing surface,
T ≥ Tpulse + R
kmin
. (9)
The density map in Fig. 1 does not only support the classi-
cal estimate (9) but additionally allows to resolve times when
electrons with a certain energy most likely arrive at the de-
tector. Typically, strong-field photoelectron spectra consist of
so-called “direct” electrons with energies Ek < (2 − 4)Up
(where Up = I/4ω2 is the ponderomotive energy in atomic
units), and “rescattered” electrons at energies Ek < 10Up.
The direct electrons are emitted at times with high absolute
value of the electric field |E(t)| while the final energy of the
rescattered electrons is determined at scattering times when
the absolute value of the vector potential |A(t)| approaches
its maximum (we consider first-order returns only) [15]. In-
deed, from Fig. 1 it is clear that the curves t0 = treg(k, ti)
obtained from
R =
∫ treg
ti
A(t)dt+ k(treg − ti) (10)
3match the corresponding times of highest time-resolved yield.
Note that for registration times treg > Tpulse this equation
simplifies so that the curves t0 = treg(k, ti) are less “wiggly”.
In any case, the time-resolved yield is nicely aligned along
these curves of arrival.
A way to visualize the build-up of intercycle interference
and the rescattering plateau was proposed in [36]. At times
tE where E(tE) = 0, the contribution |ψbound(tE)〉 was pro-
jected out of the state |Ψ(tE)〉. The calculated spectra were
then equal to those where the laser pulse was suddenly ter-
minated at times tE because the authors worked in the length
gauge and, thus, eigenstates of their Hamiltonian at times tE
were eigenstates of the laser-free Hamiltonian. Analogously,
within the velocity gauge this approach is valid at times tA
such that A(tA) = 0. After obtaining |Ψ(tA)〉 one may
set A(t > tA) = 0 and apply the iSURFV method to effi-
ciently post-propagate according to the field-free Hamiltonian
Hˆ0 [1, 33, 37],
a
(∞)
k (tA) = ak(tA) + δa
(∞)
k (tA) (11)
with
δa
(∞)
k (tA) =
∫
SR
J
(∞)
k (r, tA)dSr. (12)
The particular form of J(∞)k (r, tA) used is given in the Ap-
pendix and [1]. Figure 2 shows how intercycle interference
and the rescattering plateau form during the laser-atom in-
teraction. Such intermediate spectra, of course, suffer from
gauge non-invariance but nevertheless may be useful to study
because similar build-ups are observed in SFA-based theories
where the photoelectron amplitude Mk is also given by a time
integral. In quantum-orbit theory, this time integral is eval-
uated using the saddle-point method, and the saddle points
can be interpreted as the complex ionization times ts that con-
tribute predominantly,
aSFAk (T ) =
∑
s
Mk(ts). (13)
A sudden shutdown of the laser in the TDSE simulations cor-
responds to discarding ionization times with Re(ts) > tE (or
Re(ts) > tA in velocity gauge) [15, 38–40].
Continuing exploring features accessible in SFA-based the-
ories, we address the possibility to exclude intercycle interfer-
ence (see, e.g., [40, 41]). In quantum orbit theory, this can be
achieved by considering an incoherent sum over saddle points,
Y SFAabs (k) =
(∑
s
|Mk(ts)|
)2
. (14)
This trick is used to visualize trends in photoelectron distribu-
tions generated by long laser pulses where otherwise intercy-
cle interference could suppress the signal apart from positions
of the so-called above-threshold-ionization (ATI) peaks
EATIk = nω − Ip − Up, n ≥ nmin. (15)
FIG. 3. Photoelectron spectra in laser polarization direction com-
puted according (8) (blue), according (16) (green). Spectra according
(4) coincide with the blue curves up to numerical integration error.
Laser pulses with a 1-4-1 envelope (see text) were used in both ex-
amples with (a) λ = 800nm at I = 1014W/cm2 (Up = 3.85ω) and
(b) λ = 2000nm at I = 1013W/cm2 (Up = 6.02ω).
The presence of ATI peaks in TDSE spectra may complicate
the comparison with experimental results where ATI peaks are
washed out because of focal averaging, for instance. We pro-
pose a way to eliminate ATI peaks from TDSE spectra using
the modulus of the time-averaged integrand [42] ,
Y˜abs(k) =
(∫ T
0
∣∣∣∣∣
∫ T
0
e
− (t−t0)2
2t2w ∂tak(t)
dt√
2pit2w
∣∣∣∣∣ dt0
)2
.
(16)
Figure 3 shows spectra calculated in this way. The total num-
ber of ATI peaks in the Ek < 10Up domain scales ∼ Iλ3.
As a consequence, a higher energy resolution is required for
longer wavelengths if ATI peaks need to be resolved. Our
method to eliminate the ATI peaks allows to study more effi-
ciently trends in spectra as a function of, e.g., laser wavelength
or intensity.
III. TIME AND ANGLE-RESOLVED ELECTRON
DISTRIBUTIONS
The methods introduced so far are also applicable to ellip-
tically polarized laser pulses
A(t) = A0(t)
(
sin(ωt)
 cos(ωt)
)
. (17)
We use the same 1-4-1 envelope A0(t) as in the previous
examples and laser parameters similar to [43]: wavelength
λ = 800nm, intensity I = 1014 W/cm2, and ellipticity
 = 0.882. In Fig. 4, we show the angular photoelectron dis-
tribution as a function of time t until the accumulated yield
does not change anymore. Only electrons in the polarization
4plane θ = pi/2 are considered,
Y (t, φ) =
∫ ∣∣∣∣∫ t
0
∂ta˜k(t0)dt0
∣∣∣∣2 kdk. (18)
According to the semi-classical picture, the yield should be
highest at angles φ ∼ ±pi/2 where
−A(tA) = |A(tA)|
(
cosφ
sinφ
)
(19)
holds, and tA are the times of maximum |E(t)|. The mean
momentum in atomic units at those angles is
〈k(φ)〉 =
∫
kY (k, φ)kdk∫
Y (k, φ)kdk
' 0.8. (20)
We put our flux-capturing surface at R = 200 so that the sur-
face flux should accumulate at times
treg = tA(φ) +
R
〈k(φ)〉 ∼ tA + 2.5 · 2pi/ω. (21)
Figures 4(c,d) show that this simple estimate is confirmed
for a short-range binding potential (defined in the Appendix)
while it is violated for a hydrogenic binding potential (see
Figs. 4(a,b)) where a deviation in the arrival time ω∆treg =
−∆φ ∼ 0.12pi is observed and illustrated in Fig. 5. The
mapping of registration, ionization or tunneling-time delays
to angular shifts is the basic idea behind so-called “attoclock”
experiments [44–47].
IV. CONCLUSIONS
We showed how the dominant pathways that constitute pho-
toelectron spectra in strong-field laser ionization experiments
are revealed by applying a short-time filter to the ioniza-
tion amplitude that is calculated anyway within the efficient
tSURFF approach incorporated in state-of-the-art strong-field
TDSE solvers. Our method allows to connect ab initio TDSE
simulations with simple and intuitive semi-analytical theories,
thus providing insight and a way to benchmark and improve
simple models. We also pointed out an efficient way to re-
move intercycle interference, revealing the envelopes of pho-
toelectron spectra without ATI peaks.
Future work may concentrate on regimes where simple,
semi-classical theories actually do not work, e.g., in the over-
barrier-ionization regime or if excited states play a role.
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FIG. 4. (a,c) Integrated flux according (18) vs angle and time for
a hydrogen in a laser pulse with wavelength λ = 800nm, intensity
I = 1014W/cm2, ellipticity  = 0.882. Flux-capturing surface is put
at R = 200. Gray lines correspond to angles of −A(t), black lines
on top of them indicate angles where |E(t)|> 0.986Emax. (b,d)
Total angular distributions, i.e., sections through t = T of (a,c). (a,b)
for hydrogenic binding potential, (c,d) for short-range potential with
same ionization potential Ip = 13.6eV.
FIG. 5. A section through the time and angle resolved distributions
shown in Fig. 4 at angles φ where the total yield is maximum, i.e.,
φ = −0.616pi (solid black) and φ = 0.373pi (solid gray) for hy-
drogen, φ = −0.495pi (dashed) and φ = 0.495pi (dashed gray) for
short-range potential. All four curves are normalized to their max-
ima.
5APPENDIX
All TDSE solutions in the present paper were obtained with
the QPROP software [1–3]. For the examples with linear po-
larization an argon pseudo potential
UAr(r) = −1 + 17e
−cr
r
, r < Rco (22)
with c = 2.2074 was used. This leads to an ionization po-
tential of Ip = 15.8eV for the 3p initial state on a radial grid
of resolution dr = 0.1. The flux-capturing surface was put at
R = 350.
For the example with elliptical polarization the hydrogenic
potential
UH(r) = −1
r
, r < Rco (23)
and a short-range potential
Usr(r) = −C1 e
−c2r
r
, r < Rco (24)
with C1 = 5.2074 and c2 = 5.0 were used. Both lead to
a ground-state ionization potential Ip = 13.6eV. The flux-
capturing surface was put at R = 200. In all calculations the
long-range Coulomb tail was removed by matching it at r =
Rco = 50 to a linear roll-off that reaches zero at r = 2Rco.
Since R > 2Rco, this approximation allows to use Volkov
functions for |k(t)〉 and the Volkov Hamiltonian
Hˆ(t) =
(−i∇+A(t))2
2
− A
2(t)
2
, (25)
(with the purely time-dependent A2(t)/2 term transformed
away), leading to the density flux
jk(r, t) =
i
2
〈k(t)|∇+ iA(t)|r〉〈r|Ψ(t)〉
− i
2
〈k(t)|r〉〈r|∇+ iA(t)|Ψ(t)〉 (26)
needed in equation (6). Unless the iSURFV method was
used, the upper limit for the time integration was chosen
T = Tpulse + 500. The time window
w(t) = 1− e−
(t−T )2
2T2w (27)
with Tw = 100 was added to suppress the effects of finite-
ness of T . In the expression (12), where we use the iSURFV
approach [1, 33, 37], the time-integrated flux density is
J
(∞)
k (r, tA) =
i
2
〈k(tA)|∇|r〉〈r| 1
Ek − Hˆ0
|Ψ(tA)〉
− i
2
〈k(tA)|r〉〈r|∇ 1
Ek − Hˆ0
|Ψ(tA)〉. (28)
[1] V. Tulsky and D. Bauer, Computer Physics Communications
251, 107098 (2020).
[2] V. Mosert and D. Bauer, Computer Physics Communications
207, 452 (2016).
[3] D. Bauer and P. Koval, Computer Physics Communications
174, 396 (2006).
[4] A. C. Brown, G. S. Armstrong, J. Benda, D. D. Clarke,
J. Wragg, K. R. Hamilton, Z. Mašín, J. D. Gorfinkiel, and H. W.
van der Hart, Computer Physics Communications 250, 107062
(2020).
[5] S. Patchkovskii and H. Muller, Computer Physics Communica-
tions 199, 153 (2016).
[6] V. P. Majety, A. Zielinski, and A. Scrinzi, New Journal of
Physics 17, 063002 (2015).
[7] L. Tao and A. Scrinzi, New Journal of Physics 14, 013021
(2012).
[8] K. Amini, J. Biegert, F. Calegari, A. Chacón, M. F. Ciap-
pina, A. Dauphin, D. K. Efimov, C. F. de Morisson Faria,
K. Giergiel, P. Gniewek, A. S. Landsman, M. Lesiuk,
M. Mandrysz, A. S. Maxwell, R. Moszyn´ski, L. Ortmann, J. A.
Pérez-Hernández, A. Picón, E. Pisanty, J. Prauzner-Bechcicki,
K. Sacha, N. Suárez, A. Zaïr, J. Zakrzewski, and M. Lewen-
stein, Reports on Progress in Physics 82, 116001 (2019).
[9] D. B. Miloševic´, Physical Review A 96 (2017), 10.1103/phys-
reva.96.023413.
[10] J. S. Cohen, Physical Review A 64 (2001), 10.1103/phys-
reva.64.043412.
[11] J. Liu, Classical trajectory perspective of atomic ionization in
strong laser fields : semiclassical modeling (Springer, Heidel-
berg, 2013).
[12] L. V. Keldysh, Zh. Eksp. Teor. Fiz. 20, 1307 (1965).
[13] F. H. M. Faisal, Journal of Physics B: Atomic and Molecular
Physics 6, L89 (1973).
[14] H. R. Reiss, Phys. Rev. A 22, 1786 (1980).
[15] R. Kopold, W. Becker, and M. Kleber, Optics Communications
179, 39 (2000).
[16] P. Salieres, Science 292, 902 (2001).
[17] D. B. Miloševic´, G. G. Paulus, D. Bauer, and W. Becker, Jour-
nal of Physics B: Atomic, Molecular and Optical Physics 39,
R203 (2006).
[18] S. V. Popruzhenko, Journal of Physics B: Atomic, Molecular
and Optical Physics 47, 204001 (2014).
[19] D. B. Miloševic´, D. Bauer, and W. Becker, Journal of Modern
Optics 53, 125 (2006).
[20] T.-M. Yan, S. V. Popruzhenko, M. J. J. Vrakking, and
D. Bauer, Physical Review Letters 105 (2010), 10.1103/phys-
revlett.105.253002.
[21] D. B. Miloševic´ and W. Becker, Physical Review A 93 (2016),
10.1103/physreva.93.063418.
[22] S. Popruzhenko and D. Bauer, Journal of Modern Optics 55,
2573 (2008), https://doi.org/10.1080/09500340802161881.
[23] T. Keil, S. V. Popruzhenko, and D. Bauer, Physical Review
Letters 117 (2016), 10.1103/physrevlett.117.243003.
[24] A. S. Maxwell, A. Al-Jawahiry, T. Das, and C. F. d. M. Faria,
Phys. Rev. A 96, 023420 (2017).
[25] C. F. de Morisson Faria and A. S. Maxwell, Reports on Progress
6in Physics 83, 034401 (2020).
[26] X. Hao, Y. Bai, X. Zhao, C. Li, J. Zhang, J. Wang, W. Li,
C. Wang, W. Quan, X. Liu, Z. Shu, M. Liu, and J. Chen, Phys.
Rev. A 101, 051401 (2020).
[27] A. M. Ermolaev, I. V. Puzynin, A. V. Selin, and S. I. Vinitsky,
Physical Review A 60, 4831 (1999).
[28] K. J. Schafer and K. C. Kulander, Physical Review A 42, 5794
(1990).
[29] H. Bauke, T. Brabec, T. Fennel, C. R. McDonald, D. B. Miloše-
vic´, S. Pabst, C. Peltz, G. Pöplau, R. Santra, and C. Varin,
Computational Strong-Field Quantum Dynamics, edited by
D. Bauer (De Gruyter, 2017).
[30] B. Fetic´, W. Becker, and D. B. Miloševic´, Phys. Rev. A 102,
023101 (2020).
[31] D. Bauer, Phys. Rev. Lett. 94, 113001 (2005).
[32] D. Bauer, D. B. Miloševic´, and W. Becker, Journal of Modern
Optics 53, 135 (2006).
[33] V. V. Serov, V. L. Derbov, T. A. Sergeeva, and S. I. Vinitsky,
Physical Review A 88 (2013), 10.1103/physreva.88.043403.
[34] In a similar way, the build-up of high-harmonic generation
spectra are analyzed (see, e.g., [48–52]).
[35] In order to suppress the effects of the finiteness of T a smooth
time window can be applied at times approaching T (see
Eq. (27) in the Appendix). Then one also insures that the flux is
zero close and beyond the limits t0 = 0 and t0 = T and may
safely replace the limits ±∞ for t0 by 0 and T .
[36] S. Borbély, A. Tóth, D. G. Arbó, K. To˝kési, and L. Nagy, Phys.
Rev. A 99, 013413 (2019).
[37] F. Morales, T. Bredtmann, and S. Patchkovskii, Journal of
Physics B: Atomic, Molecular and Optical Physics 49, 245001
(2016).
[38] Y. Li, Y. Zhou, M. He, M. Li, and P. Lu, Optics Express 24,
23697 (2016).
[39] M. Han, P. Ge, Y. Shao, M.-M. Liu, Y. Deng, C. Wu, Q. Gong,
and Y. Liu, Physical Review Letters 119 (2017), 10.1103/phys-
revlett.119.073201.
[40] A. Nayak, M. Dumergue, S. Kühn, S. Mondal, T. Csizma-
dia, N. Harshitha, M. Füle, M. U. Kahaly, B. Farkas, B. Ma-
jor, V. Szaszkó-Bogár, P. Földi, S. Majorosi, N. Tsatrafyllis,
E. Skantzakis, L. Neoricˇic´, M. Shirozhan, G. Vampa, K. Varjú,
P. Tzallas, G. Sansone, D. Charalambidis, and S. Kahaly,
Physics Reports 833, 1 (2019).
[41] X. Xie, T. Wang, S. G. Yu, X. Y. Lai, S. Roither, D. Kartashov,
A. Baltuška, X. J. Liu, A. Staudte, and M. Kitzler, Phys. Rev.
Lett. 119, 243201 (2017).
[42] Note, that the SFA time integral (sum over saddle points in
Eq. (13)) is taken over ionization, not registration times. There-
fore, Eq. (14) does not directly match with Eq. (16) where inte-
gration over registration times is performed. Nevertheless, both
tricks successfully remove the pattern of the ATI peaks from
spectra.
[43] L. Guo, S. Hu, M. Liu, Z. Shu, X. Liu, J. Li, W. Yang,
R. Lu, S. Han, and J. Chen, “Accuracy of the semiclassi-
cal picture of photoionization in intense laser fields,” (2019),
arXiv:1905.00213 [physics.atom-ph].
[44] P. Eckle, M. Smolarski, P. Schlup, J. Biegert, A. Staudte,
M. Schöffler, H. G. Muller, R. Dörner, and U. Keller, Nature
Physics 4, 565 (2008).
[45] A. N. Pfeiffer, C. Cirelli, M. Smolarski, and U. Keller, Chemi-
cal Physics 414, 84 (2013).
[46] A. S. Landsman, M. Weger, J. Maurer, R. Boge, A. Ludwig,
S. Heuser, C. Cirelli, L. Gallmann, and U. Keller, Optica 1,
343 (2014).
[47] M. Han, P. Ge, Y. Fang, X. Yu, Z. Guo, X. Ma, Y. Deng,
Q. Gong, and Y. Liu, Physical Review Letters 123 (2019),
10.1103/physrevlett.123.073201.
[48] C. C. Chirila˘, I. Dreissigacker, E. V. van der Zwan, and
M. Lein, Physical Review A 81 (2010), 10.1103/phys-
reva.81.033412.
[49] M. Murakami, O. Korobkin, and M. Horbatsch, Phys. Rev. A
88, 063419 (2013).
[50] N. Suárez, A. Chacón, J. A. Pérez-Hernández, J. Biegert,
M. Lewenstein, and M. F. Ciappina, Physical Review A 95
(2017), 10.1103/physreva.95.033415.
[51] N. Tancogne-Dejean and A. Rubio, Science Advances 4,
eaao5207 (2018).
[52] C. Chen, F.-M. Guo, Y.-J. Yang, Y.-J. Chen, and S.-P. Yang,
EPL (Europhysics Letters) 127, 34004 (2019).
