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A variant of the Alekseev variation of constants integral equation is obtained 
relating the solutions of systems of the form i = f(t, x, A) tand j = f(t, y, 
#(t, y)) + g(t, y). For the case when f, g, and 4 have period P in t several 
theorems are given for the existence of periodic solutions extending known 
results when f is linear in x and does not depend on the parameter m-vector h. 
Comparison with an older technique gives hypotheses where the method above 
is advantageous for establishing periodic solutions. An example is given for 
constructing limit cycles of autonomous second-order systems. 
1. INTRODUCTION 
In this paper we investigate the existence of periodic solutions for a system 
of differential equations. We assume that the solutions of a family of periodic 
initial value problems 
are known. For periodic functions #(t, y),g(t, y) we consider the existence 
of periodic solutions of the system 
9 = f(h Y? Q% Y>> + & Y)* (2) 
System (2) is studied using an integral equation which is a variant of the 
Alekseev equation [l] generalizing the usual variation of constants integral 
equation. The techniques are extensions of those given by Hale [6, 71 for 
studying perturbations of linear systems. Previous work on such perturbed 
differential equations [I 1, 121, h as not considered the case for f dependent on 
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the parameter X and has not considered the dependence of the periodic solu- 
tions on a perturbation parameter E which is of central importance in problems 
of singular perturbation and existence of limit cycles. The case when f is 
linear in x is of special importance and is discussed in Section 3. 
The Alekseev formula has been used in a number of studies on stability, 
asymptotic behavior, etc. [2, 3, 4, 8, 10, 111. However, the case where f 
depends on h does not seem to have been considered. It appears the variant 
of the Alekseev equation given below can be used to extend this previous 
work. 
2. A VARIATION OF CONSTANTS EQUATION 
Let m and n be positive integers, let D and B be regions in P and Rm, 
respectively, and let f and the matrices of derivativesf, , f,, be continuous for 
(t, x, A) in R x D x B. (f(t, x, A) in R”). For T in R, y in D, X in B, the 
solution C(t, 7-, y, h) of (1) and the matrices of derivatives &(t, 7, y, h), 
#A(t, 7, y, X) exist for t near 7. Let # be in C1(R x D, B) and let g be in 
C(R x D, R”) and consider the differential equation (2) with initial condi- 
tion y(7) = y. 
THEOREM 1. If y is in D, y(t) is a solution of (2), Y(T) = y, and y(t), 
+(t, s, y(s), A) lie in D for T < s < t < T + 8, X in SC , then y(t) satis$es 
y(t) = 4(t, 7~ y> #(T, y)) + 1’ f& s, Y(s)) & 7 
7 < t < 7 + 6, where 
Conversely if y is in D, y(t) is a sohtion of (3) for T < t < T + 6, then y 
satis$es (2). 
Proof. For u = (x, h) in D x B and t in R the function 
S(t, 24) = column( f (t, x, A), 0), 
the matrix of derivatives FU and the function 
g(t, 4 = column(g(t, 4, &(t, x) + h,(t, 4 if (6 x, 4 + g(t, 41) 
are continuous. The unperturbed problem 
zi = qt, u), u(T) = Cohmn(y, A*) 3 r 
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with solution 
@(t, 7, r) = column($(t, 7, y, h*), X*) 
and the perturbed problem 
ei = Lqt, w) + qt, o), W(T) = r, (4) 
are related by the Alekseev formula 
W = @(t, 7, r> + J:’ @r(t, s, W) g(s, $4) ds (5) 
for t near T. For a proof of the equivalence of (4) and (5), see [2] (Lemma 3, 
p. 201) and [12] (pp. 216-7 in the proof of Theorem 1). 
We note (4) is equivalent to (2) with y(7) = y if h* = #(T, r). With this 
choice of X*, (5) can be decomposed into Rn and Rm equations. The R” 
equation is h(t) = #(&y(t)). I nserting this into the Rn equation gives (3). 
Remark 1. Th e proof of the first part of Theorem 1 can be made directly 
from considerations of the expression 
I ,t 1 C(c ss Y(S), $0, Y(S))) ds. 
The second part can be obtained by differentiating Eq. (3) and considering 
the expression 
s 
td 
7 -&fP’ C(4 s9 Y(S), 4(4 Y(4))) A. 
Remark 2. We recall [7, p. 211 that $A satisfies a linear differential equa- 
tion which permits the representation 
Remark 3. In many cases the variation of constants equation is used to 
obtain information concerning the solution of a perturbation of a system with 
known solutions. An inspection of (3) suggests that f(t, y, $(7, y)) is used to 
approximate f(t, y, $(t, y)) in (2). We write 
9 = f(c Y7 fJkr YN + g*(4 Y), 
g*e, Y) =fk Y> $a Y>> - fk Y, #CT> YN + ‘d4 Y>, 
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and the usual Alekseev equation gives 
Theorem 1 gives a new integral equation for y. Any benefit from the knowl- 
edge of W, 7, Y, 4 as a function of X will depend on being able to exploit the 
structure of H. An example would be a case when &(t, y), &(t, y) are small 
(or zero) over much of the interval 1 t - 7 1 < 6 considered. 
3. PERIODIC SOLUTIONS 
In this section we will obtain theorems for the existence of a periodic 
solution by using the integral equation (3). Theorem 2 generalizes a previous 
result by the author [12] and Th eorem 3 extends a well-known theorem given 
by Hale [6, p. 281. The technique is to use a fixed point theorem and is 
modeled after Hale’s presentation. To do this we will use convenient, specific 
hypotheses on the domains and nature off, g, and #. 
Let P, a, b, c, and E,, be positive numbers with a < b, let S, and S, be 
the closed balks of radius a and b, respectively, in R* and let S, be the closed 
ball of radius c in Rm. We assume f, fi are continuous functions from (t, X, h, E) 
in R x S, x SC x [0, Q] into Rn with period P in t, and the following 
conditions hold: 
(i) For y in S, , h in S, , 0 < E < E,, the solution $(t, 7, y, X, E) of 
exists for 0 < 7 < t < P. 
(ii) For (t, y, c) in R x S, x [0, ~1, #(t, y, .z) is a Cl function into 
S, with period P in t and $(t, y, 0) = 0, (t, y) in R x S, . 
(iii) For 0 < t < P, h in S, , 0 < E < E,, , f (t, 0, A, E) = 0. 
(iv) There is a closed connected set KC S, containing 0 with non- 
empty interior so that for E in [0, co], the function 
F(y, E) = y - $(P, 0, Y, wh Y> 4 4 (7) 
is a homeomorphism of K into F(K, 6). 
(v) g is a continuous function for (t, I/, c) in R x S, x [0, co] into 
Rn with period P in t. 
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For 0 < s < t < P, y in S, and E in [0, E,,] let 
and for 0 < p < a let Y0 be the subset of 2 in C([O, P], Rn) with Z(0) = Z(P), 
]lZI/~p.ForZin~~,O~~E~Egdefine 
“(2, E) = I ’ H(P, s, Z(s), c) ds. (9) 0 
(vi) For (t, x) in R x S, , we assume g(t, X, 0) = 0 and for 2 in 9a , 
O<E<Q, we assume ~(2, E) is in F(K, E). 
THEOREM 2. If f, g, qb satisfy (i)-( vi a ) b ove there is an cl > 0 so that for 
0 < E < cl the system 
9 = f(t, y, 4(4 Y, 4, c) + & Y> 4 (10) 
has a periodic solution y(t, e) and 1 y(t, E)I < a. 
Remark 4. The dependence off on E plays no essential role in Theorems 
2 and 3; however, we introduce this notation for subsequent theorems. 
Proof. For Z in Y&, 0 < E < co we define the function 
U-2) (4 = d(t, 0, y(Z, 4 $(O, ~(2, E)> ~1, 4 + s,’ ff(t> s, Z(s), ~14 
O<t<P, (11) 
where ~(2, c) = G(a(Z, E), E) and G is the inverse function of F given by (7). 
Conditions (ii), (vi) imply lim,,, ~(2, c) = 0 uniformly for 2 in Y, . Condi- 
tions (iii) and (iv) imply lim,,, ~(2, E) = 0 uniformly for 2 in Ya and 
uniformly for 0 < t < P, 2 in 9, . A similar condition holds for the second 
terms in (7’2) (t); hence for E sufficiently small TYa C 9, . For fixed E it is 
easy to check TSP, has compact closure in the uniform topology; thus by 
Schauders theorem there is a fixed point y(t, c) of T. The periodic extension 
of y is a periodic solution of (10) by Theorem 1. 
In many cases it is desirable to know the dependence of a family y(t, c) of 
periodic solutions of (10) on the parameter E. A convenient way to study this 
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is to show T given by (11) is a contraction. In general under our hypotheses T 
will not be a contraction, the primary difficulty coming because G(ol, c) is not 
Lipschitz in 01 (see Example 1 in [12]). C onsequently, we introduce alternate 
hypothese in place of (iv), (vi). 
(iv’) The function F in (7) is defined for 0 < E < E,, , 1 y / < a and the 
matrix F,(y, e) is continuous on this domain. We assume the matrix F,,(y, C) 
has an inverse F;‘(r, .s) bounded in norm by M for 1 y / < a, 0 < E 61 us . 
(vi’) There is a continuous function ~(6, p) nondecreasing in E and p 
for 0 < p < a, 0 < E < es, ~(0,0) = 0, a continuous function R(e) non- 
decreasing in E with R(0) = 0 and a continuous function u(t, s) for 
0 < s < t < P such that 
THEOREM 3. If (i)-(iii), (iv’), (v), (vi’) hold, there are numbers p, or, 
0 < p < a, 0 < cl < Ed and a periodic solution y(t, l ) of (10) for 0 < E < q 
with 1 y(t, c)I < p. Further, thefamily y(t, ) E is continuous in E and y(t, 0) == 0. 
Proof. There is a continuous nondecreasing function K(p) for 0 < p .< a, 
K(0) = 0 so 1 F,,(y, C) - F,(O, E)I < K(p) for 0 < E < E,, , I y I < I”. Choose 
6, 6, positive so M(K(6) 6 + 6,) < 6, 6 < a. By the proof of the Implicit 
Function Theorem given by Hale [7], there is a unique function G(or, E), for 
0 < 6 < %J, I 01 I < a,, with ] G(ol, c)I < 6 and F(G(a, E), e) = (Y. Further G 
has a continuous derivative in ~11 and ] Gor(~, E)I < M, I (Y I < 8, , 0 < c < co . 
There is a p. in (0, a] and an es in (0, l O] so that 2 in SpO , 0 < E < ~a gives 
I a(Z, c)I < 6, . For 2 in Y0 , 0 < p < p. , and 0 < E < es , the transforma- 
tion T given by (11) is defined. We have 
I T-WI d [NMIop UP, s) ds + sup 1” u(t, s) ds] [T(E, P) P + R(E)], 
oste 0 
and for Z, Z* in Y;: , 
1 TZ(t) - TZ*(t)l 
< [CN + W MIP u(f’, 4 ds + SUP j-k 4 ds] ~(c, P) I/z - z* II 7 
0 OSKP 0 
where 
N = sup I A$, SPY, A, 4 , Nl = sup I Mt> SPY> 4 4 I $wxY, 4 (12) 
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for 0 < s < t < P, 1 y [ < pO, 1 h / < C, 0 < E < ~a . Choose or , p so that 
[ s NM ’ u(P, s) ds + sup O<tsp Jot 44 ds] MQ 7 PI P + J+,)l < p, 0 
and 
[(A’ + Nl) M 1’ +‘, s) ds + SUP j” t 44 ds] T(Q , P) -=c 1, 
0 O<KP 0 
the for 0 < E < or , T9, C YP and T is a contraction. The fixed point y(t, 6) 
is the uniform limit 0 < E < e1 ofy”(t) = O,~(~+l)(t) = Ty”(t), n = 0, 1,2,..., 
hence y(t, 6) is continuous in E and y(t, 0) = 0. 
Consider the case f(t, y, A, G) = A(h) y, A(X) is an n x n Cl matrix and 
#(t, y, l ) = $(t, 6). The function H is given by 
H(t, s, y, c) = D(t, s, y, c) &(s, c) + eA(~(8SE))(t--S!g(s, y, E), 
where D is an 12 x m matrix whose elements are easily obtained. The trans- 
formation T given by (11) is 
TZ(t) = e A(+(OA)t 1 ( _ eA(~(O*d)P)-l IO’ H(P, S, Z(S), C) ds 
+ s,’ wt , s, Z(s), 4ds. 
Further conditions now must be furnished on A, 9, g to determine the 
allowable range of the perturbation parameter e and the resulting size of the 
fixed point y(t, l ). We wish to contrast this method for finding periodic 
solutions with the method given by Hale [6j, i.e., as given by the transforma- 
tion (see Eq. (6)) 
TJ(t) = e AbbW,d)t(~ _ eA(~(Od)P)-l Jo’ H,(f’, S, Z(S), 6) ds 
+ s,’ W, s, Z(s), 4 ds, 
H,(t, s, y, G) = eA(~(o.f))(t-s)([A(~(s, 6)) - A(#(O, E))] y + g(s, y, E)>. 
If &(t, c) is near zero except for small intervals of t in [0, P], then it is easy 
to see appropriate hypotheses on A, g so the structure of H gives larger 
ranges of E, p than that permitted by HI . 
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4. NEARLY CONSTANT SYSTEMS 
In this section we consider the case when the inverse mapping G(or, e) 
is not defined for E = 0. A model for this situation is j = c(Ay + g(t, y, E)), 
where determinant A # 0 and g is to be regarded as a periodic perturbation. 
Again we are looking for periodic solutions y(t, l ) continuous in E with 
y(t, 0) = 0. The model problem is treated by Hale [6] (p. 30). The rather 
involved hypotheses chosen to treat our problem were selected so the allow- 
able range of the perturbation parameter E given previously could be enlarged. 
The generalization of the model problem to the usual Alekseev equation has 
not been previously treated. 
In addition to the hypotheses (i)-(iii), ( v consider (iv”). There is a number ) 
6 > 0 and a continuous function G(ol, E) for a: in Rn, 1 a / < S, 0 < E :< .Q, 
with 1 G(cx, E)] < a such thatF(G(ol, E), E) = 01, where F is given by (7). Further 
the matrix Ga(ol, E) exists, is continuous, and satisfies 1 Ga(z, e)I < M(E) for 
some continuous function M(E) such that EM(E) is bounded on 0 < 6 6: es . 
(vi”) There is a continuous function ~(6, p) nondecreasing in c and p 
for 0 < p < a, 0 < E < cc, ~(0, 0) = 0, a continuous function R(C) non- 
decreasing in E with R(0) = 0 and a continuous function a(t, S) for 
0 < s < t < P such that 
ll ’ W’, s, Z(s), 4ds 1 d l (4 + rl(~, P) PI, 0 
1 s,’ W, s, Z(s), 4ds 1 G de, P> P+ R(4, 
I H(t, s, Y, 4 - fw, s, y*, 4 < 46 P) dt,$ I Y - y* I 
forO<s<t<P,y,y*inR”,/y]<pandZinYO. 
THEOREM 4. If (i)-(iii), (iv”), (v), (vi”) hold, there are numbers p, cl , 
0 < p < a, 0 < cl < co and a periodic solution y(t, 6) of (10) for 0 < E :< Ed 
with I y(t, E)] < p. Further the family y(., E) is continuous in E and y(t, 0) = 0. 
Proof. Choose p. , l p so that 0 < p. < a, 0 < E < es , and Z in YO, 
implies I a(Z, E)] < 6. Then for 0 < E < es and Z in YO, 0 < ,O < p. , 
N, N1 given by (12) and T given by (11) 
I T-WI G NM@) E l-44 + ~(6, PI PI + R(4 + de, p) P, 
and for Z, Z* in YO, 0 < 6 < l s 
I T-W> - TZ*(t)l < N + WV4 E lop @‘, 4 ds?(~, P) II Z - Z* II 
+ sup j-” 4, s) dS+, p) II Z - Z* II . 
oste 0 
318 T. G. PROCTOR 
Choose 0 < cl < c2 , 0 < p < p,, so that for 0 < E < <I 
then T is a contraction on Y0 for 0 < E < i E and the periodic extension in t 
of the fixed point y(t, c) is a periodic solution of (10). Since the fixed point is 
the uniform limit of the sequence y”(t) = 0, y%+l(t) = Ty”(t) we have 
y(t, .5) is continuous in E for 0 < E < co . 
Let {p.,}; be a decreasing sequence of positive numbers with p,, + 0. 
There is a sequence {en}: with E, + 0 so that the inequalities (13) are satis- 
fied. T is a contraction on YD, and the fixed point yn(t, E), 0 < E < ea satisfies 
1 yn(t, E)I < pn . But yn(t, E), 0 < E ,< Ed is also a fixed point of Y0 . Hence 
y(t, G) + 0 as E -+ 0 by the uniqueness of the fixed point of T. 
The theory outlined above requires the knowledge of all solutions starting 
near zero of an unperturbed system. Only in rare cases is such knowledge 
available if this equation is nonlinear. We now sketch an application of such a 
system to an interesting problem, that of finding limit cylces F(E) of the 
system 
(d%J/dP) + w = Ef(W, dw/dZ), 
where f is an analytic function near w = dw/dZ = 0, f(0, 0) = 0 and E is a 
small parameter. We will refine a procedure given by Lewis [9] for establishing 
estimates on the allowable size of the perturbation parameter in the limit 
cycle T(E) which is constructed as the fixed point of a transformation. Let 
w = a( 1 - u) sin t, dw/dZ = a( 1 - U) cos t where u and t are new vairables 
and a is a number to be determined later. We obtain 
du/dt = #(t, u, a, E), (14) 
T(t, 7.4, a, C) = (24 - 1) cos tf*(t, 24 a)/{a(l - u) - 6 sin tf *(t, 24 a>>, 
f *(t, 24, a) = f (a(1 - U) sin t, a(1 - u) cos t). 
Notice 9, f * have period 277 in t and are analytic near E, u = 0. If for a fixed 
a Equation (14) has a periodic solution u(t, c) then 
w = a(1 - u(t, c)) sin t, dw/dZ = a(1 - u(t, c)) cos t 
are parametric equations for F(E). If u(t, 0) = 0 we have the circle 
w2 + (dw/dZ)2 = a2 
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is r(O). By well-known results [6, p. 301 Eq. (14) has a periodic solution 
~(t, c) with u(t, 0) = 0 if 
s 
2n 
2n S(t, 0, a*, 0) dt = 0, 
s 0 
9gt, 0 , a*, 0) dt f 0 
0 
for some value a* of a. Let A(t, c) = S(t, 0, a*, E), B(t, l ) = Fu(t, 0, a*, l ) 
and let l (t, G) be the periodic solution of 
ti = dl(t, 6) + &(t, c) u. 
For u = l (t, c) + y in (14), we have 
9 = 44 4 y + qt.(t, 4 Y2 + .qt, Y, 4, (15) 
where D(t, 0, l ) is O(e2), Dy(t, 0, E), DJt, 0, E are at least O(E). Equation (15) ) 
can now be regarded as a perturbation of a Bernoulli equation and estimates 
on the allowable size of the perturbation parameter can be obtained via 
Theorem 4. 
5. SINGULAR PERTURBATIONS 
In this section we generalize the model problem 
4 = u/4 4x1 + u/4 41(4 Xl , x2 14, 
3i*2 = (l/4 A2x2 + (l/a) q2(t, Xl, x2, E), 
treated by Hale [6,7], Flatto and Levinson [5] and others. Here the matrix A, 
has eigenvalues with positive real parts and A, has eigenvaiues with negative 
real parts. The objective is to prove the existence of a family x(t, c) of periodic 
solutions continuous in E with lim,,, x(t, c) = 0. 
Let r, s be nonnegative integers with n = Y + s positive, let a, b be positive 
with a < b, let U, and U, be the closed balls of radius a and b, respectively, 
in Rr and let V, and V, be the closed balls of radius a and b, respectively, 
in Rs. We assume fi and the matrices of derivatives finflu are continuous 
functions for (t, II, A, c) in R x U,, x S, x (0, <a) (fi in Rr) with period P 
in t and fi and the matrices of derivatives f2,,fi,, are continuous functions for 
(6 v A, 6) in R x vb x S, x (0, lo) (fi in R”) with period P in t. Consider 
the following hypotheses. 
(i*) For p in U, , Q in V, , h in S, , 0 < E < co the solution 
4, 7, P, 4 c) of 
3E’l =f& 3 9 J4 4, 44 = P* 
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exists for 0 < 7 < t < P and the solution X(t, T, q, A, e) of 
$7 =f&, x2 > A 4, x2(4 = 9, 
exists for 0 < t < 7 < P. Further, the matrices wP, w,, , X, , and X, are 
bounded in norm by N uniformly on these domains and w,(P, 0, p, A, E), 
X,(0, P, q, A, E) are continuous at p, q = 0 uniformly for h in S, , 0 < E < es . 
(ii*) For (t, 6) in R x [0, q,], #(t, E) is a Cr function into S, with 
period P in t. 
(iii*) For 0 < t <p, A in S,, 0 < 6 < l s, fl(t, 0, A, 6) = 0, 
f&, 0, A, c) = 0. 
(iv*) The functions 
F(P, 4 = P - 4p, 0, P, dJ(O, 4,4, 
F*(q, 4 = !? - X(0, p, 4, w, 4247 
are defined for 0 < E < q, , p in U, , q in V, . We assume the matrices of 
derivatives F,(p, E), F,*(q, E) have inverses l$‘(p, c), F,*-‘(q, e), respectively, 
whichareboundedinnormbyMfor]p], )qj <a,O<~<q,. 
cv*> g1 and g, are continuous functions for (t, U, w, e) in 
R x U, x V, x [0, q,] into R’ and R”, respectively, with period P in t. 
For 0 < s < t < P, (u, ZJ, E) in U, x V, x (0, E,,] let 
- w,(t, s, u, #(s, E), c> A(& c) + UP (t ,s> UT 1G(& gr e)g&, % 21, E), 
and for 0 < t < s < P, (u, w, e) in U, x V, x (0, E,,] let 
For 0 < p < a, let 4%,, and V0 be those 2 in C([O, P], Rr) and C([O, P], R8), 
respectively, with Z(0) = Z(P), jl 211 d p. For (Z, , Zs) in 4YD x VD, 
0 < E f co we define 
%(Z1 2zz ,4 = I ’ fW’> s, Z,(s), Z&), 4 4 
0 
“z(Z, ,4 , 4 = j-’ f&(0, s, Z,(s), -G(s), 4 ds. 
0 
(vi*) There is a continuous function ~(6, p), nondecreasing in E and p 
for 0 < p < a, 0 < E < co , ~(0, 0) = 0, a nondecreasing function R(e), 
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0 < E < co, R(0) = 0 and a continuous function a(t, s), 0 < t, s < P such 
that 
for 0 < t < s < P, (u, v), (u*, v*) in U, x V, and 0 < E < co. 
THEOREM 5. If (i*)-(iv*) hold there are numbers p, cl , 0 < p :< a, 
0 < cl < co and a periodic solution (yl(t, E), yz(t, c)) of 
91 =f&, Yl , VW, 4, 4 + nk Yl * Y2 9 4 
92 = f2(4 Y2 9 w, 47 4 + gz(t, Yl 9 Y2 > 4, 
m&h I r&, 41 , I y2(t, 4 d P, 0 < E < co . The functions y&, 4, y2(t, C) 
are continuous in E and lim,,, y,(t, c) = 0, lim,,, y2(t, E) = 0. 
Proof. As in Theorem 3 there is a continuous nondecreasing function 
Q), 0 d P < a, K(O) = 0 so that I PAP, 4 - F,(O, 41 < K(p), 
I F,*(q, c) - F,*(O, ~)l d Q) for 0 -C c < co, I p I < P, I q I < P. Choose 
6, 6, positive so M(K(S) 8 + 8,) < 6, 6 < a. By the proof of the implicit 
function theorem given by Hale [7], there are unique functions G(Z, E), 
G*(h, E) for 0 < E < co , I 1 I < % , I k I d aI, with I G(t 41 , I G*(h 4 d 6 
SO that F(G(Z, E), E) = I, F*(G*(K, .s), E) = k. Further G, G* have continuous 
derivatives in I and k, respectively, with I G,(Z, E)\ , ] G,*(K, c)I < M. There 
is a p. in (0, a] and an c2 in (0, l O] so that (2, , Z,) in epO x VP, , 0 < E < l a 
gives l~IV~,~2,4, li~2(-%,~~,4l<~~. For O-=CE<E~, (& Z,) in 
%, x VP (p < PO), we define the transformation T by (ur , u2) = T(Z, , 2,) 
and 
241(t) = w(t, 0, p, #(O, E), $J> + lot &(t, s> Zl(S>, ZZ(S)f E) 6 
u&) = qt, P, q, W’, ~1, 4 + Jpt %(t, s, -G(s), ZzW, 4 ds, 
P = G(or,(Z1 3 22 ,4,+ q = G*(%(Zl, 22 ,4,4. 
Repeating the analysis in the proof of Theorem 3, we obtain the existence of a 
0 < p < p. , 0 < <I < c2 so that T: aP x V@ C @,, x VD and is a contraction 
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with fixed point (yr(t, E), yz(t, 6)) with 1 yr(t, E)/ , 1 ya(t, <)I < p. Since the 
fixed point can be chosen to be the uniform limit of functions continuous in E, 
0 < E < or we have the required continuity properties for (yr(t, E), ya(t, c)). 
Repeating the argument in the last paragraph of the proof of Theorem 4, 
we obtain 
6. CONCLUDING REMARKS 
Theorems 2 and 3 appear in [12, 131 for the case when f does not depend 
on A. The hypothesis (iv) in Theorems 3, 4, and 5 correspond to requiring 
the system 3i = f (t, X, A, l ) to be noncritical [6] and have a linear part in X. 
Perturbations of systems 3i = f (t, X, A) with no linear part in x result in cases 
where the inverse mapping is not Lipschitz and, although existence of 
periodic solutions can be proved using Schauder’s theorem, it is difficult to 
study the dependence of such solutions on the perturbation parameter E 
which is usually of considerable interest. The most obvious case of a system 
3i = f (t, X, A) where the solutions to initial value problems are completely 
known, is R = A(h) X. It is felt that the approach given in this paper may be 
used advantageously in establishing bounds on the allowable size of the 
perturbation parameter and the resulting periodic solution. 
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