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Abstract—A single unicast index coding problem (SUICP)
with symmetric neighboring and consecutive side-information
(SNCS) has K messages and K receivers, the kth receiver Rk
wanting the kth message xk and having the side-information
Kk = {xk−U , . . . , xk−2, xk−1} ∪ {xk+1, xk+2, . . . , xk+D}. The
single unicast index coding problem with symmetric neighboring
and consecutive side-information, SUICP(SNCS), is motivated by
topological interference management problems in wireless com-
munication networks. Maleki, Cadambe and Jafar obtained the
symmetric capacity of this SUICP(SNCS) and proposed optimal
length codes by using Vandermonde matrices. In our earlier
work, we gave optimal length (U + 1)-dimensional vector linear
index codes for SUICP(SNCS) satisfying some conditions onK,D
and U [7]. In this paper, for SUICP(SNCS) with arbitrary K,D
and U , we construct optimal length U+1
gcd(K,D−U,U+1)
-dimensional
vector linear index codes. We prove that the constructed vector
linear index code is of minimal dimension if gcd(K−D+U,U+1)
is equal to gcd(K,D−U, U+1). The proposed construction gives
optimal length scalar linear index codes for the SUICP(SNCS) if
(U + 1) divides both K and D − U . The proposed construction
is independent of field size and works over every field. We
give a low-complexity decoding for the SUICP(SNCS). By using
the proposed decoding method, every receiver is able to decode
its wanted message symbol by simply adding some index code
symbols (broadcast symbols).
I. INTRODUCTION AND BACKGROUND
An index coding problem, consists of a transmitter and a
set of m receivers, R = {R0, R1, . . . , Rm−1}. The transmitter
has a set of n independent messages,X = {x0, x1, . . . , xn−1}.
Each receiver, Rk = (Kk,Wk), knows a subset of messages,
Kk ⊂ X , called its side-information, and demands to know
another subset of messages, Wk ⊆ K
c
k, called its Want-set or
Demand-set. The transmitter can take cognizance of the side-
information of the receivers and broadcast coded messages,
called the index code, over a noiseless channel. The problem
of index coding with side-information was introduced by Birk
and Kol [3]. An index coding problem is called single unicast
[4] if the demand sets of the receivers are disjoint and the size
of each demand set is one.
Index coding with side-information is motivated by wire-
less broadcasting applications. In applications like video-on-
demand, during the initial transmission by the transmitter, each
receiver may miss a part of data. A naı¨ve technique is to
rebroadcast the entire data again to the receivers. This is an
inefficient approach. The index coding problem, therefore aims
at reducing the number of transmissions by the transmitter by
intelligently using the data already available at the receivers.
In a vector linear index code (VLIC) xk ∈ F
pk
q , xk =
(xk,1, xk,2, . . . , xk,pk), xk,j ∈ Fq for k ∈ [0 : n − 1] and
j ∈ [1 : pk] where Fq is a finite field with q elements. In
vector linear index coding setting, we refer xk ∈ F
pk
q as a
message vector or a message and xk,1, xk,2, . . . , xk,pk ∈ Fq
as the message symbols. An index coding is a mapping defined
as
E : Fp0+p1+...+pn−1q → F
N
q ,
where N is the length of index code. The index code C =
{(c0, c1, . . . , cN−1)} is the collection of all images of the
mapping E. We call the symbols c0,c1, . . .,cN−1 the code
(broadcast) symbols, which are the symbols broadcasted by
the transmitter. If p0 = p1 = · · · = pn−1, then the index code
is called symmetric rate vector index code. If p0 = p1 = · · · =
pn−1 = 1, then the index code is called scalar index code. The
index coding problem is to design an index code such that the
number of transmissions N broadcasted by the transmitter is
minimized and all the receivers get their wanted messages by
using the index code symbols (broadcast symbols) broadcasted
and their known side-information.
Maleki, Cadambe and Jafar [1] found the capacity of
SUICP(SNCS) with K messages and K receivers, each re-
ceiver has a total of U + D side-information, corresponding
to the U messages before and D messages after its desired
message. In this setting, the kth receiver Rk demands the
message xk having the side-information
Kk = {xk−U , . . . , xk−2, xk−1} ∪ {xk+1, xk+2, . . . , xk+D}.
(1)
The symmetric capacity of this index coding problem setting
is:
C =
{
1 if U +D = K − 1
U+1
K−D+U if U +D ≤ K − 2.
(2)
where U,D ∈ Z, 0 ≤ U ≤ D.
In the one-sided side-information case, i.e., the cases where
U is zero, the kth receiver Rk demands the message xk having
the side-information,
Kk = {xk+1, xk+2, . . . , xk+D}, (3)
for which (2) reduces to
C =
{
1 if D = K − 1
1
K−D
if D ≤ K − 2
(4)
symbols per message.
Jafar [2] established the relation between index coding
problem and topological interference management problem.
The capacity and optimal coding results in index coding can
be used in corresponding topological interference management
problems. The symmetric and neighboring side-information
problems are motivated by topological interference manage-
ment problems.
A. Review of Adjacent Independent Row (AIR) matrices
In [8], we constructed binary matrices of sizem×n(m ≥ n)
such that any n adjacent rows of the matrix are linearly
independent over every field. We refer these matrices as
Adjacent Independent Row (AIR) matrices.
The matrix obtained by Algorithm 1 is called the (m,n)
AIR matrix and it is denoted by Lm×n. The general form of
the (m,n) AIR matrix is shown in Fig. 1. It consists of several
submatrices (rectangular boxes) of different sizes as shown in
Fig.1. The description of the submatrices are as follows: Let c
and d be two positive integers and d divides c. The following
matrix denoted by Ic×d is a rectangular matrix.
Ic×d =


Id
Id
...
Id




c
d
number of Id matrices (5)
and Id×c is the transpose of Ic×d.
Towards explaining the other quantities shown in the AIR
matrix shown in Fig. 1, for a given m and n, let λ−1 =
n, λ0 = m− n and
n = β0λ0 + λ1,
λ0 = β1λ1 + λ2,
λ1 = β2λ2 + λ3,
λ2 = β3λ3 + λ4,
...
λi = βi+1λi+1 + λi+2,
...
λl−1 = βlλl. (6)
where λl+1 = 0 for some integer l, λi, βi are positive integers
and λi < λi−1 for i = 1, 2, . . . , l. The number of submatrices
in the AIR matrix is l + 2 and the size of each submatrix is
shown using λi, βi, i ∈ [0 : l].
In [8], we gave an optimal length scalar linear index code
for one-sided SUICP(SNCS) using AIR encoding matrices. In
[7], we constructed optimal length (U+1) dimensional VLICs
for two-sided SUICP(SNCS) satisfying some conditions on
K,D and U . The VLIC construction in [7] does not use AIR
Algorithm 1 Algorithm to construct the AIR matrix L of size
m× n
Let L = m× n blank unfilled matrix.
Step 1
1.1: Let m = qn+ r for r < n.
1.2: Use Iqn×n to fill the first qn rows of the unfilled part
of L.
1.3: If r = 0, Go to Step 3.
Step 2
2.1: Let n = q′r + r′ for r′ < r.
2.2: Use ITq′r×r to fill the first q
′r columns of the unfilled
part of L.
2.3: If r′ = 0, go to Step 3.
2.4: m← r and n← r′.
2.5: Go to Step 1.
Step 3 Exit.
matrices. In [9], we gave a low-complexity decoding for one-
sided SUICP(SNCS) with AIR matrix as encoding matrix. The
low complexity decoding method helps to identify a reduced
set of side-information for each user with which the decoding
can be carried out. By this method every receiver is able to
decode its wanted message symbol by simply adding some
broadcast symbols.
B. Contributions
In a b-dimension vector index coding, the transmitter has to
wait for b-realizations of a given message symbol to perform
the index coding. In scalar index codes, the transmitter encodes
each realization of the message symbols separately. In a
delay critical environment like real time video streaming, it
may not be desirable to wait for b-realizations of a given
message symbol. Hence, in this paper, we focus on reducing
the dimension of VLICs without compromising on optimal
length of the code.
• For the two-sided SUICP(SNCS) with arbitraryK,D and
U , we construct optimal length U+1
gcd(K,D−U,U+1) dimen-
sional VLICs. The proposed construction is independent
of field size and works over every field.
• We prove that the constructed VLICs are of minimal
dimension if gcd(K − D + U,U + 1) is equal to
gcd(K,D − U,U + 1). In other words, optimal VLICs
of lesser dimension do not exist.
• We give a low-complexity decoding for the two-sided
SUICP(SNCS). By this method every receiver is able
to decode its wanted message symbol by simply adding
some broadcast symbols.
• We give generator matrices for the proposed VLICs by
using AIR matrices.
The SUICP(SNCS) considered in this paper was referred as
symmetric neighboring antidote multiple unicast index coding
problem by Maleki, Cadambe and Jafar in [1].
All the subscripts in this paper are to be considered
modulo K .
In
n
n
λ1n− λ1
m− n
m
I
T
β0λ0×λ0
Iβ1λ1×λ1 λ0 − λ2
λ2
S
λ2
λ0 − λ2
λ3λ1 − λ3
I
T
β2λ2×λ2
S = Iλl×βlλl if l is even and S = Iβlλl×λl otherwise.
Fig. 1: AIR matrix of size m× n.
The paper is organized as follows. In Section II, we give a
construction of reduced dimension optimal VLICs for two-
sided SUICP(SNCS). In Section III, we give some special
cases of the proposed construction.
II. CONSTRUCTION OF REDUCED DIMENSION VECTOR
LINEAR INDEX CODES
For the b dimensional vector linear index coding, we refer
xk ∈ F
b
q as a message vector and xk,1, xk,2, . . . , xk,b ∈ Fq as
message symbols.
Theorem 1. Given arbitrary positive integers K,D and U ,
consider the two-sided SUICP(SNCS) with K messages
{x0, x1, · · · , xK−1} and the receivers being K, and the re-
ceiver Rk for k ∈ [0 : K − 1] wanting the message xk and
having the side-information given by
Kk = {xk−U , . . . , xk−2, xk−1} ∪ {xk+1, xk+2, . . . , xk+D}.
(7)
Let
ua =
U + 1
a
, ∆a =
D − U
a
, Ka =
K
a
, (8)
where
a = gcd(K,D − U,U + 1). (9)
Let xk = (xk,1, xk,2, · · · , xk,ua ) be the message vector
wanted by the kth receiver, where xk ∈ F
ua
q , xk,i ∈ Fq for
every k ∈ [0 : K − 1] and i ∈ [1 : ua].
Let
ys =
ua∑
i=1
a−1∑
j=0
xa(s+1−i)+j,i s ∈ [0 : Ka − 1]. (10)
Let L be the AIR matrix of size Ka × (Ka −∆a) and Ls
be the sth row of L for every s ∈ [0 : Ka − 1]. The optimal
length ua dimensional VLIC for the two-sided SUICP(SNCS)
with K messages and D side-information after and U side-
information before is given by
[c0 c1 . . . cKa−∆a−1] =
Ka−1∑
s=0
ysLs. (11)
Proof. We prove that every receiver Rk for k ∈ [0 : K − 1]
decodes its wanted message vector (xk,1, xk,2, . . . , xk,ua ).
Let s =
⌊
k
a
⌋
. We have
k = as+ r for some r ∈ [0 : a− 1]. (12)
Let
zs,i =
a−1∑
j=0
xas+j,i, s ∈ [0 : Ka − 1] and i ∈ [1 : ua].
(13)
We refer zs,i as extended message symbol and zs =
(zs,1 zs,2 . . . , zs,ua) as extended message vector. The ex-
tended message symbol zs,i comprises of
′a′ message sym-
bols xas,i, xas+1,i, . . . , xas+a−1,i. Each of the Kua message
symbols xk,i for k ∈ [0 : K − 1] and i ∈ [1 : ua] appear
exactly once in Kaua extended message symbols zs,i for
s ∈ [0 : Ka − 1] and i ∈ [1 : ua].
From (10) and (13), we have
ys =
ua∑
i=1
zs+1−i,i for s ∈ [0 : Ka − 1]. (14)
The symbol ys comprises of ua extended message symbols
zs,1, zs−1,2, . . . , zs−ua−1,ua . The Kaua symbols zs,i for s ∈
[0 : Ka − 1] and i ∈ [1 : ua] appear exactly once in Ka
symbols ys for s ∈ [0 : Ka− 1]. By combining (13) and (14),
the symbol ys comprises of aua = U + 1 message symbols
corresponding to U + 1 neighboring receivers.
• The symbol ys comprises of (U + 1) message symbols
one from each of the message vectors xt for every t ∈
[as− (U + 1) + a : as+ a− 1].
• The symbol ys+1 comprises of U + 1 message symbols
one from each of the message vectors xt for every t ∈
[as− (U + 1) + 2a : as+ 2a− 1].
• The symbol ys+∆a comprises of U +1 message symbols
one from each of the message vectors xt for every t ∈
[as− (U + 1) + a(∆a + 1) : as+ a(∆a + 1)− 1].
• The symbol vector [ys ys+1 . . . ys+∆a ] comprises of
(U + 1)∆a message symbols from the message vectors
xt for every t ∈ [as−(U+1)+a : as+a(∆a+1)−1] =
[as− (U + 1) + a︸ ︷︷ ︸
=g
: as+D − U + a− 1︸ ︷︷ ︸
=h
].
Note that h− g = D.
From the alignment of the symbols ys, ys+1, . . . , ys+∆a
and the side-information given in (7), we can conclude the
following:
Observation 1. For every receiver Rk whose wanted message
symbol is present in ys, every other message symbol in ys is
in side-information of Rk.
Observation 2. For every receiver Rk whose wanted
message is present in ys, every message symbol in
ys+1, ys+2, . . . , ys+∆a which does not belong to the mes-
sage vector xk is in side-information of Rk. That is, for
every receiver Rk whose wanted message is present in ys,
every extended message symbol in ys+1, ys+2, . . . , ys+∆a
which does not belong to the message vector zs is in side-
information of Rk (we refer the extended message symbol
zt,i =
∑a−1
j=0 xat+j,i is in the side-information of Rk if every
message symbol xat+j,i for j ∈ [0 : a − 1] is in the side-
information of Rk).
Consider the one-sided SUICP(SNCS) with Ka messages
{y0, y1, · · · , yKa−1}, Ka receivers and the receiver wanting
the message ys and having the side-information given by Ks =
{ys+1, ys+2, . . . , ys+∆a}, for every s ∈ [0 : Ka − 1]. Let C
be the optimal length index code given by (11). In [8], we
proved that the code C enables the decoding of Ka message
y0, y1, · · · , yKa−1. That is, for every s ∈ [0 : Ka − 1], with
linear decoding there exists a linear combination of broadcast
symbols c0, c1, · · · , cKa−∆a−1 to get the sum of the form
Ss = ys + b
(1)
s ys+a(1)s
+ b(2)s ys+a(2)s
+ · · ·+ b(d)s ys+a(d)s
(15)
where b
(1)
s , b
(2)
s , . . . , b
(d)
s ∈ Fq, d ≤ ∆a and 1 ≤ a
(1)
s < a
(2)
s <
. . . < a
(d)
s ≤ ∆a.
In the given two-sided SUICP(SNCS), we have k ∈ [0 :
K − 1], s =
⌊
k
a
⌋
∈ [0 : Ka − 1]. From (13), the message
symbol xk,i for i ∈ [1 : ua] is present in the extended message
symbol zs,i. For every message symbol xk,i for i ∈ [1 : ua],
the decoding is performed as given below.
• Rk first decodes the extended message symbol zs,i for
i ∈ [1 : ua], where the message symbol xk,i is present.
• In zs,i =
∑a−1
j=0 xas+j,i, every message symbol present
is in the side-information of Rk. Hence, Rk decodes its
wanted message symbol xk,i from zs,i.
Step 1. Decoding of xk,ua
The message symbol xk,ua is present in zs,ua . Receiver Rk
first decodes the extended message symbol zs,ua as follows.
From (14), we have
ys+ua−1 =
ua∑
i=1
zs+ua−i,i = zs,ua +
ua−1∑
i=1
zs+ua−i,i.
Hence, the extended message symbol zs,ua is present in
ys+ua−1. The symbol ys+ua−1 can be decoded from Ss+ua−1.
The sum Ss+ua−1 obtained from (15) is given in (16) and (17).
In Ss+ua−1, we have
1 ≤ a
(1)
s+ua−1
< a
(2)
s+ua−1
< · · · < a
(d)
s+ua−1
≤ ∆a. (18)
From (14) and (18), we have
ys+ua−1+t =
ua∑
i=1
zs+ua+t−i,i for s ∈ [0 : Ka − 1],
t ∈ {a
(1)
s+ua−1
, a
(2)
s+ua−1
, . . . , a
(d)
s+ua−1
},
and in ys+ua−1+t, the extended message symbols belong-
ing to zs are not present. Hence, in Ss+ua−1, only one
extended message symbol is present which belongs to zs.
From Observation 2, the symbols ys+ua−1+t for every t ∈
{a
(1)
s+ua−1
, a
(2)
s+ua−1
, . . . , a
(d)
s+ua−1
} are in the side-information
of Rk. From Observation 1, every message symbol present in
ys+ua−1 is in side-information of Rk except xk,ua . Hence,
by using Ss+ua−1, receiver Rk decodes its wanted extended
message symbol zs,ua . From (12) and (13), we have
zs,ua =
a−1∑
j=0
xas+j,ua
=
a−1∑
j=0
xk−r+j,ua where r ∈ [0 : a− 1]
= xk,ua +
a−1∑
j=0,j 6=r
xk−r+j,ua︸ ︷︷ ︸
side information to Rk
.
Hence, Rk decodes its wanted message xk,ua by using zs,ua
(Note that if Ss+ua−1 comprises h ≥ 2 extended message
symbols for some integer h which belong to zs and if Rk yet
to decode c of them for some integer c such that 2 ≤ c ≤ h,
then the c extended message symbols interfere and Rk can not
decode any of the c message symbols).
Step 2. Decoding of xk,ua−1
The message symbol xk,ua−1 is present in the extended
message symbol zs,ua−1. Receiver Rk first decodes the ex-
tended message symbol zs,ua−1 as follows. From (14), we
Ss+ua−1 = ys+ua−1 +
d∑
t=1
b
(t)
s+ua−1
y
s+ua−1+a
(t)
s+ua−1︸ ︷︷ ︸
side information to Rk
. (16)
Ss+ua−1 = zs,ua︸︷︷︸
wanted extended message symbol toRk
+
ua−1∑
i=1
zs+ua−i,i︸ ︷︷ ︸
side information to receiver Rk︸ ︷︷ ︸
ys+ua−1
+
d∑
t=1
b
(t)
s+ua−1
y
s+ua−1+a
(t)
s+ua−1︸ ︷︷ ︸
side information to Rk
. (17)
have
ys+ua−2 =
ua∑
i=1
zs+ua−1−i,i
= zs,ua−1 +
ua∑
i=1,i6=ua−1
zs+ua−1−i,i.
Hence, the extended message symbol zs,ua−1 is present in
ys+ua−2. Receiver Rk uses the sum Ss+ua−2 to decode
zs,ua−1. The sum Ss+ua−1 obtained from (15) is given in
(19) and (20).
In (19), we have
1 ≤ a
(1)
s+ua−2
< a
(2)
s+ua−2
< · · · < a
(d)
s+ua−2
≤ ∆a. (21)
Depending on the value of a
(1)
s+ua−2
, sum Ss+ua−2
comprises of either one extended message symbol
or two extended message symbols belonging to
zs (zs,1, zs,2, . . . , zs,ua−1, zs,ua). If a
(1)
s+ua−2
> 1, then
Ss+ua−2 comprises only one extended message symbol
(zs,ua−1) belonging to zs. If a
(1)
s+ua−2
= 1, Ss+ua−2 comprises
two extended message symbols (zs,ua , zs,ua−1) belonging to
zs. Receiver Rk has already decoded the extended message
symbol zs,ua in Step 1. From Observation 2, the symbols
ys+ua−2+t for every t ∈ {a
(1)
s+ua−2
, a
(2)
s+ua−2
, . . . , a
(d)
s+ua−2
}
are in the side-information of Rk. From Observation 1, every
message symbol present in ys+ua−2 is in side-information of
Rk except xk,ua−1. Hence, by using Ss+ua−2, receiver Rk
decodes its wanted extended message symbol zs,ua−1. From
(12) and (13), we have
zs,ua−1 =
a−1∑
j=0
xas+j,ua−1
=
a−1∑
j=0
xk−r+j,ua−1 where r ∈ [0 : a− 1]
= xk,ua−1 +
a−1∑
j=0,j 6=r
xk−r+j,ua−1︸ ︷︷ ︸
side information to Rk
.
Hence, Rk decodes its wanted message xk,ua−1 by using
zs,ua−1.
Step l. Decoding of xk,ua+1−l for l ∈ [3 : ua]
The message symbol xk,ua+1−l is present in the extended
message symbol zs,ua+1−l. Receiver Rk first decodes the
extended message symbol zs,ua+1−l as follows. From (14),
the extended message symbol zs,ua+1−l is present in ys+ua−l.
The symbol ys+ua−l can be decoded from Ss+ua−l. Define
Aj = {a
(j)
s+ua−l
+ 1, a
(j)
s+ua−l
+ 2, · · · , ua} if ua > a
(j)
s+ua−l
,
else Aj = φ for every j ∈ [1 : l − 1]. Let 1A be the
indicator function such that 1A(x) = 1 if x ∈ A, else it is
zero. The sum Ss+ua−l obtained from (15) is given in (22)
and (23). In this sum Ss+ua−l, zs,ua+1−l is the required ex-
tended message symbol and 1Aj (l)b
(j)
s+ua−l
z
s,ua+1−l+a
(j)
s+ua−l
for j ∈ [1 : l − 1] is the interference to the receiver
Rk from its wanted extended message vector zs. Receiver
Rk already knows the l − 1 extended message symbols
{zs,ua , zs,ua−1, · · · , zs,ua+2−l} and thus the interference from
the extended message vector zs in the sum Ss+ua−l can
be cancelled. From Observation 2, the symbols ys+ua−l+t
for every t ∈ {a
(1)
s+ua−l
, a
(2)
s+ua−l
, . . . , a
(d)
s+ua−l
} are in the
side-information of Rk. From Observation 1, every message
symbol present in ys+ua−l is in side-information of Rk except
xk,ua+1−l. Hence, by using Ss+ua−l, receiver Rk decodes its
wanted extended message symbol zs,ua+1−l. From (12) and
(13), we have
zs,ua−l =
a−1∑
j=0
xas+j,ua−l =
a−1∑
j=0
xk−r+j,ua−l
= xk,ua−l +
a−1∑
j=0,j 6=r
xk−r+j,ua−l︸ ︷︷ ︸
side information to Rk
.
Hence, Rk decodes its wanted message xk,ua−l by using
zs,ua−l.
The decoding continues until the receiver Rk has decoded
its ua wanted extended message symbols zs,1, zs,2, · · · , zs,ua .
The receiver Rk decodes the extended message vector zs
successively in the following order:
zs,ua → zs,ua−1 → zs,ua−2 → . . .→ zs,2 → zs,1.
Hence, The receiver Rk decodes the wanted message xk
Ss+ua−2 = ys+ua−2 + b
(1)
s+ua−2
y
s+ua−2+a
(1)
s+ua−2
+
d∑
t=2
b
(t)
s+ua−2
y
s+ua−2+a
(t)
s+ua−2︸ ︷︷ ︸
side information to Rk
. (19)
Ss+ua−2 = zs,ua−1︸ ︷︷ ︸
wanted extended message symbol to Rk
+
ua∑
i=1,i6=ua−1
zs+ua−1−i,i︸ ︷︷ ︸
side information to receiver Rk︸ ︷︷ ︸
ys+ua−2
+ b
(1)
s+ua−2
z
s−1+a
(1)
s+ua−2
,ua︸ ︷︷ ︸
interference from zs if a
(1)
s+ua−2
=1
+ b
(1)
s+ua−2
ua−1∑
i=1
z
s+ua−1+a
(1)
s+ua−2
−i,i︸ ︷︷ ︸
side information to Rk︸ ︷︷ ︸
y
s+ua−2+a
(1)
s+ua−2
+
d∑
t=2
b
(t)
s+ua−2
y
s+ua−2+a
(t)
s+ua−2︸ ︷︷ ︸
side information to Rk
. (20)
Ss+ua−l = ys+ua−l +
l−1∑
t=1
b
(t)
s+ua−l
y
s+ua−l+a
(t)
s+ua−l
++
d∑
t=l
b
(t)
s+ua−l
y
s+ua−l+a
(t)
s+ua−l︸ ︷︷ ︸
side information to Rk
. (22)
Ss+ua−l = zs,ua+1−l︸ ︷︷ ︸
wanted extended message symbol to Rk
+
ua∑
i=1,i6=ua+1−l
zs+ua+1−l−i,i︸ ︷︷ ︸
side information to Rk︸ ︷︷ ︸
ys+ua−l
+
d∑
t=l
b
(t)
s+ua−l
y
s+ua−l+a
(t)
s+ua−l︸ ︷︷ ︸
side information to Rk
+
l−1∑
t=1
b
(t)
s+ua−l
1At(l)zs,ua+1−l+a(t)s+ua−l︸ ︷︷ ︸
Interference from zs
+
l−1∑
t=1
b
(t)
s+ua−l
(
y
s+ua−l+a
(t)
s+ua−l
− 1At(l)zs,ua+1−l+a(t)s+ua−l
)
︸ ︷︷ ︸
side information to Rk︸ ︷︷ ︸
y
s+ua−l+a
(t)
s+ua−l
. (23)
successively in the following order:
xk,ua → xk,ua−1 → xk,ua−2 → . . .→ xk,2 → xk,1.
The extended message symbols wanted by receiver Rk are
decoded from Si as given in Table I.
The number of broadcast symbols in the ua dimensional
VLIC C is Ka −∆a. The rate achieved by C is
ua
Ka −∆a
=
U+1
a
K
a
− D−U
a
=
U + 1
K −D + U
.
This is equal to the capacity mentioned in (2). Hence, the
constructed VLICs are capacity achieving. 
Remark 1. The decoding procedure given in Theorem 1 uses
successive interference cancellation. That is, in the decod-
ing, the receiver Rk decode its wanted message symbols
(xk,1, xk,2, . . . , xk,ua) one at a time starting from xk,ua and
proceeds to decode
xk,ua−1 → xk,ua−2 → . . .→ xk,1
after cancelling the interference from already decoded message
symbols.
In the Lemma 1 given below, we prove that the constructed
optimal VLICs in Theorem 1 are minimal dimensional if
gcd(K,D − U,U + 1) is equal to gcd(K −D + U,U + 1).
Lemma 1. If gcd(K,D − U,U + 1) = gcd(K −D + U,U +
1), then the constructed VLICs in Theorem 1 are minimal
dimensional.
Proof. Let a = U+1
gcd(K−D+U,U+1) , b =
K−D+U
gcd(K−D+U,U+1) . We
have gcd(a, b) = 1. For SUICP(SNCS), we have
C =
U + 1
K −D + U
=
U+1
gcd(K−D+U,U+1)
K−D+U
gcd(K−D+U,U+1)
=
a
b
.
xk,ua xk,ua−1 . . . xk,ua+1−l . . . xk,2 xk,1
zs,ua zs,ua−1 . . . zs,ua+1−l . . . zs,2 zs,1
Ss+ua−1 Ss+ua−2 . . . Ss+ua−l . . . Ss+1 Ss
TABLE I: Sequential decoding of message vector from VLIC
If a = 1, then the index code is a scalar linear index code and
it is the minimal dimensional index code. Hence, with out loss
of generality, we assume a > 1. Consider there exist an a− t
dimensional capacity achieving VLIC for some t ∈ [1 : a−1].
This a−t dimensional VLIC is obtained by mapping (a−t)K
message symbols into b− s broadcast symbols for some s ∈
[1 : b−1]. This code is capacity achieving and hence we have,
a− t
b− s
=
a
b
(24)
which gives as− bt = 0. From the extended Euclid algorithm
and Bezout coefficients, the equation of the form as− bt = 0
has solutions of the form s = k b
gcd(a,b) and t = k
a
gcd(a,b) for
k ∈ Z>0. We have gcd(a, b) = 1 and hence s = kb ≥ b and
t = ka ≥ a. This is a contradiction. Hence, the dimension
used in Theorem 1
a =
U + 1
gcd(K −D + U,U + 1)
=
U + 1
gcd(K,D − U,U + 1)
is minimal. 
For all SUICP(SCNC) not satisfying the condition
gcd(K,D−U,U+1) = gcd(K−D+U,U+1), we conjecture
that the constructed optimal VLICs in Theorem 1 are minimal
dimensional.
A. Low Complexity Decoding
In [9], we gave a low-complexity decoding for one-sided
SUICP(SNCS) with AIR matrix as encoding matrix. The low
complexity decoding method helps to identify a reduced set
of side-information for each user with which the decoding
can be carried out. By this method every receiver is able to
decode its wanted message symbol by simply adding some
broadcast symbols. The low complexity decoding of one-sided
SUICP(SNCS) with Ka messages and ∆a side-information
explicitly gives the values of a
(d)
t and b
(d)
t in (15) for t ∈
[0 : Ka − 1] and d ∈ [1 : ∆a]. Hence, from the proof of
Theorem 1 we get a low complexity decoding for two-sided
SUICP(SNCS) with arbitrary K,D and U .
The following examples illustrate the construction of op-
timal VLICs and low complexity decoding for two-sided
SUICP(SNCS).
Example 1. Consider the two-sided SUICP(SNCS) with K =
8, D = 2, U = 1. For this SUICP(SNCS), gcd(K,D −
U,U + 1) = a = 1. The optimal length index code is a two
dimensional index code. For this two-sided SUICP(SNCS), we
have Ka = 8 and ∆a = 1. The AIR matrix of size L8×7 is
given below.
The scalar linear index code for the one-sided
SUICP(SNCS) with Ka = 8 and ∆a = 1 is given
L8×7 =


1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
1 1 1 1 1 1 1


by
C = {y0 + y7, y1 + y7, y2 + y7, y3 + y7,
y4 + y7, y5 + y7, y6 + y7}.
The VLIC for the given two-sided SUICP(SNCS) is ob-
tained by replacing ys in C with xs,1 + xs−1,2 for s ∈ [0 : 7].
The VLIC is given by
C
(2s) = {x0,1 + x7,2 + x7,1 + x6,2, x1,1 + x0,2 + x7,1 + x6,2,
x2,1 + x1,2 + x7,1 + x6,2, x3,1 + x2,2 + x7,1 + x6,2,
x4,1 + x3,2 + x7,1 + x6,2, x5,1 + x4,2 + x7,1 + x6,2,
x6,1 + x5,2 + x7,1 + x6,2}.
Let τs be the set of broadcast symbols required to decode
ys from C. The values of τs and Ss are given in Table II.
Ws τs Ss
y0 y0 + y7, y1 + y7 S0 = y0 + y1
y1 y1 + y7, y2 + y7 S1 = y1 + y2
y2 y2 + y7, y3 + y7 S2 = y2 + y3
y3 y3 + y7, y4 + y7 S3 = y3 + y4
y4 y4 + y7, y5 + y7 S4 = y4 + y5
y5 y5 + y7, y6 + y7 S5 = y5 + y6
y6 y6 + y7 S6 = y6 + y7
y7 y0 + y7 S7 = y7 + y0
TABLE II: Decoding at each receiver for one-sided
SUICP(SNCS) with K = 8,∆a = 1
Receiver Rk wants to decode xk,1 and xk,2 for k ∈ [0 : 7].
Rk first decode xk,2 from Ss+1, then decodes xk,1 from Ss
for every k ∈ [0 : 7]. The decoding procedure at the receivers
R0, R1 . . . R7 is shown in Table III.
The capacity of the given two-sided SUICP(SNCS) is 27 .
The VLIC C uses seven broadcast symbols to transmit two
message symbols per receiver. The rate achieved by C is 27 .
Hence, C(2) is an optimal length index code.
Example 2. Consider the two-sided SUICP(SNCS) with K =
22, D = 7, U = 3. For this SUICP(SNCS), gcd(K,D −
U,U + 1) = a = 2. The optimal length index code is a two
dimensional index code. For this two-sided SUICP(SNCS), we
have Ka = 11 and ∆a = 2. The AIR matrix of size L11×9 is
given below.
Rk Wk Sum from which xk,i is decoded
R0 x0,2 S1 = x1,1 + x0,2 + x2,1 + x1,2
R0 x0,1 S0 = x0,1 + x7,2 + x1,1 + x0,2
R1 x1,2 S2 = x2,1 + x1,2 + x3,1 + x2,2
R1 x1,1 S1 = x1,1 + x0,2 + x2,1 + x1,2
R2 x2,2 S3 = x3,1 + x2,2 + x4,1 + x3,2
R2 x2,1 S2 = x2,1 + x1,2 + x3,1 + x2,2
R3 x3,2 S4 = x4,1 + x3,2 + x5,1 + x4,2
R3 x3,1 S3 = x3,1 + x2,2 + x4,1 + x3,2
R4 x4,2 S5 = x5,1 + x4,2 + x6,1 + x5,2
R4 x4,1 S4 = x4,1 + x3,2 + x5,1 + x4,2
R5 x5,2 S6 = x6,1 + x5,2 + x7,1 + x6,2
R5 x5,1 S5 = x5,1 + x4,2 + x6,1 + x5,2
R6 x6,2 S7 = x7,1 + x6,2 + x0,1 + x7,2
R6 x6,1 S6 = x6,1 + x5,2 + x7,1 + x6,2
R7 x7,2 S0 = x0,1 + x7,2 + x1,1 + x0,2
R7 x7,1 S7 = x7,1 + x6,2 + x0,1 + x7,2
TABLE III: Decoding at each receiver for the two-sided
SUICP(SNCS) with K = 8, D = 2 and U = 1
L11×9 =


1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
1 0 1 0 1 0 1 0 1
0 1 0 1 0 1 0 1 1


The scalar linear index code for the one-sided
SUICP(SNCS) with Ka = 11,∆a = 2 is given by
C = {y0 + y9, y1 + y10, y2 + y9, y3 + y10,
y4 + y9, y5 + y10, y6 + y9, y7 + y10,
y8 + y9 + y10}.
The VLIC for the given two-sided SUICP(SNCS) is ob-
tained by replacing ys in C with x2s,1+x2s+1,1+x2(s−1),2+
x2(s−1)+1,2 for s ∈ [0 : 10]. The two dimensional VLIC for
the is given SUICP(SNCS) is given in Table IV.
Let τs be the set of broadcast symbols required to decode
ys from C. The values of τs and Ss for s ∈ [0 : 10] are given
in Table V.
Receiver Rk wants to decode xk,1 and xk,2. Rk first decode
xk,2 from Ss+1, then decodes xk,1 from Ss for every k ∈ [0 :
21]. The receiver R14 decodes x14,2 from S8 and decodes
x14,1 from S7. From Table V, we have
S8 = y8 + y9 + y10 = x16,1 + x17,1 + x14,2 + x15,2︸ ︷︷ ︸
y8
+
x18,1 + x19,1 + x16,2 + x17,2︸ ︷︷ ︸
y9
+ x20,1 + x21,1 + x18,2 + x19,2︸ ︷︷ ︸
y10
.
In S8, all other messages except x14,2 are in the side
information of R14. Hence R14 decodes x14,2 from S8. From
Table V, we have
S7 = y7 + y8 + y9 = x14,1 + x15,1 + x12,2 + x13,2︸ ︷︷ ︸
y7
+
x16,1 + x17,1 + x14,2 + x15,2︸ ︷︷ ︸
y8
+ x18,1 + x19,1 + x16,2 + x17,2︸ ︷︷ ︸
y9
.
In S7, all other messages except x14,1 and x14,2 are in the
side information of R14. R14 already decoded x14,2 and hence
it cancels the interference in S7 due to x14,2 and then decodes
x14,1.
The capacity of the given two-sided SUICP(SNCS) is 418 =
2
9 . The VLIC C uses nine broadcast symbols to transmit two
message symbols per receiver. The rate achieved by C is 29 .
Note 1. For the two-sided SUICP(SNCS) given in Example 2,
the construction given in [7] gives four dimensional optimal
length VLIC, whereas the construction given in this paper
gives two dimensional optimal length VLIC.
Example 3. Consider the two-sided SUICP(SNCS) with K =
24, D = 11 and U = 2. For this SUICP(SNCS), we have
gcd(K,D−U,U+1) = 3. The optimal length index code for
this SUICP(SNCS) is scalar linear index codes. For this two-
sided SUICP(SNCS), we have Ka = 8,∆a = 3. AIR matrix
of size 8× 5 is given below.
L8×5 =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 1 0
0 1 0 0 1
0 0 1 1 1


The scalar linear code C for the one-sided SUICP(SNCS)
with Ka = 8 and ∆a = 3 is
C = {c0, c1.c2, c3, c4}
= {y0 + y5, y1 + y6, y2 + y7, y3 + y5 + y7, y4 + y6 + y7}.
The scalar linear index code C(2s) for the given two-sided
SUICP(SNCS) is given by
C
(2s) = {c0, c1, c2, c3, c4} =
{ x0 + x1 + x2︸ ︷︷ ︸
y0
+ x15 + x16 + x17︸ ︷︷ ︸
y5
,
x3 + x4 + x5︸ ︷︷ ︸
y1
+ x18 + x19 + x20︸ ︷︷ ︸
y6
,
x6 + x7 + x8︸ ︷︷ ︸
y2
+ x21 + x22 + x23︸ ︷︷ ︸
y7
,
x9 + x10 + x11︸ ︷︷ ︸
y3
+ x15 + x16 + x17︸ ︷︷ ︸
y5
+ x21 + x22 + x23︸ ︷︷ ︸
y7
,
x12 + x13 + x14︸ ︷︷ ︸
y4
+ x18 + x19 + x20︸ ︷︷ ︸
y6
+ x21 + x22 + x23︸ ︷︷ ︸
y7
}.
Note 2. For the two-sided SUICP(SNCS) given in Example 3,
the construction given in [7] gives three dimensional optimal
length VLIC, whereas the construction given in this paper
gives optimal length scalar linear index code.
c0 x0,1 + x1,1 + x20,2 + x21,2
︸ ︷︷ ︸
y0
+ x18,1 + x19,1 + x16,2 + x17,2
︸ ︷︷ ︸
y9
c1 x2,1 + x3,1 + x0,2 + x1,2
︸ ︷︷ ︸
y1
+ x20,1 + x21,1 + x0,2 + x1,2
︸ ︷︷ ︸
y10
c2 x4,1 + x5,1 + x2,2 + x3,2
︸ ︷︷ ︸
y2
+x18,1 + x19,1 + x16,2 + x17,2
︸ ︷︷ ︸
y9
c3 x6,1 + x7,1 + x4,2 + x5,2
︸ ︷︷ ︸
y3
+ x20,1 + x21,1 + x0,2 + x1,2
︸ ︷︷ ︸
y10
c4 x8,1 + x9,1 + x6,2 + x7,2
︸ ︷︷ ︸
y4
+x18,1 + x19,1 + x16,2 + x17,2
︸ ︷︷ ︸
y9
c5 x10,1 + x11,1 + x8,2 + x9,2
︸ ︷︷ ︸
y5
+x20,1 + x21,1 + x0,2 + x1,2
︸ ︷︷ ︸
y10
c6 x12,1 + x13,1 + x10,2 + x11,2
︸ ︷︷ ︸
y6
+x18,1 + x19,1 + x16,2 + x17,2
︸ ︷︷ ︸
y9
c7 x14,1 + x15,1 + x12,2 + x13,2
︸ ︷︷ ︸
y7
+ x20,1 + x21,1 + x0,2 + x1,2
︸ ︷︷ ︸
y10
c8 x16,1 + x17,1 + x14,2 + x15,2
︸ ︷︷ ︸
y8
+ x18,1 + x19,1 + x16,2 + x17,2
︸ ︷︷ ︸
y9
+x20,1 + x21,1 + x0,2 + x1,2
︸ ︷︷ ︸
y10
TABLE IV: Vector linear index code for the two-sided SUICP(SNCS) given in Example 2
Ws τs Ss
y0 y0 + y9, y2 + y9 S0 = y0 + y3
y1 y1 + y10, y3 + y10 S1 = y1 + y3
y2 y2 + y9, y4 + y9 S2 = y2 + y4
y3 y3 + y10, y5 + y10 S3 = y3 + y5
y4 y4 + y9, y6 + y9 S4 = y4 + y6
y5 y5 + y10, y7 + y10 S5 = y5 + y7
y6 y6 + y9, y7 + y10, S6 = y6 + y7 + y8
y8 + y9 + y10
y7 y7 + y10, y8 + y9 + y10 S7 = y7 + y8 + y9
y8 y8 + y9 + y10 S8 = y8 + y9 + y10
y9 y0 + y9 S9 = y0 + y9
y10 y1 + y10 S10 = y1 + y10
TABLE V: Decoding at each receiver for one-sided
SUICP(SNCS) with Ka = 11,∆a = 2
B. Encoding Matrices for Optimal Vector Linear Codes
In this subsection, we give encoding matrices for optimal
VLICs of two-sided SUICP(SNCS). withK messages,D side-
information after and U side-information before the desired
message.
Definition 1. Let L be the AIR matrix of size Ka×(Ka−∆a).
Let Ls be the sth row of L for s ∈ [0 : Ka − 1]. Then, the
sth precoding matrix Vs is defined as
Vs =


Ls
Ls+1
Ls+2
...
Ls+ua−1

 .
The matrix V˜s is defined as
V˜s =


Vs
Vs
...
Vs



 a number of Vs matrices (25)
Lemma 2. Consider the two-sided SUICP(SNCS) with K
messages, U side-information after and D side-information
before the desired message. Let xk = (xk,1, xk,2, · · · , xk,ua )
be the message vector wanted by the kth receiver, where
xk ∈ F
ua
q , xk,i ∈ Fq for k ∈ [0 : K − 1] and i ∈ [1 : ua]. For
this two-sided SUICP(SNCS), an encoding matrix for optimal
length VLIC L(2s) of size Kua × (Ka −∆a) is given by
L
(2s) =


V˜0
V˜1
V˜2
...
V˜Ka−1


where V˜k is defined in Definition 1.
Proof. Let xk = [xk,1 xk,2 . . . xk,ua ]. Let x[a:b] =
[xa xa+1 . . . xb]. From Theorem 1, the ua dimensional VLIC
for the given two-sided SUICP(SNCS) is given by
[c0 c1 . . .cKa−∆a−1] =
Ka−1∑
s=0
ysLs
=
Ka−1∑
s=0

 ua∑
i=1
a−1∑
j=0
xa(s+1−i)+j,i

Ls
=
Ka−1∑
s=0
(
a−1∑
j=0
(
ua∑
i=1
xa(s+1−i)+j,iLs
)
=
Ka−1∑
s=0

a−1∑
j=0
xas+jVs


=
Ka−1∑
s=0
x[as:as+a−1]V˜s = x[0:K−1]L
(2s).
This completes the proof. 
L
(2s)
16×7 =


1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 0 0 0 0 0 0


Fig. 2: Encoding matrices for two-sided SUICP(SNCS) given
in Example 4
Example 4. Consider the two-sided SUICP(SNCS) with K =
8, D = 2, U = 1. The optimal length VLIC for this SUICP
is given in Example 1. The encoding matrix L
(2s)
16×7 for this
optimal length VLIC by using Lemma 2 is given in Fig 2.
Example 5. Consider the two-sided SUICP(SNCS) with K =
22, D = 7, U = 3. The optimal length VLIC for this SUICP
is given in Example 2. The encoding matrix L
(2s)
44×9 for this
optimal length VLIC by using Lemma 2 is given in Fig 3.
Example 6. Consider the two-sided SUICP(SNCS) with K =
24, D = 11, U = 2. The optimal length VLIC for this SUICP
is given in Example 3. The encoding matrix L
(2s)
24×5 for this
optimal length VLIC by using Lemma 2 is given in Fig 3.
III. SOME SPECIAL CASES OF PROPOSED CONSTRUCTION
In this section, we give four special cases of the proposed
construction. Consider the two-sided SUICP(SNCS) with K
messages, D side-information after and U side-information
before the desired message as given in (1). We have a =
gcd(K,D − U,U + 1). In Theorem 1, we combine U + 1
message symbols, one from each of the message vectors xt
for every t ∈ [as− (U + 1) + a : as+ a− 1] as given below.
ys =
ua∑
i=1
a−1∑
j=0
xa(s+1−i)+j,i
for s ∈ [0 : Ka − 1]. (26)
A. Optimal scalar linear index codes for two-sided
SUICP(SNCS)
In the construction given in Theorem 1, if U + 1 divides
both K and D− U , then we have a = U + 1 and ua = 1. In
this case, (26) reduces to
ys =
1∑
i=1
U∑
j=0
x(U+1)(s+1−i)+j,i
=
U∑
j=0
x(U+1)s+j for s ∈ [0 : Ka]. (27)
L
(2s)
44×9 =


1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1
1 0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 0 1
1 0 1 0 1 0 1 0 1
1 0 1 0 1 0 1 0 1
0 1 0 1 0 1 0 1 1
1 0 1 0 1 0 1 0 1
0 1 0 1 0 1 0 1 1
0 1 0 1 0 1 0 1 1
1 0 0 0 0 0 0 0 0
0 1 0 1 0 1 0 1 1
1 0 0 0 0 0 0 0 0


L
(2s)
24×5 =


1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 1 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 1 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 1 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 1
0 0 0 0 1
1 0 0 1 0
1 0 0 1 0
1 0 0 1 0
0 1 0 0 1
0 1 0 0 1
0 1 0 0 1
0 0 1 1 1
0 0 1 1 1
0 0 1 1 1


Fig. 3: Encoding matrices for two-sided SUICP(SNCS) given
in Example 5 and 6
Hence, in this case, the index code given by (11) is an
optimal length scalar linear index code.
Example 7. Consider the two-sided SUICP(SNCS) with K =
14, D = 3 and U = 1. For this SUICP(SNCS), we have
gcd(K,D − U,U + 1) = U + 1 = 2. The optimal length
index code for this two-sided SUICP(SNCS) is a scalar
linear index code. For this two-sided SUICP(SNCS), we have
Ka = 7,∆a = 1. An optimal length encoding matrix for this
one-sided SUICP(SNCS) is a AIR matrix of size 7 × 6. AIR
matrix of size 7× 6 is given below.
L7×6 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 1 1 1 1 1


The scalar linear index code C for this one-sided
SUICP(SNCS) is given below.
C = {c0, c1, c2, c3, c4, c5} = {y0 + y6, y1 + y6,
y2 + y6, y3 + y6,
y4 + y6, y5 + y6}.
The scalar linear index code C(2s) for the given two-sided
SUICP(SNCS) is obtained by replacing ys in C with x2s +
x2s+1 for s ∈ [0 : 6]. The scalar linear index code C
(2s) is
given below.
C
(2s) = {x0 + x1 + x12 + x13, x2 + x3 + x12 + x13,
x4 + x5 + x12 + x13, x6 + x7 + x12 + x13,
x8 + x9 + x12 + x13, x10 + x11 + x12 + x13}.
B. Optimal (U + 1) dimensional VLICs for two-sided
SUICP(SNCS)
In the construction given in Theorem 1, if gcd(K,D −
U,U + 1) = 1, then we have a = 1 and ua = U + 1. In
this case, (26) reduces to
ys =
U+1∑
i=1
0∑
j=0
x(s+1−i)+j,i
=
U+1∑
i=1
xs+1−i,i for s ∈ [0 : K − 1]. (28)
Hence, in this case, the index code given by (11) is an
optimal length (U + 1) dimensional VLIC.
Example 8. Consider the two-sided SUICP(SNCS) with K =
11, D = 5, U = 2. For this SUICP(SNCS), gcd(K,D −
U,U + 1) = a = 1. The optimal length index code is a
three dimensional VLIC. For this SUICP(SNCS), we have
Ka = K = 11 and ∆a = 3. The AIR matrix of size L11×8 is
given below.
L11×8 =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 1 0 0 1 0
0 1 0 0 1 0 0 1
0 0 1 0 0 1 1 1


The scalar linear index code C for the one-sided
SUICP(SNCS) with Ka = 11 and ∆a = 3 is given below.
C = {y0 + y8, y1 + y9, y2 + y10,
y3 + y8, y4 + y9, y5 + y10,
y6 + y8 + y10, y7 + y9 + y10}.
The VLIC C(2s) for the given two-sided SUICP(SNCS) is
obtained by replacing ys in C with xs,1 + xs−1,2 + xs−2,3
for s ∈ [0 : 10]. The VLIC C(2s) for the given two-sided
SUICP(SNCS) is given below.
C
(2s) = {x0,1 + x10,2 + x9,3︸ ︷︷ ︸
y0
+ x8,1 + x7,2 + x6,3︸ ︷︷ ︸
y8
,
x1,1 + x0,2 + x10,3︸ ︷︷ ︸
y1
+ x9,1 + x8,2 + x7,3︸ ︷︷ ︸
y9
,
x2,1 + x1,2 + x0,3︸ ︷︷ ︸
y2
+ x10,1 + x9,2 + x8,3︸ ︷︷ ︸
y10
,
x3,1 + x2,2 + x1,3︸ ︷︷ ︸
y3
+ x8,1 + x7,2 + x6,3︸ ︷︷ ︸
y8
,
x4,1 + x3,2 + x2,3︸ ︷︷ ︸
y4
+ x9,1 + x8,2 + x7,3︸ ︷︷ ︸
y9
,
x5,1 + x4,2 + x3,3︸ ︷︷ ︸
y5
+ x10,1 + x9,2 + x8,3︸ ︷︷ ︸
y10
,
x6,1 + x5,2 + x4,3︸ ︷︷ ︸
y6
+ x8,1 + x7,2 + x6,3︸ ︷︷ ︸
y8
+ x10,1 + x9,2 + x8,3︸ ︷︷ ︸
y10
,
x7,1 + x6,2 + x5,3︸ ︷︷ ︸
y7
+ x9,1 + x8,2 + x7,3︸ ︷︷ ︸
y9
+ x10,1 + x9,2 + x9,3︸ ︷︷ ︸
y10
}.
C. Optimal scalar linear index codes for one-sided
SUICP(SNCS)
In the construction given in Theorem 1, if U = 0, then we
have, a = gcd(K,D − U,U + 1) = 1 and ua = U + 1 = 1.
In this case, (26) reduces to ys = xs for s ∈ [0 : K − 1].
Hence, in this case, the index code given by (11) is an
optimal length scalar linear index code.
Example 9. Consider the two-sided SUICP(SNCS) with K =
7, D = 2 and U = 0. For this SUICP(SNCS), we have
gcd(K,D − U,U + 1) = 1. The optimal length index code
for this SUICP(SNCS) is scalar linear index code. For this
SUICP(SNCS), we have K = Ka = 7, D = ∆a = 2. An
optimal length encoding matrix for this SUICP(SNCS) is a
AIR matrix of size 7 × 5. AIR matrix of size 7 × 5 is given
below.
L7×5 =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 1 0 1
0 1 0 1 1


The scalar linear index code C(2s) for this SUICP(SNCS)
is given below.
C
(2s) = C = {x0 + x5, x1 + x6, x2 + x5,
x3 + x6, x4 + x5 + x6}.
D. Optimal U+1
D−U
dimensional VLICs for two-sided
SUICP(SNCS)
In the construction given in Theorem 1, if gcd(K,D −
U,U + 1) = D − U, then we have ua =
U+1
D−U
, Ka =
K
D−U
and ∆a = 1. Hence, in this case, the AIR matrix used is
always of dimension Ka× (Ka− 1) and the index code given
by (11) is an optimal length U+1
D−U
dimensional VLIC. In [6],
it is shown that the message probability of error in decoding
a message at a particular receiver decreases with a decrease
in the number of transmissions used to decode the message
among the total of broadcast transmissions. In this case, as the
AIR matrix size is always of the form Ka × (Ka − 1), the
low complexity decoding given in [9] enables each receiver
to decode its wanted message symbol by using atmost two
broadcast symbols.
Example 10. Consider the two-sided SUICP(SNCS) with
K = 12, D = 5 and U = 3. For this SUICP(SNCS), we
have gcd(K,D − U,U + 1) = D − U = 2. The optimal
length index code for this two-sided SUICP(SNCS) is a two
dimensional VLIC. For this two-sided SUICP(SNCS), we have
Ka = 6,∆a = 1. An optimal length encoding matrix for this
one-sided SUICP(SNCS) is a AIR matrix of size 6 × 5. AIR
matrix of size 6× 5 is given below.
L6×5 =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
1 1 1 1 1


The scalar linear index code C for this one-sided
SUICP(SNCS) is given below.
C = {c0, c1.c2, c3, c4} = {y0 + y5, y1 + y5, y2 + y5,
y3 + y5, y4 + y5}.
The scalar linear index code C(2s) for the given two-sided
SUICP(SNCS) is obtained by replacing ys in C with x2s,1 +
x2s−2,2 + x2s+1,1 + x2s−1,2 for s ∈ [0 : 5].
Example 11. Consider the two-sided SUICP(SNCS) with
K = 27, D = 8 and U = 5. For this SUICP(SNCS), we
have gcd(K,D − U,U + 1) = D − U = 3. The optimal
length index code for this two-sided SUICP(SNCS) is a two
dimensional VLIC. For this two-sided SUICP(SNCS), we have
Ka = 9,∆a = 1. An optimal length encoding matrix for this
one-sided SUICP(SNCS) is a AIR matrix of size 9 × 8. AIR
matrix of size 9× 8 is given below.
L9×8 =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1


The scalar linear index code C for this one-sided
SUICP(SNCS) is given below.
C = {y0 + y8, y1 + y8, y2 + y8, y3 + y8,
y4 + y8, y5 + y8, y6 + y8, y7 + y8}.
The two dimensional VLIC C(2s) for the given two-sided
SUICP(SNCS) is obtained by replacing ys in C with x3s,1 +
x3s−3,2+x3s+1,1+x3s−2,2+x3s+2,1+x3s−1,2 for s ∈ [0 : 8].
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