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Abstract
This thesis investigates the potential of Er:YSO and Er:Si for quantum communication
and computation applications. Erbium uniquely possess optical transitions in the 1.5 µm
region, making it suitable for both fibre telecommunication and silicon photonics.
The properties of the I15/2 ↔ I13/2 optical transition in Er:YSO have already been
extensively studied. Over two decades ago, improvements in Er3+ dephasing time at 1.5
µm were achieved by applying a 5T field along the D1 axis. More recently, a record 4.4
ms coherence time on the same optical transition was achieved using a 7T field.
These investigations, among others, illustrate that large Er electron spins become
thermally polarised with sufficient magnetic field. However, no long lived and coherent
spin transitions associated with the Er ions had previously been identified, and such trans-
itions are necessary for on-demand quantum state storage.
To address this requirement, the optical and hyperfine transition properties of 167Er:YSO
were investigated in large magnetic fields. In a field of 7T, spectral hole lifetimes of 1 minute
and hyperfine population lifetimes of 12 minutes were observed. These measurements il-
lustrate the effect of spin-lattice relaxation in this system, and how it can be mitigated.
Efficient spin-polarisation of the entire 167Er hyperfine ensemble is also demonstrated.
This is the first such demonstration in rare earth systems, and a key requirement for
broadband optical storage. Moreover, a 1.3 second coherence time was recorded for an
167Er:YSO hyperfine transition at 7T and 1.4 K. This is an improvement of several orders-
of-magnitude over previous coherence measurements on spin-transitions in Er doped solids.
This is also sufficient for maximal entanglement rates in quantum repeater networks that
span distances of 1000 km or greater.
With an optical transition at 1.5 µm, Er is also an ideal candidate to connect silicon
based quantum computers to the future quantum Internet. In particular, single Er:Si ions
could be used to develop an optical-spin bus between P:Si qubits and fibre based quantum
networks.
Presented here is the first spectroscopic investigation of single Er:Si ions. This required
a novel opto-electronic approach to single ion detection, where the Er ions are implanted
into a nanometre scale fin-shaped Field Effect Transistor. With this approach it was
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possible to develop high resolution optical spectra, where both the electronic and hyperfine
levels of individual Er ions were resolved.
Long optical and spin coherence times are also important requirements for an optical-
spin bus. To address the first requirement, an investigation of the optical lineshape was
undertaken. Here it was determined that sources of Stark noise external to the transistor
channel contribute a significant amount to optical homogeneous linewidth. However, the
dominant noise contribution was determined to be short-range (from within the 30 nm
wide channel) and the total homogeneous linewidth was measured to be 50 MHz.
The site structure of an individual Er:Si ion was then analysed, using magnetic field
rotation patterns and optical transitions between multiple crystal field levels. This site
was determined to have approximately axial (C3) symmetry. The purpose of this study
was to determine a magnetic field regime in which the Er electrons spin can be polarised,
which is necessary for realising of long hyperfine lifetimes and coherence times.
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Chapter 1
Introduction
There has been extensive interest in using rare earth optical centres for quantum com-
munication and quantum computing applications. This thesis focuses on the potential of
using cryogenically cooled erbium doped materials for these applications. Among the rare
earths, Er uniquely possess optical transitions in the 1550 nm region. This wavelength lies
within the transparency window of both silicon and silica fibres, so Er is ideally suited for
linking quantum computers over the future quantum Internet.
Before going into further detail I will briefly outline the history, motivation and concept
of quantum computation. Following this will be a discussion of the state-of-the-art in silicon
based quantum computing, the platform of interest for this thesis. Finally, the chapter
concludes with a description of fibre-based quantum communication, and the potential for
Er to satisfy a crucial role in quantum repeater technology.
1.1 A brief history of quantum computing
Even with the myriad of applications for which we utilise digital computers, there exist
many kinds of problems they deal with poorly. The reason boils down to computational
efficiency. In simplest terms, efficiency is a measure of how long a computer will need to
solve a problem as you increase the problem size. Increasing the problem size may be a
matter of simply increasing the resolution or parameter space, but it can also mean adding
extra dimensions or calculation steps. This increase will inevitably require extra resources
in terms of power, time or memory. An algorithm is deemed efficient if the increase
in resources required can be bounded by some finite polynomial which is a function of
problem size. In all other cases, the computation is deemed inefficient.
In fact, there exist technologies which purposefully exploit computational inefficiency.
The typical example is Rivest-Shamir-Adleman (RSA) encryption. Developed in 1977,
this encryption method is based on the sharing of ‘public keys’ over an open network [1].
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These public keys are simply the product of two large primes, which form the unknown
‘private keys’ equivalent to a password. Although forming a public key from a private
key is a straight-forward multiplication, the reverse process of deciphering the private key
with just the public key is inefficient. Even though many mathematicians and computer
scientists have worked on this problem, there is currently no known algorithm for a digital
computer to find prime factors of a large number in polynomial time.
For this reason, RSA encryption protocols are ubiquitous in our daily lives. When we
check our email, log onto Facebook, or electronically transfer money, RSA encryption is
often keeping our information secure. Moreover, as the decades pass and processing power
steps inexorably forwards, simply adding a few more bits to the size of the encryption keys
is all that is needed to maintain the same level of security. This made RSA encryption
elegant and future-proof, or so it seemed. Attempting to solve this apparently intractable
problem turned out to be a key driver of research into quantum computation. Almost 20
years after the invention of RSA, a solution was found. In 1994, a researcher at Bell Labs
named Peter Shor developed an efficient algorithm to crack RSA encryption, but it had to
run on a quantum computer [2].
Although Shor’s discovery could be considered a pivotal moment in the field, the birth
of quantum computation dates back to the early 1980’s. In 1982 notable physicist Richard
Feynman pointed out that a computer based on the laws of quantum mechanics should
outperform a digital simulation of a quantum system [3]. Then, in 1985, computer scientist
David Deutsch postulated the notion of a universal quantum computer that can simulate
any physical system, or another computer [4]. While digital computers then functioned
(and still do) on a collection of two state systems called bits, quantum computers were
designed for two-state quantum systems called quantum-bits, or qubits for short.
A fundamental advantage of quantum computers over their digital counterparts is their
potential for massive parallelism. An N-qubit quantum computer represents a 2N dimen-
sional space, and can execute potentially 2N simultaneous operations. A digital processor
can only perform linear calculations, regardless of the physical system on which its im-
plemented. Thus, the amount of digital processing power required to simulate an N-qubit
system grows exponentially with N.
With the advent of Shor’s algorithm, organisations relying on data security were sud-
denly presented with potential ‘quantum’ attacks on their privacy. Ironically though,
quantum mechanics saved the day again with the promise of fundamentally secure net-
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works and crypto-keys. Shor’s factoring algorithm spurred research into Quantum Key
Distribution (QKD) and quantum repeater systems, which are described in Section 1.3
below.
Fortunately QKD has made great commercial strides in the last decade, while quantum
computers have not [5, 6]. Tapping into the resources of quantum computing has proven
a much greater challenge. Today, more than 30 years since conception, the best demon-
stration of a quantum computer has a mere 14 qubits [7]. A 14 qubit computer is very
limited in it’s capabilities; to find the prime factors of the number 15, Shor’s algorithm
requires at least 21 qubits [8]. The reason for this seemingly slow progress is due to the
complexity of a truly universal quantum computer. Such a device must conform to a strict
set of requirements, known as the Di-Vicenzo criteria [9]:
1. The system must have well defined qubits, and be scalable.
2. There must be a way of initialising the system to a well-known state
3. The coherence time must be much longer than the gate operation time
4. A universal set of logic gates must exist
5. There must be a way to read out a single qubit
Since Di-Vicenzo stated his original 5 criteria, two more have been added in order to
integrate quantum computers into quantum communication networks [10]:
6. There must be a way of converting between stationary and flying qubits
7. There must be a way of transmitting flying qubits between locations
These last two requirements could be addressed by an Er based optical interface, and
this forms one of the foci of this thesis. Erbium has an unpaired electron which makes
it predisposed to strong interactions with nearby qubit-ions. If these interactions can be
controlled, then Er can act as a interface or ‘bus’ between stationary qubits and flying
qubits, potentially addressing the 6th Di-Vicenzo criterion. This is especially true in ma-
terials such as silicon, where absorption of 1550 nm photons is very low, and this will be
explored in greater detail at the end of this section. Moreover, fibre optic repeater networks
could then transmit these flying qubits between distant quantum computers, fulfilling the
7th criterion. The next subsection will present an overview of recent milestones towards
quantum computers in silicon and explain the future role of Er in this architecture.
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1.2 Quantum computing in Silicon
A wide variety of physical systems have been suggested as a platform for quantum compu-
tation, with Di-Vicenzo’s criteria in mind. Notable systems currently under investigation
include individually trapped ions, quantum dots, linear optics and superconducting cir-
cuits [7, 9, 11, 12]. The focus of this thesis, however, is on Er impurity dopants in silicon
(Er:Si). In particular, I investigate whether such a platform can satisfy the 6th and 7th
Di-Vicenzo criteria.
Silicon is an excellent scaffold for dopant based quantum computing, and many re-
searchers call it a solid-state vacuum. This is because extremely pure Si crystals can be
manufactured free of the nuclear spins that cause quantum noise. Indeed, phosphorus
dopants in Si have shown great promise as computing spin-qubits, and many of the Di-
Vicenzo criteria have already been met with this platform. Although Er:Si could be de-
veloped as a platform for quantum computation itself, it can also be used in hybrid systems
such as a phosphorus-erbium architecture.
To this end, a concept for a phosphorus-erbium based device is presented at the con-
clusion of this section. This device would aim to demonstrate the 6th and 7th Di-Vicenzo
criteria. The next few paragraphs, however, outline key demonstrations of Di-Vicenzo’s
criteria already achieved with P:Si. The timeline of these demonstrations is shown in Fig-
ure 1.1, and most have been achieved in parallel (and literally next door) to the Er:Si
work within the Centre for Quantum Computation and Communication (CQC2T) at the
University of New South Wales (UNSW).
This outline begins with the first spectroscopy of individual P:Si dopants. In it’s most
common configuration, phosphorus has an unpaired electron and neutron
(
31P
)
. In 2010
Morello et al. were the first to resolve the electronic-spin states of P:Si in a field of
1.5T [13]. This demonstration realised the 5th Di-Vicenzo criterion, and was achieved by
placing the phosphorus atom inside a Single Electron Transistor (SET). These transistors
are nanometre scale Fin-shaped Field-Effect Transistors (FinFETs), and are sensitive to
electrostatic perturbations induced by changes in the electron-spin state (see Section 3.4).
SET technology has since become an integral component of single-impurity systems in Si,
including the Er:Si experiments presented in this thesis.
Following the initial work of Morello et al, in 2012 the precision placement of individual
phosphorus dopants was demonstrated [14]. Rather than using ion beam implantation,
a single phosphorus dopant was controllably placed in the silicon lattice with ∼0.5 nm
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Figure 1.1: Timeline of the Si devices developed by CQC2T, at the University of New South Wales
(UNSW), Sydney. The devices were lithographically etched on a Si/SiO substrate using standard
industry techniques, for the most part. With the exception of the ‘Single Atom Transistor’, the Er
and P dopants were implanted by ion beam. Only the FinFET device on the top right contains Er
ions, all other devices are P based and the location of the individual dopants are shown by small
pointed balls. Yellow rings indicate microwave fields generated by metallic strip-lines.
accuracy using a scanning-tunnelling microscope tip. Dubbed the world’s first single-atom
transistor, it was a major step towards realising the 1st Di-Vicenzo criterion.
The next step was to demonstrate control over the P spins. This was achieved by
adding microwave strip-lines to the P:Si devices. In a magnetic field of 1.5T, microwave
pulses were used to manipulate the electron-spin state of a single phosphorus dopant [15].
This achievement realised the 2nd Di-Vicenzo criterion, and for the first time a phosphorus
dopant could truly be called a qubit.
6 Introduction
In 2014 the researchers at CQC2T began incorporating isotopically enriched 28Si into
their devices. Natural abundance Si contains 5% nuclear spin-1/2 29Si. This isotope is the
primary source of decoherence for any P qubits in a refined crystal: measurements of bulk
P:Si enriched with 99.995% 28Si demonstrated a coherence time of 3 hours for a hyperfine
transition of 31P [16]. By utilising this isotopically enriched material in devices with single
P dopants, Muhonen et al. achieved electronic and hyperfine coherence times of 500 ms
and 35 seconds, respectively [17].
Although these coherence times were shorter than those measured in bulk P:Si, they
were the longest observed for any single dopant in solid state. Moreover, the limitation
came from external equipment, rather than sources intrinsic to the device. In particular, the
problem was caused by thermal fluctuations in the microwave field and instabilities in the
static magnetic field. While both noise sources could be reduced further, these coherence
times were already six orders-of-magnitude longer than the gate operation times, satisfying
the 3rd Di-Vicenzo criterion.
The last relevant demonstration, by Veldhorst et al, was a two-qubit Controlled-Not
(CNOT) gate [18]. This gate flips the spin state of the second qubit, conditional on the
state of the first. The truth table for this logic-gate is presented in Table 1.1. CNOT
gates are very useful for quantum computation because they are universal; any arbitrary
computation can be performed by combining CNOT gates. However, the qubits used to
accomplish the CNOT gate were not P dopants. Instead they were ‘quantum dots’, which
are electrons trapped inside arrays of electrodes. The electrodes are very similar to those
that form the basis of the SET devices, because they generate steep potentials in a small
volume.
Although the nature of the potential well differs between quantum dots and phosphorus
dopants, the techniques used to demonstrate CNOT gates were identical. Strong magnetic
fields were used to define the energy levels of the electron-spin, using the Zeeman effect [19].
Microwave pulses were then used to initialise and manipulate these spin-qubits. This was
an important step towards achieving the 4th (and only remaining) Di-Vicenzo criterion for
the P:Si architecture.
An important aspect of these demonstrations was their use of Complimentary Metal
on Insulator (CMOS) manufacturing. Adapting the industrial CMOS process solves many
of the issues regarding the economies-of-scale for quantum computers. Even with this
advantage, however, key issues remain for the P:Si architecture. One of the most pressing
§1.2 Quantum computing in Silicon 7
Input Output
Control Qubit Target Qubit Control Qubit Target Qubit
| ↓〉 | ↓〉 | ↓〉 | ↓〉
| ↓〉 | ↑〉 | ↓〉 | ↑〉
| ↑〉 | ↓〉 | ↑〉 | ↑〉
| ↑〉 | ↑〉 | ↑〉 | ↓〉
Table 1.1: The logic table for a CNOT quantum gate. The spin states of the ions | ↑〉 and | ↓〉
are equivalent to logical 1’s and 0’s respectively.
issues is that of ‘spin-transport’. The basic operations of a quantum computer rely on
qubits interacting coherently over the entire length of the chip, which could be µm-cm.
Unfortunately the interaction qubits in the P:Si architecture are highly localised electrons,
with a radius of only ten nanometres.
Spin-transport represents an interesting and important area of research, and although
no solution has yet been demonstrated, there has been significant progress in this area
[20–22]. The aim of thesis, however, is to help solve the problem of transporting qubits
over much greater distances. As mentioned at the start of this section, Er dopants in Si
show great promise as candidates to satisfy the 6th and 7th Di-Vicenzo criteria. To this
end, the following section outlines the direction in which this Er:Si research is headed.
1.2.1 The role of erbium in quantum computing
The previous section illustrated a collective effort towards a P:Si computing architecture,
based on Di-Vicenzo’s original 5 criteria. This thesis, however, is focused on extending
this P:Si architecture to encompass all 7 criteria by using Er:Si. Silicon is transparent to
1550 nm light in much the same way as optical fibres. With a band-gap of around 1.1 eV
(1100 nm), photons don’t have enough energy at this wavelength to excite electrons from
valence band. In comparison, phosphorus has a more energetic optical transition at 1078
nm which has considerably higher absorption. Because of this, the optically excited state
of P:Si is weakly bound and isn’t suitable for quantum information processing [23].
The first result achieved towards Er:Si integration was in 2013 [24]. Using a similar
device to that of the P:Si experiment in 2010 (see Figure 1.1), our research group demon-
strated the laser-induced detection of single Er spins. This detection was achieved by
resonantly exciting the optical transition of individual Er ions. Most of the energy used to
excite these optical transitions ends up in the transistor channel. This energy can mobil-
ise charges, which are detected by the SET. Thus, laser-induced optical excitation of Er
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generates a clear electrical signal. Chapter 5 outlines the recent progress and results of
these Er implanted SET devices. The remainder of this section describes a long-term goal
of this research programme.
Figure 1.2: The concept for an optical bus based on an Er (pink sphere) and P (white sphere)
quantum logic gate. (a) The gold coloured electrodes form an SET, which is buried under the device
to ensure close proximity to the ions. (b) A conductive strip-line drives the microwave frequency
transitions of either ion. (c) An isotopically enriched 28Si optical ring resonator strongly couples
the Er ion to the telecom optical mode. (d) Stark shifting electrodes are used to rapidly tune the
Er and P transition energies.
This goal relies on two key results demonstrated in this thesis [24]. Firstly, an SET can
determine the precise optical and spin transition energies of an Er ion. Secondly, narrow-
band lasers can drive those optical transitions. These results pave the way for a coherent
P:Si optical interface. To illustrate this point, consider a pair of magnetically coupled Er
and P ions. These ions can form a two-qubit CNOT gate, similar to the quantum dot
system demonstrated in 2015 [18]. Here the Er acts as the control qubit, with logical qubit
states | ↓〉 and | ↑〉 representing the optical levels of the ion. The state of the Er qubit
can be manipulated by photons. Such photons can originate from an Er qubit in the same
silicon chip ( a mere µm away) or from a quantum computer 1000 km away, connected
though optical fibre. A conceptual device for realising both these scenarios is illustrated
in Figure 1.2. This device is a type of Er-P ‘optical-spin bus’ and goes a long way towards
demonstrating the 6th and 7th Di-Vicenzo criteria.
For such a device to function correctly, the Er ion must absorb single photons with
great efficiency. For this reason the Er ions are placed in an optical resonator, which
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significantly enhances the Er-photon coupling strength. Furthermore, good functionality
of the CNOT gate relies on tunability of the Er-P and Er-photon interactions. This can
be achieved by placing electrodes around the P and Er ions, and using the Stark effect to
bring these ions into and out-of resonance [25].
The performance of this optical-bus will also depend on the coherence properties of
the Er ions, and coherence times sufficiently long for this application have been demon-
strated in Er:YSO [26]. However, similar results have not been achieved with Er:Si. Thus,
demonstrating long coherence times is one of the major outstanding challenges for realising
an Er:Si based quantum device. To realise this goal, an obvious approach would involve
techniques that have proven successful for Er:YSO. This involves the use of large magnetic
fields, and will be discussed shortly in the second part of the Introduction.
This approach also relies on accurate knowledge of the Er energy structure. Unfortu-
nately, this information is not available for the single Er ions in Si investigated here. This
is primarily due to Er forming complexes with other dopants in the Si crystal, such as
oxygen and boron. While the structure of pure Er:Si is known, many of the Er complexes
in Si remain undetermined [27,28].
This issue is compounded further by the specific manufacturing process used for the
devices studied here. For these devices, the dopants are added to the Si by ion implantation.
This is a standard technique, and is usually followed by a high-temperature ‘annealing’
process. Annealing repairs damage to the Si crystal caused by implantation, but also
destroys the SET. For this reason only low-temperature annealing is used on these devices.
This leads to large variations in structure from one ion to the next, due to the disordered
implantation process. To address this issue, detailed spectroscopic studies of each Er ion
must be undertaken. These studies help determine the local structure around each ion,
and are a major part of the Er:Si research undertaken in Chapter 5.
By understanding the local structure or ‘crystal-field’ of these single Er ions, one can
predict the magnetic-field dependence of their energy levels. As was mentioned previously,
long coherence times have been achieved in Er:YSO using large magnetic-fields, which is the
reason for this analysis. Replicating these results also brings us to the second focal point of
this thesis: demonstrating long hyperfine coherence times in Er:YSO. Achieving this result
in Er:YSO would fulfil a key requirement for long-distance quantum communication. The
remainder of the Introduction discusses this requirement and several others, in the context
of telecommunication technology.
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1.3 Erbium and the quantum Internet
Over the past two decades humanity has become interconnected to an extent never seen
before, by an invention called simply ‘the Internet’. In essence, the Internet allows people
to transmit information over vast distances with incredible ease. This ability has made it
a powerhouse of social and economic development: Internet related commerce accounted
for 21 per cent of GDP growth in mature economies between 2006-2011 [29]. This di-
gital revolution of the 21st century has now spurred billion dollar investments in quantum
technologies, aimed at unlocking similar economic potential [30]. Along with quantum
computing, the future ‘quantum Internet’ will play a major role in this technological plat-
form [31,32].
Indeed, several hundred million dollars have recently been invested in technologies
to distribute quantum information over vast distances [33, 34]. Most recently, a satellite
launched by the Chinese Academy of Science (CAS) managed to established a quantum
link across 1200 km [35]. While this represents an order-of-magnitude improvement over
previous records, a satellite based quantum network has several key limitations [36]. Photon
qubits can only be transmitted during night, and only between two location with line-of-
sight to the satellite. This limits the entanglement range to about 4000 km.
Thus, it is far more likely the future quantum Internet will mimic the established digital
Internet. This consists of cheap1, robust2, and future-proof fibre optic interconnects [37,38].
For this reason CAS has also invested in a quantum fibre network, to operate in tandem
with their satellite network. Connecting Beijing and Shanghai over a distance of 2000 km,
this fibre network relies on both quantum and digital interconnects.
Historically, fibre networks have also relied on erbium. Almost 40 years ago it was
discovered that fused silica fibres have a window of minimum loss in the 1550 nm wavelength
region, at around 0.2 dB/km [39]. In the 1980’s the telecom industry began exploiting this
property for long distance optical networks, and now erbium doped solids are lighting up
literally millions of kilometres of fibre optic cable around the globe [40]. When you type
something into google and hit enter, your question will pass through at least a handful of
Erbium Doped Fibre Amplifiers (EDFAs) as it travels across the oceans. These amplifiers
transform your whisper into a shout, many times over [41,42].
While Er has demonstrated its usefulness for digital transmission, it’s still an open
1SMF-28 telecom fibre costs approximately $10/km when purchased in commercial quantities.
2Photons do not experience electromagnetic interference or cross-talk. Optic fibres can be used in high
voltage or strongly magnetic environments and degrade more slowly than copper cabling
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Figure 1.3: The process of generating quantum entanglement across a repeater network by using
entanglement ‘swapping’. (a) Entanglement is first created independently over short links between
repeater nodes with quantum memories, labelled QM. (b) Entanglement is then swapped between
neighbouring links such that the locations A and D, ... , W and Z share entanglement. (c) Swapping
operations are performed successively until entanglement is established between A and Z. Figure
reproduced from Ref [44]
question whether it might be useful for quantum networks. To help answer this ques-
tion, this thesis investigates the properties of erbium in Yttrium Orthosilicate (YSO), for
quantum repeater applications.
1.3.1 Quantum repeaters
A quantum repeater can be considered a device, architecture, or protocol whose purpose is
to establish quantum correlations over large distances [43]. The transmission of quantum
information is achieved via entanglement: a strong quantum correlation between two dis-
tant qubits. Individual repeater ‘nodes’ form the basic elements of long-distance quantum
networks. In most repeater implementations the data is transmitted by entanglement-
swapping amongst nodes (see Figure 1.3).
Other than transmitting data between quantum computers, an advantage of quantum
networks is the provable security of information [45]. As was mentioned in the previous
section, entangled pairs of photons can be exploited for cryptography. These photon qubits
can be used for Quantum Key Distribution (QKD) between large institutions such as banks
or government agencies, where security is paramount. An example of a commercial point-
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to-point QKD system is shown in Figure 1.4, where entanglement is not strictly required.
Without repeaters, however, the loss in fibre limits the range of QKD to approximately
100 km. The Chinese Academy of Science side-stepped this problem by using ‘trusted’
nodes between these short fibre links. These nodes convert quantum correlations to classical
data. Although this might be sufficient for cryptography, end-to-end network entanglement
is required to connect distant quantum computers. If the trusted nodes in the CAS network
could be replaced with true repeater nodes, the value and functionality of their network
would increase dramatically.
The first step towards realising a quantum repeater is the development of a quantum
memory. This is because repeater nodes act as data buffers, storing quantum information
while entanglement is being established end-to-end. For cryogenically cooled memories,
repeaters are best implemented using the ‘second generation’ approach [46]. With this
approach a memory must satisfy several important requirements:
1. Compatibility with the low-loss telecom bands at 1310/1550 nm.
2. A storage time longer than the network transmission time. For a global network, this
should be at least 100 ms.
3. Efficient, low-noise storage and retrieval of flying qubits.
4. Broadband absorption and multimode capacity, to achieve high data transmission
rates.
With these requirements in mind, the rare earths (elements 57 to 71 on the periodic table)
have demonstrated several important memory characteristics [47–50]. No single system,
however, has simultaneously addressed all the requirements of a repeater memory. The
remainder of this chapter explores the progress made towards these requirements, and
highlights the potential of Er to satisfy them all.
1.3.2 Telecommunication networks
To date, none of the memories which satisfy criteria 2-4 operate directly in a telecom band.
Because of this limitation, several strategies for achieving telecom compatibility have been
proposed. The first is wavelength-conversion, where light at the memory wavelength is
converted to a low-loss telecom wavelength [51–55]. The second technique is slightly more
nuanced. A quirk of quantum mechanics allows for data to be stored, in the form of
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entangled photons, even though these photons haven’t travelled a great distance. Instead,
the photons stored in the memories just need to be entangled with photons that travelled
a great distance. This raised the idea of producing entangled photons at two different
wavelengths: one at the memory wavelength and the other at telecom. This concept is
illustrated in Figure 1.5, where memories and photon-sources are combined to mitigate
transmission loss at visible wavelengths.
Figure 1.4: The commercial Cerberis QKD system sold by IDQ in Geneva, Switzerland. Two
such rack mounted units are able to generate and share 1 cryptographic key per minute, via a
telecom fibre link, up to a distance of 100 km.
While these techniques may one day prove commercially viable, they are relatively com-
plicated and current implementations greatly impede memory performance. The highest
efficiency demonstrated for wavelength conversion was 94% but no measurement of conver-
sion fidelity was performed [56]. Moreover, non-degenerate photons have only been stored
in memories with low efficiencies or short coherence times [49,57,58]. For this reason, devel-
oping Er based memories has been very appealing. With fibre losses as low as 0.15 dB/km
at 1550 nm, repeater stations for an Er based network could be spaced 100 km apart and
still be loss tolerant [59, 60]. Moreover, a system operating at a single wavelength enables
integration of photon sources and memories using techniques such as Rephased Amplified
Spontaneous Emission (RASE) [61].
An Er based approach can also take full advantage of existing 1550 nm technology. At
this wavelength there’s a wide variety of cheap, robust and integrated optical components.
These include lasers, amplifiers, high frequency optical modulators and switches, as well as
passive fibre components such as dense spectral filters, couplers, circulators, cavities and
mirrors. As telecom infrastructure grows and develops, this repertoire continues to expand
at a respectable rate.
Finally, the large size of 1550 nm optical modes also helps reduce absorption from
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Figure 1.5: A quantum repeater node that utilises non-degenerate Spontaneous Parametric Down
Conversion (SPDC). Pairs of entangled photons are generated at telecom wavelength (red) and
visible wavelength (green). The telecom photons are transmitted down optic fibres to be entangled
at the neighbouring nodes. The visible photons are stored locally in the memories. Blue inset:
Once entanglement has been established with the neighbouring nodes (via the telecom photons)
the memories release their stored photons simultaneously. By sending these photons through a
beamsplitter, one performs a projective measurement. This indirectly entangles the photons sent
to neighbouring nodes on the left and right, and is one approach to the entanglement-swapping
procedure outlined in Figure 1.3
optical surface roughness. This is an important consideration for commercial solid-state
repeater implementations. In particular, integrated waveguide architectures offer a scalable
approach for ‘memory-on-a-chip’ implementations [62,63]. While such waveguides exhibit
losses of several dB/cm at visible wavelengths, 0.1 dB/cm has been demonstrated at 1550
nm [64].
1.3.3 The state-of-the-art for Er based memories
From the information presented so far, it should be clear that an Er based quantum
memory is a highly desirable thing. Yet there has not been an Er memory demonstration
which achieved the storage time or efficiency required for repeater applications (see Section
6.1). This shortcoming has not been from lack of effort though. There have been several
attempts to develop practical Er memories over the past decade, and here I will detail the
best results so far.
In 2010, Lauritzen et al. attempted an Er memory using the Gradient Echo Memory
(GEM) technique, but achieved a storage efficiency of only 0.25% with a 600 ns storage time
[65]. In comparison, an similar experiment with praseodymium achieved 69% efficiency for
a storage time of 1.3 µs [47]. With a different approach called the Revival of a Silenced
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Echo (ROSE), Dajczgewand et al. demonstrated a much higher efficiency of 40% [66].
However, the coherence time with ROSE is limited to 4.4 ms and achieving efficiencies
much greater than 40% will be difficult. Moreover, neither of these attempts achieved
quantum state storage.
There has only been one demonstration of quantum storage in an Er doped material.
This was achieved by Saglamyurek et al. in 2015, where they used an Atomic Frequency
Comb (AFC) delay line to demonstrate a very high storage fidelity of 97%. However, their
efficiency and storage time was limited to 1% and 50 ns respectively, because of the glass
fibres they used [50].
In all of these demonstrations low efficiency was a major issue. The problem has arisen
because the Er ensembles cannot be prepared for photon storage. This preparation step is
usually achieved with a technique called spectral holeburning (see Section 3.1.1). Here a
laser is used to make sharp absorption features for capturing light, by exciting unwanted
ions into unused spin-states. Due to the magnetic interactions between Er ions, however,
these features only last for about 100 ms. In these demonstrations it took a similar amount
of time to move the ions with the laser, so holeburning in Er could be likened to filling a
bucket full of holes.
The majority of attempts at an Er based memory have also shown that the dense
ensembles of Er electron spins have an adverse effect on quantum state storage. The
electron spin dynamics cause large magnetic interactions in the crystal, which in turn
shorten transition lifetimes and coherence times. One way to mitigate this problem is to
polarise, or ‘freeze’, the electron spins. Once these spins are frozen, however, they can no
longer be manipulated to store quantum information.
With the electron spins frozen, one must consider alternative energy transitions for stor-
ing quantum information. One such candidate is the nuclear spin of 167Er, and this forms
the focus of this thesis. There have already been several demonstration of Er electron spin
polarisation using large magnetic fields [26,67,68], but the hyperfine transition properties
of 167Er have not been investigated in this regime. These transitions are adversely affected
by the fluctuating electron-spins in zero field; coherence times and transition lifetimes were
measured to be only O(1µs) and O(100ms) respectively [69].
This thesis investigates whether the electronic spin dynamics still dominate in the high
field regime. If this is indeed the case, one might observe a significant improvement in
hyperfine coherence times and lifetimes. It remains an outstanding question, however, as
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hyperfine transitions are also susceptible to other dynamics. In particular, the effect of both
nuclear spin cross-relaxation and lattice coupling might dominate in large fields. These
processes are detailed in Section 2.4, and while they are less perturbative than electron spin
fluctuations, their effects on hyperfine transitions are not attenuated by magnetic fields.
Thus, a large portion of Chapter 4 is dedicated to quantifying their effect on hyperfine
transitions in the high field regime.
1.3.4 Broadband quantum memories
The final requirement for a practical memory is a rapid rate of photon storage. The data
rate is limited by the absorption bandwidth of the memory, due to the Fourier relationship
between frequency and time. Moreover, the common approach for generating entangled
photon pairs will typically produce photons with GHz - THz bandwidths [70].
To address these issues, there have been several demonstrations of large bandwidth
storage in rare earth systems [49, 57]. In demonstrations where GHz bandwidth photons
were stored, highly disordered materials were utilised. In particular, Er doped glass has
delayed 6 GHz photons at telecom wavelengths by using a two-level AFC [50]. The two-level
AFC is advantageous in these disordered materials becauseit can use the entire absorption
bandwidth of the memory, if an appropriate ancillary level is used for spectral shaping.
One side-effect of this technique is that storage times are determined before the photons
are captured. Hence, the two-level AFC is a type of delay-line rather than an on-demand
memory. Furthermore, the large static disorder in glass leads to dynamic disorder in the
form of Two Level Systems (TLS). These two level systems perturb the rare earth ions,
leading to short coherence times in these materials. Thus, the longest coherence time
observed in Er doped fibre is 50 ns.
Conversely, materials that have demonstrated large storage efficiencies and long co-
herence times have only stored MHz bandwidth photons [47, 71, 72]. Such bandwidths
would limit single-channel data rates to kbits/s. To achieve broadband storage in these
materials, the missing ingredient is spin hyper-polarisation. This is a method for driv-
ing the ensemble of ions into a single spin state, and is detailed in Section 3.1. Nuclear
spin hyper-polarisation in rare earths, however, requires hyperfine spacings larger than the
inhomogeneous broadening (see Section 2.3). In many crystals the inhomogeneous broad-
ening is greater than 100 MHz, while long coherence times are achieved in systems with
hyperfine spacing of only a few MHz. Er:YSO on the other hand, exhibits GHz hyperfine
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spacings. In-fact, Chapter 4 presents the first demonstration of efficient hyper-polarisation
in a rare earth system, opening the path to several broadband storage techniques.
A promising broadband storage technique requiring hyper-polarisation is off-resonant
Raman absorption. Here the flying qubits are slightly detuned from the memory absorp-
tion, and a strong off-resonant laser pulse is used to store them. In this system, the stor-
age bandwidth is no longer determined by the absorption profile of the memory and THz
storage has been demonstrated in diamond [73]. The most efficient and low-noise demon-
stration, however, is with Cs vapour. Photons at 850 nm have been stored in this vapour
with bandwidths up to 1.8 GHz [74]. Cs vapour has not been considered for quantum
repeater applications itself, however, due to the inconvenient absorption wavelength and
µs coherence times.
A second potential avenue of investigation for broadband absorption is the gradient
echo memory. This method utilises field gradients, either electric or magnetic, to broaden
the absorption of the memory. Furthermore, GEM has demonstrated the highest storage
efficiency for quantum memories both in solids and gases [47,72]. With the ability to hyper-
polarise the rare earth ensemble, a key roadblock to broadband storage in solid-state GEM
has been removed. Electric field gradient of kV/mm are sufficient for GHz bandwidth3 in
Er:YSO. These gradients remain below the dielectric breakdown limit, and can be achieved
with 100V potentials in a waveguide architecture.
1.4 Thesis outline
From the overview presented in this chapter, it should be clear that Er doped solids show
great potential for quantum communication. The investigations presented here aim to help
realise this goal, and the thesis is organised as follows:
Chapter 2 gives the basic theory of rare earth spectroscopy relevant to the remainder
of the thesis. It presents a derivation of the optical, electronic and hyperfine structure in
rare earth ions, as well as the important dynamic interactions which affect the lifetimes
and coherence times of these transitions.
Chapter 3 describes the experimental techniques used throughout the thesis, including
the optical pumping approaches used to manipulate the Er:YSO ensemble and the fre-
quency modulation spectroscopy used for imaging the same ensemble. This chapter also
3Based on the electric field susceptibility of 500 kHz/Vmm [68]
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introduces the SET technology used in the spectroscopic investigations of Er:Si.
Chapters 4 and 5 detail the main experimental results of the thesis. Chapter 4 invest-
igates the optical and hyperfine transition properties of 167Er:YSO in large magnetic fields,
with the aim of improving the hyperfine transition lifetimes and coherence times.
Chapter 5 demonstrates the addressing of individual Er:Si ions via the I15/2 ↔ I13/2
optical transition, and investigates the optical coherence properties and level structure of
these ions.
Chapter 6 concludes with an analysis of repeater performance, given the 167Er coherence
times measured here. It also discusses the relevance of 167Er:YSO for long term information
storage, and Er:Si for optical communication.
Chapter 2
The spectroscopy of rare earth ions
Erbium (68Er) is a member of the rare earth elements, also known as the lanthanides.
The lanthanide series ranges from lanthanum (57La) through to lutetium (71Lu). The
lanthanides long fascinated spectroscopists due to their narrow optical lines in solid-state,
and this property makes them uniquely suited for quantum applications. Indeed, these
lines were so narrow that it wasn’t until tunable lasers were introduced in the 1970’s that
the inhomogeneous linewidths could be readily probed [75].
This chapter aims to familiarise the reader with the basic properties of rare earth ions,
and their key interactions within solid-state hosts. Section 2.1 presents an overview of the
relevant physical and chemical properties of rare earth ions, and the effect these have on
the optical spectrum. This overview is followed by a derivation of the Er3+ valence shell
Hamiltonian in Section 2.2. The parameters of this Hamiltonian are used to analyse the
crystal-field structure of a single Er:Si ion, presented in Chapter 5. Sections 2.3 and 2.4
then introduce the dynamic interactions that affect the coherence properties of rare earth
ions. An understanding of these interactions is critical to achieving the long lifetimes and
coherence times presented in Chapter 4. The chapter concludes with some background
information about the energy transfer processes of Er:Si in Section 2.5, motivating the
charge detection technique applied in Chapter 5.
2.1 Physical and chemical properties
In solids, the lanthanides become highly electro-positive and often take on the 3+ charge
configuration, a rule which holds for Er in both Si and YSO. The trivalent lanthanides can
be described by the electronic configuration [Xe] 4fn where n ranges from 0 to 14. The
valence electrons successively fill the 4f shell in the lanthanide series, even though this
shell is buried below the 5s and 5p shells, as shown in Figure 2.1.
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Figure 2.1: The radial electronic probability distribution for the triavalent ion Pr3+. All the
trivalent rare earths exhibit similar radial distributions. Figure reproduced from Ref [63].
Thus, the eight electrons in the n = 5 shell screen the valence electrons from external
perturbations. As the optical transitions of rare earths are intra 4f , this screening atten-
uates any perturbations from the crystal environment and narrows the optical transition
linewidths. Er3+ in particular has demonstrated one of the narrowest homogeneous optical
linewidths of any rare earth in solid state, with Γh =73 Hz [76].
Furthermore, the atomic radii of the lanthanides gradually decrease from lightest to
heaviest, a trend known as the lanthanide contraction, shown in Table 2.1. This contraction
occurs because of the relatively close proximity of the 4f shell to the nucleus, added to the
repulsion of the outer 5s& 5p electrons. This causes a 20% contraction across the series,
so the atomic radius of Er3+ is 98.5% that of Y3+. Of all the rare earths, only trivalent
holmium (Ho3+) and dysprosium (Dy3+) are a better match for Y3+. This similarity is
important for minimising strain broadening in YSO as Er substitutionally dopes for Y (see
Section 2.3).
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Atomic
number
Element Electron configu-
ration RE3+
Ground state
RE3+
Ionic radius
RE3+ (pm)
21 Sc 3d0 1S0 87
39 Y 4d0 1S0 101.9
57 La 4f05s25p6 1S0 116.0
58 Ce 4f15s25p6 2F5/2 114.3
59 Pr 4f25s25p6 3H4 112.6
60 Nd 4f35s25p6 4I9/2 110.9
61 Pm 4f45s25p6 5I4 109.3
62 Sm 4f55s25p6 6H5/2 107.9
63 Eu 4f65s25p6 7F0 106.6
64 Gd 4f75s25p6 8S7/2 105.3
65 Tb 4f85s25p6 7F6 104.0
66 Dy 4f95s25p6 6H15/2 102.7
67 Ho 4f105s25p6 5I8 101.5
68 Er 4f115s25p6 4I15/2 100.4
69 Tm 4f125s25p6 3H6 99.4
70 Yb 4f135s25p6 2F7/2 98.5
71 Lu 4f145s25p6 1S0 97.7
Table 2.1: Properties of trivalent rare earth ions. The electron configurations start at the valence
shell for each ion. The ionic radii given are for an eight coordinate ion from Ref [77], table re-printed
with permission from Ref [78].
2.2 The 4f -shell Hamiltonian
The optical transitions of the lanthanides are those between the electronic states of the 4f -
shell, and this section presents a Hamiltonian which models these levels. The derivation of
this Hamiltonian begins with the potential of a free-ion HFI. It was previously explained
that the valence 4f -shell lies below the chemically-active 5s and 5p shells. Because of
this, the atomic energy levels vary just a few percent among different crystals and the
eigenstates of the free-ion form an excellent basis for rare earths in novel materials. The
degenerate multiplets of the free-ion are often labelled using Russell-Sanders symbols:
2S+1LJ
Here S and L correspond to the total projections of spin and orbital momenta for a
given electronic configuration of the 4f -shell. The coupled total momentum J is defined
|L−S| ≤ J ≤ L+S, and for Er3+ there are 41 distinct |L, S, J〉 multiplets. Most of these
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are visible in the classic Dieke diagram, shown in Figure 2.2. Once the ion is implanted in
a solid, the interaction with the crystal-field (HCF) breaks the 2J + 1 degeneracy of each
multiplet. However, the screening of the 4f -shell means that HCF is a small perturbation
of HFI. Because of this, the treatment of the crystal-field perturbation in Section 2.2.2
predicts the 2J + 1 substructure of each multiplet well. For ions with nuclear structure,
such as 167Er, it is also necessary to include the nuclear-electronic and nuclear-quadrupole
interactions HHF and HQ. These two terms are introduced in Section 2.2.3. The complete
4f -shell Hamiltonian can thus be written in order of decreasing perturbation:
H4f = HFI +HCF +HHF +HQ (2.1)
Development of the 4f -shell Hamiltonian based on this approach has been documented
extensively [79–81], and this section closely follows this standard approach. In Chapter 5,
the 4f -shell Hamiltonian will be used to characterise the site symmetry of a single Er ion in
silicon. The software suite Python Crystal Field (PYCF) is used to perform this analysis.
Developed by S. Horvath, PYCF is a numerical solver that can perform automated fits to
the 4f -Hamiltonian using optical transition data [82]. Further detail is left to Appendix
A.
2.2.1 The free ion
The Hamiltonian of an N -electron atom (or ion) can be described by equation (19.1-1) of
Weissbluth [79]:
HFI =
N∑
i=1
 p2i
2m︸︷︷︸
kinetic
− Ze
2
ri︸︷︷︸
nuclear
+ ξ (ri) li · si︸ ︷︷ ︸

spin-orbit
+
N∑
i<j
e2
ri,j︸︷︷︸
e− repulsion
(2.2)
Each electron i in Hamiltonian (2.2) is influenced by only four physical effects, if we ignore
relativistic corrections. Moreover, the first three terms are only functions of individual
electrons i. If this were true of all four Hamiltonian components, the eigenstates could be
expressed as tensor products of single-electron wavefunctions:
Ψ = ψ1 ⊗ ψ2 ⊗ · · · ⊗ ψN (2.3)
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Figure 2.2: Theoretical Dieke diagram showing the 4f electronic levels of trivalent rare earths in
LaF3, based on the free-ion and crystal-field Hamiltonian [83]. The thickness of the levels indicates
the crystal-field splitting of each free-ion multiplet. The 4I15/2 →4 I13/2 transition relevant to this
thesis is highlighted in red, with a transition energy of around 1538 nm. Figure modified from
Ref [84].
Unfortunately, the electron-electron Coulomb repulsion is comprised of two-electron
operators and hinders this separation of variables. The electron repulsion is also too large
to be treated as a perturbation of the single-electron product states. To solve this dilemma,
one turns to the central field approximation.
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The central field approximation
The goal of this approximation is to re-express the Coulomb repulsion HC as a combination
of centro-symmetric and asymmetric contributions. Thus, the dominant centro-symmetric
Coulomb interaction becomes a separable single-electron operator expression. In particular,
this interaction can be represented as the spherical average of the repulsion for each pair
of electrons:
HC =
N∑
i<j
e2
ri,j
=
〈
N∑
i<j
e2
ri,j
〉
︸ ︷︷ ︸
symmetric
+ H ′C︸︷︷︸
asymmetric
and the small asymmetric contribution H ′C can then be treated as a perturbation. Rewrit-
ing Hamiltonian (2.2) in terms of these two components we get:
H =
N∑
i=1
[
p2i
2m
− Ze
2
ri
]
+
〈
N∑
i<j
e2
ri,j
〉
+HSO +H
′
C
The symmetric Coulomb repulsion now represents a sum of spherical single-electron op-
erators. Thus, it can be combined with the nuclear potential into a new single-electron
operator U :
HFI =
N∑
i=1
[
p2i
2m
− U (ri)
]
︸ ︷︷ ︸
hydrogenic
+ HSO +H
′
C︸ ︷︷ ︸
perturbations
(2.4)
Expression (2.4) allows the free-ion Hamiltonian to be solved by separation of variables.
In particular, the ‘hydrogenic’ component of Hamiltonian (2.4) can be re-expressed as N
single-electron Schro¨dinger equations:
(
p2i
2m
− U (ri)
)
ψi = Eiψi (2.5)
Except for the term U(r), equation (2.5) is identical to the time-independent Schro¨dinger
equation for hydrogen. The solution to the hydrogen Hamiltonian can be expressed ana-
lytically, and is often derived in undergraduate texts such as Griffiths [85]. Separation of
variables are again used decompose each wavefunction into radial and angular components:
ψ (n, θ, φ) = Rnl(r)Y
ml
l (θ, φ).
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The angular components are comprised of the well-known spherical harmonics:
Y mll (θ, φ) = (−1)ml
[
(2l + 1) (l − 1)!
4pi (l +ml)!
] 1
2
Pmll [cos (θ)] e
imlφ (2.6)
Where the P kq (x) in expression (2.6) are the associated Legendre polynomials. The radial
function R(r) depends on the unknown potential U(r) and cannot be solved analytically.
For our purposes, however, determining R(r) is unnecessary as n and l are the same for all
4f electrons and so shift all the levels equally. This centre-of-mass change does not affect
the intra-4f optical transitions and so cannot be observed.
The final consideration for these hydrogenic wavefunctions is the spin s. For a single-
electron, only two spin states are possible with spin-projections ms = −1/2 or +1/2. This
is incorporated into the spinor ξ (ms) and the complete single-electron wavefunction is
expressed:
ψn,l,ml,ms (r, θ, φ) = Rnl (r)Y
ml
l (θ, φ) ξ (ms)
Recall that the end goal of this section is to construct the many-body wavefunction Ψ. This
can now be accomplished using the form given in equation (2.3). Electrons are fermions, so
the eigenstates of the many-electron wavefunction must be anti-symmetric combinations of
the single-electron states (n, l,ml,ms). Such combinations can be expressed using Slater
determinants, (cf. Chapter 11 of Weissbluth [79]):
Ψ (λ1, λ2, · · ·, λN ) = 1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣
ψ1 (λ1) ψ2 (λ1) · · · ψN (λ1)
ψ1 (λ2) ψ2 (λ2) · · · ψN (λ2)
...
...
...
ψ1 (λN ) ψ2 (λN ) · · · ψN (λN )
∣∣∣∣∣∣∣∣∣∣∣∣
Here the subscripts i and λj correspond to the (n, l,ml,ms) components of electron i and
the (r, θ, φ) co-ordinates of electron j, respectively. With only the hydrogenic potential
(2.5), the energies of the 4f -shell would be completely degenerate; they are defined only
by the principal quantum number n and angular momentum l. However, off-diagonal
matrix elements are introduced into the Hamiltonian by the perturbations HSO and H ′C.
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Intermediate LS coupling
When dealing with perturbations, a common approach is to diagonalise the Hamiltonian
in a basis that commutes with the dominant perturbation. This approach is used because
it simplifies both the Hamiltonian and eigenstate vectors by reducing the number of off-
diagonal Hamiltonian parameters. There are several distinct bases, or ‘coupling schemes’,
that have been developed for dealing with perturbations to the free-ion Hamiltonian, and
these are detailed in Chapter 1 of Liu [81]. The term ‘scheme’ is used because all subsequent
interactions will have noticeably different parametrisations with different coupling schemes,
and several common schemes will be described briefly here.
Diagonalising a Hamiltonian which includes the spin-orbit perturbation is often achieved
with jj coupling. This coupling scheme is so named because HSO commutes with the elec-
tronic momentum of each electron j, and the total momentum of the ion J :
ji = li + si J =
N∑
i=1
ji
[HSO, ji] = 0 (∀i ∈ N) [HSO, J ] = 0
Unfortunately, H ′C doesn’t commute with the momentum j of individual electrons. Instead
H ′C commutes with the atomic spin, orbital and total momenta:
S =
N∑
i=1
si L =
N∑
i=1
li
[
H ′C, S
]
= 0
[
H ′C, L
]
= 0
[
H ′C, J
]
= 0
This alternate scheme is called LS coupling, and forms the preferred basis for the 4f -
Hamiltonian in rare earths. The magnitude of HSO and H ′C, however, are similar in rare
earths so neither L, S nor j are ‘good’ quantum numbers. To diagonalise the Hamiltonian
for the rare earths, one uses the ‘intermediate’ LS coupling regime. Here, the Hamiltonian
is diagonalised in the L, S, J basis, but the energy eigenstates must be expressed as linear
combinations of L and S:
Ψ(n, l, J,mJ) =
∑
τ,L,S
aτ,L,S |n, l, τ, L, S, J,mJ〉 (2.7)
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In representation (2.7) there is an additional quantum number τ , called the seniority
number. This is required to distinguish unique states that happen to have the same L
and S values, an accidental degeneracy introduced in the breakdown of 4f states into the
LS basis. The value of τ for every eigenstate of the 4fN configuration is listed in Table
(1.3) of Liu [81]. In the case of Er3+, the 2D, 2F, 2G and 2H states are doubly-degenerate.
Furthermore, the coefficients for each eigenstate can be determined from the following:
aτ,L,S =
∑
τ ′,L′,S′
〈n, l, τ, L, S, J,mJ |HSO +H ′C|n, l, τ ′, L′, S′, J ′,m′J〉δ(J, J ′)δ(mJ ,m′J)
Parametrising the perturbations
To calculate the free-ion energy levels, the perturbation H ′C and HSO must be expressed
in operator form. The asymmetric Coulomb perturbation H ′C can be expressed as the
difference between the total and symmetric Coulomb terms:
H ′C =
N∑
i<j
e2
ri,j︸ ︷︷ ︸
total
−
N∑
i=1
(
Ze2
ri
− U(ri)
)
︸ ︷︷ ︸
symmetric
The asymmetric Coulomb perturbation can be parameterised by noting, once again, that
the radial functions U(r) and e2/r shift all the 4f states equally. This implies that HC and
H ′C have identical effects on the spectrum, so H
′
C can be parametrised using exactly the
same components as HC. Following the Section 1.3.1 of Liu [81], the complete Coulomb
perturbation HC can be expressed as follows:
HC =
N∑
i<j
∞∑
k=0
rk<
rk+1>
 k∑
q=−k
(−1)q Ckq (i) Ck−q (j)
 (2.8)
For each pair of electrons i, j in expression (2.8), the r> (r<) correspond to the greater
(lesser) of ri or rj . The terms Ckq are proportional to the spherical harmonics (2.6), and
for the nth electron:
Ckq (n) =
√
4pi
2k + 1
Y kq (θn, φn) (2.9)
The terms in equation (2.8) have exclusively radial or angular dependence.
28 The spectroscopy of rare earth ions
The solution thus lends itself to separation of variables, and the matrix elements are
expressed using a sum of two functions:
〈n, l, τ, L, S, J,mJ |HC|n, l, τ ′, L′, S′,m′J〉 =
∞∑
k=0
F k (nl, nl) fk (l, l)
The solutions to the angular function f is given by equation (1.24) of Liu [81]:
fk (l, l) =
1
2
(2l + 1)2
 l k l
0 0 0
2
×
{
1
2L+ 1
∑
τ ′L′
|〈lNτLS||U(k)||lNτL′S′〉| − N
2l + 1
}
where the open brackets (· · ·) represent the Wigner 3j symbol. Due to the selection rules
of the Wigner 3j symbol, fk is only non-zero for even values of k where 0 ≤ k ≤ 2l. Given
that l = 3 for all 4f electrons, this gives k = 0, 2, 4, 6. Additionally, the matrix elements
of the unitary operator U(k) are tabulated by Nielson & Koster [86]. The solutions of the
radial function F are the Slater integrals, expressed by equation (1.22) of Liu [81]:
F k (nl, nl) = e2
∫ ∞
0
∫ ∞
0
rk<
rk+1>
Rnl (ri)
2Rnl (rj)
2 dridrj
Unlike the angular components, the constants F k are determined experimentally by fitting
to the free-ion levels shown in a Dieke diagram (Figure 2.2). With this approach, the
Slater parameters for Er3+ have already been determined in many materials [82,87]. This
completes the parametrisation of H ′C, and we now arrive at the spin-orbit perturbation:
HSO =
N∑
i=1
ξ (ri) li · si
Just like the Coulomb repulsion term, the spin-orbit interaction is amenable to angular
and radial separation of variables:
〈n, lN , τ, L, S, J,mJ |HSO|n, lN , τ ′, L′, S′, J ′,m′J〉 = ζnlASO (nl)
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The solution to the angular component is once again stated by Liu, in equation (1.28) [81]:
ASO (nl) = (−1)L+S
′+J (2l + 1) δ
(
J, J ′
)
δ
(
mJ ,m
′
J
)√
(2l + 1) (l + 1) l
×
 L S JS′ L′ 1
 〈τLS||V(11)||τL′S′〉
In the formulation above, the brackets {· · ·} represent the Wigner 6j symbol and the values
of the unitary operator V(11) are tabulated once again by Nielson & Koster [86]. Finally,
the radial component is described by equation (1.29):
ζnl =
∫ ∞
0
Rnl(ri)
2ξ (ri) dri
Corrections to the free-ion Hamiltonian
While Hamiltonian (2.2) is considered a good approximation for rare earths, attempts
at fitting experimental spectra usually deviate by several hundred cm−1 [80]. Better fits
are obtained by including more physical interactions, although not from first principles.
Instead these interactions are parametrised as simple correction factors, based on their
symmetries and the effect they have on the spectrum.
The first of these corrections deal with the contribution from Coulomb repulsion of non-
4fn configurations. Describing the electronic configuration of rare earths as 4fn eigenstates
is only an approximation. Energy level fits can be improved by accounting for mixing
with excited configurations such as 4fn+15p5. The first set of correction factors (α, β, γ)
identified by Trees, Rajnak and Wybourne deal with this inter-configurational mixing [88,
89]. These factors account for two electron interactions1 of the same form as H ′C:
Hc1 = αL (L+ 1) + βG (G2) + γG (R7)
In the above equation, the last two functions correspond to the eigenstates of the Casimir
operators acting on the G2 and R7 groups. They can be found in Tables 2-6 and 2-7 of
Wybourne [80]. Since the initial work of Wybourne, it became common to account for
three-electron interactions as well.
1In particular, Hc1 deals with configurations of the same parity. The effect of configurations with
differing parity (such as 4fn+15s1, etc) are already absorbed by the Slater parameters F k.
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For the same type of inter-configuration mixing an additional six parameters, whose
constants are labelled Ti, account for the three-body interactions:
Hc2 =
∑
i=2,3,4,6,7,8
T iti
Here each ti is a three-body operator, for which the matrix elements have been published
by Hansen et al. [90]. The final set of corrections to the free-ion Hamiltonian compensate
for spin-spin and spin-other-orbit interactions, and were identified by Judd et al. [91]:
Hc3 =
∑
i=0,2,4
M imi +
∑
i=2,4,6
P ipi
The three constantsM i describe relativistic effects, and the P i encompass electrostatically
correlated magnetic interactions. Within the lanthanide series, however, these constants
vary in an fixed ratio. In particular, M0 : M2 : M4 = 100 : 56 : 31 and P 2 : P 4 : P 6 = 10 :
5 : 1 [83]. Thus only one computational constant is required for each, labelled M total and
P total. All of the components of the free-ion Hamiltonian can now be combined into one
expression that encompasses twenty free parameters:
HFI =
∑
k=0,2,4,6
F kfk + ζnlASO (nl) + αL (L+ 1) + βG (G2) + γG (R7)
+
∑
i=2,3,4,6,7,8
T iti +
∑
i=0,2,4
M imi +
∑
i=2,4,6
P ipi
As was mentioned at the beginning of Section 2.2, the free-ion interactions vary little
between host materials. In fact, accurate predictions of energy levels in new materials are
made with most parameters unchanged. For the modelling results in Chapter 5, only the
Slater parameters F k and spin-orbit constant ζnl are varied. Moreover, the fitting range
is varied by no more than 5%, in line with experimental results for Er3+ across several
materials [87]. The remaining constants are tabulated by Carnell et al. [83].
2.2.2 The crystal-field
The 2J + 1 degeneracy of each free-ion multiplet is a consequence of spherical symmetry.
In a crystalline host, however, this symmetry is broken by the local electric field. This is
called the crystal-field interaction HCF. For Kramers ions, this will cause the multiplets to
separate into as many as J + 1/2 non-degenerate levels. Although HCF is a much weaker
§2.2 The 4f -shell Hamiltonian 31
perturbation than HSO or HC, it solely determines the spin-lattice dynamics, spin-state
mixing and optical transition strengths. Thus, the crystal-field plays a critical role in
determining key properties for quantum information processing in rare earth systems2.
The interaction itself can be expressed succinctly using Wybourne normalisation [80]:
HCF =
∑
k,q,i
BkqC
k
q (i)
Where the terms Ckq were previously defined for HC in equation (2.9) and the constants
Bkq are determined by experimental fit. The parameters Ckq required for a given ion depend
entirely on the symmetry of the site. The lower the symmetry of a site, the more parameters
are required to describe the crystal-field interaction. There are a total of twenty-seven
parameters required to describe an arbitrary crystal-field configuration. Expressing these
crystal-field parameters as matrix elements of the free-ion Hamiltonian is achieved with
equation (1.39) of Liu [81]:
〈n, l, τ, L, S, J,mJ |HCF|n, l, τ ′, L′, S′, J ′,m′J〉 =
∑
k,q,i
Bkq (−1)J−M
 J k J ′
−mJ q m′J
DkJ
Here each DkJ is described by equation (1.40) of the same reference:
DkJ = (−1)S+L
′+J+k√(2J + 1) (2J ′ + 1)
 l k l
0 0 0

× 〈lNτLS||U(k)||lNτ ′L′S′〉 (−1)l (2l + 1)
 J J ′ kL′ L S

Once again, the elements of U(k) are given by Nielson and Koster [86] and the bracketed
functions (· · ·) , {· · ·} correspond to Wigner 3j and 6j symbols, respectively.
Because the number of relevant Ckq parameters depends on the site symmetry, it is
useful to group symmetries into the following three classes: cubic, axial, and lower-than-
axial. Magnetic field rotations are a quick way of determining the symmetry class of an
ion, and the crystal-field parameters required for modelling each type are stated in Table
1.7 of Liu [81]. It should also be noted that site symmetries generally differ from the
crystal symmetry, as ions can form stable bonds in several configurations. Crystal and site
2The term ‘rare earth system’ is used in this thesis to describe a particular combination of host, dopant,
temperature and applied magnetic field.
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symmetries can only match for lattices with few atomic species and high symmetry, which
is particularly the case for silicon.
2.2.3 Hyperfine Interactions
For ions with non-zero nuclear spin such as 167Er (I = 7/2), the interaction with the electron-
spin further splits the energy levels into hyperfine substates. This hyperfine interaction can
be paramaterised using two interaction Hamiltonians, HHF and HQ. The first Hamiltonian
describes the magnetic coupling of the nuclear spin to the electrons. Following Chapter
5 of Wybourne [80], HHF can be expressed in terms of N single-electron operators. This
derivation begins the dipole field at the nucleus from the electrons, each with an orbital
radius r, spin momentum s and angular momentum l:
B = 2µB
(
l − s
r3
+
3r (s · r)
r5
)
The interaction Hamiltonian can then be expressed as following:
HHF = gIµN
N∑
i=1
Bi · I
=
2µBgIµN
〈r3〉
N∑
i=1
(
li − si + 3ri (si · ri)
r2i
)
· I
where gI is the nuclear g-factor and µB, µN are the Bohr and nuclear magnetons respect-
ively. The matrix elements of this operator are listed in Judd [92]. More importantly,
however, the interaction strength is determined by just the single parameter:
al =
2µBgIµN
〈r3〉
Fitting al alone is simpler than fitting all 9 components of the A-tensors, which is re-
quired for effective spin-Hamiltonians. This is because the properties of the electronic
wavefunction have been largely determined by HFI and HCF.
The final interaction considered in this section is the nuclear-electronic quadrupole
interaction, HQ. For 167Er the interaction strength of HQ is similar to that of HHF. This
is a form of Coulomb repulsion, and it can be expressed using Equation (2.8).
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However, only the k = 2 term is required because higher multipole electronic moments
are very weak:
HQ =
e2
〈r3〉
N∑
i=1
2∑
q=−2
(−1)qr2IC2q(I) · C2q(i)
Here rI and C(I) represent the orbital radius and charge distribution of the nucleus. The
matrix elements of this interaction can be expressed as follows:
〈τ, L, S, J,mJI,mI |HQ|L′, S′, J ′,m′JI ′,m′I〉 = aQ
[
3/4K (K + 1)− I (I + 1) J (J + 1)
2I (I − 1) J (2J − 1)
]
×
〈lNτLS||U2||lNτL′S′〉δS,S′
[
4J (2J − 1)
(J + 1) (2J + 1) (2J + 3)
]1/2
where K = F (F + 1) − J(J + 1) − I(I + 1) and F = I + J . Once again the interaction
strength is determined by a single parameter:
aQ =
e2
〈r3〉〈I||r
2
IC
2(I)||I ′〉
 I 2 I
−I 0 I

and so nuclear interactions in rare earths are characterised by just two constants; al and
aQ.
2.3 Inhomogeneous broadening
In solid state materials, effects that broaden the linewidth of a transition can be grouped
as either homogeneous or inhomogeneous. In a perfectly ordered crystal, each ion would
be subject to identical crystal-fields and so the transition energies of the ensemble would
be degenerate. In reality, crystals are not perfect and each individual ion may experience
a slightly different local environment, which is the case for both Si and YSO. This disorder
is usually random or ‘inhomogeneous’ across the ensemble of ions. Furthermore, this
crystalline disorder often has many different sources and these can be grouped according
to their dimensionality.
• 0D point defects such as vacancies, interstitial atoms or substitutional impurities
• 1D line defects, also known as dislocations
• 2D planar defects such as grain boundaries in poly-crystalline materials or stacking
faults in layered materials
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• 3D volume defects such as voids, fluid inclusions or clusters of point defects
Both the YSO and Si crystals studied here are grown as high -quality single crystals, in
which the dominant defects are usually zero or one dimensional.
2.3.1 Statistical approximations of inhomogeneous broadening
For large ensembles of ions, the inhomogeneously broadened lineshape can be modelled
accurately using a statistical distribution. As several distinct statistical models exist, one
must determine the appropriate model for a given material. This choice generally depends
on the defect density, and for crystals with defect densities below 1% the continuum model
is used [93]. This model gives rise to Lorentzian, Gaussian or Holtzmark distributions,
depending on the nature of defects present.
For the YSO crystal studied in this thesis, however, the isotopic impurities of Si and O
lead to higher defect densities (a few percent) even though the doping concentration is only
0.005%. These uncharged point defects create a Lorentzian profile at low densities, which
transitions to a Gaussian profile at 50% defect density. Thus, the continuum model is not
appropriate at these high defect concentrations and a Voigt profile will typically produce
a better fit [94,95]. This profile is a convolution of Gaussian and Lorentzian functions:
V (x;σ, ρ) =
∫ ∞
−∞
G(x′;σ)L(x− x′; ρ)dx′
where G(x;σ) =
e−x2/2σ2
σ
√
2pi
and L(x; ρ) =
ρ
pi (x2 + ρ2)
The linewidths of the Gaussian and Lorentzian distributions represent the only free para-
meters in the Voigt profile, as the amplitude of each component is scaled to one. Even
though the defect density in YSO is high, the broadening of the optical transitions is
narrower than the GHz linewidths obtained with other rare-earth dopants at similar con-
centration in this material [62]. Figure 2.3 in particular shows a spectrum of 0.005%
167Er:YSO. The convolution of many optical transitions in this figure gives rise to a com-
plicated lineshape, however, the individual absorption lines demonstrate sub-GHz inhomo-
geneous broadening. These narrow absorption lines represent optical transitions between
individual hyperfine states of 167Er.
While statistical distributions are not particularly relevant for the single Er:Si sites
presented in Chapter 5, some discussion regarding inhomogeneous broadening in Er:Si is
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presented in Section 5.5.
Figure 2.3: The inhomogeneous line of the I15/2 → I13/2 transition of 167Er:YSO site 1 in zero
magnetic field, centred at 1536 nm. This spectrum is more complicated than the one observed for
natural abundance Er:YSO, where the I = 0 isotopes 166Er and 168Er produce a single dominant
line which lacks any obvious substructure. Here one observes many lines due to the 16 hyperfine
states (S˜ = 1/2, I = 7/2) in both the ground and excited optical levels. A crystal cut from the same
boule was used for the experiments in Chapter 4. Spectrum taken from Ref [69].
2.4 Transition dynamics of 167Er
Quantum information processing and storage in rare earth materials is achieved with both
optical and spin transitions. Whether these transitions are fit for purpose depends largely
on the dynamic interactions within the solid state host. This section begins by introducing
two key metrics in this regard; the lifetime (T1) and the coherence time (T2). The rest of
the section outlines the important dynamics for rare earth systems, and 167Er in particular.
2.4.1 Population lifetime (T1)
A population of ions in an excited energy state a will decay to the ground state b (or
a thermal ratio of a & b) at an exponential rate, governed by the decay time-constant
T1. For a single ion, the time integral of this function becomes the probability of the ion
stochastically decaying. Furthermore, there can be multiple decay paths between states a
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and b, some of which involve intermediate states c, d, etc. The relative probability that a
decay will occur via a particular transition is called the branching ratio. In general, the
lifetime of state a via n branches can be calculated as follows:
T1 =
(∑
n
1
T1(n)
)−1
(2.10)
where each T1(n) is the decay time-constant of transitions n.
2.4.2 Coherence time (T2)
The coherence time T2 of a transition is one of the most important parameters for quantum
information processing and storage. It is inversely proportional to the transition linewidth
for a single ion, known as the homogeneous linewidth:
Γh =
1
piT2
(2.11)
The homogeneous linewidth is determined entirely by dynamic effects. Such dynamics act
as sources of noise, causing transition broadening and dephasing. Even in a noise-free
environment, however, the decay time T1 of the transition is still a source of decoherence.
In particular, T2 ≤ 2T1, and so the homogeneous linewidth can be rewritten as a function
of dephasing and decay:
Γh = Γφ +
1
2piT1
The coherence time of a transition is usually measured using coherent pulse sequences,
such as the photon-echo sequence described in Section 3.3.
2.4.3 Cross relaxation
We now turn our attention to processes that reduce lifetimes and coherence times. The first
dynamic process considered here is spin-spin coupling, which is a type of cross-relaxation.
This involves the exchange of energy and angular momentum between ions, and can occur
through several different interactions.
For the low doping concentrations dealt with in this thesis, cross-relaxation is predom-
inantly mediated by the magnetic-dipole interaction. At high doping concentrations the
overlap of dopant wavefunctions leads to direct spin exchange. These are both resonant
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processes where the exchange of energy between ions must be conserved. If the trans-
ition energies between two rare earths differ, then cross-relaxation will only take place if
additional ions can ‘bridge the gap’. This three (or more) body process occurs in YSO
due to the dense bath of nuclear spin−1/2 Y ions. Their energy splitting can mediate
cross-relaxation between two slightly detuned Er ions.
Because a quanta of angular momentum is also exchanged during cross-relaxation, the
selection rule obey ∆mS = ±1. This is true for both hyperfine and electronic cross-
relaxation. Furthermore, the strength of magnetic-dipole mediated cross-relaxation de-
creases with r−3. For this reason memory demonstrations use very low (ppm) doping
concentrations to increase the distance between rare earth ions.
As a final point, one must also consider resonant cross-relaxation between species other
than rare earths in the crystal. In crystals used for quantum information processing such
as YSO and Si, there is usually a large density of nuclear spin species. As was pointed
out already, YSO has 100% abundance of nuclear spin−1/2 Y. In both Si and YSO, the Si
species also has a 5% abundance of nuclear spin−1/2 29Si. As these ions cross-relax with
each other, they create a rapidly fluctuating magnetic field. This can significantly affect
the coherence times of both the optical and spin transitions, and usually sets the limit for
nuclear spin coherence in high quality crystals.
2.4.4 Spin-lattice coupling
Also known as as phonon coupling, this interaction transfers energy between the vibrational
modes of the crystal and the rare earth ions. The crystal is composed of electric charges
and so the vibrational modes of the crystal generate oscillatory electric and magnetic fields.
Discrete quanta of these oscillatory fields, called phonons, can be emitted or absorbed by
the ions. Unlike cross-relaxation, spin-lattice coupling only affects non-degenerate trans-
itions. This is because there are no phonons at zero frequency. Kramers ions exhibit
pairs of electronic states, called Kramers doublets, whose degeneracy is only lifted by an
external magnetic field. This structure was outlined in Section 2.2.2, and cross-relaxation
dominates the dynamics in zero field for this reason.
When addressing the issue of spin-lattice coupling, one must first consider the availabil-
ity of phonons resonant with the transition of interest. At temperature t, the phonon bath
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Figure 2.4: The theoretical distribution of thermal phonons at 1.4 K. Although it cannot be
discerned in this figure, the phonon number density at 360 GHz is one hundredth the peak density
at 80 GHz. This is also equivalent to the density at just 20 MHz.
is analogues to a black body spectrum, and can be described by the Planck distribution:
ρph(ω) =
3~ω3
2pi2υ3
1
exp
(~ω
kt
)− 1 (2.12)
The phononic interaction is much more important than the equivalent photonic, because
the speed of sound in crystals is only ∼2000 m/s. Hence the density of thermal phonons
exceeds thermal photons by (c/υ)3 ≈ 1015.
Figure 2.4 illustrates the phonon distribution at a temperature of 1.4 K, highly rel-
evant to the experiments described in Chapter 4. The important consideration for these
experiments is the density of phonons beyond the peak of the phonon bath.
Reducing the density of available phonons is very important because the rate of elec-
tronic spin transitions will be proportional to the density. Depending on the energy of the
electronic transition, a variety of phonon processes can occur. The splitting frequency of
a Kramers doublet transition is usually GHz or more in fields greater than ∼100mT, and
can reach THz with large magnetic fields. In this regime the spin transition is strongly
coupled to the lattice, and resonant phonons can drive it directly.
For MHz transition energies, however, there is a lack of resonant phonons to strongly
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drive the direct process. Instead two-phonon processes dominate, because they utilise the
abundance of phonons at the peak of the thermal distribution (see Figure 2.5).
The coupling of phonons to spin transitions
Phonons drive transitions in rare earth ions via the oscillatory electromagnetic fields they
induce in the crystal. The precise nature of this phonon-ion coupling has a large effect on
the transition rates. For the most part, transitions at phonon energies (MHz-THz) involve
electronic or nuclear magnetic spins. One would then assume that phonons couple to the
magnetic dipole of the spins. Magnetic coupling, however, is very weak. The strongest form
of magnetic coupling in rare earths, the Waller process [96], will only induce relaxation on
a timescale of days for an electron-spin in YSO3. This is much longer than the millisecond
lifetimes measured for electronic spin transitions in Er:YSO [98].
Accurate estimates of the spin transition lifetimes are achieved, rather, through the
electric-dipole interaction. It was explained in Section 2.2.1 that rare earths ions have
large spin-orbit coupling. Furthermore, the interaction of the ion with the crystal-field
causes an admixture of distinct spin-orbit levels, such as the 4I13/2 and 4I15/2. In 1940
Van Vleck discovered how this admixture allows for orbit-lattice coupling in the nominally
magnetic spin transitions [99]. As it turns out, electric coupling in Kramers rare earths is
actually much stronger than magnetic mechanisms such as the Waller process.
To understand this electric coupling, we turn to the work of Finn, Orbach and Wolf
[100]. They describe phonons as oscillating perturbations of the electric crystal-field HCF.
Furthermore, the magnitude of perturbation H ′ induced by phonons is proportional to the
crystal strain . Using the operator notation outlined in Section 2.2.2, the perturbation
can be written as follows:
Hphonon = 
d
dx
HCF
= 
d
dθ
∑
k,q
BkqC
k
q (θ, φ)
= 
∑
k,q
Bkq
(
Ck+1q sin ν + C
k−1
q cos ν
)
(2.13)
In the above expression, the variable ν is determined by the angle between the resonant
phonon mode and axis of quantisation. It should also be noted that the spherical harmonic
3For a 10 GHz energy splitting at 2 K, derived using equation (10.52) of Abragam & Bleaney [97]
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operators of H ′ have odd exponents. Although such operators are not dealt with in crystal-
field analysis, this result is not surprising given how they represent derivatives of k-even
operators. For a spin transition from state | − s〉 to | + s〉, the phonon-coupling strength
can then be determined precisely:
ω±s =
2pi
~2
|〈+s|Hphonon| − s〉|2
Furthermore, spin-lattice coupling obeys the standard selection rules for electric-dipole
transitions. In particular ∆mS = 0,±1 where S is either the electronic, nuclear or coupled
spin basis (J, I or F ).
Multi-phonon processes
The discussion so far has focused on the direct process, where a single phonon is exchanged
between the spin and the lattice. There are also important multi-phonon processes, which
are illustrated in Figure 2.5. The fist of these is the Raman (or virtual phonon) process.
Raman phonons form at the beat frequencies of two thermal phonons: ωvir = ω1 ± ω2. A
whole continuum of low-energy phonons are formed in this process, where the resonance
condition is satisfied by ~ωvir = ~(ω1 − ω2). Even though the density of these ‘virtual’
phonons is small, the continuum of available modes still makes Raman processes strong
for low frequency transitions.
The other important two-phonon contribution is called the Orbach process [100]. Much
like the Raman process, a transition is driven at the difference of two-phonon energies
∆E = ~(ω1−ω2). The coupling can be much stronger in this case, however, as the process
is resonant with the electron-spin transition. This is particularly relevant for the hyperfine
transitions of 167Er, which in large fields can be driven indirectly via the high energy
Kramers doublet transition. In this case the phonon frequencies ω1 and ω2 must precisely
match the energies of two Kramers doublet transitions differing by a hyperfine splitting
(ω1 − ω2) /2pi ≈ 1GHz. Although this resonant phonon process doesn’t admit a continuum
of phonon frequencies, it is important when the electronic spin transition energies are near
the peak of the phonon bath. This is approximately 80 GHz at 1.4 K, as shown in Figure
2.4.
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Figure 2.5: An illustration of phonon mediated spin-lattice coupling. The left hand side shows
a thermal phonon distribution. The horizontal black bars on the right represent three energy
levels of an Er ion labelled a,b and c. Low energy phonons (red) are resonant with the a ↔ b
transition, and will drive it directly. A continuum of phonon pairs (green) can drive the same
transition indirectly, as a Raman process. A higher energy level c within the phonon bath will
also drive the a ↔ b transition indirectly, via the blue phonons. This is a resonant two-phonon
process called Orbach coupling.
2.5 Energy structure and dynamics of Erbium in Silicon
So far this chapter has focused on the structure and dynamics of rare earths in solid state
insulators. When doped into semiconductors, the structure and dynamics become more
complicated. These additional properties are key to single-site detection of Er ions in Si,
however. This section outlines the properties of Er:Si relevant to the investigations in
Chapter 5.
Section 2.5.1 presents an outline of optically stimulated charge transfer in Si. This
covers both the energy level structure of Si and the interaction between the lattice and light.
Section 2.5.2 then explains how the 4f -shell levels fit into the Si energy level structure.
Section 2.5.3 concludes with a description of the charge dynamics in the Er:Si system, and
explains how these dynamics are detected in this thesis.
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2.5.1 Optical stimulation of charge carriers
Silicon is a semiconductor with a relatively low energy bandgap; 1.15 eV at liquid helium
temperatures. This allows optical stimulation to mobilise charge carriers in the lattice.
These charges carriers can take the form of electrons in the conduction band or holes in
the valence band. The quantity of mobilised charge will also depend on the wavelength of
light.
Photons with energies greater than 1.15 eV (1100 nm) can excite electrons from the
valence band into the conduction band. This ‘above-bandgap’ stimulation can mobilise
large amount of charge, in the form of free electrons and holes (see Figure 2.6).
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Figure 2.6: The energy level structure and dynamics of Er:Si (a) Coulomb exchange (gold)
can transfer energy from the excited I13/2 level to an electron that’s weakly bound to the erbium
related doner level DEr (see Section 2.5.3). This releases the electron to the conduction band.
Note also that the relative energy of the 4f levels in Si marked with a ‘*’ are not well known
(see Section 2.5.2) (b) Above bandgap light (blue) can excite electrons from the valence band,
mobilising both the electron and a hole as a pair of free carriers. (c) Below bandgap light (red)
can mobilise charge carriers from shallow trap states near the valence and conduction bands. (d)
below bandgap light will also create short lived excitons. These uncharged pseudo-particles exist
for only microseconds and carry as little as 14 meV of energy.
Below-bandgap photons can also mobilise charges, but in smaller amounts. Because
these photons cannot promote electrons from the valence band, they rely on impurities in
the Si to generate charge carriers. These impurities create energy levels in the bandgap,
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and this is illustrated in Figure 2.6 (c). Such localised energy levels are called ‘trap’ states,
and are classified as follows:
• ‘Donor’ states near the conduction band, formed by Group V dopants that release
their 5th valence electron.
• ‘Acceptor’ states near valence band, formed by Group III dopants that capture a 4th
valence electron.
Generally speaking, donor traps capture electrons from the conduction band while acceptor
traps capture free holes from the valence band. Below-bandgap light mobilises charge by
depleting these traps. 1550 nm light mediates this process very effectively, and it’s relevance
to the Er:Si system will be explained in the next subsection.
Light can also transfer energy to the lattice without mobilising charge. When this
occurs an electron-hole pair called an exciton is created, which is illustrated in Figure 2.6
(d). The electron and hole that constitute the exciton are not free carriers. In fact, exciton
binding energies can be as low as 14 meV and both above and below-bandgap light can
stimulate this process [101]. Although excitons are produced in large amounts by optical
illumination, they are short-lived with lifetimes of microseconds. For this reason they don’t
affect the charge dynamics on the millisecond timescales relevant to the work presented
here.
2.5.2 Energy structure of Er:Si
Erbium takes on the 3+ configuration in silicon, as in many other materials [102]. The 4f
levels are also situated well below the bandgap. While the energy level spacing has not
been precisely determined, estimates place the I15/2 level approximately 6 - 20 eV below
the valence band [102–104]. This tight binding is a property unique to the rare earths.
The reason was discussed at the start of the chapter, and is illustrated in Figure 2.1. It
also prevents light from directly ionising the 4f electrons. Instead, an optically excited 4f
electron can mobilise charge via a coupled trap state [105]. An explanation of this process
is covered in the following section, and assumes constant illumination by light resonant
with the I15/2 ↔ I13/2 optical transition.
2.5.3 Charge dynamics of Er:Si
Charge exchange with the Si lattice occurs only if an Er ion forms an impurity complex
with other dopants. When this occurs a donor level is created in the bandgap.
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For example, Er-O complexes form a donor level about 150 meV below the conduction
band [106]. This oxygen-related level (DEr) is illustrated in Figure 2.1 (a). DEr comprises
an electronic state weakly bound to a ‘dangling bond’ of the oxygen impurity. Wavefunction
overlap between the weakly bound electron and 4f electrons mediates energy exchange
(see Figure 2.7). This is a very short distance and strongly coupled coulomb exchange
interaction. More importantly, the 800 meV potential of the I13/2 state is sufficient to
ionise this weakly bound electron.
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Figure 2.7: An example of a tetragonal Er-O complex, whose structure was determined by Carey
et al. [104]. Electrons can bind to ‘dangling bonds’ formed by oxygen dimers, albeit weakly. This
creates a donor level DEr in the bandgap of Si. Energy is be passed between the weakly bound
electrons of the donor level and the 4f electrons through the Coulomb interaction.
Once the DEr level is depleted, the ionisation process should be quenched; there is
insufficient energy from a single I15/2 → I13/2 excitation to promote an electron from the
valence band. Instead, electrons from the conduction band can fill the DEr level once again.
This process is mediated by electrons released from nearby traps. Er:Si photoluminescense
studies have shown the lifetime of these traps to be hundreds of milliseconds without light.
Below-bandgap light, however, shortens this lifetime to several millisecond (see Chapter 4
of Ref [107]).
An Er complex can also re-ionise captured electrons very efficiently. This is because it
possesses a resonant optical absorption process, in the form of the I15/2 ↔ I13/2 transition.
This enhanced absorption cross-section allows the DEr level to release electrons at a much
higher rate than other traps. Thus, the complex is a very efficient charge pump under
illumination: Below-bandgap light feeds it electrons and resonant absorption rapidly re-
ionises them.
The charge redistribution caused by this process is detected using highly sensitive Single
Electron Transistors (SET’s) in this thesis. SET’s were introduced in Section 1.2, and a
detailed summary of their operation is presented in Section 3.4.
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2.6 Summary
This chapter aimed to provide several key pieces of theoretical knowledge, necessary for
understanding and analysing the results of this thesis. Firstly, Section 2.2 presented the
4f -shell and crystal-field Hamiltonian parameters relevant to rare earth ions. These para-
meters are used to analyse the crystal-field structure of a single Er:Si ion in Chapter 5.
Section 2.3 then conferred a statistical model for inhomogeneously broadened ensembles
in Er:YSO. This model was required for analysing the optical absorption lines presented
in Chapter 4. Section 2.4 focused on the dynamic interactions that affect the coherence
properties of rare earth ions, both in Si and YSO. An understanding of these interactions is
critical to achieving the long lifetimes and coherence times presented in Chapter 4. Finally,
the Er:Si energy structure presented in Section 2.5 is useful for understanding the single
Er spectra presented in Chapter 5.
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Chapter 3
Experimental techniques
The following chapter outlines the key techniques and equipment required for the spec-
troscopic investigations presented in Chapter 4. Section 3.1 describes the relevant optical
spin-pumping techniques used for manipulating large ensembles of 167Er ions. Section
3.2 follows with an outline of optical modulation spectroscopy. This outline includes the
transfer equations relevant for phase and amplitude modulation, as both are used to obtain
167Er : YSO spectra. A very brief description of photon echoes in then presented in Section
3.3; this coherent-transient technique is used for the coherence measurements in Section
4.11. The chapter concludes with a description of the charge sensing technique used to
detect single Er:Si ions, in Section 3.4.
3.1 Optical spin pumping of hyperfine states.
For temperatures greater than a few Kelvin, an ensemble of 167Er ions will have an equal
number of ions in each hyperfine state. Such an ensemble can be described by an equal
mixture of hyperfine states mI = {|−7/2〉, · · ·, |+7/2〉}. Broadly speaking, spin-pumping
encompasses methods for creating non-thermal distributions of such hyperfine states. In
this thesis, optical spin-pumping via laser absorption is used for spectral holeburning and
nuclear spin polarisation. For optical spin-pumping to work effectively with the hyperfine
states of 167Er, there are two basic requirements:
• There must be sufficient mixing between hyperfine states to effectively drive optical
|∆mI | ≥ 1 transitions.
• For efficient pumping, the hyperfine transition lifetimes must be much longer than
the optical lifetimes.
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These criteria are often met for non-Kramers trivalent rare earths in low symmetry
hosts. The results presented in Section 4.10 demonstrate that these requirement have now
been met for the hyperfine states of 167Er also.
3.1.1 Spin-based spectral holeburning
Spectral holeburning occurs when Γh  Γinh. It is used in this thesis to probe the hyperfine
transition energies and dynamics of 167Er:YSO. It is also an important tool in many
quantum memory protocols [47,50,57].
Holeburning involves the creation of a spectral transmission window by narrow-band
optical excitation. The depletion of resonant ions at the wavelength of the spectral ‘hole’
creates additional absorption peaks at the excitation wavelengths of adjacent ground-state
spin-levels. These absorption peaks are called ‘anti-holes’, and the entire holeburning
process is described in Figure 3.1. Sub-figures a) - c) represent a simplified holeburning
scenario, where the difference in ground-state energy spacings is much larger than Γinh.
In this scenario, burning a single hole will show at most two images of the holes and six
anti-holes.
For most rare earth ensembles, however, more complex holeburning spectra are ob-
served. This occurs because Γinh is larger than the spin transition splittings, and thus
a single frequency laser will drive multiple transitions. For the system in Figure 3.1, the
number of spectral features increases nine-fold because of this overlap. In this case, two
side-holes form at wavelengths corresponding to the |2〉 ↔ |1′〉 and |2〉 ↔ |3′〉 transitions.
Four more side-holes form because the ions are driven out of each ground-state spin-levels
|1〉, |2〉 and |3〉, and the number of anti-holes will likewise increase. A complete spectrum
of holes and anti-holes is presented in Sub-figure e), for large Γinh.
With it’s eight hyperfine states, 167Er can potentially exhibit thousands of holes and
anti-holes in an optical spectrum. However, the limited mixing of hyperfine states will sup-
press most transitions. Because of this, holeburning spectra in 167Er ensembles usually have
only a few holes and anti-holes [69]. For 167Er in large fields, the energy spacings between
the largest holes and anti-holes reveal the I15/2 hyperfine transition energies. Similarly,
the images of the spectral holes are associated with the I13/2 hyperfine transitions. This
general rule is used to determine the 167Er:YSO hyperfine transition energies in Section
4.5.
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e)
Figure 3.1: Spin-state holeburning for an ion with three ground and excited spin-levels. a)
A laser tuned to the |2〉 ↔ |2′〉 transition will transfer population from ground-state spin-level
|2〉 to the excited state spin-level |2′〉. b) Excited ions will decay to the ground-state spin-levels
|1〉, |2〉and |3〉. Those that decay to spin-level |2〉 are once again excited by the laser. c) Repeated
excitation will remove all ions from ground state |2〉. d) A spectral hole in an inhomogeneously
broadened ensemble. Side-holes and anti-holes are not shown. e) Indication of side-hole and anti-
hole wavelengths when Γinh is much larger than the energy splitting between spin-states. Figure
reproduced from the thesis of R. Ahlefeldt [78].
3.1.2 Measuring transition lifetimes using spectral holeburning
As mentioned above, spectral holeburning is also used in this thesis to probe the dynamics
of hyperfine transitions. The sub-ensembles of ions that undergo pumping represent non-
thermal states. This imbalance is opposed by spin relaxation, in the form of spin-spin
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coupling or spin-lattice coupling (see Section 2.4). These processes act to thermalise the
pumped ions with the spin-bath or crystal. Thus, spectral holes fill-in as ions relax into
the depleted spin-levels associated with the hole. By recording the amplitude of spectral
holes and anti-holes as a function of time, this relaxation rate can be measured. There are,
however, two important considerations when interpreting such time-series measurements:
Firstly, burning a spectral hole will often pump population into multiple spin-levels.
The hole will then fill at a rate determined by relaxation from each spin-level (see equation
2.10). This makes it difficult to determine the lifetime of a single spin-transitions. However,
for quantum memory implementations that require narrow spectral features (such as two-
level AFC’s), the average rate at which the hole fills is the relevant metric. For 167Er:YSO,
this parameter is investigated experimentally in Section 4.10.
Secondly, spectral holes can broaden if strong dephasing interactions are present. Trans-
ition dephasing causes the optical frequencies of the ions to shift, and some of the ions which
form the ‘walls’ of the spectral hole will shift into the burnt region. This process is a type of
spectral diffusion (see Ch4 of [81]), and potential mechanisms associated with the spins of
the Er ions have already been discussed in Sections 2.4.3 and 2.4.4. The amount of diffusion
caused by these short-range interactions depends on the interaction strength; interactions
involving the electronic spins usually contribute more diffusion than the equivalent nuclear
spin interactions. More specifically, any interactions which flips an Er electronic spin will
cause significant dephasing of neighbouring Er ions via the magnetic dipole interaction.
Optical excitation can also contribute significant spectral diffusion in Kramers systems,
predominantly through the electronic dipole interaction. Because this diffusion occurs
while the spectral feature is being prepared, it’s often referred to as Instantaneous Spectral
Diffusion (ISD). The 10 ms lifetime of the Er optical transition further limits the timescale
on which this diffusion process can act.
Irrespective of the diffusion mechanism, however, the total area of a spectral hole is
conserved during (and after) spectral diffusion. Thus, measurements of hole area rather
than amplitude should be used if significant spectral diffusion is present.
3.1.3 Spin hyper-polarisation
Spin hyper-polarisation is the process of driving a significant fraction of ions into a single
spin-state. This phenomenon is exploited for quantum state preparation in atomic vapour
systems [74], where polarisation selective optical spin-pumping is used [108]. However,
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spin-state mixing in anisotropic rare earth sites inhibits polarisation selectivity. Instead,
hyper-polarisation can be achieved with frequency selectivity if the spin-transition energies
are larger than Γinh. Several rare earth ions have demonstrated this property for hyperfine
transitions in solid state, including Er, Nd, and Ho [109–111]. However, the first demon-
stration of efficient hyper-polarisation of any rare earth system is presented in Section
4.7.
The properties required for frequency-selective optical spin-pumping are investigated
in the first half of Chapter 4. With these requirements met, optical pumping is achieved by
repeatedly exciting every ∆mI = +1 (or -1) optical transition within the inhomogeneously
broadened population envelope. This will eventually drive all the ions in the ensemble
into the mI = |−7/2〉 (or |+7/2〉) hyperfine state, via the cascade of ∆mI = ±1 transitions.
Pumping into a single state can also be achieved by driving with both |∆mI | = 1 and
|∆mI | > 1 transitions; this may lead to faster pumping rates under certain situations. An
example of efficient laser-driven optical spin pumping is presented in section 4.7.
3.2 Modulation spectroscopy
The previous section introduced the techniques of holeburning and hyper-polarisation.
While both are types of optical spin-pumping, their requirements vary greatly when it
comes to collecting spectra. Holeburning of hyperfine states reveals structure on the GHz
scale in 167Er:YSO but requires sub-MHz resolution and accuracy. Hyper-polarisation, on
the other hand, produces sub-GHz features that lack fine details. However, these absorption
features often have exceedingly large optical depth (OD), requiring an imaging technique
which avoids saturation.
The difficulty then, is to realise an experimental setup that can fulfil these requirements.
As it turns out, modulation spectroscopy is able to satisfy all these requirements.
The approach used in this thesis is a minor tweak of an old technique; optical heterodyne-
spectroscopy has been around for many decades [112]. The novel aspect is the use of
opto-electronics designed for the 1550 nm telecom band. In particular, GHz bandwidth
Electro-optic Modulators (EOMs) and detectors that are readily available and inexpensive
at this wavelength1.
Modulation spectroscopy relies on detecting the sideband-carrier beat generated by the
110 GHz electro-optic modulators and frequency domain detectors cost approximately $1000 [113,114]
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EOM. Sideband modulation allows the laser to remain locked, which is key to achieving
sub-MHz accuracy. While this greatly improves the potential resolution of the scan, it
also simplifies experiments where scans are combined with narrow spectral holeburning or
coherent pulsing. Two lasers are otherwise required for such experiments; a stabilised laser
for holeburning and pulsing, and a free-running laser for scanning. Furthermore, the phase
sensitivity of this technique makes it uniquely suited for high OD measurements.
3.2.1 An overview of amplitude and phase modulating EOM’s
Both Phase Modulating (PM) and Amplitude Modulating (AM) EOM’s were used to
collect the spectra in Chapter 4, although AM spectra predominated for reasons outlined
in the next section. To explain how these spectra were collected, this section presents an
analysis of the modulator equations.
Optical
 
input
Optical
 
output
RF
input
DC
input
 
Path 1
Path 2
50
Optical
 
input
Optical
 
output
RF
input
50
Phase Modulator
Amplitude Modulator
(a)
(b)
Figure 3.2: Physical diagrams of (a): PM-EOM and (b): AM-EOM. Internally they comprise of
LiNbO3 crystals, whose refractive indices are modulated via electrodes (brown). For the AM-EOM
the light is split into two paths, forming a Mach-Zehnder interferometer. Applying a bias voltage
to the DC input will shift the optical phase θ of path 1, which determines the carrier amplitude
and phase. Applying RF modulation to path 2 generates optical sidebands.
The electric field output from these modulators can be derived from the schematics
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presented in Figure 3.2. For low modulation depths, the phase modulator output is:
EPM =
αe−iωt︸ ︷︷ ︸
SB1
+ β︸︷︷︸
carrier
− αeiωt︸ ︷︷ ︸
SB2
 eif0t
The variables in this expression are the sideband amplitudes α, the modulation frequency
ω, and the laser (carrier) amplitude and frequency β and f0. Implicit in this expression
is the assumption of slow modulation (ω  f0) and low modulation depth (α β). This
yields an intensity output:
IPM = E
∗
PMEPM
= 2α2 (1 + cos 2ωt) + β2
Here the weak amplitude modulation at frequency 2ω is a result of truncating the higher
order sidebands in the electric field equation. In-fact, no amplitude modulation is produced
with PM because the beat between the carrier and second-order sidebands precisely cancel
this term.
The output of an amplitude modulator is slightly more complicated because it has two
optical paths:
EAM =
[
αe−iωt + β − αeiωt + eiθ (−αe−iωt + β + αeiωt)] eif0t
=
−i sin (θ/2)αe−iωt︸ ︷︷ ︸
SB1
+ cos (θ/2)β︸ ︷︷ ︸
carrier
+ i sin (θ/2)αeiωt︸ ︷︷ ︸
SB2
 2ei(f0t+θ/2)
here an additional term θ is required to describe the phase between the optical paths, and
the intensity output is given by:
IAM = 8αβ sin θ sinωt+ 2 (1 + cos θ)β
2
where the α2 terms are ignored. The phase term θ affects the intensity of both the carrier
and amplitude modulation. In particular, maximum AM is achieved with a phase θ = pi/2.
3.2.2 The properties of amplitude and phase modulation
PM is ideal for detecting weak signals, and is used for applications like Pound-Drever-Hall
(PDH) laser-stabilisation. This is because the modulation power α can be quite large, and
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yet contribute no intensity noise atfrequency ω. Absorption of a single sideband, however,
will break the modulation symmetry and generate an AM signal. This is used to detect
small absorption with high modulation power at RF frequencies.
The optical depth of 50 ppm Er:YSO, however, produces a clear absorption signal.
Because of this, the small-signal sensitivity of PM is not required. Instead, PM has a dis-
tinct draw-back for high OD measurements; it’s difficult to calibrate the spectral response.
Physical EOM’s have a frequency dependent power response. This can be parametrised by
reformulating the sideband amplitude as α(ω). Indeed, all the RF equipment used in the
experiments of Chapter 4 exhibits frequency dependent transmissivity. To accurately re-
cord a spectral absorption profile, the frequency dependent transmission of RF power P0(ω)
through the system must be accounted for. This background signal can only be measured
by recording an AM spectrum, and for this reason AM spectroscopy is predominantly used
in this thesis.
3.2.3 The modulation power response
Even after compensating for the RF equipment, measuring absorption spectra with mod-
ulation spectroscopy is complicated. The remainder of the section outlines the analysis
required to extract the real absorption profile η′′ from the spectrum data.
Figure 3.3 illustrates how the three optical fields of the EOM are affected by an absorpt-
ive material. The amplitude and phase of each field is transformed differently, depending
on their relative optical frequencies. Thus, the sum of the three output fields (Eout)can be
written in the general form:
Eout = exp
(−η′′ + iη′) · Ein
=
[
α−e−i(ωt−φ−) + βeiϕ − α+ei(ωt+φ+)
]
eif0t (3.1)
where the following relationships apply:
α± = α0e−η
′′(f0±ω)
φ± = η′ (f0 ± ω)
The term ϕ determines the phase relationship between the sidebands and carrier, making
Equation (3.1) general enough to describe both amplitude and phase modulation. In
particular, pure PM is realised with ϕ = 0 and AM with ϕ = pi/2. Using the above
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Figure 3.3: a) The three optical fields of the modulator (collectively referred to as Ein) pass
through an absorptive medium and the collective output field incident on the optical detector is
given by Eout = eη
′′+iη′Ein. b) For the 167Er:YSO crystals investigated in this thesis, the real
absorption η′′ is narrow enough to fall within the sweep of just one sideband. This simplifies the
algebraic form of the output field Eout, even though the complex absorption η′ is still quite broad.
expression one can then calcuate the power P (ω), corresponding to the RF intensity at
frequency ω output from the optical detector (assuming modulation at frequency ω as
well). This is proportional to the square of the optical intensity I, because the detector
converts optical intensity to electrical voltage:
P (ω) ∝ (E∗outEout)2
With some algebraic manipulation (see Appendix B) this can be expressed as follows:
P (ω) ∝ α2− + α2+ − 2α−α+ cos (2ϕ− φ− − φ+)
Assuming the real absorption η′′ is sufficiently narrow in frequency, the lower sideband is
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not attenuated and can be treated as constant (α− = 1):
∴ P (ω) ∝ 1 + α2+ − 2α+ cos (2ϕ− φ− − φ+) (3.2)
Although it’s valid to ignore the absorption of the lower sideband α−, the phase dependence
of the lower sideband φ− must be accounted for. This is because the dispersive component
η′ tends to cover a much broader frequency range than the absorptive η′′. This is because
a Lorentzian absorptive feature falls off with the inverse square of detuning, while the
associated dispersion falls off with the inverse detuning (see Figure 3.3). The optical
phase-shift due to this dispersive component is evident in the high OD measurements of
Chapter 4.
The closed form above does not map the real absorption η′′ to RF power in a linear
manner. For AM spectroscopy (ϕ ≈ pi/2) there is a background power P = 2α2 when
no absorption is present2. If the upper sideband is completely absorbed, however, the
optical intensity will be halved and the RF power will drop by only 3/4, equivalent to 6
dB. One would think this issue limits the usefulness of modulation spectroscopy. However,
the phase dependence makes this method well suited for measuring very high OD’s. This
will be explained in the next two subsections, and illustrated in Figure 3.4.
3.2.4 Determining real and complex absorption
At first glance equation (3.2) seems like a complicated function of phase and amplitude
and not suitable for extracting the real-absorption profile η′′(f). However, the absorptive
and dispersive components of any material are related by a one-to-one Fourier map, known
as the Kramers-Kronig relations. Hence there is sufficient information in the absorption
profile η′′(f) to determine the RF power P (ω). More importantly, the reverse is also true
and there is direct map between the AM spectrum recorded and the real absorption:
P (ω)↔ η′′ (f)
A precise estimate of η′′ from the spectrum is relatively straight forward when some inform-
ation about the absorption profile is already available. The optical transition frequencies
in 167Er:YSO are determined in Section 4.5, and an estimate of the transition linewidth
2Physical amplitude modulators have some residual PM due to imperfections in the electrodes, causing
imbalance in the RF modulation. This can be accounted for with a small phase offset δ, such that
ϕ = pi/2 + δ. For the modulator used in this work, δ ≈ 50.
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is presented in Section 4.6. This information drastically reduces the fitting parameters re-
quired to model η′′, so the amplitude of the inhomogeneously broadened absorption profile
η′′(f) is the only free parameter remaining.
3.2.5 High optical depth
In 2010 Hedges et al. were the first to demonstrate an efficient quantum memory for
light, which required an optical absorption of 140dB [47]. This value had to be inferred by
indirect measurements, because their measurement techniques could not resolve more than
30dB of absorption. This resolution floor is also evident for the 167Er:YSO measurement
in Figure 4.3 of Chapter 4. Modulation spectroscopy presents a more direct approach to
estimating large OD’s. To illustrate this point, Figure 3.4 presents two simulated spectra
with large absorption; up to 80dB.
Evident in this figure is the effect of dispersion η′. Large dispersion creates a ‘split peak’
in the detected RF power, and the frequency separation between modulation minima is an
excellent indicator of optical depth. This effect is also observed for the large optical depth
presented in Figure 4.10 .
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Figure 3.4: A model of the RF power output from an optical detector, given a 100 kHz wide
optical absorption feature with a Lorentzian profile. This profile is similar to that used by Hedges
et al. in their demonstration of an efficient quantum memory for light [47]. The left hand side
shows the RF power output with AM spectroscopy, while the right hand side shows the case
for PM spectroscopy. Here we assume the laser (carrier) is detuned from the optical absorption
feature by 100 MHz to prevent any dispersive phase-shift of the carrier. Thus, a typical sub-GHz
spectrum analyser acting as a RF frequency source and detector can resolve the three traces in
either sub-figure.
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3.3 Photon and spin echoes
Echoes are a widely used technique across many areas of quantum science, and are only
described briefly here. Photon echoes are the optical equivalent of spin echoes in NMR [115]
and were first demonstrated in ruby in 1964 [116]. In Section 4.11, echo sequences are used
to overcome the dephasing of the atomic ensemble due to inhomogeneous broadening. As
the name suggests, an ‘echo’ of the Free Induction Decay (FID) signal is produced, but at
a time much longer than the dephasing time T ∗2 of the FID.
Figure 3.5: The photon echo sequence, broken up into six stages, with the solid line showing the
applied light pulses and dotted line showing the FID. Part (a) represents the light intensity as a
function of time, with the solid line showing the light pulses and echo and the dotted line showing
the FID. Part (b) represents the Bloch sphere evolution of the ensemble vectors. Stage (i) shows
the initial quantum state, then the pi/2 pulse is applied in stage (ii), detuning occurs in stage (iii)
followed by a pi pulse in stage (iv). Finally rephasing occurs in (v) and a coherent emission is
produced in stage (vi) once the ensemble ions are in phase once again.
The two-pulse echo sequence is explained simply if we consider the Bloch sphere rep-
resentation, where the coherent state of a two level system is represented as a vector on
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a unit sphere. This is shown in 3.5 (b). The first pulse, known as a pi/2 pulse, takes the
atomic ensemble from the ground state (−Zˆ vector) and rotates it by θ = −pi/2 to vector
Yˆ. At this point each ion in the ensemble is in a 50:50 superposition of the ground and
excited states. The ensemble is then left to freely evolve for a time t1, and the individual
detuning’s of the ensemble atoms cause dephasing across Xˆ− Yˆ plane. A pi pulse is then
applied to the ensemble, and the vector representing each ion rotates 180 degrees about
the Xˆ axis. This acts to reverse the time evolution of the ensemble. Hence after another
time period of length t1, the ensemble vectors rephase to the −Yˆ vector. At this point in
time coherent light is emitted, due to the non-zero net polarisation of the ensemble.
In chapter 4 photon echoes are used to determine the coherence time T2 of a two-level
optical transition. This is achieved by measuring the echo amplitude as a function of delay
time t1, because decoherence will cause an exponential decrease in echo amplitude P with
increasing delay time; P (t1) ∝ exp (−2t1/T2) [117].
More complex pulse sequences can be built up using the same pulses used for the two-
pulse echo. In particular, coherent manipulation can extend to multiple levels. In Chapter
4, Raman echoes are used to manipulate hyperfine spin coherence via an intermediary
optical level. Conceptually, the spin-evolution of this Raman echo is analogous to the two-
pulse echo shown in Figure 3.5, and once again the coherence time of the spin transition
can be determined by measuring the optical echo amplitude [118].
3.4 Single electron transistors
The ability to detect single ionisation events in solid state is key to resolving individual
erbium ions in silicon. This detection is achieved with a device that was developed 30 years
ago, known as the Single Electron Transistor (SET) [119]. This section aims to familiarise
the reader with the physics of SET’s, to better understanding the data presented in Chapter
5.
3.4.1 SET structure
An intuitive understanding of SET dynamics can be achieved by first analysing a simpler
device. Shown in Figure 3.6, this simplified device exploits the properties of quantum
tunnelling. A finite potential well (the island) is formed by placing two insulating layers
(the tunnel-junctions) along a circuit path. This differs from a SET only because the
energy levels of the island are not quantised. Passing a current through this well relies on
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quantum tunnelling, and only occurs if the potentials in this circuit are biased such that
VS ≥ VI > VD. Tunnelling is suppressed if VI > VS, due to the thick potential barrier
between source and drain. This current-blocking effect is called Coulomb-blockade. The
potential of the island is controlled by an electrode called the gate, with voltage VG. Not
surprisingly, the current-voltage (I − VG) response of this device is similar to a classical
transistor.
VI > VS & VDVS > VI > VD
Source Island Drain
a) b)
Figure 3.6: A conceptual double-barrier device. Quantum tunnelling through such a device was
first demonstrated in 1974 [120]. a) If the island potential is equal to or less than the source
potential, their is a non-vanishing probability that the electron can pass through both tunnel
junctions. The tunnel junctions act as resistors while current flows, so the device behaviour is
near-Ohmic. b) When the island potential becomes sufficiently positive, the double-barrier device
blocks current with great efficacy.
A true SET takes this concept one step further, by reducing the size of the island until
it forms a quantum dot. In this regime, the capacitance of the island CI = q/VI is so
small that a single electron can raise the potential of the island above the source potential,
causing a self-induced Coulomb-blockade. This concept is illustrated in Figure 3.7, where
an additional electron will add a unit of charge to the island ∆q = e and raise the potential
by a uniform amount ∆Ve. This forms a ladder of discrete energy levels, with one ‘rung’
for each electron.
Just like in the macroscopic case, tuning the gate voltage will also change the potential
of the island. The I − VG trace, however, is considerably more interesting in this case.
Current can only tunnel through the quantum dot if the next available energy level or
‘rung’ on the ladder sits between the source and drain potentials. If the next level is too
low, an electron becomes trapped in the dot; too high and Coulomb blockade occurs.
This situation leads to resonant current peaks in the I−VG trace of the SET, illustrated
in Figure 3.8. These resonant peaks, called Coulomb peaks, are spaced precisely ∆V =
e/CI apart such that each successive peak corresponds to a unit increase in the electronic
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Figure 3.7: The single electron transistor. a) The quantised electronic energy levels of a quantum
dot shown in green. Even though the potential of the dot is below the source potential, the next
available energy level lies above it. Hence, an electron from the source (red) is prevented from
tunnelling onto the quantum dot because of self-induced Coulomb blockade. b) Simplified SET
schematic. Figure reproduced from [121]
occupancy of the quantum dot. The capacitance of the quantum dot increases very slowly
with the number of electrons, so the peak spacings tend to contract for higher occupancy.
An important parameter for SET operation is the source-drain bias: VSD ≡ VS − VD.
Quite often the SET is operated in a regime where VSD is much smaller than the peak
spacing ∆V . One would naively expect the Coulomb peaks to be narrower than VSD, given
the tunnelling requirement. At finite temperature, however, thermal fluctuations permit
a wider continuum of electron energies to pass through the transistor. At temperature T ,
the lineshape of a Coulomb peak is given by equation (2.4) of Kouwenhoven et al. [123]:
I(V ) ∝ cosh−2
(
VSD − Vpeak
2.5 · kBT/e
)
(3.3)
Although the experimental lineshapes diverge somewhat from this model, the peaks posi-
tions and widths are very stable in time. This stability is critical to detecting of individual
ionisation events, as will be explained in the following section.
3.4.2 Detecting ionisation of a single defect
The I-V characteristics of Coulomb peaks make them ideal for detecting small changes in
the quantum dot potential. If one considers the single-occupancy Coulomb peak in Figure
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Figure 3.8: An I − VG trace of an SET recorded at 60 mK [122]. The Coulomb peaks are clearly
visible, starting with single electron occupancy on the far left. As the dot becomes larger the total
capacitance increases, and so the spacing distance reduces towards the right. The thin black line
shows the fit given by equation 3.3. The first observation of coulomb peak structure in an I-V trace
was in 1988 [119]. The phenomenon was poorly understood at first, but this device was eventually
dubbed the ‘Single Electron Transistor’.
3.8, a 10 mV change in VG produces 1 µA of tunnelling current. The quantum dot isn’t
just capacitively coupled to VG, however. Any nearby source of electrostatic disturbance
will have a noticeable effect on the capacitance of the dot. For an Er3+ ion within several
nm of the dot, the charge redistribution described in Section 2.5 produces such an effect.
To get a sense of scale for this effect, ionisation within the dot would shift the potential
by an entire Coulomb peak spacing ∆V . For the most part, however, optically stimulated
charge redistribution shifts the potential by less than a Coulomb peak width. Figure 3.9
demonstrates the time trace acquired upon charging and discharging of a single Er related
level DEr (refer to Subsection 2.5.3).
3.4.3 Sensing with FinFET’s
Figure 3.10 illustrates the Fin shaped Field Effect Transistor (FinFET) used for the ex-
periments in this thesis. These FinFET’s are based on commercial designs and have been
used as SET’s since 2006 [124]. Unlike planar FET’s, the channel in a FinFET looks more
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Figure 3.9: The left side illustrates the shift of the coulomb peak due to charge redistribution
near the quantum dot. With the gate voltage fixed on the wing of the coulomb peak (Vset), the
shift leads to a large change in tunnelling current ∆I. The right side shows how the tunnelling
current changes in time as the Er related level DEr cycles through electron recovery
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like a nanowire with a gate wrapped around three sides, which yields stronger gate con-
finements. This is important because it improves the gate tuning sensitivity, allowing for
lower operating voltages and increased power efficiency. This also leads to highly elongated
quantum dots in these devices, as the gate creates an equipotential along the length of the
channel.
FinFET’s are also advantageous for measurements that require optical illumination of
the SET. Studies of photo-induced current noise in Al-SET devices on silicon and sapphire
have shown significantly lower fluctuations in the latter [125]. Charge traps and defects in
the silicon substrate below the channel are the most obvious noise source in this situation.
Fortunately, the charge sensing quantum dots in a FinFET device are tens of nanometres
from the silicon substrate, and are isolated from it by an oxide layer (not shown in Figure
3.10). This makes them less sensitive than planar FET’s, where the quantum dots are
formed in the bulk silicon itself. The metallic wrap-around gate also screens the channel
from similar noise arising from the high density of interfacial defects in the oxide layer
beyond the gate.
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Figure 3.10: The lower left shows a scanning electron micrograph of a FinFET, identical to
those used in this thesis. The top right shows a schematic cross-section of the transistor channel,
which is approximately 30 × 30 nm. By applying a small negative voltage to the gate, elongated
quantum dots are formed in the corners of the channel, bounded on the surface by a SiO insulator.
The conductive region formed by each dot has a cross-section of only 4 nm2. Figure reproduced
from Ref [124].
Chapter 4
Properties of 167Er:Y2SiO5 in a large
magnetic field
With an optical transition in the 1.5 µm telecom band, an Er doped crystal might seem
the obvious choice for long range quantum communication applications. However, Er
based approaches have been impeded by short spin lifetimes and hence short coherence
times. In order to address this issue, I investigate the optical and hyperfine transition
properties of 167Er:YSO in large magnetic fields. The properties of the 1.5 µm transition
in Er:YSO have already been extensively studied. In 1997, Macfarlane et al. observed
an order-of-magnitude improvement in Er3+ dephasing time at 1.5 µm, by applying a 5T
field along the D1 direction [67]. This result was reproduced by Scott et al. in 2003,
who additionally observed 4 second hole-lifetimes at 0.5T [68]. Six years later Bottger et
al. demonstrated a record 4.4 ms coherence time on the same optical transition using a
7T field [26]. These investigations, among others, illustrate that large Er electron spins
become thermally polarised with sufficient magnetic field [76,126].
These investigations did not, however, identify any long lived and coherent hyperfine
transitions associated with the Er ions. In zero magnetic field , Baldit et al. investigated the
properties of 167Er hyperfine transitions [69]. They observed hyperfine transition lifetimes
and coherence times of only 100 ms and 1 µs, respectively. The work presented here aims to
improve on these hyperfine transitions properties by using large magnetic fields to polarise
the electron spins.
The chapter begins with an outline of the previously determined spin-Hamiltonian of
167Er:YSO. This outline is followed by a description of the equipment and setup used for
the experiments presented this chapter, in Section 4.3. The first experiment is presented
in Section 4.4, comprising of a 7T absorption spectrum of 167Er:YSO. This is followed
by a holeburning study in Section 4.5. The purpose of this measurement is to determine
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the 167Er hyperfine structure at 7T. In Section 4.1 the experimentally determined energy
spacings are compared with the previously estimated values from the spin-Hamiltonian.
Using these values, a model of the absorption spectrum is developed and presented in
Section 4.6 and spin-polarisation of the 167Er hyperfine ensemble is investigated in Section
4.7.
The rest of the chapter is devoted to investigating the spin dynamics in 167Er:YSO,
starting with a study of the hyperfine population lifetime in Sections 4.8 and 4.9. The
magnetic field dependence of spectral hole lifetimes is then investigated in Section 4.10,
and the chapter concludes with optical and hyperfine coherence measurements in Section
4.11.
4.1 Previous investigations of 167Er:Y2SiO5
The first investigation into the hyperfine structure of 167Er:YSO was undertaken by Guillot-
Noël et al. at Chimie ParisTech in 2006 [127]. They measured 167Er ground-state hyperfine
transition energies using Electron Paramagnetic Resonance (EPR) in a naturally doped
crystal. By recording transition energies in fields up to 1T, they were able to parametrise
the tensors of the following ground-state spin Hamiltonian:
H = βeB · g · S + S ·A · I + βngnB · I + I ·Q · I (4.1)
These tensors1 are presented here in units of MHz for spectroscopic site 2:
g =

14.75 −2.02 2.62
−2.02 1.89 −0.93
2.62 −0.93 0.05

(D1,D2,b)
A =

−1521.40 178.11 −141.76
178.11 172.09 212.54
−141.76 212.54 199.01

(D1,D2,b)
1The g-tensor was also determined by T. Bottger in 2002 [128]
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Q =

−3.50 −19.84 24.22
−19.84 50.40 6.73
24.22 6.73 −46.90

(D1,D2,b)
The Chimie ParisTech group subsequently investigated the 1.5 µm transitions of isotop-
ically enriched 167Er:YSO. During this investigation they recorded an optical absorption
spectrum for site 1 at 1.5 µm with no field applied (see Figure 2.3). Their previous char-
acterisation of the ground-state spin Hamiltonian was in good (but not perfect) agreement
with the optical spectrum.
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Figure 4.1: A simulation of the 16 levels comprising the lowest Kramers doublet of the I15/2
ground state for 167Er:YSO based on spin-Hamiltonian (4.1). Circled in red are the eight ground
state levels of the lower Zeeman arm relevant to the work here. On the right hand side these eight
levels are labelled according to the nuclear magnetic quantum number’s mI = {|−7/2〉 · · · |+7/2〉}.
This ordering is used throughout the rest of the chapter.
4.2 Predictions of the high-field optical absorption profile
The first half of this chapter presents an investigation of the optical structure of the hy-
perfine transitions in a 7T field oriented along the D1 optical extinction axis. In such a
large field the hyperfine transition energies are very different from their zero-field values,
and this is illustrated in Figure 4.1. This drastic change occurs between 0-30 mT because
the electronic Zeeman interaction dominates over the hyperfine interactions beyond this
field. At this point the energy levels of the lowest I15/2 Kramers doublet become similarly
spaced.
68 Properties of 167Er:Y2SiO5 in a large magnetic field
Only the eight levels circled in red are relevant for this work: The upper Zeeman arm
is thermally depopulated at low temperatures and large fields. Table 4.1 lists the hyperfine
transition frequencies calculated for these eight levels using spin-Hamiltonian 4.1. In a
field of 7T along the D1 axis, this presents O(GHz) energy splittings.
Ground state
hyperfine transition
Transition frequency
(MHz)
|+5/2〉 ↔ |+7/2〉 890
|+3/2〉 ↔ |+5/2〉 836
|+1/2〉 ↔ |+3/2〉 814
|−1/2〉 ↔ |+1/2〉 800
|−3/2〉 ↔ |−1/2〉 784
|−5/2〉 ↔ |−3/2〉 773
|−7/2〉 ↔ |−5/2〉 801
Table 4.1: Calculated hyperfine transition frequencies for 167Er:YSO site 2, based on the spin-
Hamiltonian determined by Guillot-Noël et al. [127]. The values in column 2 were determined for
a field of 7T along the D1 optical extinction axis.
Given theseO(GHz) splittings, it was predicted that discrete ‘bands’ should be visible in
the absorption profile assuming the following two things. Firstly, that the small difference
in I15/2 and I13/2 electronic g-factors would also lead to O(GHz) splittings in the I13/2
levels. Secondly, that the 390 MHz optical linewidth previously measured in Er:YSO
would resolve the O(GHz) hyperfine splittings [129].
Such absorption spectra have been observed in 167Er:7YLiF4 [130], and they look very
different to the zero-field 167Er:YSO profile illustrated in Figure 2.3. Here the resolved
bands comprise of the ∆mI = 0, ±1, ±2... optical transitions. These assumptions were
tested here with the optical absorption spectrum in Figure 4.3.
4.3 Experimental setup
The following experimental setup was used for all measurements involving 167Er:YSO,
with minor alterations between sections. The crystal under investigation was doped with
an Er concentration of 0.005% and purchased from Scientific Materials Corp (Bozeman,
Montana). The 167Er isotopic purity was stated as 91.77 ± 0.04% and the crystal dimen-
sions were 3× 4× 5 mm (D1,D2,b). The experiment was conducted in an Oxford helium
bath cryostat with a unidirectional magnet capable of producing a 15T field. With the ex-
ception of measurements in Sections 4.8 - 4.9, the sample was maintained at a temperature
of 1.4 K.
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Figure 4.2: The general setup for all 167Er:YSO measurements. There were minor changes to the
RF sources and measurement equipment (detectors and spectrum analysers) between experiments.
Rapid switching between RF elements was achieved with Mini-circuits 0 - 4GHz absorptive RF
switches.
To mount the crystal inside the cryostat, a rigid plastic holder was used. Within the
holder, the crystal was placed against a mirror, as shown in Figure 4.2. The probe beam
was focused to a 70 µm waist at the mirror. For all the experiments detailed below,
both the magnetic field and light propagating direction were parallel with the D1 optical
extinction axis of the crystal. The reflection down the D1 axis gave a total absorption
length of 6mm. Only one laser was used for all the experiments; a Thorlabs TLK-1550R
stabilised to a fibre reference cavity with a 100 kHz linewidth on a 1 second timescale. This
reference cavity was designed and built by myself. It consisted of an optical ring resonator
constructed from a Thorlabs 99:1 split 2x2 single mode tap coupler, with a free spectral
range of 100 MHz and a finesse of 1 MHz. The resonator was acoustically dampened by
immersion in sand, and thermally stabilised using a home-built digital PID feedback unit.
This resulted an absolute thermal stability of less than 100 MHz.
Except for the absorption measurements in Section 4.4, frequency modulation of the
light was achieved with a 10 GHz EOM. For most measurements, the optical signal was
also collected with a 10 GHz Lab Buddy R402-APD optical detector.
The modulation spectroscopy techniques described in Section 3.2 were used to record
the spectra in Sections 4.5 - 4.10. For these experiments the AC detector signal was
recorded using an RF spectrum analyser. The tracking-generator was also used as the
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EOM modulation source in this case.
For the coherence experiments in Section 4.11 only time-domain data was collected.
For these experiments the AC detector signal was recorded with an oscilloscope.
4.4 Measurement of the optical absorption spectrum at 7T
The figure below presents the optical absorption spectrum of the inhomogeneously broadened
167Er:YSO line, with a field of 7T along the D1 optical extinction axis. To record this spec-
trum, neither the EOM or 10 GHz detector shown in Figure 4.2 were required. Instead,
the laser-cavity itself was modulated with a piezoelectric actuator fixed to the grating.
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Figure 4.3: The optical absorption spectrum of 167Er:YSO crystallographic site 2, with a field of
7T along the D1 optical extinction axis. The frequency axis was calibrated against the holeburning
spectra presented in Section 4.5. The ∆mI = −1, 0 and +1 absorption bands are also labelled.
The piezo was driven with a 150V saw-tooth at 17 Hz, and the light intensity at the
crystal was approximately 50 µW. The signal was collected with a New-focus 1611 InGaAs
detector and output to an oscilloscope.
Three absorption bands are clearly visible in Figure 4.3, confirming the prediction of
Section 4.2. These bands at 2, 3 and 4 GHz should encompass the ∆mI = −1, 0 and +1
optical transitions respectively. As mentioned previously, the hyperfine structure of 167Er
had only been resolved in isotopically enriched YLiF [110,130]. This is the first example of
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resolved hyperfine structure2 in YSO, and the significance of this result is further explored
in Sections 4.5 - 4.7.
4.5 Determination of hyperfine structure using holeburning
The start of this chapter presented an estimate of the ground-state hyperfine structure,
based on low-field measurements. Establishing accurate values for these transition ener-
gies at 7T was critical to analysing many of the later results in the chapter. The estimate
from Table 4.1 indicated O(GHz) ground-state splittings in a 7T field, where spectral-
holeburning and modulation spectroscopy were used to determine these transition energies
precisely. Introduced in Chapter 3, these techniques give accurate measurements of hyper-
fine transition energies, for both the ground and optically-excited states.
Spectral holes were burnt into the optical absorption line using an EOM sideband.
During this process the laser was kept locked, approximately 300 MHz blue detuned from
the ∆mI = +1 absorption band. This ensured that any resonant laser absorption was
from the lower frequency sideband only. The source of RF to the EOM was the tracking
generator output from a HP 4396A spectrum analyser. Holes were burnt using a fixed-
frequency (zero-span) output for 100 ms, followed immediately by a 1.8 GHz spectrum
sweep with a 50 ms sweep-time (see Figure 4.4). The AC output of a Newfocus 1611
optical detector was connected to the spectrum analyser. This spectrum analyser was also
used to digitise the data, and this was downloaded via GPIB.
Holeburning generated a series of holes and anti-holes in the optical absorption line, and
these spectra were recorded with AM-spectroscopy (see Section 3.2). These were collated
into three figures, which are presented on the following pages and the transition energies
calculated from these spectra are tabulated below each figure.
Figure 4.6 presents a cascade plot with five spectra, each with a single hole burnt into
the ∆mI = 0 absorption band. To address every hyperfine state, each of the five spectra
had a hole burnt at a different frequency. Previous measurements in 50 ppm Er:YSO
indicated an optical inhomogeneous linewidth of 390 MHz [129]. For this reason the holes
were separated by 100 MHz increments, and so five spectra were sufficient to cover the
entire ∆mI = 0 absorption band.
The second cascade plot in Figure 4.7 presents a very similar measurement to Figure
2For rare earth’s such as Er3+ & Nd3+ in particular, as they are of great interest for quantum applica-
tions. Ho3+ has large hyperfine splittings which have been resolved in many crystals.
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Figure 4.4: An example of a pulse sequence used for the holeburning measurements shown in
Figures 4.6 - 4.8. This particular time trace illustrates the procedure for the 450 MHz measurement
(third spectrum from the top) in Figure 4.7. Spin polarisation: A series of sweeps over the
∆mI = +1 absorption band (100 ms each, 30 in total) were used to push the hyperfine ensemble
towards the |+7/2〉 hyperfine ground state. This absorption band is encompassed by the 1-1.6
GHz region in Figure 4.7. Note that the spin polarisation sequence was not required for the
measurements in Figures 4.6 and 4.8. Holeburning: The EOM sideband frequency was kept
fixed at 450 MHz for 100 ms to burn a spectral hole in the ∆mI = 0 absorption band. Imaging:
The EOM sideband was swept over the entire 1.8 GHz range of the spectrum analyser (tracking
generator) in 50 ms, and the AM spectrum was recorded using the RF input of the spectrum
analyser. Spectrum: the 167Er:YSO absorption spectrum superposed on the RF frequency axis
(left) to help illustrate the effect of the optical pulses.
4.6. The difference was that the Er ensemble was spin polarised towards the mI = |+7/2〉
ground state (see Section 3.1.3 for more detail on spin polarisation). This was achieved by
repeatedly exciting the ∆mI = +1 absorption band, which drove the hyperfine ensemble
towards the |+7/2〉 hyperfine state through the cascade of ∆mI = +1 transitions. The pulse
sequence for this procedure is shown in Figure 4.4. The purpose of spin polarisation in this
measurement was to re-distribute the hyperfine ensemble, so that a different distribution
of hole and anti-hole amplitudes would be observed.
Finally, Figure 4.8 once again presents a similar measurement to the previous two.
Here the key difference is that holes were burnt into ∆mI = +1 absorption band, rather
than the ∆mI = 0 band. As the laser was maintained at the same optical frequency for
all measurements, this was achieved by simply changing the EOM modulation frequency.
Guidelines for assigning transitions
Across the following three plots, several ‘rules’ were applied to determine the hyperfine
transition energies. Rules 3-6 are conceptually illustrated in Figure 4.5:
1. Anti-holes can appear in all three absorption bands
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2. Side-holes should appear only in adjacent absorption bands
3. The frequency detuning of a side-hole (relative to the burnt hole) is equal to an I13/2
hyperfine transition frequency
4. The frequency detuning of an anti-hole in the adjacent absorption band is equal to
an I15/2 hyperfine transition frequency.
5. The frequency detuning of an anti-hole in the same absorption band is equal to the
difference in hyperfine transition frequencies between the I13/2 and I15/2 states.
6. The sum of transition energies in the I15/2 and I13/2 levels will determine the ordering
of optical transitions. If
∑
I15/2 <
∑
I13/2 then the |−7/2〉 ↔ |−7/2〉 transition will
have the lowest optical frequency of the ∆mI = 0 transitions. Vice-versa if
∑
I13/2 <∑
I15/2 .
7. The change in hole and anti-hole amplitudes from one spectrum to the next (within
the same cascade plot) determines the ordering of I13/2 and I15/2 transition energies.
Reasoning: the amplitude of features in each spectrum depends on the population
removed from each ground state; this population ratio changes slowly between spectra
because the inhomogeneous transition broadening (∼150 MHz) is larger than the 100
MHz spacing between burnt holes.
8. Holes and anti-holes whose frequencies don’t shift across the cascade plots are as-
sumed to be artefacts, caused by fixed-frequency harmonics of the tracking generator
(or other RF equipment).
By following these rules, 13 out of 14 transition energies were unambiguously determ-
ined. This was possible because the three spectra provided a large redundancy of inform-
ation, evident in the tables below Figures 4.6 - 4.8. The transition energies determined
for the upper four hyperfine states (|+ 1/2〉 to |+ 7/2〉) were verified in later holeburning
measurements as well (see Figure D.1).
From the three plots presented in this section, however, no structure was evident for the
|−7/2〉 ↔ |−5/2〉 hyperfine transition in the I15/2 state. It was hypothesised that no structure
was observed because this transition was degenerate in energy with the |−7/2〉 ↔ |−5/2〉
hyperfine transition in the I13/2 state. (consider transition R.5 on the right hand side of
Figure 4.5 (a) when β = δ).
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Figure 4.5: An illustration to conceptualise the rules used for assigning hyperfine transitions.
(a) A simplified 3 level spin system where population has been removed from the middle level by
spectral holeburning on the ∆mI = 0 transition (this transition is labelled H). Each of the other
optical transitions are shown by dashed lines, and are labelled according to the corresponding
rule. Rule 3: Relative to H, a side-hole is observed with frequency detuning δ. Rule 4: Relative
to H, An anti-hole is observed with frequency detuning α. Rule 5: Relative to H, two anti-holes
are observed with detunings |γ − α| and |δ − β|.
(b) Rule 6: The sum of hyperfine spacings in the I15/2 and I13/2 states will determine which
optical transitions have the highest and lowest energies. Here the | − 7/2〉 ↔ | − 7/2〉 transition has
the lowest energy, while the |+ 7/2〉 ↔ |+ 7/2〉 has the highest.
This lack of structure is an outcome of using only two absorption bands for inspecting
hole structure (the ∆mI = 0 and +1 bands). This degeneracy is revealed with meas-
urements that additionally include the ∆mI = −1 transitions, however, as these exhibit
frequency detunings corresponding to the sum of I15/2 and I13/2 hyperfine splittings (β+δ).
To this end, an additional measurement was performed to determine the |−7/2〉 ↔ |−5/2〉
ground state transition energy (not shown here). For this measurement a hole was burnt
into the ∆mI = −1 absorption band at the approximate wavelength of the |−5/2〉 ↔ |−7/2〉
optical transition. Structure in the ∆mI = +1 band would then reveal the sum of I13/2 and
I15/2 hyperfine transitions. Indeed, an anti-hole was observed in the ∆mI = +1 band with
an energy detuning of 1988.7 MHz. Given that the |−7/2〉 ↔ |−5/2〉 excited state hyperfine
transition was measured to have a frequency of 994 MHz, the |−7/2〉 ↔ |−5/2〉 ground state
frequency was determined to be 994.7 MHz.
§4.5 Determination of hyperfine structure using holeburning 75
         
  
























Frequency of burnt holes
 
 
 
 
 
   
∆mI=0
anti-holes (MHz)
Inferred
transition
∣∣I15/2 − I13/2∣∣ ∆mI=+1holes (MHz) Inferredtransition (I13/2)
94± 3 |+5/2〉 ↔ |+7/2〉 888± 3 |+5/2〉 ↔ |+7/2〉
90± 3 |+3/2〉 ↔ |+5/2〉 903± 3 |+3/2〉 ↔ |+5/2〉
87± 3 |+1/2〉 ↔ |+3/2〉 918± 3 |+1/2〉 ↔ |+3/2〉
76± 3 |−1/2〉 ↔ |+1/2〉 933± 3 |−1/2〉 ↔ |+1/2〉
53± 3 |−3/2〉 ↔ |−1/2〉 953± 3 |−3/2〉 ↔ |−1/2〉
30± 3 |−5/2〉 ↔ |−3/2〉 971± 3 |−5/2〉 ↔ |−3/2〉
994± 3 |−7/2〉 ↔ |−5/2〉
Figure 4.6: Top: Absorption spectra showing patterns of holes and anti-holes, generated by
burning a single hole in each spectrum. The frequency of each burnt hole is stated in the legend.
The bottom trace had no holes burnt, and used to identify artefacts in the RF scan. Bottom:
Table summarising the results observed in the above spectra. The numbers indicate frequency
detuning from the burnt holes, and the uncertainties are given by the resolution bandwidth of the
RF scan.
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94± 3 |+5/2〉 ↔ |+7/2〉 797± 3 |+5/2〉 ↔ |+7/2〉
91± 3 |+3/2〉 ↔ |+5/2〉 809± 3 |+3/2〉 ↔ |+5/2〉
88± 3 |+1/2〉 ↔ |+3/2〉 833± 3 |+1/2〉 ↔ |+3/2〉
73± 3 |−1/2〉 ↔ |+1/2〉 864± 3 |−1/2〉 ↔ |+1/2〉
56± 3 |−3/2〉 ↔ |−1/2〉
29± 5 |−5/2〉 ↔ |−3/2〉
Figure 4.7: Top: Same as Figure 4.6, except with an additional preparation step: the hyperfine
ensemble was optically pumped towards the |+7/2〉 state. Bottom: Table summarising the results
observed in the above spectra. The numbers indicate frequency detuning from the burnt holes,
and the uncertainties are given by the resolution bandwidth of the RF scan.
§4.5 Determination of hyperfine structure using holeburning 77
         
  
Frequency of burnt holes




















 
 
 
 
 
 
   
∆mI = 0
anti-holes
(MHz) Inferredtransition
(
I15/2
) ∆mI=0
holes (MHz)
Inferred
transition
(
I13/2
)
797± 3 |+5/2〉 ↔ |+7/2〉 889± 3 |+5/2〉 ↔ |+7/2〉
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862± 3 |−1/2〉 ↔ |+1/2〉 936± 3 |−1/2〉 ↔ |+1/2〉
898± 3 |−3/2〉 ↔ |−1/2〉 954± 3 |−3/2〉 ↔ |−1/2〉
973± 3 |−5/2〉 ↔ |−3/2〉
994± 3 |−7/2〉 ↔ |−5/2〉
Figure 4.8: Top: Same as Figure 4.6, except that holes were burnt into the ∆mI = +1 band
instead of the ∆mI = 0 band. Bottom: Table summarising the results observed in the above
spectra. The numbers indicate frequency detuning from the burnt holes, and the uncertainties are
given by the resolution bandwidth of the RF scan.
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4.5.1 The hyperfine transition structure
Based on the holeburning results presented in this section, the hyperfine energy splittings
of 167Er were unambiguously determined for both the ground and excited optical states,
in a field of 7T along the D1 optical extinction axis. These results are presented on the
right-hand side of Figure 4.9.
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Figure 4.9: Energy level diagram of 167Er:YSO as a function of magnetic field along the D1
optical extinction axis. The left side shows a low-field simulation, similar to that shown in
Figure 4.1, except here all 32 levels comprising the lowest I13/2 and I15/2 Kramers doublets are
shown. This low-field simulation is for illustrative purposes only, and not used for any calculations.
The right side shows the energy splittings for the 16 relevant levels in a field of 7T, determined
from the holeburning measurements of the previous section. These represent the key parameters
of the figure. The red arrow illustrates the 1538 nm optical transition used for the holeburning
measurements. Refer to Table 4.2 for measurement uncertainties.
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These results also highlight the inaccuracy of the parameters determined by Guillot-
Noël et al. at high fields. Presented in Table 4.2, the spin-Hamiltonian values are only
correct to within 10% and (incorrectly) suggest an increase in energy from the |− 7/2〉 level
upwards.
Very recently, however, a new measurement of the spin-Hamiltonian parameters for
167Er:YSO was undertaken [131]. These new parameters are also presented in Table 4.2,
and demonstrate better agreement with our experimental results. However, they still
underestimate the largest transition energies by 10%.
Ground state
hyperfine transition
2006
parameters
(MHz)
2017
parameters
(MHz)
Experimental
Transition frequency
(MHz)
|+5/2〉 ↔ |+7/2〉 890 782 796±3
|+3/2〉 ↔ |+5/2〉 836 799 810±3
|+1/2〉 ↔ |+3/2〉 814 810 831±3
|−1/2〉 ↔ |+1/2〉 800 817 862±3
|−3/2〉 ↔ |−1/2〉 784 824 898±3
|−5/2〉 ↔ |−3/2〉 773 840 943±3
|−7/2〉 ↔ |−5/2〉 801 874 994.7±0.1
Table 4.2: The ground-state hyperfine transition frequencies for 167Er:YSO site 2, in a magnetic
field of 7T along the D1 optical extinction axis. Column two shows the values calculated from
spin-Hamiltonian (4.1) using the parameters determined by Guillot-Noël et al. in 2006 [127].
Column three shows the same calculation using the parameters determined by Chen et al. in
2017 [131] Column four presents the values determined experimentally in this section. The
uncertainties for the first seven values are given by the resolution bandwidth of the RF scan.
The final value was measured with greater precision, where the laser linewidth determined the
uncertainty limit.
The spin-Hamiltonian predictions and the measured values could differ due to several
reasons. Firstly, the accuracy of predictions will depend on the accuracy and quantity of
data taken to paramatrise the g,A and Q tensors. To obtain good fits to their experiment,
Chen et al. had to collect significantly more EPR data than Guillot-Noël et al. Secondly,
the effective spin-Hamiltonian does not account for changes in electronic mixing as a func-
tion of magnetic field (the mixing of mJ states). Both sets of spin-Hamiltonian parameters
were measured in sub-Tesla fields, and the mJ components of each electronic spin level
will change by several percent by 7T for Kramers ions. This would contribute to similar
changes in the effective g and A tensors.
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4.6 Modelling the optical absorption structure
A model of the optical absorption structure at 7T was required for analysing many of
the results in this chapter (see Sections 4.7 - 4.9). In addition to the hyperfine transition
energies determined in the previous section, the following parameters were used to construct
this model:
• The optical transition frequencies of 167Er hyperfine levels
• The optical transition frequency of isotopic impurities (166Er, 168Er and 170Er)
• The inhomogeneous lineshape of the optical transitions3
• The relative oscillator strengths of the optical transitions
The 167Er optical transition frequencies were readily determined from the level structure
presented in the previous section4. The remaining three parameters were determined by
fitting to two separate spectra.
The first fitted spectrum (Figure 4.10) is presented in the next subsection. The fitting
to this spectrum is described in Sections 4.6.2 - 4.6.3, and was used to determined both
the inhomogeneous lineshape of the optical transitions (Section 4.6.4) and the position of
the impurity isotopes in the spectrum (Section 4.6.5).
The final set of parameters, namely the transition oscillator strengths, were estimated
from a fit to the absorption spectrum presented earlier in this chapter (Figure 4.3). The
results of this fitting are presented in Figure 4.12 of Section 4.6.6. The simulated spectrum
from this fitting actually required the complete set of model parameters listed above, and
concludes the modelling in this section.
4.6.1 The hyper-polarised spectrum
A limited amount of nuclear spin polarisation was demonstrated previously in Figure 4.7.
By increasing the EOM sideband intensity nine-fold during spin-pumping, a much higher
degree of spin polarisation into the | + 7/2〉 state was subsequently achieved. Once again
the EOM sideband was scanned over ∆mI = +1 absorption band for 3 seconds, illustrated
by the pumping sequence in Figure 4.4.
3The optical transitions differ only because of nuclear structure, so identical inhomogeneous lineshapes
were assumed for all of them.
4With the addition of one optical transition frequency as a reference point. This was obtained from
|+ 7/2〉 ↔ |+ 7/2〉 transition in Figure 4.10
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Figure 4.10: Top: AM spectra of the Er:YSO optical absorption line. Gold trace: A spectrum
of the hyperfine ensemble in thermal equilibrium. Orange trace: A spectrum showing the 167Er
ensemble polarised into the |+7/2〉 hyperfine ground state. Black dashed trace: A simulated spec-
trum which gives the best fit to the experimental spectrum in orange. Vertical black dashes:
centres of each inhomogeneously broadened 167Er transition. For the outermost transitions in each
absorption band, the relevant I15/2 hyperfine state is labelled. Vertical red dash: centre of the
isotopic impurity peak, also marked B.
Bottom: The absorption and dispersion input used to generate the simulated
(black-dashed) AM spectrum Blue: The simulated absorption profile, consisting of three absorp-
tion peaks marked A, B and C. These three peaks correspond to the |+7/2〉 ↔ |+5/2〉 transition,
an isotopic impurity transition, and the |+7/2〉 ↔ |+7/2〉 transition respectively. Red: Dispersion
calculated from the simulated absortion (blue).
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The laser carrier was 700 MHz red-detuned from the ∆mI = −1 absorption band
to prevent unwanted optical excitation. The nine-fold increase in optical intensity was
obtained by reducing the beam waist at the crystal from 270 µm to 90 µm.
The spectrum illustrating this improved spin-polarisation is presented by the orange
trace in Figure 4.10 (a). Here the lack of absorption in the ∆mI = +1 band is an indicator
of a high degree of spin-polarisation into the | + 7/2〉 state. The increased population
in the | + 7/2〉 ground state lead to high OD of the |+7/2〉 ↔ |+7/2〉 optical transition
(point C in the 4.10 (a)). This manifested as an over-absorbed (inverted) peak in the
spectrum, which is a consequence of the dispersion sensitivity in AM spectroscopy (for
further detail see Section 3.2.5). As mentioned above, this high degree of spin polarisation
was important for accurately determining several parameters in the absorption model.
Efficient spin-polarisation is also a key requirement for several broadband quantum memory
techniques [47, 74], and one of the major milestones of this thesis.
4.6.2 Simulating the hyper-polarised spectrum
The following analysis was used to fit a simulated spectrum (black dashed trace) to the
experimental spectrum (orange trace) in Figure 4.10 (a). The first step in developing the
simulated spectrum was the construction of a theoretical absorption profile, to base the
simulation on. This absorption profile was constructed by combining 23 Voigt profiles, one
centred on each optical absorption line. Twenty-two of these profiles were for the 167Er
hyperfine lines: 7× (∆mI = −1) , 8× (∆mI = 0) , 7× (∆mI = +1). The final profile was
for an isotopic impurity peak.
While the relative optical transition energies of the hyperfine lines were known, the
other absorption parameters (listed at the start of this section) were left as free variables
to fit.
4.6.3 fitting the parameters
The blue trace in Figure 4.10 (b) shows the theoretical absorption profile which produced
the best simulated fit5 to the experimental AM spectrum in Figure 4.10 (a). Of the 23
peaks in the absorption model, only 3 were predominantly required to achieve an accurate
5In addition to the absorption (blue), the simulated AM spectrum (black dashed) required knowledge
of the optical dispersion (see Section 3.2 for more detail on simulating AM spectra). This dispersion was
calculated from the absorption (blue) using the Kramers-Kronig relations, and is shown by the red trace
in Figure 4.10 (b).
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fit. These peaks are labelled A , B and C in Figure 4.10 (b). In the same order, they
correspond to the following three transitions:
• A: The |+7/2〉 ↔ |+5/2〉 optical transition
• B: An isotopic impurity transition
• C: The |+7/2〉 ↔ |+7/2〉 optical transition
This association between peaks and transitions was later confirmed by holeburning at the
centre of peak C with the ensemble polarised, and this measurement is shown in Appendix
D. Thus, the simplicity of this hyper-polarised spectrum made it suitable for determining
three parameters in the absorption model.
The first parameter was the lineshape of the Voigt profiles, determined from the
lineshape of peak C and discussed in the next section. The second parameter was the
optical transition frequency of the hyperfine lines, determined from the centre of peaks A
and C. The third parameter was the optical transition frequency of the isotopic impurity,
determined from the position of peak B, and discussed in Section 4.6.5.
4.6.4 The inhomogeneous lineshape of the optical transitions
A Voigt distribution is a convolution of Gaussian and Lorentzian distributions, and has
two free parameters corresponding to the linewidths σ and ρ.
As mentioned in Section 4.6.2, the fit to the optical transitions in Figure 4.3 was made
using a Voigt distribution. This distribution is needed to take into account the high density
of isotopic impurities in YSO (see Section 2.3 for more detail). In particular, the fit to the
highly absorbing | + 7/2〉 ↔ | + 7/2〉 optical transition gave the most accurate estimate of
the Gaussian and Lorenzian broadening contributions. This is because the shape of the
absorption wings in the fit are very sensitive to the ratio σ : ρ and these wings are clearly
visible with this high OD. The inferred Voigt distribution is presented in Figure 4.11. Both
ρ and σ were estimated to be 45± 5 MHz, giving a FWHM of 150± 10 MHz.
Comparison with published lineshapes for Er:YSO
The narrowest linewidth observed for natural abundance 0.005% Er:YSO was measured
in 2006 by Bottger et al. [129]. They observed a FWHM of 390 MHz, and inferred a
Lorentzian inhomogeneous absorption profile. This is significantly broader than the 150
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Figure 4.11: The estimated inhomogeneous distribution for an optical transition of Er:YSO (50
ppm doped). This distribution is described by a Voigt profile with equal Gaussian and Lorentzian
contributions (ρ = σ = 45 MHz)
MHz determined here, and would exhibit more pronounced absorption wings. The discrep-
ancy between the two inferred distributions can be attributed to the difference between
isotopically enriched and natural abundance Er.
The spectrum recorded by Bottger et al. included a natural mix of four major Er
isotopes: 166Er (33%), 167Er (23%), 168Er (27%) and 170Er (15%). The optical frequencies
of these isotopes differ by 75 MHz per atomic number [111]. Out of these four isotopes,
only 167Er exhibits hyperfine structure. The natural mix of the three I = 0 isotopes gives
rise to a line much broader than from a single isotope. This explains the large absorption
width observed by Bottger et al.
The 167Er hyperfine structure then gives rise to eight dominant lines spread over hun-
dreds of MHz. These relatively weak lines produce a broad absorption background, leading
to an approximately Lorentzian lineshape.
4.6.5 The transition frequencies of isotopic impurities
The isotopically enriched 167Er:YSO crystal used in this work contained a significant pro-
portion of isotopic impurities; 8.23% as stated by the manufacturer. These impurities can
consist of 166Er and 168Er and 170Er, none of which exhibit hyperfine structure. Their
abundance in natural samples is given by the ratio 10:8:5 (in the same order).
Determining the optical frequencies of these transitions is complicated because they
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are enveloped by the ∆mI = 0 absorption band of 167Er. In thermal equilibrium this
absorption band exhibits 8 strong hyperfine peaks. An estimate based on isotope shifts
could not be easily made because the ‘centre’ of the 167Er absorption profile was not well
defined.
Instead, Figure 4.10 presented a means to accurately determine the isotopic frequencies.
By pumping the 167Er into a single hyperfine state, a small side-peak originating from
impurity absorption became clear (the side-peak B). The dashed line in the same figure
illustrates a fit to the spectrum which includes an impurity contribution. This contribution
assumed a single absorption peak, with a relative population of 8%. Achieving a good fit
with one impurity peak suggests that the major isotopic impurity contribution came from
predominantly one species. This could occur if the purification process distorted the ratio
of even isotopes from the natural ratio of 10:8:5.
4.6.6 The transition oscillator strengths
The final set of parameters required for the absorption model were the transition oscillator
strengths. As stated previously, these were determined by fitting a simulated spectrum to
the first experimental absorption spectrum presented in this chapter (Figure 4.3). This
simulated fit required all of the optical transition properties determined so far, and is
presented in Figure 4.12. As before, this simulation consisted of 23 overlapped Voigt
distributions (see Section 4.6.2).
∆mI = −1 ∆mI = +1
Hyperfine
transitions
Oscillator
strength (%)
Hyperfine
transitions
Oscillator
strength (%)
|+7/2〉 → |+5/2〉 2.5 |+5/2〉 → |+7/2〉 3.0
|+5/2〉 → |+3/2〉 6.3 |+3/2〉 → |+5/2〉 4.6
|+3/2〉 → |+1/2〉 10 |+1/2〉 → |+3/2〉 9.9
|+1/2〉 → |−1/2〉 14 |−1/2〉 → |+1/2〉 15
|−1/2〉 → |−3/2〉 17 |−3/2〉 → |−1/2〉 21
|−3/2〉 → |−5/2〉 21 |−5/2〉 → |−3/2〉 26
|−5/2〉 → |−7/2〉 25 |−7/2〉 → |−5/2〉 31
Table 4.3: The oscillator strengths of the ∆mI = ±1 transitions, relative to the ∆mI = 0
transitions. A strength of 100% would yield 6.66 dB/cm of absorption. The uncertainty in the
oscillator strength for each of the the ∆mI = −1 transitions is 10 percent of the stated strength.
For the ∆mI = +1 transitions it is 15 percent. These uncertainties indicate a Root Mean Square
Deviation (RMSD) which is twice the RMSD of the optimal fit.
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Figure 4.12: Optical absorption of 167Er:YSO with the ensemble of ions equally distributed
amongst the hyperfine states (thermal equilibrium). Orange trace: Absorption spectrum taken
from Figure 4.3. Black dashed trace: A fit to the optical absorption spectrum, based on the
absorption model derived in this section. Vertical black dashes: centres of each inhomogeneously
broadened 167Er transition. For the outermost transitions in each absorption band, the relevant
I15/2 hyperfine state is labelled. Vertical red dash: centre of the isotopic impurity transition.
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In this simulation the eight ∆mI = 0 peaks had identical absorption (4 dB). This ap-
proximation of uniformity was based on the assumption of weak mixing between hyperfine
states and thermal equilibrium. The oscillator strength of the isotopic impurity peak was
assumed to equal the ∆mI = 0 peaks. Scaled by the relative impurity concentration, this
gave a peak absorption of 2.8 dB.
The relative oscillator strengths of the fourteen ∆mI = ±1 transitions were then estim-
ated by fitting to the envelopes of the ∆mI = ±1 absorption bands. The result is illustrated
in Table 4.3, where a gradient of oscillator strengths is observed. To simplify the fitting,
the gradient was assumed to be linear for both the ∆mI = −1 and +1 transitions. Such a
gradient has previously been observed for the hyperfine levels of Ho3+ in a low-symmetry
sites [132], and is consistent with the gradient of hyperfine transition energies measured in
Section 4.5.
Although not considered here, a more accurate determination of the ∆mI = 0 oscillator
strengths could be also obtained from Table 4.3. While the approximation of equal strength
yielded a good fit to the ∆mI = 0 absorption band in Figure 4.12, Table 4.3 would suggest
that the | − 7/2〉 ↔ | − 7/2〉 transition is about half the strength the | + 7/2〉 ↔ | + 7/2〉
transition. This is because the sum of oscillator strengths in the ∆mI = −1, 0 and +1
bands should be conserved for transitions from the same hyperfine ground states.
4.7 Determining the degree of spin polarisation
The hyper-polarised spectrum in Figure 4.10 proved very useful for determining the optical
absorption parameters in the previous Section. Hyper-polarisation is also important for
many quantum memory schemes. It allows for large-bandwidth absorption in off-resonant
Raman and CRIB memories [47,74], and high efficiencies in AFC delay lines [133].
To apply these schemes to 167Er:YSO, it is important to quantify the degree of po-
larisation achieved in this work. Thus, the degree of spin polarisation in Figure 4.10 was
determined using the oscillator strengths for the ∆mI = −1 transitions presented in Table
4.3, and the fitting procedure described in Section 4.6.3.
In particular, the fit to the ∆mI = −1 absorption band was used to determine the
relative population in each hyperfine state. An exploded view of Figure 4.10 covering only
the 0.5 to 1.3 GHz range (the ∆mI = −1 band) is presented in Figure 4.13.
The reason for only using the ∆mI = −1 absorption band in this fitting was two-fold.
Firstly, there was no absorption from isotopic impurities at this wavelength. Secondly, the
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Figure 4.13: An exploded view of the ∆mI = −1 absorption band from Figure 4.10. Orange
trace: AM spectrum with the 167Er ensemble polarised into the |+7/2〉 hyperfine ground state.
Black-dashed trace: A simulated spectrum which gives the best fit to the experimental spec-
trum in orange. Vertical black dashes: centres of inhomogeneously broadened 167Er optical
transitions, labelled by hyperfine ground state.
shape of the ∆mI = −1 absorption band was more sensitive to the relative population
in each state, compared with the ∆mI = 0 band. This second point was inferred from
the oscillator strengths presented in Table 4.3, which shows a considerable decrease in
oscillator strengths across the series of ∆mI = −1 optical transitions. This meant that
any population remaining in the |+5/2〉, |+3/2〉 (etc) states would give rise to stronger optical
absorption than the |+7/2〉 state.
From this fitting it was determined that 95 ± 3% of the nuclear spin population was
polarised into the |+7/2〉 state.
4.8 Hyperfine population lifetime at 1.6 K
Polarising the population into a single hyperfine state produces a non-thermal distribution.
This distribution will eventually decay back to thermal equilibrium because of spin-lattice
coupling [134]. This section presents set of measurements6 used to determine the rate of
polarisation decay at 1.6 K.
6In the previous sections the data was taken at 1.4 K. Here a 1.6 K data set is presented, as more
measurement time-steps and longer delays were collected at this temperature than at 1.4 K
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For these measurements the hyperfine ensemble was repeatedly polarised into the |+7/2〉
hyperfine state and then allowed to decay. For each experimental run an AM spectrum
was recorded at a set time after polarisation, and these spectra are shown in Figure 4.14.
During each decay period the laser light was also turned off until a spectrum was recorded.
This was achieved by adjusting the DC voltage bias of the AM-EOM and turning off the
RF input.
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Figure 4.14: Waterfall plot illustrating the rate of depolarisation of the nuclear-spin ensemble
at 1.6 K. The AM spectra shown here include only the ∆mI = 0 and +1 absorption bands. The
black dashed lines show the spectrum model at each time delay. The free parameters for the the
model are the time constant γ−1 (750 seconds) and hyperfine population distribution at t = 10
sec.
As in the previous section, the recorded spectra were fit using the absorption model
developed in Section 4.6. In the first instance, this was used to determine the hyperfine
ensemble distribution
{
N−7/2, · · ·N+7/2
}
immediately after polarisation. The results of
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this fit is shown by the grey dashed trace in Figure 4.14, and the ensemble distribution is
presented in Table 4.4
In addition to the absorption model used in the last section, a decay rate model was
also used to fit the spectra recorded after a non-zero delay t. This model estimated the
amount of spin-depolarisation after time delay t, in order to generate a simulated popu-
lation distribution N(t)mI for each state mI . For this decay rate model it was assumed
that spin-lattice coupling would drive only ∆mI = ±1 hyperfine transitions (ie: transitions
between adjacent hyperfine states). This is because the weak hyperfine state mixing would
suppress transitions between non-adjacent hyperfine states (see Section 2.4.4). It was also
assumed that all the ∆mI = ±1 transitions were equally strong, and so a common decay
rate γ was used across all the rate equations.
Thus, the decay rate model comprised of the following rate-equations for hyperfine
states mI = {| − 5/2〉, · · ·, |+ 5/2〉}:
dN(t)mI
dt
= −γ · (2NmI (t)−NmI−1(t)−NmI+1(t)) (4.2)
where the decay rate γ determined the hyperfine population lifetime of each state T1(mI) =
1
2γ
−1. The two |±7/2〉 states, however, could couple to only one neighbouring level each:
dN(t)±7/2
dt
= −γ · (N(t)±7/2 −N(t)±5/2)
and so these present a population lifetime twice that of the other six mI states. Using this
model, a value of γ was found which minimised the RMS deviation between the simulated
and measured spectra. This was achieved by fitting the simulated spectra (black dashed
traces) simultaneously to all four measurements between 10 and 80 minutes. Here the
fitting was only applied to the ∆mI = +1 absorption band (approx 1.2 - 1.3 GHz in
Figure 4.14). The ∆mI = 0 band was not fit because the absorption model had less
accurate values for the relative strengths of ∆mI = 0 transitions7.
Hyperfine state |−7/2〉 |−5/2〉 |−3/2〉 |−1/2〉 |+1/2〉 |+3/2〉 |+5/2〉 |+7/2〉
N(t ≈ 0) (%) 0 0 0 4 6 17 25 48
Table 4.4: Distribution of hyperfine population upon hyper-polarisation at 1.6 K, inferred from
the t = 10 sec spectrum in Figure 4.14. The degree of spin-polarisation is not as great as was
demonstrated in Section 4.7, as this was an earlier measurement.
7The model simply assumed that all ∆mI = 0 transitions were equally strong, an issue that was
discussed at the end of Section 4.6.6
§4.9 Temperature dependence of hyperfine population lifetime 91
Based on this fitting, the spectra at 1.6 K demonstrated a decay rate γ−1 = 750± 180
seconds. As stated above, this decay rate is equivalent the population lifetime T1 for the
mI = | ± 7/2〉 states, while T1 = 12γ−1 for mI = |−5/2〉, · · ·, |+5/2〉.
It should also be noted that the values inferred here represent lower bound estimates
for the population lifetime, as the decay rate model only included ∆mI = ±1 hyperfine
transitions. The fitting should not be sensitive to small amounts of ∆mI = ±2 transitions,
but the inferred population lifetime will be longer if they are included.
4.9 Temperature dependence of hyperfine population lifetime
The previous section presented a method for estimating the hyperfine population lifetime
at a given temperature. This experiment was repeated for six temperatures from 1.4
K to 3.2 K, and the spectra collected from those measurements are shown in Appendix
C. By studying the change in population lifetime as a function of temperature, it was
possible to determine which type of spin-lattice interaction mediated the polarisation-decay.
This investigation was similar to previous temperature-dependence studies of Er:YSO spin
relaxation in low fields [134].
In large magnetic fields and cryogenic temperatures, spin-lattice relaxation can be
mediated by three different processes. These are the Raman, Orbach and Direct processes
that were outlined in Section 2.4. Thus, γ can be expressed as a sum of these three
contributions:
γ = γDirect + γRaman + γOrbach
These processes can be distinguished by their temperature dependence. The Direct process
is driven by phonons at the hyperfine energy splittings, corresponding to a frequency of
O(GHz). This process is linear with temperature T in the range accessible by these ex-
periments. Conversely, the Raman and Orbach processes have much stronger temperature
dependencies (T 9 and exponential) and the sum temperature dependence is presented on
page 565 of Abragam & Bleaney [97]:
γ = A dT +A rT
9 +A orf
3
(
ehf/kT − 1
)−1
(4.3)
where h represents the Planck constant, k is the Boltzmann constant and f is the linear
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Figure 4.15: The decay rate of 167Er nuclear spin hyper-polarisation as a function of temperature,
in a field of 7T. The value of γ−1 is equivalent to the hyperfine population decay rate (T1). x-axis
error bars show the maximum temperature variation during the measurement. y-axis error bars
are given by the fit whose Root Mean Square Deviation (RMSD) is twice as large as the RMSD of
the optimal fit to the spectrum. The line-of-best-fit only includes the five data points up to 2.16 K;
beyond this temperature it was assumed that the decay rate was limited by a phonon bottleneck.
spin transition frequency.
This equation shows that the Orbach process depends on the ground state electronic
spin transition frequency f , which varies with magnetic field. At 7T, this splitting can
be accurately determined from the crystal field Hamiltonian of Er:YSO [82]. This gives a
value of f = 1108 GHz (see Figure 4.16).
The experimentally measured decay below 2.2 K fit well to Equation (4.3). This fit is
shown by the dashed in Figure 4.15, and has the following parameters:
AD AR AOr
9 · 10−4 K−1.s−1 0K−9.s−1 8 · 10−30 s2
Here the plateau in population lifetime below 1.8 K indicates that the Direct process
dominates at low temperature. The steep decay in lifetimes between 1.8 K - 2.2 K is an
order-of-magnitude greater than expected for the Raman process, and indicates that the
§4.9 Temperature dependence of hyperfine population lifetime 93
1.1 THz
Phonons
Magnetic field (T)
1.0
F
re
q
u
e
n
c
y
 (
T
H
z
)
Figure 4.16: The energy level diagram of the two lowest crystal field levels of the I15/2 ground
state multiplet, as a function of magnetic field along the D1 axis and without hyperfine structure.
The solid blue line shows the S˜ = |−1/2〉 projection the lowest Kramers doublet, whose field
dependence is slightly non-linear across the plotted range. The dotted blue line shows the field
dependence of the S˜ = |+1/2〉 projection, which curves strongly as it anti-crosses with the lower
arm of the 2nd lowest Kramers doublet in red. Above 1.8 K the ground state hyperfine transitions
are driven indirectly by phonons that excite the S˜ = |−1/2〉 ↔ |+1/2〉 transition (and higher) at 7T.
This is a Λ-type process called Orbach coupling.
Orbach process dominates in this range. This result is consistent with previous measure-
ments in Er:YSO that demonstrated strong electronic spin-lattice relaxation in non-zero
magnetic fields [98,134].
4.9.1 Population lifetime measurements above 2.2 K
Figure 4.15 shows a plateau in the measured population lifetime above 2.2 K, which is
inconsistent with the processes in Equation (4.3). It was hypothesised that a phonon
‘bottleneck’ could cause this plateau, based on similar observations in other materials
[135, 136]. To investigate this hypothesis, two estimates for the population lifetime limit
were developed. The first estimate was based on the relative heat capacities of the spins
and phonons, and second on phonon diffusion in the crystal.
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A phonon bottleneck due to heat capacity
It is possible to deplete the crystal of resonant phonons if the number of electron spins
is large compared to the production rate of phonons. In particular, this will occur if all
the resonant phonons are absorbed by the hyper-polarised ions. The observed population
lifetime is then determined by the rate of phonon production; the faster phonons are
produced, the faster the 167Er ensemble can relax via the Orbach process.
This analysis follows closely the derivation in Section 10.6 of Abragam & Bleaney. They
first determine the ratio of heat capacities of the spins CS and phonons CPh, equivalent to
the ratio of polarised spins N to resonant phonon modes ΣPh:
CS
CPh
≈ N
ΣPh
= N · υ
3
12piV f2df
where f = 1108 GHz is the resonant frequency of the spin transition, df = 20 MHz is the
spin transition linewidth, υ = 2·106 mm/s is the speed of sound in crystal and V = 60mm3
is the volume of the crystal. The number of polarised spins N can be estimated from the
density of Er ions and the pumping volume (a beam waist of 290 ± 20µm). This gives a
value of:
CS
CPh
=
3pi (0.29)2 · 8.5 · 1013 · (2 · 106)3
12pi · 60 · (1.108 · 1012)2 · 2 · 107
= 0.17
which indicates that the heat capacities of spin and phonons are very similar. This is a
consequence of the THz spin transition frequency; at lower frequencies the heat capacity of
the phonon bath would be much smaller than the spins. Assuming that all the phonons are
absorbed by spins, the spin relaxation lifetime T1 can then be estimated from the phonon
lifetime τPh:
T1 =τPh
CS
CPh
(4.4)
=
L
υ
· CS
CPh
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here L is the mean free path of phonons in the crystal. Assuming negligible scattering (a
low number of crystal defects) then L is equivalent to the mean crystal length of 4 mm.
This would yield a very short lifetime of T1 ≈ 10−6 seconds, which suggests that phonon
production is not the limiting factor in the observed relaxation rate.
A phonon bottleneck due to diffusion
While the previous analysis demonstrated that there were insufficient spins in the crystal
to absorb all the phonons, there might still be sufficient spins to impede their movement
through the crystal. Assuming that spin hyper-polarisation removes a significant portion
of the resonant phonons, then a return to thermal equilibrium could be slowed if phonons
have to diffuse into the hyper-polarised region. In particular, slow diffusion would occur if
the phonon absorption cross-section of the electron spins was large.
Terahertz phonons have a wavelength of 2 nm, which is much shorter than the mean
distance between Er ions in the crystal. Assuming that phonons are scattered in random
directions after interacting with a spin, the RMS distance travelled by a phonon d over a
period of time t can then be estimated using the Einstein diffusion equation [137]:
d =
√
3εr2t (4.5)
In this equation, r is the phonon mean free path and ε is the mean scattering time (the
time between absorption events). The value of r can be determined by the density of Er
ions ρ and the phonon absorption cross-section σ, such that r = (σρ)−1/3. The value of ε is
equivalent to the electron spin transition lifetime, as it only takes femtoseconds for phonons
to move between Er ions. While equation (4.5) is very simple, neither the absorption cross-
section nor transition lifetime are easily estimated from recorded measurements. However,
a value of d/t ≈1 mm/s (which would be consistent with the observed rate of relaxation)
can be obtained with σ = 0.05 and T1 (e spin) = 10 ns. This diffusion hypothesis could be
experimentally interrogated by studying the rate of spin depolarisation as a function of
pumping volume.
4.10 Spectral hole lifetime
Chapter 2 introduced two important relaxation processes in rare earth systems: spin-lattice
and spin-spin relaxation. The first process, namely spin-lattice relaxation, was character-
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ised by the measurements in the previous two sections. The second process was masked
in the previous measurement because it did not redistribute the hyperfine population, and
therefore did not change the population envelope. However, it will affect any measure-
ments operating on a subgroup of the entire ensemble. This is particularly the case for
spectral holeburning, which is a vital component of many quantum memory applications.
Therefore, it is important to characterise the cross-relaxation process.
This section presents a study of cross-relaxation, through measurements of spectral
hole lifetimes as a function of magnetic field along the D1 optical extinction axis. For
these measurements the 167Er ensemble was initialised in thermal equilibrium at 1.4 K,
instead of a hyper-polarised state. Spectral features were then burnt into the centre of the
∆mI = +1 absorption band, in order to avoid isotopic impurities while maintaining good
optical depth. It should be noted that all three bands overlapped (to varying degrees) for
fields less than 1T, as indicated by Figure 2.3.
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Figure 4.17: PM spectra of features burnt at 0.1T and 2.5T. The modulation response is inverted
with respect to AM spectroscopy (see Figure 3.4). While the trench at 2.5T is wider, it’s sharp
edges illustrate reduced spectral diffusion. Some ringing is also evident at the sharp edges of the
trench, caused by the fast sweep of the tracking generator.
For fields greater than 1.5T, 10 MHz wide spectral trenches were burnt by sweeping
the EOM sideband over a 10 MHz range. This width was chosen as it was considerably
broader than the laser linewidth of 100 kHz, resulting in a flat trench. This sweeping was
performed for 10 seconds to reach steady state spin-redistribution, as the duty cycle of the
sweep was only 10 Hz. A fixed time after a trench was burnt, PM spectra were recorded
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with a 50 ms sweep of the EOM sideband over the trench. This burn-scan process was
repeated for several fixed delays (up to 6) to determine the trench lifetime, and the series
of trenches burnt at 2.5T are shown on the right hand side of Figure 4.17 as an example.
Faster relaxation and increased hole broadening made it difficult to burn deep trenches
for fields less than 1.5T. At these low fields spectral holes were instead generated using a
fixed-frequency RF source. Even with a fixed-frequency EOM sideband, however, the holes
broadened to several MHz due to spectral diffusion (see Section 3.1.2). As an example, the
holes burnt at 0.1T are shown on the left hand side of Figure 4.17. For both the trench
and hole burning, the laser carrier was 1.5 GHz blue detuned from the ∆mI = +1 band to
prevent unwanted absorption. In both cases lifetimes were determined by fitting a single
exponential to the depth of the trench or hole.
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Figure 4.18: Blue: The lifetime of spectral features burnt into the ∆mI = +1 absorption band,
as a function of magnetic field along the D1 optical extinction axis. y-axis error bars are the
standard error in the fit to each point. Black dashed: The theoretical phonon density at the
electronic transition frequency, defined by Equation (2.12) and equivalent to the Orbach process
in Equation (4.3).
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The trend in lifetimes shown in Figure 4.18 can be explained by three effects domin-
ating at different magnetic fields. In order of increasing field, these are electronic cross-
relaxation, electronic spin-lattice relaxation and hyperfine cross-relaxation. The following
three subsections outline the justifications for these conclusions.
4.10.1 Electronic cross-relaxation
Rapid electronic cross-relaxation between neighbouring Er ions limits the electronic spin
lifetime at low field in Er:YSO [98]. This also shortens hyperfine transition lifetimes to 100
ms in low field, because of the Orbach process described in Section 2.4.4 [69].
Fortunately, electronic cross-relaxation can be suppressed by increasing the magnetic
field. In an applied field the Zeeman splitting of the Kramers doublet causes the electron
spin ensemble to polarise into the S˜ = |−1/2〉 state, at a rate determined by the Boltzmann
factor. This suppresses the electron-spin cross-relaxation because the density of resonant
ions in the S˜ = | + 1/2〉 state is reduced. The rate of hyperfine transitions is then also
reduced, which causes the increase in hole lifetimes observed between 0 and 0.1T
4.10.2 Spin-lattice relaxation
Beyond 0.1T the spectral holes lifetimes begin to shorten, even though electronic cross-
relaxation should be quenched (e−∆E/kT = 0.0006 at 1T and 1.4 K). This suggests that
another process mediates hyperfine transitions beyond this point. In Section 4.9 it was
determined that the Orbach spin-lattice process drives hyperfine transitions in large fields
at higher temperatures. Because this process is mediated by thermal phonons, it also
becomes strong at low temperatures if the magnetic field is reduced. This is illustrated by
the black dashed trace in Figure 4.18, which plots the density of thermal phonons at the
electron spin transition frequency (Eq 2.12). Moreover, the trend in lifetimes between 0.1-
3.0T is anti-correlated with this distribution. Based on this observation and the results of
the previous section, it was inferred that Orbach spin-lattice relaxation dominates between
0.1 - 3.0T
4.10.3 Hyperfine cross-relaxation
Figure 4.15 from the previous section shows that direct nuclear spin-lattice relaxation
limits the hyperfine lifetime at high fields, resulting in a hyperfine T1 of 12 minutes at
1.4 K. However, this lifetime is an order of magnitude longer than the ∼60 sec plateau in
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hole lifetimes observed here. This implies that spin-lattice relaxation no longer limits hole
lifetimes above 3T. Instead, we infer that hyperfine cross-relaxation is dominant based on
several observations.
Firstly, the complicated field dependence above 3T suggests some form of resonant
coupling. For hyperfine cross-relaxation, this is consistent with a change in the density
of resonant nuclear spins as a function of magnetic field. For certain magnetic fields the
hyperfine transition energies of site 1 will be sufficiently similar to those of site 2, such that
hyperfine cross-relaxation between the sites can be mediated by Y spins. This increases
the effective spin density, causing some regions above 3T to exhibit shorter lifetimes.
Furthermore, this is the only remaining interaction (of the usually considered mechan-
isms described in Section 2.4) which can reduce hole lifetimes below the hyperfine popula-
tion lifetime; Electronic cross-relaxation was ruled out due to Boltzmann statistics.
It should also be noted that the lifetimes in Figure 4.18 were measured with the hy-
perfine population in thermal equilibrium. Measurements with a hyper-polarised ensemble
should yield significantly shorter lifetimes at high field, due to the four-fold increase in
resonant spins.
4.10.4 Spectral diffusion
An additional consideration for shaping narrow absorption features is spectral diffusion.
Figure 4.17 presents spectral features burnt at 0.1T and 2.5T. While they both exhibit
the long lifetimes necessary for efficient holeburning, the spectrum at 0.1T shows increased
spectral broadening. This broadening is consistent with the process of spectral diffusion,
which was introduced in Section 3.1.2.
More specifically, the increase is due to the change in electron spin dynamics. For fields
greater than 2T the electron-spins are highly polarised. In this regime a phonon-mediated
spin flip (spin-lattice coupling) is rapid and short lived; the large density of phonon modes
implies that an electron spin will fall back quickly to the ground state. Thus, each electron
spin flip contributes only a small contribution to optical transition dephasing.
In a field of 0.1T, however, the electron spins spend appreciable time in either spin
state. This produces large dephasing, even though the lifetime (and hence rate of electron
spin transitions8) is similar to the 2.5T regime. For this reason quantum memory schemes
8In the previous subsections it was described how spectral hole lifetimes below 3T are limited by the
electronic spin transition rate
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requiring narrow linewidths cannot be realised at low fields. Large dephasing will also
shorten optical and hyperfine coherence times in the low field regime.
4.11 Coherence measurements
On-demand quantum memories require long optical and spin coherence times for qubit
manipulation and storage. This section investigates the coherence properties of these
transitions in 167Er:YSO, through two sets of measurements.
Section 4.11.1 presents two-pulse photon echo measurements of the I15/2 ↔ I13/2 optical
transition; this well-known technique was introduced in Section 3.3.
Section 4.11.2 then presents a Raman echo measurement of the |−7/2〉 ↔ |−5/2〉 ground
state hyperfine transition. Much like the photon echo, the Raman echo technique used
here requires only optical pulses. However, the implementation is slightly more involved
as it requires optical fields at two frequencies [118].
The magnetic sensitivity of the |−7/2〉 ↔ |−5/2〉 hyperfine transition is then investigated
in Section 4.11.3, and Section 4.11.4 concludes with a discussion of the frozen core effect.
4.11.1 Optical coherence measurements
This section presents a measurement of two-pulse echoes of the |−7/2〉 ↔ |−7/2〉 optical
transition. As in previous experiments, an EOM sideband was used to spin-polarise the
167Er ensemble before the measurement, and the carrier was kept several hundred MHz
detuned from the 167Er absorption.
The optical pulse sequence is shown in Figure 4.19 (b). The polarising-sideband (green)
was used to prepare the hyperfine ensemble into |−7/2〉 ground state. This was achieved
by sweeping the sideband over the ∆mI = −1 absorption band, using the same method
described in Section 4.7. While previous demonstrations in this chapter involved polarisa-
tion to the |+7/2〉 state, here the ensemble was polarised into the |−7/2〉 state instead. This
change was motivated by the larger oscillator strength of the associated ∆mI = −1 trans-
ition, relative to the |+7/2〉 state. This allowed for shorter optical pulses during the Raman
echo measurements described in the following subsection (see Table 4.3). The degree of
spin polarisation achieved here was not measured quantitatively, as it had been for the
|+7/2〉 ground state in Section 4.7. Nevertheless, the larger ∆mI = −1 oscillator strengths
should improve the spin polarisation efficiency, compared with polarisation into the |+7/2〉
state.
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Figure 4.19: Coherence measurement on the |−7/2〉 ↔ |−7/2〉 optical transition at 1.4 K and 7T.
(a) The decay of two-pulse echo amplitude as a function of total time delay τ . Inset: Oscilloscope
trace of an echo at τ = 400µs.
(b) A schematic of the optical pulse sequence. Polarising Sideband: A VCO drives the sideband
over the ∆mI = −1 absorption band, to polarise the 167Er ensemble into the mI = |−7/2〉 ground
state (see method in Sec 4.7). Fixed Sideband: Centred on the wing of the |−7/2〉 ↔ |−7/2〉
optical transition and used to coherently drive the same optical transition. Laser (carrier):
Approximately 1 GHz red detuned from the ∆mI = −1 absorption band. When a photon echo
forms, the laser-carrier acts as a Local Oscillator (LO) to generate an optical heterodyne beat with
the Fixed Sideband.
A fixed-frequency EOM sideband at 2150 MHz was used to coherently drive the |−7/2〉 ↔
|−7/2〉 optical transition, and this is shown by the middle trace in Figure 4.19 (b). This
fixed-frequency sideband excited ions in the wing of the |−7/2〉 ↔ |−7/2〉 absorption peak,
to mitigate pulse propagation issues caused by large optical depth. Photon echoes formed
at the wavelength of this sideband at time t = τ . The pi-pulse length which maximised
echo amplitude was determined to be 1.5± 0.25µs for 1.5 mW of optical driving power.
To detect the echoes, a local oscillator (the laser carrier) was switched on just before
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they were due. This intensity control of the laser carrier was achieved with the DC-bias
input to the AM-EOM (see Figure 3.2). Thus, the echo signal took the form of a 2150
MHz heterodyne beat on the optical detector. The 2150 MHz RF signal output from the
detector was then mixed down to 10 MHz using a 2140 MHz fixed frequency RF source.
The mixer output was then filtered through a 10 MHz bandpass filter, and recorded on the
scope shown in Figure 4.2.
These echoes were recorded for a series of time delays from 400 µs to 2400 µs, illustrated
in Figure 4.19 (a). For each time delay the optical pulse sequence was repeated 30 times.
The data points in Figure 4.19 show the average amplitude of the 5 largest echoes for
each time delay. From the rate of echo decay we determine a coherence time for the
|−7/2〉 ↔ |−7/2〉 optical transition of T2 = 1.35 ms.
Although this value is an order of magnitude greater than zero field coherence times,
it falls short of the 4.4 ms achieved by Bottger et al. at 7T [26]. This is likely due to
differences in site structure and magnetic field orientation. In particular, Bottger et al.
oriented their field 40 degrees to the D1 axis, and performed their measurement on Site 1
rather than Site 2. From a practical standpoint, however, the orientation used by Bottger
et al. is difficult to realise with the cryostat used in this work. For this reason, and the
fact that it would not necessarily yield any improvement in hyperfine coherence times, the
optimal configuration determined by Bottger et al. was not used here.
4.11.2 Hyperfine coherence measurements
Optical transitions are required for capturing flying qubits. However, optical coherence
times are generally to short for quantum repeater applications. This holds true for Er:YSO,
even though it has demonstrated the longest optical coherence time of any rare earth doped
material [26].
In other rare earths systems storage times are extended using hyperfine transitions
instead [48,138]. The coherence time of the |−7/2〉 ↔ |−5/2〉 ground state hyperfine transition
is interrogated here for this reason. This is achieved using the Raman echo technique;
equivalent to an optically detected spin-echo measurement (see Ref [118] for a detailed
description).
The optical pulse sequence for this experiment is shown in Figure 4.20 (b). The exper-
imental setup was similar to the photon echo measurements in the previous section, except
that an additional optical field Ω2 was used to address the to the |−5/2〉 ↔ |−7/2〉 optical
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Figure 4.20: Coherence measurements on the |−5/2〉 ↔ |−7/2〉 hyperfine transition at 1.4 K and
7T (a) normalised Raman echo intensity as a function of total delay τ , at 1.4 K and 7T. Inset:
Raman echo at τ = 60 ms. (b) Pulse sequence for Raman Echoes. Polarising Sideband: A VCO
drives the sideband over the ∆mI = −1 absorption band, to polarise the 167Er ensemble into the
mI = |−7/2〉 ground state (see method in Sec 4.7). Sideband 1 (Ω1): Centred on the |−7/2〉 ↔ |−7/2〉
optical transition. Sideband 2 (Ω2): Centred on the |−5/2〉 ↔ |−7/2〉 optical transition, at optical
frequency Ω2. Laser (carrier): Approximately 2 GHz red detuned from the ∆mI = 0 absorption
band. When a Raman echo forms, the laser-carrier acts as a Local Oscillator (LO) to generate an
optical heterodyne beat with SB1.
transition9. Combined with the previous field that drove the |−7/2〉 ↔ |−7/2〉 optical trans-
9The optimal pi pulse length for the |−5/2〉 ↔ |−7/2〉 optical transition was measured to be 4 ± 0.5µs
using 1.5 mW of optical power. This value was determined using the method described in Section 4.11.1.
104 Properties of 167Er:Y2SiO5 in a large magnetic field
ition, this formed a resonant 3-level system that could indirectly drive the |−7/2〉 ↔ |−5/2〉
ground state hyperfine transition. For this purpose it was also important that the fre-
quency difference between Ω1 and Ω2 match the |−7/2〉 ↔ |−5/2〉 ground state transition
frequency of 994.7 MHz.
Here Raman echoes were performed on a narrow anti-hole in the ∆mI = −1 band, as
opposed to the ∆mI = 0 band used for the photon echoes. This was done to prevent the
pulse distortion from the large OD of the |−7/2〉 ↔ |−7/2〉 optical transition. The anti-hole
was prepared by holeburning with 100 µW of optical power with Ω1 for 100 ms. Both
optical fields Ω1 and Ω2 were generated using fixed-frequency EOM sidebands at 2150
MHz and 1155.3 MHz, respectively.
Upon completion of the Raman echo pulse sequence, optical heterodyne detection was
again used to collect the Raman echo signal. Here the optical modulation frequency of the
echo was 1155.3 MHz, as it reformed at the optical frequency of Ω2. Observing the Raman
echoes at frequency Ω2 also relied on having population in the |−7/2〉 optically excited state
at the time of coherent rephasing10. This was achieved with another long weak pulse at
the frequency of Ω1, which slowly pumped the sub-ensemble in the |−7/2〉 ground state to
the |−7/2〉 excited state at time t = τ .
Using this method, Raman echoes were recorded for a series of time delays from 60 ms
to 1980 ms. For every time delay the optical pulse sequence was repeated 30 times. Each
data point in Figure 4.20 (a) shows the average amplitude of the 5 largest echoes for the
given time delay. This data selection was necessary to filter out transient issues due laser
frequency instability. As the laser wasn’t sufficiently stable to rephase the entire coherent
ensemble in each measurement, there were many recorded echoes with reduced intensity.
In this plot the rate of echo decay is not exponential for delays shorter than a second.
This trend is consistent with previous spin-echo measurements for Er doped materials in
large fields, and is attributed to slow Y spin dynamics (see Section 4.11.4 and Ref [139]).
For this reason we define the coherence time of the |−7/2〉 ↔ |−5/2〉 ground state hyperfine
transition by e−1 attenuation of the echo amplitude. This gives a value of T hyp2 = 1300±10
ms, which is 300 times greater than any previously measured coherence in Er:YSO [26].
10Attempts to optically excite the population just prior to rephasing (rather an during) yielded signi-
ficantly attenuated echoes due to the short lifetime of the optical transition. Additionally, it should be
possible to form an echo on any related optical transition (∆mI = ±1,±2, etc) if either coherent ground
state populations is transferred to the appropriate optical excited state at the time of rephasing.
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Hyperfine inhomogeneous broadening
In general, an echo time-envelope represents the Fourier transform of the inhomogeneously
broadened ensemble on which the echo is performed. For the photon echo measurements of
Section 4.11.1, the echo rephased O(MHz) optical inhomogeneous broadening. This width
was determined by the bandwidth of the optical pulses, and is consistent with the µs echo
time-envelope shown in Figure 4.11.1. For the Raman echo sequence, the echo rephased
the inhomogeneously broadened hyperfine ensemble, rather than the optical. Although
the Raman echo was performed on a sub-MHz wide anti-hole in the optical transition, the
associated hyperfine ensemble contained ions from across the entire inhomogeneous hyper-
fine line. The reason for this difference is that the optical and hyperfine inhomogeneous
broadening is largely uncorrelated.
Thus, the Raman echo time-envelope was used to determine the hyperfine inhomogen-
eous broadening. In particular, the FWHM of the time and frequency linewidths obey the
following Fourier relationship (assuming a Gaussian echo):
FWHM(t) =
4 ln 2
piFWHM(f)
From the Inset of Figure 4.20 we obtain a FWHM of 7± 1µs for the time-envelope. This
implied that the inhomogeneous hyperfine line had a FWHM of 130± 20 kHz.
4.11.3 Magnetic sensitivity of the |−7/2〉 ↔ |−5/2〉 ground state hyperfine
transition
Magnetic sensitivity is a large determining factor for coherence times. For field vectors at
which transitions exhibit zero magnetic sensitivity (called 3D turning points) exceptionally
long coherence times can be achieved [48, 138]. To investigate whether such a regime
had been achieved (accidentally) in the previous section, the magnetic sensitivity of the
|−7/2〉 ↔ |−5/2〉 hyperfine transition was measured.
For this experiment a series of holeburning spectra were recorded as a function of
magnetic field along the D1 optical extinction axis (not shown here). At each field the
|−7/2〉 ↔ |−5/2〉 hyperfine transition frequency was determined using the method described
at the end of Section 4.5.
The resulting field dependence is presented in Figure 4.21, where a linear frequency
gradient of 11.3 ± 0.1 MHz/T is observed. This proved that the measured hyperfine co-
106 Properties of 167Er:Y2SiO5 in a large magnetic field
Figure 4.21: Frequency of the |−7/2〉 ↔ |−5/2〉 ground state hyperfine transition as a function of
magnetic field along the D1 axis. The y-axis error bars indicate the linewidth of the spectral holes
used to measure the transition frequency. The data fits well to the straight line shown in orange,
with a gradient of 11.3± 0.1 MHz/T. The stated uncertainty is the standard error in the fit.
herence time wasn’t exceptionally long, as there was no turning point at 7T. At best the
magnetic sensitivity at 7T could be a saddle point, if the sensitivity in the the D2 and
b directions are zero. The constant gradient also suggested that long coherence might be
achieved at lower fields, and this is investigated further in the following section.
4.11.4 The frozen core effect
In the high field and low temperature regime, polarised electron spins should contribute
negligible magnetic noise [67, 76, 126]. Instead, the major contribution to decoherence
should be nuclear spins in the crystal, primarily the nuclear spin−1/2 89Y ions, as they
exist in 100% abundance.
The amount of decoherence on the |−7/2〉 ↔ |−5/2〉 transition caused by Y ions can be
estimated from the magnetic sensitivity measured in the previous section. This estimate
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is obtained as follows11 [48, 140]:
1
piT2
= ∇f ·∆B
where ∇f is the magnetic sensitivity of the transition and ∆B is the FWHM field fluctu-
ation caused by the Y ions. Previous calculations for undoped YSO have estimated mag-
netic fluctuations of 8µT , caused by Y cross-relaxation [48]. By taking δfδD1 = 11.3MHz/T
as a lower-bound for ∇f , the hyperfine coherence time is then:
∇f ·∆B ≥ 11.3 · 106 Hz/T× 8 · 10−6 T
∴ T2 ≤ 3.6ms
This value is well below the experimentally observed coherence time of 1.3 seconds, which
indicates that the Y cross-relaxation must be heavily suppressed under the experimental
conditions. Observed in many other materials, this suppression was dubbed the ‘frozen
core’ effect [141]. Here the Y ions close to the polarised Er spins are detuned from the
bulk, slowing the rate of Y cross-relaxation and reducing the magnetic fluctuations.
The slowed Y dynamics also lead to the non-exponential decay observed in Figure 4.20.
This implies that longer coherence times can be achieved by using dynamic decoupling
techniques [142].
4.12 Summary
Er based approaches to quantum information storage have been impeded by short spin
lifetimes and coherence times. To address these issues, this chapter investigated the optical
and hyperfine transition properties of 167Er:YSO in large magnetic fields.
Sections 4.4 introduced the optical absorption spectrum of this material in a field of 7T.
The holeburning measurements in Section 4.5 were then used to determine the underlying
hyperfine structure of the optical absorption line. Based on these measurements, a model
of the absorption spectrum was developed and presented in Section 4.6.
The rest of the chapter delivered the major experimental milestones of the thesis.
Firstly, efficient nuclear spin polarisation of the entire 167Er ensemble was presented in
Section 4.7. This was the first such demonstration in rare earth systems, and a key re-
11This equation is only valid if the Y spins cross-relax faster than the rate of Er decoherence. In this
case it is valid as the Y cross-relaxation rate was measured to be 8 Hz in Er:YSO [76].
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quirement for broadband optical storage. A hyperfine population lifetime of 14 minutes
at a temperature of 1.4 K was subsequently measured in Section 4.9. The magnetic field
dependence of spectral hole lifetimes was then investigated in Section 4.10. These meas-
urements illustrated the effect of spin-lattice relaxation in this system, and how it can be
mitigated. The final result of the chapter is detailed in Section 4.11, where a 1.3 second
coherence time was achieved for an 167Er hyperfine transition. This is an improvement of
several orders-of-magnitude over previous coherence measurements for spin transitions in
Er doped solids, and the implication of these results for future quantum memory develop-
ment will be discussed in Chapter 6.
Chapter 5
Single Erbium ions in Silicon
The Er:Si research presented in this chapter is a highly collaborative effort,
spanning several research institutions1. Experimental data was collected by
Dr C. Yin, G. de Boo and Q. Zhang, and relevant figures are duly annotated.
However, all the subsequent analysis and modelling presented here is my own.
The development of a practical quantum computer hinges on the realisation of DiVi-
cenzo’s seven criteria [9,10]. In this respect, great progress has been made with a computing
architecture based on single defects in silicon. Most of this work has focused on individual
P:Si dopants, in order to address the first five criteria [13–15, 17, 18]. With an optical
transition at 1.5 µm, Er is an ideal candidate to fulfil the final two [10]. In particular,
single Er ions could be used to develop an optical-spin bus, allowing P:Si qubits to access
the future quantum Internet.
Long spin lifetimes and coherence times are important requirements for such a bus.
This chapter aims to address these requirements, by investigating the optical transition
properties and energy level structure of single Er:Si ions. Section 5.1 begins with an outline
of a novel optical detection method developed for measuring these single Er centres. The
experimental setup used for these optical measurements is introduced in Section 5.2. The
first recorded examples of single Er:Si absorption spectra are then presented in Section
5.3 and these homogeneously broadened absorption lines are analysed in Section 5.4. The
inhomogeneous absorption profile of Er:Si is then investigated in Section 5.5 and the chapter
concludes with a characterisation of the crystal field Hamiltonian for an individual Er ion
in Section 5.6.
1Devices implantation was performed at ANU by Prof J. McCallum and Dr B. Johnson
of the University of Melbourne. The experiment was setup up by Dr C. Yin, G. de Boo
and Myself at the University of New South Wales (UNSW). Experimental investigations
were conducted by Dr C. Yin, G. d Boo, Q. Zhang and Myself at UNSW. Data analysis was
undertaken by Dr C. Yin and G. Deboo at UNSW and Myself at ANU. Analysis software
and advice was provided by Dr S. Horvath and Prof M. Reid of Canterbury University, NZ.
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5.1 Single defect detection in solid state
A key requirement for an optical-spin bus, and single defect quantum computing more
generally, is the ability to detect or ‘read-out’ the energy state of the defect. The first
detection of an individual defect in solid state relied on an all-optical approach, where a
single pentacene molecule in a p-terphenyl crystal was detected using absorption spectro-
scopy [143]. All-optical approaches have since been extended to other solid state defects,
although they generally suffers from low detection efficiency [144–146].
Instead, 100% detection efficiency has been achieved using solely electrical readout.
In particular, Single Electron Transistor (SET) technology has been used to readout the
electronic spin state of a P:Si dopant [13]. The downside of this approach is poor energy
resolution, which is limited to several GHz at mK temperatures. This would make nuclear
spin readout difficult for 167Er, given the sub-GHz hyperfine spacings.
To overcome these issues, a novel approach to single defect detection was developed for
the Er:Si experiments detailed here. Informed by previous observations of light induced
ionisation in SET’s and a rich history of Er:Si spectroscopy, this approach combines optical
excitation and electrical detection to achieve high resolution and detection efficiency. The
following two subsections describe this approach in more detail, and Section 5.3 presents
the first demonstration of single Er detection using this approach.
5.1.1 Resonant optical excitation
When interrogating the optical transition of a single centre, the frequency resolution is
ultimately limited by the transition lifetime or dephasing time. Although optical dephasing
has not been investigated in Er:Si, millisecond lifetimes have been observed for the 1.5
µm optical transition in bulk samples. This suggested that sub-KHz resolution might be
achieved using an optical approach in a noise-free environment. Unfortunately, detecting
emission from the I15/2 ↔ I13/2 transition of single Er centres is made difficult by the
weak fluorescence in silicon [27]. Thus, an approach based on resonant 1.5 µm absorption
(rather than emission) was proposed.
5.1.2 High efficiency electrical readout
Previous investigations in silicon informed the concept of electrical readout by optical
excitation. Er related defects in silicon are known to form ‘donor’ levels in the Si bandgap.
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Detailed in Section 2.5, this structure presents an energy pathway between Er ions and
charge carriers. While this pathway has previously been used to generate 1.5 µm emission
by electroluminescence, our aim was to drive this process in reverse [147]. In particular, it
was assumed than an electric current could be induced in the silicon by optically exciting
the I15/2 ↔ I13/2 transition.
Even with a pathway for electrical readout, this technique still required a very sensitive
charge detector. To satisfy this requirement, the same SET technology used for single P:Si
detection was employed. These nano-scale transistors are described in Section 3.4, and
their applicability was further motivated by previous demonstrations of (non resonant)
photo-ionisation detection [125].
With sufficiently low density of Er ions, it was believed that single centres could be
spectrally resolved by combining SET detection and a narrow wavelength laser. It was also
thought the signal collected by the SET should provided a means to distinguish between
single and multiple defects (see Figure 3.9). Such measurements are analogous to photon
statistics measurements on optically detected single centres.
5.2 Experimental setup
Investigated in this chapter are Er implanted Fin-shaped Field Effect Transistors (Fin-
FETs). When negatively biased, these FinFETs operate as SETs at liquid He temperatures.
An example of such a transistor is shown in Figure 3.10, and the n-p-n FinFETs used here
were fabricated by IMEC [124]. Each device had a p-type silicon channel passing under a
poly-crystalline silicon gate separated by a gate dielectric. The p-type channel had a boron
doping of 1018 cm−3. Following device fabrication, erbium and oxygen co-implantation was
performed with implantation energies of 400 keV and 55 keV and ion fluences of 4 · 1012
and 3 · 1013 cm−2 respectively.
The presence of oxygen and boron impurities is known to enhance erbium luminescence
in silicon, and this doping produced an Er:O ratio of about 1:6 in the channel region [27].
The isotopic composition of the erbium ion beam was estimated by J. McCallum to be
70–80% 168Er and 20–30% 167Er, allowing both species to be studied. The dimension of
the device channels were 100×50×20 nm (length×width× height). Stopping and Range of
Ions in Matter (SRIM) simulations of the ion implantation gave estimates of approximately
30–40 Er ions within the charge sensing region of the channel.
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Figure 5.1: The experimental setup for the Er:Si investigations. Either laser (1 or 2) was used
non-consecutively to illuminate the sample. The lower section shows an image of the specialised
rack mount electronics (IVVI) used for controlling and measuring current in the FinFET devices.
This image was reproduced from [148].
The experimental setup shown in Figure 5.1 was used for all the experiments described
in this chapter. The Er-implanted FinFETs were maintained at a temperature of 4.2 K,
in an Oxford helium bath cryostat with a 15T super-conducting magnet. Perturbation
coils were added to the cryostat (externally) to provide a small perpendicular field (2
mT) at the sample. The sample stick was equipped with bare single mode fibre (smf-28e)
connected to a fibre feed-though at the top. The fibre was cleaved at the bottom end (the
sample end). Illumination of the FinFET was achieved by fixing the cleaved end of the
fibre perpendicular to the sample, producing a beam waist of approximately 1 mm on the
FinFET.
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To illuminate the sample, two 1550 nm fibre-coupled lasers were used non-concurrently.
The first laser was a 5 mW JDSU SWS15101, with a 500 MHz linewidth over 1 second. The
JDSU laser was designed with remote wavelength control, so it was possible to program
100 nm spectral scans with 50 MHz steps. For spectral scans that covered wide wavelength
ranges or required several hours to complete, an external wavemeter (Angstrom WS-7) was
used as an absolute frequency reference to compensate for thermal drift.
The second laser was a 50 mW Thorlabs TLK-1550R, stabilised to my home-built
reference cavity (100 kHz linewidth on a 1 second timescale). For this laser, spectral scans
up to 10 GHz wide were achieved with a 10 GHz Covega AM-EOM, driven by a Agilent
programmable high frequency RF source. In this case the laser (carrier) was maintained at
a fixed frequency, and either of the two EOM sidebands were used to scan over the optical
absorption line. The two lasers complemented each other well in wavelength resolution
and scan range. For the experiments documented in this chapter only a single laser was
used at any one time, depending on the experimental requirements.
Control and read-out of the FinFET current was achieved with an I-V and V-I meas-
urement (IVVI) unit, shown in the lower half of Figure 5.1. This is a battery-operated (low
electrical noise) rack-mount unit composed of several add-in boards, designed and built at
the University of Technology (TU) Delft [148]. As only one FinFET was measured at any
time and no RF was applied to the FinFET gates, the IVVI unit was rather under-utilised
in the experiments described here.
Voltage to the source-drain channel and gate were supplied by two channels of a com-
puter controlled DAC (the S2d board). An ammeter (the M1m board) was also placed in
series with the drain lead to measure the source-drain current. The M1m board generated
a voltage proportional to the source-drain current, which was then amplified and digitised
via an ADC in 1 ms time-steps. This digital signal was sent to a buffer-board (the S0
board), which was then connected to a scope for data acquisition. The purpose of the S0
board was to isolate the measurement electronics (the scope) from the sensitive FinFET
control and read-out electronics.
5.3 Detection of single Er ions
Section 5.1 introduced a novel approach to single defect detection in solid state. Here this
approach is realised with Er:Si, and illustrated though the optical absorption spectrum
in Section 5.3.1. In particular, this spectrum was collected using photo-ionisation in the
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Er implanted SET, rather than a measurement of optical attenuation. This measurement
technique is further utilised to detect the electronic and nuclear spin states of Er ions in
Sections 5.3.2 - 5.3.3.
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Figure 5.2: The first detection of optical absorption from a single Er ion in a FinFET device.
(a) Absorption spectrum comprised of 110 vertical current histograms plotted side-by-side. The x-
axis represents the laser frequency and the y-axis represents FinFET current. The colour intensity
shows the time integral at each current level (binned in 50 pA steps) for a 50 sec current time-trace.
(b) An example current time-trace with 194935.0 GHz laser illumination. (c) An example current
time-trace with 194936.4 GHz laser illumination. Data collected by Dr C. Yin.
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5.3.1 Electrically detected absorption of single Er ions
Using the experimental setup described in the previous section, an absorption spectrum
was collected using the JDSU laser. This spectrum was developed by stepping the laser
wavelength in 50 MHz increments from 1520 - 1550 nm, with 1 mW of optical power incident
on the FinFET. This wavelength region was chosen because it covered the strongest known
emission lines observed in bulk Er:Si [27, 149–151]. At each wavelength step the recorded
data consisted of 50 second time-traces of the FinFET source-drain current. To maximise
the charge detection sensitivity, the FinFET gate voltage was biased to the wing of the
first coulomb peak (see Figure 3.9).
Figure 5.2 (a) shows a spectrum from this absorption scan covering a 5.5 GHz region
around 1537.9 nm. The plotted data at each wavelength step in this spectrum is a histo-
gram of FinFET current recorded during the 50 second exposure. Two examples of these
current time-traces are shown in Figure 5.2 (b) and (c).
The 500 MHz wide Er absorption peak centred at 3.4 GHz in Figure 5.2 (a) is the first
example of optically resonant charge detection in an SET device. Illustrated in Subfigure
(c), the FinFET current undergoes discrete two-level fluctuations observed when the laser is
resonant with this absorption peak. This is the signature of a single charge trap oscillating
between two charge states, and consistent with absorption from a single defect [125].
5.3.2 Electron spin detection
To resolve the electron spin states of Er in an optical spectrum, one must break the
degeneracy of the S˜ = 1/2 Kramers doublets. This can be achieved using a magnetic field;
Zeeman splitting of Kramers doublets has been observed in bulk Er:Si spectra [152].
In a similar way, Figure 5.3 demonstrates Zeeman splitting of a single Er absorption
line2 centred at 194807.6 GHz. The two visible Zeeman arms were inferred to be ∆mS˜ = 0
optical transitions, while the two ∆mS˜ = ±1 transitions were too weak to be observed.
While this is consistent with Zeeman split lines recorded in Er:YSO spectra (Ch5 of Ref
[128]), it meant that the g-factors of the I15/2 and I13/2 states could not be determined.
Rather, the Zeeman splitting in Figure 5.3 informed the value of |g15/2−g13/2| = ∆g = 4.8.
This is larger than the isotropic ∆g = 1.9 for cubic Er:Si sites [27], and consistent with
2To illustrate magnetic field dependence, this colour plot presents slightly different data to that of
Figure 5.4 (a). Here the y-axis shows applied field rather than current, and each pixel indicates the total
time for which the current was greater than 1 nA (by colour) for the specified field and wavelength.
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Figure 5.3: Magnetic field dependence of Er absorption peaks. The x-axis represents laser fre-
quency and the y-axis represents applied field. The colour shows the total time the current remained
above 1 nA for the 50 second recording at each pixel. Data collected by Dr C. Yin.
the assumption that low-symmetry Er complexes are required for the electroluminescence
pathway (see Section 5.5).
5.3.3 Nuclear spin detection
As mentioned in Section 5.2, 167Er constituted approximately one quarter of the ions
implanted in the FinFET. Resolving the hyperfine structure of these ions was not possible
with the 500 MHz linewidth of the JDSU laser. Instead, several absorption spectra were
recorded using the cavity-locked Thorlabs laser to achieve sub-MHz resolution. With the
laser locked, spectral scans were recorded by sweeping the optical sidebands of a high
frequency EOM.
The left hand side of Figure 5.4 shows an example spectrum recorded using this method.
The overall structure is identical to the Kramers-doublet spectrum shown in Figure 5.3,
although only one Zeeman arm has been developed up to 140 mT (the red arrow). Su-
perposed on the electronic Zeeman shift are narrow hyperfine absorption peaks, indicating
the presence of 167Er.
The right hand side of Figure 5.4 shows the developed Zeeman arm replotted with the
linear magnetic dependence (approx 10 GHz/T) subtracted. This shows more clearly the
hyperfine state evolution as a function of magnetic field, and here it can be observed that
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Figure 5.4: Magnetic field dependence of FinFET tunnelling current for an 167Er ion. Left side:
demonstrates the typical X shape for the set of Kramers doublet optical transitions. No data was
collected for the regions in black. Right side shows the hyperfine substructure for the optical
transition indicated by the red arrow. The magnetic field dependence of this Zeeman arm (10
GHz/T) has been subtracted to highlight the change in hyperfine structure with magnetic field.
Beyond 80 mT there are eight clear hyperfine peaks at this point. Data collected by G. de
Boo.
the optical transition exhibits eight strong peaks above 80 mT. These are inferred to be
the eight ∆mI = 0 transitions of 167Er, illustrated by the energy level diagram in Figure
4.1. The complicated field dependence below 80 mT in Figure 5.4 is indicative of hyperfine
level anti-crossings, also consistent with Figure 4.1.
5.4 Properties of the homogeneous absorption line
The previous figure illustrated homogeneously broadened optical transitions in a FinFET
device. Here we study the homogeneous transition lineshape, to better understand the
Er optical coherence properties. This is achieved by developing a model of the optical
absorption process in Sections 5.4.1 - 5.4.3, and fitting simulated spectra to experimental
data in Section 5.4.4.
The first step to developing the absorption model was to assume a Lorentzian absorp-
tion profile. Detailed in Section 5.4.1, this absorption profile was modulated by slowly-
varying electric field noise: a known noise source in FinFET devices.
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The next step involved a description of the ionisation process due to optical excitation,
and this is presented in Section 5.4.2. The final step required a simulation of the FinFET
time-trace data, described in Section 5.4.3.
Using this model, a simulated 167Er absorption spectrum was constructed in Section
5.4.4. This simulation was fit to an experimental 167Er spectrum, and the fitted parameters
are presented and discussed in Section 5.4.5.
5.4.1 The optical absorption profile
A homogeneously broadened optical transition can described by a Lorentzian profile:
ϕ(f) =
ϕ0σ
2
(f − f0)2 + σ2
where f0 is the peak frequency, ϕ0 is the peak absorption, and σ = Γφ + (2piT1)−1 is the
homogeneous linewidth detailed in Section 2.4.2. A slowly varying electric field perturba-
tion ∆E(t) will shift the frequency of the optical transition via the Stark effect. In FinFET
devices such perturbations often arise from voltage fluctuations in the gate electrodes, or
the charging and discharging of trap states. As these perturbations are small, the trans-
ition frequency will shift linearly with applied field (∆f = α∆E) and so the absorption
profile is be modified accordingly:
ϕ(f, t) =
ϕ0σ
2
(f + α∆E(t)− f0)2 + σ2
(5.1)
In the next section, this distribution will be used to determine the probability of optical
excitation at a given laser wavelength f .
5.4.2 Simulating the ionisation process
In these FinFET devices, optical excitation of Er ions is detected through ionisation of
the Si donor level DEr (see Section 2.5). More specifically, the FinFET current changes a
discrete amount each time the DEr level is emptied or filled. To simulate this behaviour, a
Boolean variable charge_state was used to represent the state of DEr at any given time t.
The following commented pseudo-code shows how charge_state was determined in a single
time instance.
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Prior to excitation the DEr level remains filled, so we initialise with 0 to represent this :
charge_state(f, t) = 0
optical absorption is a probabilistic process, so compare ϕ with a random number:
If : ϕ(f, t) > random_number(0, 1)
if a photon is absorbed , DEr is emptied:
charge_state(f, t) = 1
if absorption did not occur, DEr remains filled:
Else :
charge_state(f, t) = 0
In order to create a simulated FinFET current time-trace for a given wavelength f , it was
necessary to re-calculate value of charge_state many times using a loop. The implement-
ation of this loop is the focus of the next section.
5.4.3 Simulating the FinFET current time-trace
The absorption spectra shown in this chapter were developed by recording FinFET current
time-traces. It was assumed that the current I(t) would depend only on the voltage V (t)
in the FinFET channel. As the transistor is biased to operate as an SET, the voltage
dependence can be well approximated by the Coulomb peak lineshape described in Section
3.4:
I(t) = cosh−2
(
eV (t)
2.5 · kBT
)
where T = 4.2 K. A simple model of the voltage V (t) was then developed by assuming
that only two effects could alter the channel voltage.
The first was ionisation of the DEr level, described in the previous section. Ionisation
was assumed to create a discrete shift in the channel voltage ∆VEr, consistent with obser-
vations of single defect ionisation in other FinFET devices [13, 125]. This shift was also
assumed to be large, so that ∆VEr was similar in magnitude to the Coulomb peak linewidth
of 2kBT/e.
The second effect was the electric field noise ∆E introduced in Section 3.4. Under the
120 Single Erbium ions in Silicon
operating conditions of the FinFET, this small perturbation should modulate the channel
voltage linearly: ∆VE field = β∆E .
Combining these two effects, a model was obtained for the FinFET channel voltage as
a function of time t and excitation frequency f :
V (f, t) = V0 + β∆E(t) + ∆VEr · charge_state(f, t) (5.2)
Using this voltage model, one can construct a current time-trace for a particular laser
frequency: I(f, t). This is achieved by repeatedly calling the functions derived in the
previous two sections, and assuming Gaussian electric noise with standard deviation δE:
For t = t0 to tfinal :
∆E(t) = gaussian_noise_function(δE)
Call : ϕ(f, t)
Call : charge_state(f, t)
I(f, t) = cosh−2
(
[V0 + β∆E(t) + ∆VEr · charge_state(f, t)] · e
2.5kBT
)
here the variable t was iterated 50,000 times in order to simulate a 1 KHz detection
bandwidth (see Section 5.2) over a 50 second time-trace.
5.4.4 Simulating an absorption spectrum
Using the code in the previous section, a simulated absorption spectrum of a single 167Er
ion was constructed. Shown in Figure 5.5 (b), this simulation combined eight Lorentzian
profiles from Equation 5.1, one for each ∆mI = 0 transition. The simulated current
time-traces were then plotted in the same way as the experimental spectrum in Figure
5.2. In particular, each simulated time-trace I(f, t) was converted into a vertical current
histogram, and plotted side-by-side as a function of laser frequency f .
This simulated spectrum was fit-by-inspection to the experimental 167Er spectrum in
Figure 5.5 (a). This Figure shows data taken at 90 mT, representing a subset of data
taken during the magnetic field dependence study presented in Figure 5.4. Here the spec-
trum does not exhibit two discrete charge levels, as was previously observed in Figure 5.2.
Rather, optical excitation resulted in a continuum of current levels in Figure 5.5.
The most probable cause for this change in current dynamics was a change in the charge
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Figure 5.5: Experimental and simulated absorption spectra of a167Er transition in a field of
90mT. (a) The experimental spectrum, centred at 195.233 THz (1535.6 nm). The x-axis cor-
responds to the wavelength of the laser illuminating the FinFET. The y-axis shows a current
histogram, where the 50 sec current time-traces recorded for each wavelength are binned in 20
pA steps. (b) A simulated fit to the experimental absorption spectrum in part (a). The fitted
parameters are listed in Table 5.1. Experimental data collected by G. de Boo.
environment around the single Er defect. Prior to the measurements in Figures 5.4 and 5.5,
the FinFET was thermally cycled to room temperature. This could have created strain-
induced damage within the FinFET, forming localised charge defects and traps. Electrons
released from the DEr trap would then get trapped in any one of several nearby defects,
rather than being released into the drain lead.
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5.4.5 Interpretation of the fit
Even with the FinFET in this damaged state, the fitting to Figure 5.5 (a) provided useful
information on the optical coherence properties. Firstly, the experimental spectrum showed
a noticeable asymmetry, or slant, in the hyperfine absorption peaks. This phenomenon was
also reproduced in the simulated spectrum, where it was quantified by the angle θ. This
angle arose from the correlation between the absorption frequency and the FinFET voltage.
In particular, their susceptibilities can be equated because they are modulated by the same
charge noise ∆E(t) :
∆f
α
= ∆E =
∆V
β
which implies that:
∆f
∆V
=
α
β
∴ tan θ ∝ α
β
This quirk of the FinFET absorption spectrum was used to determine the homogeneous
line broadening due to charge noise alone, by fitting for the parameters α and β. Using
the parameters α and ∆E, one could then determine the contributing stark noise:
〈ϕ(f)〉 =
〈
ϕ0σ
2
(f − f0 − α∆E(t))2 + σ2
〉
=
ϕ0σ
2
(f − f0)2 − 2 (f − f0)α〈∆E(t)〉+ α2〈∆E(t)2〉+ σ2
=
ϕ0σ
2
(f − f0)2 + α2δE2 + σ2
Table 5.1 lists the parameters α, β, δE and σ determined from the fit to Figure 5.5 (a).
These values yielded an estimate of the electric noise broadening; 2αδE ≈ 15 MHz, which
was comparable to the underlying broadening 2σ ≈ 30 MHz. Hence, the sum broadening
from these interactions resulted in the 50 MHz homogeneous linewidths observed in Figure
5.4.
Decomposing the line broadening into separate components gave key insights into the
dynamics of these FinFET devices. Firstly, we could confirm that electric noise contributed
an appreciable amount to the optical broadening. This noise affected both the Er ion and
SET tunnelling current in a correlated manner, indicating a macroscopic source.
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Parameter
Label
Parameter
Value
α 7 MHz·m·V−1
β 0.3 m−1
σ 15 MHz
ϕ0 0.5
∆VEr 0.4 mV
δE 1 V·m−1
Table 5.1: Parameters used to generate the simulated spectrum in Figure 5.5 (b). These para-
meters were estimated through a fitting-by-inspection to Figure 5.5 (a).
Such sources could include voltage noise generated by the FinFET gates, or distant
charge traps in the silicon below the transistor channel.
However, the dominant source of noise was not due to the macroscopic electric fields.
Indeed, broadening due to σ alone would yield an optical coherence time of T2 ≈ 10 ns.
This is much shorter than the millisecond optical lifetimes typical of bulk Er:Si, suggesting
that the transition width is not lifetime limited [107]. Instead, the linewidth is most
likely dominated by magnetic or highly-localised electric dephasing, and potential sources
include charge traps and two-level systems formed by impurities and crystal defects. These
impurities and defects play a central role in the subsequent investigations presented in this
chapter, and further evidence of their effect on the Er ions is presented in the next section.
5.5 Properties of the inhomogeneous absorption line
The previous section focused on the narrowest features of the optical absorption spec-
tra. We now turn our attention to the other extreme, by considering the inhomogeneous
distribution of optical transitions shown in Figure 5.6.
The inhomogeneous absorption profile of this Er:Si FinFET device looks very different
to that of bulk Er:Si. Here the concentration of Er is so low that individual ions are clearly
resolved, so inhomogeneous broadening is a moot point in some respects. Furthermore,
the variety of spectroscopic splitting factors in Figure 5.6 suggests that several different Er
sites are optically active.
Given these observations, an accurate estimate of the inhomogeneous broadening can-
not be made using spectra developed with a single field direction, such as Figure 5.6. In-
stead, an accurate measurement of the inhomogeneous broadening in these FinFET devices
has been performed by G. de Boo, using magnetic rotation experiments.
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Figure 5.6: A wide-scan absorption spectrum developed over 0-3.5T. Absorption lines of indi-
vidual Er3+ ions are observed over a range of 100 GHz, each with a unique magnetic field depend-
ence. This particular device was implanted with only 167Er, so the lines also exhibit hyperfine
structure. White lines are a guide to the eye. Data collected by G. de Boo.
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He observed three Er sites with the same I15/2 and I13/2 electronic g-tensors, spread
across 25 GHz (see Table B.5 of Ref [153]). In Section 2.3 it was explained that large
inhomogeneous broadening is often a consequence of higher-dimensional defects, such as
dislocations and plane boundaries. As the FinFET devices are composed of composite
layers, the existence of 2D plane boundaries is inevitable. Indeed, Figure 3.10 illustrates
that the detectable Er ions are no more than 15 nm from a Si-SiO interface.
Another potential source of lattice defects is the ion-beam implantation process, de-
scribed in Section 5.2. The implantation process can cause severe damage to the crystal
because of erbium’s large atomic number (n = 68). Moreover, thorough annealing is not
possible without damaging the FinFET device. Collectively, this can result in voids and
other high dimensional defects in the neighbourhood of the implanted ions [154].
Because of the large inhomogeneous broadening of Er:Si in FinFET devices, certain
dynamics which greatly affect the coherence properties of Er spins cannot be estimated
a-priori. For example, predicting spin-lattice coupling depends on knowledge of the energy
level structure, and achieving long hyperfine lifetimes times in Er:YSO relies on such
information. For this reason individual Er ions can only be considered for spin-qubits
once their site structure is determined, which is the focus of the following (and final)
section. Chapter 6 then introduces several fabrication techniques that could mitigate the
large inhomogeneous broadening in these devices, and so improve the optical and hyperfine
coherence times.
5.6 A high symmetry Er site
The spectrum presented in Figure 5.6 is just one example of several wide-field spectra
recorded with this FinFET device. At a lower frequency of 194463 GHz, a rather unique
optical transition was observed in one of these spectral scans. Presented in Figure 5.7
(a) this optical transition showed almost zero field dependence in the direction of the
superconducting magnet field. This observation was interesting because optical transitions
of Kramers rare earths usually exhibit strong magnetic field dependence. In fact, no other
Er absorption line has shown this property in a FinFET device.
The reason for this unique behaviour was determined from a high resolution spectrum
recorded at low-field, which is shown in Figure 5.7 (b). Here one can see hyperfine-level
anti-crossings, which indicate that the 3 parallel lines seen in Figure 5.7 (a) correspond to
∆mI = 0,±1 absorption bands.
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Figure 5.7: Two spectra of an 167Er absorption line centred at 194462.4 GHz. (a) Wide-field
spectrum (0-7T). The arm curving to the left (right) shows the ∆mS˜ = 0 transition from the
mS˜ = |+ 12 〉
(
mS˜ = | − 12 〉
)
state of the I15/2 Kramers doublet. The three parallel lines correspond
to the ∆mI = −1, 0 & +1 hyperfine absorption bands, respectively. Sections of the spectrum
which were not developed are masked in purple. (b) Narrow-field spectrum (0-70 mT). Hyperfine
anti-crossings between the electronic mS˜ = | ± 12 〉 levels can be observed. The hyperfine transition
gradients reveal the I15/2 and I13/2 electronic g-factors: approximately 60 GHz/T.Data collected
by G. de Boo and Q. Zhang.
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More importantly, they reveal equal field dependence for the Zeeman levels in both the
I15/2 and I13/2 in this field direction. In particular, the strong magnetic field dependence
shown by some of the hyperfine levels indicated that the Zeeman levels in both the I15/2
and I13/2 states had a spectroscopic splitting factor of g ≈ 4 in this direction. This implied
that some symmetry must exist in the I15/2 and I13/2 g-factors, and hence the Er site.
In Section 2.2.2 it was explained that a site with high symmetry can be characterised
using a reduced set of crystal-field Hamiltonian parameters. This presented an opportunity
to determine the electronic level structure of this Er:Si site, as only a small amount of data
might be required for a crystal-field Hamiltonian fit. This also made the site particularly
appealing to study, as many important spin dynamics can be estimated once the crystal-
field Hamiltonian is known (see Section 2.4.4). Moreover, knowledge of this Hamiltonian
is critical to realisation of long hyperfine coherence times in Kramers ions, as explained in
Sections 4.9 and 6.3.
To determine which crystal-field parameters would be required for this fitting, a mag-
netic rotation experiment was first performed. Detailed in Sections 5.6.1 - 5.6.2, this study
determined the overall site symmetry. The fitting to the electronic Hamiltonian is then
described in Section 5.6.3. The Hamiltonian parameters determined from this fit were used
to simulate the hyperfine substructure in Figure 5.7 (b), and this is presented in Section
5.6.4.
5.6.1 Magnetic field rotation study
In an effective spin-Hamiltonian such as (4.1), the anisotropic Zeeman interaction is de-
scribed by a 3 dimensional g-tensor. To determine the components of this tensor, one can
record the Zeeman splitting as a function of field orientation; this type of measurement is
commonly known as a magnetic field rotation study. It can also be used to determine the
symmetry of the crystal-field interaction, because anisotropy in the Zeeman interaction is
a consequence of an anisotropic crystal-field interaction.
Unfortunately the weak ∆mS˜ = ±1 transitions made it difficult to determine the g-
tensors of the I15/2 or I13/2 Kramers doublets. Thus a measurement of |g15/2−g13/2| = ∆g
was made instead, using the strong ∆mS˜ & ∆mI = 0 transition at 194.4624 THz. This
measurement was performed under the assumption that the optical ∆g-tensor would reveal
the symmetry of the crystal field interaction, much like the electronic g-tensor.
For this measurement a single-axis rotation was performed in theX−Y plane; the plane
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Figure 5.8: (a) Magnetic field rotation pattern of the ∆mS˜ & ∆mI = 0 absorption line in the
X − Y plane. black stars: experimentally observed splitting of hyperfine sublevels within the
transition. The uncertainty in the splitting is determined by the width of the optical transitions.
Dashed black line: Simulated rotation pattern of the ∆mS˜ = 0 optical transition, assuming a field
amplitude of 2 mT and Hamiltonian parameters from Table 5.3. (b) Orientation of the X,Y, Z
co-ordinate frame (black) with respect to the principle axes of the silicon wafer (red). In this
co-ordinate frame the Z direction is aligned with the superconducting magnet and cryostat (refer
to Figure 5.1), while the axis of the Er site is oriented along the X direction. Data collected by
G. de Boo and Q. Zhang.
perpendicular to the superconducting magnet axis (see Figure 5.1). This was achieved
using perturbation coils external to the cryostat, which applied a field of 2± 0.2 mT. The
resulting field rotation pattern is presented in Figure 5.8 (a). Note that for certain angles
the optical Zeeman splitting was much less than the transition linewidth, hence too small
to be observed.
5.6.2 Interpretation of the site symmetry
By combining the data from Figure 5.7 and Figure 5.8 (a), it was possible to estimate the
∆g-tensor for this optical transition at zero field. With respect to the X,Y, Z co-ordinate
frame presented in Figure 5.8 (b), the tensor has only one non-zero component:
∆g ≈

2 0 0
0 0 0
0 0 0

X,Y,Z
This determined that the Er site possessed approximately axial symmetry in the Zeeman
interaction. The relatively high symmetry restricted the number of crystal field parameters
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required to characterise the crystal-field Hamiltonian (see Section 2.2.2). More specifically,
axial symmetry in the Zeeman tensor results from either hexagonal (six-fold), tetragonal
(four-fold) or trigonal (three-fold) point group symmetries. These symmetries can be
further decomposed into five distinct point groups, and the parameters required to describe
the associated crystal-field Hamiltonians are listed in Table 5.2
Hexagonal C6 B20 , B40 , B60 , Re(B46)
Tetragonal C4v B
2
0 , B
4
0 , B
6
0 , Re(B64 , B44)
C4 B
2
0 , B
4
0 , B
6
0 , B
6
4 , Re(B44)
Trigonal C3v B
2
0 , B
4
0 , B
6
0 , Re(B63 , B66 , B43)
C3 B
2
0 , B
4
0 , B
6
0 , B
6
3 , B
6
6 , Re(B43)
Table 5.2: The five point groups which exhibit axial symmetry. Here each Bk0 is a real valued
constant, while the Bkq ’s with q 6= 0 can be complex. Parameters taken from Table 1.7 from
Ref [81].
This analysis determined that the crystal-field Hamiltonian H = ∑BkqCkq would have
at most eight free parameters.
5.6.3 Determining the crystal-field Hamiltonian
To determine the crystal-field parameters Bkq , we utilised a Hamiltonian solver program
called PYCF. Described in Appendix A, this program minimises the least-squares difference
between experimental transition energies and calculated Hamiltonian eigenvalues. The
Hamiltonian used for the fitting included only the electronic components of the 4f-shell
Hamiltonian (2.1):
HPYCF = HFI +HCF +HZ (5.3)
Generally speaking, this fitting requires spectra of multiple crystal field levels (Kramers
doublets) for a unique solution to be obtained. Three spectra were collected for this
purpose, encompassing optical transitions of the lowest two Kramers doublets in the I13/2
state3. Two of these spectra were already presented in Figure 5.7, and show the optical
transitions from the lowest Kramers doublet in the I15/2 state to the lowest doublet in the
3Every optical transition was assumed to originate from the lowest I15/2 crystal field level, due to the
thermal distribution in the I15/2 state.
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Figure 5.9: Fitting of the lowest energy optical transitions. (a) The optical transitions from the
lowest energy Kramers doublet in the I15/2 state to the lowest energy Kramers doublet in the I13/2
state. (b) The lowest-to-second-lowest Kramers doublet optical transitions. Stars represent the
data points used for the fitting. Solid lines show the fitted transitions based on Hamiltonian (5.3)
with the parameters from Table 5.3.
I13/2 state. The third spectrum shows the lowest-to-second-lowest doublet transition, and
is presented in Appendix E.
Collectively, these spectra contained less data than is usually required for a unique
Hamiltonian fit [82]. The data was sufficient in this case because of the high symmetry of
the Er site. Figure 5.9 shows the fitted optical transitions based on these spectra.
The fitting process
The first step in the fitting process was to input transition energy data into the PYCF
program. This data consisted of transition energies at 17 different fields (0-7T in 500mT
steps plus 2.25T, 2.75T and 3.25T), shown by the stars in Figure 5.9. The fitting then
proceeded by selecting some initial Hamiltonian parameters4, and allowing PYCF to find
a solution (fit) using the basin-hopping algorithm. This process was repeated many times,
with different combinations of starting values (positive and negative) for the free para-
meters listed in Table 5.3. These parameters were taken from either the tetragonal or the
trigonal subsets of Table 5.2, as they were mutually exclusive. No solution was found for
any tetragonal set. For the trigonal set the program would always converge to one of two
4Most of the free-ion parameters were left fixed (not fit) in this process, for reasons explained in Section
2.2.1. Only the Slater parameters F k and spin-orbit parameter ζ were varied (by just a few percent).
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degenerate solutions, indicating uniqueness in the fit.
Hamiltonian Parameter Value (cm−1)
α [17.79]
β [-582.1]
γ [1800]
T 2 [400]
T 3 [43]
T 4 [73]
T 6 [-271]
T 7 [308]
T 8 [299]
Mtot [3.86]
Ptot [594]
F 2 97483
F 4 67904
F 6 54010
ζ 2325
B20 10
B40 798
B60 233
B43 ±1930
B44 -335-117i
B63 ±617±34i
B66 -180-63i
Table 5.3: The electronic Hamiltonian parameters for the axial Er:Si site, determined using the
PYCF fitting program. Two degenerate solutions were identified, due to degeneracy in the q = 3
crystal-field parameters. Values in square brackets were not varied during the fit.
Once this overall solution was found, small amounts of additional crystal-field para-
meters were added in an attempt to improve the fit. Here it was found that adding the
B44 term improved the fitting, and the complete list of fitted Hamiltonian parameters are
presented in Table 5.3.
As stated above, the fit indicates approximately trigonal (C3) symmetry. For the
common interstitial cubic Er site in silicon, trigonal distortions can only arise from stress
along perpendicular crystal axes such as the 111, 1¯11, etc. However, the site orientation
shown in Figure 5.8 (b) illustrates that this is not the case here. Instead, this symmetry has
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likely arisen from a more complicated Er-host interaction, consistent with the observation
that Er complexes are required for electroluminescence.
To further test the fit, a simulation of the experimental rotation pattern in Figure 5.8
(a) was constructed, and is shown by black dashed trace in the same figure. This simulation
exhibits larger splittings than the experimental data, which shows that the fit could be
improved. This could be done by increasing the number of crystal field parameters in the
fitting and collecting more spectroscopic data, such as transitions to higher I13/2 crystal
field levels.
Nevertheless, the parameters listed in Table 5.3 should be sufficiently accurate to de-
termine a regime in which long hyperfine lifetimes are achieved at liquid helium temper-
atures, and this analysis will be presented in Section 6.4.
5.6.4 Simulating the hyperfine structure
With the electronic Hamiltonian parameters determined, it was possible to simulate the
hyperfine structure in Figure 5.7 (b) using the hyperfine coupling parameters al and aq
(see Section 2.2.3). These parameters have previously been estimated from the crystal field
fitting of Er:YSO [82]. As the hyperfine interaction should be independent of host, the
same parameters were applied here to test the electronic Hamiltonian fit:
al = 0.008, aq = 0.08
For this set of energy levels the hyperfine substructure yielded 256 optical transition.
Thus, it was necessary to also determine the optical transition strengths in order to simplify
the simulated spectrum. This was achieved using a program developed by M. Reid, which
determined both the magnetic and electric dipole transition strengths (refer to Sec 2.4 of
Ref [82]).
Figure 5.10 (b) shows this simulated spectrum, under illumination by pi and σ polarised
light in equal amounts. While the simulated transition strengths show noticeable discrep-
ancy from the experimental data5, the energy splitting between the parallel ∆mI = −1, 0
and +1 transitions is in good agreement. This further supports the validity of the crystal
field fit.
5Accurate estimates of transition strengths are usually difficult to obtain, as there are many approxim-
ations necessary for calculating the interaction Hamiltonians. Moreover, the polarisation of incident light
was unknown as the experiment fibre was not polarisation maintaining.
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Experiment
Simulation
(a)
(b)
Figure 5.10: Optical absorption spectra showing the hyperfine substructure of the lowest-to-
lowest Kramers doublet transition of the trigonal 167Er site, with the magnetic field along the
Z direction. (a) Experimental absorption spectrum, reproduced from Figure 5.7. (b) Simulated
absorption spectrum, constructed using the approach detailed in Sec 2.4 of Ref [82]. Transition
strengths calculated by S. Horvath.
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5.6.5 Extending the approach to other Er:Si sites
The axial site studied here was chosen because of symmetry considerations which simplified
the crystal-field Hamiltonian fitting. However, this site is not representative of most Er:Si
sites identified so far (see Table B.5 of Ref [153]). The Er:Si sites with lower symmetry
will require a much larger set of experimental data for a unique fit to be obtained. To put
this in context, the crystal-field fitting of Er:YSO sites with C2 symmetry required the
zero-field transition energy of 37 crystal field levels up to the 2H11/2 multiplet and several
magnetic field dependence studies of optical and spin transitions [82].
Collecting such a large volume of information for single Er:Si centres presents several
challenges. Firstly, spectra are developed relatively slowly with a typical dwell time per
data point of O(10 sec). This can be significantly improved, however, by recording the SET
voltage using RF-reflectometry rather than directly measuring the tunnelling current [155].
This AC measurement technique can potentially improve the measurement bandwidth
(which is currently several KHz) by three order of magnitude or more.
Secondly, silicon is not transparent to optical wavelengths which excite transitions to
higher energy multiplets such as the 4I11/2, 4I9/2, etc. Developing spectra of these higher
energy levels will require two-colour stimulation via intermediary levels. For instance,
spectra of the 4I9/2 multiplet can be developed by exciting to a resonant level in the I13/2
using 1550 nm laser light and sweeping with a second laser in the 1700 nm region.
5.7 Summary
This chapter presented results of the first spectroscopic investigation of individual erbium
ions in silicon. This was achieved using a novel approach to single ion detection, which was
introduced in Section 5.1. Using this approach it was possible to develop high resolution
optical spectra of these ions, such that both the electronic and hyperfine levels of single
Er ions were resolved in Section 5.3. An investigation of the optical absorption lineshape
and homogeneous broadening was then presented in Section 5.4. Here it was concluded
that noise from both the FinFET electrodes and impurities in the silicon contributed to
the homogeneous linewidth, which totalled approximately 50 MHz. The inhomogeneous
broadening in the FinFET devices was then discussed in Section 5.5. The large inhomo-
geneous broadening was attributed to lattice damage caused by ion implantation. Finally,
the site structure of an individual Er ion was analysed in Section 5.6. Such studies are
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required to determine the magnetic field regime in which the Er electrons spin can be
polarised, which is necessary for realising long transition lifetimes and coherence times in
Er:Si.
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Chapter 6
Conclusion
The digital Internet has been a powerhouse of social and economic development in the 21st
century; Internet related commerce accounted for 21 percent of GDP growth in mature
economies between 2006-2011 [29]. This digital revolution has now spurred billion dollar
investments in quantum technologies, aimed at unlocking similar economic potential [30].
Along with quantum computing, the future ‘quantum Internet’ will play a major role in
this technological platform [31,32].
This will require quantum memories for light with storage times longer than the trans-
mission times across the network, and coherent optical interfaces for entangling distant
quantum computers. Rare earth ions have shown great promise in this regard, with
demonstrations of long coherence times, broadband absorption, and high storage efficien-
cies [47–50].
Among the rare earth ions, Er centres uniquely possess optical transitions in the 1.5
µm region. This wavelength region lies within the transparency window of both silicon
and silica fibres, making Er an obvious candidate for these quantum telecommunications
technologies. Although there have been numerous demonstrations of quantum information
devices based on rare-earth doped crystals, it has proven difficult to realise these devices
with Er centres. This thesis has investigated the key underlying obstacle to deploying
Er based quantum information devices, the dynamics associated with the ion’s electron
spin. Two systems were investigated, Er doped YSO and individual Er ions in FinFET
transistors.
It was shown in Chapter 4 that the rapid electron spin relaxation in Er:YSO, which
shortened both hyperfine lifetimes and coherence times, could be suppressed with the
application of a large magnetic field. By polarising the Er electron spins in YSO, the
hyperfine transition lifetime was extended to approximately 10 minutes and the coherence
was increased to 1.3± 0.01 seconds. Section 6.1 of this chapter briefly explores the impact
of this result on quantum communication applications.
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I also discuss the possibility of extending the coherence time further in this system
in Section 6.2, and highlight the potential of applying these techniques to other Kramers
systems such as Nd:YSO in Section 6.3.
In Chapter 5 I described experiments demonstrating the detection of single Er ions in
a FinFET transistor using a hybrid electronic/optical scheme. The long term goal of this
work was to demonstrate the readout of a single Er spin qubit, as a prerequisite for a spin-
optical quantum bus. While it proved possible to detect single ions and resolve both the
electronic Zeeman and hyperfine levels, state readout was not achieved. This would require
long spin lifetimes, sufficient for maintaining a spin state during readout. With the kHz
bandwidth in FinFET devices, millisecond spin transition lifetimes should be satisfactory
for the purpose. As a first step in understanding the spin dynamics of these single centres,
I have further investigated techniques used to identify the site symmetries of these single
centres, and characterise their Hamiltonians. One centre in particular was characterised
as having trigonal (C3) symmetry. In Section 6.4 of this chapter I suggest strategies for
extending the transition lifetimes and coherence times of these single centres.
6.1 Quantum repeater networks
In 2009, Razavi et al. undertook a thorough analysis into entanglement generation rates
for fibre based quantum links, assuming that many parallel memories are available for
multiplexing [59]. The light propagation time L/c was one of the key considerations in
their approach to calculating entanglement rates. In particular, memories with coherence
times T2  L/c were deemed to have effectively infinite storage times, and entanglement
rates could be calculated simply in this regime (see Eq (1) of Ref [59]).
To put this in context, L =1000 km is often used as a benchmark distance for repeater
protocols [156]. The hyperfine coherence time measured in Section 4.11 is 200 times greater
than L/c over this range. This is well within the ‘infinite’ memory regime, and the per-
memory entanglement rate for repeater nodes spaced 125 km (using the Razavi protocol)
is:
R33 = 0.5 bits/s
This is a large improvement over a direct (repeater-less) entanglement rate of 10−5 bits/s
for a THz single photon source. Moreover, this rate scales linearly with the number of
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parallel memory channels. This is an advantage for rare earth doped solid state memories,
as the large density of ions opens the path for massive multiplexing. By using standard
fabrication techniques, YSO waveguide circuits with millions of parallel memory channels
could be realised [62].
While this would yield data rates ofKbits/s for a 1000 km network, it is also interesting
to consider data rates over global distances. To this end we consider a distance of L =10000
km, for which the the light propagation time is 65 ms. Although this is still shorter than
T2, there will inevitably be data loss due to decoherence over this time-scale. This loss can
be calculated for repeater nodes spaced 156 km apart, using equation (4) of Ref [59]:
Ec
(
ρˆ+XY
(
t66
))
= 0.82
This shows that data rates are reduced by only 18% compared with an ‘infinitely’ coherent
memory, which is quite good. A caveat to this result, however, is how poorly current
repeater protocols scale over such long distances:
R66 = 0.008 bits/s
Although the protocol of Razavi et al. is not the only choice for future repeater implement-
ation, it is indicative of the state-of-the-art. Irrespective of which protocol is eventually
utilised though, this analysis illustrates an important point: There now exists a telecom-
compatible storage material whose coherence time is more than sufficient for entanglement
over global distances.
6.2 Quantum hard-drives
This primary goal of this thesis was to investigate Er doped materials for quantum commu-
nication applications. However, the results of Chapter 4 suggest that 167Er:YSO also has
potential for long-term quantum information storage. Here several techniques are intro-
duced which together might achieve this goal. Section 6.2.1 covers the ZEFOZ technique,
whose purpose is to reduce transition dephasing. Implementing this technique is very im-
portant, as the hyperfine coherence times are currently limited by dephasing mechanisms.
Section 6.2.2 then describes several approaches to extending transition lifetimes, which
could open the path to hour long storage times.
140 Conclusion
6.2.1 ZEFOZ
Section 4.11.2 explained that magnetic perturbations limited the hyperfine coherence times
in the high field regime studied here. This issue could be addressed by moving the magnetic
field to a ‘turning point’, where the hyperfine transition becomes magnetically insensitive
in three dimensions. This is called the Zero First-Order Zeeman (ZEFOZ) technique, and
is especially useful when combined with the frozen-core effect in YSO [157].
For non-Kramers ions, the location of high field turning points are accurately estimated
using effective-spin Hamiltonians measured in low fields [140,158–160]. However, the results
of Section 4.5 show that this approach cannot be used for 167Er:YSO. Instead, one would
have to parametrise the spin Hamiltonian in high field or utilise a crystal-field Hamiltonian
[82].
If a sufficiently shallow turning-point can be found in this way, coherence times might
be extended to the six hours observed in Eu:YSO. This is because the small frozen-core of
Eu limited the coherence times to 5 ms in high fields: a 1.3 second coherence time suggests
a much a quieter magnetic environment. None-the-less, hour long coherence times can
only be achieved if the hyperfine transition lifetimes are also improved, and approaches to
solving this issue are discussed in the following section.
6.2.2 Improving the hyperfine transition lifetimes
Hour long coherence times in 167Er:YSO cannot be achieved using ZEFOZ alone. If the
magnetic perturbations are sufficiently attenuated, the coherence times will be limited by
the hyperfine transition lifetimes (see Sections 4.8 - 4.10).
The first issue which must be addressed in this regard is nuclear spin cross-relaxation,
which occurs on a minute timescale. By taking advantage of the transition selection rules,
however, this process is readily suppressed. In particular, the weak hyperfine state mixing
in this system will suppress |∆mI | > 1 transitions. Thus, one can initialise the system into
non-adjacent hyperfine levels such as the |−7/2〉 ↔ |−3/2〉 , and use the ∆mI = 2 transition
for information storage.
This approach to state preparation should suppress cross-relaxation below the spin-
lattice relaxation rate. However, reducing the spin-lattice coupling is rather more involved
and here we introduce three techniques to address this problem.
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From a technical standpoint, the simplest approach would involve lowering the sample
temperature. In Section 4.9 it was determined that the spin-lattice relaxation rate was
limited by the direct process at low temperatures. This involved O(GHz) phonons, whose
density in the crystal scale linearly with temperature. Thus, simply moving to a 300 mK
dilution fridge should raise the transition lifetime to approximately 60 minutes.
The second approach would aim to suppress only those phonons resonant with the
hyperfine transitions. This idea is based on recent demonstration of phononic bandgap
films that achieved 30 dB of phonon suppression in the 2.4-3.2 MHz range [161]. With
this approach, a phononic bandgap in the 800-1000 MHz range could be achieved using
standard fabrication equipment. Demonstrating just 10 dB of attenuation in the frequency
range could yield transition lifetimes of 120 minutes.
The third approach would focuses on minimising the hyperfine spin-lattice coupling,
rather than reducing the phonon density. For an electron-spin transition | − s〉 ↔ | + s〉,
the spin-lattice interaction is described by Eq (2.13) :
ω±s =
2pi
~2
|〈+s|Hphonon| − s〉|2
where the matrix elements of Hphonon vary with magnetic field direction (see Section 2.4.4).
This equation is readily extended to the hyperfine transitions, as they couple to the lattice
via admixture with the electronic spin. The mixing caused by this interaction is so weak
that’s its usually ignored, and for this reason the hyperfine spin-lattice coupling is orders of
magnitude weaker than the electronic. Nonetheless, one can determine the magnetic field
direction for which the hyperfine spin-lattice coupling is minimised, using the Hamiltonian
parameters from Ref [82].
6.3 Kramers ions in large fields
The issues of spin-relaxation addressed in this thesis are not just relevant to erbium. Indeed,
the transition lifetimes and coherence times of many other Kramers ions are shortened by
the same dynamics. To investigate whether large fields can be used for other Kramers ions,
here I consider the applicability to 145Nd:YSO. This material has been used in several high
profile memory demonstrations, and exhibits millisecond long hyperfine coherence in small
magnetic fields [57,162].
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To determine whether efficient spin-polarisation can be achieved with 145Nd, one must
first consider the crystal field structure in the host material. If the lowest energy Kramers
doublets are too close together, level anti-crossings will occur before sufficient spin-polarisation
is reached for the lowest Kramers doublet. This is not an issue for Nd:YSO, however, as
the lowest Kramers doublets are separated by 88 cm−1 (2.6 THz) for site 1 [163]. This is
three times larger than the equivalent splitting in Er:YSO [82].
The measurements in Section 4.10 showed that Er spins in YSO are highly polarised in
a field of 3T, equivalent to a spin transition frequency of 630 GHz. However, reaching this
transition frequency with Nd would require a field of 10T due to its small ground-state
electronic moment (see supplementary materials of Ref [162]). Assuming similar spin-
lattice coupling, this would be sufficient to reduce the spin-lattice relaxation rate to O(1
min). Although it’s difficult to estimate the hyperfine cross-relaxation rate at this field,
the smaller electronic moment of Nd would suggest lower relaxation rates than observed
in Er (for the same doping concentration).
This simple analysis shows that long transition lifetimes might be achievable in Nd:YSO
with a commercial cryostat. As Nd has the smallest ground state moment of any Kramers
ion, this approach should have merit for other Kramers ions as well.
6.4 Er:Si optical-spin bus
The long term goal of the Er:Si research program is to realise a telecom wavelength bus
for future silicon based quantum computers. With this goal in mind, several of the device
requirements details in Section 1.2.1 are currently being addressed. These include the
development of high Q optical resonators that are compatible with FinFET technology,
and investigations of Stark tunability for the optical transitions [164,165]. In line with this
goal, this thesis has focused on the issues of Er spin-readout and coherence, both of which
require further investigation.
6.4.1 Improving transition lifetimes and coherence times of single Er
ions
Materials such P:Si and Bi:Si have shown great promise for quantum information pro-
cessing, with the observation of exceedingly long coherence times for these dopants [16,166].
The same should hold true for the Er:Si devices studied here, if several key improvements
are made.
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Firstly, the large homogeneous and inhomogeneous optical linewidths measured in Sec-
tions 5.4 - 5.5 suggest poor Si crystal quality. This issue could be mitigated with high
temperature annealing, which was not performed for reasons detailed in Section 5.5. An-
nealing could be used, however, if dopants are implanted into the Si wafer prior to FinFET
fabrication. If applied, this change in the manufacturing process should greatly reduce
both the homogeneous and inhomogeneous linewidths. With regards to the second point,
the number of unique spectroscopic sites should be reduces.
Homogeneous broadening could further be reduced by utilising isotopically enriched
I = 0 materials (in particular 28Si) to eliminate nuclear magnetic noise. To put this in
context, the isotopic enrichment of Si yielded a 5000-fold improvement in spin coherence
times of individual P:Si dopants [17].
Finally, long coherence times and lifetimes in Er:Si will require the Er electron spins
to be polarised, for much the same reasons as Er:YSO. Spin-lattice coupling is the major
concern here, as the ultra low Er density should help to suppress both electronic and
hyperfine cross-relaxation. If we consider the trigonal Er site for which the 4f-Hamiltonian
was determined in Section 5.6, a maximum electronic g-factor of 11.4 is achieved along the
axis of the site. This would suggest a field of 4T will be required to reduce the spin-lattice
relaxation rate below O(1 min), based on the results achieved with Er:YSO in Chapter
4. If no other dynamics are present, then hyperfine state readout should be achieved in
this regime, which would represent an important milestone on the path to an Er based
optical-spin bus.
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Appendix A
Python Crystal Field
PYCF is a software suite developed by S. Horvath at the University of Canterbury. A
detailed description of the software and print-outs of the code can be found in reference [82].
Here it is used primarily for fitting the experimental data from Chapter 5 to the 4f -shell
Hamiltonian detailed in Chapter 2. PYCF builds upon the 4f -shell Hamiltonian solver
developed by M. Reid in the 1980’s. In particular, the two scripts SLJCALC and JMCALC
from the 1980’s solver form the basis of program, and their python equivalents are critical
sub-routines. These two scripts calculate the matrix elements of the following Hamiltonian
in the τ, L, S, J and τ, L, S, J,mJ basis, respectively:
H = HFI +HCF +HZ
The components of the first two terms are described in Sections 2.2.1 and 2.2.2. The
Zeeman interaction is required because the spectroscopic data is presented as a function
of magnetic field. It should also be noted that JMCALC comes in two variants, selected by
user input. The variant used most often provides a faster ‘truncated’ method of calculat-
ing matrix elements. This truncated approach follows the method of Carnall et al. [83],
and diagonalises the free-ion and crystal-field components in separate (de-coupled) bases.
This approximation leads to order-of-magnitude improvements in fitting speed, while only
introducing deviations of a few percent compared with the coupled-basis variant of JMCALC.
The crystal field library
Once the relevant matrix elements have been determined using SLJCALC and JMCALC, the
next step is to fit the Hamiltonian parameters to the recorded spectra. This fitting is
performed by the crystal field library (cfl) subroutine. Based on the CFIT algorithm
developed by M. Reid, cfl takes advantage of modern high-performance computing al-
gorithms [167–170]. As suggested by the title, PYCF is optimised for fitting the crystal
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field parameters Bkq , as opposed to free-ion parameters. In-fact, the only free-ion paramet-
ers which are varied during the fitting process are the Slater terms F k and the spin-orbit
term ζ.
Starting with an initial set of parameters, cfl performs an iterative optimisation by
minimising the least-squares difference between the calculated eigenvalues and experi-
mental transition energies. As mentioned previously, the spectroscopic data are taken
at multiple magnetic field values. Thus, the cfl routine simultaneously fits the data for
each magnetic field value to a separate Hamiltonian, and fitting-weights can be assigned
to the optimisation for these individual Hamiltonians.
As with many optimisation programs, PYCF solutions can converge to different (and
non-degenerate) local minima. In order to identify the best global solution, cfl employs
the basinhopping algorithm [171]. Basinhopping employs random steps, whose size and
frequency and defined by the user, followed by local minimisation. Then, the metropolis
criterion is applied to decide whether the algorithm should move to the newly found local
minimum [172]. The bounds on parameter space are defined by user input: if a sufficiently
converged solution is not found, cfl will continue to execute until the union of these bounds
is reached.
Appendix B
Modulator equations
Presented here is the derivation of the modulator power response P . This derivation is
based on the physical modulator description presented in Section 3.2. Firstly, the output
electric field E is described as follows:
E =
[
α−e−i(ωt−φ−) + βeiϕ − α+ei(ωt+φ+)
]
eif0t
E∗E =
[
α−ei(ωt−φ−) + βe−iϕ − α+e−i(ωt+φ+)
]
e−if0t×[
α−e−i(ωt−φ−) + βeiϕ − α+ei(ωt+φ+)
]
eif0t
If we only consider components at the modulation frequency ω:
E(ω)∗E(ω) = α−β
[
ei(ωt−φ−+ϕ) + e−i(ωt−φ−+ϕ)
]
− α+β
[
e−i(ωt+φ+−ϕ) + ei(ωt+φ+−ϕ)
]
= 2α−β cos (ωt− φ− + ϕ)− 2α+β cos (ωt+ φ+ − ϕ)
= 2α−β [cos (ωt) cos (−φ− + ϕ) + sin (ωt) sin (−φ− + ϕ)]
− 2α+β [cos (ωt) cos (φ+ − ϕ) + sin (ωt) sin (φ+ − ϕ)]
= 2β cos (ωt) [α− cos (−φ− + ϕ)− α+ cos (φ+ − ϕ)]
+ 2β sin (ωt) [α− sin (−φ− + ϕ)− α+ sin (φ+ − ϕ)]
The expressions in the square-brackets are now substituted for the terms u and v. This
simplifies the form of the equation to:
I = 2βu cos (ωt) + 2βv sin(ωt)
The two terms u and v can then be substituted for trigonometric identities, by assuming
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the following relations:
sin γ =
u√
u2 + v2
cos γ =
v√
u2 + v2
The intensity can then be re-expressed using the effective ‘angle’ γ:
I = 2
√
u2 + v2 (sin γ cos (ωt) + cos γ sin (ωt))
= 2
√
u2 + v2 sin (γ + ωt)
Expressed in this manner, the RF power P can be described by the RMS amplitude of
the optical intensity, squared:
P ∝ u2 + v2
Where:
u2 + v2 = [α− cos (−φ− + ϕ)− α+ cos (φ+ − ϕ)]2 + [α− sin (−φ− + ϕ)− α+ sin (φ+ − ϕ)]2
= α2− cos
2 (−φ− + ϕ) + α2+ cos2 (φ+ − ϕ) + α−α+ cos (−φ− + ϕ) cos (φ+ − ϕ)
+ α2− sin
2 (−φ− + ϕ) + α2+ sin2 (φ+ − ϕ)− α−α+ sin (−φ− + ϕ) sin (φ+ − ϕ)
= α2− + α
2
+ + α−α+ [cos (−φ− + ϕ) cos (φ+ − ϕ)− sin (−φ− + ϕ) sin (φ+ − ϕ)]
∴ P ∝ α2− + α2+ + 2α−α+ cos (2ϕ− φ+ − φ−)
Appendix C
Population lifetime data
Presented in the following two figures are AM spectra recorded in a field of 7T along the
D1 optical extinction axis of 167Er:YSO. Each Subfigure was recorded at the temperature
indicated, following the method described at the beginning of Section 4.8. The temperature
for each measurement was inferred from a low pressure vacuum gauge, in equilibrium with
the sample space of the cryostat. Temperature regulation of the sample was achieved with
a series of valves between the sample space and vacuum pump.
For temperature range of 1.4 K - 1.8 K, a population model was fit assuming the initial
population distribution in Table 4.4. For the measurements at 2.0 K and 2.16 K, the level
of initial spin polarisation was described by the following distribution:
Hyperfine state |−7/2〉 |−5/2〉 |−3/2〉 |−1/2〉 |+1/2〉 |+3/2〉 |+5/2〉 |+7/2〉
N(t = 0) (%) 0 2 1 3 8 18 27 41
For the measurements at 2.77 K and 3.22 K, the level of initial spin polarisation was
described by the following distribution:
Hyperfine state |−7/2〉 |−5/2〉 |−3/2〉 |−1/2〉 |+1/2〉 |+3/2〉 |+5/2〉 |+7/2〉
N(t = 0) (%) 6 6 6 6 12 18 18 29
The decrease in initial spin-polarisation with increasing temperature occurs due to the
increase in phonons. In particular, the optical spin-pumping achieves equilibrium with the
spin depolarising effect of the phonons. Hence the equilibrium level of spin-polarisation
reduces with increasing phonon density and temperature.
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Figure C.1: Amplitude modulation spectra of the ∆mI = 0 and +1 optical absorption bands
in a field of 7 T along the D1 axis in 167Er:Y2SiO5. Sub-figures a), b) and c) were recorded at
helium temperatures of 1.4 K, 1.8 K and 2.0 K respectively. The nuclear spin population is initially
pumped into the |+7/2〉 hyperfine ground state, and the legend entries indicate the time delay of
the recorded spectra after spin-pumping. The black dashed traces indicate the fit to spectrum for
the longest time delay trace, based on the decay rates plotted in Figure 4.15.
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Figure C.2: Amplitude modulation spectra of the ∆mI = 0 and +1 optical absorption bands in a
field of 7 T along the D1 axis in 167Er:Y2SiO5. Sub-figures a), b) and c) were recorded at helium
temperatures of 2.16 K, 2.77 K and 3.22 K respectively. The nuclear spin population is initially
pumped into the |+7/2〉 hyperfine ground state, and the legend entries indicate the time delay of
the recorded spectra after spin-pumping. The black dashed traces indicate the fit to spectrum for
the longest time delay trace, based on the decay rates plotted in Figure 4.15.
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Appendix D
Holeburning of the hyper-polarised
ensemble
With the nuclear spin ensemble hyper-polarised, a holeburning spectrum was subsequently
recorded. This measurement aimed to create a narrow anti-hole with a low absorbing
background, as this type of spectral feature is useful for quantum memory applications.
This measurement also confirmed the hyperfine energy structure that was investigated in
Section 4.5.
For this experiment the EOM sideband was used to burn a single hole in the centre of
the |+7/2〉 ↔ |+7/2〉 transition (the downwards pointing arrow). The hole was burnt with a
weak 100 µW pulse for 100 ms, to mitigate hole broadening.
Figure D.1 shows the hole-burning spectrum acquired by AM spectroscopy. The image
of the spectral hole in centre of the |+7/2〉 ↔ |+5/2〉 transition indicates that about one
third of the resonant ions had been removed from the |+7/2〉 ground state1. Three narrow
anti-holes were also visible at the frequencies corresponding to the |+5/2〉 ↔ |+3/2〉, |+3/2〉 ↔
|+1/2〉 and |+1/2〉 ↔ |−1/2〉 optical transitions. These anti-holes correspond to subsets of the
population pumped into the |+5/2〉, |+3/2〉 and |+1/2〉 ground states, via the ∆mI =-1, -2 &
-3 optical decay paths. The relative height of the anti-holes presented a means to estimate
the oscillators strengths for these ∆mI =-2 & -3 transitions, using Table 4.3. This gave
estimates of 0.7% and 0.3% for the |+7/2〉 ↔ |+3/2〉 and |+7/2〉 ↔ |+1/2〉 optical transitions,
respectively.
1The hole in the |+7/2〉 ↔ |+7/2〉 transition (the downwards pointing arrow) could not be used to infer
this value. The large OD caused small modulation-depth for the hole at this wavelength.
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Figure D.1: AM spectrum with 95% of the hyperfine ensemble pumped into the |+7/2〉 ground
state. Arrow: the frequency where a spectral hole was subsequently burnt, in the centre of the
|+7/2〉 ↔ |+7/2〉 optical transition. Vertical black dashes: The centres of the inhomogeneously
broadened 167Er optical transitions. Inset: Exploded view of the ∆mI = −1 absorption band,
showing side-holes and anti-holes formed by the holeburning. The transitions are labelled according
to their corresponding hyperfine ground states.
Appendix E
An additional spectrum of the axial
site
Fitting a crystal-field Hamiltonian generally requires spectra of multiple crystal field levels
(Kramers doublets) for a unique solution to be obtained. The spectra developed in Section
5.6 included only optical transitions from the lowest energy Kramers doublet in the I15/2
state to the lowest doublet in the I13/2 state.
As expected, attempts to determine the Hamiltonian with this limited data gave several
non-degenerate solutions. While this meant that more data (spectra) would be required
to obtain a unique fit, all the solutions determined at that stage indicated that the next
crystal field level in the I13/2 state would be approximately 30 cm−1 (1 THz) higher in
energy. This presented a narrow bandwidth (several hundred GHz) over which to develop
further optical spectra, in order to identify the second I13/2 level.
Figure E.1 shows the spectrum developed for this purpose, where four sets of absorption
lines were identified. However, only the transitions marked in blue gave a good fit when
added to the previous data. This suggested that the second I13/2 crystal field level for the
axial site had been identified.
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Figure E.1: A wide-scan absorption spectrum developed over a 0-9T. Absorption lines are ob-
served over a range of 800 GHz, each with a unique magnetic field dependence. Only the transitions
with blue triangles demonstrated good convergence when added to the previous data for fitting.
White lines are a guide to the eye. Data collected by Dr C. Yin.
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