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CHAPTER 1 
 
 
 
 
 
INTRODUCTION 
 
 
 
 
 
1.1 Introduction  
 
 
The idea of Grid computing has emerged over the past few years to allow 
different users to share resources that could be exhausted for them if they tried to use 
standalone computing platforms. It is a viable technique aimed to enable large-scale 
resource sharing among geographically distributed collaborations. The advances in 
network technologies that significantly increased over wide area connections helped 
pave the way to the Grid vision. Many communities have shown interest in 
leveraging Grid technologies to cope with their ever-increasing requirements in their 
fields of expertise. Examples include governmental organizations, biotechnological 
and health organizations, physicists, and economists. The envisaged patterns of usage 
range from distributed supercomputing for high-throughput and data intensive 
computing to on-demand and collaborative computing. Distributed networked 
resources such as desktops, servers, storage, databases, even scientific instruments 
combined create Grid computing. Grid Computing is used to achieve higher 
throughput and to deploy massive computing power wherever and whenever it is 
needed the most. Users of the Grid can find resources quickly, use them efficiently, 
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and scale them seamlessly (Mc Cormick et al. 1987; Bethel et al. 2000; Zhang et al. 
2001; Foster et al. 2002). 
 
 
The existence of basic Grid middleware such as Globus Legion or UNICORE 
(Ulrich, 2001) allowed the construction of some of the first Grid environments. The 
Global Grid Forum (GGF) aims to promote and support the development, 
deployment, and implementation of Grid technologies and applications via creation 
and documentation of best practices technical specifications, user experiences, and 
implementation guidelines.  
 
 
Many scientific and engineering applications require access to large amounts 
of distributed data. These applications require widely distributed access to data by 
many people in many places. A data grid is a grid computing system that deals with 
data controlling the sharing and management of large amounts of distributed data.  
The data grid creates virtual collaborative environments that support distributed but 
coordinated scientific and engineering research. These techniques aim to minimize 
costs incurred by accessing data in a Grid environment and thereby increase the 
performance of single applications and the throughput of the entire system (Marian et 
al. 2002; Bonnassieux et al. 2002; Bowman, 2004; Allcock et al. 2003).  
 
 
Data *rid allows users’ data, once stored on local disk, to be located on 
remote network stores. Doctors and physicists now have instruments and simulations 
producing digital images representing medical datasets larger than local storage 
capacity. The digital imaging modalities include: Computer Tomography (CT), 
Digital X-ray, Magnetic Resonance Imaging (MRI), Nuclear Medicine, Ultrasound 
and Ophthalmology. A very effective method of assessing the value of dataset is 
visualization. Using web and Java-based technology allows user to render the large 
data at remote server without downloading the full dataset.  
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1.2 Problem Statement 
 
 
There are many performance tools available for measuring the grid 
performance. Some of the examples are Ganglia, Hawkeye and GridIce. The criteria 
presented in different interface targeted to specific communities such as end user, 
application developers, middleware developers and system administrators. However, 
most of the interface give a very general information and not specific for a certain 
application, and they only focused for the suitable data which leads towards 
visualization and if some data or slices are damage then application cannot process 
for that or some unexpected result occur, as it is mentioned that Medical dataset 
visualization demand some specific presentation and indication. 
 
 
 
 
 
1.3      Research Objectives  
  
 
The objectives of this research are stated as below: 
 
x To study and compare grid tools for performance measurement. 
x To develop the grid tool for measuring an applicability of medical dataset. 
x  To evaluate the applicability of visualization for different types of medical 
dataset. 
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1.4      Scope of Study 
 
 
To achieve the objectives of this study, the following scopes are considered:  
x Write software-using Java programming language to generate XML scripts 
describing structures of large datasets. 
x  Developing suitable user interface for medical data set visualization. 
x Ganglia, Hawkeye and GridIce are used for analyze the user interface. 
x Testing the user interface to know whether it works accordingly. 
x Testing will be carried out with the help of developed user interface to assess 
the performance measurement tool. 
 
 
 
 
 
1.5  Importance of Research  
 
 
One of the central challenges of Grid computing today is that Grid 
applications are prone to frequent failures and performance bottlenecks. Intervening 
layers of application, middleware, and operating systems often hide the real causes of 
failure. For example, assume a simple Grid workflow has been submitted to a 
resource broker, which uses a reliable file transfer service to copy several files and 
then runs the job. Normally, this process takes 15 minutes to complete, but two hours 
have passed and the Mob has not yet completed In today’s *rid it is difficult to 
determine what, if anything went wrong. Is the job still running or did one of the 
software components crash? Is the network particularly congested? Is the CPU 
particularly loaded? Is there a disk problem? Is a software library containing a bug 
installed somewhere? In the simple case where the resources and middleware are 
only servicing one workflow, current Grid monitoring systems can answer these 
questions by correlating the workflow performance with the timestamps on the 
associated monitoring data. But the whole point of a Grid is that resources and 
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middleware are shared by multiple workflows. In this case, workflows will interleave 
their usage of middleware, hosts and networks. At the highest level of middleware, 
e.g., the resource broker in the examples above, there may be an identifier that can 
track the workflow. But once the workflow leaves that layer, there is very little 
beyond rough time correlation to help identify which monitoring data is associated 
with which workflow. With enough monitoring data, and enough time spent in 
analysis, troubleshooting is still possible. Also we can get responses in a visualized 
form. 
