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Abstract
We consider the graphs Hna dened as the Cartesian products of n complete graphs with a
vertices each. Let an edge cut partition the vertex set of a graph into k subsets A1; : : : ; Ak with
jjAij − jAjjj61. We consider the problem of determining the minimal size of such a cut for the
graphs dened above and present bounds and asymptotic results for some specic values of k.
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1. Introduction
Many applied computational problems involve the partitioning of some associated
graphs into subgraphs as a subproblem. For example, the approach to solve dierential
equations based on the nite elements method assumes the partitioning of the area into
some simple gures (e.g. triangles or rectangles), and the assigning of the nodes of the
obtained partition to the processors of a multiprocessor computing system. In order not
to aect the speed of computations, the assignment of the nodes should be possibly
uniform, and the data exchange between the processors should be minimized. These
demands cause a problem of partitioning the vertex set of the underlying graph into
subsets of (almost) equal size by cutting a minimum number of edges.
A modication of this problem consists of the minimization of the maximum number
of edges connecting a subset of the partition with all other subsets. Such a problem
arises, for example, in electronics to satisfy the pin requirements of VLSI designs [5].
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Most graphs appearing in applications are highly irregular, which makes the evalua-
tion of the partition quality dicult. Many papers in the literature deal with the design
of partition algorithms (cf. [6,7]) and the analysis of their optimality [4], or with the
complexity of partition problems. For evaluation of the quality of partition algorithms
it is helpful to know exact results concerning the partitioning of some graph classes,
or at least good lower bounds for parameters of a partition. Such results are known in
the literature for partitioning graphs into two parts [9,10] and for some special graphs
[3,5,11].
In our paper, we study partitioning of Hamming graphs, i.e. the Cartesian products of
complete graphs. These graphs are well studied with respect to the edge-isoperimetric
problem [8], which we apply to get lower bounds for our problem. The results presented
here extend the results of [2], where the partitioning of hypercubes is analyzed.
Throughout this paper let [m; n] denote the set of integer numbers between m and
n. Denote
Vn = f(x1; : : : ; xn) j xi 2 [0; a− 1]; i 2 [1; n]g:
For u; v 2 Vn the Hamming distance (u; v) is dened as the number of entries where
u and v dier. The Hamming graph Hna is a graph on the vertex set V
n, where two
vertices u; v are adjacent i (u; v) = 1.
For a graph G = (VG; EG) and integer k, consider a partition of VG into the subsets
Ai, i 2 [1; k], satisfying jjAij − jAjjj61, j 2 [1; k], or in other words jVGj
k

6jAij6
 jVGj
k

: (1)
For such a partition AG = fA1; : : : ; Akg denote
rAG = f(u; v) 2 EG j u 2 Ai; v 2 Aj; i 6= jg:
We say that a partition AG is minimal (with respect to a given k) if jrAGj is
minimal among all partitions satisfying (1), and denote by rG(k) the size of the
minimal partition. Sometimes we omit the subscript G for G = Hna .
We deal with the problem of nding the function r(n; a; k) =rHna (k) for the graph
Hna . In the next section we present some known facts and auxiliary results used through-
out the paper. In Section 3 we get lower and upper bounds for r(n; a; k) for general
values of k. Sections 4 and 5 are devoted to the asymptotic of r(n; a; k) for the case
of a xed n and growing a, and xed a and growing n respectively. In both cases
we assume that k is a constant. Some extended results for related graphs and possible
directions for further research conclude the paper in Section 6.
2. Auxiliary results
Let G = (VG; EG) be a graph and AVG. Denote
@GA= f(u; v) 2 EG j u 2 A; v 62 Ag;
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G(m) = min
A VG
jAj=m
j@GAj:
We call a set AVG optimal if j@GAj= G(jAj).
Lemma 1. Let AG=fA1; : : : ; Akg be a partition of G=(VG; EG); satisfying (1). Then
rG(k)>k2min

G
 jVGj
k
 
; G
 jVGj
k
 
: (2)
Proof. For i 6= j denote ci; j= jf(u; v) 2 EG j u 2 Ai; v 2 Ajgj and put ci; i=0, i 2 [1; k].
Considering @GAi we get
kX
j=1
ci; j = j@GAij>G(jAij): (3)
Now summarize (3) for i 2 [1; k]. Since ci; j = cj; i, the result is
kX
i=1
kX
j=1
ci; j = 2jrAGj>
kX
i=1
G(jAij):
The lemma follows by taking into account (1) and the fact that G(jAij) is not less
than the minimum in (2).
We introduce the lexicographic number l(u) of a vertex u=(x1; : : : ; xn) 2 Vn dened
by l(u) =
Pn
i=1 xia
n−i. Denote
Lnm = fu 2 Vn j 06l(u)<mg:
We say that subsets A; BVG are congruent (denotation A=B) if B is the image of
A in some automorphism of G. We call a subset of vertices F Vn a face of Hna of
dimension p (06p6n) if the subsets F and Lnap are congruent.
Lemma 2 (Lindsey [8]). Lnm is an optimal set in H
n
a for any n and m 2 [1; an].
Thus, each face of the graph Hna is an optimal set.
Corollary 3. Let AG = fA1; : : : ; Akg be a partition of G = (VG; EG); satisfying (1). If
each subset Ai is optimal; then the partition AG is minimal.
Indeed, in this case we get equality in (3) for i 2 [1; k].
Corollary 4. Let k divide a. Then
r(n; a; k) = k − 1
2k
 an+1:
Corollary 5. Let p be a constant with 0<p6n. Then
r(n; a; ap) = (a− 1)p
2
 an:
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In order to show this, just partition Vn into ap faces of dimension n− p.
Let us mention some simple properties of optimal subsets.
Proposition 6. Let the set Vn be partitioned into the faces F1; : : : ; Fa of dimension n−1
and let AiFi; with Ai=Ln−1m for some m; 16m6jFij and i 2 [1; a]. Furthermore;
assume that all the subsets Ai are isomorphic. Then it holds:
 Ai=Lnm; for i 2 [1; a];
 A1 [    [ Aa=Lnam;
 Fi [ Aj=Lnan−1+m; for i 6= j.
Since we are interested in the asymptotic of rG(k) only, it is convenient to operate
with partitions, where each set is maybe not optimal, but is, in a sense, close to an
optimal one. To be more exact, let AVG, jAj = m and let c be some constant. We
say that A is a quasioptimal set (with respect to the constant c), if there exists an
optimal subset B=Lnm, such that jABj6c, where  denotes the symmetric dierence.
Quasioptimal subsets yield similar properties as in Proposition 6.
Proposition 7. Let the set Vn be partitioned into the faces F1; : : : ; Fa of dimension
n− 1 and let AiFi; i 2 [1; a]; be isomorphic quasioptimal subsets (in corresponding
faces) with jAij= m. Then it holds:
 Each subset Ai; i 2 [1; a]; is quasioptimal in Hna ;
 The subset A1 [    [ Aa is quasioptimal;
 The subsets Fi [ Aj for i 6= j are quasioptimal.
In the following, we construct partitions A = fA1; : : : ; Akg of Vn into k quasiopti-
mal subsets Ai of cardinality (1). Assuming that n is growing we show that for each
subset Ai there exists a set B with B=LnjAij (w.r.t. a constant c) such that jAiBj6c0,
where the constant c0 depends on c and k, but not on n. We will not specify the
constants c and c0 exactly in our constructions, but will merely ensure that such
constants do exist. Obviously, for each quasioptimal set AiVG of cardinality (1)
it holds j@GAij − G(jAij)6c0a n. Accordingly, we call the partition AG quasiminimal,
if jrAGj − k=2 G(bjVGj=kc)6c00n, where the constant c00 depends on k; c0; a, but not
on n.
Corollary 8. Let k be xed and A=fA1; : : : ; Akg be a partition of Vn; satisfying (1).
If each subset Ai is quasioptimal in Hna ; then the partition A is quasiminimal.
Indeed, similarly as in the proof of Lemma 1 we get
2jrAj=
kX
i=1
j@Aij6
kX
i=1
((jAij) + c0 a n)
6k ((bjV j=kc) + a n) + akn c0 = k (bjV j=kc) + akn (c0 + 1):
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Obviously, (bjV j=kc) is exponential on n if k and a are xed (cf. the proof of Theorem 12).
Therefore, for n!1
r(n; a; k)  k
2
(bjV j=kc) (4)
if Vn admits a partitioning into k quasioptimal subsets.
3. Bounds for r(n; a; k)
Theorem 9. Let n> 2; a>2; ap−1<k<ap and n> 2(p− 1). Then
(a− 1)(p− 1)
2
6
r(n; a; k)
an
6(a− 1)(p+ 12) + 32 :
Proof. To prove the lower bound we apply Lemma 1 and estimate the minimum in
(2). Let m= ban=kc and partition Vn into faces of dimension n− p+ 1. Now Lnm and
Lnm+1 are proper subsets of one such a face, say F . Furthermore, let EF = f(u; v) 2
F  F j(u; v) = 1g. We get
minf(m); (m+ 1)g>m(a− 1)(p− 1)
+minfj@Lnm \ EF j; j@Lnm+1 \ EF jg
> (m(p− 1) + n− p+ 1)(a− 1):
Since m>an=k − 1 then
r(n; a; k)> k
2
(m(p− 1) + (n− (p− 1)))(a− 1)
>
k
2
 a
n
k
(p− 1)(a− 1) + k
2
(a− 1)(n− 2(p− 1))
>
(a− 1)(p− 1)
2
 an:
To show the upper bound we rst partition Vn into the faces F1; : : : ; Fa of dimension
n − 1 and then isomorphically partition each Fi into k optimal subsets fAi1; : : : ; Aikg,
i 2 [1; a]. By setting Aj =
Sa
i=1 A
i
j for j 2 [1; k] we get a partition A= fA1; : : : ; Akg of
Hna . Since k is not a power of a, then jAijj 2 fm;m + 1g with m = b(an−1)=kc, hence
Aj 2 fam; am+ ag.
Such a partition can be balanced by deleting the vertices from larger parts and adding
them to smaller parts to obtain a partition satisfying (1). We claim that at most ak=2
vertices of the initial partition will be reassigned. To see this denote by m1 and m2 the
number of subsets of size am and am+ a in this partition. If m2>m1 then to balance
the partition at most ba=2c vertices from each large part must be moved to smaller
parts. Thus, the number of reassigned vertices in this case is at most ba=2cm26ak=2.
If m2<m1 then m1 +m2 = k implies m26bk=2c. Now the claim follows by observing
that the size of each large part will be decreased at most on a in the balancing.
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Therefore, the balancing results in increasing of jrAj at most on ak=2(a − 1)n and
r(n; a; k)6a  r(n− 1; a; k) + a(a− 1)kn=2; from where for t>p follows:
r(n; a; k)6an−t  r(t; a; k) + a(a− 1)k
2
(n+ (n− 1)a+   + (t + 1) an−t−1):
(5)
Taking into account
rX
i=1
i ai =
r ar+2 − (r + 1) ar+1 + a
(a− 1)2 ;
recursion (5) implies
r(n; a; k)6an−t  r(t; a; k) + ak(at + a− t)
2at(a− 1) a
n: (6)
We apply (6) with t = p. To compute r(p; a; k) note that for ap=2<k<ap in any
minimal k-partition of Vp exactly 2k − ap parts consist of just one vertex, and each
of the remaining ap − k parts consists of two vertices. In this case the size of the cut
is larger than in the case ap−1<k6ap=2, because in the last case each part consists
at least of two vertices, and, thus, has at least one inner edge. Therefore,
r(p; a; k)6a(a− 1)p
2
 ap−1 − (ap − k) = ap− p
2
 ap − ap + k: (7)
Substituting (7) into (6) and taking into account k=ap < 1 and a2=(a − 1)6a + 2,
we get
r(n; a; k)
an
6
ap− p
2
− 1 + k
ap
+
k
ap
 a(ap+ a− p)
2(a− 1)
6 (a− 1)(p+ 12) + 32 :
4. The case of xed dimension
In this section we present asymptotics for r(n; a; k) in the case of xed n and k
and a!1.
Theorem 10. If a!1; then
r(n; a; k)  k − 1
2k
 an+1:
Proof. First we get a lower bound by using Lemma 1. Note that for m=ban=kc it holds
x  an−16m< (x + 1)  an−1 for some x with 06x6a=k. Thus, taking into account
Lemma 2 we get (m)>x(a − x)  an−1. Therefore, by Lemma 1, r(n; a; k)>(kx
(a− x))=2  an−1. Finally, since x6a=k we get
r(n; a; k)>k
2
 a
k


a− a
k

 an−1 = k − 1
2k
 an+1: (8)
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Now we assume that a>k. Let us represent a in the form a= kt +  with k>1 and
06<k. If = 0, we proceed in accordance with Corollary 4. Since the theorem is
obviously true for n= 1, we assume that  6= 0 and n>2.
Denote by Ka a clique with a vertices and consider the graphs H 0 and H 00 dened
by
H 0 =Ka      Ka| {z }
n−1
Kkt ;
H 00 =Ka      Ka| {z }
n−1
K:
Obviously, VH 0 [ VH 00 = Vn. Let A0 and A00 be partitions of H 0 and H 00, respectively
into k parts which satisfy (1). By uniting the corresponding parts of the partitions A0
and A00 we get a partition A of Hna into k parts. Thus, we have
jrAj= jrA0H 0 j+ jrA00H 00 j+ (a− )  an−1: (9)
In order to construct the partition A0 we rst partition Kkt into k parts. The correspond-
ing cut is of the size (k − 1)=2k (kt)2. Now for each such a part we take the Cartesian
product with the vertex set of Ka      Ka| {z }
n−1
. Each subset in the resulting partition
A0 is an optimal set in H 0, and therefore, the partition is minimal by Corollary 3. It
holds
jrA0H 0 j=
k − 1
2k
(kt)2an−1 =
k − 1
2k
(a− )2 an−16k − 1
2k
 an+1: (10)
Similarly, in order to construct the partition A00, we use a partition of Vn−1 into
k parts and take the Cartesian product of each such a part with the vertex set of the
clique of H 00 of order . It holds
jrA00H 00 j6

a(a− 1)(n− 1)
2
 an−2

6
k(n− 1)
2
 an: (11)
Substituting (10) and (11) into (9), we get
jrAj6k − 1
2k
 an+1 + k(n− 1)
2
 an + (a− )  an−1:
Since <k this upper bound asymptotically matches the lower bound (8).
5. The case of growing dimension
In this section we consider the case where a and k are constants and n!1.
Lemma 11. Let Hna be partitioned into k quasioptimal subsets. Then; for any constant
q and n!1
r(n+ q; a; aq  k)  q(a− 1)
2
 an+q + aq  r(n; a; k):
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Proof. Given a partition of Vn into k quasioptimal subsets, we construct a partition of
Vn+q into aq  k quasioptimal subsets. For that, we rst partition Vn+q into aq faces of
dimension n. By Corollary 5 the corresponding cut is of the size (q(a − 1))=2  an+q.
Now partition each face into k quasioptimal subsets, assuming that the partitions of all
the faces are isomorphic. It remains to note that if a set A is quasioptimal in Hna , then
it is also quasioptimal in Hn+qa according to Proposition 7.
Theorem 12. There exists a partition of Vn into k = ap + 1 quasioptimal subsets
satisfying (1).
Proof. Let n>2a + 1 and consider rst a partition of Vn into k − 1 = ap faces
F1; : : : ; Fk−1 of dimension n − p. Now, for Hna let A0i Fi (for i 2 [1; k − 1]) with
A0i=Ln−pm and m=ban−p=kc. We construct a partition fA1; : : : ; Akg of Vn with Ai=FinA0i
for i 2 [1; k − 1] and Ak = A01 [    [ A0k−1.
By Proposition 6 all the subsets Ai are optimal, but the resulting partition may not
satisfy (1). Since a and p are constants, we can reassign a constant number of vertices
(depending on a; p only) between the parts Ak and Ai with i< k, so that the obtained
subsets ~Ai, i 2 [1; k], will be quasioptimal and therefore the partition f ~Ai; i 2 [1; k]g
is quasiminimal by Corollary 8.
Note that by making a careful exchange of vertices between the parts Ai in the
proof, we can show that Vn can be partitioned into ap + 1 optimal subsets. In order
to compute r(n; a; k) for k = ap + 1 we rst compute gn = (m) for m= ban=kc. For
that consider again a partition of Vn into k − 1 = ap faces of dimension n− p. Note
that the number of vertices in each such face exceeds m. Thus, the set Lnm is a proper
subset just of one of these faces and the numbers gn satisfy the recursion
gn = gn−p +
p (a− 1)
k
an +O(n);
where the term O(n) occurs due to omitting the integer parts. This recursion provides
gn  (a− 1)(k − 1)pk(k − 2) a
n (12)
as n!1. Substituting (12) into (4) we get
r(n; a; ap + 1)  (a− 1)pa
p
2(ap − 1) a
n:
Representing ap+ aq= aq(ap−q+1) and applying Theorem 12 and Lemma 11, we get
the following corollary.
Corollary 13. Let p>q>0. If n!1; then
r(n; a; ap + aq)  pa
p − qaq
ap − aq 
a− 1
2
 an:
Now, we switch our attention to the case k=ap−aq with p>q>0. In the sequel we
introduce some special faces of Vn and represent them by n-dimensional characteristic
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vectors over the alphabet f0; 1; : : : ; a− 1; g. If some entry of the characteristic vector
is \", then the corresponding face contains all vertices of Hna obtained by replacing
this entry with any element of the set f0; 1; : : : ; a− 1g.
Theorem 14. There exists a partition of Vn with n>2p−1 into k=ap−1 quasioptimal
subsets satisfying (1).
Proof. Our goal is to show that Vn can be partitioned into quasioptimal subsets
A1; : : : ; Ak with jjAij − an=kj6const, i = 1; : : : ; k, where the constant depends on k
only. We assume that n>2p− 1 and construct such a partition in three steps.
In the rst step we construct a special partition of the vertex set of H 2p−1a into p
groups Y0; : : : ; Yp−1 of faces of dimension p−1. Note that there are ap faces S1; : : : ; Sap
of dimension p−1 in total. We dene the groups by the characteristic vectors of their
faces:
Y0 = f(t1; : : : ; tp; ; : : : ; ) j t1; : : : ; tp 2 [0; a− 1]; tp 6= 0g;
Y1 = f(t1; : : : ; tp−2; ; 0; tp+1; ; : : : ; ) j t1; : : : ; tp−2; tp+1 2 [0; a− 1]; tp+1 6= 0g;
...
Yi = f(t1; : : : ; tp−i−1; ; : : : ; | {z }
i
; 0; : : : ; 0| {z }
i
; tp+i ; ; : : : ; | {z }
p−i−1
)j
t1; : : : ; tp−i−1; tp+i 2 [0; a− 1]; tp+i 6= 0g;
...
Yp−2 = f(t1; ; : : : ; | {z }
p−2
; 0; : : : ; 0| {z }
p−2
; t2p−2; ) j t1; t2p−2 2 [0; a− 1]; t2p−2 6= 0g;
Yp−1 = f(; : : : ; | {z }
p−1
; 0; : : : ; 0; t2p−1) j t2p−1 2 [0; a− 1]g:
Let Sap 2 Yp−1 be the face with the characteristic vector (; : : : ; ; 0; : : : ; 0). Consider
the bipartite graph N formed by the vertex sets X = Sap and Y =
Sp−1
i=0 Yi

n Sap . A
vertex x 2 X is incident with y 2 Y in N i the face y contains a vertex (of H 2p−1a ) at
Hamming distance 1 from x. Using induction on p it is easy to show that the degrees
of vertices of Yi are ai and each vertex x 2 X is incident with exactly a− 1 vertices
of Yi, i 2 [0; p− 1]. In particular, deg(x) = (a− 1)p for any x 2 X .
In Fig. 1 we represent the graph N for H 53 and p = 3. The vertices of the face
S33 are placed in the bottom row. Each vertex of the top row corresponds to a face Si
represented by its characteristic vector. For reasons of simplicity 16 faces of the group
Y0 (which correspond to the vertices of degree 1 in N ) are not shown.
For a vertex z of N denoted by N (z) the set of vertices incident to z in N and let
Nr(x) = N (x) \ Yr . For each face y 2 Yr , r 2 [0; p− 1], we dene its index ind(y) as
follows.
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Fig. 1. The graph N for H 53 and p = 3.
Let x0; x00 2 X . Note that N0(x0)\N0(x00)=; and Np−1(x0)=Np−1(x00). In accordance
with that let fxr : Nr(x) 7! [1; a − 1] be any bijective mapping for x 2 X and r 2
f0; p − 1g, where in the case r = p − 1 we still assume that all functions fxr are
isomorphic. For y 2 Nr(x) we set ind(y) = fxr (y).
Now let 0<r<p−1 and denote by Ft1 ;:::; tr the subface of Sap with the characteristic
vector (t1; : : : ; tr ; ; : : : ; ; 0; : : : ; 0) for some t1; : : : ; tr 2 [0; a−1]. Obviously, for a xed r
the vertex sets of the faces Ft1 ;:::; tr taken for all possible choices of ti’s form a partition
of the set X . Let x0 2 Ft01 ;:::; t0r and x00 2 Ft001 ;:::; t00r . Note that if (t01; : : : ; t0r) 6= (t001 ; : : : ; t00r ),
then Nr(x0) \ Nr(x00) = ;. Otherwise, if (t01; : : : ; t0r) = (t001 ; : : : ; t00r ), then Nr(x0) = Nr(x00).
In accordance with that for x = (t1; : : : ; tr ; 0; : : : ; 0) 2 X let fxr : Nr(x) 7! [1; a − 1] be
any bijective mapping, and for y 2 Nr(x) set ind(y) = fxr (y).
Concluding, for each y 2 Y its index is well dened, and for any x 2 X , r 2 [0; p−1]
and j 2 [1; a− 1] the set Nr(x) contains exactly one y with ind(y) = j. In Fig. 1 the
uppermost row of numbers represents the indices of the corresponding faces computed
by a particular function fxr as an example.
In the second step, we construct a partition A1; : : : ; Aap−1 by using the partition above.
For that we represent Hna as H
2p−1
a Hn−2p+1a and for u 2 H 2p−1a denote by H (u) the
face of dimension n− 2p+1 in this representation, which contains the vertex u. Now,
for i 2 [1; ap] put Hi =
S
u2Si H (u). Obviously, each Hi is a face of V
n of dimension
n− p and thus an optimal set in Hna . We are now going to partition Hap into ap − 1
almost equal parts and add one such a part to each set H1; : : : ; Hap−1. Thus we will
get a partition A1; : : : ; Aap−1, with jjAij − an=(ap − 1)j6const, i 2 [1; ap − 1], where
the constant does not depend on n.
To do that consider a face H (u) with u 2 Sap and assume that we can partition it
into p (a − 1) optimal subsets Plp−1(u); : : : ; Pl0(u), l 2 [1; a − 1], whose cardinalities
satisfy jjPlj(u)j − baj=(ap − 1)an−2p+1cj6const, j 2 [0; p− 1]; with some constant not
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depending on n. We assume that the partitionings of H (u) for all u are isomorphic.
Now take a face Si with i 6= ap and let Si correspond to a vertex y 2 Yr . Put
Ai = Hi [
[
x2N (y)
Pind(y)p−1−r(x); i 2 [1; ap − 1]:
Using the mentioned property of the graph N that the degrees of the vertices of Yr are
ar , we get
jAij= an−p + ar

ap−1−r
ap − 1 a
n−2p+1 + c

=
an
ap − 1 + c
0;
where c and c0 are constants which do not depend on n. Thus, each obtained subset
Ai is quasioptimal and has the required cardinality.
Therefore, the third and last step of our construction consists of partitioning the
face Hta (with t = n − 2p + 1) into p(a − 1) optimal subsets Plp−1; : : : ; Pl0 satisfying
jjPlj j−baj=(ap−1)atcj6const, l 2 [1; a−1]. We construct such a partition by induction
on t. For t6p we take a trivial partition consisting of one part with at vertices and
all other parts empty.
Assume t >p, and represent Hta as H
p
a  Ht−pa . Similarly to above for u 2 Hpa
denote by Ht−p(u) the face of dimension t − p in this representation, which contains
the vertex u. Let us consider the face formed by the vertex set of Hpa , and partition
it into the faces Qlp−1; Q
l
p−2; : : : ; Q
l
0, l 2 [1; a − 1], dened by their characteristic
vectors (l; ; : : : ; ), (0; l; ; : : : ; ); : : : ; (0; : : : ; 0; l) respectively. For l 2 [1; a − 1] and
r 2 [0; p− 1] we put Rlr =
S
u2Qlr H
t−p(u). Note that jRlrj= ar  at−p.
Now by induction partition the face Ht−p(0; : : : ; 0) into subsets ~R
l
p−1; : : : ; ~R
l
0 satisfy-
ing jj ~Rlrj−bar=(ap−1)at−pcj6const, and put Plr=Rlr[ ~R
l
r , l 2 [1; a−1], r 2 [0; p−1].
Thus, each part Plr has the desired cardinality and is an optimal subset (cf. Proposition
6).
In order to compute r(n; a; k) for k = ap − 1 we rst compute gn = (ban=kc). Let
us partition Hna into a
p−1 faces of dimension n−p+ 1 with the characteristic vectors
(x1; : : : ; xp−1; ; : : : ; ), x1; : : : ; xp−1 2 [0; a−1]. Obviously, the set A=Lnm with m=ban=kc
is a subset of the face with the characteristic vector (0; : : : ; 0| {z }
p−1
; ; : : : ; ). Denote this face
by F .
Note that jAj=an−p+b(1=k) an−pc. Thus, if we partition the face F into the subfaces
Fi of dimension n− p with the characteristic vectors of the form (0; : : : ; 0| {z }
n−p
; i; ; : : : ; ),
i 2 [0; a−1], then set A has a nonempty intersection just with two such subfaces F0 and
F1. These subfaces partition A into two parts A0=F0 and A1F1 with jA1j=b(an−p)=kc.
Therefore, @A consists of four parts: @n−pA1 (in F1), f(u; v) 2 E j u 2 F0; v 2 F1 nA1g,
f(u; v) 2 E j u 2 A; v 2 Fi with i>2g, and f(u; v) 2 E j u 2 A; v 62 Fg. Computing the
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cardinalities of these parts leads us to a recursion
gn = gn−p +
k − 1
k
 an−p + (a− 2)  an−p + a− 2
k
 an−p
+
(a− 1)(p− 1)
k
 an +O(n):
The term O(n) in this recursion occurs due to omitting the integer parts. Taking into
account that a is a constant, the recursion provides
gn  p(a− 1)(k + 1)− 2k2  a
n
as n!1. Applying Lemma 1 we get
r(n; a; ap − 1)  p(a− 1)a
p − 2
2(ap − 1)  a
n:
This formula combined with Lemma 11 implies the following corollary.
Corollary 15. Let p>q>0. If n!1; then
r(n; a; ap − aq)  p(a− 1)a
p − q(a− 1)aq − 2aq
2(ap − aq)  a
n:
6. Concluding remarks
We can obtain similar results for some related graph families. For example, let us
consider the graphs Bna dened as the Cartesian products of n complete bipartite graphs
with 2a vertices each. More precis Bna the graph on the vertex set
~Vn = f(x1; : : : ; xn) j xi = (xi ; xi); xi 2 f0; : : : ; a− 1g; xi 2 f0; 1g; i 2 [1; n]g;
where two vertices (x1; : : : ; xn) and (y1; : : : ; yn) are adjacent i there exists a j 2 [1; n]
that xi = yi for all i 6= j and (xj; yj) is an edge of B1a. In B1a the vertices x = (x; x)
and y = (y; y) are incident i x 6= y. For v= (x1; : : : ; xn) 2 ~Vn with xi = (xi ; xi)
we dene its lexicographic number as ~‘(v) =
Pn
i=1(2  xi + xi)  (2a)n−i and denote
~Lnm = fv 2 ~Vn j 06 ~‘(v)<mg:
Ahlswede and Cai [1] showed that ~Lnm is an optimal set in B
n
a for any n and m 2
[1; (2a)n]. Thus, the arguments of Sections 4 and 5 can be easily applied in order to
obtain corresponding results for the graph Bna too. For example, for xed n and k and
a!1 we get
rBna(k) 
k − 1
16k
 an+1:
Similarly to Lemma 11 for constants a; k; q and n!1 it holds
rBn+qa ((2a)qk)  q a2 (2a)n+q−1 + (2a)qrBna(k):
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Using this result we can show that for p>q>0
rBna((2a)p + (2a)q) 
p(2a)p − q(2a)q
(2a)p − (2a)q 
a
2
 (2a)n:
Additionally, we can show that each initial segment of the lexicographic order is an
optimal subset in the Cartesian product of complete t-partite graphs and of complete
graphs without a certain number of perfect matchings. Thus, the partition techniques
developed in this paper are suitable for such families too.
Let us consider an important particular case of the above results for the graphs Hn2
and Bn1. Obviously, both graphs are isomorphic to the binary hypercube Q
n. Theorems
12 and 14 imply that for the series of k mentioned there the limit limn!1r(n; 2; k)=2n
exists. Denoting this limit by ck we get the following table.
The entries for k = 2; 4; 8; 16 follow from Corollary 5, c7; c14, and c15 are given by
Corollary 15. Constructions for k=3; 5; 6; 9; 10; 12; 17; 18 are provided by Corollary 13.
For k = 11; 13; 19 we presently do not know the values for ck . It is interesting to note
that the sequence ck is not monotone.
It should be mentioned that our constructions allow us to obtain not only quasimin-
imal but also minimal partitions and exact formulas for rG(k) with G 2 fHna ; Bnag at
least for small k.
Finally, our results are applicable to the pin limitations problem [5], which requires
to construct a partition A = fA1; : : : ; Akg minimizing maxi j@Aij. Since each part Ai
in our constructions is a quasioptimal set, all the values j@Aij for a considered k are
asymptotically equal and can be computed by using Corollaries 13 and 15. Similarities
in the structure of the parts Ai in the constructed partitions allow us to apply the
obtained results also for designing a single VLSI \building block" chip (cf. [11]),
which could be used for constructing the whole n-cube by wiring together its multiple
copies in an appropriate way.
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