Abstract. Let f be an L 2 -normalized Hecke-Maass cuspidal newform of level N and Laplace eigenvalue λ. It is shown that f ∞ ≪ λ,ǫ N −1/12+ǫ for any ǫ > 0. The exponent is further improved in the case when N is not divisible by "small squares". Our work extends and generalizes previously known results in the special case of N squarefree.
Introduction
The problem of bounding the sup-norms of L 2 -normalized cuspidal automorphic forms has been much studied recently, beginning with the work of Iwaniec and Sarnak [IS95] , who proved the first non-trivial bound in the eigenvalue-aspect for Hecke-Maass cusp forms. Since then, this question has been considered in the eigenvalue/weight [Koy95, Van97, Don01, Rud05, Xia07, DS13, BT14, BP14, HRR14, BM14], volume/level [AU95, JK04, Lau10, Tem10, HT12, HT13, Temb, Kir13] and hybrid [BH10, BM13, Tema, BHM14] aspects for various types of automorphic forms. One reason why this problem is interesting is its connections with various other topics, such as the theory of quantum chaos, the subconvexity of L-functions, the combinatorics of Hecke-algebras, and diophantine analysis.
Our interest in this paper is in the level aspect. We consider the sup-norm question for eigenfunctions on the arithmetic hyperbolic surface Γ 0 (N )\H equipped with the measure dxdy y 2 . It is natural to restrict to the case of newforms. Thus, we are interested in bounding the sup-norms of L 2 -normalized Hecke-Maass newforms f of level N (and trivial character) in the N -aspect. The following upper bounds for f ∞ in the N -aspect were known prior to this work:
• The "trivial bound" f ∞ ≪ λ,ǫ N ǫ .
• f ∞ ≪ λ,ǫ N − 25 914
+ǫ for squarefree N , due to Blomer and Holowinsky [BH10] , published in 2010.
• f ∞ ≪ λ,ǫ N − 1 22 +ǫ for squarefree N , due to Templier [Tem10] , published in 2010.
• f ∞ ≪ λ,ǫ N − 1 20 +ǫ for squarefree N , due to Helfgott-Ricotta (unpublished).
• f ∞ ≪ λ,ǫ N − 1 12 +ǫ for squarefree N , due to Harcos and Templier [HT12] , published in 2012.
• f ∞ ≪ λ,ǫ N − 1 6 +ǫ for squarefree N due to Harcos and Templier [HT13] , published in 2013.
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As the above makes clear, there has been fairly rapid progress in the squarefree case, yet no improvement has been obtained beyond the trivial bound when N is not squarefree. Indeed, all the above papers rely crucially on using Atkin-Lehner operators to move any point of H to a point of imaginary part ≥ 1 N (which is essentially equivalent to using a suitable Atkin-Lehner operator to move any cusp to infinity). This only works if N is squarefree.
In this paper, we introduce some new ideas and technical improvements which allows us to obtain a non-trivial result without any square-free assumptions. Templier, in separate work [Tema] , has successfully combined this bound with the bound of Iwaniec-Sarnak in the eigenvalue-aspect, to obtain a state-of-the-art hybrid estimate.
2 A look at the wider sup-norm literature suggests that this is the first time that the squarefree barrier has been non-trivially broken for any kind of automorphic form on a domain that contains cusps. Remark 1.1. Assertion (2) of the Theorem can be regarded as dealing with the case when N is not divisible by "small squares". This includes, for instance, the squarefree case (in which case we recover the bound f ∞ ≪ T,ǫ N −1/6+ǫ due to Harcos-Templier) , the case N = p 2 N 0 where N 0 is squarefree and p is a prime such that p ≥ N 1/4 0 , and the case N = p n where p is a prime and 1 ≤ n ≤ 6. Remark 1.2. All the results of this paper (and in particular the main result above) remain valid in the case of holomorphic newforms of fixed weight and varying level N . Remark 1.3. In this paper we have restricted for simplicity to the case of trivial central character. We have also made no effort to obtain a hybrid bound, i.e., we haven't attempted to quantify the dependence of our constants on the Laplace eigenvalue. However, we expect that the methods of this paper, with some modifications, will be able to deal with these cases. Further, we hope that this paper will shed some light on how to remove the squarefree restriction from sup-norm bounds for more general automorphic forms. We will come back to some of these questions in future work.
Let us briefly explain the new ingredients in this paper compared to the paper by Harcos and Templier [HT13] (whose general strategy we broadly follow). Our key new idea is to look at the behavior of cusp forms around cusps of width 1. Recall that if N is squarefree, then the surface Γ 0 (N )\H has exactly one cusp of width 1, namely the cusp at infinity. However, if N is not squarefree, then there is always more than one cusp of width 1. The cusps of width 1 have several nice properties. First, any cusp can be conjugated to a cusp of width 1 by use of a suitable AtkinLehner operator. Secondly, this leads to a "gap principle", whereby any point of H can be moved by an Atkin-Lehner operator to another point which has high imaginary part and good diophantine properties when re-written in the coordinates corresponding to a suitable cusp of width 1. Thirdly, if σ ∈ SL 2 (Z) is a matrix that takes the cusp at infinity to a cusp of width 1, then for any HeckeMaass cuspidal newform f for Γ 0 (N ), the function f |σ is a Maass cusp form on the slightly smaller group Γ 0 (N ; M ) := Γ 0 (N ) ∩ Γ 1 (M ) (where M 2 is a suitable divisor of N ) and moreover f |σ is an eigenfunction of the Hecke operators at all primes congruent to 1 mod M .
We exploit the above facts to reduce the sup norm question from f to some suitable f |σ. However, several technical difficulties arise. First, the counting problem that lies at the heart of the amplification method becomes much more involved, especially for the parabolic matrices. Secondly, the bound via applying the Cauchy-Schwarz inequality on the Fourier expansion requires us now to undertake a deep study of the Fourier coefficients at the cusp σ. Thirdly, because the surface Γ 0 (N ; M )\H has higher volume than Γ 0 (N )\H and because we can now amplify only over primes that are 1 mod M , we lose some sharpness in our bounds, and it is important to offset this in some way 3 so that this loss is not too prominent. These technical difficulties are however, all successfully overcome, and in the end we get the theorem quoted above.
We end this introduction with a few speculative remarks regarding the true order of magnitude for f ∞ . The trivial lower bound for f ∞ in the N -aspect is f ∞ ≫ T,ǫ N −1/2−ǫ and this bound is also valid for L 2 -normalized Hecke-Maass newforms with non-trivial character. However, if the conductor of the character is large relative to N , local effects (coming from the behavior of local Whittaker newforms for ramified principal series representations) lead to stronger lower bounds. For example, if f is an L 2 -normalized Hecke-Maass newform of level N with N a perfect square, and the conductor of the character attached to f is also equal to N , then Templier [Temb] showed that f ∞ ≫ T,ǫ N −1/4−ǫ . In forthcoming work by the author, the results of this paper, as well as Templier's example, will be generalized to a wide variety of cases with non-trivial character. Moreover, we will precisely measure the local effects coming from the ramified Whittaker newforms, and thus will be able to make a conjecture about the true size of f ∞ . In the case of trivial central character as in this paper, or more generally if the exponent of each prime dividing the conductor of the character is at most two-thirds of the exponent of the prime dividing the square-ful part of N , we will (optimistically) conjecture that
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Some basic notations and definitions.
• The symbols Z, Z ≥0 , Q, R, C, S 1 , Z p and Q p have the usual meanings. A denotes the ring of adeles of Q.
• For any two complex numbers α, z, we let K α (z) denote the modified Bessel function of the second kind. We write e(z) := e 2πiz . For each positive integer n, we let φ(n) denote the Euler phi function φ(n) = #(Z/n) × = #{a ∈ Z : 1 ≤ a ≤ n, (a, n) = 1}.
• Given two integers a and b, we use a|b to denote that a divides b, and we use a|b ∞ to denote that a|b n for some positive integer n. We use (a, b) to denote the greatest common divisor of a and b, which by our convention is always positive. We use (a, b ∞ ) to denote the limit lim n→∞ (a, b n ), which always exists. We write a n ||b to mean that a n |b and a n+1 does not divide b. For any real number α, we let ⌊α⌋ denote the greatest integer less than or equal to α and we let ⌈α⌉ denote the smallest integer greater than or equal to α.
• For any commutative ring R and positive integer n, M n (R) denotes the ring of n by n matrices with entries in R and GL n (R) denotes the group of invertible matrices in M n (R). We use R × to denote GL 1 (R).
• The groups SL 2 , PSL 2 and Γ 0 (N ) have their usual meanings. We let GL + 2 (R) denote the subgroup of GL 2 (R) consisting of matrices with positive determinant.
• We let H = {x+iy : x ∈ R, y ∈ R, y > 0} denote the upper half plane. For any γ = a b c d in GL + 2 (R), and any z ∈ H, we define γ(z) or γz to equal az+b cz+d . This action of GL + 2 (R) on H extends naturally to the boundary of H. For any g ∈ GL + 2 (R) and any function f on H, we let f |γ denote the function on H defined by f |γ(z) = f (γz).
• For any congruence subgroup Γ of SL 2 (Z), and any bounded function f : H → C satisfying f (γz) = f (z) for all γ ∈ Γ, we define f, f Γ = Γ\H |f (z)| 2 dxdy y 2 , and f ∞ = sup z∈H f (z). We say that such a f is a Maass cusp form for/on Γ if f is an eigenfunction of the hyperbolic Laplacian ∆ := y −2 (∂ 2 x + ∂ 2 y ) on H and decays rapidly at the cusps of Γ. The Laplace eigenvalue of such a Maass cusp form f is the real number λ satisfying (∆ + λ)f = 0. We can write λ = 1/4 + r 2 where r ∈ R ∪ i[0, 1/2]; this follows from the nonnegativity of ∆. We say that f is L 2 -normalized if f, f Γ = 1.
• We say that f is a cuspidal Hecke-Maass newform for Γ 0 (N ) (also referred to as a cuspidal Hecke-Maass newform of level N and trivial character) if it is a Maass cusp form for Γ 0 (N ) and is a newform in the sense of Atkin-Lehner (i.e., it is orthogonal to all oldforms, and is an eigenfunction of all the Hecke and Atkin-Lehner operators). A cuspidal HeckeMaass newform f is always either even or odd, i.e., there exists ǫ f ∈ {±1} such that f (−z) = ǫ f f (z).
• We use the notation A ≪ x,y,z B to signify that there exists a positive constant C, depending at most upon x, y, z, so that |A| ≤ C|B|.
• The symbol ǫ will denote a small positive quantity, whose value may change from line to line, and the value of the constant implicit in ≪ ǫ,... may also change from line to line. An
Cusps of width 1 and Atkin-Lehner operators
Let N = p p np be a positive integer. Let P 1 (Q) denote the set of all boundary points of the upper-half plane H that are stabilized by a non-trivial element of PSL 2 (Z); precisely, P 1 (Q) is the union of ∞ and the rational points on the real line. The set
, the set C(Γ 0 (N )) can be identified with the double coset space Γ 0 (N )\ SL 2 (Z)/N (Z). Given any τ ∈ SL 2 (Z), we can therefore speak of (some property of) the cusp (corresponding to) τ .
Let τ ∈ SL 2 (Z). The cusp τ (∞) contains a representative of the form a c , where a, c ∈ Z, c|N , c > 0, gcd(a, c) = 1. The integer c is uniquely determined. We will denote C(τ ) = c and refer to C(τ ) as the denominator of the cusp corresponding to τ . It can be easily checked
We let W (τ ) denote the width of the cusp corresponding to τ ; precisely,
For the convenience of the reader, we note down a few standard facts, proofs of which can be found for example in [NPS14, Sec. 3.4.1].
• For each c|N , the number of cusps with denominator c equals φ((c, N/c)). Thus, the total number of cusps equals c|N φ((c, N/c)). Moreover, there exists only one cusp of denominator N , namely the cusp ∞ (= 1/N ).
• If N is squarefree, then there is exactly one cusp of width 1, namely the cusp ∞. However, if N is not squarefree, then there is always more than one cusp of width 1.
Remark 2.1. From the above facts, it is clear that an element σ ∈ SL 2 (Z) satisfies W (σ) = 1 if and only if C(σ) = N/M for some positive integer M such that M 2 |N .
For each prime p, let
For any divisor M of N , we define the congruence subgroup Γ 0 (N ; M ) as follows:
Note that Γ 0 (N ; 1) = Γ 0 (N ) and Γ 0 (N ; N ) = Γ 1 (N ). We have the following proposition.
Proof. Recall that C(σ) = N/M iff the lower left entry of σ is a multiple of N/M . Now the result follows from the equation
Let P N denote the set of primes dividing N . For each subset S ⊆ P N , we define N S = p∈S p np where we understand N ∅ = 1. We let W(S) denote the set
The elements of W(S) (considered as operators on H) are called the Atkin-Lehner operators. It is well-known [AL70] that all elements W in W(S) satisfy W 2 ∈ Z(Q)Γ 0 (N ). The main other property of an Atkin-Lehner operator W we need is that
which follows directly from the definitions.
has the following properties:
The proof will be essentially local in nature. For any τ = a b c d ∈ GL 2 (Z p ), we define c p (τ ) = min(v p (c), n p ) and w p (τ ) = max(n p − 2c p (τ ), 0). Note that the integers c p (τ ) and w p (τ ) both range between 0 and n p .
Lemma 2.4. The integers c p (τ ) and w p (τ ) depend only on the double coset
Proof. The first assertion is immediate by looking at the matrix products in
For the second assertion, we consider three cases for τ = a b c d . The first case is when v p (c) = 0. In this case, c is a unit and the result follows from the equation
The second case is 0 < k = v p (c) < n p . In this case, a, d and c 1 = c/p k are all units. The result follows from the equation
The third case is 0 < n p ≤ k = v p (c). In this case, a is a unit. The result follows from the equation
Proof. The equation C(τ ) = p|N p cp(τ ) follows immediately from the relevant definitions. The relation W (τ ) = p|N p wp(τ ) follows from the formulas w p (τ ) = min(n p − 2c p (τ ), 0) and
Proof. Note that if σ satisfies the required properties, then so does all elements in K 0 (p np )σ.
Hence we may assume that γ = 1. Moreover, since 0 −1
that if the Proposition is true for some τ , it is true for all τ ∈ K 0 (p np )τ N (Z p ). Hence, using
Lemma 2.4 we can assume without loss of generality that τ = 1 0
So by inspection, we see that σ ∈ GL 2 (Z p ) and c p (σ) = n p − c p (τ ).
Lemma 2.7. Let p|N and suppose that τ ∈ GL 2 (Z p ) satisfies w p (τ ) = 0. Then for all
Proof. This is immediate from the definitions.
We now prove Proposition 2.3.
Proof of Prop. 2.3.
Let S be the set of primes p for which w p (τ ) > 0 (i.e., c p (τ ) < n p /2). Define
Note that M 2 |N . Pick W to be any element of W(S). Note that W considered as an element of
For each p ∈ S, Lemma 2.6 provides an element x p ∈ N (Q p ) such that
(2) n ∈ N (Z p ) for all p / ∈ S. We claim that this choice of n has the required properties. Indeed, let
Then our choice ensures that det(σ) = 1 and moreover Lemmas 2.6 and 2.7 ensure that for all primes p, we have σ ∈ GL 2 (Z p ), c p (σ) = n p − m p . It follows that σ ∈ SL 2 (Z) and C(σ) = N/M .
A gap principle
Our goal in this section is to prove the following Proposition.
Proposition 3.1. Let z ∈ H. Then there exists a subset S of P N , an Atkin-Lehner operator W ∈ W(S), an integer M such that M 2 |N , and an element σ ∈ SL 2 (Z) such that the following are true.
(1) We begin with an elementary lemma.
Proof. By replacing z 0 by nz 0 if necessary, we may assume that n = 1. Also, by translating z 0 horizontally by an integer, we may assume that Re(z 0 ) lies between −1/2 and 1/2. Now, the Lemma is immediate from the standard tiling of the upper half-plane by SL 2 (Z)−translates of the standard fundamental domain for SL 2 (Z).
Proof of Proposition
Next, given any pair (c, d) = (0, 0), we need to prove that c(σ
. It suffices to prove the result only in the case that c and d are coprime. Let c 1 = c/(c, N S /M 2 1 ) and n 2 = N S /(cM 2 1 , N S ). Note that c 1 and dn 2 are coprime. Note also that 1
Pick any γ = a b c 1 dn 2 ∈ SL 2 (Z) and put γ ′ = a bM 2 1 /N S cn 2 dn 2 ∈ SL 2 (Q). By the previous lemma, it follows that Im(z 0 ) ≥ (3/4)Im(γnz 0 ) for all n ∈ N (R). Also, recall that
giving us
as desired. 
Some counting results
Let 1 ≤ N = N 0 N 2 1 with N 0 squarefree and let M be a positive integer that divides N 1 (so M 2 |N ). We define the region G(N ; M ) ⊂ H to consist of the points z = x + iy ∈ H with the following properties: . For z ∈ H, any δ > 0, and any integer l ≥ 1, define:
Remark 4.1. These definitions are similar to ones in [HT13] except that we have the added condition a ≡ 1 mod M.
In the sequel, we will estimate the above quantities, ultimately proving a result (Proposition 4.6) which will be useful for the amplification method to be used later in this paper. For the convenience of the reader, we begin by quoting a result that will be frequently used in this section. 
The next lemma, which counts general matrices, is a mild generalization of [HT13, Lemmas 2.2 and 2.3].
2 /(N y) possible values for c and that the following inequality is satisfied:
We note that (a − d) ≡ 0 (mod M ). Putting t = (a − d)/M , and applying Lemma 4.2 to the lattice 1, M z (note that R = √ LyN ǫ/2 , d = M y and λ 2 1 ≫ M 2 /N ) we conclude that for each c, the number of pairs (t, b) satisfying the above inequality is ≪ ǫ N ǫ (1 + √ LN y/M + Ly/M ). Moreover, as in [HT13] , we conclude that |a
This concludes the proof of (2). Next, we prove (3). It suffices to show that
To prove this, we proceed exactly as in the previous case, except that we deal with the number of possibilities for a + d differently. Indeed, we have the equation (5)
4 In fact, it turns out that we can completely avoid dealing with this case by making a small adjustment in the proof of our main theorem; see Remark 4.7.
(8)
, we conclude that the following inequality is satisfied:
Also, note that (a − . Then
Proof. Let γ ∈ ∆(l, N ; M ) be such that u(γz, z) ≤ N ǫ and tr(γ) 2 = 4l. Then γ fixes some point τ (∞) where τ ∈ SL 2 (Z). Hence γ ′ = τ −1 γτ fixes the point ∞, and hence is a parabolic upper-triangular matrix with integer coefficients and determinant l. It follows that l must be a perfect square. Writing γ ′ = ± m t 0 m (where m 2 = l and t ∈ Z) and τ −1 = a b c d , we see
This shows that N |c 2 t. Moreover u(γz, z) = u(γ ′ z ′ , z ′ ) where
Next, if t = 0 then γ ′ = γ = ± m 0 0 m is the only possibility. So it suffices to consider the case t > 0. We claim that if t > 0 then
. So we assume that 2c ′ +4m p +2t ′ < 2n p . It suffices in this case to prove that 2t ′ + 2c ′ ≥ 2n p − 2⌊ np 2 ⌋. But this follows immediately from the fact that 2t ′ + 2c ′ ≥ n p and because 2t ′ + 2c ′ is even.
So we have proved that if t = 0 then
On the other hand (9) implies that
Write t = t 0 t 1 where t 1 |N ∞ . Given any such t = t 0 t 1 , let us count the number of admissible γ; this reduces to counting the number of admissible c, d. Given any integer f = p
. Note that if f divides a 2 for some integer a, then { √ f } divides a.
Note also that { √ N } = N 0 N 1 = N/N 1 . We have already proved that N |c 2 t 1 . It follows that { √ g} divides c where g = N/(t 1 , N ). Note also that { √ g} ≥ . Hence, using Lemma 4.2, the total number of admissible c, d for each fixed t = t 0 t 1 is
Hence, the total number of parabolic matrices γ ∈ ∆(l, N ; M ) such that u(γz, z) ≤ N ǫ is
In the last step above, we used a fact that will also be used a few times later in this paper: for all positive integers X, N , one has the bound
The proof of this fact follows from Rankin's trick.
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Combining all the above bounds, we get the following proposition, which is all that we will use later.
Proposition 4.6. Let 1 ≤ N = N 0 N 2 1 with N 0 squarefree and let M be a positive integer that divides N 1 . Suppose that z = x + iy ∈ G(N ; M ) and assume further that
Define
Proof. The contribution to the LHS of (10) from the parabolic matrices is
using Lemma 4.5 and Λ ≥ M . The contribution to the LHS of (10) from the upper-triangular matrices with l = 1 is
The contribution to the LHS of (10) from the general matrices with l = 1 is
for the group Γ 0 (N ; M ). It is a natural question if this endomorphism commutes with the Hecke algebra action on the same space. While this is not true in general, it is indeed true for the Hecke operators T (l) ′ for l ≡ 1 (mod M ).
Proposition 5.1. Let M be a positive integer such that M 2 divides N and let σ ∈ SL 2 (Z) satisfy C(σ) = N/M . Let g be a Maass cusp form for the group Γ 0 (N ; M ). Then, for any positive integer l such that l ≡ 1 (mod M ), we have the relation
Proof. Recall that for any Maass cusp form h for the group Γ 0 (N ; M ), we have
h|γ.
So it suffices to prove that σ∆(l, N ; M )σ −1 = ∆(l, N ; M ).
But this follows from equation (1).
This gives us the following corollary, which is all that we will use in the sequel. 
Proof. This follows by combining (11) and Proposition 5.1.
Remark 5.3. The results of this section continue to hold in the holomorphic case.
Remark 5.4. The methods and proofs of this section are similar in spirit to those in Section 3.5 of Shimura's book [Shi71] .
The bound via Fourier expansions at width 1 cusps
We will prove the following Proposition. 
The proof will follow from a careful analysis of the Fourier expansion at the cusp σ(∞). Let f be as in the Proposition. Then f has the usual Fourier expansion at ∞,
We have the equation |λ f (|n|)| = |ρ(n)/ρ(1)|, where for each l ≥ 1, λ f (l) denotes the (normalized) lth Hecke eigenvalue for f . Let σ ∈ SL 2 (Z) satisfy C(σ) = N/M (so W (σ) = 1) and let h = f |σ. Then h is a Maass cusp form for the congruence subgroup Γ 0 (N ; M ). It has a Fourier expansion
15
The coefficients ρ σ (n) are the Fourier coefficients of f at the cusp σ(∞); unlike the coefficients at infinity, these cannot be understood simply in terms of Hecke eigenvalues (in fact, they are not even multiplicative). These coefficients were studied adelically in [NPS14, Sec. 3.4.2], and we will use some calculations from there in what follows.
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The adelization of the form f gives rise to a cuspidal automorphic representation π = ⊗ p≤∞ π p of GL 2 (A). Let W = p≤∞ W p be the global Whittaker newform in π (with respect to the standard additive character ψ = p≤∞ ψ p ), where we normalize at the non-archimedean places so that W p (1) = 1 for all finite primes p. Fix an integer a such that the cusp σ(∞) contains a representative of the form a N/M with gcd(a, N ) = 1. For each integer n, define
Using the usual adelic intepretation of Fourier coefficients as Whittaker functions, one observes (see the discussion following [NPS14, (48) 
Proof. The proof is rather involved. Write n = n 0 n 1 where n 1 := (n, N ∞ ). Let us first show that
. Indeed, to prove (13), it suffices to show that for each p|N , r ∈ Z, and u i ∈ Z × p with u 1 ≡ u 2 (mod p mp ), one has
Note that k ∈ K 0 (p np ). We can check that where ǫ = ψ p (p r−mp+np (u 1 − u 2 )a −1 ) ∈ S 1 . So, for each n 1 |N ∞ , we can define the quantity
means that the sum is taken over any set of integers n 0 which form a reduced residue system modulo M and such that each n 0 is coprime to N (e.g., if M = 5, N = 50, we can sum over the elements 1, 3, 7, 9).
Next, note that So we may henceforth assume that M < N 1/12 . Furthermore, we may henceforth assume that y ′ < N −5/6 , for otherwise, Proposition 6.1 finishes the job again. For future reference, we record this as follows. g ′ |γ = λ f (l)l 1/2 g.
Define P := {p prime |p ≡ 1 mod M, Λ < p < 2Λ}, P 2 := {p 2 : p ∈ P}, and x l := sgn(λ f (l)), l ∈ P ∪ P 2 0 otherwise.
By embedding the cusp form g ′ into an orthonormal basis of Maass cusp forms for Γ and then using the amplifier method as in [HT12] (with the amplifier x l defined above), we obtain the inequality
where y l is defined as in Prop. 4.6. Using (10) and (18), we conclude that it suffices to prove the following inequality for some Λ ≥ M 2 ,
Choosing Λ = N 1/3 , using (17), and using N 1 ≤ N 1/2 , the required inequality follows.
Next, we suppose that there is no integer M ′ in the range 1 < M ′ < N 1/6 such that M ′2 divides N . We need to prove that Let z ∈ H. We need to prove that |f (z)| ≪ R,ǫ N ǫ max(N −1/6 , N −1/4 N 1/4 1 ). Let M, W, σ be as in Proposition 3.1 and put x ′ + iy ′ = z ′ := σ −1 W z. Put g := f |σ. Then, as f |W = ±f , it follows that |g(z ′ )| = |f (z)|. So it suffices to prove that |g(z ′ )| ≪ R,ǫ N ǫ max(N −1/6 , N −1/4 N 1/4 1 ). As before, we can reduce to the case M < N 1/6 using Prop. 6.1. By our assumption, it follows that M = 1. Furthermore, we may assume that y ′ ≤ Choosing Λ = N 1/3 and using y ′ ≤ 1 √ N N 1 , the inequality follows. The proof is complete.
