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Unimodality for free multiplicative convolution with free
normal distributions on the unit circle
Takahiro Hasebe and Yuki Ueda
Abstract
We study unimodality for free multiplicative convolution with free normal distributions
{λt}t>0 on the unit circle. We give four results on unimodality for µ ⊠ λt: (1) if µ is a
symmetric unimodal distribution on the unit circle then so is µ⊠λt at any time t > 0; (2) if
µ is a symmetric distribution on T supported on {eiθ : θ ∈ [−ϕ,ϕ]} for some ϕ ∈ (0, pi/2),
then µ ⊠ λt is unimodal for sufficiently large t > 0; (3) b ⊠ λt is not unimodal at any
time t > 0, where b is the equally weighted Bernoulli distribution on {1,−1}; (4) λt is
not freely strongly unimodal for sufficiently small t > 0. Moreover, we study unimodality
for classical multiplicative convolution (with Poisson kernels), which is useful in proving
the above four results.
Keywords: classical/free multiplicative convolution, Poisson kernel, free normal distribution
on the unit circle, unimodality, classical/free strong unimodality
1 Introduction
In free probability, the semicircle distribution
S(m, v)(dx) :=
1
2piv
√
4v − (x−m)2 · 1[m−2√v,m+2√v](x) dx, x ∈ R (1.1)
with mean m ∈ R and variance v > 0 plays the role of the normal distribution in probability
theory. The distribution of the sum of two free random variables which follow µ and ν respec-
tively is denoted by µ ⊞ ν. The operation ⊞ is called free additive convolution (see [6]). The
probability measure µ ⊞ S(0, t) is of particular importance since it describes the law of free
Brownian motion with initial distribution µ. In [10], Biane studied regularity of µ⊞ S(0, t), in
particular, gave a density formula of µ⊞ S(0, t).
One notion that captures a visual aspect of a probability measure is unimodality. By using
Biane’s density formula, the authors studied unimodality for µ⊞ S(0, t) in [16] and proved the
following.
(1) Unimodality for µ ⊞ S(0, t): let µ be a symmetric unimodal probability measure on R.
Then µ⊞ S(0, t) is unimodal at any time t > 0.
(2) Eventual unimodality for µ⊞ S(0, t): let µ be a compactly supported probability mea-
sure on R. Then µ⊞ S(0, t) is unimodal for sufficiently large t > 0.
(3) Non-unimodality for µ ⊞ S(0, t): there exists a (non-compactly supported) probability
measure µ on R, such that µ⊞ S(0, t) is not unimodal at any time t > 0.
(4) Failure of freely strong unimodality of S(0, 1): there exists a unimodal probability
measure µ on R, such that µ⊞ S(0, 1) is not unimodal.
1
The first three statements have counterparts in classical probability, namely the statements
hold true for µ ∗N(0, t) instead of µ⊞ S(0, t). On the other hand, the fourth statement is not
the case in classical probability, that is, µ ∗ N(0, t) is unimodal for any unimodal probability
measure µ and any t > 0. Thus strong unimodality does not show complete similarity between
the classical and free probability theories.
Other similarities/dissimilarities on unimodality were found in the literature. Yamazato
proved a remarkable property that every selfdecomposable distribution (in particular stable
distributions) is unimodal (see [23]). More generally, Yamazato and Wolfe studied unimodal-
ity of infinitely divisible distributions (e.g. [22, 24]). In free probability, Biane firstly proved
that every freely stable law is unimodal (see [7]) and then Hasebe and Thorbjørnsen proved
that every freely selfdecomposable distribution is unimodal (see [15]). This is a complete free
analogue of Yamazato’s result. However, Hasebe and Sakuma pointed out dissimilarities be-
tween classical and free probability theories regarding unimodality for general infinitely divisible
distributions (see [14]).
In this paper, we study unimodality for free multiplicative convolution with the free normal
distributions on the unit circle. We write λt (t > 0) for the free normal distribution on the
unit circle which is the distribution of free unitary Brownian motion at time t > 0 (see [8, 11]).
Let Ut ∼ λt (t > 0) and V ∼ µ be freely independent unitary operators in a noncommutative
probability space. Then we write µ ⊠ λt for the distribution of V Ut for t > 0. The operation
⊠ is called free multiplicative convolution. It can be defined on the set of general probability
measures on T. In [26], Zhong proved that for an arbitrary probability measure µ on T the
probability measure µ⊠λt is Haar absolutely continuous and its probability density function is
continuous on T and is analytic wherever it is positive. In this paper, we study the unimodality
for µ⊠ λt by using Zhong’s density formula and we conclude the following results:
Theorem 1.1. (See Theorems 5.10, 5.14, 5.15 and 5.17 below.)
(1) Unimodality for µ⊠ λt: let µ be a symmetric unimodal probability measure on T. Then
µ⊠ λt is symmetric unimodal for all t > 0.
(2) Eventual unimodality for µ⊠ λt: let µ be a symmetric distribution on T supported on
{eiθ : θ ∈ [−ϕ, ϕ]} for some ϕ ∈ (0, pi/2). Then µ⊠ λt is unimodal for all t ≥
2(1+rϕ)
1−rϕ log
1
rϕ
,
where rϕ = (cosϕ)/4.
(3) Non-unimodality for µ⊠ λt: let b be the Bernoulli distribution
1
2
(δ−1 + δ1) on T. Then
the density of b ⊠ λt attains a strict maximum at ±1 and hence is not unimodal for any
t > 0.
(4) Failure of freely strong unimodality of λt: there exists some t0 > 0 such that λt is
not freely strongly unimodal at any time t ∈ (0, t0).
The above (1) strengthens [26, Corollary 3.13], where the statement is proved for µ = δ1. The
non-unimodality result (3) contrasts with the additive case; in the latter case the assumption of
compact support of the initial distribution implied the eventual unimodality. We do not know
whether the failure of freely strong unimodality can be proved for all t > 0.
We also prove similar statements for classical multiplicative convolution ⊛ on the unit circle,
in particular convolution with the Poisson kernel pr,ψ with the density
dpr,ψ
dθ
(θ) =
1− r2
2pi|1− rei(θ−ψ)|2
, θ ∈ [−pi, pi), (1.2)
where r ∈ [0, 1) and ψ ∈ R.
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Theorem 1.2. (See Theorems 5.1, 5.3, 5.4 and 5.6 below.)
(1) Let µ and ν be symmetric unimodal probability measures on T. Then so is µ⊛ ν.
(2) Eventual unimodality for pr,ψ ⊛ µ: let µ be a symmetric distribution on T supported
on {eiθ : θ ∈ [−ϕ, ϕ]} for some ϕ ∈ (0, pi/2). Then pr,ψ ⊛ µ is unimodal for all r ∈ (0, rϕ),
where rϕ = (cosϕ)/4.
(3) Non-unimdality for pr,ψ ⊛ µ: the measure pr,ψ ⊛b attains a strict maximum at ±1 ∈ T
and hence is not unimodal at any r ∈ (0, 1).
(4) Failure of strong unimodality of pr,ψ: there exists some r0 ∈ (0, 1) such that pr,ψ is
not strongly unimodal for any r ∈ (r0, 1) and ψ ∈ R.
In fact, some statements of Theorem 1.1 are closely related to or directly applied to Theorem
1.2, as well as they are new in classical probability to the authors’ knowledge. The reason
why classical convolution with Poisson kernels is related to free convolution with free normal
distributions can be understood via Lemma 4.6 and Lemma 5.11.
After introducing basic known results on free probability in Section 2, we introduce and
investigate the classes of symmetric and unimodal probability measures on T in Sections 3 and
4, respectively. The above main results are proved in Section 5.
2 Preliminaries in free probability theory
2.1 Σ-transform and free multiplicative convolution
Throughout the paper we identify the unit circle T with R/2piZ (often denoted as [−pi, pi))
and use the notation µ(dθ) as well as µ(dξ), where ξ = eiθ, for probability measures µ on T.
Moreover, we identify the density functions of a Haar absolutely continuous distributions on T
with functions on R with period 2pi.
Free multiplicative convolution ⊠ is a binary operation on the set of probability measures
on T. It was introduced in [20] as the distribution of the multiplication of free unitary random
variables on a noncommutative probability space. We briefly review on how to compute it,
following [5].
For a probability measure µ on T, we define the analytic functions
ψµ(z) :=
∫
T
ξz
1− ξz
µ(dξ) and ηµ(z) :=
ψµ(z)
1 + ψµ(z)
, z ∈ D. (2.1)
The function ηµ is called the η-transform of µ. It is easy to check that ηµ(0) = 0 and η
′
µ(0) =∫
T
ξ dµ(ξ). If the first moment of µ is nonzero then there exists a function η−1µ (z) which is
analytic in a neighborhood of zero, such that
ηµ(η
−1
µ (z)) = η
−1
µ (ηµ(z)) = z, (2.2)
for z in a neighborhood of zero. Then we define the Σ-transform of µ
Σµ(z) :=
η−1µ (z)
z
(2.3)
in the neighborhood of zero where η−1µ (z) is defined. For any probability measures µ, ν on T
with nonzero first moments, we can find a unique probability measure τ on T with a nonzero
first moment such that
Στ (z) = Σµ(z)Σν(z), (2.4)
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for z in a neighborhood of zero where the three functions are defined. We call the probability
measure τ the free multiplicative convolution of µ and ν, and it is denoted by µ ⊠ ν. The
Σ-transform is related to the S-transform via
Sµ(z) = Σµ
(
z
1 + z
)
=
1 + z
z
ψ−1µ (z). (2.5)
For all probability measures µ, ν on T with nonzero first moments, there exists an analytic map
η : D → D such that η(0) = 0 and ηµ⊠ν(z) = ηµ(η(z)) holds for all z ∈ D. The function η is
called the subordination function of ηµ⊠ν with respect to ηµ.
If both µ and ν have the zero first moment, the definition of free independence implies that
µ⊠ ν = h, where the measure h is the normalized Haar measure.
2.2 Free normal distributions on the unit circle
A probability measure µ on T is said to be ⊠-infinitely divisible if for each n ∈ N there exists
a probability measure µ on T, such that
µ =
n times︷ ︸︸ ︷
µn ⊠ · · ·⊠ µn . (2.6)
In [5, Theorem 6.7], µ is ⊠-infinitely divisible on T if and only if there exists a function u(z)
which is analytic in D such that ℜu(z) ≥ 0 for z ∈ D and its Σ-transform is expressed by
Σµ(z) = exp[u(z)]. (2.7)
Suppose that µ is ⊠-infinitely divisible on T and its Σ-transform is expressed by (2.7). Then
there exists a ⊠-semigroup {µt}t≥0 of probability measures on T such that
Σµt(z) = exp[tu(z)], t ≥ 0, (2.8)
in particular µ0 = δ1. For t > 0, we define λt as the ⊠-infinitely divisible probability measure
on T whose Σ-transform is given by
Σλt(z) = exp
[
t
2
·
1 + z
1− z
]
, t > 0. (2.9)
We call λt the free normal distribution on the unit circle. This is the distribution of free unitary
Brownian motion which was introduced by Biane (e.g, see [8, 9]). The measure λt has the first
moment e−t.
2.3 Zhong’s density formula
Most of the materials in this section are based on Zhong’s papers [25, 26]. As mentioned in
Section 2.1, if µ and ν have nonzero first moments, then we can find a subordination function
of ηµ⊠ν with respect to ηµ (or ην). However, if µ has the zero first moment (and ν has a
nonzero first moment), then the subordination function of ηµ⊠ν with respect to ηµ is generally
not unique (see [25, Example 3.5]). If we require a subordination function to satisfy additional
properties, then it is unique even if µ has the zero first moment [4, 11]. Namely, if µ 6= h is a
probability measure on T and ν has a nonzero first moment, then there exists a unique pair of
analytic functions w1, w2 : D→ D such that
• w1(0) = w2(0) = 0;
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• ηµ⊠ν(z) = ηµ(w1(z)) = ην(w2(z)) for all z ∈ D;
• w1(z)w2(z) = zηµ⊠ν(z) for all z ∈ D.
By the above result, for a probability measure µ 6= h on T and t > 0, we can find a unique pair
of subordination functions ηt, ζt : D→ D of ηµ⊠λt with respect to ηµ and ηλt , respectively such
that
• ηt(0) = ζt(0) = 0,
• ηµ⊠λt(z) = ηµ(ηt(z)) = ηλt(ζt(z)),
• ηt(z)ζt(z) = zηµ⊠λt(z),
for all z ∈ D. According to [3, Proposition 3.2], for each t > 0 there exists a probability measure
ρt on T, such that ηt(z) = ηρt(z). In [25, Lemma 3.4 and Corollary 3.13], the measures ρt are
⊠-infinitely divisible on T and its Σ-transform is expressed by
Σρt(z) = Σλt(ηµ(z)) = exp
[
t
2
∫
T
1 + ξz
1− ξz
µ(dξ)
]
. (2.10)
It is proved in [3] that ηt(z) = ηρt(z) is a conformal map of D onto a simply connected domain
Ωt,µ ⊂ D and extends to a homeomorphism from cl(D) to cl(Ωt,µ), where cl means the closure
operation. To study the measure µ⊠ λt, it is important to describe the domain Ωt,µ.
According to Zhong’s paper (see [26]), we define the open set (of T)
Ut,µ :=
{
θ ∈ [−pi, pi) :
∫ pi
−pi
1
|1− ei(θ+x)|2
µ(dx) >
1
t
}
, (2.11)
and also define a function vt,µ : [−pi, pi)→ (0, 1] as
vt,µ(θ) := sup
{
r ∈ (0, 1) :
1− r2
−2 log r
∫ pi
−pi
1
|1− rei(θ+x)|2
µ(dx) <
1
t
}
. (2.12)
Note that the function vt,µ is continuous on [−pi, pi), analytic in Ut,µ and one has Ut,µ = {θ ∈
[−pi, pi) : vt,µ(θ) 6= 1} by the proof of [26, Corollary 3.9]. In particular we have that vt,µ(θ) =
vt,µ(−θ) for all θ ∈ [−pi, pi) if µ is symmetric. For any θ ∈ Ut,µ, the value vt,µ(θ) is a unique
solution r ∈ (0, 1) of the following equation:
1− r2
−2 log r
∫ pi
−pi
1
|1− rei(θ+x)|2
µ(dx) =
1
t
. (2.13)
In [26, Theorem 3.2], it is proved that Ωt,µ = {re
iθ : 0 ≤ r < vt,µ(θ), θ ∈ [−pi, pi)} and
∂Ωt,µ ∩ D = {vt,µ(θ)e
iθ : θ ∈ Ut,µ}. As the inverse map of ηt, the restriction of the map
Φt,µ(z) := zΣρt(z) to Ωt,µ is conformal onto D, and it extends to a homeomorphism of cl(Ωt,µ)
onto cl(D). We define a homeomorphism Ψt,µ : T→ T by
Ψt,µ(e
iθ) := Φt,µ(vt,µ(θ)e
iθ), θ ∈ [−pi, pi). (2.14)
Since |Ψt,µ(e
iθ)| = 1 and Φt,µ(z) = zΣρt(z), we have
arg(Ψt,µ(e
iθ)) = θ + t
∫ pi
−pi
vt,µ(θ) sin(θ + x)
|1− vt,µ(θ)ei(θ+x)|2
µ(dx), (2.15)
and hence
Ψt,µ(e
iθ) = exp
[
i
(
θ + t
∫ pi
−pi
vt,µ(θ) sin(θ + x)
|1− vt,µ(θ)ei(θ+x)|2
µ(dx)
)]
. (2.16)
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By [26, Proposition 3.6, Theorem 3.8], the probability measure µ ⊠ λt is Haar absolutely
continuous and its probability density function pt is given by
pt(Ψt,µ(eiθ)) = −
log(vt,µ(θ))
pit
, (2.17)
and it is analytic wherever it is positive. Moreover we have that
supp(µ⊠ λt) = {Ψt,µ(eiθ) : θ ∈ cl(Ut,µ)}. (2.18)
2.4 Free multiplicative convolution with Poisson kernels
There is no useful formula for describing the absolutely continuous part of free multiplicative
convolution of general probability measures. One special case is the free multiplicative convo-
lution with the free normal distribution, which has some implicit formula for the density as
already mentioned. Another computable case is the free multiplicative convolution with the
Poisson kernel.
Proposition 2.1. For every probability measure µ, every r ∈ [0, 1) and every ψ ∈ R we have
pr,ψ ⊛ µ = pr,ψ ⊠ µ. (2.19)
A proof can be found e.g. in [12, Section 7.1]. In Sections 5.2 – 5.3, we will discuss uni-
modality for classical multiplicative convolution (and hence free multiplicative convolution)
with Poisson kernels.
3 Symmetric probability measures on the unit circle
In this section, we define and characterize the symmetric probability measures on T.
Definition 3.1. A probability measure µ on T is said to be symmetric if µ(B) = µ(B) for all
Borel sets B in T, where B := {ξ : ξ ∈ B}.
We show that the free multiplicative convolution of two symmetric probability measures on
T is also symmetric. To prove this we characterize the class of symmetric probability measures
on T.
Proposition 3.2. For a probability measure µ on T, the following statements are equivalent.
(1) µ is symmetric.
(2) ψµ(z) = ψµ(z) for z ∈ D.
(3) All moments of µ are real.
Moreover, if µ has a non-zero mean, then the above conditions are also equivalent to
(4) Σµ(z) = Σµ(z) on a neighborhood of 0.
Proof. (1)⇒(2): for a symmetric probability measure µ on T we have
ψµ(z) =
∫ pi
−pi
ξz
1− ξz
µ(dξ) =
∫
(0,pi)
(
ξz
1− ξz
+
ξz
1− ξz
)
µ(dξ) +
z
1− z
µ({1}) +
−z
1 + z
µ({−1}),
and therefore we have ψµ(z) = ψµ(z).
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(2)⇒(1): condition (2) implies that ℜψµ(z) = ℜψµ(z). The inversion formula [18, Theorem
2] shows that
µ(A) = lim
r↑1
∫
A
(2ℜ(ψµ(rξ)) + 1)h(dξ) = lim
r↑1
∫
A
(2ℜ(ψµ(rξ)) + 1)h(dξ) = µ(A)
for any arc A ⊂ T such that its endpoints are continuity points of µ. Therefore µ(B) = µ(B)
holds for all Borel subsets B of T.
Conditions (2), (3) and (4) are equivalent by basic complex analysis.
Corollary 3.3. If µ and ν are symmetric probability measures on T, then µ⊠ ν and µ⊛ ν are
also symmetric.
Proof. Any moment of µ⊠ν can be expressed as a polynomial (with real coefficients) of moments
of µ and those of ν, and hence is real. The same arguments apply to µ⊛ ν.
This corollary implies a part of Theorem 1.1: µ⊠ λt is symmetric whenever µ is.
4 Unimodal probability measures on the unit circle
In this section, we introduce the concept of unimodal probability measures on T. Recall that
a probability measure µ on R is said to be unimodal with mode a ∈ R if it is written as
µ(dx) = cδa + f(x) dx, (4.1)
where c ≥ 0 and the function f : R→ [0,∞) is non-decreasing on (−∞, a) and is non-increasing
on (a,∞). Unimodal distributions can be characterized from the viewpoint of geometric func-
tion theory: µ is unimodal with some mode if and only if the Cauchy-Stieltjes transform
Gµ(z) =
∫
R
1
z − x
dµ(x), ℑ(z) > 0, (4.2)
is univalent and its range is horizontally convex, namely if z, w are points in the range of Gµ
with the same imaginary part then the line segment connecting them is also contained in the
range [12, Theorem 6.24].
According to [12], we similarly define the concept of unimodal probability measures on T
as follows.
Definition 4.1. Consider φ, ψ ∈ R with 0 ≤ φ−ψ ≤ 2pi. A probability measure µ on T is said
to be unimodal with mode φ and antimode ψ if µ is written as
µ(dθ) = cδφ + f(θ) dθ, (4.3)
for some nonnegative number c and a function f : (ψ, ψ+2pi)→ [0,∞) which is non-decreasing
on (ψ, φ) and non-increasing on (φ, ψ + 2pi). In particular, if ψ = φ (resp. ψ + 2pi = φ), then
we may understand that f is non-increasing (resp. non-decreasing) on (ψ, ψ + 2pi).
Note that unimodality on T can be characterized by the univalence (injectivity) of ψµ and
the ”vertical convexity” of the range ψµ(D), namely for any z, w ∈ ψµ(D) having the same real
part and for any t ∈ (0, 1), we have (1− t)z + tw ∈ ψµ(D); see [12, Remark 7.17].
Example 4.2. The Poisson kernel (or the wrapped Cauchy distribution) pr,ψ, defined in (1.2), is
unimodal with mode ψ and antimode−pi+ψ. Moreover, the probability measure pδψ+(1−p)pr,ψ
is also unimodal with mode ψ and antimode −pi + ψ for p ∈ (0, 1).
For other examples, it is proved in [26, Corollary 3.13] that the free normal distribution λt
on the unit circle is unimodal with mode 0 and antimode −pi for all t > 0.
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It is known that the set of all unimodal probability measures on R is closed with respect
to the weak convergence. A similar result holds for the unit circle by using [12, Lemma 2.11,
Theorem 7.16].
Lemma 4.3. The set of all unimodal probability measures on T is closed with respect to the
weak convergence.
Moreover, unimodal distributions can be approximated by smooth densities.
Lemma 4.4. For a unimodal distribution µ there is a sequence of probability measures {µn}n≥1
which have C∞ densities such that µn weakly converges to µ as n→∞.
Proof. We only sketch the proof which is similar to [15, Lemma 6]. Assume that µ is of
the form (4.3). We may assume that the mode φ and the antimode ψ are different, and
that the antimode ψ is −pi. By approximating δφ with unimodal Haar absolutely continuous
distributions supported on a small arc, we may assume that µ does not have an atom. We
regard the density function f as a function on R supported on [−pi, pi]. By cutting f near
±pi, flattening f near φ and normalizing, we may assume that f(x) = 0 for all |x| > pi − α
for some α ∈ (0, pi), and that f(x) is constant for all |x − φ| < β for some β > 0. Then we
apply a mollifier ϕε := ε
−1ϕ(ε−1·) with a smooth nonnegative function ϕ supported on [−1, 0]
to get a smooth function ϕε ∗ f which is unimodal on (φ,∞), as done in [15, Lemma 6]. A
similar construction works for the opposite half-line (−∞, φ), and combining the two we obtain
a unimodal function fε on R. Note that if ε is sufficiently small, then fε is still supported on
[−pi, pi], and hence can be regarded as a unimodal density on T.
Unimodality can be characterized in terms of level sets under some assumptions. This idea
in the context of free probability was first used in [13] to prove that a “free gamma distribution”
is unimodal.
Lemma 4.5. Let µ be a Haar absolutely continuous distribution on T. Suppose that its density
p extends to a continuous function on T and is real analytic in {ξ ∈ T : p(ξ) > 0}. Then µ is
unimodal if and only if, for any a > 0, the equation p(ξ) = a has at most two solutions ξ ∈ T.
Proof. Assume that µ is unimodal with mode φ and antimode ψ. Since p is continuous we have
0 < φ−ψ < 2pi. We identify the function p on T with a function on [ψ, ψ+2pi). Since p is real
analytic wherever it is positive, the function p is strictly increasing on {θ ∈ (ψ, φ) : p(θ) > 0}
and strictly decreasing on {θ ∈ (φ, ψ + 2pi) : p(θ) > 0}.
Case 1. If a > p(φ) or 0 < a < p(ψ), then the equation p(θ) = a has no solutions θ ∈ [ψ, ψ+2pi).
Case 2. If a = p(φ), then the equation p(θ) = a has only one solution, since p(φ) is the strict
maximum.
Case 3. If a = p(ψ) > 0, then the equation p(θ) = a has only one solution since p(ψ) is the
strict minimum.
Case 4. If p(ψ) < a < p(φ), then by the intermediate value theorem and the monotonicity the
equation p(θ) = a has a unique solution in each of [ψ, φ) and (φ, ψ + 2pi).
In any case, we conclude that the equation p(θ) = a has at most two solutions θ in [ψ, ψ+2pi).
Conversely, we assume that µ is not unimodal. Let ψ and φ (0 < φ − ψ < 2pi) be points
where p takes a global minimum and a (strict) global maximum, respectively. Then either p is
not non-decreasing on (ψ, φ) or not non-increasing on (φ, ψ + 2pi). Without loss of generality
we may focus on the former case. Then there exist ψ < θ1 < θ2 < φ such that p(ψ) < p(θ2) <
p(θ1) < p(φ). For any a ∈ (p(θ2), p(θ1)), by the intermediate theorem the equation p(θ) = a has
at least one solution in each of the intervals (ψ, θ1), (θ1, θ2) and (θ2, φ). Therefore the equation
p(θ) = a has at least three solutions.
8
Combining Zhong’s density formula and Lemma 4.5 one can characterized the unimodality
for µ⊠ λt as follows.
Lemma 4.6. Suppose that t > 0 and µ is a probability measure on T. The following statements
are equivalent.
(1) µ⊠ λt is unimodal.
(2) For any r ∈ (0, 1) the equation
1− r2
−2 log r
∫
[−pi,pi)
1
|1− rei(x+θ)|2
dµ(x) =
1
t
(4.4)
has at most two solutions θ ∈ [−pi, pi).
Proof. This proof is very similar to [15, Proposition 3.8] or [16, Lemma 3.1]. Recall that µ⊠λt
is Haar absolutely continuous, its density function pt is continuous on T and real analytic in
Ψt,µ(Ut,µ) by Section 2.3. Assume firstly the condition (2). Since Ψt,µ is a homeomorphism of
T, it suffices to show that for any a > 0 the equation
a = pt(Ψt,µ(eiθ)) = −
log(vt,µ(θ))
pit
, θ ∈ [−pi, pi) (4.5)
has at most two solutions θ ∈ [−pi, pi) by Lemma 4.5. Since vt,µ(θ) is a unique solution of the
equation (2.13) when it is positive, then we have{
θ ∈ [−pi, pi) : a = −
log(vt,µ(θ))
pit
}
=
{
θ ∈ [−pi, pi) :
1− (e−piat)2
−2 log(e−piat)
∫
[−pi,pi)
dµ(x)
|1− e−piatei(x+θ)|2
=
1
t
}
.
(4.6)
By the assumption (2) the equation a = − log(vt,µ(θ))
pit
has at most two solutions θ ∈ [−pi, pi).
Conversely, assume that the condition (2) does not hold. Then for some r ∈ (0, 1) there are
three distinct solutions θ1, θ2, θ3 ∈ [−pi, pi) to the equation (4.4). By (4.6) this shows that
vt,µ(θk) = r and hence pt(Ψt,µ(eiθk)) = −
log r
pit
for k = 1, 2, 3. Therefore µ ⊠ λt is not unimodal
by Lemma 4.5 again.
5 Main results
In Sections 5.1 – 5.3, we prove the main theorem announced as Theorem 1.2, namely: in Section
5.1, we study unimodality for the multiplicative convolution of two symmetric probability
measures on T; in Section 5.2, we discuss when pr,ψ ⊛ µ is unimodal for sufficiently small
r ∈ (0, 1) and when it is not unimodal at any time t > 0; in Section 5.3, we prove that pr,ψ is
not strongly unimodal for any r ∈ (0, 1) sufficiently close to 1.
In Sections 5.4 – 5.6, we prove the main theorem announced as Theorem 1.1, namely: in
Sections 5.4 and 5.5 we discuss when µ ⊠ λt is unimodal for all t > 0, when it is unimodal for
sufficiently large t > 0, and when it is not unimodal at any t > 0; in Section 5.6, we conclude
the failure of freely strong unimodality for λt at sufficiently small t > 0.
5.1 Multiplicative convolution of symmetric unimodal distributions
In this section, we study unimodality for the multiplicative convolution of two symmetric uni-
modal probability measures. It was proved by Wintner that classical additive convolution ∗
preserves the symmetric unimodal probability measures on R (see [19, Exercise 29.22] or the
original article [21, Theorem XIII]). We conjectured a similar property of free additive convo-
lution ⊞ in [16], which is still open. We now prove the corresponding property for classical
multiplicative convolution ⊛ on T.
9
Theorem 5.1. Let µ and ν be symmetric unimodal probability measures on T. Then so is
µ⊛ ν.
Proof. The symmetry follows from Corollary 3.3 (one can also prove it more directly by formula
(5.2) below). We will prove the unimodality. By Lemma 4.3 and Lemma 4.4, we may assume
that µ and ν respectively have C1 densities f and g on T. We extend f and g to even continuous
functions on R which have period 2pi, that is, f(θ + 2pi) = f(θ) and g(θ + 2pi) = g(θ) for all
θ ∈ R.
Let a = −f ′ on (0, pi). Then a ≥ 0 and
f(θ) =
∫ pi
|θ|
a(ψ) dψ, θ ∈ (−pi, pi). (5.1)
Let h be the density of µ⊛ ν. For ϕ ∈ (0, pi) we have
h(ϕ) =
∫ pi
−pi
f(θ)g(ϕ− θ) dθ =
∫ pi
−pi
(∫ pi
|θ|
a(ψ) dψ
)
g(ϕ− θ)dθ =
∫ pi
0
a(ψ) dψ
∫ ψ
−ψ
g(ϕ− θ)dθ.
(5.2)
Fix ψ ∈ (0, pi) and let k(ϕ) :=
∫ ψ
−ψ g(ϕ− θ)dθ =
∫ ϕ+ψ
ϕ−ψ g(θ) dθ for ϕ ∈ (0, pi). Then
k′(ϕ) = g(ϕ+ ψ)− g(ϕ− ψ). (5.3)
In order to show h′ ≤ 0 on (0, pi), we show that k′ ≤ 0 on (0, pi).
Case 1: ϕ+ ψ ≤ pi. Then k′ ≤ 0 because ϕ+ ψ ≥ |ϕ− ψ|.
Case 2: ϕ+ ψ ≥ pi. Then 2pi − ϕ− ψ ≤ pi and
k′(ϕ) = g(2pi − ϕ− ψ)− g(ϕ− ψ), (5.4)
since g(ϕ+ ψ) = g(−ϕ− ψ) = g(2pi − ϕ− ψ). We can check that 2pi − ϕ− ψ ≥ |ϕ− ψ|, and
hence g(ϕ− ψ) ≥ g(2pi − ϕ− ψ).
Therefore h is non-increasing on (0, pi) and also non-decreasing on (−pi, 0) since µ ⊛ ν is
symmetric. Hence µ⊛ ν is unimodal.
So far we found no counterexample to the corresponding conjecture for ⊠.
Conjecture 5.2. Let µ and ν be symmetric unimodal distributions on T. Then µ ⊠ ν is also
unimodal.
Thanks to Proposition 2.1 and Theorem 5.1, this conjecture holds when one of the distri-
butions is the Poisson kernel. In Section 5.4 the above conjecture is proved when one of the
probability measures is the free normal distribution.
5.2 Eventual unimodality and non-unimodality for pr,ψ ⊛ µ
Firstly, we give a class of probability distributions µ on T such that the distribution pr,ψ ⊛ µ
is unimodal for sufficiently small r ∈ (0, 1).
Theorem 5.3. Let ϕ ∈ (0, pi/2) and µ be a symmetric distribution on T such that supp(µ) ⊂
{eiθ : θ ∈ [−ϕ, ϕ]}. Then pr,ψ ⊛ µ is unimodal for r ∈ (0, rϕ) where rϕ := (cosϕ)/4.
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Proof. We may assume that ψ = 0. The density function fr of pr,0 ⊛ µ is given by
fr(θ) =
1− r2
2pi
(∫ ϕ
0
dµ(x)
1− 2r cos(θ − x) + r2
+
∫ ϕ
0
dµ(x)
1− 2r cos(θ + x) + r2
)
, θ ∈ [−pi, pi).
(5.5)
For all θ ∈ (0, pi), we have
f ′r(θ) = −
2r(1− r2) sin θ
pi
∫ ϕ
0
Lr(θ, x)
(1− 2r cos(θ − x) + r2)2(1− 2r cos(θ + x) + r2)2
dµ(x), (5.6)
where
Lr(θ, x) :=
{
(1 + r2)2 + 4r2(1− sin(θ − x) sin(θ + x))
}
cosx− 4r(1 + r2) cos θ. (5.7)
If θ ∈ (pi/2, pi), then it is clear that Lr(θ, x) > 0 for all x ∈ (0, ϕ) and hence f
′
r(θ) < 0. If
θ ∈ (0, pi/2), then for all r ∈ (0, rϕ) and x ∈ (0, ϕ), we have
Lr(θ, x) ≥ (1 + r
2)2 cosx− 4r(1 + r2) cos θ (5.8)
≥ (1 + r2)2 cosx− 4r(1 + r2) (5.9)
≥ (1 + r2)(cosx− 4r) (5.10)
≥ (1 + r2)(cosϕ− 4r) (5.11)
= 4(1 + r2)(rϕ − r) > 0. (5.12)
Therefore Lr(θ, x) > 0 for all r ∈ (0, rϕ) and x ∈ (0, ϕ). Thus f
′
r(θ) < 0 for θ ∈ (0, pi/2) if
0 < r < rϕ. The above arguments show that fr is non-increasing on (0, pi) if 0 < r < rϕ. Since
pr,0 ⊛ µ is symmetric, the above result implies that pr,0 ⊛ µ is unimodal for r ∈ (0, rϕ).
Next we prove that the above theorem does not hold for ϕ = pi/2. In fact, the equally
weighted Bernoulli distribution b on {1,−1} ⊂ T is a counterexample of the above theorem
for ϕ = pi/2.
Theorem 5.4. The measure pr,ψ ⊛ b attains a strict maximum at the two points ±e
iψ and
hence is not unimodal at any r ∈ (0, 1).
Proof. We may assume that ψ = 0. The density function of pr,0 ⊛ b is computed in the form
fr(θ) =
1− r2
2pi
(
1
1− 2r cos θ + r2
+
1
1 + 2r cos θ + r2
)
, θ ∈ [−pi, pi). (5.13)
For all θ ∈ (0, pi), we have
f ′r(θ) =
1− r2
2pi
·
−8r2(1 + r2) sin(2θ)
(1− 2r cos θ + r2)2(1 + 2r cos θ + r2)2
. (5.14)
This formula easily shows that the function fr has a global maximum at θ = 0, pi and a local
minimum at θ = ±pi/2. Therefore pr,ψ ⊛ b is not unimodal at any r ∈ (0, 1).
5.3 Failure of strong unimodality of pr,ψ
We prove that the Poisson kernel pr,ψ is not strongly unimodal for r ∈ (0, 1) sufficiently close to
1. This is a key fact to prove that the free normal distribution λt is not freely strongly unimodal
for sufficiently small t > 0 in Section 5.6. We start from defining the concept of classically and
freely strong unimodality (we use the concept of freely strong unimodality in Section 5.6 later).
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Definition 5.5. A probability measure µ on T is said to be strongly unimodal (resp. freely
strongly unimodal) if µ⊛ ν (resp. µ⊠ ν) is unimodal for every unimodal probability measure ν
on T.
Theorem 5.6. There exists r0 ∈ (0, 1) such that the Poisson kernel pr,ψ is not strongly uni-
modal for any r ∈ [r0, 1) and any ψ ∈ R. More strongly, there exists a probability measure µ
and a continuous function h : [r0, 1) → (0,∞) such that lim supr→1 h(r) ∈ (0,∞] and for each
r ∈ [r0, 1) and ψ ∈ R the equation
h(r) =
d(pr,ψ ⊛ µ)
dθ
(θ)
has at least three solutions θ ∈ [−pi, pi).
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Figure 1: The density of p0.99,0 ⊛ µ0.01
Proof. We may assume that ψ = 0. Let µ = µa be the probability measure defined by
µa(dθ) = aδ0 + b1(0,pi)(θ) dθ, (5.15)
where a, b are fixed positive real numbers such that a + bpi = 1. As we see later, we want a
to satisfy a2/(4b2) < 1/27; for example a = 1/20. Let fr and pr be the density functions of
pr,0 ⊛ µa and pr,0, respectively. Then we have
fr(θ) = apr(θ) + b
∫ pi
−pi
1(0,pi)(θ − ϕ)pr(ϕ) dϕ = apr(θ) + b
∫ θ
θ−pi
pr(ϕ) dϕ (5.16)
for all θ ∈ (0, pi). Therefore, we have
f ′r(θ) = ap
′
r(θ) + b[pr(θ)− pr(θ − pi)] (5.17)
=
1− r2
2pi
·
gr(θ)
(1 + r2 − 2r cos θ)2(1 + r2 + 2r cos θ)
, θ ∈ (0, pi), (5.18)
where
gr(θ) = −2ra sin θ(1 + r
2 + 2r cos θ) + b(1 + r2 − 2r cos θ)(1 + r2 + 2r cos θ)
− b(1 + r2 − 2r cos θ)2.
(5.19)
In order to prove that gr has several zeros, we extend the parameter r to the interval [0, 1], and
then take r = 1 to simplify gr:
g1(θ) = 4[−a sin θ(1 + cos θ) + 2b cos θ(1− cos θ)]. (5.20)
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Note that g1(0) = 0, g
′
1(0) = −8a < 0 and g1(pi) < 0. It is clear that g1 < 0 on [pi/2, pi). By
trigonometry, for θ ∈ (0, pi/2) the inequality g1(θ) < 0 is equivalent to
a2
4b2
>
cos2 θ(1− cos θ)
(1 + cos θ)3
. (5.21)
The function on the RHS increases on (0, pi/3) and decreases on (pi/3, pi/2), and attains the
maximum 1/27 at θ = pi/3. Thus, if a2/(4b2) < 1/27 (for example a = 1/20 suffices) then we
obtain two solutions α1, β1 of the equation
a2
4b2
=
cos2 θ(1− cos θ)
(1 + cos θ)3
, θ ∈ [0, pi/2], (5.22)
such that 0 < α1 < pi/3 < β1 < pi/2 and g1 > 0 on (α1, β1) and g1 < 0 on (0, α1) ∪ (β1, pi).
Each of the zeros 0, α1, β1 of g1 has multiplicity one.
Since gr(θ) depends continuously on r ∈ [0, 1] and analytically on θ, by the argument
principle, there exists r1 ∈ (0, 1) such that the function gr still has three zeros −0.1 < γr <
αr < βr < pi/2 + 0.1 for every r ∈ (r1, 1). This implies that fr takes local maxima at γr
and βr and a local minimum at αr. The zeros are continuous functions of r ∈ [r1, 1]. Since
g′1(0) = −8a < 0, g1(0) = 0 and gr(0) > 0 for every r ∈ [0, 1), we must have γr > 0.
The zero βr depends on r ∈ [r1, 1] continuously, and in particular limr→1 βr = β1 ∈
(pi/3, pi/2). Therefore we have βr ∈ (pi/3, pi/2) if r is close enough to 1, and hence
b
∫ βr
βr−pi
pr(ϕ) dϕ ≤ fr(βr) ≤ apr
(pi
3
)
+ b
∫ βr
βr−pi
pr(ϕ) dϕ. (5.23)
Taking the limit r → 1 we conclude that
lim
r→1
fr(βr) = b. (5.24)
On the other hand, the local maximum at γr can be estimated from below as
fr(γr) ≥ fr(0) ≥ apr(0) =
a(1 + r)
2pi(1− r)
. (5.25)
Therefore, if r is close enough to 1 then fr(γr) > fr(βr), and so the equation fr(θ) = h has at
least three solutions θ ∈ (0, pi) for every h ∈ (fr(αr), fr(βr)) (see Figure 1). Thus there exist
r0 ∈ (0, 1) and a continuous function h : [r0, 1) → (0,∞) such that the equation fr(θ) = h(r)
has at least three solutions θ ∈ (0, pi) for each r, and h(r) → b as r → 1; for example we may
define h(r) = max{1
2
[fr(αr) + fr(βr)], fr(βr)− (1− r)}.
Remark 5.7. Numerical simulations suggest that p0.9,0 ⊛ µa is already unimodal for all a ∈
(0, 1); see Figures 2 and 3.
We do not know whether pr,0 is strongly unimodal for r smaller than r0.
Problem 5.8. Does there exist r ∈ (0, 1) such that the Poisson kernel pr,0 is strongly unimodal?
Note that p0,0 is the normalized Haar measure and the weak limit limr↑1 pr,0 is the delta measure
δ1, and hence both are strongly unimodal.
A more challenging problem is to prove the analogue of Ibragimov’s theorem, which char-
acterizes the strongly unimodal distributions on R by the log concavity of the density (see [19,
Theorem 52.3]; the original article is [17]).
Problem 5.9. Characterize the classically strong unimodality on T. In particular, is the
classical normal distribution (= the heat kernel) on T strongly unimodal?
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Figure 2: The density of p0.9,0 ⊛ µ0.01
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Figure 3: The density of p0.9,0 ⊛ µ0.2
5.4 Unimodality for µ⊠ λt
In this section, we study unimodality for µ⊠ λt when µ is symmetric unimodal.
Theorem 5.10. If µ is a symmetric unimodal probability measure on T, then µ ⊠ λt is sym-
metric and unimodal for any t > 0.
Proof. Since µ and λt are symmetric, the probability measure µ ⊠ λt is also symmetric by
Corollary 3.3. To show the unimodality, it suffices by Lemma 4.6 to show that for any r ∈ (0, 1)
and t > 0 the equation
1− r2
2pi
∫
[−pi,pi)
1
|1− rei(θ+x)|2
dµ(x) =
− log r
pit
(5.26)
has at most two solutions θ ∈ [−pi, pi). Since µ is symmetric, the LHS of (5.26) corresponds
to the density function of pr,0 ⊛ µ. By Theorem 5.1, the measure pr,0 ⊛ µ is unimodal for any
r ∈ (0, 1), and by Lemma 4.5 the equation (5.26) has at most two solutions θ ∈ [−pi, pi) for any
r ∈ (0, 1) and t > 0 . Hence µ⊠ λt is unimodal for any t > 0.
5.5 Eventual unimodality and non-unimodality for µ⊠ λt
We firstly prepare the following functions to describe the density of µ ⊠ λt. For θ ∈ [−pi, pi)
and r ∈ (0, 1) define the following two functions on [−pi, pi).
Γθ,r(x) :=
sin(θ + x)
(1− 2r cos(θ + x) + r2)2
, (5.27)
Ξθ,r(x) :=
2r(1 + log r − r2 + r2 log r) cos(θ + x) + r4 − 4r2 log r − 1
(1− 2r cos(θ + x) + r2)2
. (5.28)
Those functions will play a key role in analyzing the density of µ⊠ λt as the following lemma
shows. Actually, it serves as an alternative of Lemma 4.6; one can choose a convenient one
from the two lemmas, according to a problem to be considered.
Lemma 5.11. For arbitrary numbers θ ∈ [−pi, pi) and r ∈ (0, 1), the function Ξθ,r takes
negative values on [−pi, pi). Moreover, for each t > 0 we have
d
dθ
vt,µ(θ) =
2vt,µ(θ)
2(1− vt,µ(θ)
2) log(vt,µ(θ))∫ pi
−pi Ξθ,vt,µ(θ)(x)µ(dx)
∫ pi
−pi
Γθ,vt,µ(θ)(x)µ(dx), θ ∈ Ut,µ. (5.29)
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Proof. By calculus we can check that 1 + log r − r2 + r2 log r < 0 for all r ∈ (0, 1). Hence we
have
2r(1 + log r − r2 + r2 log r) cos(θ + x) + r4 − 4r2 log r − 1 (5.30)
≤ −2r(1 + log r − r2 + r2 log r) + r4 − 4r2 log r − 1 (5.31)
= (1 + r)2(−2r log r + r2 − 1). (5.32)
By calculus we can prove that the RHS is negative, and so is Ξθ,r(x).
Recall that the function vt,µ is analytic in Ut,µ and satisfies vt,µ(θ) ∈ (0, 1) and the equation
R(θ, vt,µ(θ)) = 0 for all θ ∈ Ut,µ, where
R(θ, r) :=
1− r2
−2 log r
∫ pi
−pi
µ(dx)
1− 2r cos(θ + x) + r2
−
1
t
, r ∈ (0, 1), θ ∈ Ut,µ. (5.33)
In order to compute d
dθ
vt,µ(θ), we calculate partial derivatives of R which can be expressed with
the functions Γθ,r and Ξθ,r as follows:
∂R
∂θ
(θ, r) =
r(1− r2)
log r
∫ pi
−pi
Γθ,r(x)µ(dx), (5.34)
and
∂R
∂r
(θ, r) = −
1
2r(log r)2
∫ pi
−pi
Ξθ,r(x)µ(dx). (5.35)
Since ∂R
∂r
(θ, r) > 0, we can use the differentiation of implicit functions to obtain the desired
expression of v′t,µ.
Lemma 5.12. Let t > 4. Let rt ∈ (0, 1) be the unique solution r to the equation
1 + r
1− r
(−2 log r) = t.
Then vt,µ(θ) ≤ rt for every θ ∈ [−pi, pi) and every probability measure µ on T. In particular,
Ut,µ = T and λt ⊠ µ has a strictly positive real analytic density on T.
Remark 5.13. The opposite inequality of the form vt,µ(θ) ≥ at was obtained in [26, Proposition
3.10] in a similar way.
Proof. By the triangle inequality we obtain
1− r2
−2 log r
∫
T
dµ(ξ)
|1− reiθξ|2
≥
1− r2
−2 log r
·
1
(1 + r)2
=
1− r
(1 + r)(−2 log r)
=: f(r). (5.36)
Elementary calculus shows that f is strictly increasing on (0, 1) and f(+0) = 0 and f(1− 0) =
1/4. Therefore, for every t > 4 the unique solution rt exists. Since f(rt) = 1/t, the LHS of
(5.36) is greater than or equal to 1/t at r = rt, which implies that vt,µ(θ) ≤ rt. Since vt,µ(θ) < 1
the last statement holds.
We give a class of probability distributions µ on T such that the distribution µ ⊠ λt is
unimodal for sufficiently large time. In fact the class considered in Theorem 5.3 is available.
Theorem 5.14. Let ϕ ∈ (0, pi/2) and µ be a symmetric probability measure on T such that
supp(µ) ⊂ {eiθ : θ ∈ [−ϕ, ϕ]}. Then µ ⊠ λt is unimodal for all t ≥
2(1+rϕ)
1−rϕ log
1
rϕ
, where
rϕ = (cosϕ)/4.
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Proof. Let t > 4. For θ ∈ T = Ut,µ, we have∫ pi
−pi
Γθ,vt,µ(θ)(x) dµ(x) =
∫ ϕ
0
[
Γθ,vt,µ(θ)(x) + Γθ,vt,µ(θ)(−x)
]
dµ(x) (5.37)
= 2 sin θ
∫ ϕ
0
Lvt,µ(θ)(θ, x) dµ(x)
(1− 2vt,µ(θ) cos(θ + x) + vt,µ(θ)2)2(1− 2vt,µ(θ) cos(θ − x) + vt,µ(θ)2)2
,
(5.38)
where the function Lr(θ, x) was defined in (5.7). For θ ∈ [0, pi], we have
Lvt,µ(θ)(θ, x) ≥ 4(1 + vt,µ(θ)
2)(rϕ − vt,µ(θ)). (5.39)
by the same calculations from (5.8) to (5.12). Suppose that rϕ ≥ vt,µ(θ) holds for all θ ∈
[0, pi]. We can then conclude Lvt,µ(θ)(θ, x) ≥ 0 for all θ ∈ [0, pi] and x ∈ [0, ϕ], and hence∫ pi
−pi Γθ,vt,µ(θ)(x) dµ(x) ≥ 0. By Lemma 5.11, we have
d
dθ
vt,µ(θ) ≥ 0 for θ ∈ [0, pi], and therefore
d
dθ
vt,µ(θ) ≤ 0 for θ ∈ [−pi, 0] since µ is symmetric. Thus vt,µ is non-increasing in (−pi, 0) and
non-decreasing in (0, pi). Therefore the density function pt(ψt(eiθ)) = −
log(vt,µ(θ))
pit
of µ ⊠ λt is
non-decreasing in (−pi, 0) and non-increasing in (0, pi), so that µ⊠ λt is unimodal.
Next we prove rϕ ≥ vt,µ(θ) for large t by using Lemma 5.12. Let tϕ :=
1+rϕ
1−rϕ (−2 log rϕ),
which is greater than 4. For every t ≥ tϕ we have rt ≤ rϕ since t 7→ rt is strictly decreasing,
and hence rϕ ≥ vt,µ(θ).
Next we prove that the above theorem does not hold for ϕ = pi/2. This result is a complete
free analogue of Theorem 5.4 on the classical multiplicative convolution of the Poisson kernel
pr,ψ and the Bernoulli distribution.
Theorem 5.15. The measure b ⊠ λt attains a strict maximum at ±1 ∈ T and hence is not
unimodal at any time t > 0.
Proof. By the definition of Ut,b, we have
Ut,b =
{
−pi ≤ θ < pi : −
√
t
2
< sin θ <
√
t
2
}
. (5.40)
Therefore, Ut,b and hence the support of b⊠ λt have two connected components if 0 < t < 2,
and has the single connected component T if t ≥ 2. The density function of b⊠λt is symmetric
for the x-axis since b is symmetric. For θ ∈ Ut,b we have∫
[−pi,pi)
Γθ,vt,b(θ)(x)b(dx) =
1
2
(
sin θ
(1− 2r cos θ + r2)2
+
− sin θ
(1 + 2r cos θ + r2)2
)
(5.41)
=
2r(1 + r2) sin(2θ)
(1− 2r cos θ + r2)2(1 + 2r cos θ + r2)2
. (5.42)
By Lemma 5.11 we conclude that d
dθ
vt,b(θ) > 0 on (0,
pi
2
)∩Ut,b and
d
dθ
vt,b(θ) < 0 on (
pi
2
, pi)∩Ut,b.
Since vt,b(θ) = vt,b(−θ), the function vt,b has local minima at θ = 0, pi. By the density formula
pt(Ψt,b(eiθ)) = −
log(vt,b(θ))
pit
, the desired statement holds for any t > 0.
Remark 5.16. We have concluded in [16] that the free additive convolution of the semicircle
distribution S(0, t) and a compactly supported probability measure on R is unimodal for suf-
ficiently large t > 0, but a similar statement is not true in the case of the free multiplicative
convolution, according to Theorem 5.15.
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5.6 Failure of freely strong unimodality of λt
In this section, combining Lemma 4.6 and Theorem 5.6 we conclude the failure of freely strong
unimodality for λt for small t > 0.
Theorem 5.17. There exists some t0 > 0 such that the free normal distribution λt is not freely
strongly unimodal for any t ∈ (0, t0).
Proof. In order to prove that λt is not freely strongly unimodal, according to Lemma 4.6 we
need to find a unimodal distribution µ and some r > 0 such that the equation
d(pr,0 ⊛ µ)
dθ
(θ) =
− log r
pit
(5.43)
has at least three solutions θ ∈ [−pi, pi). We take the probability measure µ and the function
h : [r0, 1) → (0,∞) in Theorem 5.6. Let t0 := (− log r0)/(pih(r0)). For each t ∈ (0, t0), by the
intermediate value theorem there exists some rt ∈ [r0, 1) such that − log rt/(pit) = h(rt). For
r = rt equation (5.43) has at least three solutions θ ∈ [−pi, pi) by Theorem 5.6.
Problem 5.18. In the case of additive free convolution, once we establish that S(0, t) is not
freely strongly unimodal at some t > 0 then nor is it at any t > 0, because t > 0 is just a scaling.
However, on the unit circle the parameter t > 0 for λt is not a scaling. Thus the following
problem remains unsolved: does there exist t > 0 such that the free normal distribution λt is
freely strongly unimodal?
We conclude this paper by mentioning some relationship between additive and multiplicative
free convolutions. Our method of studying unimodality for free multiplicative convolution has
been quite similar to the case of free additive convolution in [16]. In particular, the study of the
unimodality of λt⊠µ was reduced to that of pr,0⊛µ in this paper, while in [16, Lemma 3.1] the
study of the unimodality of S(0, t)⊞µ was reduced to that of the classical convolution of µ and
Cauchy distributions. Actually this kind of similarity between additive and multiplicative free
convolutions were observed in several situations, for example in [2]. Anshelevich and Arizmendi
[1] succeeded in systematically explaining those similarities: they proved that various results
on additive free convolution can be transferred to multiplicative free convolution on T using the
exponential mapping. However, unimodality seems out of the applicability of their approach.
The main difficulty is twofold: the exponential mapping does not preserve unimodality; the key
class L of probability measures on R, defined in [1], contains only few unimodal distributions
(Cauchy and delta measures).
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