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a b s t r a c t
We apply the boundary control method to the identification of coefficients in a wave
equation with dissipative boundary conditions. This problem is suggested by the closed
loop obtained when a stabilizing feedback is applied to a wave equation.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The boundary control method is based on deep connections between inverse problems and controllability problems for
partial differential equations. It has been successfully applied to many equations of mathematical physics (see, e.g. [1–7]).
In this paper we present a new application of the boundary control method to the reconstruction of the potential q(x) in the
wave equation, in the presence of boundary dissipation. Namely, we consider the following system:
wtt = wxx − q(x)w, t > 0, x > 0 (1)
with initial and boundary conditions
w(x, t) = 0 t ≤ 0, wt(0, t) = wx(0, t)+ f (t). (2)
If we need to stress the dependence ofw on the forcing term f we shall writewf (x, t).
The goal of this paper is to show that the additional information
yf (t) = wft (0, t) = (RT f )(t) (3)
is sufficient to identify the potential q(x). More precisely, if we know the transformation from f ∈ L2(0, 2T ) to yf ∈ L2(0, 2T )
then we can compute q(x), x ∈ [0, T ].
The problem of identifying the coefficient q(x) for Eq. (1) and the Neumann boundary conditionwx(0, t) = F(t) has been
studied; see [4]. The resulting wave equation however is not exponentially stable. It can be stabilized using the feedback
F(t) = wt(0, t)− f (t). (4)
Inserting this feedback in the Neumann boundary condition, we get the problemwe are studying. This observation explains
our interest in this problem.
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The speed of wave propagation of system (1) is 1. So, for every T , two intervals [0, T ]will have a role: the interval [0, T ] of
the time axis and the interval [0, T ] of the space variable x. This second interval [0, T ]will be denoted XT while the notation
[0, T ] is reserved for the interval on the time axis. Consistent with this, we distinguish between the Hilbert space L2(0, T )
and the Hilbert space L2(XT ) (a space often denotedHT ).
The assumptions in this paper is that q(x) is locally integrable.
2. Representation of the solution
Let us consider the equation
Wtt = Wxx + F(x, t), x > 0, t > 0
with initial and boundary conditions (2). Integrating along the characteristic, we see that
w(x, t) = 1
2
∫ t−x
0
f (τ )dτ + 1
2
∫
D(x,t)
F(ξ , τ )dξdτ (5)
where D(x, t) is the domain of the (ξ , τ ) plane, which is in the first quadrant and below the characteristic lines which pass
through the point (x, t). So, replacing F(ξ , τ ) = −q(ξ)w(ξ, τ ), we see that problem (1)–(2) is equivalent to
w(x, t) = 1
2
∫ t−x
0
f (τ )dτ − 1
2
∫
D(x,t)
q(ξ)w(ξ, τ )dξdτ . (6)
It follows that problem (1)–(2) has a unique solutionwhich belongs to C([0, T ], L2(XT )) for every T > 0 and thatw(x, t) = 0
if x > t . This solution is denotedwf (x, t).
A consequence of the previous formula is
wt(x, t) = 12 f (t − x)+
1
2
∫ t−x
0
q(τ + x− t)w(τ + x− t, τ )dτ , t > x.
In particular,
wt(t−, t) = 12 f (0+). (7)
A second consequence is that the solution on t ∈ [0, T ] does not depend on the values of f (t) for t > T ; so, once that the
value of T has been fixed, we can extend f (t) at will for t > T . It will be convenient to use an even extension with respect to T .
i.e. we extend f (t) to [0, 2T ] as follows:
f (T + t) = f (T − t), i.e. f (2T − t) = f (t). (8)
Now we give an explicit representation forwf (x, t). Let h be the solution of the Goursat problemhtt(x, t)− hxx(x, t)+ q(x)h(x, t) = 0, 0 < x < t,ht(0, t)− hx(0, t) = 0, h(x, x) = −1/4 ∫ x
0
q(s)ds. (9)
Proceeding as in [7], it is easy to see:
Lemma 1. If q ∈ L1loc (R+), there exists a unique generalized solution of the Goursat problem (9) which is a continuous function
with locally integrable partial derivatives.
So,wf (x, t) is zero for x > t while for x < t we have
w(x, t) = wf (x, t) = 1
2
F(t − x)+
∫ t−x
0
h(x, t − τ)F(τ )dτ , F(t) =
∫ t
0
f (τ )dτ . (10)
So, for every f ∈ L2loc(0,+∞), time and space derivatives ofwf (x, t) belong to C([0, T ], L2(XT )).
Formula (10) implies a controllability result which is basic for solving our identification problem.
Theorem 2. Let T > 0 be fixed and let z(x) ∈ L2(XT ). There exists a unique f ∈ L2(0, T ) such that
w
f
t (x, T ) = z(x), x ∈ XT . (11)
Proof. From (10) it follows that
wt(x, t) = 12 f (t − x)+ h(x, x)F(t − x)+
∫ t−x
0
ht(x, t − τ)F(τ )dτ
= 1
2
f (t − x)+
∫ t−x
0
h(x, t − τ)f (τ )dτ . (12)
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Therefore, Eq. (11) takes the form
1
2
f (T − x)+
∫ T
x
h(x, r)f (T − r)dr = z(x), 0 < x < T .
This is a Volterra equation of the second kind with respect to f (T − ·)with continuous kernel hwhich has a unique solution
f ∈ L2(0, T ).
Formula (12) gives also a representation of the response operator defined by (3):
(RT f )(t) = 1
2
f (t)+
∫ t
0
r(t − τ)f (τ )dτ , (13)
where the response function r is defined as r(t) = h(0, t).
Theorem2 shows that the controllability property of thewave equation under the Neumann boundary control is retained
under the ‘‘state feedback’’ (4) even if this feedback is represented by an unbounded operator.
3. Response and connecting operators
The response operator is the operatorRT in L2(0, T ) previously defined; see (3). Once the operatorRT is known, we also
getwxt(0, t) since
wxt(0, t) = D
[(
RT f
)
(t)− f (t)]
(here D denotes the derivative in time, (Df )(t) = f ′(t), so thatwxt(0, t) is defined for smooth f ).
We introduce the control operatorW T : (W T f )(x) = wft (x, T ). As we noted, this operator is surjective, from L2(0, T ) to
L2(XT ), see Theorem 2, and furthermore it has zero kernel, thanks to the uniqueness statement in Theorem 2. Hence, the
bounded operator
CT = [W T ]∗W T
in L2(0, T ) is boundedly invertible. This operator is the connecting operator (at time T ).
We are going to show that the operator CT can be computed in terms of the operatorR2T . The following computations
are justified for smooth functions f (t), g(t) (we recall: extended with 0 for t ≤ 0). We introduce
u(x, t) = wf (x, t), v(x, t) = wg(x, t), M(s, t) =
∫ +∞
0
ut(x, t)vs(x, s)dx.
(Note that there is no convergence problem, since u(x, t) and v(x, t) are zero for x > t .) We then have
Mtt(s, t) =
∫ +∞
0
[utxx(x, t)− q(x)ut(x, t)] vs(x, s)dx
= −utx(0, t)vs(0, s)+ ut(0, t)vsx(0, s)+
∫ +∞
0
ut(x, t)vsss(x, t)dx
= F(s, t)+Mss(s, t)
where
F(s, t) = −utx(0, t)vs(0, s)+ ut(0, t)vsx(0, s)
= ft(t)(RTg)(s)− (RT f )t(t)(RTg)(s)+ (RT f )(t)(RTg)s(s)− (RT f )(t)gs(s).
So,M(t, s) satisfies the wave equation with zero initial and boundary conditions, and a known affine term F . So:
M(s, t) = 1
2
∫ t
0
[∫ s+t−ξ
s−t+ξ
F(r, ξ)dr
]
dξ, M(T , T ) = 1
2
∫ T
0
[∫ 2T−ξ
ξ
F(r, ξ)dr
]
dξ .
Since f (0) = 0, it follows from (13) that (RT f )(0) = 0.We evaluate now four integrals corresponding to the four summands
of F . Here we use the fact that T is fixed and f (t), g(t) have been defined on [0, 2T ] as even extensions with respect to T .
Integrating by parts, the first integral gives:
(a)
∫ T
0
ft(t)dt
∫ 2T−t
t
(RTg)(s)ds =
∫ T
0
ft(t)dt
∫ 2T−t
t
vs(0, s)ds
=
∫ T
0
f (t)[vs(0, 2T − t)+ vs(0, t)]dt =
∫ T
0
f (t)φg(t)dt,
φg(t) = (R2Tg)(2T − t)+ (RTg)(t).
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The second and third integrals give:
(b) −
∫ T
0
(RT f )t(t)dt
∫ 2T−t
t
(RTg)(s)ds = −
∫ T
0
(RT f )(t)φg(t)dt,
(c)
∫ T
0
(RT f )(t)dt
∫ 2T−t
t
(R2Tg)s(s)ds =
∫ T
0
(RT f )(t)[(RTg)(2T − t)− (RTg)(t)]dt.
The last integral is zero, since g(2T − t) = g(t) for t ∈ (T , 2T ]. In fact,
(d) −
∫ T
0
(RT f )(t)dt
∫ 2T−t
t
gs(s)ds = −
∫ T
0
(RT f )(t)[g(2T − t)− g(t)]dt = 0.
Putting together all four terms and using the equality 〈f , CTg〉L2(XT ) = M(T , T ),we obtain the formula for the connecting
operator:
CTg = 1
2
φg − [RT ]∗ χ, χ(t) = [R2Tg] (2T − t). (14)
Using (13) we obtain([
RT
]∗
f
)
(t) = 1
2
f (t)+
∫ T
t
r(τ − t)f (τ )dτ . (15)
Therefore,
(CTg)(t) = 1
4
g(t)+ 1
2
∫ t
0
r(t − s)g(s)ds+ 1
2
∫ 2T−t
0
r(2T − t − s)g(s)ds
− 1
2
∫ t
0
r(t − s)g(s)ds− 1
2
∫ T
t
r(s− t)g(s)ds−
∫ T
t
r(τ − t)dτ
∫ τ
0
r(τ − s)g(s)ds
= 1
4
g(t)+ 1
2
∫ 2T
t
r(s− t)g(s)ds− 1
2
∫ T
t
r(s− t)g(s)ds−
∫ T
t
r(τ − t)dτ
[∫ τ
0
r(τ − s)g(s)ds
]
= 1
4
g(t)+ 1
2
∫ 2T
T
r(s− t)g(s)ds−
∫ T
t
r(τ − t)dτ
[∫ τ
0
r(τ − s)g(s)ds
]
.
In this computation we used the equality g(2T − t) = g(t).
The important fact to be noted is that, for g ∈ L2(0, T ), we have
(CTg)(t) = 1
4
g(t)+ H1(0, T )-terms. (16)
4. Identification of q
Following [2] we consider the following control problem. Let y(x), x > 0, be the solution of the equation
y′′ − q(x)y = 0, y(0) = 1, y′(0) = 0. (17)
This equation does not depend on T and its solution cannot be directly computed, since the solution depends on the unknown
function q(x). Let T > 0 be fixed. We are going to show that, for each T > 0, it is possible to explicitly compute the function
f T (t) such that
wf
T
(x, T ) = y(x), 0 < x < T . (18)
(Theorem 2 implies existence and uniqueness of f T .) Let g ∈ L2(0, T ) be a smooth function with g(0) = 0. Then, the
following equalities are justified:
〈W T f T ,W Tg〉L2(XT ) =
∫ T
0
y(x)wgt (x, T )dx =
∫ T
0
y(x)
[∫ T
0
w
g
tt(x, t)dt
]
dx
=
∫ T
0
[∫ T
0
y(x)wgxx(x, s)dx
]
ds−
∫ T
0
[∫ T
0
y(x)q(x)wg(x, s)dx
]
ds
=
∫ T
0
[
y(T )wgx (T , s)− y(0)wgx (0, s)− y′(T )wg(T , s)+ y′(0)wg(0, s)
]
ds
+
∫ T
0
[∫ T
0
wg(x, s)
(
y′′(x)− q(x)y(x)) dx] ds.
Now we use the equation of y (which implies that the last line is equal to zero) and the fact that for smooth g we have
wg(T , s) = 0, wgx (T , s) = 0 for s ≤ T
S.A. Avdonin, L. Pandolfi / Applied Mathematics Letters 22 (2009) 1705–1709 1709
so that we get the equality
〈CT f T , g〉L2(XT ) =
〈[
W T
]∗
W T f , g
〉
L2(XT )
= 〈1, [RT − I] g〉L2(0,T )
where 1 is the function identically equal to 1. So, f T solves
CT f T = [R − I]∗ 1. (19)
We insert (15)–(16) in this formula and we see f T ∈ H1(0, T ).
As we noted, knowledge of f T does not permit computation of wf
T
(x, s), hence of y(x), for every x < T . However,
formula (7) shows that
y(T ) = wf Tt (T−, T ) = 12 f
T (0+)
is known. Consequently, computing f T (t) for every T and then taking its value at t = 0, we have constructed the function
T → y(T ), from which q(x) can be computed as
q(x) = y
′′(x)
y(x)
. (20)
Formula (20) has the same form as for other boundary conditions (see, e.g. [2,4]) because it is determined by Eq. (17).
However, Eq. (19) for f T and a formula for the operator CT depend on the boundary conditions.
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