The purpose of this study was to experimentally quantify the change in response of an amorphous silicon ͑a-Si͒ electronic portal imaging device ͑EPID͒ to dynamic multileaf collimator ͑dMLC͒ beams with varying MLC-transmitted dose components and incorporate the response into a commercial treatment planning system ͑TPS͒ EPID prediction model. A combination of uniform intensity dMLC beams and static beams were designed to quantify the effect of MLC transmission on EPID response at the central axis of 10ϫ 10 cm 2 beams, at off-axis positions using wide dMLC beam profiles, and at different field sizes. The EPID response to MLC transmitted radiation was 0.79Ϯ 0.02 of the response to open beam radiation at the central axis of a 10ϫ 10 cm 2 field. The EPID response to MLC transmitted radiation was further reduced relative to the open beam response with off-axis distance. The EPID response was more sensitive to field size changes for MLC transmitted radiation compared to open beam radiation by a factor of up to 1.17 at large field sizes. The results were used to create EPID response correction factors as a function of the fraction of MLC transmitted radiation, off-axis distance, and field size. Software was developed to apply the correction factors to each pixel in the TPS predicted EPID image. The corrected images agreed more closely with the measured EPID images in areas of intensity modulated fields with a large fraction of MLC transmission and, as a result the accuracy of portal dosimetry with a-Si EPIDs can be improved. Further investigation into the detector response function and the radiation source model are required to achieve improvements in accuracy for the general case.
I. INTRODUCTION
Electronic portal imaging devices ͑EPIDs͒ are commonly used in radiotherapy to verify correct treatment field alignment with the patient. 1 More recently, EPIDs have also been used for dosimetric measurements of intensity modulated radiation therapy ͑IMRT͒. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] IMRT beams delivered with multileaf collimators ͑MLC͒ contain varying fractions of radiation transmitted through the MLC leaves. The MLC modifies the properties of the transmitted radiation beam. 12 This work investigates the impact that MLC transmitted radiation may have on the accuracy of predicting EPID response to IMRT beams. EPID dosimetry can be broadly divided into two techniques: ͑i͒ where EPID images of a transit beam are compared to a predicted transit image 13 or they are used to backproject the dose delivered to the phantom or patient 5, [14] [15] [16] ͑transit portal dosimetry͒ and ͑ii͒ where the EPID image is acquired without any attenuating material in the beam and either the data are converted to dose in water 2, 17 or are compared to a predicted image 4, [18] [19] [20] [21] ͑nontransit portal dosimetry͒. A variation on the nontransit method acquires nontransit images and reconstructs the fluence for subsequent input to a dose calculation on patient or phantom computer tomography ͑CT͒ scans. 2, 22 Prediction of the EPID image with a convolution calculation using a detector response function has been reported. EPID response functions have been derived empirically 4 and with Monte Carlo methods. 19, 23 Monte Carlo techniques that directly model the detector response have also been reported.
The most common EPID type used by the major linear accelerator manufacturers is amorphous silicon ͑a-Si͒ in the indirect detector configuration. 1 This detector has been shown to be suitable for dosimetric measurements. 4, 6, 7, 9, 14, 23, 25, 26 However, the indirect a-Si EPID over-responds to low energy x rays due to the high atomic number of the phosphor layer. 23 The proportion of low energy x rays contained in a clinical beam increases with distance from the central axis. 27 This is due mainly to the decreasing thickness of the photon beam flattening filter. 28 Consequently, the ratio of EPID response at off-axis positions relative to the central axis position is greater than the same ratio for dose in water measured with ionization chamber. 29 The standard flood-field EPID calibration method acquires an image of an unattenuated ͑nontransit͒ open beam covering the entire EPID detector. All subsequent images are then divided by the flood-field image to correct for variations in detector pixel sensitivity. As a consequence of the flood field calibration the EPID image contains no information on the beam intensity profiles or on the increasing over-response with off-axis distance. Subsequent nontranist images of open beams of the same field size as the flood field will have a uniform intensity throughout the irradiated area. Other causes of x-ray beam energy variation include changes in scatter from within the head of the linear accelerator due to field size changes and the preferential attenuation of lower energy radiation by the MLC due to beam hardening. 12 EPID energy-dependent response due to field size and MLC beam hardening cannot be corrected by the standard flood-field calibration method. Li et al. 19 
demonstrated with Monte
Carlo modeling that if an EPID's response to open beam radiation were used to calculate an EPID image from an MLC blocked field, up to 30% overestimation of the EPID response could occur. The fraction of the radiation beam incident on an EPID that was transmitted through the MLC varies for each IMRT field and spatial position on the EPID detector. The difference in EPID response to open and MLC transmitted radiation may be accounted for by separating the beam fluence into the open beam fraction ͑the fraction of the beam's total monitor units ͑MU͒ that a point in the field is not blocked by any MLC leaves͒ and the MLC transmitted fraction ͑the fraction of the beam's total MU that a point in the field is blocked by any MLC leaf͒. The EPID response can then be predicted by applying a separate EPID response calibration to the open and the MLC transmitted beam fractions. 7, 19, 30 This work investigates the nontransit portal dose image prediction ͑PDIP͒ method developed by Van Esch 4 and used in the Eclipse TM treatment planning system ͑TPS͒ ͑Varian Medical Systems, Palo Alto, CA͒ for pretreatment verification of IMRT beams. Experimental methods were developed to quantify the effect that MLC transmitted radiation has on EPID response for dynamic MLC beams, as a function of position with respect to the EPID plane and field size. These effects were incorporated into the TPS algorithm to improve the accuracy of the EPID dose prediction.
II. METHODS AND MATERIALS
A Clinac 21-EX Varian linear accelerator with a 120 leaf Millennium MLC and an amorphous silicon EPID ͑aS500͒ were used in this work. The investigations were limited to 6 MV photons. The EPID exposures were obtained with a dose rate of 400 MU per minute and the image detector was positioned at 105 cm from the source with the gantry remaining at zero degrees ͑IEC͒. The field size was defined at the source-to-isocenter distance of 100 cm. Each measurement was conducted at least three times. Repeat EPID exposures were delayed by at least 1 min to minimize any detector memory effects, 31 however, previous studies with the Varian EPID showed that this precaution was unnecessary. 4, 9 No additional buildup material was placed on the EPID for the experiments. The TPS ͑Eclipse TM -version 7.3.10͒ portal dosimetry system calculates a PDIP from IMRT treatment fields that have been previously calculated using a patient CT or a phantom image set. All IMRT fields were calculated with the sliding window option which uses a dynamic MLC ͑dMLC͒ technique where the MLC leaves move across the field and the radiation beam remains turned on until all of the beam's MU are delivered. The TPS calculates an intensity fluence matrix for each field in the inverse planning process. This fluence is referred to as the "optimal" fluence. The TPS has a "leaf motion calculator" ͑LMC͒ software module that calculates the MLC leaf trajectories for each field. The optimal fluence, dose prescription, and other geometric and machine parameters that are associated with the field are input to the LMC. The MLC leaf trajectories are calculated to deliver the intensity distribution described by the optimal fluence. The LMC calculates a second fluence matrix from the leaf trajectories. This fluence, referred to as the "actual fluence," accounts for the operating capabilities of the linear accelerator MLC and it includes an approximation of the radiation that is transmitted through the MLC leaves within the treatment field. The final PDIP calculations are based on the actual fluence. The TPS has tools that allow the program user to edit the optimal fluence. Dynamic MLC fields were created for this work by editing the optimal fluence prior to leaf sequencing by the LMC. The important linear accelerator and MLC parameters used by the LMC for this work are given in Table I . 
II.A. EPID calibration
The EPID was calibrated for portal dosimetry according to the vendor's procedure ͑Portal Imaging and Portal Dosimetry Reference Guide-Version 8.0, Varian Medical Systems, Inc.͒. The EPID calibration procedure has been described elsewhere. 4 Briefly, for portal dosimetry the image acquisition system ͑IAS3͒ requires the calibration of an integrated image acquisition technique that integrates the pixel values from each image frame acquired for the duration that the radiation beam is on. 6 Integrated images are modified by the flood field correction and for any background signal measured when there is no radiation beam ͑the dark field͒ using the same process that is applied to the EPID's standard image acquisition techniques. The IAS3 software dosimetry option scales the integrated pixel values into calibrated units ͑CU͒ and modifies the image profile ͑which otherwise appears flat because of the flood field correction͒ using an imported beam profile. We calibrated the EPID so that 1 CU is equal to the integrated pixel value at the central axis for 1 MU of radiation when the front surface of the EPID detector is positioned at 100 cm from the source and irradiated with a 10ϫ 10 cm 2 field size. The linear accelerator beam was calibrated to deliver 1 cGy per MU at the depth of maximum dose ͑d max ͒ on the central axis in water when the SSD is 100 cm and the field size is 10ϫ 10 cm 2 ͑fixed SSD calibration͒. We imported a diagonal beam profile scanned by an IC15 ionization chamber ͑Scanditronix-Wellhofer GmbH͒ in water at the depth of d max for a 40ϫ 40 cm 2 radiation field. The vendor recommends to recalibrate the dark field every week and the flood field every 3 months. The short-term and long-term reproducibility of pixel sensitivity for this type of detector has been demonstrated to be within approximately 1%. 32, 33 In preliminary experiments conducted for this work the reproducibility of CU from portal dosimetry measurements was worse for MLC transmission measurements compared to open beams. Recalibrating the dark field prior to each experiment greatly improved the reproducibility of MLC transmission measurements. This can be explained by the observation that variations in the dark field current introduce an offset to the pixel signal, and this offset becomes larger relative to the measured signal for small CU. The MLC transmission measurements in this work result in small signals that are sensitive to dark field variations. We took the cautious approach of recalibrating the flood field prior to each experiment to minimize day-to-day pixel sensitivity variations. Recalibrating the flood field also removes day-to-day variations in beam symmetry, which are known to be minimal from experience. Some of the experiments in this work assumed that the EPID dose response was linear over a wide range of dose delivery for both open and MLC blocked beams. This assumption had been tested and validated in previous work. 30 
II.B. PDIP configuration
The Eclipse TM PDIP model convolves the primary beam intensity with a detector response function. 4 The primary beam intensity is the product of the "actual" fluence and the intensity beam profile. The intensity beam profile is a diagonal profile calculated by the TPS beam configuration software from basic beam data measured in water. 34 The PDIP configuration software uses an empirical method to calculate the detector response function, consisting of a sum of Gaussians, by iterative best fit of an acquired EPID image and the corresponding dMLC field's primary beam intensity using a fluence pattern supplied by Varian ͑Planning Reference Guide for Eclipse Algorithms-Eclipse 6.5, Varian Medical Systems, Inc.͒. The detector response function is radially symmetric and spatially invariant across the image plane. The PDIP model applies a collimator scatter factor ͑CSF͒ to account for changes in linear accelerator output in response to field size. The CSF is calculated from the output factor divided by the phantom scatter factor. The output factor is the EPID response to field size at the collimator central axis relative to the reference 10ϫ 10 cm 2 field. The phantom scatter factor is calculated from the convolution of the open beam fluence and the detector response function. 4 For the remainder of this article we shall refer to the output factor as the EPID field size factor. The PDIP model also applies an inverse-square-law, scaling factor for EPID distance, and a CU calibration factor that corresponds to the EPID CU calibration described in the previous section. Once the PDIP model is configured it can calculate an integrated nontransit EPID image of an IMRT field based on a convolution of the primary beam intensity and the detector response function. The calculated image pixel values are displayed in CU for comparison with an acquired EPID image. Refer to Van Esch et al. 4 for a full description of the PDIP algorithm. The PDIP model used in this work was configured according to the vendor's instructions ͑Planning Reference Guide for Eclipse Algorithms-Eclipse 6.5, Varian Medical Systems, Inc.͒. The EPID field size factors were measured for open beams by recording the mean pixel values obtained from a 1 cm 2 ͑ϳ13ϫ 13 pixels͒ region of the EPID centered on the beam central axis. The field size was defined by the collimator jaws and the MLC leaves were retracted out of the beam. An integrated image was acquired with 50 MU for a sample of field sizes ranging from 3 ϫ 3 cm 2 up to 38 ϫ 28 cm 2 to cover the entire detector at 105 cm distance. The software interpolates a complete table of EPID field size factors from the sampled data. Following configuration of the PDIP model, the agreement between the PDIP and measured EPID images for the Varian test fluence was used as a check of our model configuration.
II.C. EPID Response to changes in MLC transmission fraction

II.C.1. Uniform intensity dMLC beams-Central axis 10 cm؋10 cm
This experiment was designed to investigate the agreement between calculated ͑PDIP͒ and measured ͑EPID͒ CU values at the central axis of 10ϫ 10 cm 2 uniform intensity dMLC fields acquired with different MLC transmission fractions. For the purpose of this work the term MLC transmitted fraction, T, refers to the fraction of the beam's total MU that a point in the field is blocked to the primary radiation beam by any MLC leaf. Ten dMLC fields were created with constant optimal fluence. Each field was 10ϫ 10 cm 2 and centered on the collimator central axis. The dMLC parameters and MU of each field are described in Table II . The LMC creates a uniform intensity dMLC beam by moving all of the MLC leaves within the field across the beam at a constant velocity with a fixed gap between opposing leaves. T was controlled by editing the optimal fluence values for a given prescription dose. Using the fluence editing tools to reduce the optimal fluence forces the LMC to reduce the leaf gap, resulting in an increase in T. The lowest fluence value ͑0.001͒ results in the smallest dynamic leaf gap permitted by the TPS, which was set to 0.06 cm for this work. In all cases the leaf trajectories maintained the leaf velocity at less than the maximum leaf velocity that the MLC can operate at and there were no dose-rate modulations during the exposure. The resultant T for each beam was calculated from the MLC leaf files using methods that have been described by others. 35 Since the TPS does not calculate PDIPs for static fields, the dMLC fields with T = 0.0 and T = 1.0 required a different design than the fixed gap sliding window fields described above. These dMLC fields were created using the Shaper TM program ͑Varian Medical Systems, Palo Alto, CA͒. For the T = 0.0 field the MLC leaves were positioned to describe a static 10ϫ 10 cm open field at the collimator central axis while an out-of-field leaf pair was made to move a small distance. Since this leaf pair was away from the central 10 ϫ 10 cm area it would be shielded by the collimator jaws and have no influence on the delivered dose within the 10 ϫ 10 cm field. The same method was applied for the T = 1.0 case so that the 10ϫ 10 cm field set by the collimator jaws was completely blocked by stationary MLC leaves. The MLC leaf ends abutted at 7 cm from the central axis and an out-of-field leaf pair was made to move a small distance. These dMLC files were imported into 10ϫ 10 cm fields on the TPS and the dose calculated onto a phantom. The TPS was then able to calculate the corresponding PDIPs for T = 0.0 and T = 1.0 fields. PDIP images were calculated by the TPS, and EPID images were acquired for each field. The average CU along the central 2 cm of CU profiles across the EPID ͑CU EPID ͒ and PDIP ͑CU PDIP ͒ images were calculated. CU profiles were in the cross-plane direction, parallel to the direction of leaf motion at the collimator zero rotation position ͑IEC͒, and passing through the midline of one of the two MLC leaves adjacent to the collimator central axis. Midleaf profiles instead of area data was used in this case to avoid the noisy fluctuations of high MLC transmission fields. The measured-tocalculated ratio CU EPID / CU PDIP was calculated for each dMLC beam. CU EPID / CU PDIP was plotted against T and a table of correction factors, CF T͑i,j͒ , was interpolated from a function that was fitted to the experimental data.
II.C.2. Uniform intensity dMLC beams-Off-axis profile
This experiment was designed to investigate the agreement between PDIP and EPID CU at off axis positions for uniform intensity dMLC fields with different T. We created another ten dMLC beams with the same uniform fluence values described in Table II . The open ͑T =0͒ and MLC blocked ͑T = 1.0͒ fields were created using the same method described above in Sec. II C 1. The collimator was set to 90 deg and the field size in the cross-plane direction ͑perpen-dicular to leaf motion at collimator rotation of 90 deg͒ was defined by the asymmetric upper collimator jaws, Y1 = 5 cm and Y2 = 19 cm. The field size width in the in-plane direction ͑the direction of MLC leaf motion͒ was 10 cm and symmetric. This geometry avoided the MLC mechanical limitations to field size in the direction of leaf motion and generated a half beam profile along the widest axis of the detector plate ͑cross-plane͒. Cross-plane profiles also avoid the backscatter variations that may affect in-plane profiles. 33 The average CU value was calculated at points separated by 2.5 cm intervals, beginning at the collimator central axis and going out to 17.5 cm off-axis. The average CU was calculated along 2 cm of the cross-plane profiles, centered at each point to smooth out the MLC transmission variations due to the leakage radiation between MLC leaves. The measuredto-calculated ratio CU EPID / CU PDIP was calculated at each point for each dMLC beam. The CU EPID / CU PDIP data were normalized to the collimator central axis for each beam and plotted against off-axis distance. A matrix of off-axis correction factors, CF T͑i,j͒,r͑i,j͒ , was created from functions that were fitted to the off-axis data.
II.C.3. Static beams-EPID field size factors
The EPID field size factors implemented in the configuration of the Eclipse TM PDIP model were obtained from the measured EPID response to open beams, normalized to the 10ϫ 10 cm 2 field size, for different field sizes defined by the collimating jaws. It is not known how MLC transmitted radiation affects the EPID response to field size changes. Static 
have been manually edited. The actual fluence was calculated by the treatment planning system after processing by the leaf motion calculator. The nominal leaf gap and MLC transmission fraction ͑T͒ were calculated from the MLC files. The MLC files for the fields with T = 1.000 and T = 0.000 were created externally and imported to the TPS. fields were created for the field sizes that are listed in the first column of Table III to investigate the effect of MLC transmitted radiation on EPID field size factors. For field sizes up to 14ϫ 14 cm 2 the fields were square. At fields larger than 14 cm the lower ͑X͒ jaws remained at 14 cm and only the field length defined by the upper ͑Y͒ jaw positions was increased. This method was used because of the mechanical limits on field size in the direction of leaf motion ͑X direction͒.
EPID images were acquired with the integrated image acquisition technique and analyzed from the IAS3 software interface. The average EPID signal over the central 1 cm 2 area of the imager and the number of frames acquired were recorded for each exposure. The integrated EPID signal was calculated for each exposure by multiplying the frameaveraged integrated EPID signal by the number of frames. Exposures were performed for: ͑1͒ open beams ͑the field size was defined by collimator jaws with the MLC fully retracted out of the beam͒ and ͑2͒ completely blocked beams ͑the field size defined by collimator jaws but with the field completely blocked by MLC leaves͒. In the blocked beams the MLC leaves were positioned so that all leaf ends and the MLC carriage housing were outside of the field defined by the collimator jaws. 20 MU were used for the open beam measurements and 300 MU were used for the blocked beams. Two sets of EPID field size factors were calculated, one for open beams and another for MLC blocked beams. The EPID field size factors were calculated from the integrated EPID signal for each field size divided by the integrated EPID signal for the 10ϫ 10 cm 2 reference field size. The ratio of EPID field size factors for MLC blocked beams versus open beams was calculated at each of the field sizes listed in Table  III. A table of 
II.D. MLC transmission correction algorithm
An algorithm was developed to account for the effect of MLC transmitted radiation on EPID response in order to improve the agreement between PDIP and EPID CU values. The PDIP images were modified according to the following equation:
where PDIP corrected i,j is the modified CU value at the image index ͓i , j͔. PDIP TPS i,j is the original CU value calculated by the TPS at the image index ͓i , j͔. CF T͑i,j͒ is the correction factor at the image index ͓i , j͔ for the change in EPID response at the collimator central axis to T for 10ϫ 10 cm 2 fields. CF T͑i,j͒,r͑i,j͒ is the off-axis correction factor at the image index ͓i , j͔ for the change in EPID response relative to the collimator central axis, at the radial distance r from the collimator central axis, based on T. CF T ,fs is the field size correction factor for the field size, fs, and the average MLC transmission fraction T . The CF T ,fs is applied uniformly to all pixels of an image that are within the dMLC field. The expressions in Eq. ͑1͒ shall be adopted for the remainder of this article except that we shall omit the ͓i , j͔ superscript where we are referring to the PDIP images.
Software was developed ͑Microsoft Visual Studio.NET 2002 using the C# compiler͒ to modify the PDIP TPS images according to Eq. ͑1͒. A schematic diagram of the PDIP TPS correction process is shown in Fig. 1 . Correction factors are linearly interpolated from the look-up tables. Details and validation tests of this software program are the subject of a separate report.
II.E. Testing the MLC transmission correction algorithm
II.E.1. Uniform intensity dMLC beams
A PDIP corrected file was calculated for each of the uniform intensity dMLC beams described in Sec. II C 2. CU profiles were obtained of the PDIP corrected , PDIP TPS , and the EPID images. The agreement between profiles was analyzed by calculating CU EPID / CU PDIP for PDIP corrected and PDIP TPS . These profiles demonstrate the effect of the algorithm on a field with relatively large field size and large off-axis distances.
New dMLC fields were created for each field size listed in Table III to test the field size correction factors with dMLC fields of different T. For each field size one field had a uniform optimal fluence value of 0.001 and the other field had a uniform optimal fluence value of 1.000. The small fluence value creates a dMLC beam with a minimum leaf gap ͑0.06 cm͒ and a consequently large T. The larger fluence value creates a dMLC beam with a larger leaf gap and a small T. T and the MU calculated by the TPS for each field are shown in Table III . The agreement in CU for each field size was calculated by CU EPID / CU PDIP for PDIP corrected and PDIP TPS using the average CU along the central 2 cm of CU profiles through the central axis.
II.E.2. Well-shaped intensity modulations
An intensity modulated beam was designed to test the MLC transmission correction algorithm in the presence of large intensity modulations. The fluence for this beam produced a "well-shape" intensity profile in the cross-plane direction. The fluence was edited to comprise a 3 cm wide region of large fluence ͑T = 0.280͒ along the outer edges and a 4 cm wide region of small fluence ͑T = 1.00͒ through the center of the beam. The field size, defined by the collimators at 90 deg ͑IEC͒ rotation, was fixed at 10 cmϫ 10 cm. The intensity modulations were aligned with the position of MLC leaves so that the LMC was able to block the low fluence areas with stationary MLC leaves during the entire beam exposure to produce a T value of 1.00. The experiment was repeated in two different positions: ͑i͒ centered on the collimator central axis and ͑ii͒ centered at 13 cm along the crossplane axis on one side of the collimator central axis. Both beams had the same fluence pattern and were exposed to 103 MU as calculated by the TPS. The agreement between predicted ͑PDIP TPS , PDIP corrected ͒ and acquired EPID images was measured using CU profiles along the cross-plane axis, average dose differences calculated over the high and low dose areas, and the gamma index.
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III. RESULTS
III.A. PDIP configuration
The gamma index was calculated using MATLAB ͑The Mathworks, Inc.͒. The gamma index was implemented according to Low et al. 36 and the index score was restricted to the image within the field size defined by the collimator jaws with no low dose threshold. A 3% dose difference and 3 mm distance to agreement criteria was used. The fraction of pixels that met the gamma criteria for the PDIP TPS compared to the acquired EPID image of the vendor's pyramid shaped test field was 0.934.
III.B. EPID response to changes in MLC transmission fraction
III.B.1. Uniform intensity dMLC beams-Central axis 10 cm؋10 cm
The measured-to-calculated ratio for the 10ϫ 10 cm 2 dMLC portal dosimetry measurements were plotted against T in Fig. 2 . The PDIP TPS overestimated the EPID CU by less than 1% up to T ϳ 0.5. The overestimate increased to ϳ3% and then increased rapidly to ͑27Ϯ 2͒% for ϳ0.8 and 1.00 T, respectively. A power series curve was arbitrarily chosen to smooth the measured data because it provided the best fit ͑R 2 = 0.999͒. The measured-to-calculated ratio data points were normalized to be 1.00 for T = 0.0 ͑open beam͒ prior to curve-fitting to maintain the CU calibration for the reference open beam geometry. A look-up table of CF T͑i,j͒ was created 
III.B.2. Uniform intensity dMLC beams-Off-axis profile
The measured-to-calculated ratio of off-axis CU is shown in Fig. 3 . The data in Fig. 3 have been normalized to 1.00 at the central axis. The relative profile shape of the PDIP TPS did not change with T. Figure 3 demonstrates the change in offaxis profile shape ͑cross-plane͒ of EPID images as a function of T. The off-axis ratio of EPID response varies by up to 25% at 17.5 cm from the central axis for T values between 0.0 and 1.0. The PDIP TPS profiles overestimated the EPID profiles obtained from exposures with T equal to or greater than 0.980. The maximum error of ϳ19% occurred for the maximum T of 1.0 at the furthest off-axis distance of 17.5 cm. The PDIP TPS profiles agreed with the EPID profiles to within 3% from exposures obtained with T in the range 0.808-0.933. The PDIP TPS profiles underestimated the EPID profiles by more than 3% at large off-axis distances for exposures obtained with T of 0.666 or less. For the open beam ͑T = 0.0͒ the PDIP TPS agrees with the EPID to within about 1% up to about 10 cm from the central axis. Beyond 10 cm off-axis the PDIP TPS begins to underestimate the EPID response, reaching a maximum error of ϳ6% at 17.5 cm from the central axis.
A look-up table of off-axis correction factors ͑CF T͑i,j͒,r͑i,j͒ ͒ was calculated at 1 cm intervals from the best-fit curves ͑third order polynomial͒ shown in Fig. 3 . CF T͑i,j͒,r͑i,j͒ was normalized to the central axis so that only CU at off-axis positions was affected ͑i.e., the profile shape͒. Fig. 4 are a subset of those used in the PDIP TPS configuration described in Sec. II B. Figure 4 shows increasingly large differences between the EPID response to open beams and MLC blocked beams at field sizes larger than 10ϫ 10 cm 2 . The maximum difference in EPID field size factors of 17% occurred for the largest field size ͑14 cmϫ 36 cm͒. The EPID response to open and MLC blocked fields for static fields smaller than 10 ϫ 10 cm 2 agreed to within 2%. The field size used in Fig. 4 and in the look-up table CF T ,fs is the equivalent square field size. For simplicity we have applied the commonly used area-to-perimeter ratio method 37 to determine equivalent square. This method may not be generally applicable to EPID field size factors but it is used here as an approximation.
III.B.3. Static beams-EPID field size factors
III.C. Testing the MLC transmission correction algorithm
III.C.1. Uniform intensity dMLC beams
CU profiles along the cross-plane axis of the wide dMLC test fields are shown in Figs. 5͑a͒-5͑d͒ . The EPID profiles include the interleaf and intraleaf MLC transmission variations, which become larger relative to the signal size with increasing T. The MLC transmission variations are not modeled by the PDIP TPS or the PDIP corrected . Figures 5͑a͒-5͑d͒ demonstrate that the PDIP corrected CU gave an improved agreement with the EPID CU profiles for different T compared to the PDIP TPS . Figure 5͑a͒ ϫ CF T ,fs ͑PDIP corrected 3 ͒. The PDIP corrected 1 profile has the same shape as the PDIP TPS profile but with a reduced CU. The PDIP corrected 2 profile shape is modified and has an improved agreement with the EPID profile. The PDIP corrected 3 is offset due to the MLC transmission field size correction. The PDIP corrected profiles in Figs. 5͑b͒-5͑d͒ includes all the corrections per Eq. ͑1͒. For open beams ͑T = 0.0͒ the only CU corrections due to T are the off-axis corrections. Figure 5͑d͒ shows that the PDIP TPS agrees closely with the EPID CU within about 8 cm of the collimator central axis for T = 0.0. Beyond 8 cm the PDIP corrected improves the agreement with EPID CU.
The measured-to-calculated ratio of CU for the different field size uniform dMLC fields described in Table III ͑large T͒ are shown in Fig. 6 . The agreement between EPID versus PDIP TPS and EPID versus PDIP corrected was within 2% at all field sizes for the small T fields ͑data not shown͒. Figure 6 shows that the PDIP TPS overestimated the EPID CU at all field sizes for large T fields. The measured-to-calculated ratio for the PDIP TPS varied from 0.83 at 10ϫ 10 cm 2 to 0.92 at the largest field size ͑14ϫ 36 cm 2 ͒. The measured-tocalculated ratio for the PDIP corrected varied from 0.97 ͑14 ϫ 20 cm 2 ͒ to 1.03 at the smallest field size ͑3 ϫ 3 cm 2 ͒. The absolute difference between PDIP TPS and PDIP corrected is mainly due to CF T͑i,j͒ . Figure 6 shows that the variation in the measured-to-calculated ratios with field size is greater for the PDIP TPS than for the PDIP corrected because the effect of MLC transmission on EPID field size factors is not taken into account in the PDIP TPS . The measured-to-calculated ratio for the PDIP corrected tends to reduce as the field size increases.
III.C.2. Well-shaped intensity modulations
CU profiles along the cross-plane axis through the EPID, PDIP TPS , and PDIP corrected images for the well-shaped fluences are shown in Fig. 7 . Figure 7͑a͒ compares profiles through the 10ϫ 10 cm 2 well-shaped modulated field, symmetric about the collimator central axis. Figure 7͑b͒ compares profiles through the 10ϫ 10 cm 2 well-shaped modulated field, centered at 13 cm from the collimator central axis. The local percent differences between EPID and PDIP images are plotted under each profile.
The local and global ͑relative to maximum CU in field͒ percent difference between PDIP TPS and PDIP corrected versus EPID was calculated separately in the areas of low dose ͑T = 1.00͒ and high dose ͑T = 0.280͒ within the well-shaped fields. Grouping the results from both the central axis and off-axis fields into areas of large T and small T, the average percent difference between the calculated CU and measured CU are given in Table IV . The PDIP TPS and the PDIP corrected overestimated the EPID CU in both the high dose regions and the low dose regions. The average global percent differences were less than 4% in all cases. The local percent differences were very large in the low dose regions where the signal was very small. The PDIP corrected agreed more closely with the EPID CU values than the PDIP TPS in the low dose regions but a relatively large local percent difference remained. There was also a 2% −4% difference in PDIP TPS and PDIP corrected compared to EPID CU values in the high dose regions. These differences will be addressed further in the discussion.
IV. DISCUSSION
The EPID response to MLC transmitted radiation versus open beam radiation for 10ϫ 10 cm 2 fields on the collimator central axis of 0.79Ϯ 0.02 agrees closely to the value of 0.78Ϯ 0.02 reported by Greer et al. 30 from measurements of static fields. Li et al. 19 reported that using the open beam EPID response for the calculation of an MLC blocked field FIG. 7 . CU profiles of EPID, PDIP TPS , and PDIP corrected along the cross-plane central axis of two 10 cmϫ 10 cm dMLC fields with well-shaped intensity fluences. ͑a͒ is centered on the collimator central axis and ͑b͒ is centered at 13 cm off-axis. Local percent differences between the PDIP images relative to the EPID image calculated along the profiles are shown below the profile plot.
TABLE IV. The percent differences between calculations and measurements of EPID response for well-shaped modulated dMLC fields. The data are separated into the low dose region ͑MLC transmission fraction= 1.00͒ and the high dose region ͑MLC transmission fraction= 0.280͒. The percent differences are combined averages from the high dose and low dose areas of the central axis and off-axis fields. The average percent differences in CU were calculated relative to the local pixel value and to the maximum pixel value in the field ͑global͒. Fig. 3 are normalized to the central axis so the error increases for large T fields when the central axis CU offset is included. At T greater than about 0.95 the EPID response reduces with offaxis distance relative to the PDIP TPS . At T less than about 0.8 the EPID response increases with off-axis distance relative to the PDIP TPS . The EPID and PDIP TPS profiles agree best ͑within 3%͒ for T in the range of 0.80-0.95. The PDIP TPS profile shape could be modified by using different profiles in the PDIP configuration and/or the EPID dosimetry calibration. For example Van Esch et al. 4 used a profile measured from a film exposure at a depth of 8 mm to simulate the water-equivalent buildup thickness of the detector. Regardless of the profile used, the limitation remains that the PDIP TPS does not predict the change in EPID off-axis response with T. It may be appropriate for clinical use that the best agreement between PDIP TPS and EPID profiles occurs at a range of T common in clinical fields.
MLC transmission fraction
The radiation output increases with field size ͑based on collimator jaw settings͒ more rapidly for MLC blocked beams compared to open beams. This is due to the increasing contribution from radiation scattered within the MLC as field size increases 12 for MLC blocked beams. The MLC transmission field size correction factors are only greater than 3% at field sizes larger than about 15 cm ͑equivalent square͒ with an average T larger than about 0.90.
The attenuation of x rays by the MLC increases as the mean energy reduces with off-axis distance. 27 The path length through the MLC also increases with off-axis distance due the divergent beam trajectory and the Varian MLC geometry. 38 These factors contribute to changes in the relative intensity profile for the MLC blocked beam compared to the open beam. 39, 40 The MLC also causes changes to the energy fluence profile shape. Increased beam hardening by the MLC as the primary beam energy reduces with off-axis distance may produce a flatter shaped energy fluence profile for the MLC blocked beam compared to the open beam. This is supported by an improved agreement between EPID profiles and ionization chamber measured profiles for MLC blocked beams compared to open beams. 30 The source model used by the TPS does not account for the intensity fluence profile or the energy fluence profile variations due to MLC transmission.
The PDIP TPS errors shown in this work are due to a combination of TPS limitations in the EPID response model and the source model. Therefore, the PDIP TPS correction factors measured in this work are not solely due to EPID response. In particular the off-axis correction factors ͑CF T͑i,j͒,r͑i,j͒ ͒ and the field size correction factors ͑CF T ,fs ͒ are affected by the source model limitations in accounting for MLC transmission. The same experiments used in this work could be applied to testing the accuracy of a source model in dose to water calculations for dynamic MLC beams.
Copper filters have been shown to reduce the change in EPID sensitivity to open beams and beams attenuated with physical compensators. 41 A recent study demonstrated that a copper filter does not have a significant effect on the difference in EPID sensitivity to open and MLC transmitted beams. 30 The use of water equivalent buildup was not relevant to this study since the PDIP model does not require it and it is unlikely to have any effect on the EPID sensitivity to MLC transmitted radiation. A previous study demonstrated that the changes in EPID off-axis sensitivity was much less for 18 MV photon beams compared to 6 MV. 29 The effect of MLC transmission on EPID sensitivity for photon energies greater than 6 MV is the subject of future investigations.
Applying MLC transmission correction factors to modulated beams gave an improved agreement between predicted and measured EPID images in regions that are blocked by the MLC leaves for a large fraction of the beam-on time ͑large T͒. There were residual errors in the corrected images in regions of both large and small T for the well-shaped intensity modulated fields. The global percent errors were relatively small in the areas with large T because of the small dose values relative to the maximum field doses. The large local percent errors seen in regions of small doses may be important in some clinical situations. Limitations in the detector response function contribute to these residual errors. These limitations include the fact that it was calculated empirically using a best fit to a single image, it is spatially invariant, and radially symmetric. The detector response function can in principle be optimized to give the most accurate portal dosimetry results on average over the range of IMRT beam geometries but an invariant response function is required to be more accurate for the general case.
V. CONCLUSION
The difference in response of an a-Si EPID to open and multileaf collimator transmitted radiation was investigated. Differences between predicted EPID images, calculated by a commercially available portal dosimetry system, and measured EPID images were demonstrated as a function of the fraction of MLC transmitted radiation. The differences were measured at the central axis of 10ϫ 10 cm 2 beams, at offaxis positions using profile measurements, and with changes in field size. A correction factor algorithm was developed to modify the predicted EPID images based on the fraction of MLC transmitted radiation calculated at each pixel from the MLC file. The correction algorithm improved agreement between predicted and measured EPID images in regions of high MLC transmission fraction. Further gains in accuracy require improvements in the detector response function and the radiation source model.
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