Abstract: The objective of this paper is to illustrate how recent advances in convex programming can be used in input design in system identification. It is shown that sum of squares techniques and a recent generalization of the KYP lemma can be used to transform input design problems with frequency dependent bounds on the frequency function to convex optimization problems. Another important problem that can be handled with sum of squares is robust input design where initial uncertainty in the true parameters is accounted for.
INTRODUCTION
The input design problem has received significant interest recently (Hildebrand and Gevers, 2003) , , (Bombois et al., 2004b) and (Bombois et al., 2004a) . One driving force for this has been advances in convex programming. In this paper we continue this development and present some initial work where sum of squares (sos) constraints are used in the optimization problems and where we explore a recent generalization (Iwasaki and Hara, 2005) of the celebrated KYP-lemma (Yakubovich, 1962) . A brief introduction to Sum of Squares is given in section 2. The input design problem we will use is formulated in section 3. The results are presented in three examples. In Section 4 we show how to recast frequency dependent, infinite dimensional, constraints over the entire frequency axis as finite dimensional sum of squares constraints. In Section 5, we show how to extend this to constraints defined on segments of the frequency axis, e.g. piecewise constant constraints. We also show that this type of problem can be handled more efficiently by the generalized KYP-lemma (Iwasaki and Hara, 2005) . Optimal designs are system dependent and robustness with respect to the underlying system is an important issue (Hjalmarsson, 2004; Jansson and Hjalmarsson, 2005) . A recent and interesting contribution to this area is (Goodwin et al., 2006) . In Section 6 we show how sum of squares can be used to generate input designs that are robust with respect to the 1 This work was supported by the Swedish Research Council unknown system. The examples are solved with the toolbox YALMIP for MATLAB, see (Löfberg, 2004) .
SUM OF SQUARES
This section serves as a short introduction to the problem of finding global optima of multi-variable polynomial functions using sum of squares relaxations, see e.g. (Parrilo and Sturmfels, 2003) .
Consider a polynomial function f (x) of degree 2d in n variables, x ∈ R n . The main idea is to exchange the positivity constraint f (x) ≥ 0 with ' f (x) is a sum of squares'. Finding a sum of squares decomposition of a polynomial function is equivalent to solving a semi-definite program, (Parrilo, 2003) . Express the polynomial f (x) as a quadratic form in all possible monomials of degree less than or equal to d, i.e.
where Q is a constant matrix and the dimension of
i is a sum of squares. If f (x) has a sum of squares decomposition, then f (x) is positive. However, the representation (1) is not unique and Q may not be psd for some representations even though f (x) is positive. The problem of deciding whether a psd matrix Q that fulfills the constraints given by (1) exists, can be solved by the feasibility of a semidefinite program.
In the following sections, it will be shown how sum of squares constraints can be used to solve various input design problems, but first we need some introduction to the field of input design.
THE INPUT DESIGN PROBLEM
The problem of interest is that of finding an optimal input signal for a system identification experiment. Of course, there are many different optimality conditions and many different signal constraints and quality constraints that can be used. In several contributions, the objective has been to optimize some performance measure subject to constraints on the input and/or output signals, see e.g. (Yuan and Ljung, 1985) , (Gevers and Ljung, 1986) , (Hjalmarsson et al., 1996) and (Zhu and van den Bosch, 2000) . One could also consider optimizing some signal quantity subject to model quality constraints. Such approaches are taken in e.g. (Bombois et al., 2004b) , (Jansson, 2004) and (Mårtensson et al., 2005) .
In this paper we follow some of the ideas from the latter approach, but the main focus is not to emphasize a particular input design strategy. The purpose is to illustrate that sum of squares constraints can be a useful tool for many input design problems and particularly that they can be used to design optimal input signals that are robust with respect to the unknown true system.
Before the input design problem is stated, we present some preliminaries regarding system identification and the accuracy of the identified model.
System identification and model uncertainty
We will work within the prediction error framework, see e.g (Ljung, 1999) . A linear time-invariant (LTI) system is parameterized by the vector θ and the model can be described by the relation
where y(t) is the output, u(t) is the input, e(t) is white noise with variance λ and q is the forward shift operator, i.e qy(t) = y(t + 1). Further, we assume that the true system can be described within the model structure, represented by a true parameter vector θ o and a white noise signal e o (t) with variance λ o . We denote byθ N , the parameter estimate based on N samples of the input/output.
Provided that enough data is used for the identification, the statistical properties of the model error can be described entirely by the asymptotic covariance matrix of the parameter estimate, here denoted P
Important here is that P −1 is an affine function of the input spectrum Φ u and in the open loop case, P −1 is given by
where
∂ θ . The frequency arguments e jω in e.g. G(e jω , θ ) are omitted for brevity. The complex conjugate transpose is denoted as (·) * . The expressions (3) and (4) show the influence on the parameter estimation error of different choices of input spectra and are therefore useful when considering input design. In open loop, the only quantity that can be used to affect the uncertainty in the parameters is actually the input spectrum Φ u (ω).
Here, the main interest is not the accuracy of the parameter estimateθ N , but rather the accuracy of the estimated transfer function G(e jω ,θ N ). Using a first order Taylor approximation of G around the true parameter value, the parameter uncertainty can be mapped to the uncertainty in the transfer function estimate as
where the dependence of the input spectrum Φ u and the true system θ o is clearly visible in the notation.
Remark:
The term variance is used for the asymptotic variance VarĜ(e jω ) = lim
Input design
The input design problem we consider in this paper is the following:
where Ω is some subset of the interval (−π, π]. The integral of the input spectrum is the total input energy inserted into the system. The objective is to find the input spectrum that minimizes the total input power and still guarantees a certain accuracy of the resulting transfer function estimate.
The variance constraint in (6), which can be written as γ − Λ * G PΛ G ≥ 0, cf. (5), will be reformulated as a matrix inequality that is linear in P −1 . First view γ − Λ * G PΛ G as the Schur complement of P −1 in
and then consider the Schur complement of γ, which is
Then we see that VarĜ ≤ γ is equivalent with
which is linear in P −1 .
In the following sections, the usefulness of using sum of squares constraints in input design problems will be illustrated with a series of examples. The examples will be different modifications and versions of (6). We emphasize that (6) is a prototype example and that the presented methods are easily adapted to some other problem formulations.
Parametrization of the input spectrum
In order to solve the optimization problem (6) we need a parametrization of the spectrum Φ u (ω). In general a spectrum can be expressed as
where B k = B * −k are some basis function spanning L 2 . The notation c |k| is used to emphasize that c −k = c k . There are some different approaches to get a finite dimensional parametrization of the spectrum, see (Jansson, 2004) .
In the first two examples, we use the one referred to as 'partial correlation parametrization'. In that approach, the optimization is performed over the m + 1 first coefficients {c k } m k=0 and to ensure that there exists an infinite expansion
must be constrained to be positive semi-definite. This applies to basis functions
where L(e jω ) > 0.
In the third example we use a finite dimensional spectrum parametrization
where we must make sure that Φ u (e jω ) ≥ 0 for all ω. Let
be a controllable state space description of the positive real part of the input spectrum,
can be constructed such that the parameters {c k } appears linearly in C u and D u . With these approaches, both the objective function and the variance constraint in (6) can be formulated as affine functions of the parameters {c k } m k=0 and (6) can be stated as a finite-dimensional convex optimization problem. More details will be given in the following examples.
EXAMPLE 1: FREQUENCY-WISE VARIANCE BOUNDS FOR FIR-SYSTEM
In this first example we consider input design for identification of an FIR-system. The model is given by
and H(q, θ ) ≡ 1. In this case the spectrum parametrization can be chosen particularly simple. Let c k be the auto-correlation coefficients of the input signal u(t) and in this specific case we denote the parameters r k
The basis functions in (8) are B k = e − jωk and the objective function of the input design problem (6) is simply 1 2π
The variance bound
In this section it will be shown how the variance bound in (6) can be treated as sum of squares constraints. First note that, in this example, F u (e jω , θ ) = Λ G (e jω , θ ) = Γ n (e jω ) [ e − jω ··· e − jωn ] T and that R 0 = 0. The inverse of the parameter covariance matrix is given by
The variance constraint can be written as, (cf. (5) and (7)),
where the condition T = R u ≥ 0 is automatically included. M ∈ C n×n is a complex-valued Hermitian matrix, affine in the real parameters r k , that should be positive semi-definite for all frequencies ω ∈ (−π, π]. This is equivalent to the larger, real-valued symmetric matrix,
being positive semi-definite for all frequencies. ℜ(M) and ℑ(M) means the real and imaginary parts of M. Next, it will be shown how the methods in Section 2 can be used to transform the infinite dimensional constraint
into a sum of squares constraint.
In (18) the unit circle is parameterized by e jω , but it can also be described by the real numbers a and b as a + jb where a 2 + b 2 − 1 = 0. With e jω replaced by a + jb and e − jω with a − jb, the condition (18) can be written as
where the elements of M now are polynomials in a and b. A sufficient condition for (19) to hold is the existence of a polynomialτ(y, a, b) such that
where y ∈ R 2n . Let the auxiliary polynomialτ(y, a, b) be linearly parameterized by the parameters τ k and add them to the free optimization variables. The structure and degree ofτ(y, a, b) is quite crucial. If the structure is too limited, the design will be conservative or there may not exist any feasible solutions at all. On the other hand, increasing the degree and flexibility ofτ(y, a, b) will increase the dimension of the LMI and also the number of optimization variables will increase.
The formulation (20) can easily be extended to frequency dependent variance bounds γ(e jω ) by considering bounds on the form
where γ n and γ d are polynomials in e jω , and redefining
The input design problem -an example
Define f (a, b) a 2 + b 2 − 1 and the input design problem can now be formulated as a sum of squares problem
In this example, let n = 3, λ 0 = 1 and let the variance bound be γ(e jω ) = 1+0.5e jω +0.8e 2 jω 1+0.7e jω +0.2e 2 jω 2 . Now to the choice of structure of the polynomialτ(y, a, b). First notice that y T My is a quadratic form in y and contains powers of a and b up to degree 6. To match that inτ(y, a, b) f (a, b) we could choose to include all possible monomials on the form y i y j a k b l , where the product kl ≤ 4, resulting in 540 additional optimization variables. Here we show two less flexible structures, one that gives a conservative design and one that gives the true optimal design. The first one is given byτ
with only 6 additional parameters and the second one is given bȳ
kl y k y l (25) which has 72 parameters. The results are plotted in Figure 1 . The design using (25) is actually the solution to the original problem, i.e. using the constraint (18). Using (24) gives a conservative design where the objective function, (i.e. the input power), is 12% higher than for the optimal design.
Reference method via KYP-lemma
For this example, there is an alternative method for solving the optimization problem
In (Jansson, 2004) , similar problems are solved using the KYP-lemma in the following fashion. Express Solid line -the variance bound γ(e jω ). Dashed line -variance from design using (25). Coincides with the results from Section 4.3. Dotted linevariance from design using (24).
lemma, see e.g (Yakubovich, 1962) , the condition (16) is equivalent to the LMI
for some matrix P = P T . Applying this method to our example gives exactly the same solution as using the sum of squares constraint in the previous section, where the auxiliary polynomialτ is given by (25). This comparison is made to certify that the sum of squares method gives a correct result in this case.
EXAMPLE 2: PIECEWISE CONSTANT VARIANCE BOUNDS FOR FIR-SYSTEM
Consider again the FIR-system (12). The only difference in this example from the previous one is the shape of the variance specifications. Here we consider piecewise constant bounds
where the specifications are made in the frequency range ω ∈ (0, π) and due to symmetry they will also be fulfilled for −ω i ≤ ω ≤ −ω i . The conditions (28) are equivalent to, (cf. (16)),
Below, we will show that these conditions can be handled with sum of squares but also with a generalization of the KYP-lemma (Iwasaki and Hara, 2005) .
Sum of squares
The constraints (29) are restricted to segments of the unit circle. Again, consider the unit circle parametrization e jω = a+ jb where f (a, b) = a 2 +b 2 −1 = 0. Now a segment of the unit circle, ω ≤ ω ≤ ω, can also be described by cos ω ≤ cos ω ≤ cos ω, where cos ω = a and this can be written as one quadratic constraint
where η c = (cos ω + cos ω)/2 and η w = (cos ω − cos ω)/2. A sum of squares relaxation of (28) can be expressed as
where M i is defined analogously to (17) andτ i andμ i are polynomials in y, a and b.
The generalized KYP-lemma
We will show that the generalized KYP lemma (Iwasaki and Hara, 2005) can be used to obtain nonconservative convex equivalents to the conditions in (28). Express λ 0 Γ n Γ n * as G * G where G has a state space description G(e jω ) = C(e jω I − A) −1 B. Then the condition γR u − G * G ≥ 0 for all ω such that ω ≤ ω ≤ ω is equivalent with the LMI
I 0 ≥ 0 (32) for some matrices P = P T and Q = Q T ≥ 0 where ϑ c = (ω + ω)/2 and ϑ w = (ω − ω)/2.
Numerical example
Let n = 5, λ 0 = 1 and let the variance bound be
For the sum of squares approach, the auxiliary polynomialsτ i andμ i all have the same structure given bȳ
resulting in 80 additional optimization parameters. The resulting variance from this design together with the variance bound is shown in Figure 2 . The optimal design computed using the KYP-approach is also shown. We see that in this example the sum of squares relaxation gives a conservative design. The KYP-approach is also significantly faster to compute, so for this type of problem, this approach is to be preferred. However, notice that the objective function obtained with sum of squares is only 2% higher than for the optimal design. Thus, the example serves as an illustration of the potential of sum of squares solutions.
EXAMPLE 3: ROBUST INPUT DESIGN FOR OUTPUT-ERROR SYSTEM
The optimal input spectrum that solves the problem stated in (6) will depend on the unknown true system. We will now show that the sos approach can be used to solve a robustified version of (6) which guarantees that the variance constraint holds for all systems corresponding to an ellipsoidal uncertainty region in the parameter space.
For simplicity we will consider an output-error system given by G(q, θ ) =
B(q,θ )
A(q,θ ) and H(q) = 1. In this case we will use the finite dimensional parametrization of the spectrum (10) and, solving the Yule-Walker equations for the AR-process 1/A 2 , the inverse of the parameter covariance matrix, cf. (3), can be written
where f and the matrices Π k are polynomial functions of the true parameter vector and where f (θ ) > 0 for all stable θ . Consider a variance bound γ(e jω ) on the form (21) and multiply (7) with |γ n | 2 |A| 4 f . The variance constraint can be formulated as
where the arguments e jω are omitted for brevity. The elements of M(e jω , θ o ) are polynomial functions of the parameters θ o . Define the real matrix M(e jω , θ o ) analogously to (17).
It is quite clear that the optimal input spectrum will depend on the true unknown system parameter θ o , which is an inherent property of most input design problems. If we have some a priori knowledge of the true system, this can be incorporated in the design. Suppose that we know, (or that it is likely), that θ o ∈ Θ where Θ is an ellipsoidal region, centered in θ , given by
Note that (37) is quadratic in θ . Now consider the problem of finding the input with least energy, that guarantees that the variance bound γ is fulfilled for all systems in the set Θ. This can be formulated as
This problem can be solved by a sum of squares relaxation in the following way: Treat the frequency dependance in the same way as in the previous examples. Define h(θ ) = 1 − (θ − θ ) T Ω(θ − θ ) and consider the optimization problem 
K(Q,
where τ k and σ k are coefficients of the auxiliary polynomialsτ andσ . This solution satisfies the variance constraint for all systems in Θ.
Numerical example
In this numerical example we let the model be a simple first order system G(q, θ ) = 
K(Q,
where the polynomialsτ andσ are on the form
The result is shown in Figure 3 , where the variance using the robust optimal design is plotted for 11 different systems within the uncertainty region, (θ = −0.6 + 0.2k, k = 0, . . . , 10). The variance constraint is satisfied for all 11 systems.
CONCLUSIONS
We have shown that sum of squares constraints can be used to formulate different kinds of input design problems. This is a first step in evaluating if using these techniques can be useful for input design purposes, but much remains to be done. Numerical complexity is certainly a big issue for these methods and that has to be investigated further.
