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Abstract
This thesis aims to propose and evaluate possible predictors of success for incoming university
students to the American University in Cairo (AUC) who wish to enroll in its engineering
programs, by considering their overall grade point average (GPA) at graduation as the measure of
their success (output variable). This study is composed of two phases. First, available university
admission variables; i.e., gender, high school diploma, high school score, and proficiency level in
the English language (the language of instruction at AUC) at the time of application are evaluated
as a predictor of students’ performance using five different data mining techniques. The analysis
suggests that the current input admission variables can only predict student performance with
limited accuracy. Moreover, of all the university admission data available, the type of high school
diploma exhibits the greatest statistical significance as a predictor of student success in AUC
engineering programs.
The second phase of research was to conduct an analysis on the six high school Diplomas that
are typically offered in Egypt, and which regularly feed into AUC. This phase was conducted on
60 current high school students and aimed to identify component-wise cognitive traits and habits
of mind that could correlate diploma type to predicted success in studying engineering in general.
The research findings suggest that student scores on aptitude tests which directly measure
engineering knowledge in high school are the best predictor of success for studying engineering at
the university level, rather than the more widely recognized general cognitive ability scores (e.g.,
logical, and verbal abilities). Nevertheless, the findings also identified that when student
preparedness is uniformly above-average across all these general cognitive abilities, that situation
too is a good indicator of their success in studying engineering at the university level.
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Chapter 1 Introduction
The below introduction will discuss the motivation behind this research, will introduce
the different high school diplomas studied, and will explain fully the admission criteria of the
university studied.

1.1 Problem Statement
Setting the adequate and fair admission entry criteria have always been a dilemma for
universities. Some argue that high school scores are considered an unreliable method of college
admission due to the variations between grading of the different high schools and diplomas while
other researches are still vouching for the validity of high schools in predicting the performance
of students during their university study [1]. Standardized tests in particular have always been
criticized for not being an accurate predictor of the student’s success in university [2].
This research will study the validity of the current admission criteria for universities in
Egypt taking the highly ranked American University in Cairo (AUC) as the benchmark. All
admission requirements for Engineering disciplines will be carefully studied. The input
parameters considered are gender, language level, high school diploma type and high school
score. The research will also suggest another method of predicting the performance of students in
university. The paper will study the current admission model by mapping the admission inputs of
students graduated from the university against their output Grade Point Average (GPA) of the
students using data mining techniques. The research will then study the different performance
attributes of students from different diplomas not captured by the university admission criteria
using a combination of aptitude tests. The diplomas studied in this research are International
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Baccalaureate, German Abitur, French Baccalaureate, International General Certificate of
Secondary Education, Thanaweya Amma and American Diploma.
Owing to digitalization, universities are now storing all their data on their electronic
systems to keep their student records all in one place. This helped popularize the field of
educational data mining significantly in the last couple of decades as a mean of obtaining
knowledge to help administrators and policy setters enhance their decision-making abilities.
Data mining is defined as the method of obtaining information and analyzing patterns in
large sets of data. Educational Data Mining (EDM) is the process of obtaining knowledge
specifically from types of data extracted from educational settings. EDM methods include
clustering and classification algorithms, association rule analysis, sequential or text mining [3].

1.2 High School Diplomas Studied
Since this research will study the input parameter of the admission process, this section
will briefly introduce the aforementioned six diplomas to be studied in this research. These were
selected as they are the most common diploma feeding into AUC, accounting for more than 95%
of the entire undergraduate student population.
1.2.1 International Baccalaureate (IB)
The IB is an international education diploma that is currently taught in 159 countries,
enrolling almost 2 million students worldwide in 5400 schools. The program is a full school
curriculum covering ages from 3 to 19 years [4]. This research will focus on students during their
last two years of studying in the IB diploma as these subjects are the only ones taken into
consideration for university applications. Students are required to study 6 subjects over the
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course of the two years, 3 of which should be higher-level subjects. All students, regardless of
the major they intend to study, are required to take a course in Theory of Knowledge, complete
Community Services Hours and write an essay reflecting on their study [5]. In each subject,
students are required to write a research paper on any topic. The scoring for each subject is from
1 (lowest) to 7 (highest) in 1-point increments [6].
1.2.2 German Diploma (Abitur)
The Abitur is the German educational secondary education system. Students in the
German system take their abitur exams at the end of 12 or 13 years of schooling. The exams are
both paper based and oral exams on usually 4 or 5 subjects depending on the students’ choices
and the major they are intending to study in university. The subjects must cover the following
categories: 1. Languages, Literature and Arts 2. Social Sciences 3. Mathematics. The Abitur
subjects are scored on a scale of 0-15 with 1-point increment [7].
1.2.3 French Baccalaureate
The French diploma is studied in over 100 countries in 250 accredited schools. More than
800,000 students take the Baccalaureate each year. Similar to the IB diploma, the diploma is
taken in the final two years of high school years. Students are required to choose from 3 study
tracks: Literature, Economics and Social Studies. The diploma scores are divided as follows:
30% for subjects outside the main track of study such as Foreign Languages, Geography, PE,
etc., 10% for tests given by teachers at each school throughout the 2 years of study and 60% are
written exams at the end of the twelfth year. Students take 5 subjects in each track, with two
subjects contributing to twice the weight (Equivalent to higher level subjects) and 3 lower levels.
Student finally get a final grade score on a 100% scale depending on their performance on all
subjects [8].
3

1.2.4 International General Certificate of Secondary Education (IG)
The IG is an adaptation of GCSE, the main secondary education diploma in Great Britain
in the 1980s. The IGCSE was first examined by Cambridge university in 1988 [9]. The program
is a two-to-three-year program where student have to study a minimum of 8 subjects (Ordinary
Levels and Advanced Levels) and assessed by end-of-term written exams contributing to 100%
of the grade. Grades are on a scale of 1 – 9 (9 the highest). The scoring for the diploma is a
percentile that can exceed 100% depending on the number of AL the students wish to take as
ALs are multiplied by a factor greater than 1. Courses are typically taken on 3 to 6 months prior
to exam date. All students are required to take English, Math and Chemistry OL during their first
year in IG, while the total numbers of courses they can take depends mainly on the university
they are applying for, but not less than 8 subjects to earn the diploma [10].
1.2.5 Thanaweya Amma
Thanaweya Amma is the main secondary education diploma in Egypt. According to the
Ministry of Education in Egypt, there are around 650,000 students taking the Thanaweya Amma
in 2021 [11]. Students usually take their examinations at the last two high school years. Students
pick the subjects they prefer to study depending on the major or career they want to pursue. Each
students picks 5 core subjects from two different tracks (Science or Arts). The total overall score
for the diploma is a percentage out of 100%. The exams are a combination of multiple choices,
short and long answers questions.
1.2.6 American Diploma
The American Diploma is divided into two components: standardized exams and school
coursework. Standardized tests are paper or computer-based tests, mostly consisting of multiple-
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choice questions that test the students’ understanding of topics. These tests include the SAT®,
ACT®, EST® and AP® and account for 60% of the students’ total grades with the remaining
40% are based on what the students’ study in their school. The first level standardized tests
consist of English and Math sections only [12]. Students have the choice to take advanced tests
such as SAT 2 or ACT 2 depending on the requirements of the university they are applying to
[13]. Students are required to choose between subjects to study during their school years
depending on the major they are planning to join. The 40% schoolwork grade depends on the
quality of education at the school and the subjects they receive. The accredited school gives the
students a GPA score as an accumulation of all their coursework grades during their last 2 years
of high school.

1.3 Case University - American University in Cairo (AUC)
The American university in Cairo was found in 1919, with the vision of creating an
English-language university with high standards of conduct and intellect to contribute to the
educational development of Egypt and the middle east. AUC prided itself on having a strong
commitment to liberal arts education with an eye for profession needs and practical applications.
The university currently has 6857 students enrolled, 83.7% of which are undergraduate. The
university offers 40 undergraduate programs, 54 post graduate degrees and 24 graduate diplomas
[14].
1.3.1 University Admission Criteria
This research focuses only on the requirements to be admitted to an engineering or
science undergraduate major at the American university as a benchmark for the other majors to
be studied in future research. As a general statistic, the university currently has a 47% admission

5

rate across all majors, 76% of which have processed payments and active students in the
university. The entry requirements are divided into 3 categories, Diploma, Subjects and Scores
and language requirements [14].
1.3.1.1 Diploma Requirements
Students are required to complete their full years of schooling and earned a high school degree
to be allowed to apply to the university. The requirements differ from one degree to the other.
1.3.1.2 Subject Requirements:
For each diploma, the subjects required to apply to an engineering major and the minimum
scores in the subjects differ from one diploma to the other. Most diploma students however are
required to take at least one Math, Physics and Chemistry to apply to an engineering major.
IB: Completion of Math, Physics and Chemistry is required to be able to apply for admission. A
minimum score of 4 in Math and an average of 4 in the three courses is required.
German: Students are required to complete mathematics, physics and chemistry courses in order
to qualify for admission. A minimum score of 10 is required for these three subjects.
French: Completion of mathematics, physics and chemistry courses is required to qualify for
admission with a minimum score of 70% in Math and an average of 70% in the others subjects is
required to be admitted to the university.
IG: Completing 4 OL subjects in math, physics, chemistry and a fourth science subject as well as
either two AS courses in Math, Physics or Chemistry or AL in Math is required. A score of B is
only accepted in maximum two subjects, provided that they are not in Math.
Thanaweya: Completing two mathematics courses, physics and chemistry courses are required to
6

be allowed to apply to the university. Students must also obtain a cutoff total average score, that
varies year on year but is around 70% in all subjects.
American: Completing pre-calculus, physics and chemistry during high school years, obtaining a
minimum score of 560 in SAT® exam or 22 in ACT® exam [15].
1.3.1.3 Language Requirements
All students applying to the university are required to sit for an English proficiency exam such as
TOEFL® or ILETS® to determine their English levels and place them in the equivalent English
course in the university. Students who took standardized English tests in their high school years
or study in foreign countries with English as the main language spoken, are exempted from
sitting for these tests and placed in the entry English level (Level 4). The university differentiates
between the students’ English levels while being admitted to the university and places them in
one of the 7 different levels listed below:
Level 1: Students are required to complete one year of English intensive courses before taking
any other courses with it.
Level 2: Students are required to complete one semester of English intensive course before
taking any course in their intended major
Level 3: Students are required to take English intensives courses, while taking reduced number
of credit hours in their intended major.
Level 4: Entry Level for most university freshmen students, as students are required to take 3
English courses of English in their course of study while taking their normal course load from
courses in their intended major.
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Level 5: Students are required to complete 2 English courses during their university study
Level 6: Students are required to complete 1 English course during their university study
Level 7: Students are exempted from taking any English courses in the university.
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Chapter 2 Literature Review
Research on educational data mining has surged up significantly over the past decade.
Most research are studying the different methods of predicting student performance to
successfully remedy any factor that can hinder the student’s performance [16]. This section
explores the different input variables used in predicting an output response for the student’s
performance and the most accurate methods in predicting this output. The input variables include
numerical grades, demographic and socio-economic factors, personality traits as variables that
can predict how well students perform. The output response ranges from numerical cumulative
GPA, binary responses such as pass or fail, etc.

2.1 Summary of Similar Research
2.1.1 Effectiveness of Different Input Variables in Predicting Performance
Asif and Merceron have used educational data mining to predict the students’
performance at the end of their study period by issuing warnings to students that will likely
achieve low grades. They used data mining and clustering techniques to reach conclusion on the
likely output of the students [17]. They concluded that it is possible to predict the student
performance in university using the students’ marks before joining university only, but with a
limited accuracy. They also used Decision Tree to highlight specific courses that can determine
the student performance. They concluded that results in the first year are likely to persist over the
study plan, meaning that performance of the students by graduation is directly correlated to their
performance during 1st year courses [17].
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In a similar research, Golding and Donaldson analyzed the correlation between students’
demographic attributes, scores on aptitude tests and their overall qualifications while applying to
university, on the performance of students in courses in their first year of study. They suggested
that performance in first year gateway courses had some significance in predicting the
performance of students, hence they adjusted the admissions policies for the program
accordingly [18].
Oskouei and Askari have applied similar methods to compare academic high school
scores with university scores in Iran using methods such as Random Forrest, Naïve-Bayes and
Neural Networks. These methods have used different demographic and socio-economic variables
such as age, gender, religion, place of living, etc. to predict the performance of students. They
reached the conclusion that these socio-economic and demographic factors have important
effects on student’s academic performance in Iran [19].
Similar researches were conducted on the effectiveness of grade input variables as
predictors of university students’ performances. Adekitan and Noma-Osaghee have conducted a
similar study on the university students in Nigeria and used high school standardized scores as
predictors of the student’s university performance and concluded that the maximum accuracies
reached by the models was 51.9%, meaning that the cognitive entry requirements explain only
half of the variations in the university students’ performances. They suggested that other factors
such as peer pressure, social lifestyle and family distractions maybe also be factors in affecting
the performance of the students in university [20].
Another predictive analysis was conducted by Ahmed and Alaraby in 2014 as they
studied the effect of midterm scores, student class participation and lab test scores as predictors
of the student’s output performance using classification models such as decision tree. This
10

research concluded that classification methods could predict the final grade of students with high
accuracies [21].
Similar research conducted by Fernandes and Holanda on school students in Brazil used
variables obtained prior to school year and variables collected during the first two months of
school to predict the student’s performance. They showed that grades and number of absences
were the variables that most influential in predicting student performance. However, they also
added that demographic attributes such as school, age and neighborhood could also be possible
indicators of student’s success chance [22].
Another analysis conducted by Arsad and Manan used the performance of students in
fundamental subjects and English level courses to predict the overall final performance of
students. They reached a conclusion that fundamental subjects had a strong positive correlation
on the final student performance while English courses had little effects on the GPA [23]. Also,
Bhise and Thorat used K-means clustering algorithms to predict the student results based on
midterm and final exam assignments. They have successfully managed to predict the grade
boundary each of the students is most likely to fail into with high accuracy [24].
2.1.2 Best Performing Data Mining Models for Different Input and Output Data
Yossy, Heryadi and Lukas conducted a study to compare the effective of the difference
classification models to predict student performances. In their research, they included variables
such as high school grade, social and school features and demographics such as age and gender.
They found out that random forests and K-nearest neighbors to be the best performing methods.
However, they only included classification models and did not evaluate the most influential
features for student performance [25].
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Kaur and Kaur have applied genetic algorithms to data mining methods such as KNearest Neighbors, Decision Tree to predict the students’ performance. Their conclusion was
that CART algorithm was the best predictor of student performance when using two input
classes, while K-Nearest Neighbors was better in predicting the performance using three
different attributes [26]. Bucos and Dragulescu have used a time segmentation approach and
course grades collected from course report to determine the student’s performance. They applied
Support Vector Classification, Logistic Regression and Random Forrest Classifier to predict the
students’ output performance. They only used report data in one examination course to predict
whether students are likely to success or fail. They showed that logistic regression classifier was
the best method to use for predicting a binary response variable of likely to pass or fail [27].
Mishra, Kumar and Gupta included variables such as social integration, academic
integration and several emotional skills to build student performance prediction models. They
found out that Random Trees were the best predictor of student performance. They concluded
that scores in the previous semesters and student motivation can affect performance, while socioeconomic conditions have lower effect on performance [28]. Ibrahim and Rusli performed
similar research with input variables consisting of student demographic profile and GPA in the
first semester to predict their performance upon graduation. They used artificial neural networks,
decision tree regressors and linear regression to predict the performance, and concluded that all
models had accuracies higher than 80%, but neural networks outperformed the other methods
[29].
Similar researches have been studied by Almarabeh, who studied five different
classification techniques and concluded that Bayesian Network Classifier had the highest
accuracy among the other classifiers used such as NaiveBayes, ID3, J48 and Neural Networks.
12

Their input variables where midterm grades, student participation, lab grades and other similar
categories. [30].
In another research, Nahar and Shova studied data from Engineering students that
included marks on their pre-requisite course exams and student’s behavior collected through
questionnaires. They concluded that the Naïve Bayes and Decision Tree algorithms were the best
performing models to classify the student output performance as low, medium or high with
accuracies of 75% and 64.3% respectively [31]. Costa and Fonseca have also conducted similar
research in Brazil, on the efficiency of educational data mining methods in the timely prediction
of the student’s likelihood to fail in introductory programming courses. They have shown that
support vector machine technique outperformed the other methods significantly [32].
Mohamed Mimis and Hajji have also studied the effect of academic student records, the
student’s motivations and socio-economic attributes in predicting the student performance of
school student in Morocco. They proposed the use of Naïve Bayes, Neural Networks and
Decision Tree as the best methods to be applied to predict the student’s performance [33].
Similar research have been also conducted by Goyal and Vohra [34], Oladokun and Adebanjo
[35], Romero and Sebastian Ventura [36] and Samira El Atia [37], Ayinde and Omidiora [38]
and Juneja [39].

2.2 Literature Summary and Limitations
By analyzing all the aforementioned resources in this section, it can be concluded that the
best performing data mining techniques depends on the nature of the input variables such as the
number of categorical and continuous variable used and the distribution of error in input data.
Also, the type of output response predicted can also affect the performance of the models. For
13

example, logistic and tree regressor were better performing for binary outputs such as predicting
whether students will likely pass or fail, while neural networks, support vector machines were
better in models predicting continuous output variables such as predicted scored or GPA. Given
this, it was necessary to conduct a similar analysis on the input and out variables of the university
studied in Egypt to predict the best performing model for this set of data. Moreover, the different
research explored various types of input data as predictors of student performance. None of the
mentioned papers have explored the combination of different factors that could contribute to the
student performance explored in this paper such as demographic data, numerical scores, ability
or aptitude tests and engineering habits.

2.3 Research Objectives
This research aims to study the strength of correlation between the current admission
input variables at AUC and the performance of the students upon graduation. The effect of each
of the input variables will be studied to find the factors that affect the response variable the most.
The research also aims to find the data mining model that best predicts the output response
variable, given the nature of the current input admission criteria. The research also tries to find
other input variables that can affect the students’ performance such as aptitude tests and
engineering habits by testing association between these inputs and the output GPA.
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Chapter 3 Methodology
This section will cover the steps conducted in the research starting with data collection,
data cleaning, the steps conducted to execute the codes for the different data mining techniques
and also discuss the different data analysis tools used in this research. The section concludes with
a detailed breakdown of the aptitude tests used to evaluate the performance of current high
school students in the different diplomas.

3.1 Data Collection
The sample analyzed for the university admission process is for university graduates from
Engineering disciplines. After obtaining approval from the university Institutional Research
Board (IRB), data was extracted from university records with the support of the admission office
at AUC. A total sample of 7897 students graduating from the span of 2013 – 2020 were analyzed
in this research. The only engineering students disregarded from the analysis are those with
incomplete data entries on the university records.
For the Engineering Readiness test conducted in this research, a total sample of 60
students were chosen randomly from 12 different schools. 10 students from each of the diplomas
were equally taken from 2 different schools. The students were chosen randomly using a random
number generator function from their class list, so as not create a biased estimate of the
population.

3.2 Data Cleaning
For the university student’s data set, almost 15% of the entire population studied had
missing data in the university records. To avoid distorting the results, these data were removed
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from the analysis, as conducting the research on around 85% of the entire population as a sample
is sufficient. The input variables were adjusted to have a unified scale for all the diploma as a
percentile. For example, the maximum score IB diploma students can obtain is 45, hence all
student scores were multiplied by 20 and divided by 9 to have a percent out of 100%. For the
language entry variable, the data was reclassified to a scale of Level 1-7 as discussed in the
introduction, in order to accommodate for the changes of course names and curricula over the
years. The gender variable was set to binary scale of 1 and 0 for most data mining methods in
order to have all-numerical input variables.

3.3 Data Mining Steps
The software used in this research is Jupyter Notebook, a compiler of Python 3 language.
Data was converted from spreadsheet format to comma separated values and loaded on the
compiler. Input and output variables are then defined on the program and data are split into train
and test sets with percentages 80 and 20 respectively in order to be ready for the supervised
machine learning techniques. The data mining algorithms are then imported from the compiler
library and predictions are compared to actual values of the model, with error values calculated
and compared for the methods. The Data mining techniques used are discussed in the following
section.

3.4 Data Analysis Methods
The first analysis method is data mining methods used to study the effectiveness of the
university input criteria in predicting the student performance. A supervised machine learning
was conducted as the output response are labeled data. Different machine learning techniques
have been used in this paper to accommodate for the variability of model accuracy as result of
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the input data as explored in the literature review section. Multiple Linear Regression method
has been used as it is usually the starting point of analysis due to its easiness to employ and since
it works better with linear data. Models that work better with non-linear data such as Support
Vector Machines and Neural Networks were used, as well as classification models such as Tree
Regressor and K-Nearest Neighbors, models that showed capability when dealing with numerical
response output such as GPA.
When analyzing the contribution of the independent variables, the multiple linear
regression was used as it is the easiest model to interpret compared to complex models such as
Neural Networks and Support Vector Machines where relationships between the input variables
and the output response are very difficult to deduce [40]. Finally, the Tukey method was used for
comparing the difference between the means, as it controls the confidence level of the multiple
pairwise comparison to the required value of 95%, hence controlling the overall type I error of
the analysis [41].
3.4.1 Data Mining Techniques
Data Mining is the process of discovering patterns in data using automatic or
semiautomatic processes in order to create meaningful conclusion leading to an economic
advantage. The data mining process starts with cleaning of data, selecting and transforming data
to be stored in a data warehouse, applying the different data mining techniques, evaluating of
patterns and relationships and presenting mined knowledge. Data mining techniques include
classification models, regression models or cluster analysis. Machine learning algorithms are
deployed frequently in data mining [40]. There are two types of Machine learning models:
supervised learning (classification) where labeled data are given to the computer to train and
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predict future data, and unsupervised learning (clustering) where input data are not labelled and
classes between data is needed.
In this research, the supervised machine learning was used as the output response variable
was already specified to the models which is the student GPA. Different methods will be used
from the different categories of data mining techniques. The 3 categories tested to predict the
input to the output variables are linear models, non-linear classification models and complex
feed-backward classification models. Each one of these categories works better depending on the
data set and the nature of the variables. The linear models are the most commonly used data
mining techniques, however advanced methods should also be explored in case data are not
ideally modeled linearly. For the non-linear models, this research will choose neural networks
and support vector regression. Finally, a couple of classification models will also be explored to
identify patterns between the data as they are better used when input variables are categorical
[42].
3.4.1.1 Multiple Linear Regression
The ML Regression is a statistical method that uses explanatory variables to determine
the response variables. It is the most widely used technique used for predicting numerical outputs
using numerical attributes [43]. The model employs a linear function of two or more independent
variables to explain the variation in the output variable. The model tries to fit the best equation of
a line expressed as coefficients for each variable known as the betas, representing the amount of
change in the output, given one increase in the corresponding input. The model is defined by Eq.
(1) below:
𝑦𝑖 = 𝑎 + 𝑏1 𝑥1 + 𝑏2 𝑥2 + ⋯ + 𝑏𝑛 𝑥𝑛 + 𝑒𝑖

(1)
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where 𝑦𝑖 is the response variable, a is the intercept, 𝑥1 , 𝑥2 , … , 𝑥𝑛 are the independent variables
and 𝑒𝑖 is the error of the prediction [44]. To apply this method, the following assumptions should
be made: a) the relationship between the input and output variables could be modelled linearly b)
there is no high correlation between the independent variables c) Residuals could be assumed to
follow a normal distribution with mean of 0 and a known standard deviation [44].
3.4.1.2 Support Vector Regression
The SVR is a supervised machine learning method that finds the hyperbolic plane which
separates the different classes of data and tries to predict where the next data point will fall. This
method is a classification method that determines a non-probabilistic binary classifier to the data.
Just like the linear regression, the main aim of this method is to minimize the error values but by
finding a function that best approximates the training points. Unlike the linear regression
however, the SVR can work better with when there is non-linearity in the data and can provide
an efficient prediction model. This minimizes the risk of over-fitting by constantly aiming to
maximize the flatness of the function. Another difference between support vector and linear
regression models is that the error to be minimized is the absolute error of the prediction as
compared to the squared error in the linear regression models [43].
The support vector machines (SVM) model uses non-linear mapping to change the
training data set into higher dimensions. The method then looks for a hyperplane that separates
these data into classes. The SVM searches for the maximum marginal hyperplane (MMH) which
provides maximum separation between the data classes. The MMH in essence is the shortest
distance between the closest training points from different classes. This hyperplane can be found
using complex quadratic optimization problem of linear SVM impeded in the techniques coding
and stored in python compiler libraries. Once data sets are classified in a certain class, the testing
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data point falling in a class category will use the average response value of all data points in this
class as the prediction value for this point [40].
3.4.1.3 Decision Tree Regression
Decision tree model is a type of classification model that builds the data into a tree
structure. The data set is broken down to smaller and smaller subsets while incrementally
developing an associated decision tree. This method can work with both numerical and
categorical variables. Each input variable will go through the different decision paths of the trees
and the model comes up with a classification for the data points that predicts the output response
[40].
During tree construction, an attribute is selected that best partitions training sets into
different classes. This attribute is selected in a trial-and-error basis that calculates the sum of
squares of errors resulting from each splitting conditions and choosing the threshold that
minimizes this error. This process is done by calculating a metric called the Gini Index using the
below Eq. (2) below:
𝐺𝑖𝑛𝑖 (𝐷) = 1 − ∑𝑛𝑖=1(𝑝𝑖 )2

(2)

where 𝑝𝑖 is the probability that a testing point in Leaf Node D belongs to Class 𝐶𝑖 . In
others words, this method calculates the probability of having points with different classes within
a leaf node. For example, if the classes of a certain data set were (1,1,1,2,2,3), P (1) = 1/2, P (2)
1

1

1

2

3

6

= 1/3, P (3) = 1/6, hence 𝐺𝑖𝑛𝑖 (𝐷) = 1 − (( )2 + ( )2 + ( )2 ) = 0.61. The Gini index considers
a binary split for each attribute. The splitting attribute as chosen as the one with that yields the
minimum Gini Index [40].
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The process is repeated until all leaf notes are constructed. Usually, a minimum number
of observations represented by each class should be set around 20 observations to avoid overfitting of the model and help the model better predict new data points. [40].
3.4.1.4 Multi-Layer Perceptron
A multilayer perceptron is type of feed forward or backpropagation artificial neural
network. The MLP is made up of at least three layers of nodes: input, hidden and output layers.
The hidden nodes represent complex mathematical equations that try to map the best relationship
between the input and output variables. It is another form of supervised machine learning where
the model uses an existing data set to develop the best correlation parameters between input
variables and the response. The nodes are connected in a hierarchical structure that allows the
model to represent nonlinear decision boundaries [43].
This research uses the backpropagation technique during supervised machine learning as
the model receives the output and tries to adjust the weights and activation of the nodes in the
hidden layers to better calculate the network’s prediction with the actual target value. This
iterative process continues until the weights converge. The steps for the backpropagation
algorithm start by initializing the weights of the network to small random numbers between -1
and 1. Each unit has a bias term associated with it. The next step is propagating the training
points forward. Then, input and output of each unit is calculated in the hidden layers as linear
combinations of all the inputs of the preceding layer. Figure 1 depicts the different layers of the
neural networks.
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Figure 1: Figure 1: Hidden layers calculation of neural networks [42]

Each unit in the hidden or output layers takes the input from the previous layers and
apply an activation function represented by the weighted average of the weights of each
connection multiplied by the activation value squashed by a sigmoid function to be between 0
and 1. The biases are numerical user specified values that are subtracted from the activation
function for each node. This lowers the sensitivity of activation nodes by requiring higher values
to activate. The output prediction values of the network are calculated in the same way and the
error terms are recorded. The error is then propagated back to the model and the process is
reiterated until the weights and biases are optimized [40].
3.4.1.5 K-Nearest Neighbor Regressor
The K-nearest neighbors is a non-parametric classification model. The input is made up
of k closest training examples in the data set. The output for each point is the arithmetic mean of
the points in the same class as the testing point. This method is another example of a supervised
machine learning technique as the model clusters the data in the best way possible using the
training data set [40].
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The process is defined as learning by analogy, meaning that each testing point is
compared with the closest point of the training data set with n attributes. The metric for the
nearest neighbor is a distance metric such as Euclidean distance given by Eq. (3):
𝐷𝑖𝑠𝑡(𝑋1 , 𝑋2 ) = √∑𝑛𝑖=1(𝑥1𝑖 − 𝑥2𝑖 )2

(3)

This means that the method takes the difference between the corresponding values of
each attribute in test point X and the training point, square the difference and accumulate it. For
this method to work, all categorical variables must be converted to numerical variables. The
attribute values need to be normalized using below formula, so as not to have attributes with
relatively large ranges overweigh the other attributes. This formula converts the numerical value
v of a given attribute (A) to v’ ranging from 0 to 1.
𝑣′ =

𝑣− 𝑚𝑖𝑛𝐴
𝑚𝑎𝑥𝐴 −𝑚𝑖𝑛𝐴

(4)

The value for (k), the nearest neighboring testing points taken into consideration to
estimate the testing point is determined experimentally. The algorithm starts by setting k to 1 and
incrementally increasing by 1 while predicting the error rate for each iteration. The value of k
that gives the minimum error is then selected [40].
3.4.2 Data Analysis and Comparison Between Data Mining Techniques
5 Data Analysis techniques were used to determine the efficiency of the input variables in
predicting the output GPA of the students. The methods are compared to one another by the
means of the mean absolute error method (MAE), which is the average distance between each of
the outputs predicted by the model and the sampled outputs [40]
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The outputs of these metrics are error values calculated as the difference between the actual
measurements and the ones predicted by the model for the testing data set. A better model has a
lower error value. Also, the accuracy of each model was calculated, which shows the percentage
of data points correctly estimated by the model to certain tolerance level, set to +/- 1%. This is
measured by dividing the number of data points correctly classified in their class divided by all
data set in the testing data set [43]
3.4.3 Incremental Input of Independent Variables on R-Squared
The multiple linear regression model calculates the coefficient of determination (Rsquared) which measures the fraction of variations in outcome explained by the variations in all
the independent variables together. The incremental impact on R squared analysis is interested to
show the incremental contribution of each of the independent variables in explaining the output
of the dependent variable. These coefficients are called the semi partial determination. If the
input variables are not correlated or orthogonal, then their coefficient of determination is simply
the sum of their individual semi-partial R squared. However, in most applications, the
independent variables typically have a correlation or interactions between them, hence the
addition of their partial coefficient of determination is more than their combined coefficient of
determination as in the case presented in this research. This happens when the independent
variables are correlated so some of the variance in the dependent variable is a variance that is
already accounted for by the other independent variables. During each iteration, The incremental
contribution of a variable can be calculated by taking the difference between the proportion of
variance caused by the all variables and the proportion of variance calculated with the all
variables except the one tested [44].
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3.4.4 Tukey Method for Simultaneous Inference of Difference between two means
The Tukey method allows for conducting pairwise comparison without inflating the Type
1 error rate. The method compares each pairwise difference using Studentized range statistic (q)
using the number of means obtained from ANOVA analysis and preselected confidence level as
Eq. (5) expressed below:
𝑞=

̅̅̅̅
̅̅̅̅
𝑋𝐴 −𝑋
𝐵
√

(5)

𝑀𝑆𝐸
𝑛

where MSE is mean squared error calculated from ANOVA test and n is the sample size and
̅̅̅
𝑋𝐴 and ̅̅̅̅
𝑋𝐵 are the sample averages. The confidence intervals for k groups could then be
calculated using the below Eq. (6):
1
1
̅̅̅
𝑋𝐴 − ̅̅̅̅
𝑋𝐵 − 𝑇𝑘,𝑣 (𝛼)√ 𝑆 ≤ 𝜇𝐴 − 𝜇𝐵 ≤ ̅̅̅
𝑋𝐴 − ̅̅̅̅
𝑋𝐵 + 𝑇𝑘,𝑣 (𝛼)√ 𝑆
𝑛

𝑛

(6)

where S is the pooled estimator of sigma based on v degrees of freedom. If this confidence
interval included zero, this mean there is no significant difference between the means. [41].

3.5 Engineering Readiness Test
The following section will give a detailed description of the aptitude tests conducted to 60 high
school students from 12 different schools across Cairo.
3.5.1 Test Structure
The test was designed to resemble the aptitude batteries given to job applicants. The
categories chosen are believed to be the abilities that can determine Engineering performance.
The test measured six different aptitudes discussed with total of 30 marks with the following
breakdown: Inductive Reasoning (5 marks), Deductive Reasoning (4 marks), Spatial
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Visualization (5 marks), Verbal Reasoning (7 marks) and Numerical Reasoning (6 Marks) and
Engineering Questions (3 marks). The breakdown was designed to give the verbal reasoning the
highest mark as it has the least overlap with the other tests in terms of skills needed to solve the
questions. Similarly, the Spatial visualization also has no similarities with the other tests. In
contrast, skills used for deductive and inductive reasoning tests are relatively close while
Numerical and Engineering questions are also similar as both require mathematical calculations
to solve.
3.5.2 Test Contents
The following sections explain the theoretical definition of the test sections and the types
of questions presented for students in each testing category.
3.5.2.1 Induction Reasoning Tests
Thurston defined induction as “finding a rule or a principle”. In later studies, induction
was referred to as generalization from particulars [45]. Test batteries measuring this ability
consist of questions of pattern of shapes that the test taker has to figure out the general rule of the
pattern and correctly predict the following shape or the missing shape in a pattern.
3.5.2.2 Deductive Reasoning Tests
Deduction is defined as reaching particulars from generalization or in other words
“conclusion follows necessarily from the premises”. Deductive, along with inductive reasoning
are added to most test batteries administered to job applicants. Tests for deductive reasoning
measures the examinees’ ability to draw conclusion from data presented, complete scenarios
using incomplete information and identity strength and weaknesses of arguments [45]. The
questions are usually situation with some information provided, and test takers have to answer
questions logically using the information given.
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3.5.2.3 Spatial Visualization Tests
Visual perception has received a lot of attention since Spearman first introduced the
identification of spatial perception as a factor of general intelligence. Spatial ability is defined as
the ability of one to visualize both 2-dimensional and 3-dimensional shapes [46]. They are also
split into small-scale spatial abilities such as analyzing rotations, reflections, etc. and large-scale
spatial abilities such as recognizing buildings and geographical navigations. These skills could
be measured using tests such as solving mazes, finding hidden figures and imagining folding and
unfolding of shapes. [47]. Spatial Visualization is recognized as one of the important elements
that can affect success in the Engineering discipline especially disciplines that rely heavily on
one’s ability to visualize and document the surrounding such as Architecture Engineering. [48].
3.5.2.4 Verbal and Numerical Reasoning Tests

Verbal Reasoning is the ability of one to use language abilities to understand written
passages and information and use logic reasoning to deduce meanings and inferences. Test
questions on this subject include questions on reading passages and correcting sentence structure
and grammar. On the other hand, numerical Reasoning is ability to analyze and draw conclusions
from numerical data or figures. In this research, the GMAT style questions were used as a
substitute for the high school diplomas standardized test in order to maintain a fair testing
conditions for all the students. Studies have shown that Verbal and Numerical reasoning abilities
measured on the GMAT test is positively correlated to the National IQ [49].
3.5.2.5 Engineering Tests
The Engineering test conducted to the students in this research was designed on the
principles of ABET® accreditation. The student were tested on their ability to apply their
knowledge in mathematics, science and engineering as well as their ability to analyze, formulate
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equations and solve engineering problems [50]. The students were given complex engineering
problems, where they had to research for formulas and inputs to solve the problem. The
questions were similar to exam questions from engineering courses at the university.
3.5.2.6 Engineering Design Thinking Traits Tests
This test was based on survey questions developed by Blizzard, Klotz and co. and
administered to US college students. The questions were matched to 5 different attributes of
design thinking: collaboration, optimism, experimentalism, integrative thinking and feedbackseeking [51]. The survey is a self-assessment tools where students were asked to rank themselves
on a 0-4 scale on their different qualities and approaches.
3.5.3 Test Fairness Considerations
The first three exam categories tested, inductive, deductive and spatial visualization are
general questions that measure innate abilities of the students and do not relate to what they
study in their respective diplomas and do not require any prior knowledge. Hence, all students
from the different diplomas had the same chance of getting the questions right. The deductive
reasoning test was the hardest of the sections as the students are least familiar with these types of
questions and consequently performed worst on this test.
For the verbal reasoning categories, the questions on the test are from the GMAT tests
that are similar in nature to the America diploma standardized tests like SAT and ACT. For this
test, the German and French students were at the greatest disadvantage as they were the least
familiar with this kind of questions as English is not their language of study for their subjects.
However, they still scored higher than Thanaweya Amma students.
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The numerical reasoning exam questions were also similar in style to the American
diploma, however they relied more on logical thinking and understanding with clear instruction,
so none of the diplomas had a clear advantage over the other. The questions were also taken from
GMAT sources in order to give all students the same advantage and leave no students familiar
with the questions’ ideas.
Finally, the engineering questions gave an advantage to students who studied higher level
math and physics in their diploma curriculum. The requirements for IB, French, German and
Thanaweya Amma are stricter than the other diplomas as they require all students intending to
major in engineering to take higher levels in math and physics. This gave students an advantage
in these questions as some of the topics are covered within their diplomas. On the other hand, IG
and American Diplomas students have more flexibility in their admission requirements.

3.6 Validation and Verification
This research is a cross-sectional analysis that takes a time slot from different student
populations at two different time segments. Since data on each student is recorded only once, one
can only assume association between the two outputs but not causation [52]. The research will be
more accurate if it was comprised of a longitudinal analysis conducted by measuring the
performance of the students on these aptitude tests prior to university study and then including
this as one of the input factors in a model that predicts their performance at graduation. However,
this would entail already including these tests in the admission criteria, a step the university
would not take without an initial indication of a potential correlation with the output GPA.
One of the remedies that might reduce the effect of variations caused by the different
populations is that this research was conducted only on schools that constantly feed to AUC.
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Moreover, the students given the test expressed AUC as one of the universities they applied to or
considering for application. The research was also conducted on two different schools from each
diploma to reduce the biases of school performances. On another note, the aptitude tests selected
to be conducted on students have been tested and validated in many research that support the
predictive power of these tests in measuring the student’s performance [53] [54] [55].
For data mining analysis, model verification is concerned with making sure that the
programming code and implementation of the model is correct. Here, the model undergoes a
process of structured walk-throughs, where each step in the data mining process is studied
separately. For example, the data cleaning and removing missing data is inspected manually
using the output commands on the software to make sure the code executed the right commands
and the data was successfully remedied. Finally, the data mining model written by the researcher
is tested using a simple pre-analyzed data with known output measures for the model accuracy
and error values. This process concludes when each of the different data mining models
generates the correct testing errors as the pre-determined analysis [56].
Model validation is a process concerned with making sure that the correct model is being
used. This analysis looks into the assumptions for each model and the correctness of using the
models given the type of independent variables whether numerical and categorical. For example,
multiple linear regression works best when the independent variables are not highly correlated
together. A linear regression analysis must be conducted on each pair of independent variables to
make sure there is no high correlation between any of the variables for the linear regression
model to be applicable [40].
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Chapter 4 Results and Discussion

4.1 Admission Input Parameters as predictor of Overall GPA
The first section discusses the input and output results of analyzing the performance of university
students.
4.1.1 Input Parameters
For the university admission input criteria used, this research studied gender, type of high school
diploma, English level upon entry and the high school score obtained by the students in their
given diplomas. The below graphs and tables demonstrate the statistics of the input variables.
4.1.1.1 Gender

Figure 2 below shows that the majority of students studied in this research are females.

Gender

3322, 42%
4575, 58%

Males
Females

Figure 2: Gender Distribution in Input Data
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4.1.1.2 Diploma

The American and IG Diploma students account for the majority (68%) of students in the
university. Thanaweya Amma comes third in terms of frequency of students with 1352 students,
more than the other three diplomas combined. Figure 3 shows a number and percentage
distribution of the university student graduates categorized by diploma.

Diploma
234, 3%
322, 4%
604, 8%

IB

1352, 17%

IG

2591, 33%

American
Thanweya
French

2794, 35%

German

Figure 3: Diploma Distribution in Input Data
4.1.1.3 English Level

The students were categorized in one of 7 English level as explained in the admission criteria
sections above. Level 4 English is the standard entry level for most undergraduate students
following the normal five-year engineering plan as illustrated by the demographic shown in
Figure 4 below.
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English Level
98, 1%

30, 0%

355, 4%

442, 6%
Level 1
Level 2

1624, 21%

Level 3

1752, 22%

Level 4
Level 5
Level 6
Level 7

3596, 46%

Figure 4: English Language Input Data
4.1.1.4 High School GPA

Table 1 below summarizes the statistics of the high school scores converted to a percentile scale
for each diploma. Due to the differences in the diploma scales, all scores not expressed as a
percentage out of hundred had to be converted to ensure uniformity of scores.
Table 1: High School Score Data
Diploma

High School Score Avg

Std. Deviation

IB

85.22

4.07

German

89.11

6.94

French

82.95

7.30

IG

88.97

6.50

Thanaweya

87.74

7.69

American

74.70

14.58
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Figure 5 maps the high school scores vs GPA of each student upon graduation. The graphs show
an upward linear trend for all diplomas indicating a positive relationship between the input high
school score and the output GPA.

Figure 5: Diploma Score vs Overall output GPA for each Diploma
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4.1.2 Correlation Analysis
The below section explores the output data for the different machine learning techniques
ordered from best to worse performing model. The mean absolute error (MAE) and the overall
accuracy of the models are presented in Table 2.
Table 2: Performance of Data Mining Methods
Method

MAE

Accuracy

Multi-Layer Perceptron Regressor

0.337

63%

Multiple Linear Regression

0.342

62%

Support Vector Regression

0.342

62%

K-Nearest Neighbors Regressor

0.342

62%

Decision Tree Regression

0.395

59%

The five different methods were used to determine whether the admission input variables
(Gender, Diploma, High School Scores and English Level) were a good predictor of the overall
GPA. All methods had a mean absolute error in the range of 0.337 to 0.395 and accuracy
between 59% and 63% with the Multilayer perceptron being the best model to predict the output
GPA, while the decision tree regressor had the highest values of error. The high values of error
shows that the input variables used alone are not good predictors of the output GPA as almost
third of the variations in the output variables are not explained in the models.
The conclusion of this test shows that other factors need to be taken into consideration
while predicting the performance of the students such as social class, emotional attributes,
student motivations, external factors that might hinder the performance of the students, etc. The
results also show that the university admission criteria alone are not enough to judge the
student’s ability to perform in university.
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4.1.3 Incremental Impact of X variables on R Squared in Multiple Linear Regression
This section explores the significance of each of the input variables in the multiple linear
regression. The total model had an output R-Squared of 66%. The model was recalculated each
time while removing one of the variables and noting the incremental effect of adding this
variable.
Total R Squared: 66%
Diploma: 35%
High School Score: 28%
English: 9%
Gender: 5%
The R Squared Analysis shows that the diploma had the most important effect on the Rsquared value which means that it is the most important variable in determining the effective of
the model in predicting the output variables as it contributes to 35% of the R squared value. The
high school diploma is the second-best predictor of the overall GPA with 28% improvement in R
squared by adding this variable. The English Level and Gender are the least important factors in
determining the performance of the students in university. The total sum of the percentages does
not add up to the total R squared calculated to be 66% as there are some correlations between the
variables, so the variation in the model could be explained by the other existing variables in the
model.
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By studying the interactions between the variables and the output response as shown in
Figure 6, above, we could see that since the relationship lines are almost parallel in all cases,
there is no apparent interaction between the independent variables.

Figure 6: Interaction Plot for Overall GPA

4.2 Diploma Performance measured by Overall GPA
Since the high school diploma was identified as the main predictor of the university GPA,
this section studies the performance of students from the 6 mentioned diplomas. A Tukey
simultaneous inference test was performed for each pair of diplomas at a 95% confidence level.
The average GPA scored by diploma are showed Figure 7 below with a Table 3 showing the
different statistics used in conducting the Tukey tests.
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4.2.1 Inputs
The inputs for this analysis are the overall GPA of the students for each diploma. Figure
7 and Table 3 summarizes the statistical measures for these distributions.

Avg. Overall GPA
3.509

3.492

3.483

3.343

3.286

3.253

Figure 7: Average Overall GPA upon Graduation for different Diploma
Table 3: Statistics for Output Overall GPA for Different Diplomas
Diploma
IB

IG

American

Thanaweya

French

German

Parameter
Mean
Standard Deviation
Population Size
Mean
Standard Deviation
Population Size
Mean
Standard Deviation
Population Size
Mean
Standard Deviation
Population Size
Mean
Standard Deviation
Population Size
Mean
Standard Deviation
Population Size

Value
3.509
0.412
604
3.343
0.469
2591
3.253
0.489
2794
3.286
0.474
1352
3.483
0.377
322
3.492
0.380
234
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4.2.2 Results
The Tukey method for simultaneous inference produced the below grouping of high school
Diploma shown in Table 4. The results shows that IB, German and French students significantly
outperform the others while all three belong to the same group, meaning there is no significant
difference between them. IG students outperform Thanaweya Amma and American Diploma
students, while there is no significant difference between the latter two.
Table 4: Grouping Information for GPA by Diploma Using Tukey Method
Diploma
IB
GR
FR
IG
TA
AD

Grouping
A
A
A
B
C
C

Figure 8 shows the confidence intervals for the differences of means for GPA. When the
intervals do not contain zero, this indicates that means are significantly different.

Figure 8: Tukey Comparison for Output GPA
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4.3 Engineering Readiness Test Results
In these sections, the results for the aptitude test given to high school students are represented
and each test section will be studied separately to identify differences in student performance
across not just the overall test score, but also within each category on the test. Each test will be
represented in adjacency with the overall GPA scores of students who graduated from university
to see whether there are similarities between the results and conclude which categories were best
in predicting the overall output GPA.
4.3.1 Overall Test Results

Table 5: Engineering Readiness Test Results

Ten students from each diploma, five from each school, were given the test and results
are presented by diploma in Table 5 above. The test consists of 6 comments with marks allocated
to each section written in parenthesis. The IB students outperformed all other diploma students
by scoring an average of 19.6, followed by IG, German and French with averages of 18.4, 17.4
and 17.2 respectively. The Thanaweya and American students were the lowest performers with
average of 14.6 and 14.4.
The results within each diploma had an average standard deviation of 3 units, indicating
that the performance of the students was relatively close. A possible explanation for the close
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standard deviations is the level of the test as it was designed to have equal number of questions
in each difficulty level (easy, medium and hard). Most students in all diplomas got the easy
questions correctly and could not solve most of the hard questions. Therefore, the all-diploma
scores are the midrange (between 10 to 20 points scored out of 30) making their standard
deviations small.
4.3.2 Actual University GPA vs. Overall Score by Diploma
This section compares the performance of students on the overall test with the performance of
fellow students from the same diploma in university. Figure 9 below compares the average
overall GPA university with the overall test score of the test by diploma.

Avg. Overall GPA
3.509

3.492

3.483

3.343

3.286

3.253

IB

German

French

IG

Thanaweya

American

OVERALL TEST SCORE

19.6

17.4

17.2

18.4

IB

GERMAN

FRENCH

IG

14.6

14.4

THANAWEYA AMERICAN

Figure 9: Overall GPA compared to Overall Test Scores
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When comparing the actual overall GPA to the overall test score of the test, it is
concluded that the standing of all diploma students is the same, except for IG students who are
outperformed by the German and French students in the Overall GPA category, but outperform
them in the engineering readiness test. This can be explained by the lack of readiness of the nonEnglish speaking diplomas to take the test as they take their high school subjects in German and
French respectively. This gives the IG students an advantage as the terminologies of the test is
closer to their language of study. However, during the university study, the non-English speaking
diploma students have time to adapt to the English engineering curricula.
4.3.3 Analysis on Overall Test Score by Diploma
This section analyzes if there are significant differences between the diploma students in
the overall test score. Table 6 below shows the groups for the diploma students/
Table 6: Grouping Information for Overall Test Score by Diploma Using Tukey Method
Diploma
IB
GR
FR
IG
TA
AD

Grouping
A
A
A B
A
B C
C

The output of the Tukey Method for simultaneous inference conducted at 95%
confidence interval shows that IB, German and IG students outperformed Thanaweya Amma and
American diploma students. French students also outperformed American students but there
were no significant differences between French and Thanaweya Amma students or American and

42

Thanaweya Amma students. Figure 10 visually represents the output of this test with confidence
intervals no containing zero, meaning that differences are significant.

Figure 10: Tukey Test for Overall Test Scores
4.3.4 Correlations between Aptitude Tests and Overall GPA:
This section studies the possible correlation between the output GPA for university
students and the performance of each diploma students on the test sections. Table 7 below
summarizes the output results for the linear correlations conducted.
Table 7: Correlation Analysis for Test Sections and Overall GPA
Test Category
Overall
Inductive
Deductive
Spatial
Verbal
Engineering
Numerical

Pearson's Correlation
0.77
0.67
0.92
0.83
0.16
0.89
0.66

R Squared
0.60
0.44
0.85
0.69
0.02
0.80
0.44
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By conducting correlation analysis between the output scores on the aptitude test and the
actual overall GPA for each diploma, it is concluded that the overall test has a moderate positive
correlation coefficient (0.77) and an R-Squared of 0.6, which means that only 60% of the
variation in the output is explained by variations in the input variables. The correlation between
the aptitude test was affected by the different test categories. For example, the Verbal section
have the weakest correlation with the overall GPA, which lowered the overall correlation of the
test. This also supports the previous conclusion that language requirements are not a good
predictor of the overall GPA. Test categories such as deductive reasoning, spatial visualization
and engineering sections had a high correlation with the overall GPA with R-Squared of 0.85,
0.8 and 0.69 respectively. This helps concludes that aptitude measures that relates more to
engineering, have a strong relevance in predicting the output GPA.
4.3.5 Actual GPA vs. Logical Reasoning Test
This section studies the performance of students in the logical reasoning test. Below
figure 11 shows the average scores of the students on the test by diploma and their standard
deviation.

LOGICAL REASONING (5)

3.2

IB

3.4

GERMAN

3.6

3.7
2.8

FRENCH

IG

THANAWEYA

2.2

AMERICAN

Figure 11: Overall GPA vs Logical Reasoning Scores
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The output of the Tukey shown in Figure 12 below shows that there are significant
differences between all diplomas and Thanaweya and American diploma students. IG students
also outperformed Thanaweya Amma students.

Figure 12: Tukey Test for Logical Reasoning
4.3.6 Actual GPA vs. Spatial Visualization Test:
This section studied the performance of students on the Spatial Visualization section in
the test. Figure 13 below shows the average of the students on the test by diploma and their
standard deviation. By studying the output of the Tukey Simultaneous confidence intervals
presented in Figure 14, it is concluded that German, IB and IG students outperformed the
American students. Also, Thanaweya Amma students were outperformed by IB students. This
test had a high correlation with the output GPA of university students graduates and significant
differences between the students of the different diplomas were observed in this test.
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SPATIAL VISUALIZATION TEST

3.9

IB

3.5

GERMAN

3.4

3.6

FRENCH

IG

2.8

2.5

THANAWEYA

AMERICAN

Figure 13: Spatial Visualization Test Means

Figure 14: Tukey Test for Spatial Visualization Test Score

4.3.7 Actual GPA vs. Verbal Reasoning Test:
This section studied the performance of students in the verbal section of the engineering
readiness test. Figure 15 below shows the distribution of the score grades for the different
students.
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VERBAL REASONING (7)

4.3

IB

3.5

3.4

GERMAN

FRENCH

4.2

IG

4.5

3.1

THANAWEYA

AMERICAN

Figure 15: Verbal Reasoning Test Scores

The American diploma students were the highest performers in this test in contrast to the
others tests where they were repeatedly outperformed by the other diplomas. This could be
explained as the verbal reasoning test style was closer to the exam style of the standardized test
which they receive in their high school years. The English-speaking diplomas as IB and IG also
had a clear advantage over the German and French diplomas, while Thanaweya students scored
the least in this test. The standard deviation for this test was the highest compared to the other
tests as the grades allocated to the verbal test were the highest (7 marks) which allowed more
variation among the scores.
The verbal reasoning cannot be used to predict the overall GPA as a low correlation
coefficient and R squared was observed between the scores of this test and the actual GPA of
student. This also supports the results found earlier that the English level is not a good predictor
of the student GPA in the university.
The verbal reasoning test results as shown in Figure 14 below showed that the IB
students are outperforming the Thanaweya students, while American students scored higher than
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both Thanaweya, French and German. IB students outperformed French and Thanaweya Amma
students, while IG students also outperformed Thanaweya Amma students.

Figure 16: Tukey Test for Verbal Reasoning Test Scores

4.3.8 Actual GPA vs Numerical Reasoning Test:
The numerical reasoning test was designed to measure the math abilities of the students,
but some questions required reading and analyzing the problem in English. This again gave the
IB and IG students a clear advantage over the German and French students who struggled in
word problem type of questions but still managed to outperform Thanaweya and American
diploma students. The numerical reasoning score had a low correlation coefficient when
predicting the overall GPA, hence could not be used to predict the actual GPA. Figure 17 below
shows the output test means and standard deviations.
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NUMERICAL REASONING (6)

4.8

IB

3.7

3.6

GERMAN

FRENCH

4.2

IG

3.2

2.9

THANAWEYA

AMERICAN

Figure 17: Overall Test vs. Numerical Reasoning Scores
Figure 18 below summarizes the output confidence intervals for Tukey method. In the
numerical reasoning test, the IB diploma students scored higher than all other diploma students
except the IG students. The IG students also achieved significantly higher scores than American,
and Thanaweya Amma students in this test.

Figure 18: Tukey Method for Numerical Reasoning Test Scores
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4.3.9 Actual GPA vs. Deductive Reasoning Test:
This section studied the performance of students on the deductive reasoning test. The
below figure 19 shows the output averages and standard deviation of the diploma students in this
section of the test.

DEDUCTIVE REASONING (4)

1.4

IB

1.3

GERMAN

1.5
1.1

FRENCH

IG

1.1

1

THANAWEYA AMERICAN

Figure 19: Deductive Reasoning Mean Test Scores
The deductive reasoning test have a high correlation to the output university GPA but
there was no significant difference between the students score on this test as shown in Figure 20
below.

Figure 20: Tukey Test for Deductive Reasoning Test
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4.3.10 Actual GPA vs Engineering Test:
This section studies the performance of students on the engineering section of the
aptitude tests. The below figure 21 shows the output averages and standard deviation of the
diploma students in this section of the test.

ENGINEERING TEST (3)

2

IB

1.9

GERMAN

1.7

1.6

1.6

FRENCH

IG

THANAWEYA

1.3

AMERICAN

Figure 21: Output Means for Engineering Test
The engineering test had a high correlation with the output GPA. By studying the graph
of the Tukey Simultaneous confidence intervals, we could see that IB students significantly
outperformed the American students as shown in Figure 22 below.

Figure 22: Tukey Method for Engineering Test Results
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4.3.11 Uniformity of Test Scores:
This analysis graphs the z-score of the overall test scores of each diploma students and
the z-score of each test category shown in Figure 23. While the IB students performed better in
overall score, their performance across the test categories was uniform as shown in the graph
below. The remaining diplomas showed a relatively more uniform performance across the
category with exception to American students who performed higher in verbal reasoning
category compared to their performance in other aptitudes.
IB Students performed consistently above average in all categories, while American
Diploma and Thanaweya Amma performed consistently lower than average in all categories
(except verbal reasoning for American diploma). This could be also be used as predictor of
success in university.
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Figure 23: Uniformity of Aptitude Scores across different Diplomas
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4.4 Engineering Habits Survey Results
The survey measured 4 different habits of mind named in the table below. The output
mean scores for the student on the difference sections of the survey and corresponding standard
deviations are expressed in Table 8. The total averages of diploma students were relatively close
and no significant differences was found between the total responses of students from different
diplomas. This suggests that in terms of self-evaluation of the engineering abilities, there was no
difference from one diploma to another when considering the total survey scores. Further
research is needed to carefully study the behavior of students and their perceptions of their own
strengths and thinking habits.
Table 8: Engineering Habits Survey Results

The below Tukey analysis shown in Figure 24 shows that there are no significant differences
between the diploma students’ responses to the survey questions.
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Figure 24: Tukey Method for Survey Results
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Chapter 5 Conclusion & Recommendations

The first part of this research studied the available university admission variables as
predictors of success of students measured by their overall GPA at graduation. This was studied
using five different data mining techniques, from simple multiple linear regression to machine
learning algorithms such as neural networks. By analyzing the outputs of these data mining
models, this research concludes that the university admission input variables alone are not
sufficient to accurately predict the performance of Engineering students in the university as the
best accuracy obtained by the models was 63% (Neural Network) and the other methods yielded
slightly accuracies 1 to 4% lower. This suggests that there are other factors that can affect the
student’s performance in the university such as their motivation, psychological stability,
personality, etc. These factors are more difficult to measure but should be taken into
consideration while predicting the performance of students at university.
The high school diploma was found to be the best predictor of the overall GPA as evident
by the incremental effect of R squared analysis yielding the highest value of 35%. This could
also be explained by the statistically significant differences between the diploma performances of
the students graduating, meaning that scoring 90% percent on an IB certificate would likely yield
a higher output GPA than scoring a 90% on an American Diploma certificate. However, the high
school grade was also a good predictor of the overall GPA as generally better performing
students in high schools are likely to perform better at their university study as well. On the other
hand, language requirements and gender were very weak predictors of the student performance.
This could be used as a recommendation for the studied university to put less weight on English
requirements for newly admitted Engineering students.
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The second part of this research studied the performance of six high school diplomas
across the different aptitude categories. This research concludes that the aptitude tests designed
to measure engineering knowledge and thinking where the best predictors of the diploma student
performance in university rather than the more commonly known aptitude tests such as logical
and verbal reasoning, etc. This was proved by finding a very close resemblance between the
performance of the diplomas in university and the performance of students in these tests as
calculated by Pearson’s correlation coefficient and R-Squared. For instance, IB students scored
the highest in the university GPA and also scored the highest in the engineering knowledge test,
etc. On the other hand, there was no significant difference between the diplomas in surveys that
measured the engineering habits, meaning that all diploma students’ perception of themselves is
not different from one diploma to another.
University admission entry criteria are vital indices for evaluating the applying students.
This research suggests the inclusion of Aptitude tests as an additional admission criterion as
these tests are found to inhibit a correlation to the university performance outputs specifically
aptitude tests directly measuring engineering knowledge and spatial visualization more than
general cognitive ability tests such as inductive and verbal abilities. However, performing
uniformly across the aptitude tests have shown to be a good predictor of students’ success in
university.
This research suggests that the university should lower the weight of the currently
instated input parameters and add more considerations to the suggested Aptitude tests to the
entry requirements. It will be insightful to consider additional input parameters such as
personality traits, design thinking traits, self-efficacy and socio-economics factors and take it into
considerations for future research as well as relevant behavioral and affective domain. The
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survey conducted in this research measuring the engineering habits could also be used an extra
metric in admission to measure the students’ Engineering readiness.
Moreover, the traits and skills acquired by IB, German and French students should be
carefully studied and remedial courses should be suggested for students from other diplomas.
Moreover, the university admission team should take the strength of the diploma students into
consideration while setting the cut-off entry scores for each diploma. Finally, having concluded
that the MLP is the best method to predict the output response using the input variables at AUC,
the university should start using this method in predicting the success of future students enrolling
in the university.
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Appendix
Z-Scores of tests:
Diploma
IB
German
French
IG
Thanweya
American

Overall
0.86
0.15
0.09
0.48
-0.76
-0.82

Logical
0.1
0.3
0.2
0.59
-0.3
-0.89

Spatial
0.67
0.24
0.13
0.35
-0.53
-0.85

Verbal
0.31
-0.22
-0.29
0.24
-0.48
0.44

Numerical
0.76
-0.02
-0.1
0.33
-0.38
-0.6

Deductive
0.27
0.11
0.43
-0.22
-0.22
-0.38

Engineering
0.38
0.26
0.02
-0.1
-0.1
-0.46

Engineering Readiness Test

https://docs.google.com/forms/d/e/1FAIpQLSfmtm8jndTHUZxVIRW5kKSWFbclQY4XyS5TN
PuOarqc9VJKQ/viewform
Engineering Design Thinking Habits Survey

https://docs.google.com/forms/d/e/1FAIpQLSdXS8wR1RZni3pXP569VyVh06FOPfWJG3HFug
1I46sEpW9UDA/viewform
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