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Resumen
En este trabajo se considera un nuevo enfoque para el estudio de la dis-
tribución triangular usando el desarrollo teórico detrás de las distribuciones
Skew. La distribución triangular aquí entregada se obtiene por reparametri-
zación de la distribución triangular usual. Se estudian las principales pro-
piedades probabilísticas, incluidos los momentos, coeficientes de asimetría y
kurtosis; además, se muestra una representación estocástica para el modelo
estudiado, que proporciona un método sencillo y eficiente para la generación
de variables aleatorias. Así mismo, se implementa la estimación por el mé-
todo de los momentos y, a través de un estudio de simulación, se ilustra el
comportamiento de las estimaciones de los parámetros.
Palabras clave: distribuciones skew, distribución triangular, asimetría, kur-
tosis.
Abstract
In this paper a new approach is considered for studying the triangular
distribution using the theoretical development behind Skew distributions.
Triangular distribution are obtained by a reparametrization of usual triangu-
lar distribution. Main probabilistic properties of the distribution are studied,
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including moments, asymmetry and kurtosis coefficients, and an stochastic
representation, which provides a simple and efficient method for genera-
ting random variables. Moments estimation is also implemented. Finally, a
simulation study is conducted to illustrate the behavior of the estimation
approach proposed.
Key words: Skew distribution, Triangular distribution, Skewness, Kurtosis.
1. Introducción
La distribución triangular con función de densidad de probabilidad (fdp) igual
a
fX(x | a, m, b) =
2
b − a ×
{
x−a
m−a , a ≤ x < m;
b−x
b−m , m ≤ x ≤ b.
(1)
es útil como una aproximación inicial en situaciones en que no es posible obtener
datos confiables o en situaciones en que se disponen de pocos de ellos. Esta distri-
bución se emplea en economía, donde el interés de estudio se refiere al análisis de
la duración de proyectos económicos usando las siguientes estimaciones: optimista,
pesimista y más probable. La distribución de la forma descrita en (1) ha sido estu-
diada ampliamente por muchos autores. Tempranamente lo hizo Ayyangar (1941);
también existes un amplio estudio de esta distribución entre 1962 y 1999, donde el
enfoque está centrado en el análisis de la metodología PERT (Project Evaluation
and Review Technique) (ver Clark (1962), Grubbs (1962), MacCrimmon & Rya-
vec (1964), Moder & Rodgers (1968), Vãduva (1971), Williams (1992), Keefer &
Bodily (1983), y Johnson (1997) por mencionar algunos). Más aún, una reciente
monografía dada por Kozt & Van Drop (2004) muestra con detalles los trabajos
realizados con la distribución de la forma de (1).
El principal objetivo de las distribuciones Skew es estudiar modelos estadísticos
paramétricos que permitan modelar datos provenientes de distribuciones asimétri-
cas unimodales y bimodales (Elal-Olivero et al. (2009)). Usualmente, el problema
de datos asimétricos ha sido tratado mediante transformaciones de los mismos, de
modo que las observaciones transformadas puedan estudiarse mediante el modelo
normal. Este procedimiento presenta al menos dos inconvenientes: el primero se
relaciona con la determinación de la transformación requerida para obtener nor-
malidad; el segundo, con la interpretación de los resultados obtenidos a partir de
los datos transformados. Estos aspectos muestran con claridad la conveniencia de
disponer modelos que incorporen parámetros en su estructura paramétrica para
modelar lo simétrico de los datos.
Una de las primeras distribuciones asimétricas, denominadas Skew, fue estu-
diada por Azzalini (1985), que presenta una forma de generar distribuciones asimé-
tricas a través de la incorporación de un parámetro de asimetría a distribuciones
simétricas. Particularmente, Azzalini estudia la distribución Skew-Normal, algunas
de sus propiedades son abordadas formalmente en el caso univariado. Mudholkar
& Hutson (2000) presenta otro enfoque para generar distribuciones Skew, denomi-
nado familia Epsilon-Skew-Normal. Una familia más general, denominada Epsilon-
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Skew-Exponencial-Potencia, fue estudiada por Arellano-Valle et al. (2005). Estos
y los subsecuentes trabajos en distribuciones Skew se basan en distribuciones con
soporte infinito. Una importante y reciente referencia en tales modelos aparecen
en el libro editado por Genton (2004). Una de las características que presenta
este tipo de distribuciones, considerada en este trabajo, está que la asimetría es
representada por un parámetro.
Por tanto, en este trabajo, se presenta una reparametrización de la distribución
dada en (1), con el fin de obtener una estructura paramétrica, tal que la asimetría
propia de esta distribución sea caracterizada por un parámetro, y así explicar es-
te modelo a través de un parámetro de localización, escala y asimetría. Estudiar
desde este enfoque la distribución triangular permite mostrar algunas propiedades
básicas; por ejemplo, representación estocástica, momentos y coeficientes de asi-
metría y kurtosis. Además, se llevan a cabo estudios de simulación para investigar
el comportamiento de los parámetros.
Este trabajo está organizado como sigue. En la sección 2, se muestra la repa-
rametrización de la distribución triangular realizada. En la sección 3, se muestra
la representación estocástica para la nueva distribución. En la sección 4, se dan
los momentos de la distribución y, en particular se analizan los coeficientes de asi-
metría y kurtosis. En la sección 5, se obtienen los estimadores de momentos y las
varianzas asintóticas para los parámetros de la distribución. También se realiza un
estudio de simulación. Los comentarios finales son presentados en la sección 6.
2. Una nueva parametrización de la distribución
triangular
Para realizar la reparametrización, consideremos la transformación a = µ −
σ(1 + ε), b = µ + σ(1 + ε) y m = µ en (1), donde los parámetros se definen por, µ
localización, σ escala y ε asimetría. Entonces, podemos redefinir (1):
Definición 1. Si la variable aleatoria X se distribuye de acuerdo con la densidad















, µ < x ≤ µ + σ (1 − ε) .
(2)
entonces X se distribuye triangularmente con parámetros µ, σ y ε, denotado como
X ∼ T (µ, σ, ε), donde µ ∈ R, σ > 0 y |ε| < 1.
Observación 1. (a) El triángulo generado por la densidad dada en (2) presenta
una única moda µ, con base de longitud constante igual a 2σ. (b) Cuando ε = 0,
la densidad dada en (2) es simétrica en torno a µ; además, presenta una base fija
en [µ − σ, µ + σ]. (c) Sea X ∼ T (µ, σ, ε). Si Y = X + σε, entonces















, µ + σε < y ≤ µ + σ.
(3)
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Note que el triángulo generado por fY (y | µ, σ, ε) presenta una base fija en
[µ − σ, µ + σ].
3. Representación estocástica
En esta sección se muestra la representación estocástica de la distribución trian-
gular bajo la reparametrización dada en la sección anterior.
Proposición 1. Sean H e Y variables aleatorias independientes, donde H =
R1−R2, con Ri variables aleatorias independientes de distribución uniforme (0, 1)
para i = 1, 2 y P (Y = −(1 + ε)) = 1+ε2 , P (Y = (1 − ε)) = 1−ε2 . Por tanto, si
W = |H |Y , entonces W ∼ T (0, 1, ε), donde |ε| < 1.
Demostración .
FW (w) = P (W ≤ x)



















































donde f|H|(t) = 2(1 − t), 0 < t < 1. Por tanto, si 0 ≤ −w1+ε < 1, entonces
fW (w) = 1 +
w
1 + ε
Y si 0 < w1−ε < 1, se tiene






1 + w1+ε , −(1 + ε) ≤ w ≤ 0;
1 − w1−ε , 0 < w ≤ 1 − ε.
Haciendo X = µ + σW , se obtiene obtenemos la densidad de (2). Además, es
fácil ver que si Ri ∼ U(0, 1) para i = 1, 2, se tiene que
fR1−R2(u) =
{
1 + u, −1 ≤ u ≤ 0;
1 − u, 0 < u ≤ 1.
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considerando que la distribución de la diferencia de dos variables aleatorias es dada
por fR1−R2(u) =
∫∞
−∞ fR1,R2(u + v, v) dv.
Entonces, se tiene que F|H|(t) = FR1−R2(t) − FR1−R2(−t), lo cual implica que
f|H|(t) = fR1−R2(t) + fR1−R2(−t), 0 < t < 1; por tanto, f|H|(t) = 2(1 − t),
0 < t < 1.
Usando los resultados dados en la proposición 1, se puede desarrollar un algorit-
mo para generar variables aleatorias con distribución de acuerdo con la distribución
triangular. Tal algoritmo es presentado a continuación.
Algoritmo 3.1. Generación de variables aleatorias triangulares.
1. Sean Ri ∼ U(0, 1), ∀i = 1, 2, 3, variables aleatorias independientes.
2. Calcular |H | = |R1 − R2|.
3. Si 0 ≤ R3 ≤ 1+ε2 , entonces Y = −(1 + ε). En otro caso, Y = (1 − ε).
4. Calcular W = |H |Y , con W ∼ T (0, 1, ε).
5. Hacer X = µ + σW con X ∼ T (µ, σ, ε), donde µ y σ son parámetros de
localización y escala, respectivamente.
4. Momentos
4.1. Momentos
La representación estocástica presentada en la proposición 1 permite calcu-
lar de forma simple los momentos de la distribución triangular, considerando la
independencia entre las variables aleatorias |H | e Y .
Proposición 2. Sean W ∼ T (0, 1, ε) y X ∼ T (µ, σ, ε), con X = µ+σW . Entonces
el n-ésimo momento de la variable X es dado por









(−1)i (1 + ε)i+1 + (1 − ε)i+1
(i + 1) (i + 2)
(4)
Demostración . Ya que X ∼ T (µ, σ, ε), con X = µ + σW , se tiene que
E [Xn] = E
[
(µ + σW )
n]
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= (−1)k (1 + ε)k (1 + ε)
2
+ (1 − ε)k (1 − ε)
2
=
(−1)k (1 + ε)k+1 + (1 − ε)k+1
2






(−1)k (1 + ε)k+1 + (1 − ε)k+1
(k + 1) (k + 2)









(−1)i (1 + ε)i+1 + (1 − ε)i+1
(i + 1) (i + 2)
Corolario 1. Sea X ∼ T (µ, σ, ε). Entonces
E[X ] = µ − 2σε
3
(5)






Considerando la biyección existente entre los parámetros (a, b, m) y (µ, σ, ε),
a saber µ = m, σ = (b − a)/2 y ε = (2m − b − a)/2, usando (4) se obtienen los
momentos de la distribución triangular en función de los parámetros (a, b, m).
4.2. Coeficientes de asimetría y kurtosis
Ahora se estudiarán los coeficientes de asimetría y kurtosis de la distribución
triangular en esta nueva reparametrización.










5 (ε2 + 3)
3/2
(7)
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Demostración . Usando el coeficiente estandarizado, se tiene que
√
β1 =
µ3 − 3µ1µ2 + 2µ31
(µ2 − µ21)
3/2
donde µ1, µ2 y µ3 son los tres primeros momentos obtenidos a partir de la ecuación
(4).






Demostración . Usando el coeficiente de kurtosis estandarizado se tiene que
β2 =
µ4 − 4µ1µ3 + 6µ21µ2 − 3µ41
(µ2 − µ21)
2
donde µ1, µ2, µ3 y µ4 son los cuatro primeros momentos obtenidos a partir de la
ecuación (4).
5. Inferencia estadística basada en el método de
momentos
En esta sección se presentarán los estudios inferenciales basados en los mo-
mentos de (2). Para una discusión de los estimadores de máxima verosimilitud se
recomienda ver Van Dorp & Kotz (2002).
5.1. Inferencia para el parámetro de asimetría
Proposición 5. Sea W1, . . . , Wn una muestra aleatoria de la distribución W ∼
T (0, 1, ε), con función de densidad dada por (2), entonces el estimador de momen-






a) ε̂M , es insesgado.
b) ECM(ε̂M ) =
3+ε2
8n , error cuadrático medio.
Demostración . Usando los resultados dados en las ecuaciones (5) y (6) para
W ∼ T (0, 1, ε), se tiene que












3 ε = ε
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5.1.1. Estudio de simulación para el parámetro de asimetría
Ahora se presentan los resultados del estudio de simulación realizado al pará-
metro de asimetría ε. El objetivo principal de este estudio es verificar el compor-
tamiento del estimador de momento para este parámetro.
Se generaron variables aleatorias Skew Triangular usando el algoritmo 3.1, para
ε = −0.9, −0.7, −0.5, −0.3, 0, 0.3, 0.5, 0.7 y 0.9, con µ = 0 y σ = 1 fijos. Todas
las simulaciones son realizadas para cuatro diferentes tamaños muestrales, n = 30,
50, 100 y 200. La tabla 1 presenta la media y las desviaciones estándar para las
estimaciones basadas en 1000 iteraciones.
Tabla 1: Media y desviaciones estándar simuladas para la estimación de ε.
n = 30 n = 50 n = 100 n = 200
ε bεM (SD) bεM (SD) bεM (SD) bεM (SD)
−0.9 −0.898(0.129) −0.903(0.098) −0.899(0.069) −0.898(0.048)
−0.7 −0.699(0.121) −0.699(0.093) −0.700(0.066) −0.700(0.046)
−0.5 −0.497(0.110) −0.501(0.089) −0.497(0.061) −0.499(0.044)
−0.3 −0.298(0.116) −0.301(0.087) −0.300(0.061) −0.299(0.044)
0 0.000(0.113) 0.003(0.086) −0.000(0.061) −0.001(0.042)
0.3 0.297(0.115) 0.296(0.088) 0.300(0.062) 0.301(0.044)
0.5 0.502(0.117) 0.498(0.090) 0.501(0.065) 0.499(0.044)
0.7 0.696(0.121) 0.700(0.095) 0.702(0.068) 0.700(0.047)
0.9 0.903(0.126) 0.902(0.098) 0.903(0.069) 0.900(0.048)
5.2. Inferencia para los tres parámetros
Si X1, . . . , Xn es una muestra aleatoria desde la distribución X ∼ T (µ, σ, ε) con
función de densidad dada en (2), entonces, usando (4), se calculan los tres primeros
momentos poblacionales y se igualan con los tres primeros momentos muestrales
para obtener los estimadores de momentos para los parámetros de localización,
escala y asimetría. Los momentos poblacionales vienen dados por
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De (14), se obtiene obtenemos X, X2, X3 y se igualan con (11), (12) y (13),
respectivamente. Este sistema de ecuaciones (15), es resuelto en función de µ̂M ,
































La distribución asintótica de los momentos se presentan a continuación.
Proposición 6. Sean X1, . . . , Xn una muestra aleatoria para la distribución T (µ, σ, ε).




, k = 1, 2, 3. Si µ6(θ) < ∞ y θ̂M(n) son los















































con E1, E2 y E3 como los tres primeros momentos poblacionales dados en (11),
(12) y (13).
Demostración . La demostración utiliza resultados de la teoría asintótica mos-
tradas por Sen & Singer (1993).
5.2.1. Estudio de simulación para los tres parámetros
Ahora se presentarán varios resultados de simulación para los parámetros de
localización, escala y asimetría. Se generan variables aleatorias triangulares a través
del algoritmo 3.1; los momentos muestrales se calculan usando (14). Debido a la
complejidad del sistema (15), no se puede obtener alguna solución algebraica;
entonces se usa una solución numérica para obtener los estimadores de µ̂M , σ̂M y
ε̂M . El comando fsolve en el software MAPLE ha sido empleado para implementar
este procedimiento, el cual se muestra a continuación.
Algoritmo 5.1. Simulación para los estimadores muestrales de µ, σ y ε.
1. Fijar valores iniciales para los parámetros µ, σ y ε.
2. Generar una muestra aleatoria de tamaño n desde el algoritmo 3.1.
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3. Usando la muestra generada en el paso 2, calcular los momentos muestrales
X, X2 y X3.
4. Calcular µ̂M , σ̂M y ε̂M usando el sistema de ecuaciones (15).
5. Repetir los pasos 2, 3 y 4, al menos 1000 veces.










ε̂i/j, con j = 1000.
La tabla 2 muestra algunos resultados obtenidos de la implementación del
algoritmo descrito en 5.1, que ilustran también las desviaciones estándar de los
estimadores.
Tabla 2: Media y desviaciones estándar simuladas para estimaciones de µ, σ y ε.
n = 100
µ σ ε bµM (SD) bσM (SD) bεM (SD)
10 2 0 9.929(0.402) 1.967(0.136) −0.023(0.169)
15 14.994(0.538) 1.975(0.133) 0.004(0.163)
20 20.974(0.677) 1.983(0.138) −0.002(0.160)
10 3 0 9.986(0.501) 2.982(0.213) −0.003(0.162)
4 9.956(0.626) 3.987(0.269) −0.009(0.170)
5 9.948(0.696) 4.949(0.325) −0.008(0.159)
5 2 0 5.003(0.302) 1.986(0.137) 0.003(0.162)
0.5 4.929(0.319) 1.987(0.146) 0.467(0.192)
−0.5 5.106(0.310) 2.008(0.141) −0.431(0.181)
n = 200
µ σ ε bµM (SD) bσM (SD) bεM (SD)
10 2 0 9.952(0.359) 1.972(0.102) −0.015(0.112)
15 14.989(0.506) 1.990(0.103) 0.001(0.112)
20 19.982(0.657) 1.989(0.104) 0.002(0.112)
10 3 0 10.028(0.419) 2.990(0.157) 0.010(0.112)
4 9.980(0.475) 3.983(0.213) −0.004(0.110)
5 9.945(0.536) 4.973(0.257) −0.010(0.111)
5 2 0 4.995(0.237) 1.982(0.106) 0.000(0.112)
0.5 4.954(0.271) 1.994(0.118) 0.478(0.157)
−0.5 5.043(0.266) 1.993(0.113) −0.475(0.155)
6. Comentarios finales
En este trabajo, se ha considerado un nuevo enfoque para la presentación de
la distribución triangular con los conceptos de distribuciones Skew. Tal represen-
tación de la distribución triangular permite enriquecer aspectos inferenciales y
propiedades de la distribución triangular. El mostrar una representación estocásti-
ca para el modelo en cuestión da ciertas ventajas al llevar a cabo algún estudio de
simulación, ya que la representación estocástica permite la generación de variables
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aleatoria y se suma como una nueva opción al desarrollar estos experimentos. De
los estudios de simulación, se observa que la inferencia realizada por el método de
momentos es muy consistente y sencilla. Además, si X ∼ T (µ, σ, ε), entonces la
transformación Y = X + σε (ver observación 1.b) permite generar una distribu-
ción triangular en que la base del triángulo queda fija y la moda, variable, como
se presenta típicamente en la literatura. Esto ofrece grandes dificultades para el
análisis y estudio.
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