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Abstract 
 Neural plasticity, the ability of neural tissue to adapt to a number of environments, is 
considered a defining characteristic of the brain. However, plasticity is poorly understood at the 
systems level. The exact limits of neural plasticity, which areas can adapt and what functions 
they can perform, have not been well described in the literature. The study of deaf individuals 
represents a unique window into this phenomenon. Areas of the brain that are considered part of 
auditory cortex in a hearing person are still present in deaf individuals. Which functions these 
areas of cortex can perform in a deaf person, and which they cannot, may help us to understand 
the limits of plasticity in these tissues. Chapter 1 reviews the literature on neurological and 
behavioral changes in the deaf as it pertains to visual processing. Chapter 2 describes an optical 
imaging study, which used a peripheral visual attention task and fast optical imaging to examine 
changes in the auditory cortex of deaf individuals. Chapter 3 describes event-related potential 
(ERP) data on changes in an auditory ERP and attention-related components. Finally, Chapter 4 
reviews the findings described above and proposes future directions for this research. 
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Chapter One: Introduction 
1.1  Introduction 
Neural plasticity, the ability of neural tissue to adapt to a variety of environments and 
experiences, is considered a defining characteristic of the brain. Experiences as small as learning 
a new concept, or as dramatic as deafness or blindness, all shape the structure and function of the 
neural tissue. These differences in structure and function can be thought of as the fingerprints of 
experience on the tissue, unique from one individual to the next. 
 This is not to say that the structure of the brain lacks an inherent organization, or follows 
no rules. Brodmann’s detailed dissections of human brains in the early twentieth century 
revealed a highly organized cytoarchitecture to the neural tissue. This organization changed from 
one area to another in patterns consistent across individuals, allowing him to define distinct brain 
regions (Bear et al., 2007, see Figure 1.1). While there were generally considered to be six 
unique cell layers throughout the brain, consisting of different types of neurons or different 
neural parts, depending on the brain regions some of these layers would appear quite different or 
even disappear entirely (Bear et al., 2007). Later research would find what Brodmann’s 
discovery led us to suspect: that Brodmann’s structurally defined regions mapped well onto 
functional areas, which showed that various stimuli and behaviors were processed in separable 
and specific networks of brain regions (Bear et al., 2007). This correlation between structural and 
functional findings suggests that the underlying structures may be highly specialized for 
processing certain functions, and this specialization may limit which functions can be processed 
in those regions. 
 How can these different conceptions of the brain be reconciled? On the one hand it is 
claimed that the brain is by its very nature highly adaptable and flexible. On the other hand, there 
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is evidence that the brain is highly organized on both a cellular and modular level, and that this 
organization is important to function. What fundamental limits does this need for organization 
place on the brain’s ability to adapt? 
 One way to examine this question is by looking at individuals who have had a vastly 
different sensory experience of the world, such as deaf people. What might be expected to 
happen in a deaf person in the regions of the brain typically thought of as auditory cortex?1 One 
possibility is that there would be no differences at all. The brain is made of energetically-
expensive tissue, consuming approximately 20% of the body’s oxygen (Raichle & Gusnard, 
2002) and 60% of its glucose (Berg et al., 2002), despite only totaling 2% of a person’s 
bodyweight on average (Raichle & Gusnard, 2002). It is likely for this reason that any tissue not 
being used experiences atrophy, such that connections to unused areas are trimmed away (Luo & 
O’Leary, 2005) and neurons in those areas die as a result (Ferri et al., 2003). Therefore, if the 
brain had a low adaptability, and auditory areas were only capable of processing auditory 
information, it would be expected that auditory brain areas to simply atrophy in a deaf person. 
Instead, there is little to no atrophy of primary or secondary auditory cortex in deaf people 
(Penhune et al., 2003). 
This indicates that these brain areas are indeed active in the deaf, but in what way? If 
these areas have a structure specific to processing auditory stimuli, what other functions could 
they serve when those inputs are not available? An examination of the various behavioral and 
neuroimaging studies in deaf humans suggests that deaf people are able to process a narrow 
                                                 
1 Because much of the research on this topic includes individuals who were born deaf, determining the appropriate 
vocabulary becomes difficult. Does it make any sense to call these areas auditory cortex if the participant has never 
had any auditory experience? But what then should we call it? For the purposes of this document, any reference in a 
deaf person to auditory cortex, auditory brain areas, or primary or secondary auditory areas, can be assumed to mean 
“those areas which would be referred to as auditory in a hearing person,” shortened for purposes of brevity. 
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range of certain visual stimuli in auditory cortex. This processing of information from one 
sensory modality, in a brain area typically adapted to process another sensory modality, is 
referred to as cross-modal plasticity. 
1.2  Defining Cross-Modal Plasticity in Humans 
 If one were to be particularly strict in defining cross-modal plasticity, one might wish to 
identify individual neurons that were wired to process only one type of sensory information and 
now, in the absence of those inputs, have gained inputs from other sensory modalities. However, 
because of the limitations of non-invasive human neuroimaging techniques, it is currently not 
possible to determine in an alive, behaving human exactly which neurons are processing which 
information. Of the non-invasive neuroimaging techniques, functional magnetic resonance 
imaging (fMRI) is among the best in spatial resolution, able to parse brain images into voxels 
(volumetric pixels) that are just a few cubic millimeters in size. Even this high resolution still 
encompasses thousands of neurons (Logothetis, 2008). Therefore, in trying to examine this 
problem in humans, it is necessary to define cross-modal plasticity at the systems level rather 
than at the level of individual neurons. In a deaf person cross-modal plasticity would be defined 
as activation of auditory brain areas during visual tasks2. With this definition, however, it is quite 
possible that there may be individual visually-sensitive neurons in these auditory areas in hearing 
people as well. Therefore, comparison of deaf participants to normal-hearing controls is critical 
in demonstrating that deaf participants’ brains do in fact differ from the typical processing seen 
in hearing people. 
 
                                                 
2 Looking at visual changes in the deaf is just one aspect of cross-modal plasticity. There is also evidence that deaf 
participants show changes in their somatosensory processing (e.g., Karns et al. 2012), but for the purposes of this 
document we will focus only on visual changes. 
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1.3  Non-invasive Human Neuroimaging Techniques 
 As previously stated, there are a number of non-invasive human neuroimaging techniques 
that can be used to examine this question, and it is critical to understand how these imaging 
techniques work in order to appropriately interpret the results. 
1.3.1 fMRI 
One of the most common human neuroimaging methods is functional magnetic resonance 
imaging (fMRI). fMRI indirectly measures brain activity by measuring hemodynamic changes, 
(i.e., changes in blood flow) in brain areas where electrical activity occurs. This change in blood 
flow can be measured by differences in the magnetic properties of the tissue associated with a 
change in the concentration of oxy and deoxyhemoglobin (Heeger & Ress, 2002). The machine 
can measure these changes in millimeter thick “slices”, in axial, coronal, and sagittal 
arrangement, and therefore probe any area of the brain in 3D space (Aine, 1995). Because it 
takes a few seconds for this hemodynamics response to begin, hemodynamic methods are 
fundamentally limited to a temporal resolution on the order of seconds (Aine, 1995). The spatial 
resolution, on the other hand, is quite high, on the scale of a few millimeters (Gervain et al., 
2011; Heeger & Ress, 2002). This can allow researchers to localize responses to anatomical 
landmarks of the brain, such as the various gyri and sulci on the surface of the cortex. 
1.3.2 fNIRS 
Also measuring the hemodynamic response is functional near-infrared spectroscopy 
(fNIRS), which projects two wavelengths of light into the cortex via fiber optic cables (Gervain 
et al., 2011; Gratton & Fabiani, 2012). This light is absorbed differentially by oxy and 
deoxyhemoglobin, and just as in fMRI this signal can then be used to infer brain activity 
(Gervain et al., 2011; Gratton & Fabiani, 2012). The temporal resolution is limited as is the case 
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in any hemodynamic measurement, and the spatial resolution for fNIRS is slightly less than that 
of fMRI at 1-2cm (Gervain et al., 2011; Gratton & Fabiani, 2012). One advantage it has over 
fMRI, however, is that it is less sensitive to movement artifacts. A related technique, the event-
related optical signal (EROS) will be described in Chapter 2. 
1.3.3 EEG 
 Electroencephalography (EEG) directly measures electrical activity in the brain by 
looking at electrical voltage changes on the scalp, generated by the synchronous depolarization 
(or hyper polarization) of large groups of neurons (Fabiani et al., 2007; Luck, 2005). Event-
related potentials (ERPs) look at changes in the EEG waveform time-locked to the presentation 
of a stimulus and summed across many trials to separate the signal from the noise (Fabiani et al. 
2007; Luck, 2005). The temporal resolution of the technique is on the level of milliseconds, 
which can allow researchers to answer interesting questions about the timing of activity. The 
spatial resolution, however, is not nearly as high as that of fMRI (Fabiani et al. 2007; Luck, 
2005). 
1.3.4 MEG 
Like EEG, magnetoencephalography (MEG) directly measures the electrical activity of 
the brain by detecting the magnetic fields produced by active neurons (Gratton & Fabiani, 2012). 
MEG also has a temporal resolution on the order of milliseconds, and has a slightly better spatial 
resolution than EEG on the level of a few centimeters (Gratton & Fabiani, 2012). 
1.4.  Neuroimaging Evidence of Visual Cross-Modal Plasticity in the Deaf 
 With these techniques, a number of experiments have been conducted to look for 
activation of auditory brain areas in deaf participants associated with presentation of visual 
stimuli. Bavelier and coll. (2001) examined visual motion processing in deaf signers of 
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American Sign Language (ASL), hearing non-signers, and hearing signers of ASL. Participants 
were presented with moving dot displays and performed a motion discrimination task. In 
addition to several changes in motion processing pathways, Bavelier and colleagues reported that 
deafness resulted in enhanced recruitment of the posterior superior temporal sulcus (pSTS). This 
effect was not observed in hearing signers, suggesting that it was driven by deafness rather than 
sign language use.  
Finney and coll. (2001) also presented deaf and hearing adults with moving dot stimuli, 
asking them to attend to the displays in order to detect brief changes in luminance (see Figure 1.2 
A). They defined auditory regions-of-interest (ROIs) by presenting the hearing adults with 
musical stimuli. The resulting ROIs were located in Brodmann areas (BA) 41, 42, and 22 
bilaterally, representing primary auditory cortex and secondary auditory cortex/auditory 
association cortex, respectively. In the case of visual stimulation, they found higher activation in 
deaf than in hearing adults within these ROIs, but only in the right hemisphere (RH; see Figure 
1.2 B). Fine and coll. (2005) replicated this and showed that the effect was due to deafness, and 
not sign language use, by including a group of hearing signers. A subsequent study from the 
same group used MEG to ask, with increased temporal resolution, whether this cross-modal 
recruitment of auditory areas by visual inputs reflected early sensory processing or later 
attentional effects (Finney et al., 2003). They reported recruitment of core auditory areas (BA 
41/42) in the RH within 100 to 400 ms of stimulus presentation (see Figure 1.3). This timing led 
them to suggest that the activation likely reflected early sensory processing, possibly via direct 
connections from the visual thalamus to auditory cortex. It is possible, however, that top-down 
effects could be visible at this time if participants engaged in preparatory activation of those 
areas before stimulus presentation. 
7 
 
Sadato and coll. (2005) compared the cortical responses of deaf and hearing adults to 
various types of linguistic and non-linguistic visual stimuli. Linguistic stimuli (signs and mouth 
movements) resulted in enhanced recruitment of the left planum temporale (PT) in deaf signers. 
Moving dot stimuli led to enhanced recruitment of the superior temporal gyrus (STG) of the RH. 
Vachon and coll. (2013) asked deaf and hearing adults to attend to moving dots and 
perform either a form-from-motion task (designed to recruit the ventral “what” processing 
stream) or a motion direction discrimination task (designed to recruit the dorsal “where” stream). 
For both tasks, deaf adults recruited auditory association areas (BA21/22) more than the hearing 
controls. They concluded that cross-modal recruitment of core auditory or auditory association 
areas by visual inputs was not necessarily restricted to the dorsal visual pathway. 
Scott and coll. (2014) presented participants with flickering visual stimuli in the 
perifovea and periphery, and found that deaf participants recruited Heschl’s gyrus (HG), superior 
temporal areas, and the posterior parietal cortex (PPC). These effects were greater for peripheral 
than for perifoveal stimulation. No such activity was observed in the hearing participants. 
Dewey and Hartley (2015) reported an fNIRS study where deaf and hearing adults were 
presented with coherent motion in the periphery. Only deaf participants showed significant 
increases in recruitment of a RH auditory ROI consisting of HG and the STG. 
Almeida and coll. (2015) created a bilateral auditory ROI by using a functional localizer 
in hearing participants, consisting of white noise. This ROI included BA 22, 41, and 42. Voxel-
pattern analysis of the fMRI data showed that activity in this ROI could be used for above-
chance prediction of the left-right location of a visual checkerboard pattern, but only in the deaf 
participants. In addition, the pattern of activation within the RH could be used to decode whether 
the stimulus was presented in central or in peripheral vision. 
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Together this literature suggests that in deaf participants the RH temporal cortices gain 
access to information from the visual modality and participate in the processing of visual stimuli. 
Given this change in neural organization, one might expect deafness to be accompanied by 
behavioral changes in visual processing. 
1.5.  Behavioral Evidence of Visual Cross-Modal Plasticity in the Deaf 
1.5.1 Sign language and deafness 
 One important factor that must be considered when studying deaf populations is that, in 
addition to being a unique population in terms of their sensory experience, they also represent a 
linguistically unique population. Approximately 90% of deaf children are born to hearing parents 
(Mitchell & Karchmer, 2004), leading to widely varied methods of communication and ages of 
first language acquisition among the deaf population (Snoddon, 2008). Oral methods focus 
primarily on speech training and lip reading. Many of these programs discourage or even forbid 
the use of American Sign Language (ASL), believing for various reasons that ASL use may 
hinder the ability to learn spoken English (Newport, 1990; Snoddon, 2008). However, studies 
have shown that exposure to spoken English alone may lead to language delays in deaf children 
if they are not given effective aural rehabilitation early in development (Emmorey, 2002; 
Kuntze, 1998). Conversely, deaf children who learn ASL early in life (usually because they have 
deaf parents) develop language normally, along the same trajectory as hearing children learning 
spoken English (Anderson, 2006; Morford & Mayberry, 2000; Newport & Meier, 1985; Petitto, 
2000; Schick, 2003; Singleton et al. 1998). This normal language development of ASL is also 
possible if the child’s parents are hearing non-signers, as long as the child is exposed to ASL 
early in development (Singleton et al., 1998). Deaf children who learn ASL typically have better 
English literacy skills than their non-signing deaf peers (Anderson, 2006; Kuntze, 1998; 
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Mayberry & Eichen, 1991; Newport, 1990; Preisler, Tvingstedt, & Ahlstrom, 2002; Strong & 
Prinz, 1997, Strong & Prinz, 2000). Both age of ASL acquisition and fluency of ASL use 
modulate this effect on literacy (Anderson, 2006; Mayberry & Eichen, 1991; Strong & Prinz, 
1997, Strong & Prinz, 2000). 
This suggests that studies of deaf individuals that do not control for language access may 
be introducing confounds related to language delays. Dye and Bavelier (2010) explored this 
possibility in a review, and concluded that studies not controlling for age of exposure to a natural 
signed language often find visual deficits across a wide array of measures. However, studies that 
test only native signers, or separate them from non-native signers, often find enhancements in the 
deaf population in specific visual functions. Therefore, while culturally Deaf native signers are 
not representative of the deaf population as a whole, they may be more representative of the true 
effects of deafness on visual function in the absence of language delay. For this reason, it is 
important that studies examining the effects of deafness control for language abilities. Unless 
otherwise specified, all studies described in the sections below selected for deaf signers (though 
some had stricter criteria than others for determining what constitutes adequate sign language 
use). 
1.5.2  Peripheral visual processing 
 Deaf individuals have consistently demonstrated better task performance when targets are 
presented in peripheral visual areas as compared to hearing controls. This difference appears in a 
number of different tasks, including those testing distractor processing, motion processing, 
localization, and use of cues. 
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1.5.2.1 Distractor processing 
 In 1995, Lavie demonstrated a seemingly paradoxical effect whereby the more difficult a 
task was, the less likely it was that a participant would show any noticeable effect of distractors. 
If the difficulty was high enough, participant performance was the same in conditions with and 
without distractors (Lavie, 1995). Lavie and Cox (1997) would go on to show that this was also 
true in a visual search paradigm, whereby easy search tasks were heavily impeded by distractors, 
but difficult search tasks were not. The more attentionally-demanding the stimulus (described as 
attentional load), the less attention would be left over and available to process distractors (Lavie, 
1995; Lavie & Cox, 1997). Beck and Lavie (2005) showed that, when doing a central task, 
distraction was greater if the distractors were placed nearer to the center than to the periphery. 
This indicated that the attentional load effect on distractor processing was not equal across the 
visual field (Beck & Lavie, 2005). If attentional load in the task decreases the amount of 
attention available to process distractors, then the level of attentional load required to suppress 
distractor processing can be used as a proxy for the relative amount of attentional resources 
dedicated to the distractor location. Therefore, as more attentional load is required to suppress 
distractor processing in the center than is required in the periphery, they concluded that there are 
more attentional resources dedicated to the central visual field than the peripheral (Beck & 
Lavie, 2005). This creates a paradigm in which poorer performance on a task can be related to 
more distractor processing, and therefore attribute this poorer performance, counter-intuitively, 
to more attention at the distractor location (Beck & Lavie, 2005). 
Proksch and Bavelier (2002) used a similar paradigm to test how deaf individuals spread 
their attention across the visual field. They presented hearing non-signers, hearing signers, and 
deaf signers with shape targets (e.g., find a square) in one of six possible perifoveal locations. 
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Load was increased or decreased by having more or fewer non-target shapes presented in the 
remaining locations (Proksch & Bavelier, 2002). Distractors then appeared either directly next to 
fixation, or in the periphery (further from fixation than the target locations), corrected for cortical 
magnification (see Figure 1.4 A). They then calculated the effect distractors had on performance 
by subtracting the reaction times in trials where the distractor was compatible with the target 
from reactions times when the distractor was incompatible. The less processing of the distractor, 
the smaller the difference between the two would be, as compatibility or incompatibility of an 
unprocessed distractor would not matter. In hearing participants, both signers and non-signers, 
they found that the difference between compatible and incompatible trials was much larger for 
the central than peripheral distractors (replicating Beck and Lavie, 2005). For deaf participants, 
however, the exact opposite was true (Proksch & Bavelier, 2002). Not only were they more 
impaired by peripheral distractors than the hearing participants, but they were also more 
impaired by peripheral distractors than by central distractors. This indicates that they give more 
attention to items in the periphery relative to hearing participants, and even more attention to 
items presented in the periphery than to those presented in the center (see Figure 1.4 B). That 
hearing signers most closely resembled hearing non-signers, and not deaf participants, suggests 
that this is an effect of deafness and not sign language use. Similarly, Dye and coll. (2007) and 
Sladen and coll. (2005) both found that deaf individuals showed much slower processing when 
presented with peripheral distractors than did hearing controls, indicating that deaf individuals 
dedicate more attention to peripheral areas than hearing individuals do.  
1.5.2.2 Motion processing 
 Another aspect of visual processing that deaf individuals excel at is motion detection, 
particularly in the periphery. A number of studies have demonstrated that deaf individuals have 
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lower thresholds for detecting motion in a stochastic motion task (Bosworth & Dobkins, 1999; 
Bosworth & Dobkins, 2002a; Bosworth & Dobkins, 2002b; Brozinsky & Bavelier, 2004). These 
tasks involve a display with moving dots, in which a certain percentage of the dots move 
randomly and a certain percentage move in a coherent fashion (all in one direction). Deaf 
individuals require a smaller percentage of coherence to detect the motion, but only in the 
periphery (Bosworth & Dobkins, 1999; Bosworth & Dobkins, 2002b). This difference does not 
appear when central and peripheral targets are tested separately, (Bosworth & Dobkins, 2002a; 
Brozinsky & Bavelier, 2004) indicating that introducing higher attentional demands may be 
necessary reveal this difference. Hearing signers did not show this effect, indicating that the 
effect is likely due to deafness and not sign language use (Bosworth & Dobkins, 2002b). 
Stevens and Neville (2006) found no motion sensitivity differences between the deaf and 
hearing participants in the center of the visual field, and concluded that this was not due to a 
ceiling effect. They did find, however, that deaf participants detected motion changes further out 
into the peripheral visual field (Stevens & Neville, 2006). Buckley and coll. (2010)3 used 
Goldmann kinetic perimetry4 to similarly find that deaf participants had larger visual fields for 
both the center and the periphery, accessing information presented at further distances from 
fixation than the hearing participants. 
Hauthal and coll. (2013) presented two patches of moving dots in the periphery, one to 
the left and the other to the right of fixation. On any given trial, dots in either the left or right 
patch would move diagonally upwards at an angle, whereas the dots in the patch on the other 
side would move horizontally. Participants had to determine which patch had moved diagonally. 
                                                 
3 Three of the deaf participants included in this study had no sign language experience, and a number of others did 
not learn sign language until later in life. 
4 For an explanation of the technique see Nowomiejska, et al. (2005) 
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Difficulty was modulated by changing the angle of motion, with smaller angular differences 
from horizontal representing a more difficult discrimination. They showed that deaf participants 
were faster and more accurate at determining which (left or right) was moving upwards, but this 
difference appeared only at the smallest angles; the most attentionally-demanding conditions. 
1.5.2.3 Localization and selection 
 Deaf participants are also better at localizing and selecting objects in the periphery. The 
Useful Field of View (UFOV) is a task in which participants are asked to perform concurrently a 
central two-point discrimination task and a peripheral localization task (see Figure 1.5; Dye et 
al., 2009). The central task serves to keep participants fixating on the center of the screen. This 
ensures that the secondary stimuli were truly presented to the participant’s periphery. Deaf 
participants required significantly lower presentation times to select the object location from 
among distractors compared to hearing controls, without the central task suffering. This effect 
was due to deafness, not signing, as hearing signers did not show the effect and deaf non-signers 
did. Critically, this effect was only seen when distractors were present, again illustrating that 
attentionally-demanding conditions may be required to reveal differences between the deaf and 
hearing. 
 A similar example comes from a shape discrimination task, in which deaf participants 
were not any better than hearing participants at discriminating shape in the center of the visual 
field (Bottari et al., 2010). Deaf participants were equally as good at discriminating the shape in 
the periphery as they were at center. This is in contrast to hearing controls who suffered a large 
cost when attempting the task in the periphery, performing much worse than they did at center.  
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1.5.2.4. Use of cues 
 Visual experiments often use cues to help direct a participant’s attention to a spatial 
location where the target will appear. In some cases, they may use an invalid cue to see how the 
participant is able to shift attention after the realization that the cue is inaccurate. While some 
studies show an equal cost of invalid cueing for deaf and hearing groups (Chen et al., 2006), 
others find that deaf participants are able to reorient their attention to the correct location faster 
(Colmenero et al., 2004; Parasnis & Samar, 1985). It should also be noted that Chen and coll. 
(2006) did not describe the language use of their participants. It is possible that their 
contradictory results therefore stem from including deaf non-signers. 
1.5.3. Basic psychophysical differences 
 Many of the studies described above failed to find differences between deaf and hearing 
participants on central tasks, and sometimes failed to find differences in the periphery as well if 
the task was not attentionally-demanding. A number of researchers have explored possible 
differences between deaf and hearing individuals on simpler tasks and found little evidence of 
change. Deaf individuals do not have better shape discrimination (Bottari et al., 2010) and are 
not able to attend to more items at a time than hearing individuals (Hauser et al., 2007). 
Similarly, deaf and hearing individuals do not differ in their sensory thresholds when the location 
and timing of the stimulus is known (Bosworth & Dobkins, 1999; Bosworth & Dobkins, 2002a; 
Brozinsky & Bavelier, 2004; Finney & Dobkins, 2000). While some studies do find central task 
differences (Stivalet et al.,1998), most research shows no change in the central visual field (Dye 
& Bavelier, 2010). This makes it unlikely that basic psychophysical differences could account 
for the superior performance of deaf participants and suggests that the differences observed in 
other studies are more likely due to attentional enhancement or other top-down factors. 
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1.6. Task Specificity 
 The experiments described above seem to converge on the finding that deaf participants 
show peripheral visual changes under attentionally-demanding conditions, but not central 
changes. The exact reasons for this are not clear, but there are a number of possibilities. 
1.6.1 Diminishing returns in central vision 
The simplest explanation is that participants have reached a sort of physiological ceiling 
on central tasks. In the modified UFOV experiment that will be described in Chapter 2, many 
participants, both deaf and hearing, completed a central task with a threshold of a single frame on 
the computer monitor (16.6 ms; Seymour et al., 2016). Perhaps a faster refresh rate on the 
monitor would have revealed a difference between the groups. It is, however, also possible that 
the information acquired in the fovea is so detailed that the human visual system has hit a point 
of diminishing returns, where adding more processing power to acquire more detail does not 
make a meaningful difference in behavior. Given that the system can respond to a central target 
with only 16.6 ms of presentation time, it might take large amounts of resources to shave even a 
few milliseconds off that time, which may not be behaviorally relevant. Basic central tasks where 
participants are looking directly at the target may simply be too easy, with little or no room for 
improvement. 
1.6.2 Separate visual systems 
 It is also possible that the peripheral bias could be attributed to physiological differences 
in the types of cells that process central and peripheral visual information. Vision is typically 
portrayed as a single function, but starting in the retina there is a separation of the visual stream 
into the parvocellular and magnocellular pathways. The parvocellular pathway consists of cells 
with high spatial acuity and color-sensitivity, by virtue of projecting from retinal ganglion cells 
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that often connect to a single cone (Bear et al. 2007). This high acuity and color-sensitivity is 
characteristic of central foveal vision (Goldstein, 2010). The magnocellular pathway, on the 
other hand, consists of ganglion cells that connect to many rods and cones (Bear et al.2007). This 
causes a loss of spatial resolution and color-sensitivity, but increases the sensitivity to light. 
Heightened light sensitivity with lower spatial resolution is characteristic of peripheral vision 
(Goldstein, 2010). This separation is continued up through cortex, in which the dorsal “where” 
stream gets its input predominantly from magnocellular projections and the ventral “what” 
stream is dominated by parvocellular projections (Bear et al., 2007). That these two types of 
information are kept separate and are processed by different cell types suggests that they could 
be considered as (at least partially) independent systems. This leaves open the possibility that 
one system is more subject to environmental influence than the other. The magnocellular/dorsal 
pathway may, by virtue of its differing cytoarchitecture, be more plastic. That the two systems 
could differ in their plasticity does not explain why specifically the magnocellular/dorsal 
pathway would be the more plastic of the two. 
1.6.3 Mixture of Experts Architecture 
Another explanation relies on considering the properties of auditory cortex, rather than 
those of the visual pathways. As deaf participants are not receiving auditory inputs to auditory 
cortex, this represents an available neural resource for additional processing power. Where then 
could such power be allocated? 
Pascual-Leone and Hamilton (2001) note a trend in blindness research that recruitment of 
primary visual cortex in the blind is also highly task-specific, just like in deafness. They propose 
a theory referred to as “mixture of experts architecture” (a term borrowed from Jacobs, 1999), 
which would suggest that so-called sensory brain areas are actually biased to perform certain 
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types of tasks, rather than to necessarily accept inputs from a certain sensory modality. When 
one sensory modality clearly provides the best information for performing the task, that modality 
will out-compete other inputs and come to dominate that region of cortex, giving the appearance 
of a unimodal brain area. When those inputs are eliminated, other sensory modalities will be able 
to utilize the area for processing, but only in the specific task that area is adapted to. If this is 
true, then the task-specific functions of so-called auditory areas would dictate which visual tasks 
could be aided by their recruitment. 
Auditory association areas have been reported to perform the computations required for 
auditory object localization (Ahveninen et al., 2013; Hirnstein et al., 2013; Rauschecker & Tian, 
2000). In the absence of auditory inputs, these auditory association areas may perform the same 
computational function of localization using only visual afferents (Kok et al. 2014; Lomber et 
al., 2010; Meredith et al., 2011). It is possible that in a deaf participant there could be a 
proliferation of visual synaptic projections in auditory areas, unhindered by competing auditory 
inputs. 
Most typically, if someone is looking directly at a target, that is as a result of having 
already localized it and selected it from distractors in the periphery. In the lab stimuli may be 
presented unexpectedly to participants directly where they are already looking, but in a typical 
environment the likelihood that a desired object appears exactly in the area represented by the 
fovea, without any peripheral detection of it, is quite small. Increased processing power for 
object localization and selection would therefore be more useful for peripheral objects than 
central ones. As such, auditory association areas may already be quite specific to peripheral 
localization and selection tasks (Ahveninen et al., 2013; Hirnstein et al., 2013; Rauschecker & 
Tian, 2000), and may be biased towards accepting visual inputs that perform similar functions. 
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1.6.4 Behavioral compensation 
A possible behavioral explanation is that without auditory input deaf participants need 
extra attention in the periphery. While vision or sound alone may help us to detect and localize 
objects in the periphery, having both auditory and visual cues combined increases the accuracy 
of peripheral localization (Odegaard et al., 2015). Deaf people might compensate for a lack of 
auditory cues by increasing their attention to the peripheral visual field. A strategy5 like this 
could result in a cost to performance on central tasks. If attention is assumed to be a limited 
resource, then shifting attention to the periphery would be a zero-sum game where it is shifted 
away from the center. However, no such cost is evident in the behavioral experiments reviewed 
above (Bottari et al., 2010). This lack of cost may be best explained by the neuroimaging results 
suggesting that deaf participants may be able to utilize auditory brain areas for visual processing. 
If additional neural resources are available, then adding attention to the periphery could be done 
without cost. If the loss of auditory cues is most impactful on performance in the periphery, then 
it follows that additional resources would be devoted mainly to the periphery when possible. 
1.6.5 A combined approach 
None of these explanations are mutually exclusive. It is possible that a behavioral need 
for compensation in peripheral vision drives a rewiring of the magnocellular pathway into any 
additional neural resource that is available and compatible with such information. Central vision, 
being not particularly affected by the addition or subtraction of auditory information, may not 
create the same demand for cortical representation, and simultaneously may not be compatible 
with the available auditory association areas in the first place. 
 
                                                 
5 The use of the word strategy here is not meant to imply that this attentional shift is intentional or a conscious 
choice for the participant. 
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1.7. Conclusion 
 Behavioral evidence suggests that deaf people out-perform their hearing peers on a small 
subset of visual tasks, particularly those that are attentionally-demanding and in the periphery. 
This is revealed both by enhanced performance on these tasks and by increased sensitivity to 
distractors in the periphery. Neuroimaging studies using these tasks have revealed that deaf 
people, under certain conditions, will show activation of auditory brain areas during visual 
processing. This activation appears most commonly in the right hemisphere in posterior temporal 
cortex. 
The exact relationship between the increased behavioral performance and the increased 
activation of auditory brain areas is unclear. Does the activation of these areas aid in peripheral 
localization and explain the behavioral performance? Or do deaf participants perform better on 
peripheral localization tasks, which therefore activates any localization area? Could this 
activation in auditory cortex occur downstream with respect to the brain area(s) where the group 
difference originated? Are the changes in brain activity and behavioral performance linked? In 
the current literature, the answers to these questions are unclear. Many neuroimaging tasks are 
purposefully simplified, so that they can be completed during scanning with minimal motion and 
so that many trials of the same type can be summed together to increase the signal-to-noise ratio. 
This simplification often reduces behavioral differences below statistical significance. In fact, 
many researchers purposely hope to equate behavioral performance during scanning, so that 
brain imaging differences cannot be attributed to the effects of different performance levels and 
instead are more likely due to the experimental manipulation or group membership. This makes 
connecting these behavioral and brain responses complicated. 
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One way around this is to have a separate behavioral task performed outside the scanning 
environment, allowing experimenters to get the best of both worlds: a behavioral performance 
measure that should differ between groups and brain imaging data collected with minimal 
extraneous differences between groups. In the following chapter a study is reported that uses 
exactly this approach, and is among the first to demonstrate in deaf participants a correlation 
between the neuroimaging results and a behavioral performance measure collected outside the 
scanning environment. 
 A task known to produce behavioral differences in deaf and hearing adults, called the 
Useful Field of View task, was presented to deaf and hearing participants and their behavioral 
thresholds were measured. The task was then presented to participants again at a fixed 
presentation rate, designed to eliminate behavioral differences, while EROS and EEG data were 
concurrently recorded. In Chapter 2 a paper is presented that describes the behavioral and optical 
imaging results of this study. In Chapter 3 EEG results from this same experiment are used to 
explore potential ERP signatures of cross-modal plasticity. In Chapter 4 the work is summarized 
and directions for future work are proposed. 
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1.8.  Figures 
 
Figure 1.1 Brodmann’s cytoarchitectural map of human cerebral cortex (Bear et al., 2007). 
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Figure 1.2 The stimuli used (A) and neuroimaging results (B) from Finney and coll. (2001). The 
dotted circles in A indicate where participants were supposed to attend in each condition. B 
shows in green the auditory ROI determined by presenting auditory stimuli to the hearing 
participants. Red indicates areas where greater activation occurred for deaf participants than 
hearing in the attend-motion condition 
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Figure 1.3 Results from Finney and coll. (2003). Image shows the standardized distributed 
source activity averaged across 100-400 ms and across trial types. 
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Figure 1.4 Stimuli (A) and results (B) from Proksch and Bavelier (2002). Stimuli shown are 
examples of the four possible load conditions and two possible distractor conditions. The graph 
shows the difference in reaction time between compatible and incompatible distractors, separated 
by central and peripheral condition and by group. 
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Figure 1.5 Stimuli used in the Useful Field of View Task (Dye et al., 2009). 
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Chapter Two: Reorganization of neural systems mediating peripheral visual selective attention in 
the deaf: An optical imaging study6 
2.1. Introduction 
Neuroplasticity is the brain’s ability to adapt, both structurally and functionally, to unique 
environmental situations. This is a defining characteristic of neural systems, but one that is also 
poorly understood at the systems level. One approach to characterizing experience-dependent 
neuroplasticity is to consider differences between individuals with typical sensory experience 
and those who are missing certain sensory inputs, such as deaf or blind individuals. Specifically, 
it is possible that different input modalities (such as sight and hearing) might compete for the 
recruitment of some brain regions that are not exceedingly specialized, such as secondary 
sensory areas. In this case, the chronic absence of input from one of these modalities might 
modify the most commonly observed balance between the competing modalities. For instance, in 
the absence of hearing, an area that is commonly recruited during auditory processing may 
instead be recruited during visual processing. This might provide a processing advantage in the 
spared modality for people in whom input from another modality is lost (e.g., an advantage in 
auditory processing for blind individuals, or in visual processing for deaf individuals; see 
Frasnelli and coll. (2011) for a review of behavioral changes associated with sensory loss). Thus, 
by determining how neural systems reorganize in the face of sensory deprivation, researchers can 
explore the structural, functional, and temporal limits of experience-dependent plasticity. In the 
current study we focus on the possibility that recruitment of brain areas, typically used by 
hearing individuals to process auditory information, might be correlated in deaf individuals with 
an advantage during the performance of a visual task.  
                                                 
6 This work was accepted for publication to Hearing Research (Seymour, et al. 2016). 
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Many studies have reported enhanced visual task performance in deaf individuals, with 
the majority of these studies employing either attention-demanding tasks in which stimuli are 
presented in the visual periphery (Buckley et al., 2010; Codina et al., 2011; Dye, et al., 2009; 
Proksch & Bavelier, 2002; Stevens & Neville, 2006) or tasks that involve processing of visual 
motion in the periphery (Armstrong et al., 2002; Bosworth & Dobkins, 2002ab; Bosworth et al., 
2013; Hauthal et al., 2013). This suggests that this experience-dependent processing advantage 
only occurs for certain specialized tasks. Deaf individuals are also more distracted by peripheral 
distractors when attending to the central visual field than by central distractors when attending to 
the peripheral visual field, while the opposite pattern is observed in hearing individuals (Dye et 
al., 2007; Proksch & Bavelier, 2002; Rothpletz et al., 2003; Sladen et al., 2005; for recent 
reviews of changes in visual functions in deaf individuals see Dye and Bavelier (2013) and 
Pavani and Bottari (2011)). In contrast to these changes for attention-demanding tasks with 
peripheral stimuli, deaf and hearing individuals do not appear to differ in their basic visual 
sensory thresholds on tasks such as motion detection and contrast sensitivity (Bosworth & 
Dobkins, 1999; Bosworth & Dobkins, 2002a; Brozinsky, & Bavelier, 2004; Finney & Dobkins, 
2000). Finally, by comparing deaf signers and non-signers to hearing signers and non-signers, 
several studies have shown that these specific enhancements in visual function are likely due to 
deafness and not the use of visual-gestural languages such as American Sign Language (ASL; 
Bavelier et al., 2001; Bosworth & Dobkins, 2002ab; Dye et al., 2009; Neville & Lawson, 1987b), 
which might have been hypothesized to engage and sensitize peripheral visual attention. 
In parallel to this behavioral work, several neuroimaging studies have compared cortical 
recruitment in deaf and hearing adults during tasks that require processing of non-linguistic 
visual stimuli. Many of these studies have reported differential activation of cortical areas 
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normally considered to be auditory or auditory association areas. In one of the earliest such 
studies, Bavelier and coll. (2001) examined visual motion processing in deaf signers of ASL, 
hearing non-signers, and hearing signers of ASL. In addition to several changes in motion 
processing pathways, they reported that deafness resulted in enhanced recruitment of posterior 
superior temporal sulcus (pSTS) during a motion discrimination task performed while observing 
moving dot displays. This effect was not observed in hearing signers, suggesting that it was 
driven by deafness, and might have been the result of increased innervation of multisensory 
association areas in the absence of competing auditory inputs. Finney and coll. (2001) also 
presented deaf and hearing adults with moving dot stimuli, asking them to attend to the displays 
in order to detect brief changes in luminance. They defined auditory regions of interest (ROIs) by 
presenting the hearing adults with musical stimuli. The resulting ROIs were located in BA 22, 
41, and 42 bilaterally, representing primary auditory and auditory association cortices. They 
restricted their analysis of subsequent visually-evoked cortical responses to these auditory ROIs, 
reporting that visual motion stimuli activated all these areas more in deaf than in hearing adults, 
with the effect observed only in the right hemisphere (RH). A subsequent study from the same 
group used magnetoencephalography (MEG) to ask, with increased temporal resolution, whether 
this cross-modal recruitment of auditory areas by visual inputs reflected early sensory processing 
or later attentional (top-down) effects (Finney et al., 2003). They reported recruitment of core 
auditory areas (BA 41/42) in the RH within 100 to 400 ms of stimulus presentation, leading them 
to suggest that the cross-modal activation reflected early sensory processing, possibly via direct 
connections from the visual thalamus to auditory cortex. 
A study by Sadato and coll. (2005) compared the cortical responses of deaf and hearing 
adults to various types of linguistic and non-linguistic visual stimuli. Whereas sign language 
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stimuli resulted in enhanced recruitment of the left planum temporale (PT) in deaf signers, 
moving dot stimuli led to enhanced recruitment of the PT in the superior temporal gyrus of the 
RH. Fine and coll. (2005) employed a luminance change detection task while deaf and hearing 
participants observed moving dot stimuli during functional magnetic resonance imaging (fMRI). 
They reported enhanced recruitment of core auditory and neighboring auditory association cortex 
(BA22, and BA41/42) in the deaf, with the effect larger during attend-motion than during ignore-
motion conditions. Vachon and coll. (2013) asked deaf and hearing adults to attend to moving 
dots and perform either a form-from-motion task (designed to recruit the ventral “what” 
processing stream) or a motion direction discrimination task (designed to recruit the dorsal 
“where” stream). For both tasks, deaf adults recruited auditory association areas (BA21/22) more 
than did the hearing controls. They concluded that cross-modal recruitment of core auditory or 
auditory association areas by visual inputs was not restricted to the dorsal visual pathway, but 
that it could also be observed in tasks based upon visual form. Scott and coll. (2014) presented 
subjects with flickering visual stimuli in the perifovea and periphery, and found that deaf 
participants recruited Heschl’s gyrus (HG), superior temporal areas, and the posterior parietal 
cortex (PPC), with greater recruitment for peripheral than for perifoveal stimulation. This trend 
was not observed in the hearing participants. More recently, Dewey and Hartley (2015) reported 
a functional near-infrared spectroscopy (fNIRS) study where deaf and hearing adults were 
presented with coherent motion in the periphery. Only deaf subjects showed significant increases 
in hemodynamic recruitment in a RH auditory ROI consisting of HG and the superior temporal 
gyrus (STG). Finally, a recent study by Almeida and coll. (2015) used voxel-pattern analysis of 
fMRI data to show that activity in a bilateral auditory ROI (encompassing BA41 as well as some 
parts of BA42 and BA22) could be used for above-chance prediction of the left-right location of 
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a visual checkerboard pattern in deaf, but not in hearing, participants. In addition, the pattern of 
activation within the RH could be used to decode whether the stimulus was presented in central 
or in peripheral vision. For a review of the neural changes seen in the deaf, see Bavelier and coll. 
(2006). For a more general review of cross-modal plasticity, see Merabet and Pascual-Leone 
(2010) and Pascual-Leone and coll. (2005). 
From these studies it seems clear that early profound deafness results in a cross-modal 
reorganization of brain function. The RH of deaf adults, and in particular areas in the temporal 
cortices assumed to be unimodal auditory or auditory association areas in normally-hearing 
individuals, gain access to information from the visual modality and participate in the processing 
of visual stimuli. However, it remains unclear what the functions of these cortical areas are in 
visual processing. Auditory association areas such as the PT in the RH have been reported to 
perform the computations required for auditory object selection and/or localization (Ahveninen 
et al., 2013; Hirnstein et al., 2013; Rauschecker & Tian, 2000). Perhaps, in the absence of 
auditory inputs, these areas may perform the same computational function using only visual 
afferents (Kok et al. 2014; Lomber et al., 2010; Meredith et al., 2011). Whatever their exact 
function, however, the recruitment of auditory areas during visual processing might be expected 
to be associated with a visual performance improvement.  A question that could be raised is 
whether the difference in the recruitment of auditory cortical areas in visual processing in deaf 
vs. hearing people is best described as quantitative (i.e., activity in these areas occurs more in 
deaf than hearing people) or qualitative (i.e., activity in these areas only occurs in deaf but not in 
hearing people).  This question is difficult to address (it may involve a test of the null 
hypothesis), but the most reasonable approach is to determine whether activity in these regions in 
normal people is above a baseline level or not.  Unfortunately, only a portion of studies presented 
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reported such a test.  Of those that did (e.g., Finney et al., 2001, 2003; Scott et al., 2014; Dewey 
& Hartley, 2015; Almeida et al., 2015) the general consensus is that activity in normal hearing 
people in the relevant region is not above baseline.  Thus the results suggest that the 
phenomenon is a qualitative one.  However, in the current study we will investigate both regions 
that are not expected to be activated by visual stimuli in hearing people (such as primary and 
associative auditory cortex), and area that may be active in all participants (such as V1/V2).  
The purpose of the current study was to use EROS to study differences in cortical 
function between deaf adults and NH controls, and to examine the relationship between deaf-
hearing differences in neural recruitment and their performance on a peripheral visual attention 
task. The Event-Related Optical Signal (EROS) is a non-invasive functional imaging method 
based on near-infrared (NIR) light, and it possesses a millisecond level temporal resolution and 
cm level spatial resolution (Gratton & Fabiani, 2010). Non-invasive optical imaging measures 
changes in the absorption and scattering of NIR light travelling through cortical tissue from a 
light source to a nearby detector. Swelling and shrinking of neurons is associated with neuronal 
depolarization and hyperpolarization, giving rise to variations in tissue scattering (Foust & 
Rector, 2007). Time-of-flight changes for the photons are therefore measured as phase-delays 
(Gratton & Fabiani, 2012). Using frequency domain oximeters, pulsating NIR light is projected 
through the scalp and into the cortex via fiber optic cables, to detectors also positioned on the 
scalp, at a range of distances away from the source. Each detector may receive light from 
multiple sources, resulting in many source-detector pairings, or channels, of light paths through 
the brain. Channels are therefore time-multiplexed to distinguish them from one another. The 
path of light through the tissue can be mathematically modeled on an individual basis using 
information about the arrangement of light sources and detectors on each individual participant’s 
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scalp coupled with known estimates of baseline absorption and scattering of head tissues 
(Gratton et al., 1994; Gratton & Fabiani, 2010). 
We collected EROS data using a high-density optical montage, covering most of the 
scalp, from deaf adults and normal-hearing (NH) controls while they performed a complex visual 
attention task based upon the Useful Field of View (UFOV) task reported by Dye et al. (2009). 
We predicted that cross-modal plasticity resulting from congenital, profound deafness would 
result in the recruitment of core auditory areas in the RH temporal lobe during performance of 
this task – the classic hallmark of “strong” cross-modal plasticity: activation of a unimodal 
auditory area by visual inputs. We also predicted increased activation of multimodal association 
areas in the right hemisphere in deaf individuals, reflective of inter-sensory competition for 
processing resources being dominated by visual inputs in individuals with auditory deprivation 
(‘weak” cross-modal plasticity). In addition, using the temporal resolution provided by EROS 
data, we conducted exploratory analyses to determine the temporal latency of cross-modal 
recruitment of RH temporal regions. Finally, we examined the relationship between recruitment 
of auditory regions for visual processing in deaf individuals and their accuracy thresholds on the 
UFOV task using behavioral data collected on a separate occasion. 
2.2 Materials and methods 
2.2.1 Participants 
This study was approved by the Institutional Review Board at the University of Illinois at 
Urbana-Champaign and informed consent was obtained from all participants, who were 
compensated for their participation. To be included in this study, participants were required to 
either have a pure-tone average hearing loss (PTA HL) in their better ear greater than 80 dB 
(deaf adults) or normal-hearing without correction (NH controls), and to be aged between 18 and 
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50 years. Participants were excluded from participation if they had impaired vision that couldn’t 
be corrected using corrective lenses; a standardized non-verbal intelligence quotient (NVIQ) 
score less than 80; a history of major neurological disorder; played action video games more than 
5 hours per week; or wore a cochlear implant or other kind of implantable device that precluded 
a magnetic resonance imaging scan. 
2.2.1.1 Deaf adults 
Thirteen deaf individuals participated in the study (recruited from communities in Illinois 
and Indiana). Three individuals were excluded from all reported analyses.  One was lost due to 
technical issues during the behavioral testing session and two were excluded because their 
behavioral threshold scores were greater than three standard deviations from the grand mean 
across subjects.   
The remaining 10 deaf participants, seven males and three females, had a mean age of 
34.7 years (SD = 11.0) and a mean NVIQ of 108.2 (SD = 14.2) as determined by the Kaufman 
Brief Intelligence Test 2 (K-BIT2; Kaufman & Kaufman, 2004). Based upon audiological 
examination, all deaf participants were severe-to-profoundly deaf in both ears. The mean PTA 
HL in the most sensitive ear for nine deaf participants was 101.5 dB (SD = 7.9) with audiological 
data missing from one deaf participant, who self-reported profound deafness (participant D4 in 
Tables 2.1 & 2.2). Further information about deaf participants is provided in Table 2.1, and a 
group audiological profile is provided in Figure 2.1. 
One additional deaf participant was excluded from the EROS session analyses 
(behavioral and optical) due to data loss from equipment malfunction. 
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2.2.1.2 NH controls 
Eleven hearing individuals participated in the study (recruited through e-mails to the 
faculty and staff of the University of Illinois at Urbana-Champaign) to serve as a NH control 
group. This group consisted of four males and seven females, with a mean age of 30.8 years (SD 
= 8.1) and a mean NVIQ of 113.1 (SD = 13.5) as determined by the K-BIT2. For these eleven 
participants, the mean PTA HL in the most sensitive ear was 3.5 dB (SD = 5.1). 
There were no statistically significant differences between the deaf participants and NH 
controls on age (t(19) = 0.93, p = .365), IQ (t(19) = -1.08, p = .296), or gender distribution (χ2(1) 
= 2.38, p = .123). As expected, the NH controls did have significantly lower PTA HL than the 
deaf participants (t(13) = 32.22, p < 0.001). 
Two NH participants were excluded from the EROS session analyses (behavioral and 
optical) due to data loss from equipment malfunction.  Thus, for the brain imaging portion of the 
study, there were 9 deaf and 9 NH participants. 
For a full breakdown of which participants were included in which portions of the study, 
see Table 2.2. 
2.2.2 Design 
Participants completed one behavioral testing session, two EROS sessions on separate 
days, a structural magnetic resonance (MR) scan, and audiological testing. All sessions were 
completed within a one-month period. These protocols occurred in a variable order, according to 
participants’ schedules. 
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2.2.3 Procedure 
2.2.3.1 Behavioral testing 
The following behavioral sub-tasks were conducted in a separate session from the EROS 
imaging sessions. Each task represents one component of the UFOV, and these sub-tasks were 
administered in the order they appear here. 
2.2.3.1.1 Central discrimination 
The central discrimination task measures a participant’s ability to discriminate between 
one of two visual images presented rapidly at the center of the screen. Our previous work has 
shown that while performance on this task does not vary as a function of deafness (Dye et al., 
2009), poor performance may be indicative of poor attention at fixation, which is required by 
subsequent sub-tasks (Dye, 2016). Therefore, this task was used as exclusion criteria to avoid 
confounds of participants performing poorly on the experimental task due to more general 
attention difficulties. 
Stimuli were presented on a touch screen connected to a MacBook Pro laptop running 
Matlab and the Psychophysics Toolbox (PT-3) under Mac OS X. The stimulus was a cartoon 
face subtending 2.0 degrees of visual angle with either long (0.27 degrees of visual angle) or 
short (0.16 degrees of visual angle) hair presented at fixation in the center of the screen (Figure 
2.2A). The task required participants to respond to each stimulus by saying “short” or “long” 
(NH controls) or fingerspelling S or L (deaf adults).  
The stimulus duration was varied trial-to-trial according to a three-down one-up staircase 
procedure with adjustments of +/- one monitor refresh frame (at 60 Hz), with no maximum 
duration. A brief, white visual noise mask followed all stimuli. Stimulus presentation continued 
until one of the following stopping conditions was satisfied: (i) twelve reversals (changes from 
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ascending to descending the staircase) occurred, (ii) the participant gave 10 correct responses in 
a row at a presentation duration of one frame, or (iii) 72 trials were completed. Thresholds were 
computed as the average stimulus duration for the final eight reversals, or, if the participant had 
10 correct responses at one frame, their threshold was set to one frame.  
2.2.3.1.2 Central discrimination plus peripheral localization 
This second sub-task served the purpose of screening out participants with problems 
meeting dual task requirements of the main UFOV subtask. Since it does not include distractors, 
we did not expect differences between deaf adults and NH controls. Similar to the central-only 
task, this task was used as exclusion criteria to avoid confounds of participants performing 
poorly on the experimental task due to more general attention difficulties. The task requires 
participants to perform the central discrimination task (described above) concurrently with a 
peripheral localization task (Figure 2.2B). The peripheral target was a line drawing of a diamond 
(subtending 2 degrees of visual angle) presented along one of the four inter-cardinal axes at 20 
degrees of visual angle from fixation. Following the simultaneous presentation of the central and 
peripheral stimuli, a white noise mask covered the screen, followed by a response screen. After 
making a response to the central target, participants were instructed to indicate the peripheral 
target location by touching the corresponding location on the touchscreen. The stimulus duration 
on each trial was the same for the central and peripheral targets, and again was varied trial-to-
trial according to a three-down one-up staircase procedure with adjustments of +/- one monitor 
refresh frame (at 60 Hz). In order to be considered a correct response, participants had to respond 
correctly to both targets. The stopping procedure and threshold calculations were the same as in 
the first subtask. 
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2.2.3.1.3 Main UFOV task  
The main UFOV task was the experimental behavioral task and is depicted in Figure 
2.2C. It required participants to perform the central discrimination and peripheral localization 
tasks in the presence of distracting shapes presented along the four inter-cardinal axes at three 
different distances from fixation (6.67, 13.33 and 20 degrees of visual angle). The target was 
always presented at 20 degrees of visual angle, as in the previous task, and therefore in each 
display in addition to the central face there were four distractors at 6.67 degrees, four distractors 
at 13.33 degrees, 3 distractors at 20 degrees, and one target at 20 degrees.  
While the stimulus duration was again varied trial-to-trial according to a three-down one-
up staircase procedure with adjustments of +/- one monitor refresh frame (at 60 Hz), the 
procedure employed two such (interleaved) staircases. The central staircase determined stimulus 
duration on the basis of responses to the central stimulus, ignoring trials where the peripheral 
response was incorrect. The peripheral staircase varied as a function of accuracy on the 
peripheral task, ignoring trials where the central response was incorrect. Stimulus parameters for 
consecutive trials were selected from either the central or the peripheral staircases on a random 
basis. Trials from both staircases were presented until (i) eight reversals had occurred for both 
staircases, (ii) the participant gave 10 correct responses in a row at a presentation duration of one 
frame on both staircases, or (iii) 72 trials had occurred for both staircases. The stimulus durations 
at the eight reversals from each staircase were averaged to calculate central and peripheral 
thresholds unless, as in previous tasks, the participant had 10 correct trials in a row at one frame 
on either or both staircases, in which case the participant’s threshold was set to one frame for that 
staircase.  
38 
 
The interleaved staircases were used to overcome a limitation of a similar procedure 
reported in Dye and coll. (2009) whereby it was possible to generate a low peripheral 
localization threshold by ignoring the central target and then guessing its identity. Our focus 
here, however, is solely on the peripheral staircase threshold with the hypothesis that deaf 
individuals should perform better in this condition than NH controls. The central staircase 
threshold should not differ between the two groups, with abnormally high central staircase 
thresholds considered to be indicative of a lack of attention.  
2.2.3.2 Structural MRI 
Structural magnetic resonance imaging (MRI) data were collected from each participant 
on a Siemens 3T Trio scanner (T1-weighted image).  A high resolution, 3D Magnetization 
Prepared Rapid Acquisition Gradient Echo (MPRAGE) protocol was used, with a flip angle = 9
◦
, 
TE = 2.32 ms, TR = 1900 ms, and inversion time = 900 ms. Slices were obtained in the sagittal 
plane (192 slices, .9 mm slice thickness, voxel size .9 x .9 x .9 mm) having matrix dimensions of 
192 x 256 x 256 (in-plane interpolated at acquisition to 192 x 512 x 512) and field of view of 
172.8 x 230 x 230 mm. The MR data were used to co-register the individual locations of the 
optical sources and detectors on the scalp with an individual’s brain anatomy (Whalen et al., 
2008, Chiarelli et al., 2015). Total scanning time was approximately 10-15 minutes, in which 
participants were instructed to lay as still as possible with their eyes closed for the duration of 
scanning.  
2.2.3.3 Event-Related Optical Signal (EROS) 
2.2.3.3.1 UFOV task 
Participants performed a modified version of the main UFOV task while optical data 
were acquired. Rather than employing an adaptive staircase procedure, as in the behavioral 
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testing, each stimulus had a fixed presentation duration of 68 ms7. As presentation time was 
fixed, accuracy measures were used instead of perceptual thresholds. The presentation duration 
was chosen a priori based upon the thresholds reported in Dye and coll. (2009). Specifically, this 
duration was selected with the aim of obtaining similar task accuracy for deaf adult and NH 
control groups during measurement of optical signals. 
The central discrimination task again had two possible hair lengths (short, long) while the 
peripheral localization used four possible target locations (NW, NE, SW, SE) and participants 
were asked to respond to both the central and the peripheral task.  Each of these eight 
combinations was presented six times per block, resulting in blocks of 48 trials lasting 
approximately 4 minutes each. There were 15 such blocks per session, and two sessions, 
resulting in a total of 1440 trials. Stimuli were presented on a touchscreen connected to a PC 
running E-Prime. A Microsoft Sidewinder game controller was used to collect responses from 
participants. Participants used the A B X Y buttons to indicate target location, as these were 
approximately arranged in the same spatial fashion as the four possible target locations and 
therefore mapped well onto the response. Participants used the left and right trigger buttons on 
the back of the controller to indicate short or long hair on the central target. Assignment of short 
and long hair responses to these triggers was counterbalanced across participants. 
                                                 
7 Our paradigm choices were dictated by having to compromise among different requirements. In the current case, 
previous behavioral experiments assessed performance on the UFOV task with thresholding measures. However, 
this varying presentation time would also result in different durations of stimulus presentation across groups – that, 
in the case of visual stimuli, translates into different intensities of the stimuli (because of the phenomenon of 
temporal integration due to retinal persistence) for the two groups.  This creates a problem of interpretation of the 
difference in brain activity between the two groups.  For this reason, we needed to fix stimulus duration for all 
subjects during the EROS recording.  A second problem is that a large performance difference during the EROS 
session might lead to differences in movement-related activity.  For instance, the type and/or latency of the response 
might be very different in the two groups.  Again, this would complicate the interpretation of the EROS response: 
Would a difference in EROS activity between the two groups in a particular region be related to differential 
processing of the visual stimuli or to changes in the latency/amplitude of the motor responses?  To avoid this 
potential confound, it is important to try and equate the motor part of the task.  This led us to select a stimulus 
presentation time that generates relatively similar responses (in terms of time or accuracy) in the two groups.   
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2.2.3.3.2 EROS recording 
EROS data was recorded using six synchronized frequency-domain Imagent oximeters 
(ISS, Inc., Champaign, IL). Sixty-four laser diodes shone 830-nm light modulated at 110 MHz 
into the brain through 400 micron silica optic fibers terminating on a custom-made, soft, foam 
helmet. This modulated light was picked up by 3 mm fiber-optic bundles also attached to the 
helmet, and transmitted to 24 photomultiplier tubes, which were fed a current alternating at 
110.003125 MHz, generating a heterodyning frequency of 3.125 kHz. For each detector, the data 
were sampled at 50 kHz, and a Fast-Fourier transform was used to determine the intensity and 
phase delay at the heterodyning frequency. Only the phase data were used during the data 
analysis. An optical montage was chosen that permitted each detector to pick-up light from up to 
sixteen sources (i.e., a maximum of sixteen source fibers were located closer than 70 mm to each 
detector – the maximum theoretical distance for which a measurable amount of photons emitted 
by a source can be picked up by a detector given the optical properties of the human head). To 
keep the light coming from each of these sixteen sources separable from one another, they were 
time-multiplexed – switching them on for 1.6 ms and off for 24 ms. In order to prevent cross-
talk, sources and detectors were positioned and illuminated such that no two light sources within 
the range of one detector were on at the same time, using an automated procedure (Mathewson et 
al., 2014). This resulted in 384 potential channels per session. The cycle through each of the 16 
multiplexed sets of sources lasted 25.6 ms, with an effective sampling frequency of 
approximately 39.1 Hz. Sources and detectors were arranged differently for the second session, 
resulting in a total of 768 potential channels across the two sessions, with the montage used in 
each session counterbalanced across subject. Recording locations were selected in order to 
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ensure overlapping coverage of our pre-determined ROIs by multiple channels, and were 
clustered such that their light illuminated occipital, temporal, and parietal areas (see Figure 2.3). 
Although the subject was alone in a recording room while EROS was recorded, the room 
is not acoustically insulated (so uncontrolled, faint environmental noise may occasionally filter 
through).  In addition, some of the equipment (computers, EROS recording apparatus) has fans 
that produce a low-level, continuous white noise (less than 20 dB), which was present for the 
whole duration of the experiment. 
2.2.3.4 Analysis procedures for optical data 
2.2.3.4.1 Pre-processing 
Data were preprocessed using in-house software, P-POD (Pre-Processing of Optical Data, 
MATLAB code). First, channels were eliminated if the source-to-detector distance was less than 
1.75 cm or greater than 5.5 cm, because previous research has shown that channels outside this 
range either do not penetrate the head enough to be sensitive to brain phenomena (source-
detector distances < 1.75 cm) or are reached by too few photons and are therefore too noisy to 
produce useful data (source-detector distances >5.5 cm; Gratton et al., 2000; 2006). Next, data 
were corrected for phase wrapping and de-trended to remove low-frequency drifts. The mean 
phase delay across each block was set to zero, and the phase of the modulated light was 
converted to light scattering delay in picoseconds (ps; Chiarelli et. al., 2013). The variance in the 
data due to the hemodynamic pulse was removed with a time-warping regression procedure 
(Gratton & Corballis, 1995). A band-pass filter was used to remove frequencies in the data below 
0.01 Hz or above 10 Hz, as data outside this frequency range has been shown to be related to 
various sources of biological, environmental, and instrumental noise (Maclin et al., 2003; 
Chiarelli et al., 2014). The phase data were signal averaged for each subject, channel, and trial 
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type with time locking to the onset of the response probe array.  The averaged data was baseline-
corrected using the five points (about 100 ms) preceding stimulus onset.  Only channels with low 
noise (standard deviation of phase delay < 200 ps) were included in the group-level analyses.  
Finally, a moving-average boxcar filter of three points was applied to the data to reduce high-
frequency noise. 
2.2.3.4.2 Co-registration 
Following each EROS session, the locations of light sources and detectors were digitized 
using either a Polaris Vicra camera and Brainsight software, or a Polhemus Fastrak, model 
3SF0002. These locations were then co-registered to the structural MR images using fiducials 
alignment and a surface-fitting Levenberq and Marquard algorithm (Whalen et al., 2008; 
Chiarelli et al., 2015). Finally, the locations were warped into the Talairach templates (Talairach 
& Tournoux, 1988) using Statistical Parametric Mapping functions (Penny et al., 2011) and 
affine transformations (Lancaster et al., 2007). Talairach transformed locations were used for 
further analysis by the software Opt-3d. 
2.2.3.4.3 Image reconstruction and statistical maps 
In-house software called Opt-3d (Gratton, 2000) was used to combine data from channels 
whose diffusion paths intersected a given voxel (Wolf et al., 2000) and to compute statistics. 
Since we were interested in surface reconstruction of the phase data, we used a procedure by 
which, for each channel, each pixel on the head surface is assigned a weight related to the 
estimated sensitivity of the measures to phenomena (scattering and absorption changes) 
occurring in brain regions underlying that pixel. Although this method lacks depth localization, it 
allows us to avoid inverse procedures that inherently decrease the Signal to Noise Ratio of the 
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reconstructed image (Chiarelli et al., 2016). The sensitivity was estimated based on a 
perturbation model presented by Feng and coll. (1995) adapted for phase delay data.   
Data were spatially filtered with an 8-mm Gaussian kernel. To compute statistical maps, group-
level t-statistics were derived across subjects and then converted into z-scores, with appropriate 
correction for multiple comparisons using random field theory (Worsley & Friston, 1995; Kiebel 
et al., 1999). Z-scores were orthogonally projected onto sagittal and coronal surfaces of a brain in 
Talairach space. These procedures, taken together, control for multiple comparisons across 
space. 
2.2.3.4.4 ROIs 
All ROIs were established on the basis of previous research comparing brain activity in 
deaf and hearing individuals (Bavelier et al., 2001; Jola et al., 2013; Stevenson & James, 2009), 
using Talairach coordinates (Talairach & Tournoux, 1988). These include early visual cortex 
(V1-V2), primary auditory cortex (HG), auditory association areas (posterior BA22), and 
attentional control areas (PPC). 
For all areas except for V1-V2, data from the left and right hemispheres were analyzed 
separately. All these areas had the same coordinates (established a priori) for all individuals, 
with the exception of HG. HG is quite small, and previous research has shown that its exact 
coordinates are quite variable across individuals (Abdul-Kareem & Slumming, 2008). Therefore, 
the ROI was established separately for each subject by locating its center in the Talairach 
transformed anatomical images. All the ROIs were box-shaped, with coordinates reported in 
Table 3. 
 
 
44 
 
2.2.3.4.5 Statistical analyses  
All statistical tests of EROS data were based on a t-test for differences between groups 
(deaf adult vs. NH control). All were two-tailed tests, with the following exceptions for which 
we had a priori directional hypotheses and therefore used one-tailed tests. We predicted that deaf 
adults would show greater activation than NH controls in the following ROIs: V1-V2, HG (RH), 
posterior BA22 (RH).  
2.3 Results 
2.3.1 Perceptual threshold tasks 
2.3.1.1 Central discrimination 
Data for one NH control was excluded from this analysis because the participant failed to 
understand instructions. Once instructions were clarified, however, the participant performed 
normally on the two subsequent tasks and was therefore included in all subsequent analyses. One 
deaf adult had a threshold more than 3 standard deviations above the grand mean for all 
participants, and was therefore excluded from the study. Average thresholds on each task for 
deaf adults and NH controls are shown in Figure 2.4. A two-tailed test was used as no 
differences between groups were expected. Deaf adults (M = 32.9 ms) and NH controls (M = 
28.2 ms) did not significantly differ on the central discrimination task (t(12) = 0.70, p = .496). 
2.3.1.2 Central discrimination plus peripheral localization 
A two-tailed test was used as no differences between groups were expected. Deaf adults 
(M = 35.5 ms) and NH controls (M = 33.4 ms) did not significantly differ on this task (t(19) = 
0.48, p = .634). 
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2.3.1.3 Main UFOV task 
In this task one deaf adult had a central staircase threshold more than 3 standard 
deviations above the grand mean for all participants, and was therefore excluded from the study. 
For the central staircase a two-tailed test was used as no differences between groups were 
expected, but a one-tailed test was applied to the peripheral staircase as a significant decrease in 
threshold (better performance) was expected for deaf participants. As predicted, in the UFOV 
task, there was a statistically significant group difference in peripheral localization thresholds (t 
(19) = 1.96, p = .033). The threshold for deaf adults was 162.7 ms compared to 262.1 ms for NH 
controls. This result indicates that the deaf adults, on average, needed less presentation time than 
did NH controls to successfully localize a peripheral visual target in a field of distractors. 
Importantly, there was no difference in the concurrent central discrimination task (t(19) = 0.10, p 
= .923), indicating that the advantage was not due to a trade-off with central task performance. 
2.3.2 EROS analysis 
2.3.2.1 Behavioral performance during EROS data collection 
In order to determine whether or not there were performance differences during optical 
recording, we computed accuracy (percent correct) for the central and peripheral tasks averaged 
across the two testing sessions. Tests between groups for central task accuracy were two-tailed. 
Tests between groups for peripheral accuracy and tests against chance were one-tailed. Two deaf 
adults were excluded from this behavioral analysis due to equipment malfunction resulting in 
loss of their behavioral performance data. These subjects were included in subsequent optical 
analyses as only their behavioral data was missing, not their neuroimaging data. 
No statistically significant difference was found between groups for both the central task 
(t(14) = 0.08, p = .939) and the peripheral task (t(14) = 0.42, p = .339). Deaf adults had a mean 
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accuracy of 94.5% on the central task (SD = 4.4%) and 55.3% accuracy on the peripheral task 
(SD = 20.0%). Hearing participants had a mean accuracy of 95.3% on the central task (SD = 
5.9%) and 51.9% accuracy on the peripheral task (SD = 11.8%). Thus the performance of the 
deaf adults and NH controls was comparable. Because the groups did not significantly differ on 
these measures, they were collapsed into one group and compared to chance. This analysis 
revealed that subjects were well above chance on both the central task (t(15) = 34.69, p < 0.001; 
chance = 50%) and the peripheral task (t(15) = 7.35; p < 0.001, chance = 25%). These results 
indicate that our choice of presentation duration had the expected effect of equalizing 
performance across the two groups without inducing floor effects. 
An ANOVA with group and task location as factors found a main effect of location 
(F(1,14) = 110.24, p < 0.001) such that the central task resulted in higher accuracy than the 
peripheral. There was no main effect of group (F(1,14) = 0.158, p = 0.697) and no interaction 
effect (F(1,14) = 0.167, p = 0.689). These results reflect the above described t-tests. 
2.3.2.2 Optical data analysis 
The dependent measure for optical data analysis was change in photon delay (measured 
in picoseconds) from the baseline value, averaged over all trials for each subject and condition. 
Three-dimensional data from voxels are projected onto their respective 2D left and right sagittal 
and coronal surfaces. We only report here the results of the between-group contrast (deaf adult 
vs. NH control). In this contrast, positive values reflect an increase in neural activity in deaf 
adults relative to NH controls, and negative values represent a decrease in neural activity in deaf 
adults relative to NH controls. Maps of these contrasts at latencies at which these effects were 
most evident (see statistical analyses below) are shown in Figure 2.5.  
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The statistical analysis was based on the set of ROIs described in the Methods section, 
and identified based on previous research. Data from 39 time points (102.4-1075.2 ms in 25.6 ms 
bins) were included in the analysis, with 0 as the stimulus onset. The results of the statistical tests 
for each latency and ROI are presented in Table 2.4. These data were adjusted for multiple 
comparisons within each ROI, but not across ROIs or time points. Therefore, they should be 
considered as exploratory in nature. 
Significant effects were observed in four ROIs and at several latencies. Deaf adults 
showed increased activity (relative to NH controls) in V1-V2 (at four different latencies, ranging 
between 102.4 and 1075.2 ms) and in the RH posterior BA22 (between 691 and 716.8 ms). In 
most of these cases, simple effect analyses indicated that the effects were due to up-regulation 
(i.e., values above baseline) for the deaf adults but not for the NH controls (with the exception of 
some of the late effects in V1-V2 where the effect may be driven by down-regulation in the NH 
controls). In two ROIs, deaf adults showed less activity than NH controls: left hemisphere (LH) 
HG (between 486.4 and 537.6 ms) and LH PPC (between 793.6 and 819.2 ms). Analysis of 
simple effects suggests that the LH HG difference is due to down-regulation of activity in the 
deaf adults, whereas the LH PPC effect may be due to up-regulation of activity in NH controls 
(with respect to baseline). 
Taken together, the optical imaging data suggest that deaf adults up-regulate visual cortex 
activity to a greater extent than NH individuals during the performance of the UFOV task. And, 
differently from NH controls, they appear to down-regulate primary auditory cortex during the 
performance of this difficult visual task. Finally, they appear to recruit secondary auditory 
regions (i.e., posterior BA 22) in the RH during this task. 
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2.3.2.3 Brain-behavior correlations 
To determine whether RH recruitment of auditory association areas was related to 
superior peripheral localization performance, we computed the correlation between the RH 
posterior BA22 activity (averaged across time points 691.2 and 716.8, which were significant in 
the ROI analysis) measured in each participant and their threshold on the peripheral component 
of the UFOV task (which was obtained during a separate session). The results indicated a 
significant correlation (r(16) = -0.500, p < 0.037) such that a lower threshold (i.e., better 
behavioral performance) was correlated with more activity in the RH posterior BA22 ROI (See 
Figure 2.6). Those individuals who recruited this region during performance of the UFOV task in 
the optical imaging session tended to show better performance (i.e., lower threshold) during the 
behavioral session. 
Similar correlations were tested for the four latencies in V1/V2 where differences 
between groups were found. The correlation for the third peak (896-947 ms) approached, but 
failed to reach, significance (r(16) = -0.439, p < 0.068). Correlations for the other three peaks 
were all not significant (all r < -0.309, all p > 0.212). 
For the peak in LH PPC (794-819 ms), where the deaf had less activity than the hearing, 
we found a significant correlation with behavior (r(16) = 0.530, p < 0.024). This positive 
correlation shows that those individuals who recruited the area more (typically the hearing 
participants) showed worse performance (see Figure 2.7). 
For the peak in LH HG (486-538 ms), where the deaf had less activity than the hearing, 
we did not find a significant correlation with behavior (r(16) = 0.357, p < 0.146). 
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2.4. Discussion 
2.4.1. Summary of results  
2.4.1.1 Behavioral findings 
Our behavioral results replicated previous findings on the visual processing 
enhancements seen in deaf people (reviewed in Dye and Bavelier (2013)). In particular, 
behavioral differences between deaf and hearing individuals were only observed for a peripheral 
task, and then only when there was a need to select the target from amongst competing visual 
distractors. This replication of the UFOV was modified in such a way as to magnify the deaf and 
hearing differences. In the previous study by Dye and coll. (2009) the target was a sheriff’s 
badge shape; a filled in star inside of a circle. This target was significantly different from the 
square distractors not just in that it was a very different shape but also in luminance. We know 
that peripheral vision is particularly sensitive to luminance due to the increased density of rods 
over cones in peripheral vision (Jonas et al., 1992). Therefore, it is possible that significant 
differences in luminance between the target and distractors is what made that version of the 
UFOV easier, resulting in much lower thresholds for the peripheral task among distractors than 
observed here (despite the fact that Dye and coll. (2009) included twice as many distractors). It is 
also possible that the target-distractor luminance difference aided the hearing participants in 
approaching the performance levels of the deaf participants, as we know that deaf and hearing 
individuals do not differ on more basic sensory tasks (Bosworth & Dobkins, 1999; Bosworth & 
Dobkins, 2002a; Brozinsky, & Bavelier, 2004; Finney & Dobkins, 2000). Therefore, by using a 
diamond target embedded amongst square distractors, and eliminating this luminance difference 
between the target and distractors, we may have honed in on what is truly different between deaf 
and hearing vision: the ability to select a target among distractors in the periphery. 
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However, the large overall increase in the magnitude of the thresholds (compared to Dye 
and coll. (2009)) did affect our expectations for the results of behavioral testing during the 
optical recording. Because the optical recording required a fixed presentation time for all 
participants, we chose 68ms as being the most likely in-between point of the deaf and hearing 
thresholds based on the thresholds obtained in Dye and coll.’s study. Our goal was to pick a 
presentation time that would not bring about large deaf-hearing discrepancies in the behavioral 
performance of our participants during imaging. The 68 ms presentation time turned out to be 
well below the average thresholds for the deaf and the hearing participants, making it a difficult 
task for both groups. Nevertheless, both groups performed well on the central task, and were still 
well above chance level on the peripheral task. 
2.4.1.2 Optical results 
The deaf-hearing differences in early visual cortex are of interest because they may be 
indicators of unimodal plasticity, such that deaf subjects are using the area differently than the 
hearing individuals for the same visual task. Evidence of unimodal plasticity in the deaf is much 
weaker than that of cross-modal plasticity. For example, while Neville and coll. (1983) found 
increased P230 amplitudes for deaf over hearing participants in occipital areas, Chlubnová and 
coll. (2005) found a decrease in amplitude of visual evoked potentials in the deaf participants 
relative to the hearing, and no changes in its latency.  Bottari and coll. (2011) presented deaf and 
hearing subjects with visual stimuli and found that in deaf subjects the P1 contained two peaks as 
opposed to just one in the hearing, and had a higher amplitude around 100 ms. However, 
electroencephalography (EEG) techniques have lower spatial resolutions relative to MEG and 
fMRI (Fabiani et al., 2007).  Therefore, determining if these changes in the ERP signal occurred 
in primary visual areas without applying source modeling algorithms may be difficult.   Fine  and 
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coll. (2005) found no changes between the deaf and hearing in early visual areas in an MRI 
study.   The finding presented here needs to be replicated, and techniques like EROS, which 
provide both the spatial resolution to localize the signal to early visual cortex and the temporal 
resolution to ensure the signal is in fact representative of early processing and not later feedback 
mechanisms, represent a uniquely useful way of examining this question. 
We observed EROS effects distinguishing deaf from hearing subjects in V1/V2 at the 
following latency intervals: 102-154 ms, 435-537 ms, 896-947 ms, and 1075 ms.   The first of 
these intervals overlaps with previous ERP findings (e.g., Bottari et al., 2011; 2014). 
Event-related neural activity in posterior BA22 in the RH for the deaf adults was both 
significantly above baseline and greater than that observed in the normal-hearing controls. This 
successfully replicates previous findings in the literature that secondary auditory areas, 
particularly in the posterior regions of temporal cortex, show more activation for the deaf than 
the hearing in purely visual tasks (Bavelier et al., 2006). Interestingly, the analysis of data 
obtained from LH HG indicated that the deaf, but not the hearing individuals, down-regulated 
this region while processing visual stimuli. While this may have been predicted for NH controls, 
it was an unexpected finding in the deaf participants.  
The findings in LH PPC indicate increased activity in hearing controls compared to the 
deaf adults. One possible interpretation of this is that hearing subjects, who struggle more with 
the task outside the scanner, require stronger activation of their attentional control to complete 
the task.  The PPC has been implicated in the orienting of visual attention in humans (e.g. 
Corbetta et al. 2000; for a review see Kastner and Ungerleider (2000)). Such an explanation 
might also suggest differences in attention control strategies between the two groups that could 
arise from the potential distraction that hearing individuals might experience due to 
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environmental noise – which would not be an issue for deaf individuals. While blindfolding of 
normally-sighted controls is increasingly common in the blindness literature, those working on 
human deafness have yet to adopt agreed-upon practices for the temporary attenuation of 
auditory experience in NH control subjects. 
The results of the study point to two types of phenomena that may differ between the deaf 
and hearing groups.  The first is enhanced responses in early visual areas, beginning at around 
100-150ms, but also observable at longer latencies, with larger effects in V1/V2 for the deaf 
compared to the hearing subjects.  The early interval corresponds in time with the early visual 
evoked potential effects observed by other investigators.  Modulation of the amplitude of early 
visual evoked potentials (VEPs) is often interpreted as due to attention effects.  Based on the 
bias-competition hypothesis (Desimone & Duncan, 1995), we may hypothesize that deaf people 
are better able to suppress competition between visual representations in peripheral vision than 
normally hearing adults, resulting in stronger activity levels.  This may derive from increased 
peripheral acuity, perhaps accumulated over extensive use.  Alternatively, it may reflect reduced 
competition from auditory stimulation, resulting in more efficient preparatory states (this could 
be evaluated using paradigms allowing us to assess these putative preparatory processes).  The 
subsequent activities in this region may represent re-entry or feedback phenomena.  The second 
set of phenomena reflects enhanced processing in the deaf people in areas not normally used for 
visual processing, such as the right BA 22.  This may reflect enhanced recruitment in this area, 
perhaps due to a lack of competition from auditory input.  In our deaf population, this lack of 
competition is chronic (i.e., it is present since birth or early childhood) and may have led to 
substantial re-wiring of the area.  This may reflect a “use-it-or-loose-it” process supporting 
structural connectivity.  This interpretation is supported by data indicating white matter 
53 
 
differences in the posterior STG in deaf compared to hearing individuals (Shibata, 2007; Li et al., 
2012), as well as reduced connectivity within auditory regions but increased connectivity 
between visual and auditory regions in deaf children (Li et al., 2015).  It is not completely clear 
how activity in these areas could be beneficial for performance, as it appears to follow, rather 
than precede the subjects’ responses.  Perhaps the benefits reflect some attentional phenomena, 
such as the ability to maintain visual stimulus or goal representations across trials.” 
2.4.1.3 Brain-and-behavior correlations 
We report a significant correlation between brain activity in posterior BA22 of the RH 
and behavioral thresholds obtained from the peripheral component of the UFOV task. To our 
knowledge, this is among the first demonstrations of brain-behavior correlations in deafness 
research (see also Lomber et al., 2011; Bottari et al., 2011; Codina et al., 2011). Potentially, 
findings of this type may help determine whether the recruitment of auditory processing regions 
during visual tasks in deaf individuals is actually related to better performance. A more 
conclusive statement might be obtained by temporarily inhibiting these regions, for instance 
using repetitive transcranial magnetic stimulation (TMS). Such an approach can benefit from the 
concurrent temporal and spatial resolution provided by the EROS approach. It is important to 
note that the brain-behavior correlation reported here was obtained between data collected during 
different sessions during which participants were performing subtly different tasks. On the one 
hand, it would be useful to show such a correlation during the same task. On the other hand, the 
present results, if replicated in future research, may indicate that the plasticity phenomenon is 
relatively robust across different task levels. 
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The correlation with LH PPC was not expected and may support our assertion that 
hearing participants who are struggling more with the task are recruiting attentional control to 
improve their performance. 
2.4.2 Theoretical implications  
Taken at face value, the data presented here suggest that a complex set of phenomena is 
implicated in the processing of peripheral visual stimuli (such as in the UFOV task), with both 
“visual” and “auditory” areas participating in different ways in deaf adults and NH controls. 
Deaf individuals showed increased activation of visual areas, less activation of primary auditory 
cortex, and recruitment of an area, RH posterior BA22, which is typically involved in auditory 
processing. 
2.4.3 Limitations 
The current study used a novel technique, EROS, for analyzing brain activity during the 
UFOV task in deaf adults and NH controls. EROS can provide data with high temporal and 
spatial resolution that can inform us about the dynamics of brain activation, revealing the 
complex interactions occurring between different brain areas during complex tasks such as the 
UFOV. It can also reveal how these complex interactions are altered in the absence of particular 
sensory inputs, such as occurs in deaf, blind, and deaf-blind individuals. The data presented in 
this paper present a glimpse at such a possibility. However, there are two major caveats to the 
current study. First, the sample sizes for each of the two groups are small, and EROS, at least in 
its present form, possesses a limited signal-to-noise ratio. Both of these factors severely limit the 
statistical power of the study. One consequence of this is that we could not completely correct 
for multiple comparisons in our analyses. As such, the results are exploratory and further 
replications are needed. Within this context, the correlation observed between brain activity and 
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behavioral performance (which was obtained in a separate session) is encouraging, but caution is 
required. 
A second methodological issue is the suggestion, coming from the brain activation data, 
that the difference between deaf and hearing individuals might not be due solely to long-term 
plasticity induced by the lack of auditory input in the deaf participants, but also by strategic 
adjustments required by the need to suppress auditory noise in the NH controls (although care 
was taken to minimize noise during EROS data collection). This possibility could be explicitly 
addressed by experimentally manipulating the level of auditory noise present during the task – 
perhaps a need for any experiment investigating differences in visual abilities between deaf and 
hearing individuals.  
2.4.4 Conclusion 
While low participant numbers, high amounts of noise inherent to optical recording, and 
the exploratory nature of this project all limit interpretation of the data, this is to some extent true 
of neuroimaging work with any relatively low-incidence population. The percent of adults in 
Illinois with any hearing loss is approximately 1.6% (Harrington, 2014), and the percent of those 
meeting our criteria of severe to profoundly deaf starting before age 5 will be even lower. Given 
the many advantages of using EROS in studying populations with hearing loss, this study can be 
considered proof of concept: differences between deaf and hearing adults typically found with 
other imaging modalities can be replicated with EROS. This is particularly important given the 
utility of the technique for use with children, and people with cochlear implants. In these groups 
computed tomography (CT) scans or template brains could be used for alignment, avoiding the 
issues associated with structural magnetic resonance imaging (sMRI) administration in these 
populations. Studying brain development in both of these groups could give unique insights into 
56 
 
the ways that sensory experiences contribute to the complex and dynamic networks that support 
cognition. Future work can leverage the analyses conducted here to guide more precise definition 
of ROIs, intervals of interest (IOIs), and network models. 
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2.5. Tables and Figures 
Table 2.1. Further information about deaf participants 
 
Participant 
Code 
Age of 
deafness 
Number of 
deaf parents 
ASL 
fluent? 
PTA HL Age at test 
D01 3 years 2 Yes 86.6 29 
D02 Birth 2 Yes 100 23 
D03 Birth 2 Yes 98 18 
D04 Birth 2 Yes ---b 27 
D05 Birth 2 Yes 106.6 45 
D06 Birth 2 Yes 108.3 47 
D07 Birth 1 Yes 110 32 
D08 1 year ---a Yes 96.6 32 
D09 2 years ---a Yes 96.6 47 
D10 Birth 0 No 110 47 
a Participant indicated deaf relatives, but did not specify exact relationship. 
b Data was not available for this participant, who self-reported profound hearing loss 
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Table 2.2. Subject inclusions and exclusions throughout the study. 
 
generally 
eligible for 
all tests 
included 
in 
audiology 
Included in 
behavioral 
central task 
(control) 
Included in 
behavioral 
dual task 
(control) 
Included in 
behavioral 
distractors task 
(experimental) 
included in 
EROS 
D1 yes yes yes yes yes yes 
D2 yes yes yes yes yes yes 
D3 yes yes yes yes yes yes 
D4 yes no, self-
reported  
yes yes yes yes 
D5 yes yes yes yes yes no, data 
loss from 
equipment 
malfunction 
D6 yes yes yes yes yes yes 
D7 yes yes yes yes yes yes 
D8 yes yes yes yes yes yes 
D9 yes yes yes yes yes yes 
D10 yes yes yes yes yes yes 
D11 no, poor 
central task 
thresholds 
in task 1 
no no no no no 
D12 no, poor 
central task 
thresholds 
in task 3a 
no no no no no 
D13 no, data 
loss from 
equipment 
malfunction 
no no no no no 
H1 yes yes yes yes yes yes 
H2 yes yes yes yes yes yes 
H3 yes yes yes yes yes yes 
H4 yes yes yes yes yes yes 
H5 yes yes yes yes yes yes 
H6 yes yes yes yes yes yes 
H7 yes yes yes yes yes yes 
H8 yes yes yes yes yes yes 
H9 yes yes yes yes yes yes 
H10 yes yes yes yes yes no, subject 
fell ill 
H11 yes yes no, subject 
misunderstood 
instructions 
yes yes no, data 
loss from 
equipment 
malfunction 
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Table 2.3.  Limits of box-shaped ROIs used in the study for the analysis of EROS data (all 
reported in Talairach space). For HG, the coordinates shown are averages across participants. 
ROI x   y z size 
V1-V2 (both hemispheres) -22, 22 -98, -74 -14, 18 33.792 cm3 
Lingual Gyrus (LH) -33, -13 -85, -65 -13, 7 8 cm3 
Lingual Gyrus (RH) 6, 26 -82, -62 -13, 7 8 cm3 
HG (LH) -57, -37 -29, -9 1, 21 8 cm3 
HG (RH) 38, 58 -25, -5 1, 21 8 cm3 
Posterior BA22 (LH) -71, -37 -62, -29 1, 21 22.44 cm3 
Posterior BA22 (RH) 37, 71 -62, -29 1, 21 22.44 cm3 
PPC (LH) -46, -26 -50, -30 42, 62 8 cm3 
PPC (RH) 22, 42 -66, -46 42,62 8 cm3 
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Table 2.4. EROS results: t-statistics for deaf vs. NH control comparisons in key ROIs at all time 
intervals. Positive values represent deaf > NH control; negative values indicate NH controls < 
deaf. 
 
 
 
* p < .05; ** p < .01, a df = 9 (all other df = 16) 
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Figure 2.1 Group audiograms showing mean and SEM of dB hearing loss across five tested 
frequencies for deaf adults and NH controls. Thresholds were averaged across the right and left 
ears for each frequency. Please note that error bars are present for all data points but in many 
cases are too small to be visible.  
0
20
40
60
80
100
120
500 1000 2000 4000 8000
PTA Threshold
(dB)
Frequency Tested (Hz)
Pure Tone Average Threshold
Deaf Hearing
62 
 
 
 
Figure 2.2 Diagrammatic representation of a single Useful Field of View trial. After an initial 
fixation period (the onset of which forms the baseline for optical data analysis), a visual stimulus 
was presented, followed by a full-field white noise mask, and then a response screen. Task A 
required a difficult discrimination of a central target (emoticon face) presented at fixation. Task 
B added an additional requirement – peripheral localization of a target presented at 20 degrees of 
visual angle. Finally, Task C – the Useful Field of View task proper – asked participants to 
perform Task B in the presence of visual distractors. An adaptive staircase procedure was used 
for behavioral testing outside of the optical imaging lab, whereas the presentation timing 
parameters were fixed for optical imaging (presentation timing parameters are indicated in ms). 
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Figure 2.3 A. Location of optical sources (red dots) and detectors (yellow dots) co-registered 
with the scalp from a structural MR of a single participant, along with the participant’s brain 
shaded with the density of EROS coverage. B. Different montages were used in the two imaging 
sessions, resulting in the coverage map shown here. Red areas on the brain indicate voxels that 
intersected with the flight path of the IR light (shaded by number of overlapping channels) and 
from which the EROS signal could be recorded (appropriate source to detector distance). The 
montages were selected to maximize coverage of occipital and temporal regions, with sparse or 
no coverage of superior parietal and frontal areas. Note that this coverage map would be different 
for each individual based on differences in anatomy and optode placement. 
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Figure 2.4 Graph showing the behavioral performance of deaf and NH control subjects across 
the behavioral tasks. Thresholds in ms are reported, so recall that lower thresholds equate to 
better performance. Standard error for each group is shown in the error bars. 
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Figure 2.5 Top Row: Posterior view of difference in EROS activity after UFOV stimulation 
between deaf adults and NH controls at some selected latencies.  The green box indicates the V1-
V2 ROI. Values in red indicate greater EROS activity for deaf adults compared to NH controls.   
Bottom Row: Right lateral view of difference in EROS activity after UFOV stimulation between 
deaf adults and NH controls at one selected latency.  The green box indicates the RH posterior 
BA 22 ROI. Again, values in red indicate greater EROS activity for deaf adults compared to NH 
controls. 
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Figure 2.6 Graph depicts the correlation between behavioral performance (thresholds) and the 
activity in BA22 RH (phase delay) for each subject. Activity for each subjects was averaged over 
the two time points that showed significant difference between deaf and hearing participants. 
Deaf participants are represented as squares and hearing participants are represented as triangles. 
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Figure 2.7 Graph depicts the correlation between behavioral performance (thresholds) and the 
activity in PPC LH (phase delay) for each subject. Activity for each subjects was averaged over 
the two time points that showed significant difference between deaf and hearing participants. 
Deaf participants are represented as squares and hearing participants are represented as triangles. 
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Chapter Three: Altered frontal negativity in deaf ERPs 
3.1.  Introduction 
Having examined the behavioral and optical imaging results, next the 
electroencephalographic (EEG) data is described, which were collected concurrently. 
Examination of event-related potential (ERP) components typically associated with auditory 
processing may reveal evidence of cross-modal plasticity in deaf adults. This converging 
evidence from multiple techniques would provide a stronger case for the existence of cross-
modal plasticity, and demonstrate the robustness of the effect if it is measurable in a variety of 
circumstances. Components associated with visual processing may provide evidence for 
unimodal plasticity in the visual system, as well as changes to higher-order attentional networks. 
As described in Chapters 1 and 2, the visual behavioral changes associated with deafness 
have been well documented. This gives clear hypotheses as to how deaf participants would 
perform in the Useful Field of View (UFOV) task. Similarly, the locations of changes in 
activation in deaf brains have been demonstrated in a number of studies across a variety of 
neuroimaging techniques. Techniques like functional magnetic resonance imaging (fMRI), 
functional near-infrared spectroscopy (fNIRS), and the event-related optical signal (EROS) can 
all convey this location information in ways that are direct, comparable, and generally well-
accepted among neuroscientists. Additionally, these techniques can describe increases or 
decreases in activation relative to baseline measures. Again clear predictions can therefore be 
made as to where in the brain it would be expected to see differences between deaf and hearing 
participants and whether these changes would reflect increases or decreases in activation. 
Making predictions for EEG data is not nearly so straightforward. 
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3.1.1  The EEG/ERP signal 
As described in Chapter 1, EEG involves detecting changes in electric field potentials as 
they propagate across the scalp. These signals can be averaged together and time-locked to a 
stimulus onset, and then this waveform can be analyzed as an ERP. The peaks in these 
waveforms can be independently analyzed as separate components of the signal. 
The electricity generated by a single neuron firing is too weak to be measured by 
electrodes on the scalp. Instead, the activity of multiple neurons must sum together across time 
and space to produce a strong enough signal to be detectable (Fabiani et al., 2007; Luck, 2005). 
While this need for summation is true of all non-invasive techniques (Gratton & Fabiani, 2012), 
EEG signals require a very specific arrangement of the relevant neurons for this summation to 
occur (Fabiani et al., 2007; Luck, 2005). Specifically, neurons must be arranged in parallel to one 
another and in the same direction (called an open field). If the neurons were perpendicular, or 
they pointed in opposite directions (both called a closed field), the electrical signals would cancel 
each other out. There are many areas of the brain in which neurons are not arranged in an open 
field and thus their activity cannot be measured with EEG (Fabiani et al., 2007; Luck, 2005). 
Most of the neurons that are arranged in an open field are pyramidal neurons near the surface of 
the cortex (Luck, 2005). 
The spatial resolution of EEG is quite poor. This is due to an inverse problem present 
when given any electrical field and trying to solve for the dipoles that generate it. When two or 
more dipoles are near one another they create a unique electromagnetic field. If the orientations 
of those dipoles are known, the exact electromagnetic field they will generate can be calculated. 
Trying to do the inverse, however, is not so straightforward. Given the electrical field there are 
an infinite number of dipole arrangements that could have generated it. The signal measured in 
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EEG is such an electromagnetic field, which represents the summing together of many dipoles 
created by the neural activity described above. Therefore, determining with certainty the exact 
dipoles in the brain that generated a particular EEG signal is impossible. Mathematical 
estimations of these dipoles are often attempted, but they rely on many assumptions. 
Additionally, the skull, scalp, and meninges all create obstacles to the propagation of the 
electrical field, distorting the dipoles’ original locations (Fabiani et al., 2007; Luck, 2005). 
The EEG signal can only be measured as the relative difference in charge between two 
points (Nunez & Srinivasan, 2006). Activity in the cortex may produce an electrical field such 
that one electrode is picking up the negative end of the dipole and another picks up the positive, 
depending on the relative position of the negative and positive poles. This means that an EEG 
signal being positive or negative at a particular electrode on the scalp does not necessarily 
correspond to positive or negative activity in a cortical region. Instead peaks in the waveform, 
whether positive or negative, are always referred to as activation of neurons (Nunez & 
Srinivasan, 2006). 
Therefore, previous fMRI, fNIRS, and EROS results do not easily translate to what EEG 
signals would be expected. It cannot be said that, because fMRI studies found increased activity 
in the posterior temporal areas, therefore higher amplitudes can be expected in electrodes placed 
over those locations. Changes in activation may produce electrical fields measureable by 
electrodes on the other side of the head, or may sum together with activity in other areas to form 
complex waveforms whose origins are difficult to interpret. 
Predicting what EEG signal to expect should rather be based on previous EEG research 
on the sensory systems and the groups being studied. Unfortunately, the evidence from the 
deafness literature is limited. Questions about cross-modal plasticity are inherently spatial in 
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nature. It cannot be claimed that the behavioral changes observed in deafness are the result of 
cross-modal mechanisms as opposed to unimodal mechanisms if the activation cannot be 
localized to auditory brain areas rather than visual ones. For this reason, EEG has not been the 
technique of choice for such studies, and the literature on cross-modal plasticity in deafness 
using EEG is relatively small. 
However, there are some major advantages to using EEG. First, for the very reason that it 
is so hard to equate EEG results to results from other techniques, characterizing the deaf EEG 
will allow us to compare their responses to a wide literature of known ERP components in a way 
that fMRI and EROS results do not allow. Second, EEG and MEG have the highest temporal 
resolution of any non-invasive human neuroimaging technique (Fabiani et al., 2007; Luck, 
2005). Even the EROS technique used in Chapter 2, which had a temporal resolution of 25.6 ms 
(Seymour et al., 2016) is not as fast as EEG. Therefore, the fastest and most transient signals 
may not sum together enough to be visible in other techniques, allowing EEG to contribute 
unique data. Finally, EEG is significantly less expensive than most other non-invasive 
neuroimaging techniques (Luck, 2005). If an ERP component was identified that could be 
considered a signature of cross-modal plasticity in the deaf, EEG could be a much more cost-
effective way to study these questions. 
3.1.2 Components of interest 
 There are a number of components that may be of interest in examining changes in the 
deaf brain. The work reviewed in Chapters 1 and 2 leads us to believe that in the deaf there may 
be unimodal plasticity, cross-modal plasticity, and higher-order changes in attentional networks. 
There are four components in which differences in the deaf and hearing would provide evidence 
for such changes. (1) Changes in the visual ERPs, if observed in the deaf, would represent 
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unimodal plasticity. (2) The N2PC is typically elicited by visual attention tasks and as such 
might indicate unimodal plasticity or a change in higher-order attentional networks. (3) The 
presence of an “auditory” N1 component (identifiable in terms of scalp distribution) would 
represent cross-modal plasticity. (4) Processing negativity would represent changes in higher-
order attentional networks. 
3.1.2.1 Visual ERPs 
 Visual ERPs are not truly a single phenomenon, but instead represent a constellation of 
components regularly observed when participants are presented with visual stimuli. 
3.1.2.1.1 C1 
The C1 is the first observed component, which appears over occipital electrodes. Unlike 
most components that are named with P or N to signify the polarity, the C1 is specifically not 
labelled that way because it is known to invert polarity depending on whether the stimulus was 
presented in the upper or lower visual field (Clark et al., 1995; Hillyard & Anllo-Vento, 1998). 
This pattern is consistent with the retinotopic mapping of the calcarine fissure, and therefore 
leads us to believe that the source of the C1 component is in primary visual cortex (Clark et al., 
1995; Clark & Hillyard, 1996; Hillyard & Anllo-Vento, 1998). The C1 appears around 40-90 ms 
(Clark et al., 1995; Hillyard & Anllo-Vento, 1998) and does not seem to be modulated by 
attention (Clark et al., 1995; Clark & Hillyard, 1996; Gomez et al., 1994; Hillyard & Anllo-
Vento, 1998). Bottari and coll. (2011) found that deaf participants had a shorter latency for the 
C1 than hearing participants, around 80 ms, with no change in amplitude. 
3.1.2.1.2 P1 and N1 
 The P1 and N1 components, on the other hand, show higher amplitudes when attention is 
directed towards a stimulus (Clark et al., 1995; Clark & Hillyard, 1996; Gomez et al., 1994; 
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Hillyard & Anllo-Vento, 1998). The neural generators of the P1 component are likely in 
extrastriate visual areas (Hillyard & Anllo-Vento, 1998; Neville & Lawson, 1987a). This 
component typically appears around 80-130 ms after stimulus presentation (Hillyard & Anllo-
Vento, 1998; Neville & Lawson, 1987a) and is measured over occipital electrodes (Neville & 
Lawson, 1987a). The N1 typically appears around 140-200 ms, and in the case of valid 
attentional cues the latency shifts forward to 130-180 ms (Hillyard & Anllo-Vento, 1998). The 
neural origins of the N1 are less clear than the P1 (Clark et al., 1995; Hillyard & Anllo-Vento, 
1998). As the P1 and N1 components respond to increased attention with higher amplitudes, 
higher amplitudes may be expected in both components for the deaf, who perform better on 
attentionally-demanding tasks. 
The results in the literature on these two components, however, are mixed. Bottari and 
coll. (2011) presented deaf and hearing subjects with a central warning signal and a peripheral 
visual localization task. They found that for the central stimulus in deaf subjects the P1 contained 
two peaks as opposed to just one in the hearing, and had a higher amplitude around 145 ms 
(Bottari et al., 2011). For the peripheral stimuli, the deaf had a delay in latency of the P1 (130 
ms) relative to the hearing participants (115 ms). They also found that higher P1 amplitudes were 
associated with better behavioral performance for the deaf only. They found no differences in the 
N1 component for either the central or the peripheral stimuli. 
Armstrong and coll. (2002) used a color task and a motion task designed to activate the 
ventral and dorsal streams, respectively, and presented them in both central and peripheral visual 
fields (Chapter 1 describes why it is expected that deaf participants will show more changes in 
the dorsal stream than in the ventral stream). They identified, for both stimulus types, a P1 
component at 100-160 ms and an N1 component at 170-210 ms. In both groups the P1 amplitude 
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was more sensitive to color and the N1 amplitude was more sensitive to motion, in both the 
central and peripheral presentations. The N1 also had a shorter latency for motion than for color 
at central presentations. They did not find any differences between deaf and hearing participants 
in the amplitude or latency of the P1 component in central or peripheral locations, as would be 
expected given that the P1 component in this study was more sensitive to ventral stream tasks. 
For the N1 component, however, deaf participants had higher amplitudes than the hearing at 150 
ms for the motion stimuli. There was no latency difference between the deaf and the hearing for 
the N1. Chlubnová and coll. (2005) similarly presented participants with a visual motion task but 
they found a higher amplitude for the N1 in the hearing participants rather than the deaf, at 
around 160 ms. 
Neville and Lawson (1987a) used an illusory motion stimulus in the periphery and found 
the typical P1 and N1 components expected in both groups. The P1 component appeared around 
100 ms, its amplitude was increased with attention, and it did not differ in the deaf and hearing 
(Neville & Lawson, 1987a). For the N1, on the other hand, they found that the amplitude was 
increased for both hearing and deaf participants when attention was shifted peripheral targets. 
This attentional increase was much larger for the deaf than for the hearing participants. For 
hearing participants, the effect of attention on the N1 was more pronounced in the right 
hemisphere than in the left, whereas the opposite was true for the deaf. No such effect was found 
for central targets. 
The literature, therefore, does not provide a clear hypothesis as to what may be expected 
for the P1 and N1 components. 
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3.1.2.1.3 P2 
 The P2 component, which follows the P1 and N1, can be elicited by a number of visual 
stimuli, such as basic checkerboards (Clark & Hillyard, 1996), moving sinusoidal gratings 
(Neville & Lawson, 1987a) and 3-dimensional objects (Omoto, 2010). This component is visible 
over occipital electrodes and appears around 130-260 ms (Neville & Lawson, 1987a; Omoto, 
2010). Clark and Hillyard (1996) found that this component was not sensitive to attention for 
their task. Neville and Lawson (1987a), however, found the P2 to have higher amplitudes when 
attention was directed to the target, and this effect was larger for deaf participants than it was for 
the hearing. Neville and coll. (1983) presented participants with a simple white square on a black 
background that could appear in one of two locations on each trial. They found increased P230 
amplitudes for deaf over hearing participants in occipital electrodes. Therefore, higher 
amplitudes may be predicted for the deaf in this component as well. 
3.1.2.2 The N2PC 
The N2PC is a negative-going waveform that begins around 200 ms over posterior 
electrodes on the contralateral side of the brain to which the stimulus was presented. It is unique 
in that it is measured as a difference waveform, where the signal over contralateral electrodes is 
higher in amplitude than the signal over ipsilateral electrodes. When plotted together, a 
characteristic gap is expected between the two waveforms (Luck & Hillyard, 1994a; 1994b). 
This component is sensitive to attentional shifts, such that not attending to the stimulus reduces 
the amplitude significantly (See Figure 3.1 for an example of an N2PC). Therefore, examination 
of this component might allow determination of whether the differences seen in deaf individuals 
are due more to exogenous involuntary draws of attention by the stimulus or endogenous goal-
directed behavior of purposefully shifting attention to the periphery. 
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What is predicted for the N2PC for deaf participants depends on why it is thought that 
deaf participants perform better on the Useful Field of View (UFOV). The task requires 
participants to spread their attention across the visual field and select targets from distractors. It 
is possible that in everyday life deaf individuals must increase attention to the periphery in order 
to better notice peripheral objects that would, in a normal hearing (NH) participant, draw 
attention with sound. With time and practice, deaf individuals may become exceptionally good at 
voluntarily moving their attention out to the periphery. If this were the case, higher amplitudes of 
the N2PC component might be expected in deaf individuals, indicating stronger activation of the 
attentional networks that drive this component. 
Another possibility is that deaf individuals are using additional neural resource for visual 
processing in auditory areas, supported by cross-modal plasticity mechanisms. This additional 
resource might mean that deaf subjects do not need to do make any change in their spatial 
distribution of covert attention since they already have higher attentional levels devoted to the 
periphery than their hearing peers do. This possibility is supported by two major research 
findings: (1) deaf individuals do not show a cost to central attention when performing peripheral 
visual tasks (Bottari et al., 2010), indicating that they do have additional attentional resources 
available to them, and (2) deaf individuals are more distracted by peripheral distractors than 
central distractors (Dye et al., 2007; Proksch & Bavelier, 2002; Rothpletz et al., 2003; Sladen et 
al., 2005). This indicates that their additional attention to peripheral stimuli is not active but 
instead a passive phenomenon not requiring any additional attention control operation (the 
reasoning behind this distractor effect is described in Chapter 1 and comes from Beck and Lavie 
(2005)). If this were the case, smaller amplitudes of the N2PC in the deaf, relative to the hearing, 
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would be expected, as the deaf would not require the attention control system to shift their 
attention to the periphery to the same degree as in hearing participants. 
3.1.2.3 The auditory N1 
 The auditory N1 component is the first negative component observed in response to 
auditory stimuli as a negative-going waveform peaking at a latency of approximately 100-150 
ms (Näätänen & Picton, 1987). Although the timing of the auditory N1 is similar to that of the 
N1 produced by visual stimuli, the two components differ in terms of their scalp distribution. 
The visual N1 tends to be located over occipital electrodes. The auditory N1, however, is largest 
over fronto-central regions. The scalp-recorded auditory N1 is thought to be a combination of 
three different sources (Näätänen & Picton, 1987). One source around the vertex is difficult to 
localize. The other two sources, however, are localized to auditory areas. One represents bilateral 
activity in the superior temporal lobe in auditory cortices, and the other is in auditory association 
areas in the superior temporal gyrus (STG). 
The auditory generators of the N1 component make it a good candidate for exploration in 
cross-modal plasticity. As it appears to be generated in the same areas that are shown to be 
different between deaf and hearing participants in other neuroimaging work, and is implicated in 
auditory processing in the hearing, deaf participants might be expected to activate these areas 
and therefore generate this component during visual processing. Because hearing participants 
typically use these areas for auditory processing, on the other hand, they would be expected to 
show smaller amplitudes, as the task does not involve auditory stimuli and the environment was 
kept as quiet as possible during testing. Thus deaf, but not hearing individuals, should generate a 
fronto-central negativity with a latency of 100-150 ms after the presentation of the visual stimuli 
(in the hearing individuals, the N1 should instead have an occipital distribution). 
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3.1.2.4 Processing negativity 
 Processing negativity is observed mainly in auditory selective attention tasks, such as 
dichotic listening tasks where participants must attend to auditory stimuli presented in one ear 
and ignore auditory stimuli being concurrently presented to the other ear (Näätänen, 1982). It can 
be observed in visual selective attention tasks as well (Karayanidis & Michie, 1996; Näätänen, 
1982), though this paradigm is less common (Näätänen, 1982). That different sensory inputs can 
produce a similar component implies a higher-order level of processing. In these tasks, frontal 
electrodes reveal a negative component with higher amplitudes for attended stimuli (Näätänen, 
1982). The component typically appears between 150 ms and 350 ms (Karayanidis & Michie, 
1996; Näätänen, 1982). This large window is a result of the onset varying from study to study, 
with more difficult discrimination between targets and distractors, and long ISIs, slowing the 
onset (Näätänen, 1982). In conditions where the processing negativity has a later onset, there will 
not be any overlap between this component and the auditory N1 allowing separation of the two 
components (Näätänen, 1982). Given that the UFOV task used is a difficult discrimination with a 
full 3 seconds between trials, this non-overlapping result can likely be expected. 
3.1.2.5 Frontal negativity in the deafness literature 
As discussed, the literature on ERPs in deafness it relatively small. Smaller still is the 
literature on this including analysis of activity at frontal electrodes. Most studies have focused on 
visual ERPs that are centered over occipital and parietal areas, and so results from frontal and 
central electrodes are either not examined or not reported in many studies. Neville and coll. 
(1983) did examine frontal electrodes and found a component they called the N150 to be larger 
in amplitude for deaf participants, only when stimuli were presented to the periphery. 
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Unfortunately, 150ms is around the latest predicted onset for the auditory N1 and around the 
earliest predicted onset of the processing negativity, so the exact identity of this N150 is unclear. 
3.1.3 Hypotheses 
 For visual ERPs a number of changes may be expected at occipital electrode sites. The 
C1 component may have an earlier latency in deaf participants, around 80 ms. The P1, N1, and 
P2 components may have larger amplitudes, around 100 ms, 150 ms, and 230 ms, respectively. 
For the N2PC, a difference in the deaf and hearing participants may be expected around 200 ms 
when the contralateral and ipsilateral responses are compared. 
 In frontal and central electrodes, increased amplitudes of the N1 may be expected in the 
deaf, around 100-150 ms, which would resemble a typical auditory component. A higher 
amplitude of the processing negativity component around between 150 and 350 ms may also 
appear. 
3.2.  Materials and Methods 
3.2.1  Participants 
Inclusion criteria was the same as in the behavioral section of the previous chapter. The 
same participants were used, but due to a data storage failure four deaf and two hearing did not 
have data available and thus numbers were reduced to 6 deaf and 9 NH controls. See Table 3.1 
for a breakdown of which subjects were included in this analysis. 
3.2.2  Procedure 
3.2.2.1  UFOV task 
The information about the task is repeated here, from Chapter 2, for convenience. The 
data were collected concurrently with the optical imaging sessions.  
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Participants performed a modified version of a UFOV task (Dye et al., 2009) while EEG 
data were acquired. Each stimulus had a fixed presentation duration of 68 ms, which was chosen 
a priori based upon the thresholds reported in Dye and coll. (2009) with the aim of obtaining 
similar task accuracy for deaf and NH control groups. 
The central discrimination task had two possible hair lengths (short, long) while the 
peripheral task used four possible target locations (NW, NE, SW, SE) and participants were 
asked to respond to both the central and the peripheral task. Each of these eight combinations 
was presented six times per block, resulting in blocks of 48 trials lasting approximately 4 
minutes each. There were 15 such blocks per session, and two sessions, resulting in a total of 
1440 trials. Stimuli were presented on a touchscreen connected to a PC running E-Prime. A 
Microsoft Sidewinder game controller was used to collect responses from participants. 
Participants used the A, B, X, and Y buttons to indicate target location, as these were 
approximately arranged in the same spatial fashion as the four possible target locations and 
therefore mapped well onto the response. Participants used the left and right trigger buttons on 
the back of the controller to indicate short or long hair on the central target. Assignment of short 
and long hair responses to these triggers was counterbalanced across participants. 
3.2.2.2 EEG recording 
 Electrodes were fed through the tubing on custom made helmets designed for optical 
recording. Spectra gel was used to saturate a cylindrical sponge, slightly smaller than the tube 
width, which had a slit cut in it. The cup electrode was inserted into this slit, and then the 
apparatus was pushed into the helmet tubing until the sponge contacted the scalp. Impendences 
below 10 kΩ were sought during set-up, although due to the extensive set up time of the 
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combined optical and EEG, as well as participant movement, these impedances were not always 
achieved for every electrode throughout the 2-4 hours of testing. 
EEG was recorded with Ag-AgCl cup electrodes at 8 scalp locations, approximately 
representing F3, F4, C3, C4, P3, P4, O3, and O4. The center of the forehead was used as a 
ground. During recording, electrodes were referenced to the left mastoid. In processing, the data 
were re-referenced to the average of the two mastoids. Electrodes were placed above and below 
the right eye, as well as on the outer canthi of each eye, to provide the electrooculogram (EOG) 
channels. During analysis, all data was filtered using a 0.1 to 30 Hz band pass filter, then 
segmented into epochs lasting from to -200 to 1000 ms (with respect to stimulus onset, set to 
time point 0), and the average of the interval between -200 ms to 0 ms was used as a baseline and 
subtracted from the data. Eye movement correction was conducted (Gratton et al., 1983), and 
then trials with changes greater than 150 mv in any channel across the trial were automatically 
rejected. Finally, the remaining trials were manually inspected for drifts or other artifacts. In total 
this caused an average of 19% of trials to be rejected, with no significant difference in the 
number of trials rejected between deaf and hearing participants (t(14) = -0.964, p = 0.353). Using 
EEGlab (Delorme & Makeig, 2004) trials were categorized into four bins based on the target 
location of the peripheral stimulus (stimuli were collapsed across central stimulus type). The two 
sessions of testing were merged if both were available for that participant (three deaf and three 
hearing participants only had EEG data from one of the two sessions, reducing their number of 
trials before rejection to 720, see Table 3.1). To test for the N2PC, an additional binning 
procedure was used. Trials were binned based on whether they were upper contralateral trials 
(left electrode responses to upper right presentation of the stimulus and right electrode responses 
to upper left presentation of the stimulus), upper ipsilateral (right electrode responses to upper 
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right presentation of the stimulus and left electrode responses to upper left presentation of the 
stimulus), lower contralateral, and lower ipsilateral. 
3.2.2.3 Analysis 
 Grand averages were computed for each participant using ERPlab (Lopez-Calderon & 
Luck, 2014) and then the mean amplitude was measured using the ERPlab measurement tool for 
each participant for each of the time windows chosen. A repeated measures ANOVA was used 
with hearing status as a between groups factor. For occipital electrodes, a within groups factor of 
hemisphere (right or left) was also tested. For frontal and central electrodes, two within subjects 
factors were tested: (1) electrode location (frontal or central) and (2) hemisphere (right or left). 
3.3.  Results 
 In the previous chapter no significant differences in behavioral performance between deaf 
and hearing participants were reported during this data collection. 
Waveforms for the ERPs, separated into upper and lower visual fields, can be seen in 
Figures 3.2 (left hemisphere locations) and 3.3 (right hemisphere locations). The ipsilateral and 
contralateral waveforms appear in Figure 3.4. The mean amplitudes and the standard errors for 
the various components tested can be found in Table 3.2 (deaf and hearing comparison), Table 
3.3 (right and left hemisphere comparisons), and Table 3.4 (amplitudes for deaf and hearing 
broken down by hemisphere). 
3.3.1 Visual ERPs 
3.3.1.1 C1 
 There does not appear to be a C1 component in either the deaf or hearing participants. 
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3.3.1.2 P1 
 There is a P1 component visible for both deaf and hearing participants for both the left 
and right hemisphere around 100 ms. A 50 ms window around this peak was chosen (80-120 ms) 
for measuring the amplitude of this component. 
There was no main effect of hearing status (F(1,13) = 0.578, p = 0.461). There was a 
significant main effect of hemisphere (F(1,13) = 7.074, p = 0.020) such that the right hemisphere 
had higher positive amplitudes across groups. There was no interaction between hearing status 
and hemisphere (F(1, 13) = 0.421, p = 0.528). 
3.3.1.3 N1 
 An N1 component is visible in both groups and in both hemispheres around 150 ms and a 
50 ms window around this peak was tested (130-180 ms). 
There was no main effect of hearing status (F(1,13) = 0.065, p = 0.802). There was no 
main effect of hemisphere (F(1,13) = 0.072, p = 0.793). There was no interaction between 
hearing status and hemisphere (F(1, 13) = 0.545, p = 0.474). 
3.3.1.4 P2 
 A P2 component is visible around 250 ms and a 50 ms window around this peak was 
tested (220-270 ms).. 
There was no main effect of hearing status (F(1, 13) = 0.475, p = 0.503). There was a 
significant main effect of hemisphere (F(1,13) = 7.074, p = 0.020) such that the right hemisphere 
had higher positive amplitudes across groups, similar to what was seen in the P1. There was no 
interaction between hearing status and hemisphere (F(1, 13) = 0.064, p = 0.803). 
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3.3.1.5 N2PC 
 While differences between deaf and hearing participants are visible in Figure 3.4, within 
each group there appears to be almost no difference between contralateral and ipsilateral 
waveforms at any time point, and as such there does not appear to be an N2PC component in 
either the deaf or hearing participants. 
3.3.2 Frontal negativity 
3.3.2.1 Auditory N1 
 There is an N1 component visible for both the left and right hemisphere and both the 
frontal and central electrodes around 100 ms in deaf participants. There does not appear to be 
any negative deflection at this time for the hearing participants. A 50 ms window around this 
peak was tested (80-120 ms). 
There was a main effect of hearing status (F(1,13) = 5.286, p = 0.039) such that deaf 
participants had higher negative amplitudes than hearing participants. There was a marginally 
significant main effect of hemisphere (F(1,13) = 4.517, p = 0.053) such that the left hemisphere 
had higher negative amplitudes across groups. The significant interaction between hearing status 
and hemisphere (F(1, 13) = 5.019, p = 0.043), however, reveals that this is driven by a 
complicated relationship between the two variables. For the deaf, deflections in the waveform in 
both the left and right hemispheres are negative, and the two hemispheres differ by less than a 
tenth of a microvolt (See Table 3.4). For the hearing, however, the deflections in the waveform 
were positive at this time point, with higher amplitudes in the right. When the deaf and hearing 
participants are summed together to test for the main effect, in the right hemisphere the high 
negative amplitudes for the deaf are largely cancelled out by the high positive amplitudes for the 
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hearing. The lower positive amplitudes for the hearing in the left, however, did not cause such a 
cancelling out, leading to a deceptive appearance that the left had higher amplitudes. 
There were no main effects or interactions with electrode location (frontal or central; all 
F(1, 13) < 2.739, all p > 0.121). 
3.3.2.2 Frontal processing negativity 
 There is a sustained negative deflection in the waveform for deaf participants in both 
hemispheres and both electrode sites, centered around 250 ms. There does not appear to be any 
negative deflection at this time for the hearing participants. A 50 ms window around this peak 
was tested (220-270 ms). 
There was a main effect of hearing status (F(1,13) = 5.794, p = 0.032) such that deaf 
participants had higher negative amplitudes than hearing participants. There was a marginally 
significant main effect of hemisphere (F(1,13) = 4.478, p = 0.054) such that the right hemisphere 
had higher negative amplitudes. Examination of the means shows that deflections of the 
waveform in the deaf are negative for both the left and right hemisphere, with the right having a 
higher negative amplitude by approximately 1.5 mv. In the hearing deflections were positive, 
with higher positive amplitudes in the left by approximately .5 mv. That the trend is reversed for 
the hearing implies that the main effect is driven by the deaf. There was, however, no interaction 
between hearing status and hemisphere (F(1, 13) = 1.470, p = 0.247). 
There were no main effects or interactions with electrode location (frontal or central; all 
F(1, 13) < 3.100, all p > 0.101). 
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3.4.  Discussion 
3.4.1 Visual ERPs 
 The lack of C1 component is likely explained by the complex nature of the visual 
stimulus used. Primary visual cortex, the generator of the C1 component, is most strongly 
activated by more basic stimuli like checkerboards and sinusoidal gratings (Reich et al., 2001). 
No main effects of hearing status were found for the P1, N1, or P2 components, which 
fails to replicate previous findings in the deafness literature. This is also likely due to the 
stimulus used. The previous studies typically presented targets at only one peripheral location at 
a time, and involved motion. The current stimuli, on the other hand, always had targets and 
distractors appear in multiple peripheral locations at once, and no motion was used. Why exactly 
the deaf would show primary visual changes for moving stimuli but not visual selection tasks, 
despite showing behavioral effects in both, remains to be seen. 
The main effect of hemisphere in the P1 and P2 components is similar in both groups, 
with the left hemisphere being approximately 2 mv lower in amplitude than the right for the P1 
component, and approximately 4 mv lower in the left for the P2 component (Table 3.4). This 
asymmetry does not appear in the previous deafness literature, and as such its meaning is 
unclear. 
The absent N2PC, again, is likely because the stimulus used is not ideal for eliciting an 
N2PC. Typical N2PC experiments use pop-out stimuli (Luck & Hillyard, 1994a; 1994b). The 
difficulty of discriminating the peripheral targets used from the distractors (Seymour et al. 2016) 
shows that there was no pop-out effect for the targets. 
 
 
87 
 
3.4.2 Frontal negativity 
3.4.2.1 Auditory N1 
 The N1 component seen in frontal electrodes in the deaf is more typical of auditory 
stimuli than visual stimuli (Näätänen & Picton, 1987). As the neural generators of the auditory 
N1 (Näätänen & Picton, 1987) match the locations found for differences in deaf and hearing with 
other methods (Seymour et al., 2016), this component may be related to the changes in auditory 
brain areas found in other studies. If this finding could be replicated, it might serve as an ERP 
signature of cross-modal plasticity. 
Given that the overall main effect of hemisphere was driven by differences in positive 
amplitudes in the hearing, this is not representative of an asymmetry in the negative N1 
component. As such these hemisphere effects are not necessarily meaningful. 
3.4.2.2 Frontal processing negativity 
 The sustained negative drift in frontal electrodes, which appeared only for deaf 
participants, is consistent with the domain-general processing negativity, associated with 
attention. Given that deaf participants perform better on attentionally-demanding tasks, the 
appearance of this component may reflect higher-order changes in attentional networks being 
used to facilitate performance on such tasks. 
 The main effect of hemisphere for higher amplitudes in the right hemisphere, and its 
reversal across groups, might suggest that this right hemisphere negativity is related to the right 
hemisphere differences between deaf and hearing seen in other imaging modalities. However, 
similar to the auditory N1 hemispheric differences, that a negative component is being tested and 
positive values are found for the hearing implies that the effect is not a difference in the same 
component across groups but instead reflects some processes that are entirely different between 
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the groups. Additionally, given the reversal across groups we might expect a significant 
interaction effect, but none was found. This may indicate that the marginal main effect is a 
statistical artifact. 
 Neither of these time windows, for the auditory N1 or the processing negativity, 
encompasses the larger N150 in deaf participants reported by Neville and coll. (1983). The 
relationship between Neville’s findings and ours, therefore, is unclear. Neville’s results could 
reflect either of these components: In such a case, this finding may partially replicating their 
work. 
3.4.3.  Limitations 
 The most obvious limitation is that concurrent collection of optical and EEG data led to a 
less than ideal EEG set up. A higher density of electrodes might have allowed us to attempt 
source localization for these components. 
It would also be interesting to see how these components might differ had there been a 
significant effect of deafness on behavioral performance during recording. As discussed in 
Chapter 1, there are a number of reasons to try to reduce behavioral differences during 
neuroimaging. Nevertheless, that these difference in components appear without a behavioral 
difference complicates the claim that differences in brain activity are what drives the behavioral 
differences seen in other tasks. 
3.4.4  Conclusion 
 Evidence is presented that suggests ERPs typically seen in auditory paradigms are 
appearing for deaf participants in a visual task. This may be interpreted as a signature of cross-
modal plasticity. Changes in the domain-general frontal processing negativity may also serve as 
a signature of the higher-order attentional changes seen in the deaf. These interpretations will 
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need to be supported by further replication of these components, particularly as they pertain to 
different tasks.  
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3.5.  Tables and figures 
Table 3.1 Subject inclusion for EEG analysis. Subject numbers are the same as those used in 
Chapter 2. 
  
Included in EEG session 1 Included in EEG session 2 
D1 no no 
D2 no no 
D3 no yes 
D4 no no 
D5 yes yes 
D6 no no 
D7 yes no 
D8 yes yes 
D9 yes yes 
D10 no yes 
H1 no no 
H2 no yes 
H3 yes yes 
H4 yes yes 
H5 no yes 
H6 yes yes 
H7 no no 
H8 no yes 
H9 yes yes 
H10 yes yes 
H11 yes yes 
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Table 3.2 Means and standard errors for each component in deaf and hearing participants. * 
indicates those components that had a significant main effect of hearing status 
 
Component Hearing Status Mean Standard Error 
P1 Deaf 1.835 1.408 
Hearing 4.132 1.150 
N1 Deaf -1.551 1.703 
Hearing -2.113 1.391 
P2 Deaf 7.121 2.896 
Hearing 4.543 2.365 
Auditory N1* Deaf -2.588 1.078 
Hearing 0.612 0.880 
Frontal Processing 
Negativity* 
Deaf -3.985 1.684 
Hearing 1.248 1.375 
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Table 3.3 Means and standard errors for each component in the left and right hemispheres. * 
indicates those components that had a significant main effect of hemisphere. ** indicates those 
components that had a marginally significant main effect of hemisphere. 
 
Component Hemisphere Mean Standard Error 
P1* Left 3.568 0.969 
Right 5.553 1.357 
N1 Left -1.914 1.166 
Right -1.751 1.115 
P2* Left 3.901 1.594 
Right 7.763 2.339 
Auditory N1** Left -1.177 0.668 
Right -0.799 0.734 
Frontal Processing 
Negativity** 
Left -0.908 1.145 
Right -1.829 1.071 
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Table 3.4 Means and standard errors for each component in deaf and hearing participants broken 
down by hemisphere. * indicates those components that had a significant interaction effect 
between hearing status and hemisphere. 
 
Component Hearing Status Hemisphere Mean Standard Error 
 
P1 
Deaf Left 2.960 1.502 
Right 4.461 2.102 
Hearing Left 4.176 1.226 
Right 6.646 1.716 
 
N1 
Deaf Left -1.857 1.806 
Right -1.246 1.728 
Hearing Left -1.971 1.475 
Right -2.256 1.411 
 
P2 
Deaf Left 5.371 2.469 
Right 8.871 3.623 
Hearing Left 2.430 2.016 
Right 6.655 2.958 
 
Auditory N1* 
Deaf Left -2.577 1.035 
Right -2.598 1.137 
Hearing Left 0.223 0.845 
Right 1.000 0.928 
 
Frontal Processing 
Negativity 
Deaf Left -3.260 1.773 
Right -4.709 1.659 
Hearing Left 1.445 1.448 
Right 1.051 1.355 
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Figure 3.1 Example of an N2PC observed in Luck and Hillyard (1994b). There is a 
characteristic gap between the contralateral and ipsilateral response to the target when it is 
attended. Note that negative is plotted up. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
95 
 
 
 
 
Figure 3.2. Grand averages for hearing and deaf participants in electrodes on the left 
hemisphere. A is the signal from trials where the target was presented to the upper visual field, 
and B is targets presented to the lower visual field. 0ms indicates the onset of the stimulus. Note 
that negative is plotted up. UR indicates that the target was presented in the upper right location 
and UL indicates the upper left. LR indicates the lower right and LL indicates the lower left. 
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Figure 3.3. Grand averages for hearing and deaf participants in electrodes on the right 
hemisphere. A is the signal from trials where the target was presented to the upper visual field, 
and B is targets presented to the lower visual field. 0ms indicates the onset of the stimulus. Note 
that negative is plotted up. UR indicates that the target was presented in the upper right location 
and UL indicates the upper left. LR indicates the lower right and LL indicates the lower left. 
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Figure 3.4 Grand averages for the deaf and NH participants with trials binned into contralateral 
and ipsilateral responses. 0ms indicates the onset of the stimulus. A shows the responses when 
the target was presented to the upper visual field and B shows responses for the lower visual 
field. Note that negative is plotted up. 
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Chapter 4: Conclusion 
4.1. Summary of Results 
4.1.1 Behavioral results 
 In Chapter 2, a modified version of the Useful Field of View (UFOV) from Dye and coll. 
(2009) was used. This replicated results that deaf participants had lower thresholds for a difficult 
peripheral localization task than hearing participants. It also replicated the finding that the central 
task alone did not produce group differences, nor did the dual task, demonstrating that the 
peripheral visual selection difference between deaf and hearing participants only appears in 
attentionally-demanding conditions. As described in Chapter 1, this fits with previous research 
indicating that deaf participants do not have better visual task performance across the board, but 
instead show improvements for a narrow subset of attentionally-demanding peripheral tasks, 
such as localization/selection and motion detection. 
 The current modification of the UFOV used a diamond as the target among square 
distractors, rather than the sheriff’s badge shape used in Dye and coll. (2009). This modification 
appears to have made the task significantly more difficult, with both deaf and hearing 
participants showing higher thresholds than in the previous study. The sheriff’s badge shape 
created a luminance difference between the target and the distractors, and this luminance 
difference was absent when the target was a diamond (simply a rotated version of the square 
distractor). Therefore, it could be argued that this luminance difference was aiding hearing 
participants and lowering thresholds overall. The elimination of this difference gets us closer to 
describing what is truly different between deaf and hearing participants (attention and selection, 
not basic psychophysical differences like those used in luminance detection). 
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During neuroimaging, a further modified version of the UFOV was administered, which 
was presented for a fixed period of time, rather than the staircase method. The timing of this 
stimulus was chosen based on Dye and coll. (2009) to be directly between the two groups’ 
thresholds. However, as described above, that timing no longer accurately represented the 
thresholds of the groups. Instead, this timing was far faster than each group’s threshold. Luckily, 
this did not produce a floor effect, with both groups performing above chance for the central and 
peripheral tasks. This eliminated behavioral differences between the two groups during 
neuroimaging, which allows us to directly compare the neuroimaging data between groups 
without concern that the differences seen are due to differences in performance. 
4.1.2  Optical results 
 Of the areas examined during optical imaging, evidence was found for changes in early 
visual brain areas, representing unimodal plasticity, and in secondary auditory brain areas, 
representing cross-modal plasticity. These effects are driven mostly by deaf participants showing 
activity above baseline when hearing participants do not. Increased activity in the posterior 
temporal ROI for deaf participants occurred at approximately 700 ms after stimulus presentation. 
This activation was correlated significantly with behavioral performance across groups, such that 
participants with the most activation in this area at this time point showed the lowest thresholds 
(which indicates better behavioral performance). 
4.1.3 ERP results 
 Occipital electrodes were examined for differences in visual event-related potentials 
(ERPs), but no evidence of such unimodal plasticity was found. Frontal and central electrodes 
were examined for differences in two negative components. The first is typically thought of as an 
auditory component in hearing participants, as it is generated by temporal areas and appears 
100 
 
during auditory tasks. This component had higher amplitudes in the deaf, suggesting evidence of 
cross-modal plasticity. The later component may represent a more domain-general attentional 
component, and also showed higher amplitudes in deaf participants, consistent with their better 
performance on attentionally-demanding tasks. 
4.1.4 General discussion 
 Taken together, these results suggest the presence in the deaf of both unimodal plasticity 
and cross-modal plasticity in response to a visual selection task. The evidence for cross-modal 
plasticity was significantly stronger, appearing in both event-related optical signals (EROS) and 
ERPs. The behavioral findings replicate differences between deaf and hearing participants found 
in a number of visual selection tasks. The substantial gap between deaf and hearing participants’ 
thresholds represents a robust behavioral effect of deafness, which may make this task 
particularly useful in future studies. The EROS results replicate a number of findings of 
increased activity in posterior temporal areas in the deaf. The ERP results are novel, and 
similarly support this claim of cross-modal reorganization of temporal areas. The correlation 
between the EROS results and a separately collected behavioral task is also novel, and presents a 
stronger case that the behavioral changes seen in deaf and hearing participants are related to 
these cross-modal mechanisms. 
4.2. Future directions 
 There are a number of unanswered questions about cross-modal plasticity in deafness. 
4.2.1 Extent of hearing loss 
It is still unclear the exact conditions needed to produce cross-modal plasticity in 
deafness. Is profound deafness required, or might milder levels of hearing loss create the same 
effect? It might similarly be asked if congenital deafness is required, or if acquired deafness later 
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in life could produce similar effects. Which developmental stages would be important to these 
changes, if any? 
 These questions could best be addressed by looking at other hearing-loss populations. 
One possibility is examining older adults losing their hearing. In these cases, hearing loss is 
typically milder and, as they are adults, hearing loss was not present at birth or through any of 
the developmental milestones. If the congenitally profoundly deaf represent the group most 
likely to show plastic changes, older adults with acquired mild hearing loss would arguably be 
the least likely. Another possibility is to look at those with sudden-onset deafness, or those with 
blast-induced hearing loss. Both of these conditions can cause sudden and profound bilateral 
hearing loss. These groups could represent the effects of profound hearing loss without the 
developmental effects of being congenitally deaf. Comparison of these groups with congenitally 
profoundly deaf participants could help to tease apart developmental effects from the effects of 
current sensory deprivation. 
 The effects of milder hearing loss in adults have recently begun to be explored. Campbell 
and Sharma (2014) presented central, apparent-motion, visual stimuli to hearing participants and 
participants with mild to moderate hearing loss. They found the typical visual ERPs: a P1 at 100 
ms, an N1 at 150 ms, and a P2 at 230 ms. Amplitudes for all three components were larger in the 
mild hearing loss group, and the latency of the N1 was shorter in the hearing loss group. This 
appears to replicate the work on visual ERPs in the congenitally profoundly deaf literature. 
However, in the congenitally profoundly deaf these effects seem to appear most strongly, or in 
some cases exclusively, for peripherally presented motion stimuli. That central stimuli produce 
the effect in a milder hearing loss group may suggest that all three groups, normal hearing, mild 
hearing loss, and profound hearing loss, are idiosyncratic in the operation of their visual systems. 
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Alternatively, it may be the case that changes in the central visual system appear first, and that 
more prolonged deafness would shift the effects to the periphery. Participants in Campbell and 
Sharma (2014) were not currently receiving any hearing-loss intervention and the duration of 
their hearing loss is undetermined. 
4.2.2 Effects of cochlear implantation 
 The impact of cross-modal plasticity on cochlear implant users may also be of interest for 
predicting successful use of the implant. Stimuli designed to evoked activity in primary visual 
cortex have been shown to activate auditory brain areas in cochlear implant users, and the extent 
to which this occurs seems to have a negative relationship with speech perception in these 
patients (Doucet et al., 2006; Sandmann et al., 2012). Similarly, Giraud and Lee (2007) and Lee 
and coll. (2007) both found increased metabolism in auditory brain areas for deaf patients and 
that this effect correlated with poorer outcomes for cochlear implantation later on. This may 
suggest that cross-modal reorganization of auditory cortex to perform visual functions is difficult 
to undo. Perhaps the degraded signals provided by a cochlear implant are not strong enough to 
overcome the visual inputs to the area. The extent to which cross-modal reorganization has 
occurred may therefore represent a diagnostic tool for audiologists, suggesting which patients are 
more likely to have success with a cochlear implant (Giraud & Lee, 2007). 
 Examining cochlear implant patients may represent an additional method for examining 
the time course of cross-modal plasticity in the deaf. Sadato and coll. (1996) found that blind 
individuals showed activation of primary visual areas during Braille reading, indicating a task-
specific use of visual areas in a somatosensory task. Merabet and coll. (2008) found that this 
effect could be reproduced in normally-sighted participants who had been blindfolded for 5 days. 
This indicates that the effect does not necessarily rely on developmental sensitive periods. It is 
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possible that the same is true of the changes seen in deafness. If the results in the congenitally 
profoundly deaf can only appear as a result of structural changes during developmental sensitive 
periods, then cochlear implant patients who were implanted as young children should most 
closely resemble hearing participants in their behavioral performance and brain activation. If, 
however, temporary deafening could work as well as temporary blindfolding, it may be found 
that cochlear implant patients who have turned their implant off for a period of time begin to 
show behavioral performance and brain activity more closely resembling that of the congenitally 
deaf. 
4.2.3 Video Game Effects 
 There is an interesting overlap in the visual functions that are affected in deafness and the 
visual performance enhancements seen in action video game players. As discussed in Chapter 1, 
Buckley and coll. (2010) used Goldmann kinetic perimetry to find that deaf participants had 
larger visual fields for both the center and the periphery, accessing information presented at 
further distances from fixation than the hearing participants. They found the same effect in action 
video game players. Proksch and Bavelier (2002) showed that deaf participants are more 
distracted by peripheral distractors, which counter-intuitively indicates that they have more 
attentional resources allocated to the periphery (See Chapter 1 for a discussion of this study). 
Green and Bavelier (2006) used the same method with video game players and similarly found 
that they had more attention allocated to the periphery than did non-gaming control participants. 
If simply practicing peripheral visual localization can produce the same effects as 
congenital profound deafness, it calls into question the practical significance of cross-modal 
plasticity findings. One possibility is that deaf individuals and video game players are showing 
the same behavior but doing so by different neural mechanisms. Bavelier and coll. (2012) 
104 
 
provide evidence for this by showing that during a peripheral visual task video game players 
show differences in activation of attentional networks, largely in frontal and parietal areas. This 
is in contrast to the evidence reviewed in Chapter 1 that shows that the majority of changes in 
deafness are to auditory brain areas. The deaf, it seems, need no such practice for increased 
behavioral performance. In addition to recruiting attentional networks, the deaf can naturally 
recruit auditory brain areas for increased processing power. 
If the behavioral changes in video game players appear as a result of attentional changes 
rather than auditory changes, it could be predicted that the auditory-like N1 component described 
in the deaf in Chapter 3 would not be present for video game players. The more domain-general 
processing negativity might be amplified in the deaf and the video game players, relative to the 
hearing non-gamer controls. 
4.3. Conclusion 
 We are only just beginning to understand how the brain adapts to its environment. 
Looking at individuals who have had such a vastly different experience of the world tells us a lot 
about that population, but it also tells us a lot about the brain in general. This work calls into 
question the very foundation of basic labeling of brain areas as auditory or visual. The unique 
abilities of deaf people give us a window into just how flexible and adaptable we all are. 
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