Introduction
This paper considers the dynamics of US real private residential fixed investment and the ability of classical individual bivariate, factor-augmented, and Bayesian-shrinkage based predictive regression models to forecast this series. Residential investment includes new construction, expenditures on maintenance and home improvement, equipment purchased for use in residential structures, and brokerage commissions (Krainer, 2006) .
The dynamics of residential investment plays a critical role in mortgage lending, portfolio investment decisions, and economic growth. Financial institutions more willingly lend for residential real estate investment than most other activities. Long-term investors consider residential property because the income stream from housing links to wage growth and can offer investors a better hedge against their liabilities than commercial property, which more closely links to the slower growing retail price growth series and other property market indicators (Daly, 2008) . Moreover, the stable income returns (rent) and high total returns (rent plus capital growth), and prospects for portfolio diversification makes residential property attractive to investors. Residential investment also possesses a leverage advantage.
Finally, housing construction can function as a locomotive, stimulating growth in other sectors, particularly finance, insurance, real estate, certain services, and segments of retail trade (Browne, 2000) .
The housing sector, in general, provides an important channel through which monetary policy affects the economy. In addition, the housing sector is a leading indicator of aggregate demand (Demers, 2005) . Understanding the evolution of this sector enables forward-looking central banks to predict more accurately housing expenditure.
Forecasting US residential investment helps to identify business cycle turning points.
Residential investment significantly contributed to the recent financial crisis and Great
Recession. In addition, Green (1997) notes that it historical leads US business cycles and proves useful in forecasting GDP from 1959 to 1992. Figure 1 clearly shows that residential fixed investment to GDP turns down (up) prior to recessions (recoveries), providing a leading indicator to the business cycle. Fisher and Gervais (2007) note that residential investment growth in the US declined significantly since 1984. Thus, the overall decline in macroeconomic volatility experienced during the Great Moderation reflects in significant ways the declining share of residential investment growth in US real GDP growth, since residential investment is such a highly volatile component of GDP (Green 1997; Dynan et al. 2006; Peek and Wilcox 2006) . See Figure 2 . Although, residential investment historically contributes only about 5 percent of US GDP, it makes large contributions to output growth in recoveries (Lunsford, 2013) . In this regard, Bernanke (2009) and Kohn (2009) , following the National Bureau of Economic
Research (NBER) 2009:Q2 business cycle trough, note that residential investment provides the source of economic growth going forward. Recently, Bernanke (2012) and Yellen (2013) also note that the negative contribution of residential investment makes the recent recovery unusual. Further, declines in residential investment also typically proceed recessions ( Figure   1 and Leamer, 2007) . Therefore, accurate forecasts of US residential investment movements can help to identify business cycle peaks.
Despite the importance of residential investment and its forecast, few studies forecast it (see the literature review section). Therefore, the current study fills this lacuna by providing Krainer (2006) , residential investment measures the quantity of new housing supplied to the economy, and, in the long run, it should satisfy the overall demand for new housing. Thus, residential investment depends on supply and demand factors. In this regard, we include both demand-and supply-side factors in our forecasting models.
Two broad approaches exist for incorporating information from a large number of data series -extracting common factors or principle components (Stock and Watson, 2002; Koop and Korobilis, 2011) and Bayesian shrinkage methods (Korobilis, 2013a (Korobilis, , 2013b . In this study, we consider both approaches for small-and large-scale models that include 20 and 188 additional predictors, respectively. In addition, we also forecast using individual bivariate regressions, where we regress each of the 20 variables in the small-scale models, in turn, on real private residential fixed investment.
The difficulty in forecasting economic variables such as residential investment occurs because the forecast depends on the models used to generate them. Thus, we must crucially evaluate forecasts from different models and to select the 'best forecast' based on an objective criterion (Dua et al., 2008) . Further, Clements and Hendry (1998) argue that in time-series models, estimation and inference basically mean minimizing the one-(or multi-) step-ahead forecast errors. Therefore, superior models produce smaller forecast errors than its competitors. We evaluate the forecasts from the 26 predictive models using the mean square error (MSE) of each model relative to the MSE of an autoregressive (AR) (benchmark)
model. Further, we test for the significance of the MSEs using the McCracken (2004 McCracken ( , 2007 MSE-F statistic.
We organize the rest of the paper as follows: Section 2 provides an overview of the existing literature on forecasting residential investment. Section 3 describes the empirical models that we use for forecasting. Section 4 describes the data and reports and evaluates our results. Section 5 concludes.
Literature Review
Although a significant research activity documents the modelling of residential investment, 1 few studies consider the forecasting of residential investment - Demers (2005 ), Baghestani (2011 ), and Lundsford (2013 . Demers (2005) proposes and evaluates econometric models that explain and forecast real quarterly housing expenditure in Canada, using structural, using fundamentals such as wealth and demographics, and leading-indicator, using variables such as housing starts and household indebtedness, models of the Canadian housing sector. The results show that the preferred structural model with a structural break ranks better than each of the 12 leading-indicator models of construction investment.
Baghestani (2011) In sum, the existing literature on forecasting residential investment, in general, and private residential investment, in particular, provides limited findings despite the importance of this series in business cycles.
Methodology
We consider several predictive regression models for forecasting the US real private residential fixed investment. These include the spike-and-slab priors for Bayesian variable selection (SSVS), the Bayesian semi-parametric shrinkage (BSS) prior, and the factoraugmented predictive regression (FAPR) models. In addition, we also consider individual predictive regressions based on the 20 variables that researchers identify as possibly incorporating predictive capability for residential investment. 
Spike-and-Slab Priors for Variable Selection (SSVS) Model
We start with a dynamic regression model of the following form:
, σ . We determine the optimal number of lags for the forecasting model based on the Schwarz information criterion (SIC), which, in 2 The list of references to document the choice of these variables is available from the authors. The 20 variables include interest rates (3-month Treasury rate, 3TB), real gross domestic product (RGDP), the consumer price index (CPI), the unemployment rate (UNRATE), the labour force participation rate (LFPR), the mortgage interest rate (MORTG), the business confidence index (BCON), the real house price index (RHP), the money supply (M1), real private consumption expenditure (RPCON), real government consumption expenditure (RGCON), the real change in private inventories (RCPINV), housing starts (HOUST), real non-residential fixed investment (RNRFINV), the Standard & Poor's stock price index (S&P), retail sales (RSALES), new private housing units authorized by building permit (PERMIT), number of new houses sold (HSOLD), and the months' supply of housing ratio (HSUPPLY).
turn, selects one lag. Hence, we include the intercept and one lag in the forecasting model.
We assume that the regression coefficients (2002) and Koop and Potter (2004) argue for selecting the best, according to some criterion, variables/predictors, while Stock and Watson (2002) suggest using shrinkage by replacing t x with its first few principal components.
One popular method for variable selection uses the spike-and-slab prior for the coefficients β formalized by Mitchell and Beauchamp (1988) . Korobilis (2013b) implements this approach by writing
where ) ( δ a v denotes the Dirac delta function for random variable v , which places all probability mass on the point a . Thus, the prior for , 1, ..., j j K β = , mixes a point mass at zero (the spike) and a locally uninformative (depending on the size of 2 τ ) Gaussian prior (the slab). The data update the random probabilities π , which determine whether the prior of j β equals zero or whether it comes from the unrestricted Gaussian density with variance 2 τ .
This prior does not explicitly model the correlation structure in the data when determining which variables enter the regression, which other popular model selection and averaging priors do model (Koop and Potter, 2004) .
Bayesian Semi-Parametric Shrinkage (BSS) Prior Model
The structure of the macroeconomic data commonly used by macroeconomists frequently involves highly correlated variables. The simple spike-and-slab prior does not account for correlations in the data. Researchers developed a semi-parametric spike-and-slab prior (MacLehose et al., 2007; and Dunson et al., 2008) as an extension to the simple spike-andslab model to accommodate correlations in the data. Using this method, the coefficients β admit a prior of the following form: G is a well-known density (e.g., Gaussian), making the prior an infinite mix of the densities 0 G .
Hence, such priors are "pseudo-nonparametric," since a parametric mix of distributions approximates the unknown density G (Korobilis, 2013b) . In this case, 0 G is Gaussian with zero mean and variance 2 τ , which is the typical conjugate prior distribution used on linear regression coefficients. Hence, this prior implies that each coefficient j β will either equal 0 with probability π , or will come from a mix of Gaussian densities with probability (1 ) π − .
Further, we define prior distributions for the prior hyper-parameters α , π , and, τ , which show up in the hierarchical prior in Equation (3), to let the data determine their values.
Following Korobilis (2013b) , we define the hyper-prior distributions as follows:
Using these fairly uninformative hyper-parameters, we estimate the regression coefficients using the Markov Chain Monte Carlo (MCMC) methods. 5 After monitoring for convergence, we run the Gibbs sampler for 150,000 iterations after an initial burn-in period of 50,000 iterations.
Factor-Augmented Predictive Regression (FAPR) Model
The factor-augmented predictive regression models augment the AR model with extracted common components to forecast the real private residential fixed investment. Suppose that X t equals a 1 n × covariance stationary vector standardized to possess a mean zero and a variance equal to one, obtained from the original 1 n × vector of I(1) and I(0) variables t Y .
Then, consider the following model: Bai and Ng (2002) and Alessi et al., (2010) methods to determine the number of common components for the large and small macroeconomic datasets, respectively, and then use the extracted factors, instead of the individual predictors ( x in equation (1)), in the predictive regression model to create a FAPR model. The tests reveal 6 and 3 factors, respectively, for the large and small datasets. Again, we include one lag of private residential investment as in the previous models. We estimate the FAPR model using ordinary least squares (OLS) and perform out-of-sample tests based on the recursive scheme.
Individual Regressions
We also run bivariate predictive regressions between real private residential fixed investment 5 The on-line Technical Appendix of Korobilis (2013b) details the MCMC method.
and each of the predictors included in the small-scale models. We include one lag of real private residential investment as a control variable, when testing the forecasting ability of the specific predictor. We estimate the bivariate predictive regressions using OLS and perform out-of-sample tests based on the recursive scheme.
Data and Empirical Results

Data
We use quarterly data on 189 macroeconomic series of the US economy, including real private residential fixed investment. We seasonally adjust all data, which cover 1963:Q1 to 2011:Q2. One hundred and eighty-four (184) variables in the dataset come originally from King and Watson (2012) , which Korobilis (2013b) also used. Further details on the sources of the variables appear in these two papers. 
Estimation and Results
We consider forecasts at h = one-, two-, four-, and eight-quarter-ahead horizons of real private residential investment, using the relevant macroeconomic variables as predictors from our quarterly dataset (see the next section for more details on the sample statistic. We also test for the significance of the Theil's U statistic using McCracken (2004 McCracken ( , 2007 ) MSE-F statistic. Second, we consider the ability of the model that performs the best amongst the Bayesian, factor, and individual regression models to predict the relevant turning points in the US private residential investment using ex-ante out-of-sample forecasts. 8 We consider two types of small-and large-scale Bayesian models, and two types of factoraugmented predictive regression models based on the small and large data sets and the 20 individual bivariate regression models. We use the ex-post forecasting exercise to choose the best multivariate and bivariate models to adopt for the ex-ante forecasting exercise.
Ex-post
Out-of-Sample Forecasts. The data sample runs from 1963:Q1 to 2011:Q2.
We use 80 out of our 194 total observations for first period forecast. This implies that we estimate each model over the in-sample period of 1963:Q3 to 1982:Q4 (after taking one lag, as unanimously suggested by all five lag-length selection criteria, and transforming to stationarity) and then estimate recursively over the out-of-sample period of 1983:Q1 to 2011:Q2. That is, we use the last 114 observations (i.e., 1983:Q1 to 2011:Q2) for the evaluation of h-step-ahead forecasts (ex-post out-of-sample forecasting). We re-estimate the models each quarter over the out-of-sample forecast horizon to update the estimates of the coefficients, before producing the one-, two-, four-, and eight-quarters-ahead forecasts. We
indicates that the unrestricted model forecasts are statistically more accurate than those of the restricted model.
8 Ex-post forecasts are recursively updated in-sample in the forecasting equation to generate the multi-stepahead forecasts, whereas the ex-ante multi-step-ahead forecasts are produced from a specific point in time (generally, from the end-point of data available on the predictors, which in our case is 2011:Q3-2012:Q4) without updating the parameter estimates. The ex-ante forecasts give an objective statistical method (approach) to choose the best performing models, which, in turn, we use to predict the turning points.
calculate the mean square errors (MSE) for the one-, two-, four-, and eight-quarters-ahead forecasts as well as their average across these four forecasts for the real private residential fixed investment across all the models. Using the best performing models, we perform out-ofsample ex-ante forecast from 2011:Q3 to 2012:Q4. Table 1 reports the ex-post out-of-sample forecast results for the various models. The Finally, compare the forecast performance of the multivariate and bivariate models in Table 1 . We observe that no single model outperforms all others at all horizons. In general, at short term horizon (i.e., h = 1 and 2), models with more information outperform models with less information whereas the later outperforms the models with more information at long term horizon (i.e., h = 4 and 8). Specifically, the FAPR-Large model performs better than all the other models at horizon one, improving over the AR model by 13.9 percent. At horizon two, the SSVS-Large model performs the best, improving over the AR model by 13.8 percent.
SSVS-Small and SSVS-Large
The H4SALE model performs the best at horizons four and eight, improving over AR model by 15.7 percent and 28.8 percent, respectively. We observe that the SSVS-Large model produces the most accurate forecast based on the overall average forecast MSE. SSVS-Large model experienced a forecast MSE of only 84.6 percent of the AR model forecast MSE. In other words, it improves over the AR-benchmark model by 15.4 percent. Given the overall performance of the SSVS-Large model followed by the H4SALE model, we also compare the relative MSE of the former relative to the later. We find that the MSE of the SSVS-Large model significantly improves the relative MSE of the H4SALE at horizons 1 and 2 by 8 and 6 percent, respectively.
9
Overall, the ex-post out-of-sample forecasts produce two general conclusions. First, the large-scale models perform better than small-scale and individual regression models, as well as the AR-benchmark model based on overall average MSE, thus justifying our decision to include 188 predictors in forecasting real private residential investment. Hence, this outcome highlights the importance of including more information through large number of variables, as models with large information sets can more closely mimic economic relationships.
Second, a smaller number of bivariate models that use the number of new private housing units authorized by building permits (PERMIT), the 30-Year conventional mortgage rate (MORTG), the number of new housing units for sale (H4SALE), the number of new housing units sold (HSOLD), and the month's supply of housing ratio (HSUPPLY) exhibit significantly better forecasts averaged across all horizons. These four variables directly relate to the housing market and real private residential investment. Finally, the better performance of the Bayesian large and small models noted in the previous paragraph also utilize these housing market variables in their estimated models.
Ex-Ante
Forecasts. Having determined each of the optimal forecast models from the 9 The MSE-F statistics is a one sided test and, hence, does not permit testing for significance of cases where the relative MSE values exceeds one. Given this, we use the Harvey et al., (1998) test of forecast encompassing to determine if the information contained in the forecasts from the SSVS-Large (predictive regression model based on the H4SALE) encompasses that of the predictive regression model based on the H4SALE (SSVS-Large), We find that, at conventional levels of significance, the SSVS-Large model encompasses the H4SALE model at horizons one and four, while the H4SALE model encompasses the SSVS-Large at horizons eight and twelve. The details of these results are available upon request from the authors. Note however, our inferences based on the Harvey et al., (1998) test only serves as a rough guide, since the nestedness of the H4SALE model affects the asymptotic distribution of the test statistic.
multivariate (SSVS-Large) and bivariate (H4SALE) models, respectively, we expose them to the acid-test of predicting the different turning points in the US private residential investment series. We implement this by performing out-of-sample ex-ante forecast over 2011:Q3 to 2012:Q4. 
Conclusion
In this paper, we forecast the US real private residential investment using quarterly data from In sum, several bivariate models outperform our AR-benchmark model. These better bivariate models generally include generally housing market variables. The multivariate large models perform better than the multivariate small models. In addition, the multivariate small models usually outperform the bivariate models. Hence, we conclude that the use of fundamental economic variables probably improves the forecasting performance of the US real private residential investment over the models that do not use such information. Also, our results suggest that economy-wide factors, in addition to specific housing market variables, can improve forecasts when evaluating the real estate market. Nonetheless, the bivariate model that uses homes for sale as a predictor performs nearly as well as the SSVS-Large model for ex-post and ex-ante forecasts. That is, as a practical matter, predicting residential investment may only require homes for sale. 
