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Abstract. We pose and solve the equivalence problem for subspaces of Pn, the (n+ 1) di-
mensional vector space of univariate polynomials of degree ≤ n. The group of interest is SL2
acting by projective transformations on the Grassmannian variety GkPn of k-dimensional
subspaces. We establish the equivariance of the Wronski map and use this map to reduce
the subspace equivalence problem to the equivalence problem for binary forms.
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1 Introduction
Given a representation of a Lie group G on a finite-dimensional vector space V , it is natural
to consider the associated action of G on GkV , the Grassmannian variety of k-dimensional
subspaces of V . This non-linear G action is realized via the so-called Plu¨cker embedding of GkV
into the projectivization of ΛkV , the kth exterior product of V . The following question is of
central importance:
When are two subspaces U1, U2 ∈ GkV equivalent up to a G-action?
The present article is devoted to a specific instance of this general equivalence problem. Here,
the group of interest is SL2 acting on
Pn(z) := span{1, z, z2, . . . , zn},
by fractional linear transformations. Classical invariant theory [13, 17] is concerned with the
equivalence problem for one-dimensional subspaces; i.e., binary forms, defined up to scalar
multiple. We are interested in the following generalization.
Definition 1.1. Let U, Uˆ ∈ GkPn be polynomial subspaces with respective bases pi, pˆi ∈ Pn,
i = 1, . . . , k. We say that the two subspaces are projectively equivalent, and write U ∼ Uˆ if
there exist a fractional linear transformation
z =
azˆ + b
czˆ + d
, ad− bc = 1,
and an invertible k × k matrix Aij such that
pˆi(zˆ) = (czˆ + d)
n
k∑
j=1
Aijpj
(
azˆ + b
czˆ + d
)
, i = 1, . . . , k.
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As we shall see, the equivalence problem for polynomial subspaces furnishes interesting
analogues and extensions of certain concepts from the classical invariant theory of binary
forms.
Our original motivation for studying the equivalence problem for polynomial subspaces re-
lates to the theory of differential operators with invariant polynomial subspaces [7]. The two
fundamental questions in this area are: (1) to characterize polynomial subspaces that are left
invariant by a 2nd order differential operator; and (2) to characterize infinite polynomial flags
preserved by a 2nd order operator. The first question is central to the theory of quasi-exact
solvability in quantum mechanics [9]. The second question has interesting applications to or-
thogonal polynomials [11]. Invariance with respect to a differential operator is an SL2-invariant
property, and further progress depends crucially on advancing the understanding of invariant
properties of polynomial subspaces. The present paper gathers the necessary exposition and
theorems. We plan to return to the question of differential operators in subsequent publica-
tions.
The main tool in our analysis of the subspace equivalence problem is the Wronskian operator.
Let p1, . . . , pk ∈ Pn be linearly independent polynomials and W = W(p1, . . . , pk) the correspon-
ding Wronskian determinant. It isn’t hard to show that degW ≤ kℓ, where ℓ = n + 1 − k is
the codimension of a k-dimensional subspace of Pn. Since equality holds generically, we can
define the linear Wronski map W : ΛkPn → Pkℓ, and by restriction its non-linear analogue1
W : GkPn → G1Pkℓ. For details, see Proposition 4.2 and the extensive discussion in [19]. The
Wronski map is intimately related to the Schubert calculus [8] and the enumeration of rational
curves in projective space [14], and has received a great deal of recent attention owing to its
connection with the exactly solvable Gaudin model and the Shapiro conjecture; see [4, 19, 16]
and the references therein.
Key to our analysis is the fact that the the Wronski map is SL2 equivariant. From the rep-
resentation theory point of view, Pkℓ is just the highest weight component of the decomposition
of ΛkPn into irreducible SL2 representations. Reference [1] explores this point of view, as well
as the relationship of the Wronskian to classical invariant theory. In classical terminology, the
Wronskian is just a particular combinant, that is a joint covariant of polynomials p1, . . . , pk that
enjoys a determinantal transformation law with respect to a change of basis. The projections
of ΛkPn onto the irreducible SL2 components is accomplished by a sequence of Wronskian-
like combinants Ci : Λ
kPn → Pkℓ−2i where i = 0, 2, . . . , k and where C0 is just the ordinary
Wronskian. It is shown in [1] that the mapping
span(p1, . . . , pk) 7→ [(C0, C2, . . . , Ck)]
defines an equivariant projective embedding of the Grassmannian GkPn into a projective space
of sufficiently high dimension. Therefore, in principle, the equivalence problem for polynomial
subspaces is fully solved by considering the joint SL2 equivalence problem [18] for the combinants
(C0, C2, . . . , Ck).
Our main observation is that the equivalence problem for polynomial subspaces can be solved
by considering just C0, the ordinary Wronskian. The equivariance of the Wronski map means
that if two subspaces are projectively equivalent, then so are their respective Wronskians. The
converse, of course, is not true. The consequence of discarding the other combinants is that
the resulting mapping is no longer one-to-one. Indeed, the degree of the Wronski map U 7→
W (U) = C0 is of central concept in the Schubert calculus and has an important combinatorial
interpretation [8, 12]. However, we can assert the following.
1We use the same symbol W for both maps and for the Wronskian operation. Ambiguity isn’t a danger,
because the particular choice of usage is indicated by the context.
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Proposition 1.2. Let U, Uˆ ∈ GkPn be polynomial subspaces such that W (Uˆ) = g ·W (U) where
g ∈ SL2 C is a projective transformation. Let us furthermore suppose that StabW (U), the
subgroup of projective transformation that leaves W (U) invariant, is trivial. Then U ∼ Uˆ if and
only if Uˆ = g · U .
Thus, in the generic case, we can decide the equivalence problem for polynomial subspa-
ces U , Uˆ as follows. First we decide whether the corresponding Wronskians are equivalent. If
the Wronskians are inequivalent, then so are U and Uˆ . However, if the Wronskians are equivalent,
and if we can determine the fractional linear transformation that relates W (U) and W (Uˆ), then
we can also decide the question of equivalence of the subspaces U and Uˆ .
The classical approach to the equivalence of binary forms is based on an integrity basis –
a finite generating set of invariants or covariants [15]. Here, we follow a different, more modern
approach based on moving frames introduced in [17]. It turns out that if a polynomial has a finite
symmetry group, then it can be fully characterized by two absolute rational covariants. In [3]
the equivalence problem for binary forms is reduced to a procedure that tests the compatibility
of these two covariants. In the case of a positive outcome of the equivalence test, the procedure
actually determines the projective transformation g ∈ SL2C that relates the binary forms in
question. If we apply the algorithm of [3] to WronskiansW (U) andW (Uˆ) and find a transforma-
tion g such that W (Uˆ) = g ·W (U), then, in the generic case, we can test for the equivalence of U
and Uˆ as per the above Proposition. The case where the Wronskian has an infinite symmetry
group can also be handled by means of covariants. See Section 5 for the details.
Here is the outline of the rest of the paper. Apolarity is another key notion in the classical
invariant theory [15]. The corresponding, and closely related, notion for polynomial subspaces
is equivariant duality between dimension and codimension. The duality is defined and discussed
in Section 2. Invariance of the Wronski map with respect to the apolar duality is established in
Theorem 4.7. This theorem is far from surprising, and the proof is straightforward; however, we
were unable to locate the theorem in the literature.
Section 3 gathers the necessary background on partitions, reduced row echelon form, and
canonical reduced bases. Section 4 is devoted to the proof of the equivariance of the Wronski
map. These sections are largely expository, but we include them for the convenience of the
reader. An explicit proof of equivariance of the Wronskian can be found in [1]. In the present
paper, we present two alternative, elementary proofs of equivariance. The first proof is novel
(again, to our best knowledge,) while the second builds on a proof sketch in [4].
Section 5 is devoted to the equivalence problem for polynomial subspaces. There we present
a number of novel (to our best knowledge) results. Theorem 5.4 concerns the reduction of the
the equivalence problem for subspaces to the equivalence problem for binary forms in the case of
a finite symmetries. Theorem 5.7 deals with the non-generic case of infinite symmetry groups.
We prove that a subspace U has an infinite symmetry group if and only if, up to a fractional linear
transformation, it is spanned by monomials. Equivalently, we can characterize such subspaces
by a condition involving the Hessian of the Wronskian and another covariant.
Theorem 5.17 concerns the question of top powers. The classical Waring problem for polyno-
mials asks for the smallest integer s ≥ 1 such that a p ∈ Pn can be written as s-term sum of nth
powers. An analogous problem for polynomial subspaces is formulated in [2]. The authors of
that paper also study the following, related question: for s ≥ k describe the closure of the locus
in Gk(Pn) formed by subspaces that are spanned by at most s top powers. We limit ourselves
to the case s = k and focus on the following question: to describe a decision procedure that
determines whether a k-dimensional polynomial subspace U ∈ GkPn admits a basis of nth, or
top powers. An algorithmic criterion for this condition is presented in Theorem 5.17. Finally,
in Proposition 5.19 we present a striking necessary condition for the existence of a basis of top
powers and conjecture that this condition is also sufficient. A proof of the conjecture is given
for the cases of codimension 1 and codimension 2 subspaces.
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2 Apolar duality
For convenience, we work over C, the field of complex numbers. The group SL2C is the group
of unimodular transformations of C2:(
xˆ
yˆ
)
=
(
a b
c d
)(
x
y
)
, ad− bc = 1.
Setting z = x/y we obtain the fractional linear transformation
z =
azˆ + b
czˆ + d
, ad− bc = 1
of complex projective space CP1. We identify the latter with the extended complex plane,
Cˆ := C ∪ {∞} ∼= CP1. The set of all such transformations forms the quotient group PSL2C ≃
SL2 C/{±I}. Fractional linear transformations also realize the (n + 1) dimensional irreducible
representation of SL2 C by means of the following action on Pn:
p(z) 7→ pˆ(zˆ) = (czˆ + d)n p(z), p ∈ Pn.
Let GkPn denote the Grassmannian variety whose elements are k-dimensional subspaces of
the n + 1 dimensional vector space Pn. In our analysis of this problem, we introduce the non-
degenerate bilinear form γ : Pn × Pn → C, defined by the relations:
n! γ
(
zj
j!
,
zk
k!
)
=
{
(−1)j , if j + k = n,
0, otherwise.
(2.1)
Equivalently, we can write
γ−1 =
n∑
j=0
(−1)j
(
n
j
)
zj ⊗ zn−j .
Note that γ is symmetric if n is even, and skew-symmetric if n is odd. Also note that, up to
sign, γ(p, q) is the classical apolar invariant of two polynomials p, q ∈ Pn, also known as the
lineo-linear invariant [15, Section 5]. This remark establishes the following result. A direct proof
is also given in [10].
Proposition 2.1. The above-defined bilinear form γ is SL2C-invariant.
Definition 2.2. For a polynomial subspace U ∈ GkPn we define
U∗ = {u ∈ Pn : γ(u, v) = 0 for all v ∈ U},
and refer to U∗ as the apolar dual.
Proposition 2.3. The apolar duality mapping GkPn → Gn+1−kPn given by
U 7→ U∗, U ∈ GkPn
is SL2-equivariant.
Also observe that if p1, . . . , pk is a basis of U , then a basis for U
∗ is obtained by solving
a system of k homogeneous linear equations in n+ 1 variables, namely
γ(pj , q) = 0, j = 1, . . . , k
where q ∈ Pn is the unknown.
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Classically, two polynomials of degree n that satisfy γ(p, q) = 0 are called apolar2. The vector
space of binary forms apolar to a given p ∈ Pn is a fundamental object in classical invariant
theory and is closely related to the question of sums of nth powers; see Kung and Rota [15] for
details. Indeed we have the following classical result.
Proposition 2.4. Suppose that p ∈ Pn has n distinct, finite roots. Then, the n dimensional
dual vector space span{p}∗ is spanned by nth powers of the form (z − ri)n where r1, . . . , rn are
the roots of p(z).
We will return to the question of nth powers in the final section of our paper.
3 Partitions, diagrams, and reduced echelon form
3.1 Partitions
A partition of an integer N ≥ 0 is a finite multi-set3 of positive integers that sum to N . For
our purposes, it will be convenient to define a partition as a non-increasing sequence λ = {λi}
of non-negative integers λ1 ≥ λ2 ≥ · · · ≥ 0 such that
N(λ) =
∑
i
λi <∞.
We will refer to N as the partition total, and call
h(λ) = max{i : λi > 0}, w(λ) = λ1,
respectively, the height and the width. The former names the cardinality of the multi-set, while
the latter names the largest element of the multi-set. The height and width terminology derives
from the fact that a partition can be visualized by means of a Ferrer’s diagram: λ1 dots in the
first row, λ2 dots in the 2nd row, etc. The trivial partition is one where λi = 0 for all i; this
corresponds to the empty multi-set. By agreement, the trivial partition has h = w = N = 0.
Definition 3.1. Let λ = {λi} be a partition. For j ≥ 1, define λ∗j to be the cardinality of the
set {i ≥ 1 : λi ≥ j}. Call the resulting sequence λ∗ = {λ∗j} the conjugate partition of λ.
Proposition 3.2. Let λ be a partition of height h and width w. The conjugate partition λ∗ =
{λ∗j} is the unique partition of height w and width h such that for all i, j ≥ 1 we have
j ≤ λi if and only if i ≤ λ∗j .
Furthermore, conjugate partitions have the same total: N(λ) = N(λ∗).
In other words, the Ferrer’s diagram of the conjugate partition λ∗ is obtained by transposing
the left-aligned Ferrer’s diagram of λ; columns become rows, and vice versa. In the next section,
we will characterize the apolar duality relation between polynomial subspaces using the conjugate
partition. First, we characterize conjugate partitions in terms of complementary subsets.
From now on, we fix integers k, ℓ ≥ 0 and set
n = k + ℓ− 1.
We will say that a partition is k× ℓ bounded if h ≤ k and w ≤ ℓ. In other words, for k, ℓ ≥ 1, the
Ferrer’s diagram of a k× ℓ bounded partition is a subset of the discrete k× ℓ rectangle. Let Bk,ℓ
2The classical definition of apolarity for polynomials of different degrees m > n involves a bilinear bracket
Pm × Pn 7→ Pm−n. The classical bracket matches our form γ only in the case where m = n.
3The empty set corresponds to N = 0.
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denote the set of all k× ℓ bounded partitions. Thus, the conjugation operation λ→ λ∗ defines
a bijection of Bk,ℓ and Bℓ,k. We say that a partition λ = {λi} is rectangular if every non-zero λi
is equal to λ1. The k × ℓ rectangular partition is the “largest” element of Bk,ℓ.
Let Pk,ℓ denote the set of all strictly increasing k-element sequences
4 in {0, 1, . . . , n}. Thus,
ν ∈ Pk,ℓ refers to a k-element sequence 0 ≤ ν1 < · · · < νk ≤ n. We now describe two useful
bijections of Bk,ℓ and Pk,ℓ. For a bounded partition λ ∈ Bk,ℓ define λ+,λ− ∈ Pk,ℓ by setting
λ+i = ℓ− 1− λi + i, i = 1, . . . , k, (3.1)
λ−i = λk+1−i + i− 1 = n− λ+k+1−i, i = 1, . . . , k. (3.2)
Observe that λ+1 = ℓ − λ1, λ+k = n − λk. Similarly, λ−1 = λk, λ−k = λ1 + k − 1. Therefore the
mappings λ 7→ λ+ and λ 7→ λ− are bijective.
In addition to conjugation, bounded partitions enjoy another kind of duality, one that re-
lates λ+ and λ−. Given a bounded partition λ ∈ Bk,ℓ, set
λ′i := ℓ− λk+1−i, i = 1, . . . , k, λ′i := 0, i > k
and call the resulting partition λ′ = {λ′i} the k × l complement of λ. Equivalently, the Ferrer’s
diagram of λ′ is the reversed complement in a k× ℓ rectangle of the Ferrer’s diagram of λ. Also,
observe that
N(λ′) = kℓ−N(λ).
Proposition 3.3. Bounded partitions λ,µ ∈ Bk,ℓ are complementary partitions, µ = λ′, if and
only if λ+ = µ−.
We now come to the main result of this section.
Theorem 3.4. Bounded partitions λ ∈ Bk,ℓ and λˆ ∈ Bℓ,k are conjugate partitions if and only
if λ+ and λˆ− are complementary subsets of {0, 1, . . . , n}.
3.2 Row reduced echelon form
Let λ ∈ Bk,ℓ be a bounded partition. We will say that a k× ℓ matrix {aij} where 1 ≤ i ≤ k and
1 ≤ j ≤ ℓ is λ-bounded if aij = 0 for all j ≤ ℓ− λi.
Next we describe a useful bijection between the set of λ-bounded matrices and matrices in
reduced row echelon form (RREF). Let Rk,ℓ denote the set of k×(k+ℓ) matrices that have rank k
and that are in RREF. When dealing with matrices in Rk,ℓ we adopt the convention that n =
k+ℓ−1, while 1 ≤ i ≤ k and 0 ≤ j ≤ n serve as the row and column indices, respectively. These
index conventions are convenient because of subsequent applications to polynomial subspaces;
the column indices {0, 1, . . . , n} enumerate the possible degrees of a polynomial in Pn.
Every matrix in Rk,ℓ can be uniquely block-partitioned as follows

I1 B11 0 B12 · · · 0 B1r
0 0 I2 B22 · · · 0 B2r
...
...
...
...
. . .
...
...
0 0 0 0 · · · Ir Brr

 , (3.3)
where the submatrices Bpq, 1 ≤ p ≤ q ≤ r are blocks of size kp × ℓq and the blocks Ip denote
a kp × kp identity matrix. Here
k1 + · · · + kr = k, ℓ1 + · · ·+ ℓr = ℓ,
4When n = −1 we are speaking of subsets of the empty set. When n = 0 we are referring to subsets of {0}.
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with k1, ℓr ≥ 0 and all other ki, ℓj strictly positive. The possibilities k1 = 0 and ℓr = 0
correspond to 3 degenerate subcases, shown below:

0 I2 B22 · · · 0 B2r
...
...
...
. . .
...
...
0 0 0 · · · Ir Brr

 , k1 = 0, ℓr > 0; (3.4)


I1 B11 0 B12 · · · 0
0 0 I2 B22 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · Ir

 , k1 > 0, ℓr = 0; (3.5)


0 I2 B22 · · · 0
...
...
...
. . .
...
0 0 0 · · · Ir

 , k1 = ℓr = 0. (3.6)
Also note that Rk,0 is a singleton set consisting of the k × k identity matrix.
Deleting the pivot columns from a matrix in RREF results in a λ-bounded matrix for a certain
bounded partition λ ∈ Bk,ℓ.
Proposition 3.5. Let λ ∈ Bk,ℓ be a bounded partition. Let ν = λ+ and let µ be the increasing
enumeration of the complement {0, 1, . . . , n}\{νi}. Let {aij} be a λ-bounded matrix, and let
A = (Aij) be the k × (k + ℓ) matrix defined by
Aiµj = aij , i = 1, . . . , k, j = 1, . . . , λi,
Aiνi = 1,
with all other entries zero. Then, A is in RREF; {νi} is the enumeration of the pivot columns
of A; and {µj} is the enumeration of the non-pivot columns. Conversely, every A ∈ Rk,ℓ admits
a unique such representation in terms of a λ-bounded matrix for some λ ∈ Bk,ℓ.
The above construction associates the trivial partition to the most extreme form of (3.6), the
matrix composed of ℓ zero columns followed by the k × k identity matrix.
3.3 The shape of a polynomial subspace
Next, we apply the above results on reduced row echelon form to polynomial subspaces. Fix
integers n ≥ 0 and 1 ≤ k ≤ n+ 1 and set ℓ = n+ 1− k. For a non-zero polynomial p ∈ Pn and
b ∈ C we define
ordb p = min{j ≥ 0 : p(j)(b) 6= 0}.
As per the usual convention, ordb 0 =∞. For a polynomial subspace U , we define
ordb U = min{ordb p : p ∈ U}.
Equivalently, if U is non-trivial, ν = ordb U is the largest integer such that (z − b)ν divides all
p(z) ∈ U .
Proposition 3.6. Let U be a polynomial subspace and let b ∈ C. Then, the subspace
U ′ = {p ∈ U : ordb p > ordb U}
has codimension 1 in U .
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For U ∈ GkPn and b ∈ C, we inductively define a flag of subspaces
U = U1 ⊃ U2 ⊃ · · · ⊃ Uk, dimUi = k + 1− i,
by setting U1 = U and
Ui+1 = U
′
i , i = 1, . . . , k − 1. (3.7)
Set
νi = ordb Ui, λi = n− νi + i− k, i = 1, . . . , k.
Observe that ν ∈ Pk,ℓ, that λ ∈ Bk,ℓ and that ν = λ+, c.f. (3.1). For reasons explained below,
we will call ν the b-pivot sequence and call λ the b-shape of U .
For polynomials p1, . . . , pk, let
Mn(p1, . . . , pk) =


p1 p
′
1 · · · p(n)1
p2 p
′
2 · · · p(n)2
...
...
. . .
...
pk p
′
k · · · p(n)k

 (3.8)
denote the k× (n+1) matrix of indicated derivatives. For U ∈ GkPn and b ∈ C, let {Ui} be the
ordb filtration defined by (3.7).
Proposition 3.7. There exists a unique basis p1, . . . , pk of U such that pi ∈ Ui and such that
p
(νi)
i (b) = 1, p
(νj)
i (b) = 0, j > i.
This basis is characterized by the property that Mn(p1, . . . , pk)(b) is in RREF.
Definition 3.8. Henceforth, we will refer to the above p1, . . . , pk as the b-reduced basis of U
and set
M(U, b) = Mn(p1, . . . , pk)(b) ∈ Rk,ℓ .
The sequence {νi} enumerates the pivot columns of M(U, b). Also observe that if we delete
the pivot columns from M(U, b), we obtain a λ-bounded matrix.
Proposition 3.9. Fix b ∈ C. Let λ be the b-shape of U , and p1, . . . , pk the b-reduced basis.
Then,
pi(z) =
(z − b)νi
νi!
+
ℓ∑
j=1
aij
(z − b)µj
µj!
, i = 1, . . . , k. (3.9)
where ν = λ+, µ = λ∗−, and where the matrix
aij = p
(µj)
i (b), i = 1, . . . , k, j = 1, . . . , ℓ, (3.10)
is λ-bounded.
Proof. By Theorem 3.4, µ enumerates the non-pivot columns ofM(U, b). Relation (3.9) follows
by (3.10) and by Proposition 3.7. Observe that, by (3.1)
λi = n− νi − (k − i) = #(columns to the right of νi)−#(pivots to the right of νi)
= #(non-pivots to the right of νi)
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More formally,
λi = #{j : µj > νi}.
Hence µj ≤ νi if and only if j ≤ ℓ−λi. However, µj cannot possibly equal νi. Hence, if j ≤ ℓ−λi,
then µj < νi = ordb pi, and therefore, aij = p
(µj)
i (b) = 0. 
Theorem 3.10. Let U ∈ GkPn and U∗ ∈ GℓPn be dual polynomial subspaces. Fix b ∈ C and
let λ be the b-shape of U . Then, the conjugate partition λ∗ is the b-shape of the apolar dual U∗.
Furthermore, with ν, µ, {aij} as above, and with ν∗ = λ∗+, µ∗ = λ− and
a∗k+1−i,ℓ+1−j = (−1)νi+µj+1aij , (3.11)
the reduced basis of U∗ is given by
p∗j (z) =
(z − b)ν∗j
ν∗j !
+
k∑
i=1
a∗ij
(z − b)µ∗i
µ∗i !
, j = 1, . . . , ℓ. (3.12)
Proof. Since the bilinear form γ described in (2.1) is SL2 C invariant, we also have
n! γ
(
(z − b)j
j!
,
(z − b)k
k!
)
=
{
(−1)j , if j + k = n,
0, otherwise.
(3.13)
Recall that
νi + µ
∗
k+1−i = n, µj + ν
∗
ℓ+1−j = n.
Also, by Theorem 3.4, {ν∗j } and {µ∗i } are complementary enumerations of the set {0, 1, . . . , n}.
Hence for fixed i, j we have, by the definitions (3.9), (3.12) and by (3.13),
γ(pi, p
∗
ℓ+1−j) = (−1)νia∗k+1−i,ℓ+1−j + (−1)µjai,j = 0. 
The above discussion, based on a finite parameter b ∈ C, has an analogous development in
terms of∞. Fix k, ℓ, n as above. For a given polynomial p ∈ Pn, we call∞ a root of multiplicity
ν if deg p = n− ν. In this sense,
ord∞ p = n− deg p. (3.14)
Let us also define
degU = max{deg p : p ∈ U}.
Equivalently, if U is non-trivial, then m = degU is the smallest integer such that U ⊂ Pm. We
come to the following analogue of Proposition 3.6.
Proposition 3.11. Let U be a finite-dimensional polynomial subspace. Then, the subspace
U ′ = {p ∈ U : deg p < degU}
has codimension 1 in U .
For U ∈ GkPn, we define a flag of subspaces Uˆk ⊂ · · · ⊂ Uˆ1 by setting Uˆ1 = U and
Uˆi+1 = Uˆ
′
i , i = 1, . . . , k − 1.
We define the the ∞-shape and the ∞-pivot sequence as follows:
λˆi = deg Uˆi − k + i, i = 1, . . . , k, (3.15)
νˆi = deg Uˆk+1−i.
Observe that νˆ = λˆ−.
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Proposition 3.12. There exists a unique basis p1, . . . , pk ∈ U such that each pi ∈ Uˆk+1−i and
such that
p
(νˆi)
i (0) = 1, p
(νˆj)
i (0) = 0, j < i.
We will refer to such a basis as the ∞-reduced basis of U . We can now state the following
analogue of Theorem 3.10.
Theorem 3.13. Let U ∈ GkPn and U∗ ∈ GℓPn be dual polynomial subspaces. Then λˆ and λˆ∗,
the respective ∞-shapes, are conjugate partitions. The respective ∞-reduced bases are given by
pi(z) =
zνˆi
νˆi!
+
ℓ∑
j=1
aij
zµˆj
µˆj !
, i = 1, . . . , k, νˆ = λˆ−, µˆ = λˆ∗+, (3.16)
p∗j (z) =
zνˆ
∗
j
νˆ∗j !
+
k∑
i=1
a∗ij
zµˆ
∗
i
µˆ∗i !
, j = 1, . . . , ℓ, νˆ∗ = λˆ∗−, µˆ∗ = λˆ+,
where aij and a
∗
ij are related by (3.11).
Finally, we combine order and degree reductions to obtain a useful characterization of sub-
spaces generated by monomials. Let U ∈ GkPn be a polynomial subspace. Let ν1 < · · · < νk be
the 0-pivot sequence and let νˆ1 < · · · < νˆk be the ∞-pivot sequence. These correspond to the
following bases of U :
pi(z) = z
νi/νi! + higher order terms,
pˆi(z) = z
νˆi/νˆi! + lower degree terms.
Proposition 3.14. For j = 1, . . . , k, we have νj ≤ νˆj . If νj = νˆj for a particular j, then the
monomial zj ∈ U .
Proof. For each j = 1, . . . , k choose a pj ∈ U such that ord0 pj = νj and such that πj := deg pj
is as small as possible. Observe that for i < j we must have πi 6= πj; otherwise a linear
combination of pi and pj would have the same order as pi but a smaller degree. It follows that
π1, . . . , πk enumerates the degree pivot set {νˆj}, although not necessarily in any particular order.
Observe that for every polynomial p, we have ord0 p ≤ deg p with equality if and only if p is
a monomial. Hence, νj ≤ πj with equality if and only if pj is a monomial. Hence, for i ≤ j we
have
νi ≤ νj ≤ πj .
Since {πi, . . . , πk} is a set with k + 1− i distinct elements, by the pigeonhole principle,
νi ≤ min{πi, . . . , πk} ≤ ν˜i, i = 1, . . . , k.
As for the final assertion, observe that if i < j, then νi < πj. Hence, if νi = νˆi, then necessarily
πi = νi; this means that pi is a monomial. 
Corollary 3.15. A polynomial subspace U ∈ GkPn is spanned by monomials if and only if the
order pivots match the degree pivots: νi = νˆi for all i = 1, . . . , k.
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4 The Wronskian covariant
In this section we introduce the Wronskian of a polynomial subspace, a key covariant that will
allow us to solve the equivalence problem. Throughout, integers k, ℓ, n are as in the preceding
section. For an ordered set of polynomials p1, . . . , pk ∈ Pn, we define their Wronskian to be the
polynomial
W(p1, . . . , pk) = detMk−1(p1, . . . , pk);
see (3.8) for the definition of M. For an integer sequence µ1, . . . , µk define
V(µ) = V(µ1, . . . , µk) =
∏
1≤i<j≤k
(µj − µi).
Observe that if µ is strictly increasing, then V (µ) > 0.
Proposition 4.1. For a bounded partition λ ∈ Bk,ℓ and ν = λ− we have
W(zν1 , . . . , zνk) = V(ν)zN(λ).
Proof. By definition,
W(zν1 , . . . , zνk) =
∑
π
k∏
i=1
(νπi)i−1z
νπi−i+1, (4.1)
where
(x)j = x(x− 1) · · · (x− j + 1)
is the usual falling factorial, and where π ranges over all permutations of {1, . . . , k}. By (3.2),
k∑
i=1
(νπi − i+ 1) =
k∑
i=1
(νi − i+ 1) =
k∑
i=1
λk+1−i = N(λ).
Hence, by inspection,
W(zν1 , . . . , zνk) = P (ν1, . . . , νk)z
N ,
where P is a polynomial of degree k in each νi. Since the Wronskian is an alternating mapping,
the function P must be an alternating polynomial. Hence, νi − νj is a factor of P for all i 6= j,
and hence, P and V(ν1, . . . , νk) agree up to a constant factor. By comparing the highest order
terms of νk in both V(ν1, . . . , νk) and (4.1) we see that this factor is 1. 
Proposition 4.2. Let p1, . . . , pk ∈ Pn be linearly independent polynomials, and let λˆ be the
∞-shape of the subspace U = span{p1, . . . , pk} as defined in (3.15). Then,
degW(p1, . . . , pk) =
∑
i
λˆi ≤ kℓ. (4.2)
Equality holds if and only if p1, . . . , pk are linearly independent modulo Pℓ−1.
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Proof. It suffices to establish (4.2) in the case where p1, . . . , pk is the∞-reduced basis. Let νˆi =
deg pk+1−i be the pivot sequence. By the multi-linearity of the Wronskian and by Proposition 4.1,
W(pk, . . . , p1) =
V(νˆ1, . . . , νˆk)
νˆ1! · · · νˆk! z
N(λˆ) + lower degree terms.
This establishes the equality in (4.2).
We now prove the second assertion. Since λˆ is a k× ℓ bounded partition, we have N(λˆ) ≤ kℓ
with equality if and only if λˆ is rectangular. By (3.16) and (3.2), this is true if and only if
νˆ1 = λˆk = ℓ. Since νˆ1 < · · · < νˆk ≤ n and since ℓ+ k − 1 = n, the partition λˆ is rectangular if
and only if p1, . . . , pk are linearly independent modulo Pℓ−1. 
Let U ∈ GkPn be a polynomial subspace and let p1, . . . , pk ∈ U be a basis. In light of
Proposition 4.2, we may regard the Wronskian W(p1, . . . , pk) as an element of Pkℓ. Since W is
a multi-linear, alternating mapping,
p1 ∧ · · · ∧ pk 7→W(p1, . . . , pk), p1, . . . , pk ∈ Pn
defines a linear transformation W : ΛkPn → Pkℓ; here Λk denotes the kth exterior product of
a vector space.
Let us give a basis description of this linear transformation. For a sequence of integers
0 ≤ ν1, . . . , νk ≤ n define
zν = zν1 ∧ · · · ∧ zνk ∈ ΛkPn.
In light of the bijective correspondence Bk,ℓ → Pk,ℓ defined in Section 3.1, the set {zλ− : λ ∈
Bk,ℓ} is a basis of ΛkPn. We can therefore describe W by stipulating
W(zλ
−
) = V(λ−)zN(λ), λ ∈ Bk,ℓ .
Theorem 4.3. The linear transformation W : ΛkPn → Pkℓ is SL2 C-equivariant.
Proof. Let
z =
azˆ + b
czˆ + d
, ad− bc = 1, (4.3)
be a fractional linear transformation, let p1, . . . , pk ∈ Pn, and let
pˆi(zˆ) = (czˆ + d)
npi(z), i = 1, . . . , k
be the transformed polynomials. The claim is that
W(pˆ1, . . . , pˆk)(zˆ) = (czˆ + d)
kℓW(p1, . . . , pk)(z). (4.4)
It suffices to consider 3 kinds of transformation: translations, homotheties, and inversions.
Consider a translation transformation
pˆ(zˆ) = p(z), p ∈ Pn, z = zˆ + b, b ∈ C.
Here a = 1, c = 0, d = 1. Observe that pˆ(j)(zˆ) = p(j)(z). Equation (4.4) follows immediately.
Next, consider a homothety transformation
pˆ(zˆ) = a−np(z), z = a2zˆ, a 6= 0.
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This corresponds to b = c = 0 and d = 1/a in (4.3). Observe that
pˆ(j)(zˆ) = a2j−np(j)(z).
Hence,
W(pˆ1, . . . , pˆk)(zˆ) = a
k(k−1)−nkW(p1, . . . , pk)(z) = a
−kℓW(p1, . . . , pk)(z),
in full accordance with (4.4).
Finally, consider an inversion
pˆ(zˆ) = zˆnp(z), z = −1/zˆ.
Let Ri(z), i = 0, 1, . . . , k − 1 denote the ith column vector (p(i)1 (z), . . . , p(i)k (z))t of Mk−1(p1,
. . . , pk), and let Rˆi(zˆ) be the corresponding column vector formed from the derivatives of pˆi(zˆ).
Observe that
pˆ′(zˆ) = zˆn−2p′(z) + nzˆn−1p(z),
whence
Rˆ1(zˆ) = zˆ
n−2R1(z) + nzˆ
n−1R0(z).
More generally,
Rˆi(zˆ) = zˆ
n−2iRi(z) + · · · , i = 0, . . . , k − 1,
where the remainder is a linear combination of R0(z), . . . , Ri−1(z). Since
k−1∑
i=0
n− 2i = nk − k(k − 1) = kℓ,
by the multi-linearity and skew-symmetry of the determinant it follows that
W(pˆ1, . . . , pˆk)(zˆ) = det(Rˆ0(zˆ), . . . , Rˆk−1(zˆ)) = zˆ
kℓW(p1, . . . , pk)(z),
as was to be shown. 
Definition 4.4. By a slight abuse of notation we also use W to denote the corresponding
Wronski mapping W : GkPn → G1Pkℓ, defined by
W(U) = spanW(p1, . . . , pk), U ∈ GkPn,
where p1, . . . , pk ∈ U is any basis. We refer to W(U) as the Wronskian covariant of the polyno-
mial subspace U .
Being an element of G1Pkℓ, we may regard W(U) as a polynomial of degree ≤ kℓ defined up
to a non-zero scalar multiple. However, the kℓ roots of W(U) are defined unambiguously. These
roots transform covariantly with respect to projective transformations.
The relationship of the linear and non-linear Wronski maps is conveniently summarized by the
following diagram; the top arrow is the Plu¨cker embedding, the right arrow is the projectivization
of the linear Wronski map and the left diagonal arrow is the non-linear Wronski map
GkPn 

//
%%K
K
K
K
K
K
K
K
K
K
G1(ΛkPn)

G1Pkℓ
We can now formulate the relationship between roots of the Wronskian and the possible
shapes of a subspace. Throughout, recall that the order of a polynomial at∞ is defined by (3.14).
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Theorem 4.5. Let U ∈ GkPn be a subspace and let b ∈ C ∪ {∞} be given. We have
ordbW(U) = N(λ
′) = kℓ−N(λ),
where λ is the b-shape of U and λ′ is the complementary partition.
Proof. This follows from Proposition 4.2, which treats the b =∞ case. By Proposition 4.2,
ord∞W(U) = kℓ−N(λ),
where λ is the ∞-shape of U . The present assertion now follows by the equivariance of W. 
The description of simple roots deserves explicit mention.
Corollary 4.6. Let U ∈ GkPn be a subspace. Fix b ∈ C and let λ be the b-shape of U and ν = λ+
the pivot sequence. Then, b is a simple root of W(U) if and only if νj = j − 1, j = 1, . . . , k − 1
and νk = k. Equivalently, b is a simple root if and only if M(U, b) has the form
M(U, b) =
(
I1 B11 0 B12
0 0 1 B22
)
,
with B11, B12, B22 having dimensions (k− 1)× 1, (k− 1)× (ℓ− 1) and 1× (ℓ− 1), respectively;
c.f. (3.3).
We also have the following key result asserting the invariance of the Wronskian with respect
to apolar duality.
Theorem 4.7. A polynomial subspace U ∈ GkPn and its apolar dual U∗ ∈ GℓPn have the same
Wronskian covariant; W(U) = W(U∗).
Proof. Theorems 3.10 and 3.13 establish shape duality of U and U∗. By Proposition 3.2, we
have N(λ) = N(λ∗). Therefore, by Theorem 4.5 the Wronskians W(U) and W(U∗) have the
same roots with the same multiplicities. 
4.1 Additional properties of the Wronski map
Call a multi-vector in ΛkPn decomposable if it can be given as p1 ∧ · · · ∧ pk for some linearly
independent p1, . . . , pk ∈ Pn. A basis of a k-dimensional subspace U ∈ GkPn defines a de-
composable multi-vector, unique up to scalar multiple. This gives us the Plu¨cker embedding
GkPn →֒ G1ΛkPn. Indeed, the Grassmannian GkPn can be regarded as a projective variety
generated by a collection of quadratic polynomials, the so-called Plu¨cker relations [5, 12].
The domain and codomain of the Wronski mapping W : GkPn → G1Pkℓ are both kℓ-
dimensional varieties. This suggests that W has nice properties from the algebro-geometric
point of view. The following result is needed in the sequel.
Proposition 4.8. The Wronski map W : GkPn → G1Pkℓ is surjective with finite pre-images of
points.
Proof. The kernel of the linear transformation W : ΛkPn → Pkℓ does not contain any primi-
tive multi-vectors; see Proposition 4.1. Hence, the mapping W : GkPn → G1Pkℓ is a central
projection, and hence is finite and surjective [20, Theorems 4 and 7, Section 5.3]. 
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Consideration of the degree of the Wronski map leads to very interesting topics such as the
combinatorics of Young tableaux and the Schubert calculus. Indeed, the degree is given by
d(k, l) where
d(k, ℓ) =
(k − 1)!!(ℓ− 1)!!
n!!
(kℓ)!, where j!! = 1!2! · · · j!, (4.5)
counts the standard Young tableaux of shape k × ℓ. See references [8, 12] for more details.
Finally, let us mention the following, alternate characterization of the Wronski map [4].
Proposition 4.9. For p1, . . . , pk ∈ Pn, we have
W (p1, . . . , pk)(z)(w
0 ∧w1 ∧ · · · ∧ wn)
= (k − 1)!! p1(w) ∧ · · · ∧ pk(w) ∧ (w − z)k ∧ · · · ∧ (w − z)n. (4.6)
Proof. Note that
(w − z)j =
j∑
i=0
(
j
i
)
(−1)iwj−izi
is understood to refer to an element of Λ1(Pn(w)) ⊗ Pn(z), while relation (4.6) should be un-
derstood to hold in Λk (Pn(w))⊗Pn(z). In other words, the wedge product is taken relative to
the w variable. For example:
(aw + bz) ∧ (w − z)2 = a(w1 ∧ w2) + bz(w0 ∧ w2)− (a+ 2b)z2(w0 ∧ w1).
Relation (4.6) follows from the following observations:
pi(w) =
k−1∑
j=0
p
(j)
i (z)
(w − z)j
j!
, i = 1, . . . , k,
w0 ∧w1 ∧ · · · ∧wn = (w − z)0 ∧ (w − z)1 ∧ · · · ∧ (w − z)n. 
Formula (4.6) has the following, geometric interpretation. Let us regard G1Pn as n-dimensio-
nal projective space and via projectivization identify k-dimensional subspaces U ∈ GkPn with
(k − 1) dimensional flats in G1Pn. For a primitive multivector p1 ∧ · · · ∧ pk, let [p1 ∧ · · · ∧ pk]
denote the corresponding element of GkPn under the Plu¨cker embedding. The mapping
z 7→ [(w − z)n]
describes the rational normal curve in projective space G1Pn(w). Setting
N(z) = (w − z)k ∧ · · · ∧ (w − z)n ∈ ΛℓPn(w),
the 1-parameter family of corresponding (ℓ − 1) dimensional osculating flats is described by
[N(z)] ∈ GℓPn(w). Therefore, relation (4.6) implies that the roots of the Wronskian W (U)(z),
where U ∈ GkPn, correspond to points on the rational normal curve where the (ℓ−1) dimensional
flat [N(z)] touches the (k−1) dimensional flat U in the ambient (k+ℓ−1) dimensional projective
space G1Pn. The order of the root corresponds to the dimension of the intersection plus 1.
Finally, note that since the rational normal curve is SL2C-invariant, the above observations
constitute an alternate proof of the equivariance of the Wronski map W.
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5 The equivalence problem
5.1 The generic reduction
Definition 5.1. Let U, Uˆ ∈ GkPn be polynomial subspaces. Recall that U ∼ Uˆ means that
there exists a transformation g ∈ PSL2 C such that Uˆ = g · U . We define Stab(U) ⊂ PSL2 C to
be the stabilizer of U ; that is, the group of transformations g ∈ PSL2 C such that U = g · U .
In light of Proposition 4.8, every polynomial Q ∈ Pkℓ(z) corresponds to a finite number of
subspaces U ∈ GkPn such that W(U) = spanQ. In particular, if Q has simple roots, then the
number of such subspaces, counting multiplicities, is d(k, ℓ) as given by (4.5)5. The equivariance
of the Wronski map, Theorem 4.3, has the following immediate consequences.
Proposition 5.2. For U ∈ GkPn we have Stab(U) ⊂ Stab(W (U)).
The above observation leads to an immediate proof of Proposition 1.2. Since a generic
polynomial has a trivial symmetry group, the algorithm of [3] reduces the equivalence problem
for generic polynomial subspaces to the corresponding equivalence problem for the corresponding
Wronskians. Again, it must be emphasized that if W (U) is equivalent to W (Uˆ), where U, Uˆ ∈
GkPn, we cannot conclude that U ∼ Uˆ . Rather, in the generic case it suffices to calculate the
unique g ∈ PSL2 such that W (Uˆ) = g ·W (U) and then to test whether Uˆ = g · U .
Let us recall the relevant details of the algorithm of [3, 17]. For Q ∈ PN 6, the following
differential operators define a number of key polynomial covariants [17, Chapter 5]:
H =
1
2
(Q,Q)(2) = N(N − 1)
[
QQ′′ − N − 1
N
(Q′)2
]
, (5.1)
T = (Q,H)(1) = −N2(N − 1)
[
Q2Q′′′ − 3(N − 2)
N
QQ′Q′′ + 2
(N − 1)(N − 2)
N2
(Q′)3
]
, (5.2)
V = Q3Q′′′ − 4(N − 3)
N
Q2Q′Q′′ + 6
(N − 2)(N − 3)
N2
Q(Q′)2Q′′ (5.3)
+
(N − 1)(N − 2)(N − 3)
N3
(Q′)4,
U = (Q,T )(1) = N3(N − 1)V − 3(N − 2)
(N − 1)H
2. (5.4)
Above, for polynomials Q ∈ Pn and R ∈ Pm the expression
(Q,R)(r)(z) = r!
r∑
k=0
(−1)k
(
n− r + k
k
)(
m− k
r − k
)
Q(r−k)(z)R(k)(z)
is a joint covariant of Q and R called the rth transvectant [17, Chapter 5].
We also form the following, fundamental, zero-weight rational covariants:
J2 =
T 2
H3
, K =
U
H2
Let Q, Qˆ ∈ Pn be two polynomials and let H = H[Q], J = J [Q], K = K[Q] and Hˆ = H[Qˆ],
Jˆ = J [Qˆ], Kˆ = K[Qˆ] be the indicated covariants.
5For some values of the roots of W(z) the number of distinct elements may decrease. In fact it is an interesting
question to understand when the roots are non-generic. We thank the referee for this observation.
6In the present setting we are interested in the case where N = kℓ is the degree of the Wronskian covariant.
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Theorem 5.3 (Theorems 2.5 and 5.8 of [3]). The polynomials Q, Qˆ are PSL2 C-equivalent if
and only if both H, Hˆ = 0 or both H, Hˆ 6= 0 and the following rational relations are compatible
J2(z) = Jˆ2(zˆ) and K(z) = Kˆ(zˆ). (5.5)
Furthermore, if (5.5) are consistent, then the resulting relation between z and zˆ is a fractional
linear transformation.
Applying the criterion to Q = W (U) and Qˆ = W (Uˆ) with N = kℓ = k(n + 1 − k) provides
necessary condition for the equivalence of two polynomial subspaces U, Uˆ ∈ GkPn. Indeed if
StabQ is trivial, the criterion is also sufficient. If StabQ is a finite group, then the equivalence
problem is reduced to the following finite procedure.
Theorem 5.4. Let U, Uˆ ∈ GkPn be polynomial subspaces. Suppose that W (Uˆ) = g1 · W (U)
for some g1 ∈ PSL2C. Then U ∼ Uˆ if and only if there exists a projective transformation
g2 ∈ StabW (U) such that Uˆ = g1 · g2 · U .
We refer to [3] for the classification of binary forms (polynomials) with finite, but non-trivial
symmetry groups.
5.2 The case of infinite symmetries
In light of the above remarks, a full solution of the equivalence problem requires an understanding
the class of subspaces U ∈ GkPn with an infinite StabU . In this regard, let us recall the following
helpful results from [3]. Throughout, U ∈ GkPn is a polynomial subspace, Q = W (U) is its
Wronskian covariant, defined up to scalar multiple, and N = kℓ = k(n+ 1− k).
Proposition 5.5. The following are equivalent:
• Q(z) is a constant or Q(z) = (az + b)N is a monomial of maximum degree.
• H[Q] = 0;
• Stab(Q) is a 2-dimensional subgroup consisting of fractional linear transformations that
fix exactly one point in Cˆ.
Proposition 5.6. The following are equivalent:
• Q(z) = (az + b)m is a monomial where m 6= 0, N ;
• J2[Q] is a constant;
• Stab(Q) is a 1-dimensional subgroup consisting of fractional linear transformations that
fix exactly two points in Cˆ.
We use the above results to establish the following. Let us say that U ∈ GkPn is a monomial
subspace if U = span{zν1 , . . . , zνk}, where 0 ≤ ν1 < · · · < νk ≤ n.
Theorem 5.7. The following are equivalent:
• U is projectively equivalent to a monomial subspace;
• Q =W(U) has either one or two distinct roots;
• H[Q] = 0 or J2[Q] is constant;
• Stab(Q) is infinite (of the type indicated in the above two propositions).
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Proof. We focus our attention on the most interesting of the above implications. First, suppose
that U is projectively equivalent to a monomial subspace. Since all of the above properties are
SL2 equivariant, no generality is lost if we assume that U is a monomial subspace with pivot
sequence {νi}. By Proposition 4.1, the Wronskian
W(U)(z) = [zm], where m =
∑
i
νi − k(k − 1)/2
is also a monomial. Hence, 0 and ∞ are the only roots. The other conclusions follow by
Propositions 5.5 and 5.6.
Next, suppose that W(U) has one or two distinct roots. We will show that U is a monomial
subspace. By virtue of SL2-equivariance, no generality is lost in supposing that these roots are 0
and ∞ or just ∞ if there is only 1 root. Let {νi} and {νˆi} be the corresponding 0 and ∞-pivot
sequences. By Proposition 3.14, νi ≤ νˆi. Let
λi = n− νi − (k − i), λˆi = νˆk+1−i − (k − i)
be the corresponding shape partitions. By Theorem 4.5,
ord0Q = kℓ−
∑
i
λi, degQ =
∑
i
λˆi, degQ− ord0Q =
∑
i
(νˆi − νi)
Therefore, degQ = ord0Q if and only if νi = νˆi for every i. By Corollary 3.15, the latter is true
if and only if U is spanned by monomials. 
We emphasize that the above criterion is fully algorithmic. Given a basis of a polynomial
subspace U ∈ GkPn, the algorithm requires us to calculate the Wronskian, and then calculate
a finite number of differential invariants shown in (5.1)–(5.4). If H = 0, then either U = Pk−1
or there exists a b ∈ C such that
U = span{(z − b)ℓ, . . . , (z − b)n}.
If H 6= 0, but T 2 is a constant multiple of H3, then U is projectively equivalent to a monomial
subspace.
5.3 Primitive subspaces
We now consider two basic questions related to subspace equivalence. For m < n we have
the natural embedding Pm ⊂ Pn. It is natural to ask whether ℓ = n + 1 − k is the “true
codimension”, or whether it is possible to reduce the degree n and the codimension ℓ by means
of a fractional linear transformation. Dualizing, we obtain the following question: when does
a subspace U ⊂ Pn contain a non-zero nth power (az + b)n ∈ U .
Definition 5.8. We say that U is an imprimitive subspace if there exists a subspace Uˆ ∼ U
such that Uˆ ⊂ Pm for some m < n. A primitive subspace is one for which no such Uˆ exists. We
say that U is strongly primitive if both U and its apolar dual U∗ are primitive subspaces.
We also have the following characterizations of the above concepts7.
Proposition 5.9. A subspace U ∈ GkPn is imprimitive if and only if degU < n or if ordb U > 0
for some b ∈ C.
7In the interpretation of a polynomial subspace U ∈ GkPn as a rational curve it is natural to regard the dual
subspace U∗ ∈ GℓP
n as a linear series that “carves out” the given U . In this interpretation the condition of
primitivity is equivalent to the condition that the series be basepoint-free; see [14, 6] for more details. We thank
the referee for this observation.
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Definition 5.10. Let U ∈ GkPn be a polynomial subspace. We say that U contains a top power
if (z − b)n ∈ U for some b ∈ C or if 1 ∈ U .
Proposition 5.11. A polynomial subspace U ∈ GkPn contains a top power if and only if the
apolar dual space U∗ is imprimitive.
Proposition 5.12. A subspace U ∈ GkPn is strongly primitive if and only if M(U, b) is non-
degenerate RREF for all b ∈ Cˆ. Here, non-degenerate means having form (3.3).
To conclude this subsection, we present the following necessary, but not sufficient, condition
for primitivity.
Proposition 5.13. Let U ∈ GkPn be a subspace. If all roots of W(U) have multiplicities < k
then U is primitive. If all roots have multiplicities < min(k, ℓ), where ℓ = n + 1 − k is the
codimension, then U is strongly primitive.
Proof. If U is imprimitive, then there exists a b ∈ Cˆ such that M(U, b) is a degenerate RREF
matrix of type (3.4) or (3.6). The width of the corresponding shape is < ℓ. Hence, by Theo-
rem 4.5 we have
ordbW(U) ≥ kℓ− k(ℓ− 1) = k.
If U∗ is imprimitive, then by Theorems 3.10, 3.13, for some b, the RREF matrix M(U, b) is
degenerate of type (3.5) or (3.6). The height of the corresponding shape is < k, and hence
ordbW(U) ≥ ℓ.
Therefore, if either U or U∗ are imprimitive, then for all b ∈ Cˆ we have
ordbW(U) ≥ min(k, ℓ). 
5.4 An example
For the purposes of illustration let us consider the classification and equivalence of 2-dimensional
subspaces of P3; i.e., k = 2, ℓ = 2. In this case d(2, 2) = 2; this value corresponds to the classic
result that generically, 4 lines in 3-dimensional space are simultaneously touched by exactly
2 lines. Consider two linearly independent polynomials p1, p2 ∈ P3. Generically, the Wronskian
W (p1, p2) will have four distinct roots, call them b1, b2, b3, b4. These complex numbers are
distinguished by the fact that the polynomial subspace U = span{p1, p2} contains exactly four
(up to scalar multiple) polynomials with a double root. These polynomials have the form
qi(z) = ri(z)(z − bi)2, ri ∈ P2.
Now the subspaces
Li = {r(z)(z − bi)2 : r(z) ∈ P2}
represent 4 lines in 3-dimensional projective space G1P3. The subspace U also represents a line.
The polynomials q1, . . . , q4 correspond to the 4 points where the line [U ] touches the four lines
[L1], . . . , [L4]. Since d(2, 2) = 2, in the generic case, there exists exactly one other subspace
Uˆ ∈ G2P3 with the same Wronskian. The lines [U ], [Uˆ ] are the unique lines that simultaneously
touch [L1], . . . , [L4].
Let us now apply the above covariant analysis to describe the 2-dimensional polynomial
subspaces of P3 with an infinite symmetry group. A generic subspace U ∈ G2P3 can be described
as the span of polynomials
p1(z) = z
3 + a11z + a10, p2(z) = z
2 + a21z + a20.
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The corresponding Wronskian, and covariants are given by
W = z4 + 2a21z
3 + (3a20 − a11)z2 − 2a10z + (a11a20 − a10a21)
= z4 + b3z
3 + b2z
2 + b1z + b0,
H = 3(8b2 − 3b23)z4 + 12(6b1 − b2b3)z3 + 6(24b0 − 2b22 + 3b1b3)z2
+ 12(6b0b3 − b1b2)z + 3(8b0b2 − 3b21).
A straight-forward calculation shows that H = 0 if and only if
a20 = −a11/3 = −a10/a21 = a221/4,
or equivalently, iff
W = (z + a21/2)
4,
in full accordance with Proposition 5.5.
Let us now describe all spaces projectively equivalent to a span of monomials. The case
where U is equivalent to the span of {1, z} corresponds to H = 0 and is described above. Let us
now consider the other cases: (i) U ∼ span{z, z2}; (ii) U ∼ span{1, z3}; (iii) U ∼ span{1, z2}.
The other possible monomial subspaces are all projectively equivalent to one of these possibilities.
For cases (i) and (ii) we have J2 = 0; for case (iii) J2 = −16/9. One can also arrive at the
special values J2 = 0 and J2 = −16/9 by applying the Gro¨bner basis algorithm to the principal
ideal generated by J2H3 − T 2 with J as an extra variable.
Hence, for cases (i) and (ii) we must consider the condition T = 0, where
T/36 = (8b1 − 4b2b3 + b33)z6 + 2(16b0 − 4b22 + 2b1b3 + b2b23)z5
− 5(4b1b2 − 8b0b3 − b1b23)z4 − 20(b21 − b0b23)z3 − 5(8b0b1 + b21b3 − 4b0b2b3)z2
− 2(16b20 + b21b2 − 4b0b22 + 2b0b1b3)z − b31 + 4b0b1b2 − 8b20b3.
Straightforward calculations show that the general solution consists of two possibilities:
a11 = a20 − a221, a10 = −a20a21, W = (z2 + a21z + a20)2,
a11 = 3(3a20 − a221), a10 = 3a20a21 − a321, W = (z2 + a21z − a11/3)2.
Letting r1, r2 denote the double roots of the Wronskian, the two solutions of T = 0 correspond
to the following subspaces:
U = span{(z − r1)(z − r2)2, (z − r1)2(z − r2)},
U = span{(z − r1)3, (z − r2)3}.
The first of these is projectively equivalent to span{z, z2}, while the second is equivalent to
span{1, z3}.
The analysis of case (iii) requires us to consider the solutions of the equation
(16/9)H3 + T 2 = 0.
Calculation with a Gro¨bner basis package yields the following necessary condition:
a11 + 3a20 = 0.
Further computation reveals that the general solution is given by
a11 = −b3/4 + (3/4)b2a21 − a321, a20 = −b2/4 + a221/4,
U = span{(z + (a21 + 3b)/2)2(z + (a21 − b)/2), (z + (a21 − b)/2)3},
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where b is an arbitrary, non-zero complex parameter. Evidently, the above subspace is projec-
tively equivalent to {1, z2}.
As our final example, let us consider a polynomial subspace with a finite symmetry group.
More specifically, let us consider subspaces with Wronskian W = z4 − 1. Such a subspace must
have a basis of the form
U = span{(z − 1)2(z + a), (z + 1)2(z + b)}.
As expected, there are exactly two solutions:
a = eπi/3, b = e−2πi/3, U1 = span{z3 −
√
3iz, z2 − i/
√
3},
a = e−πi/3, b = e2πi/3, U2 = span{z3 +
√
3iz, z2 + i/
√
3}.
Let us consider the question of whether U1 is projectively equivalent to U2. By construction, the
two subspaces have the same Wronskian. We must therefore consider the projective symmetries
of W = z4 − 1. Applying the necessary formulas, we arrive at
J2(z) = −4(1 + z
4)2
9z4
, K(z) = −2(1 + 10z
4 + z8)
9z4
.
Both of the rational function J2(z)−J2(Z) and K(z)−K(Z) have the same numerator, namely
(z − Z)(z − iZ)(z + iZ)(z + Z)(−1 + zZ)(−i+ zZ)(i+ zZ)(1 + zZ).
Each of these factors defines a fractional linear transformation. The union of all such forms
the octahedral symmetry group of the polynomial z4 − 1. By Theorem 5.4 the subspaces U1
and U2 are projectively equivalent if and only if they are related by one of these transformations.
Indeed, exactly half of these transformations, the subgroup consisting of
z = Z, z = 1/Z, z = −Z, z = −1/Z
are symmetries of U1 and U2. The other coset, consisting of the four transformations
z = iZ, z = i/Z, z = −iZ, z = −i/Z
relate U1, U2. The two subspaces in question are projectively equivalent.
Remark: it is an interesting question to characterize and if possible to classify those polyno-
mial subspaces whose projective symmetry group is strictly smaller than the symmetry group
of the corresponding Wronskian.
5.5 The problem of top powers
Let us say that a p ∈ Pn is a top power if it is of the form p(z) = (az+ b)n where (a, b) 6= (0, 0).
The following result is well-known in classical invariant theory [15].
Theorem 5.14 (Sylvester). Generically, a complex polynomial (binary form) having odd degree
n = 2m+ 1 can be given as a sum of m distinct top powers.
Indeed, determining the smallest number of nth powers required for the expression a given
p ∈ Pn is a central problem of classical invariant theory. In this last subsection, we modify this
question to the context of polynomial subspaces. First, we observe the following.
Proposition 5.15. Let U ∈ GkPn, where k ≤ n, be a polynomial subspace. Then, U contains
at most k top powers.
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Proof. Suppose that U contains k + 1 top powers. By applying an SL2 transformation, if
necessary, without loss of generality, none of these is constant. By Proposition 5.11, every
element of U∗ is divisible by q(z) =
∏k+1
i=1 (z−bi) where the bi are distinct. However, the subspace
of Pn of polynomials divisible by q(z) is (n−k)-dimensional. However, dimU∗ = ℓ = n+1−k –
a contradiction. 
Also observe that if U ∈ GkPn contains k distinct top powers, then these act as a basis for U .
Geometrically, a subspace that admits a basis of top powers can be characterized as a secant
flat of the rational normal curve [2]. Here, we focus on the following.
Question 5.16. How many top powers (up to scalar multiple) does a given polynomial subspace
contain? Formulate a procedure to decide whether a polynomial subspace admits a basis of top
powers.
The following procedure is one possible answer to this question. For a polynomial subspace U ,
let U (j), j ≥ 0 denote the subspace spanned by the jth derivatives of the elements of U .
Theorem 5.17. Let U be a k-dimensional polynomial subspace with n = degU and ℓ = n+1−k
the codimension. Let Q = W(U (ℓ−1)). If 1 /∈ U , then U admits a basis of top powers if and only
if the following conditions hold:
(i) Q has k simple roots and
(ii) every q ∈ U∗ is divisible by Q.
Proof. Suppose that U contains k distinct top powers. Since 1 /∈ U these have the form
(z − bi)n, i = 1, . . . , k for some bi ∈ C. Observe that
Q(bi) = W((z − b1)n−ℓ+1, . . . , (z − bk)n−ℓ+1)
∣∣
z=bi
= 0, i = 1, . . . , k
and that degQ = k. Condition (i) is established. Condition (ii) follows by Proposition 5.11.
Conversely, if conditions (i) and (ii) hold then by Proposition 5.11, U contains k distinct top
powers. 
Mutatis mutandi we can formulate a version of the above theorem for the case where 1 ∈ U .
One merely has to replace k with k − 1 in condition (i). Criterion (i) can, in principle, be
tested by calculating the discriminant of Q. Criterion (ii) requires an explicit basis of U∗. Such
a basis can be obtained by means of Theorem 3.13. Therefore, the above theorem can serve as
an algorithm for deciding the question of a top power basis. We also note that one direction of
Theorem 5.17 follows from the more general Lemma 3.14 of [2].
As an interesting special case, we have the following. Let U ∈ GkPk be a codimension 1
subspace and W(U) ∈ G1Pk the corresponding Wronskian covariant. Counting∞, let 1 ≤ m ≤ k
be the number of distinct roots of W(U).
Proposition 5.18. The codimension 1 subspace U contains m top powers. In particular, U
admits a basis of top powers if and only if W(U) has simple roots only and k−1 ≤ degW(U) ≤ k.
Proof. By Theorem 4.7, U∗ is 1-dimensional, spanned by W(U). The desired conclusion now
follows by Propositions 5.9 and 5.11. In the generic case where W(U) ∈ Pk has k distinct
roots, U admits a basis of the form (z − bi)k where b1, . . . , bk are the distinct roots of W(U). If
degW (U) = k − 1; i.e. if ∞ is a root of W(U), then the basis of top powers consists of 1 and
(z − bi)k where b1, . . . , bk−1 are the distinct roots of W(U). 
Our final contribution is the following conjecture.
On Projective Equivalence of Univariate Polynomial Subspaces 23
Proposition 5.19. If U ∈ GkPn admits a basis of top powers then W (U) is an ℓth power with
W (U) =W
(
U (ℓ−1)
)ℓ
, (5.6)
where the equality is relative to G1Pkℓ; i.e. up to non-zero scalar multiple.
Conjecture 5.20. Suppose that (5.6) holds and that W (U (ℓ−1)) has k distinct finite, simple
roots. Then, U admits a basis of top powers.
Proposition 5.18 establishes the conjecture in the case where the codimension ℓ = 1. We can
also prove the conjecture for the case of codimension ℓ = 2. Since all of the roots of W (U (1)) are
assumed to be finite, 1 /∈ U and hence U (1) is k-dimensional. Let b be one of the k distinct roots
of W (U (1)). From the assumption that W (U) = W (U (1))2, it follows that b is a double root
of W (U). Let λ be the b-shape of U and ν = λ+ the corresponding pivot sequence. If νk = n,
we are done; for this means that (z − b)n ∈ U . Suppose then that νk < n. Since n = k + 1, this
means that either νk = n − 2 = k − 1 or that νk = n − 1 = k. If the former where true then,
νj = j − 1, j = 1, . . . , k and hence b is not a root of W (U) – a contradiction. Let’s consider
the case where νk = k. Hence, U contains a polynomial of the form (z − b)k + a(z − b)k+1.
Hence U (1) contains a polynomial of the form (z − b)k−1 + a1(z − b)k. Let ν˜i be the b-pivot
sequence of U (1). Since b is assumed to be a simple root of W (U (1)), we must have ν˜j = j−1 for
j = 1, . . . , k − 1 and ν˜k = k. However, we just argued that U (1) has a b-pivot in column k − 1;
this is a contradiction. Our claim is established.
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