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ABSTRACT
Wireless Sensor Networks (WSNs) consist of a large number of very small net-
worked nodes that are widely distributed. The nodes incorporate communi-
cation, processing and sensing capability, and are resource-constrained due to
limitations in size. The most scarce resource is the available energy budget
and thus the energy consumption of WSNs is of paramout importance. Ha-
ving an extremely large application space, WSNs fundamentally enhance our
capability to control and monitor the surrounding physical world.
Distributed Source Coding (DSC) is a solution to realise energy-efficient
WSNs. This compression scheme aims at reducing the amount of sensed data
to be communicated and the number of required data transmissions to achieve
energy savings.
In this thesis we develop and evaluate a practical and adaptive DSC scheme
applied inWSNs under realistic technical requirements and limits. The scheme
is adaptive to environmental variations and can exploit arbitrary spatial cor-
relations in the sensed phenomena. We implement this DSC scheme on real
hardware platforms and demonstrate its feasibility through an experimental
testbed. In addition, we analyse realistic network deployment models and de-
rive enhanced deployment models that directly lead to optimised deployment
strategies. Furthermore, we derive and evaluate a performance prediction me-
tric that is applicable to rapid and lightweight evaluation of WSNs.
Following a realistic modelling methodology we take into account the en-
ergy consumption of the DSC-related signal processing algorithms and prac-
tical deployment strategies. We develop the comprehensive and detailed eva-
luation framework to exactly and quantitatively determine achievable gains.
The framework includes an energy consumption model extracted based on ac-
curate measurement data gathered from our experimental testbed. Using the
framework, we evaluate the practical and adaptive DSC scheme as well as to-
pological effects on the performance of realisticly deployed WSNs.
The applied scheme shows substantially improved energy savings and in
addition strong operational lifetime extensions of WSNs under realistic condi-
tions. Overall the energy-efficiency ofWSNs is significantly improved through
efficient communication and optimised network deployment as proposed in
this work.
i

KURZFASSUNG
Drahtlose Sensornetze bestehen aus einer großen Anzahl von sehr kleinen ver-
netzten Knotenpunkten, die im größten Maße verteilt sind. Die Knotenpunkte
besitzen die Fähigkeit zur Kommunikation, Signalverarbeitung undWahrneh-
mung der Umgebung, wobei ihre Betriebsmittel aufgrund der Limitierung von
Abmessungen beschränkt sind. Das verfügbare Energiebudget entspricht dem
entscheidenden Betriebsmittel und daher ist der Energieverbrauch von höchs-
ter Bedeutung. Drahtlose Sensornetze verfügen über einen weit ausgedehnten
Anwendungsbereich und verbessern unsere Fähigkeit zurWahrnehmung und
Kontrolle der physikalischen Umgebung fundamental.
Verteilte Quellenkodierung ist eine Lösung, um energieeffiziente drahtlose
Sensornetze zu realisieren. Dieses Kompressionsverfahren zielt auf die Reduk-
tion der zu kommunizierendenDatenmenge und der Anzahl der notwendigen
Übertragungen ab, um Energieeinsparungen zu erreichen.
In dieser Dissertation wird ein praktisches und adaptives Verfahren zur
verteilten Quellenkodierung entwickelt und in drahtlosen Sensornetzen un-
ter realistischen Bedingungen angewandt. Das Verfahren ist adaptiv zu den
variierenden Umgebungsbedingungen und kann beliebige räumliche Korre-
lationen in den zu untersuchenden Phänomenen ausnutzen.
Das Kompressionsverfahren ist auf Hardware-Plattformen implementiert
und seine Durchführbarkeit über eine experimentelle Testanordnung demons-
triert. Zusätzlich werden realistische Modelle zur Knoten-Positionierung ana-
lysiert und verbesserte Positionierungsmodelle abgeleitet, welche direkt zu
optimierten Positionierungsstrategien führen. Weiterhin wird eine Metrik zur
Leistungsvorhersage entwickelt, welche die leichtgewichtige und schnelle Ef-
fizienzanalyse von drahtlosen Sensornetzen ermöglicht.
Folgend der Methodik zur realistischen Modellbildung werden auch der
Energieverbrauch der Signalverarbeitungsalgorithmen bezüglich der verteil-
ten Quellenkodierung und realistische Positionierungsstrategien berücksich-
tigt. Für die Evaluierung wird ein umfassendes und detailliertes Rahmenwerk
entwickelt, welches die exakte und quantitative Bestimmung der erreichba-
ren Gewinne ermöglicht. Dieses Rahmenwerk enthält ein Energieverbrauchs-
Modell, das basierend auf präzisen Messdaten extrahiert wird. Die Messda-
ten wurden zuvor über die experimentelle Testanordnung gewonnen. Unter
Anwendung des Rahmenwerkes wird das praktische und adaptive Verfahren
zur verteilten Quellenkodierung sowie die topologischen Effekte auf die Leis-
tungsfähigkeit von realistisch positionierten drahtlosen Sensornetzen bewer-
tet.
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IV KURZFASSUNG
Das angewandte Verfahren zeigt substantielle Energieeinsparungen und
eine deutliche Verlängerung der operativen Lebensdauer der drahtlosen Sen-
sornetze unter realistischen Bedingungen. Insgesamt ist die Energieeffizienz
durch die in dieser Arbeit vorgeschlagene effiziente Kommunikation und die
optimierte Knoten-Positionierung signifikant verbessert worden.
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1INTRODUCTION
This thesis deals with the exploitation of spatial correlations for efficient com-
munication and deployment optimisation in Wireless Sensor Networks. We
discuss the motivation for the presented work in Section 1.1 and summarise
the contributions of the thesis in Section 1.2. This chapter is closed with a
concise description of the outline of the thesis in Section 1.3.
1.1 MOTIVATION
Twenty years ago, MarkWeiser introduced the concept of a world of ubiquitous
computing, also called pervasive computing, in his visionary article [1]. The
underlying assumption of ubiquitous computing is the omnipresence of very
small computers, that communicate with each other, and are embedded almost
invisibly into everyday objects. Equipped with extremely small sensors those
embedded computers can sense a multitude of surrounding physical pheno-
mena.
Due to successive advances in microelectronics, wireless communications
and materials science, this vision of numerous miniaturised sensor-rich com-
munication and computation structures is on its way to become reality in near
future. Simultaneously, growing demands in “everything, anytime, anyw-
here” communication systems have induced movement from traditional cen-
tralised architectures towards novel distributed computer architectures using
a large number of devices.
Recently, Wireless Sensor Networks (WSNs) have emerged as an important
trend. Since WSNs can react and operate in a context-sensitive manner and
appear to be smart without actually being intelligent, they have enormous
economic and social implications. The increasing interest of various stake-
holders and research activities in this field is motivated by the exceptional re-
search challenges and the vast commercial application space. Applications
range from industrial automation, over “smart life” scenarios, to monitoring
scenarios [2, 3, 4, 5].
In contrast to conventional communication networks, research challenges
primarily focus on the energy-efficiency of WSNs [6]. Energy savings can be
achieved if the amount of data, originated from sensor nodes, that need to
be communicated in the network is reduced. Removing redundancy in the
data of sensor nodes, that is, performing source coding thus increases the
1
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energy-efficiency of the network. InWSNs traditional, single source and single
sink, source coding solutions are not sufficient since the large number of senor
nodes essentially forms a distributed source that is often spatially correlated.
Distributed Source Coding (DSC) is an extension of the traditional source co-
ding problem as described in the seminal work of Slepian & Wolf in 1973 [7].
The fundamental Slepian-Wolf theorem states that there is theoretically no loss
of performance due to the distributed nature of the problem. This means, se-
parate encoding of the individual sources can be as efficient as joint encoding
of the distributed source. In particular, it is shown that each source can be se-
parately encoded at its conditional entropy as long as their sum rate is at least
the joint entropy. Considering this information-theoretic result, Wyner first
proposed the binning concept using channel codes [8] and therewith laid the
foundation for practical DSC. Recently, this approach has been used for prac-
tical code designs, initiated by the Slepian-Wolf code design based on trellis
channel codes [9].
More recent state-of-the-art works have commonly assumed that full a priori
knowledge of the correlation structure of the distributed source is always avai-
lable. The costs of the process for acquiring this a priori knowledge, which is
strongly required for DSC, have not been taken into account as well. In addi-
tion, related works almost exclusively neglect the entire energy consumed by
the DSC-related signal processing. Due to the lack of accurate measurements
of its energy consumption there has also been a lack of realistic energy models
applied in the evaluation of DSC.
Furthermore, the network-wide impact of DSC on the performance ofWSNs
has not been sufficiently analysed for realistic network topologies. In several
studies simplifying assumptions on the deployment of networks have been
made. Deployment strategies answer the question how and where the sensor
nodes have to be physically placed to achieve certain goals. In order to obtain
general descriptions “where” is often characterised using mathematical me-
thods focusing on the density and distribution of nodes. For example, uniform
random deployments and regular lattice deployments lead to rather idealis-
tic network topologies which can lead to highly misleading performance esti-
mates.
Most of the earlier analytical studies have not considered deployment sce-
narios and models beyond very simple cases. Thus, there are serious doubts
what kind of WSN performance can be expected under more realistic models.
The need for energy-efficient WSNs requires a comprehensive and detailed
evaluation framework that applies theoretical models being as realistic as pos-
sible at the same time. From these models practical strategies for the design
and optimisation of WSNs under realistic conditions can be derived.
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The main contribution of this thesis is the study of the network-wide impact of
DSC on the energy-efficiency of WSNs under realistic technical requirements
and limits. This is to the best of our knowledge the first comprehensive and
quantitative evaluation taking into account practical and adaptive DSC as well
as realistic network deployment strategies. The previous works have mostly
been based on simplified models focusing on energy savings achievable by
DSC. In addition, these works have not sufficiently considered the topologi-
cal effects on the performance of realistically deployed WSNs. Thus, we ad-
dress the lack of a holistic approach for the evaluation of WSNs that are based
on DSC. We introduce a comprehensive and detailed evaluation framework
including both a realistic energy model and enhanced network deployment
models.
The presented work takes, in contrast to most of the related work, a syste-
matic approach. We start with the development and validation of a practical
and adaptive DSC scheme. This scheme is adaptive to environmental varia-
tions since it includes the capability of an entropy tracking algorithm, which
adapts the compression rate of the sensor nodes based on arbitrary spatial cor-
relations in the physical phenomena under study. Hence, we eliminate the
assumption often made that the required a priori knowledge is available at no
costs since the entropy tracking acquires this a priori information. Furthermore,
we have implemented our scheme on real hardware platforms and have de-
monstrated its feasibility using our experimental testbed. We have conducted
extensive measurements to obtain accurate energy consumption data that are
needed to extract our more realistic energy model. To the best of our know-
ledge, we are the first to successfully apply this energy model capturing all
aspects of the DSC framework. In order to investigate also on the network-
wide impact of DSC, we additionally analyse more realistic deployment mo-
dels and subsequently derive and evaluate enhanced deployment models for
the first time. This study allows for the identification of the outperforming
and “best fitting” deployment strategy according to the characteristics of the
physical phenomena under study.
The benefits of using our evaluation framework taking into account the
developed models are twofold. Firstly, we can quantify exactly the impact
of practical and adaptive DSC and the influence of topological effects on the
energy-efficiency of WSNs. Secondly, we show how initial network deploy-
ments can be optimised. Furthermore, we derive and evaluate a novel metric
that enables the performance prediction of WSNs. We show how this spatial
statistics based metric can be used as a rapid and lightweight performance
evaluation tool. The presented evaluation framework and the performance
prediction metric consider realistic conditions thoroughly and form a basis
for examining the performance of WSNs prior to the costly real deployment
phase. This basis and the applied modelling methodology therein is valuable
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since it addresses the key point in the design and optimisation of realistic and
energy-efficient WSNs. The most of the research reported in this thesis is al-
ready published in 1 journal and 14 conference articles. This thesis collects
together all results, adds more details and provides also new unpublished re-
sults.
1.3 THESIS OUTLINE
The thesis is structured as follows. We describe the WSNs architecture from a
device- and network-level viewpoint in Chapter 2. In addition, the important
design factors as well as the performance criteria considered in this work are
determined. We also elaborate on the WSNs application space and suitable in-
network processing techniques. Furthermore, each of the following chapters
also includes a specific and concise discussion on further related work.
In Chapter 3, the DSC framework recalling information theory basics is
introduced. Additionally, we present the design and implementation of our
practical and adaptive DSC scheme for WSNs. Furthermore, we describe the
created experimental testbed used for the extraction of the energy model and
performance evaluation of the scheme.
In Chapter 4 we introduce the used system model that will be used as an
evaluation framework for the rest of the thesis. In Chapter 5, we provide the
efficiency analysis of different deployment models and highlight their proper-
ties. Additionally, we investigate on the network-wide impact of our DSC
scheme. The derivation and evaluation of enhanced deployment models is
given in Chapter 6. Furthermore, we introduce the performance prediction
metric and show its applicability and extensibility.
Throughout the entire thesis, we always consider the impact of realistic
systemmodelling on the determined performance ofWSNs applying DSC and
using realistic deployment strategies. We take advantage of our evaluation
framework and the accurate energy consumption measurement data. Finally,
we provide a summary of the thesis and give an outlook on future work in
Chapter 7.
2WIRELESS SENSOR NETWORKS
Recently, one of themost powerful trends in the communications area has been
to push wireless interfaces into devices with smaller and smaller form factors.
Continuous advances in communications technology and semiconductor tech-
nology have enabled miniaturisation of radios and computational structures,
and the development of cost-efficient wireless sensor nodes. Those nodes in-
corporate communication, processing and sensor functionalities and are used
to cooperate in a form of WSNs. Usually, they gather data about physical
phenomena, process it, and deliver the processed data to one or more remote
sink nodes. This data can then be used to make global estimates of the en-
tire phenomena at the sink nodes which are accessible to human operators or
other systems. Hence, WSNs can greatly enhance our capability to control and
monitor physical phenomena. Having an extremely large application space
WSNs are seen as an emerging and powerful technology that exhibits strong
potential impact on everyday life.
Taking a device-level viewpoint, we first introduce the sensor node archi-
tecture in Section 2.1 considering hardware constraints and operating systems
issues. We proceed further discussing the WSN architecture from network-
level perspective in Section 2.2. In addition, we determine design factors and
identify major performance criteria. Section 2.3 elaborates on various WSNs
applications and divides the application space into major classes. Further-
more, this section describes properties of some realistic phenomena. The back-
ground chapter ends with Section 2.4 which gives an overview of WSNs in-
network processing techniques and describes their characteristics and trade-
offs. Successively the problem formulation is motivated and developed fur-
ther in this chapter through discussions.
2.1 SENSOR NODE ARCHITECTURE
Wireless Sensor Nodes [6, 10, 11, 2, 3, 12] must satisfy the required small form
factors and low costs, and thus face many limitations in terms of communi-
cation and processing capability but also in available energy budget. Today’s
node sizes are often similar to a matchbox. Prominent examples of sensor
node platforms are the Telos node family [13, 14], Mica node family [15], and
EYES nodes [16]. Being the most basic element, sensor nodes consist of hard-
ware components such as microcontroller, memory, transceiver, sensors and
5
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FIGURE 2.1: The abstract architecture of a sensor node considering its main
hardware components.
energy supply. The abstract architecture of a typical sensor node considering
its main hardware components is depicted in Figure 2.1. The microcontroller
is the core component of the device. It retrieves data from the sensors, process
it and decides when and where this data is sent. In addition, the microcon-
troller is often responsible for overall protocol stack execution. Such variety
of tasks can be executed by different microcontroller architectures implying
different trade-offs between flexibility, performance, energy consumption and
cost. Commonly used microcontrollers are, for example, TI’s MSP430, Atmel’s
ATmega 128L, and ARM’s more powerful ARM7TDMI. Those microcontrol-
lers typically operate at clock rates of 8-12MHz and can access 10-64 kB of
RAM.
For communication among sensor nodes different communication modali-
ties can be used. Besides wired communication a number of wireless commu-
nication modalities that range from radio frequency (RF), optical, ultrasound
to inductive or capacitive coupling are available. Focusing on packet radio
transceivers we can choose from, for example, RFM’s TR1000, TI’s CC1000
and CC2420. Antennas used in the transceivers are typically manufactured in
microstrip technology on-board or attached using simple coaxial RF connec-
tors. Currently used antennas often have an omni-directional radiation pat-
tern. Due to obvious reasons all these radios and microcontrollers have quite
limited communication and computational capabilities as they need to be very
low-power consumption components.
The sensor node is populated with sensors and may also provide inter-
faces for external sensors. The sensor itself is a transducer that observes and
converts physical phenomena into electrical signals. Using the analog-to-digital
converter (ADC) the observations or so-called sensor readings can be obtained
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in the discrete format. The range of physical phenomena and associated sen-
sor modalities is vast. Hence, it is only possible to mention examples such
as temperature, light, chemical concentration, acceleration, velocity, vibration,
sound, pressure, magnetism, humidity and so on. Most of the sensors used are
passive and omni-directional although directional sensors such as cameras or
even active sensors such as sonar or radar have been applied.
For untethered wireless sensor nodes, the energy supply is a crucial com-
ponent. Due to the need for independent operation and limited space only two
types of energy supply, namely batteries and energy harvesting, are suitable.
Current sensor nodes are commonly equipped with battery compartments.
Typically, in the commercial installations AA-form factor batteries are used.
Such batteries have restricted capacities of less than 0.3Ah at the nominal vol-
tage of 1.5V, depending on the specific electrochemical material used. Fur-
thermore, sensor nodes may be equipped with an additional harvesting-based
energy supply. In energy harvesting some external energy source is conver-
ted into electrical energy. Existing techniques [17, 18, 19, 20] make use of, for
example, photovoltaic effects, temperature gradients, vibration, acoustic noise,
pressure variations and the flow of air or liquids. Energy harvesting implies
the use of rechargeable batteries as the energy sources may fluctuate over time
and are often not able to provide energy consistently or at the required energy
level.
In many application scenarios it is too costly or even impossible to replace
sensor node batteries during operation. Hence, the operational lifetime of
WSNs strongly depends on the battery lifetime. Since sensor nodes can play
dual roles, that is, acting as data originator and data relay, malfunctioning
nodes due to depleted batteries can significantly affect the overall performance
of the whole network.
Embedded operating systems running on sensor node platforms have to be
designed taking into account the limited resources in terms of available proces-
sing and memory capabilities. Integrating the reactive nature of WSNs has led
to the development of dedicated operating systems such as TinyOS [21,22,23],
Contiki [24], and MANTIS [25], which are based on an event-driven kernel
architectures. TinyOS exhibits very small code size and follows a component-
based model, but Contiki and MANTIS have an advantage due to the support
for multithreaded operations.
2.2 WIRELESS SENSOR NETWORK ARCHITECTURE
WSNs [6, 10, 11, 2, 3, 12] can be defined as large-scale, widely distributed, net-
worked sensor nodes. The design of a WSN poses serious challenges which
differ substantially from those encounteredwith traditional wireless networks.
These differences often violate assumptions on which many of the traditional
design principles were based. In the following, we describe the basic design
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factors that need to be taken into account when designing WSN architectures.
2.2.1 Design Factors
Mobility
Sensor nodes may move and thus change their location after initial deploy-
ment. Mobility can result from environmental influences that change the ori-
ginal stationary network deployment. In addition, sensor nodes may be acti-
vely moved by other entities, for example, mobile robots, or can itself possess
locomotion capability. In principle, source nodes, sink nodes and in tracking
applications also the event, i.e. tracked object, can bemobile. Mobility may ap-
ply only to subsets or even to all nodes in the network. The speed, frequency
and distance of the movement may vary and hence mobility has strong impact
on the network dynamics.
Heterogeneity
The networks themselves may be heterogeneous, in the sense of being com-
posed of sensor nodes that greatly vary in cost, size and capabilities. Hence,
multiple radio and data interfaces, energy supplies and a varying number and
types of sensors could be attached to the nodes. While some simple nodes can
be limited to short-range communication and simple sensing tasks, others can
be more complex and capable of long-range communication.
Sensing Coverage and Connectivity
Sensing coverage is defined as the area which is covered by the effective range
of sensors attached to the sensor node. The sensing coverage of the network
describes the coverage area of all sensor nodes. We can differentiate between
sparse, dense and also redundant sensing coverage. With redundant coverage,
multiple sensors cover the same physical location.
Network connectivity is determined by the effective transmission range
and the physical location of sensor nodes relative to each other. If any node
is in some way always connected to any other node, the network is said to be
connected.
Network Size and Scalability
The size of a WSN is defined as the number of nodes the network is compo-
sed of. The number of nodes is determined by requirements in connectivity
and coverage, and by the area of interest defined by the application. Both
the network size and the density of nodes in the network may vary stron-
gly. Depending on the application, the range of the number of nodes can be
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from a few to thousands or even hundreds of thousands. In the sensor net-
work context, network size is closely related to scalability, which is the ability
to maintain performance characteristics irrespective of the size of the network.
Particular scalability requirementsmay affect the design ofWSNprotocols and
algorithms.
Topology
Network topology essentially describes the underlying logical communication
structure of the WSNs. Using graph theory, WSN structures are often repre-
sented in form of topology graphs which are dependent on the density as well
as on the distribution of the sensor nodes. In its simplest form, the network
performs single-hop communication, where every node can directly commu-
nicate with every other node. A multi-hop network may form an arbitrary
topology graph, but often overlay techniques such as clustering [26] are ap-
plied in order to organise the network in a simpler structure. Topology affects
many network characteristics such as latency, robustness, and capacity.
Fault Tolerance
Fault tolerance is the ability to sustain senor network operation without any
interruption even if a node or communication link fails. Node failures may
occur due to depleted energy sources and physical damage of hardware com-
ponents. Communication link failures may appear due to radio propagation
and interference issues. In order to tolerate such failures, different protocols
and redundant node deployment may be applied.
Deployment
The deployment strategy specifies how and at which physical location the sen-
sor nodes will be placed in the area of interest. In principle, WSNs can be de-
ployed arbitrarily. Often the nodes are assumed to be installed in a structured
manner or completely at random positions. While humans may deploy nodes
manually in one by one fashion, large-scale deployment is normally assumed
to be done randomly in ad-hoc fashion. For example, nodes may be dropped
by airplanes. Deployment strategies can be divided into the concurrent class
where nodes are deployed in a single step, and the incremental class where
they are placed iteratively.
Interoperability
WSNs have to be often able to interact with other devices, networks and sys-
tems. Hence, the integration of WSNs into a larger network context is manda-
tory. Using different gateway concepts, obtained information can be transfer-
red from WSNs to, for example, Internet. Gateways can act as simple routers
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or if required may be used to translate communication protocols between the
devices of reduced and more sophisticated communication capabilities.
Security
WSN architectures may need to employ security mechanisms if the applica-
tion requires data or privacy protection. Security mechanisms address data
integrity, replay protection, data confidentiality, data availability, authentica-
tion, authorisation and access control. In some cases also tamper-free hard-
ware needs to be considered, because application providers can have even le-
gal responsibility to proof that originating information has come from a non-
tampered source.
Reconfigurability
The reconfiguration capability allowingWSNs to react on the environment va-
riations is highly desirable. Dynamic reconfiguration concerns adaptation of
parameters and re-programmability of sensor nodes. It may be triggered as a
result of changes in the context, topology, mobility or availability of resources.
Reprogramming can be achieved through dynamic source code deployment,
i.e., wirelessly downloading new control code to sensor nodes which propa-
gates through the network at run-time.
2.2.2 Performance Criteria
Facing a large variety of possible applications it is fairly difficult to determine
performance criteria that are applicable in general. However, performance cri-
teria in terms of Quality of Service (QoS) and resource-efficiency are evident
from high-level perspective. Commonly, throughput, delay, latency, jitter, data
accuracy and packet error rate belong to the QoS-like criteria that are also im-
portant for other conventional communication networks. In the sensor net-
work context, other application-specific criteria such as coverage of the area
of interest, event detection probability or event classification error may be also
regarded as QoS-related criteria.
Generic criteria capturing resource-efficiency essentially are energy con-
sumption, operational lifetime, memory consumption and bandwidth utilisa-
tion. Although energy consumption is closely related to operational lifetime,
these criteria cannot be used interchangeably. As the available energy budget
is the most scarce resource in WSNs, typically energy consumption is the per-
formance criterion of paramount importance. Hence, we focus primarily on
the energy-efficiency of WSNs.
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2.3 APPLICATION SPACE AND ASSOCIATED PHENOMENA
2.3.1 Application Classes
It is impossible to list all the possible application areas of WSNs. In the follo-
wing we outline the main use cases for such networks.
Industrial Automation and Vehicular Scenarios
Industrial scenarios have typically less need for energy conservation because
of the possibility to use fixed power supplies or the opportunity to change
batteries easily. On the other hand these scenarios typically require highly
reliable and robust functionality. Delay, throughput and interoperability can
be crucial for some applications while the deployment of sensor nodes will
generally be done manually.
Members of this class are, for example, management of inventories, dis-
tributed robotics, teleoperation of autonomous systems (e.g. exploration of
unknown and dangerous terrain), production and delivery (e.g. cold chain
management [27]) and automotive telematics (e.g. cooperating cars which en-
able car-to-car and car-to-infrastructure communication). Additionally, it is
possible to disseminate traffic information and gather continuous car data de-
rived from embedded sensors like accelerometers, speed and weather condi-
tion sensors. It is important to stress that those sensor nodes which are part
of or influence crucial systems such as braking systems must be wired for sa-
fety reasons. All other sensor nodes which do not affect critical systems can be
installed wirelessly.
In power monitoring, sensor nodes can be attached to large buildings to
detect locations or devices which consume considerable amounts of energy,
thus providing indication to reduce energy consumption. In this case sensor
nodes can be placed manually and can be powered by a permanent energy
supply.
Smart Life and Medical Scenarios
Applications of this class will influence the everyday life of a person utilising
WSNs. Within this class different requirements on reliability are faced. First,
smart home, interactive toys and interactive museums are classical smart life
scenarios where unreliable applications are perhaps inconvenient, but will not
compromise the security or life of humans. Second, strong reliability and ad-
ditionally higher accuracy is mandatory for home security and healthcare ap-
plications. In respect to healthcare one can think about drug administration
in hospitals and vital sign monitoring. In heart and respiration monitoring
accurate and continuous monitoring of critical diagnostic parameters is man-
datory. These types of applications will significantly improve the quality of
life and safety for patients due to non-intrusive assessment in real-time [28].
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Another strong requirement present in many smart life scenarios is “zero-
configurability”, since related applications are used by home users or person-
nel that are untrained in the intricacies of wireless networking. Security or
healthcare applications may need a personalised first time configuration but
in general the entire application, in particular a toy, should work by simply
switching it on.
Monitoring and Control Scenarios
WSNs can be designed tomonitor large environmental spaces [29,30,31]. These
application scenarios have a strong need for energy conservation since the sys-
tem lifetime is supposed to be long, typically at least some years. While re-
quirements such as reliability, throughput and delay are not considered to be
extremely important, scalability and deployability issues gain in importance.
Such issues become crucial since those networks will consist of high numbers
of sensor nodes or will be deployed over huge areas. In addition, high cost-
efficiency and random deployment are required.
Environmental- and habitat monitoring scenarios [32] can assist in fire figh-
ting in huge forests, monitor the health status of cattle stocks on farms, or ob-
serve traffic (e.g. tracking pedestrians and vehicle movements for safety pur-
poses) [33], [34], target tracking and localisation [35], gathering structural mea-
surement data for buildings or bridges and monitoring critical infrastructures
such as power plants, or water distribution and waste disposal facilities [36].
In particular cases of surveillance or law prosecution, networks may need to
be unnoticeable, undetectable and difficult to destroy through hidden and re-
dundant nodes. Furthermore, it is possible to monitor wild animal behaviour
for research purposes [37], [38]. For this purpose animals can be equipped
with sensor nodes containing a GPS receiver to obtain estimates of their posi-
tions and speed of movement. Precision agriculture is also considered as an
important scenario. For example, wine production will benefit from technolo-
gies which control soil moisture and the use of fertilizers or pesticides. Frost
protection and monitoring the conditions that influence plant growth at vi-
neyards can be enabled. The sensor nodes can be deployed in a regular grid
across a vineyard to measure, for example, light conditions, soil moisture and
temperature [39].
Mentionable is also the measurement of the incremental shift of ice and
snow in alpine mountains. For these applications, pressure, temperature and
tilt sensors formeasuring the orientation of the node can be used to gather rela-
ted information. Glacier monitoring, for example, in Switzerland, Greenland,
and Alaska has recently gained a lot of attention in climate research [40, 41].
While the majority of nodes will be dropped, thus randomly deployed, by
planes, some can be deployed manually for specific places.
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Disaster Monitoring and Management Scenarios
Applications in this category are naturally tightly related to environmental
monitoring at the outset. However, since disasters occur unpredictably, de-
ployment considerations become vital. Furthermore, less stringent require-
ments are placed on network lifetimes, while data accuracy requirements gain
in importance. Thus, these scenarios address most of the requirements men-
tioned before due to significant impacts on humans and the environment. Na-
mely, reliability, robustness, scalability, delay and rapid deployment need to be
taken into account. The effective transfer of accurate and timely information is
important in the very early stages of an incident to coordinate rescue of victims
and a large number of resources such as food, water and medicine. Typical
disasters considered in this context are earthquakes, floods, avalanches, tidal
waves, tornados, and the tracking of chemical plumes. In general disruption
of the existing communication infrastructure will occur with most disasters.
Many sensor nodes should be deployable rapidly while some sensor nodes
might be pre-deployed in, e.g., avalanche areas [42]. We mostly envisage de-
ployment in an ad hoc fashion after the incident happened.
In numerous situations it is important that the information transport ca-
pability does not become disconnected from the area of the incident. Thus,
connectivity is a critical requirement as well. The system should also ensure
that the information is not completely lost, e.g., in the case of an aftershock
following an earthquake. Information replication and robust distributed da-
tabase techniques might be necessary to maintain availability and to improve
reliability. Usually the most important information is the location and velo-
city of the incident. Disaster monitoring like the tracking of chemical plumes
will provide early warning and the opportunity to evacuate only those people
from the path of the plumes which are necessary.
Military Scenarios
Military scenarios address similar requirements like the disaster scenarios. We
emphasise only few requirements such as reliability, robustness, data accuracy
and rapid deployment. For defense systems (e.g. reconnaissance and targe-
ting systems), and battlefield awareness (e.g., tracking of military vehicles)
the network should also be unnoticeable, undetectable and difficult to destroy
through hidden and redundant nodes [43].
A magnetometer sensor may be attached to nodes in order to detect the
proximity of tanks. Some sensor nodes may collaborate in estimating the path
and velocity of tracked vehicles. They will probably be deployed from an un-
manned vehicle or airplane while tracking results should be reported as soon
as possible to one of them.
An application classically attributed to military use that also has strong
dual use component is sniper localisation [44, 45]. Acoustic sensors may be
14 2. WIRELESS SENSOR NETWORKS
used to measure the muzzle blast and shock waves. The data can be used to
locate snipers and the trajectory of bullets by comparing the time of arrival of
the sound waves at distributed nodes. An application that is purely military in
nature is a mine field [46]. These types of minefields might adaptively counter
breach attempts. For landmines this might imply a rocket thruster and sensing
and communication capabilities to ensure that a particular area remains cove-
red even if the enemy tampers with a mine to create a breach line. If tampering
is detected by the mine network, an intact mine from a strategically unimpor-
tant area hops into the breach by using a rocket thruster. Additionally, it is
possible to allow opening breaches for desired safe passage for friendly units
through the mine field due to temporary relocation of particular mines. Mine
detection and deactivation also belongs to this use case. While certainly rela-
ted to military use, networks assisting in the above operations would be most
needed in civilian use, after major conflicts have taken place.
For further application scenarios the reader is referred to [2, 3, 47, 4, 12, 5].
2.3.2 Discussion
The above non-exhaustive list of WSN applications shows that WSNs can en-
able novel applications, which have both commercial and social importance.
Furthermore, they can enhance existing services and products. In addition
to the two classes of environmental and disaster monitoring, a large number
of applications from other classes essentially follow a single type of network
topology, which is referred to as “many-to-one” topology (also known as re-
verse multicast). The reason is that the data obtained from many sensor nodes
(sources) is collected at a single central node (sink). Hence, we derive the ar-
chetype, capturing the fundamental nature of WSNs, represented in data ga-
thering WSNs that exhibit the many-to-one topology. For unrestricted usabi-
lity we aim at not compromising data accuracy which is mandatory for emer-
gency, healthcare, law enforcement, security and other sensitive applications.
Furthermore, we do not make any assumptions on the data modality or the
data content.
2.3.3 Phenomena exhibiting Spatial Correlations
Many sensor network scenarios require a high spatial node density in order to
minimise the effect of link failures and to permit high resolution sampling of
the physical phenomena. Typical dense networks have inter-node distances of
less than 10meters. High spatial density directly implies high spatial correla-
tion between the sensor nodes and that means that sensor readings between
neighbouring sensor nodes are highly redundant for many physical pheno-
mena.
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FIGURE 2.2: The central node collects data from the sensor nodes placed in a
grid; simplified model for experimental studies.
In order to explain the concept of spatial correlations and how these are
related to many physical phenomena we base our introduction and discussion
on example experiments. These experiments were done with existing sensor
node platforms in the Institute for Networked Systems. The used nodes are
“Telos sensor nodes” and we give details later in the thesis. In our example
case sensor nodes are spatially distributed in the office environment and per-
form sampling of the physical phenomena using their environmental sensors.
We have observed a varying strength of the spatial correlations between the
sensor observations of different modalities [48]. Consider the simplified sys-
tem model depicted in Figure 2.2. The central node performs the data gathe-
ring task using single-hop communication to each sensor node carrying out
measurements. The four sensor nodes are placed on the vertices of a square
in the area of interest. The grid is associated with the inter-node distance a,
where a can be chosen depending on the application-specific requirements
and sensor modalities taken into account. Each node samples the surrounding
physical environment using its temperature, humidity, and light sensors.
The results based on the correlation coefficient for three differentmodalities
are shown in Figure 2.3 and Figure 2.4. The cross-correlation coefficient des-
cribes the strength of the linear relationship between two variables [49]. Each
figure illustrates the behaviour of the spatial cross-correlation coefficients ρx,y
(ρx,y = ρy,x) parameterised with three inter-node distances. The indices x and
y indicate the locations (vertices of the square) where the particular sequence
of observations were originated. The trivial cases of colocated sensor nodes
(a = 0meters) and the autocorrelations (i.e., x = y) leading to always ρx,y = 1
are omitted.
The figures show approximately constant curves with minor fluctuations.
The reason is that the strength of the spatial correlation is constant no matter
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FIGURE 2.3: Spatial correlation coefficient of temperature over different loca-
tions with varying inter-node distances a.
which pair of sensor nodes is considered. Many modalities have in common
that the strength of the spatial correlation decreases as the distance increases,
while the decrease is also modality-dependent. For temperature (Figure 2.3)
and humidity (Figure 2.4) we observe only slight decrease of the correlation
strength when the inter-node distance is increased.
However, there are examples where a significant decrease of the correlation
strength can be observed. Figure 2.4 depicts one example which shows the
correlation behaviour in case of light (i.e., total solar radiation (TSR)).
Additionally, we consider an experiment where four sensor nodes are lined
up with increasing inter-node distances to the origin. Figure 2.5 compares
the cross-correlation coefficients ρx,y for temperature, humidity and light. The
indices x and y are again associated with the particular location of the sensor
node but their values also specify the distance to the origin explicitly.
Besides the spatial correlation, sensor data exhibits also correlations in the
time domain. To be comprehensive, although not focusing on temporal cor-
relations in this work, we computed the temporal cross-correlation coefficient
ξx,y from different time segments taken from a single sequence of observa-
tions. Figure 2.6 depicts the different ξx,y, each computed from two time seg-
ments, each with a duration of 400 seconds. The indices x and y indicate the
position or offset of the considered segments in the time domain. We also ob-
serve strong correlations for temperature and humidity in the time domain as
shown in the figure. In our experiments the temporal correlation coefficient
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FIGURE 2.4: Spatial correlation coefficient of humidity and light over different
locations with varying inter-node distances a.
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for three modalities.
18 2. WIRELESS SENSOR NETWORKS
0   400 800 1200 1600 2000
0.2
0.4
0.6
0.8
1
Time difference between segments [sec.]
Te
m
po
ra
l c
or
re
la
tio
n 
co
ef
fic
ie
nt
 ξ x
,y
 
 
Temperature
Humidity
Light (TSR)
FIGURE 2.6: Temporal correlation coefficient of environmental data gathered
at the sampling rate of 1Hz. Each time segment consists of 400 samples.
ξx,y > 0.85 is valid for more than 33minutes in the case of temperature and
humidity but in the case of light it will be already lower after 6.6minutes.
Discussion
The modalities discussed are specific examples that are applicable in, e.g., en-
vironmental monitoring and agricultural applications. The experiments sup-
port the understanding that spatial correlations can always be present in suf-
ficiently dense networks. As shown, the strength of the spatial correlation
clearly depends on both the distance between the considered locations and
the sensor modality. Making no assumption on the data modality nor data
content, we have shown that spatial correlation to some extent can be taken
into account for realistic phenomena.
2.4 IN-NETWORK PROCESSING TECHNIQUES
The different options with regard to the design of low duty-cycle transceivers
and medium access control (MAC) protocols for energy-efficient operation are
discussed in [50, 51]. Recent studies [12] have shown that the dominant part
of energy consumption is spent for inter-node communication and typically
less for computation. This leads to the idea of investing into computation wi-
thin the sensor network to save on communication costs. Hence, in-network
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processing techniques have great potential since they rely on the possibility to
operate on data while it is transported through the WSN.
Many traditional signal processing techniques are not applicable for sensor
nodes due to the computational resource limitations. However, there is a need
for novel in-network processing techniques that may also exploit the spatial
diversity in the distributed nature of WSNs. In the following we describe the
most promising in-network processing techniques and discuss the characteris-
tics and trade-offs each technique is confronted with.
2.4.1 Data Aggregation
Simple data aggregation techniques [52] aim at the suppression of duplicate
observations and the combination of observations coming from different sen-
sor nodes along the route, minimising the number of packet transmissions,
thus saving energy.
More sophisticated techniques perform sensor data manipulation and de-
termine summary statistics if applicable. Summary statistics can be obtained
using functions such as maximum, minimum, counting or averaging. The per-
formance of data aggregation depends on the relative location of the source
nodes and the sink node. In contrast to the traditional address-centric ap-
proaches of finding the shortest path between source and sink, the focus shifts
towards data-centric path selection that allows the efficient consolidation of
data [53]. Hence, aggregation techniques need to be jointly designed with rou-
ting protocols [54, 55]. Sophisticated data aggregation techniques must deal
with trade-offs between data accuracy, latency, and energy-efficiency.
2.4.2 Multi-sensor Fusion
Fusion techniques combine information from multiple sensor nodes and mul-
tiple sensor modalities in order to provide the most relevant information in an
efficient representation [56, 57, 58]. There exists two schemes of multi-sensor
fusion. In decision fusion, the sensor nodes process their observations inde-
pendently and make preliminary local decisions about the environment. Data
fusion makes use of the senor node data directly. In both schemes the local
data or decision is transmitted to a central node, called the fusion center, that
combines the received data or decisions and jointly computes the final repre-
sentation respectively. In contrast to data fusion, decision fusion implies a
lower computational burden of the joint processing at the fusion center due to
its inherently reduced dimensionality. In addition, lower amounts of informa-
tion need to be communicated to the fusion center. While data fusion can be
advantageous in the case of correlated observations, decision fusion is more
beneficial if observations are independent. Multi-sensor fusion is particularly
suitable in object detection and classification scenarios [59, 60].
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2.4.3 Distributed Transform Coding
In principle, transform encoding of source data refers to a procedure consis-
ting of three stages. First, the computation of a linear transformation of the
data to produce uncorrelated coefficients. Second, separate quantisation of
each scalar coefficient, and third, entropy coding of the resulting quantised co-
efficients. Instead of sending the full data, less data (number of coefficients)
is sent since the compressed representation contains enough information for
data reconstruction at the sink. However, since this concept is inherently lossy,
perfect reconstruction cannot be achieved. In addition, transform coding tech-
niques assume that the data has a sparse representation in the transform do-
main. In this context the term sparse means that the signal can be described by
a linear combination of few basis functions. The Distributed Karhunen-Loève
Transform [61] and Distributed Compressed Sensing [62,63,64], also known as
Compressive Sampling, belong to the techniques that have recently gained a
lot of attention. For a review of transform coding we refer to [65].
2.4.4 Network Coding
Network coding refers to the concept of coding at sensor nodes in the net-
work [66]. In contrast to simply forwarding all the received packets at the
sensor nodes, they may modify the data and redistribute encoded packets to
all the other nodes. In linear network coding, sensor nodes send out linear
combinations of the received packets, where the coefficients are selected from
a finite field [67]. Random linear network coding refers to the case when the
coefficients are chosen randomly and independently at every node. For deco-
ding of n packets, a sensor node needs to receive at leastm combinations of the
n packets, provided that the set of linear combinations has full rank n [68, 69].
Primarily, network coding is employed to improve throughput or robustness
of the network, thus facing the throughput, robustness and energy-efficiency
trade-off.
Network coding is in particular suitable for broadcast and multicast type
of networks having multiple sources and multiple sinks, essentially following
the many-to-many topology. In contrast, data gathering WSNs are basically
of reverse multicast type, thus following the many-to-one topology. However,
applying network coding in this case migrates to Distributed Compression, as
shown in [68].
2.4.5 Discussion
Aiming at solutions that are fully applicable to almost all WSN scenarios re-
quires not making restrictive assumptions. Hence, we consider arbitrary data
modalities and data content. Furthermore, allowing reduced data accuracy
may compromise the use in medical and security applications where high data
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accuracy is mandatory. Therefore, we see that certain in-network techniques
are not suitable to achieve the determined goals.
In sophisticated data aggregation and multi-sensor fusion a consolidated
representation of the data is obtained. The data representation is not precise
since some information is lost during data consolidation in the network. It
follows that the retrieval of the original data at full accuracy based on this
representation is impossible. Transform Coding is inherently lossy due to the
use of quantised coefficients, thus sacrificing data accuracy. In addition, Trans-
form Coding makes assumptions on the data which is not desired. Network
Coding primarily targets the improvement of throughput especially in many-
to-many network topologies and migrates to Distributed Compression in the
case of many-to-one topologies. Hence, those in-network techniques are not
feasible for our purposes.
Distributed Source Coding (DSC) is a suitable solution for enabling energy-
efficient WSNs. It is a lossless compression technique that preserves data ac-
curacy and belongs to the field of Distributed Compression. Being fully appli-
cable toWSNs, DSC allows for the exploitation of arbitrary spatial correlations
in the data. Furthermore, this in-network processing technique is independent
on the data modality and the data content.

3DISTRIBUTED SOURCE CODING
Improving the energy-efficiency of WSNs is of strong interest for practically
all applications. Since sensor nodes are battery-operated the available energy
budget is fixed and limited. Therefore, increasing energy-efficiency can only be
achieved by decreasing the energy consumption of the network which often,
albeit not always, leads to prolonged operational network lifetime.
Distributed Source Coding (DSC) can reduce energy consumption through
compression if the saved energy overcompensates for the energy spent for the
signal processing. DSC is a technique which is capable of exploiting the redun-
dancy inherent in the sensor data while preserving the data accuracy. The oc-
currence of redundancy in the sensor data is implied by the spatial correlation
between sensor nodes as shown in the previous chapter (Section 2.3.3). In ad-
dition to compression of sensor data from individual nodes, DSC also reduces
the number of needed inter-node communications. DSC is protocol-agnostic
because it functions as a transparent layer inside the communication stack and
makes no assumption about specific protocols used. Hence, it operates with
any MAC protocol, network protocol and application layer protocol. DSC is
also application-agnostic and independent on the modality of the sensor data
since it can be applied in any application scenario where correlated data is
supposed to be communicated. It is also complementary and can coexist with
other techniques. Furthermore, being a generic technique, DSC is not limited
to any specific hardware technology.
After recalling information theory basics we present different source co-
ding principles and discuss their main properties in Section 3.1. Motivated
by the comparison of coding principles we introduce the DSC framework as
a solution for energy-efficient WSNs in Section 3.2. Furthermore, we discuss
the design and implementation of our practical and adaptive DSC scheme in
Section 3.3. In addition, we provide experimental results obtained from the de-
veloped testbed proving the feasibility of the approach. Finally, we close the
chapter with Section 3.4 in which we address the cross-layer design of MAC
protocols with DSC. Most of the following contributions have been previously
discussed in [70, 48].
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3.1 INFORMATION THEORY AND CODING THEORY BASICS
In the following we introduce most basic definitions needed for subsequent
development of the theory. The concept of entropy being a measure of infor-
mation is described and then extended to define mutual information, which is
a measure of the amount of information one random variable contains about
another. Using entropy we present the fundamental source coding theorem
that states the limits of lossless source coding.
3.1.1 Shannon Information Entropy and Source Coding Theorem
In WSNs the sensor readings of neighbouring nodes can be seen as spatially
correlated discrete sources. It is assumed that each source is itself memory-
less and thus a statistically independent and identically distributed random
variable. Removing the redundancy in the data essentially leads to data com-
pression. The source information consists of blocks ofm symbols (bits) that are
compressed into the same number of blocks of n symbols each, with n < m
and m,n ∈ N+. We denote the probability density function of the random
source X by p(x). Let H(X) denote the information entropy which is the mea-
sure of the uncertainty associated to the source X. The Shannon source coding
theorem [71] states the limits on the achievable code rate Rx for lossless data
compression described by
Rx ≡
n
m
> H(X), with
H(X) = −
∑
x
p(x) logp(x),
(3.1)
where n andm denote the block lengths of the code word and of the informa-
tion word, respectively.
Extending the definition of the entropy of a single random variable leads
to the joint entropy H(X,Y) of a pair of discrete random variables (X,Y) with a
joint probability density function p(x,y) which is defined as
H(X,Y) = −
∑
x
∑
y
p(x,y) logp(x,y). (3.2)
Similarly, we can define the conditional entropy that quantifies the entropy (or
uncertainty) of a random variable X given another random variable Y as
H(X | Y) = −
∑
x
∑
y
p(x,y) logp(x | y). (3.3)
Furthermore, the reduction in the uncertainty of X due to the knowledge
of Y is called the mutual information I(X;Y). The mutual information is essen-
tially the distance (or relative entropy) between the joint distribution p(x,y)
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FIGURE 3.1: Relationship between entropy and mutual information.
and the product distribution p(x)p(y) and is thus described by
I(X;Y) =
∑
x
∑
y
p(x,y) log
p(x,y)
p(x)p(y)
. (3.4)
Finally, Figure 3.1 shows the Venn diagram illustrating the relationship bet-
ween entropy and mutual information.
3.1.2 Source Coding Principles
Here we will compare three types of source coding schemes and discuss their
main properties. First, we consider the separate coding scheme depicted in
Figure 3.2a. Denote Rx and Ry as the code rate according to the source X and
source Y respectively. The traditional way for separate encoding and sepa-
rate decoding avoiding any inter-node communication is to compress at the
total code rate R = H(X) +H(Y). Since spatial correlation can be assumed,
H(X) +H(Y) is always greater than H(X,Y) and therefore this approach is su-
boptimal and not considered further.
One way of exploiting the spatial correlation is through joint compression
based on inter-node information exchange. If the sensor nodes are allowed
to communicate with each other, they could avoid the transmission of any re-
dundant information, leading to the total compression rate R equal to the joint
entropy H(X,Y) [72]. Figure 3.2b shows this second scheme, where joint de-
coding is performed based on collaborating sensor nodes in order to exploit
the spatial correlation directly. The strong drawback is that this comes at the
expense of energy and substantial communication overhead. Hence, the ques-
tion arises what we will loose in compression-efficiency if the costly inter-node
communication is not allowed. This question has been answered by the funda-
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FIGURE 3.2: Source Coding Schemes.
mental information-theoretic result obtained by Slepian & Wolf [7]. The theo-
rem states that there is theoretically no loss in performance if the joint distri-
bution quantifying the sensor node correlation structure is known. Figure 3.2c
depicts the superior scheme achieving the total compression rate R = H(X,Y)
withH(X,Y) < H(X)+H(Y) where the sensor nodes do not communicate with
each other and the data is jointly decoded. Since lossless compression schemes
are considered we assume the channel in the figure to be always perfect so that
error-free reconstruction can be achieved. Later on in our testbed implemen-
tation (see Section 3.3) and the simulation study (see Chapter 5 and Chapter 6)
we relax this theoretical assumption.
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3.2 DISTRIBUTED SOURCE CODING THEORY
Throughout this work, we refer to DSC as the compression of multiple cor-
related sensor readings from neighbouring sensor nodes. These nodes do not
communicate with each other and directly send their compressed readings to a
central node or cluster head which performs joint decoding [72,73]. Hence, we
actually reduce computational complexity of the resource-scarce sensor nodes
and increase the computational complexity of a usually more powerful cen-
tral node or cluster head without sacrificing performance. The underlying as-
sumption is that the central node or cluster head have better energy budget.
3.2.1 Slepian-Wolf theorem and the achievable rate region
The Slepian-Wolf theorem defines the achievable rate region for two sources
(X and Y) and is given by
Rx > H(X|Y), (3.5a)
Ry > H(Y|X), (3.5b)
R = Rx + Ry > H(X,Y). (3.5c)
In Figure 3.3 the grey shaded area represents all the achievable compres-
sion rates bounded by the three inequalities. Note that we can have both
Rx < H(X) and Ry < H(Y), although each source is encoded separately. We
call such coding schemes, where one of the sources sends partial (encoded)
information and the other sends full (non-encoded) information, asymmetric.
In order to have flexibility in terms of compression rate the symmetric scheme
is favourable where all sensor nodes send only partial information to the de-
coder. The communication solution for this is the use of time sharing or time
division multiplexing between the sensor nodes. However, the drawback is
that this scheme exhibits the same performance at higher computational com-
plexity compared to the asymmetric case [74]. For more details on the sym-
metric case of DSC we refer to [74, 75, 76, 77, 78]. For practical DSC schemes
considered in this work we aim at reaching the corner points A and B, cor-
responding to the asymmetric scheme as shown in Figure 3.3. The point B
can be reached by exchanging the roles of source X and Y. The symmetric
scheme is represented in point C. Finally, the point D represents the tradi-
tional approach where R = H(X) +H(Y) and clearly shows its weakness in
compression-efficiency. Asymmetric DSC is also known as DSC with side in-
formation at the decoder [73, 9]. The respective block diagram is shown in Fi-
gure 3.4. In the figure the non-encoded side information of source Y is sent
directly to the decoder, but is unavailable to the encoder of source X. The goal
in this scheme is to leverage the availability of the side information at the de-
coder despite the encoder having only access to the compressed information of
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FIGURE 3.4: Distributed Source Coding with side information at the decoder.
source X. The decoder reconstructs the source information based on the com-
pressed information and the side information jointly. From the equations (3.5),
we see that the achievable rate is given by
Rx = H(X,Y) with
H(X,Y) = H(X|Y) +H(Y)
(3.6)
3.2.2 Duality to channel coding
Based on the duality of source coding with side information and channel co-
ding with side information we can derive an equivalent view of the scheme
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tion.
shown in Figure 3.5 [79, 80, 81]. Modelling the correlation between X and Y
with a Binary Symmetric Channel (BSC) allows the use of channel codes in
DSC schemes. Figure 3.5 depicts the equivalent correlation channel for com-
pression with side information. The BSC has X as input, Y as the distorted
output and follows the underlying crossover probability p which determines
the correlation. For this correlation channel we find H(X|Y) = H(p). From
this viewpoint, the compressed version of X can be used to make it look like a
codeword of a channel code by means of “binning”.
Binning is the key concept for practical DSC [8]. The basic idea behind the
binning approach is to partition the space of all possible observations (sensor
readings) of the source into disjoint subsets or bins that are the cosets of a
good linear code. The minimum Hamming distance dmin between any two
observations in any coset should be large. Each coset is described by its index
which is, in fact, associated with an unique syndrome of the code. Instead of
transmitting the entire information sequence, the shorter length syndrome can
be sent. Thus, the encoder saves bitrate and compresses the source since the
syndrome of the coset (containing the particular observation) is shorter than
the information sequence. At the decoder, the information from the sources
together with the correlation model are used to reconstruct the original source
information without loss. The decoder recovers the outcome of X by searching
through the coset whose index is received. The search is for that codeword
which shows the minimum distance to the outcome of Y.
The results of Slepian & Wolf were extended to an arbitrary number of
ergodic sources in [82] and are generalized to lossy source coding schemes
in [83], [84]. The potential impact on other existing applications is very high
and due to the duality of DSC and channel coding with side information not
limited to pure source coding scenarios [81, 85]. In fact, the distributed com-
pression approach has been adopted, for example, in image and video co-
ding [86,87,88] and multiterminal source coding [89], [90]. Additionally, blind
watermarking [91, 92] and coding for multiple access channels [71] have been
considered as further applications.
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3.2.3 Robustness vs. Compression-Efficiency
Extending the DSC framework to an arbitrary number of correlated sources
N has practical implications on the trade-off between robustness and com-
pression-efficiency. In the following we present basic encoding schemes and
discuss their properties in terms of robustness and compression-efficiency. Since
in traditional source coding each source Xi, i ∈ N+, is encoded separately we
can determine the total code rate R of the scheme by
R =
N∑
i
Ri with
Ri = H(Xi).
(3.7)
Whenever a packet is lost, it affects only the corresponding source.
High compression-efficiency can be achieved if DSC is sequentially applied
to all sources. Using the chain rule for entropy the optimal total code rate is given
by
R =
N∑
i
Ri with
Ri = H(Xi | Xi−1,Xi−2, . . . ,X1).
(3.8)
From equation (3.8) we observe increasing importance of data packets from
sources with decreasing i. This scheme exhibits lower robustness than the
traditional scheme since loss of data packets associated to source Xi leads to
reconstruction failures of all subsequent sources Xi+1, · · · ,XN. In particular, if
the first packet X1 is lost then no other packet can be decoded correctly.
In order to solve the above problemmultiple correlated sources can be par-
titioned and organised into clusters. Each cluster performs sequential enco-
ding independently and thus increases its robustness in respect to the number
of cluster members. Further details and derivations of the discussed encoding
schemes considering also the clustered approach can be found, for example,
in [93, 94].
3.3 DESIGN AND IMPLEMENTATION OF PRACTICAL ADAPTIVE
DISTRIBUTED SOURCE CODING
Based on the binning concept a practical trellis-based decoding approach cal-
led DISCUS has been recently introduced for lossy compression using convo-
lutional codes in [95, 9]. The binning concept has been subsequently applied
for other lossy compression schemes, for example, in [95, 9, 73, 79, 80]. Other
alternative distributed compression schemes using Turbo codes have been re-
ported in [77,76,96,97]. Low-density parity-check (LDPC) codes as a powerful
3.3. DESIGN AND IMPLEMENTATION OF PRACTICAL ADAPTIVE
DISTRIBUTED SOURCE CODING 31
alternative to Turbo codes have been used for DSC as well [79, 80, 98, 75, 99,
100,101]. Although the sophisticated coding techniques are powerful, they in-
herently face increased computational complexity leading to higher expenses,
mainly in terms of energy consumption. In addition, the above works consider
very large code block lengths which are impractical for resource-constrained
sensor nodes used in WSNs applications. In contrast to those works, we focus
on lossless DSC based on the Slepian-Wolf theorem which preserves data ac-
curacy. Furthermore, wemake use of flexible very short linear block codes that
are more suitable if practical requirements and limits are taken into account.
For example, information block lengths of only 2 bytes are possible because the
block length is determined by the properties of the sensor node’s ADC. Often
the sensor readings are not accumulated in the node to achieve timely disse-
mination of data. This is the case, for example, in monitoring and surveillance
applications where low latency and low sampling frequency is typically desi-
red.
WSNs are assumed to operate in time-varying environments where the
phenomena can be arbitraryly correlated. Thus, there is a strong need for
adaptive DSC schemes being applicable also under changing environmental
conditions and varying spatial correlation. Most of the proposed work on
DSC assumes that the complete information of the spatial correlation struc-
ture of the phenomenon is precisely known a priori [102,103,104,76,54,55,105].
Although the tracking of spatial correlations is needed in realistic and time-
varying environments it is rarely considered in previous work. In correlation
tracking the correlation structure of the phenomenon is predicted using a li-
near combination of sensor readings that are available at the decoder. The
work presented in [102, 103, 104] includes this kind of correlation tracking al-
gorithm. However, these contributions are based on pure simulation studies
under simplified deployment models and do not take into account the actual
signal processing costs of the tracking algorithm and other DSC-related proce-
dures.
In this thesis, we introduce the entropy tracking algorithm that enables
code rate adaptation based on changing spatial correlations in time-varying
environments. The capability of the algorithm is to calculate the joint en-
tropy based on the determined joint probability density function describing
the spatial correlation between sensor readings. The code rate to be used is
subsequently determined based on the Slepian-Wolf theorem as described in
Section 3.3.3. In contrast to the purely simulated correlation tracking discus-
sed in [103, 104], we implement and integrate the entropy tracking algorithm
to our practical DSC scheme that is implemented on real hardware platforms.
Hence, this scheme is also adaptive, since the code rate to be used is adjustable
depending on the changing spatial correlation of the phenomena.
Previous works have not taken into account the energy consumption of the
DSC-related signal processing algorithms including the entropy tracking. In
this work we use accurate measurement results obtained from our experimen-
32 3. DISTRIBUTED SOURCE CODING
TABLE 3.1: Projective geometry codeswith largeminimumHamming distance
dmin [106, 107].
code m n k dmin code rate
1 11 2 9 2 0.18
2 11 3 8 2 0.27
3 11 4 7 3 0.36
4 11 5 6 4 0.45
5 11 6 5 4 0.55
6 11 7 4 5 0.64
7 11 8 3 6 0.72
tal testbed and quantify exactly the energy consumption for all DSC-related si-
gnal processing algorithms which is shown to be a non-negligible component.
Hence, we explicitly consider the entire signal processing costs of the develo-
ped scheme. All the discussed issues have to be considered before envisaging
real system deployments.
Based on the theory provided in the previous sections in this chapter, we
present details on the design and implementation of our practical and adaptive
DSC scheme [70]. Our aim is to demonstrate the proof of concept in practical
settings in order to show the feasibility of our approach. Wewant to also quan-
tify exactly the energy consumed by each technique used in order to extract an
accurate energy model of the DSC scheme to be incorporated in the evaluation
framework. Furthermore, we describe the testbed in detail and provide experi-
mental results used in the evaluation. Many practical requirements and limits
are inherently taken into account by our resource-scarce testbed whereas they
are not considered sufficiently neither in theoretical work nor in simulation
work.
3.3.1 Code Selection and Coding Procedures
For compression we select a linear block code family that exhibits large mini-
mum Hamming distances dmin at very short code block length. Hence, those
codes show good performance in error correction capability due to large dmin
and are also suitable for practical systems due to their inherent flexibility. Code
construction is based on projective geometry over the finite field Fq with q ele-
ments as described in [106, 107]. Considering binary sources we restrict our-
selves to q = 2. Let C be an (m,n,k) block code defined by its parity check
matrix H. In our experiments we use m = 11 due to the fact that the ADC of
our experimental platforms samples the physical phenomena using this num-
ber of bits. This choice is purely experimental and the generality of our ap-
proach is not limited by this. Furthermore, k = m − n denotes the number of
parity check bits used for compression. A subset of the generated codes that
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determine the possible code rates is listed in Table 3.1. Our approach is not li-
mited to this code family and alternatively other code families can in principle
be used instead. An example parity check matrix H corresponding to code 7
from the table is given in equation (3.9).
H7 =


1 0 0 1 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0 0
0 0 1 0 0 1 0 0 0 0 0
1 1 0 0 0 0 1 0 0 0 0
1 0 1 0 0 0 0 1 0 0 0
0 1 1 0 0 0 0 0 1 0 0
1 1 1 0 0 0 0 0 0 1 0
1 1 1 0 0 0 0 0 0 0 1


(3.9)
Encoding and Decoding procedure
The source encoder is efficiently implemented as a simple matrix multiplica-
tion s = xHT . Hence, the sensor data vector x at block length m is multiplied
with the transpose of the parity check matrix H derived from the generator
matrix G. The resulting syndrome vector s at block length n is a compressed
representation of the sensor data.
Compression partitions the number of 2m sensor data vectors (information
words, i.e. original sensor readings) according to their associated syndromes
(code words) into 2n disjoint bins (cosets). Each bin or coset is indexed by a
particular syndrome s while each coset contains 2k elements. All elements in
a coset Cs of a block code C share the same syndrome
Cs =
{
x : xHT = s
}
. (3.10)
Moreover, as a consequence of the linearity of the code, a coset results from the
translation of the code by any element g of the coset
∀g ∈ Cs,Cs = C⊕ g. (3.11)
Since the elements correspond to the original sensor readings, we aim at their
retrieval by joint decoding using the syndrome and side information transmit-
ted from the source nodes to the central node.
For joint decoding at the central node we apply the fundamental syndrome
decoding technique used in channel coding and modify it for use in source
decoding. The technique is efficiently implemented and uses precomputed
reduced lookup-tables to decrease the computational complexity at run-time.
However, other techniques can be used instead since our approach is not li-
mited to syndrome decoding. Although specific code design and decoding
algorithms per se are not the focus of this work, we provide a summary of
syndrome decoding used for source decoding to be self-contained.
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FIGURE 3.6: The used hardware platform called “Telos” senor node.
Applying lossless compression the transmitted syndrome s is received at
the decoder error-free. Using the look-up table the coset leader e corresponding
to the received s is identified. Coset leaders are essentialy error patterns of
minimum Hamming weight where the Hamming weight of an error pattern
is the number of its non-zero elements. The look-up table is often referred
to as syndrome table. For more details on the construction of syndrome tables
based on the so-called standard arraywe refer to [108]. Reducing the size of the
syndrome table is possible due to the linearity of the code. Solely Cs, the coset
of s, is then constructed using e and the coset of the all-zero syndrome s = 0.
Since Cs is calculated at run-time the coset of the all-zero syndrome is the only
coset which needs to be stored on the node. The particular coset Cs thus limits
the potential candidates to its 2k elements. The decoder compares the received
side information y at block length m with all elements in the identified coset
Cs and calculates the Hamming distances dH of each pair. The element which
is associated to the minimum dH is retrieved as the decoded sensor reading xˆ.
Hence, we perform Maximum Likelihood (ML) decoding in order to find the
originally transmitted x, which can be formulated as
xˆ = min {dH(x,y)} ,∀x ∈ Cs. (3.12)
3.3.2 Testbed Description and Experiments
The vast majority of WSN scenarios make use of an underlying data acquisi-
tion systemwhich basically has a “many-to-one” topology. The system gathers
sensor data from many sensor nodes (sources) at an end user node (sink).
The sensor nodes used in our experiments are the Telos platforms from the
company Moteiv [13, 14]. The node has a small form factor with the dimen-
sions L×W×H = 8×3×2 cm and is shown in Figure 3.6. This platform has
10 kB of RAM, 48 kB of ROM and is equipped with a battery compartment
(using two AA batteries), and sensors measuring temperature, humidity and
light. The MSP430 microcontroller operates at 8MHz. It has an IEEE 802.15.4
compatible transceiver operating in the ISM band at 2.4GHz using the Offset
Quadrature Phase Shift Keying (OQPSK) modulation scheme [108]. We apply
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FIGURE 3.7: Data gathering WSN using practical and adaptive Distributed
Source Coding, experimental testbed.
the often used preamble-sampling B-MAC protocol which is based on Car-
rier Sense Multiple Access and Collision Avoidance (CSMA/CA) for sharing
the wireless medium [109]. Details on this and other medium access control
(MAC) protocols used in energy-efficient data gathering are discussed in Sec-
tion 3.4.2.
Each node runs the embedded operating system TinyOS 2.x [22, 23]. Ti-
nyOS is an operating system specially designed by the University of Califor-
nia at Berkeley (UCB) to meet the constraints and requirements of WSNs. It
is currently the most widely used system for academic research in the area of
sensor networks. The foremost feature of TinyOS is its small code size and
memory usage, and its component model that lets the system designer specify
the system dependencies at compile time. The main drawback is the event-
driven concurrency model which restricts applications to be implemented as
explicit state machines. The entire TinyOS system, as well as all our software
components running under it, are implemented in the NesC programming
language [110]. NesC is an extension to an embedded C-like language that
provides compile time checks for finding race conditions.
The initial experimental testbed illustrated in Figure 3.7 consists of three
clusters, each having five Telos sensor nodes. In each cluster, the four wireless
cluster members are connected to their cluster head (i.e., central node) which
directly communicates wireless to the end user node. A single Telos sensor
node is connected to the end user node (e.g., personal computer) via universal
serial bus (USB) and serves as a transceiver only.
Resulting from the efficiency-robustness trade-off discussed in Section 3.2.3,
we logically organise the cluster members of each cluster in node pairs that
perform DSC separately of other pairs. Using this organisation we achieve
high robustness since a lost packet can only affect the corresponding node or
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its associated partner node, respectively.
First, we determine the correlation between sensor readings of the sensor
node pairs located in the same room. We consider two rooms: a small one
called the server room (3m2) and a larger one referred to as the office room
(20m2). The intention is to observe and evaluate the system behaviour in a
quasi-static room (server room) and a more dynamic environment as in the
office room. Aiming at a conceptual study the reported environments have
been selected due to simplicity.
Figure 3.8 depicts the estimated probability density functions (PDF) of the
temperature readings (as integer value of an 11 bit sample) of two neighbou-
ring sensor nodes, X and Y, taken from the “server” and the “office” scenario.
Although not identical the curves show strong similarity in both cases due
to the spatial correlation. Small differences are even observed for co-located
identical nodes due to the sample spread inherent to manufacturing processes.
Figure 3.8 shows that the server scenario PDFs can be approximated as Gaus-
sian distributions with low variance. In the office scenario, the PDFs have
lower average values but higher variance. The measurements confirm our in-
tuition since the server room is usually locked (less subject to environmental
variations) and warmer than the common office environment. Considering
bitstreams, consisting of consecutive temperature readings in binary represen-
tation, the correlation coefficient ρofficex,y = 0.67 has been obtained in the office
scenario. For the server scenario the correlation coefficient is ρserverx,y = 0.52.
DSC exploits the spatial correlation present in the phenomena data. Hence,
the question arises if and how we can manipulate the sensor readings so that
the resulting correlation is artificially increased, thus leading to lower entro-
pies and higher potential energy savings. One possible approach is to use
the “Gray coded” representation of the sensor readings. We apply Gray co-
ding as an option for pre-coding at unity-rate since there exists also the cor-
responding inverse operation to retrieve the original observations. Further-
more, Gray coding exhibits very low computational complexity since it re-
quires only few XOR and bit shift operations. The increased similarity of the
observations of the node pair is visualised using Hamming distance histo-
grams. Figure 3.9 shows the Hamming distance histograms of the tempera-
ture readings for the original and the Gray coded representation. Both scena-
rios have in common that the average and maximum Hamming distance bet-
ween the sensor readings are significantly reduced by pre-coding with Gray
coding. Indeed, with Gray coding bit-wise differences between similar rea-
dings exhibit small Hamming distances. Considering the resulting Gray enco-
ded bitstreams we found the correlation coefficients to be ρofficex,y_Gray = 0.84 and
ρserverx,y_Gray = 0.85. By applying Gray coding, we artificially increase the correla-
tion between the bitstreams of sensor readings in the binary domain signifi-
cantly (up to ∆ρx,y = 0.33). It is noteworthy that the spatial correlation of the
real temperature data does not change. We will show later in Section 3.3.3 that
this correlation increase results in strong additional energy savings.
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FIGURE 3.9: Comparison of the Hamming distance histograms in the original
and the Gray coding case; ∆av denotes the difference in average Hamming
distance.
It is noteworthy that Gray coding is optionally used as a coding technique
and it should not be mixed up with the Gray mapping in the modulation
context. This distinction is important since we aim at practical platform-inde-
pendent approaches and do not consider any particular modulation scheme.
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Furthermore, any channel coding technique can be integrated to our approach.
Taking the channel coding viewpoint we can see the components modulation,
channel and demodulation as composite discrete channel itself.
Focusing on a node pair and its associated cluster head we define the roles
of all nodes in the testbed as follows: One pair node acts as the source node X
that sends either compressed or not compressed sensor readings to its cluster
head. The other pair node Y sends “decoder side information” in the form
of not compressed sensor readings to the same cluster head. The cluster head
performs entropy tracking taking into account not compressed sensor readings
from both nodes and also acts as the joint decoder using the compressed sensor
readings and the side information.
Each experiment can be divided in two operational phases: the tracking
phase and the compression phase. The phases occur alternating in time and each
phase duration can be set according to the application needs. The two opera-
tion modes and the functionality of the software components implemented on
particular nodes are illustrated in Figure 3.10. The dashed blocks belong to the
tracking phase and the shaded blocks are used during the compression phase.
All the other components are used in both phases.
In the tracking phase the source nodes gather sensor readings until recei-
ving the time synchronisation packet initiated by the cluster head. In order
to reduce the variance, the temperature readings are averaged over 5 conse-
cutive readings. Then, the source nodes transmit the Gray encoded averaged
temperature values at a reporting frequency of 2 seconds. The entropy tra-
cking algorithm running on cluster heads periodically estimates the PDF of
the sensor readings p(x,y) and determines the joint entropyH(X,Y). Based on
this entropy information, the cluster head determines the best code rates for
transmission from a finite set of rates supported by the system. Furthermore,
it transmits a flag in form of a single feedback packet indicating the specific
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code rates. The flag is received by the nodes X and Y which subsequently
assign the suitable codes with rates, Rx and Ry, that will be used in the com-
pression phase. Since the flag consumes an extremely low amount of energy it
is neglected in further consideration. Assuming that the environment condi-
tions remain identical for a single cycle (entropy tracking phase + compression
phase), the source nodes start to compress the Gray encoded readings at the
assigned rate as illustrated in Figure 3.10. Source node Y uses rate Ry = 1 since
its not compressed data is subsequently used as side information by the joint
decoder on the cluster head. After the reception of the encoded readings of
node X and the side information of node Y, the cluster head performs the joint
source decoding and Gray decoding. The original sensor readings from both
source nodes are retrieved by the cluster head and communicated to the end
user node for further application-specific processing. The next cycle is then
initiated by the cluster head through transmission of another synchronisation
packet. Naturally the precise realisation of the averaging process and the Gray
coding procedure depends on the application scenario. Our method is generic
and we have paid also careful attention in the implementation to make it easy
to change all related parameter values without any extensive reprogramming.
3.3.3 Analysis of Case Studies and Performance Evaluation
Using the described testbed we conducted experiments in order to determine
the energy- and memory consumption of each software component. Further-
more, the energy-efficiency and error behaviour of the developed DSC scheme
using different entropy tracking algorithms is evaluated.
Entropy tracking
Entropy tracking based on Gray encoded data values results in lower entropy
values and compression rates, respectively. The benefit is illustrated in Fi-
gure 3.11 which depicts the instantaneous joint entropies over time (in our
example scenario this is 5.5 hours) in respect to the server scenario. We refer to
instantaneous entropies as entropies estimated from a single pair of readings
from node X and Y at a time instant. The average joint instantaneous entropy
over time is included in Figure 3.11 (dashed lines). The figure shows that Gray
encoding significantly reduces the entropy levels and therefore improves the
compression rates accordingly. In this experiment the differences in entropy
levels result on average in 28% improved energy-efficiency for transmission.
In the more dynamic office scenario depicted in Figure 3.12, we observe scat-
tered entropy levels which lead to higher frequency of code rate adaptation.
In the following we apply Gray coding by default since strong improvements
are observed in all of our experiments.
The duration of the tracking phase can be set according to the application
needs and is directly dependent on the coherence time of the observed measu-
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FIGURE 3.11: Comparison of the joint entropy levels over time using no coding
and Gray coding option, “server” scenario.
rement field, i.e. in this example case the temperature field. We can determine
the tracking phase duration in the time units seconds or using the number of
pairs of sensor readings taken into account for the entropy estimation. When
determining the duration we face the adaptivity-reliability trade-off which di-
rectly influences the overall energy-efficiency. The shorter the tracking phase
(the smaller the number of pairs of readings), the faster the adaptation and
the better the responsiveness of the system. This comes at the expense of hi-
gher signalling overhead and less reliable entropy estimates due to the use of
“short-term memory”. Hence, we aim at tracking phase durations that are as
short as possible under the reliability requirements while bounded by the co-
herence time of the temperature field. From the scenarios consideredwe found
5 pairs of sensor readings corresponding to 10 seconds as the reasonable tra-
cking phase duration for our experiments.
Let HT(X,Y) denote the joint entropy per tracking phase which is deter-
mined based on the respective 5 instantaneous joint entropies obtained du-
ring the tracking phase. We consider two simple window-based algorithms,
namely the maximum algorithm and the 2nd maximum algorithm, to determine
HT(X,Y) which is used for the code rate determination. During the compres-
sion phase encoding will be performed according to the resulting HT(X,Y)
which can lead to potential tracking errors (PTE). We define the PTE rate as
the measure of potential decoding errors which occur due to wrongly (i.e., too
low) chosen HT(X,Y) used for the rate decision. In particular cases, where
3.3. DESIGN AND IMPLEMENTATION OF PRACTICAL ADAPTIVE
DISTRIBUTED SOURCE CODING 41
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 104
0.6
0.8
1
1.2
1.4
1.6
1.8
2
time [sec.]
joi
nt 
en
tro
py
 H
(X
,Y
) [b
it]
 
 
824
826
828
830
832
834
836
838
te
m
pe
ra
tu
re
 re
ad
in
gs
 [in
t]
Gray coding
mean Gray coding
node X
node Y
FIGURE 3.12: Joint entropy levels using Gray coding for decreasing tempera-
ture values over time, “office” scenario.
the assigned code rate is lower than the allowed minimum entropy, this leads
to the violation of the Shannon source coding theorem. The maximum algo-
rithm chooses the maximum instantaneous joint entropy obtained during the
tracking phase asHT(X,Y) and thus is the less energy-efficient but the most ro-
bust choice. The drawback of the robust maximum algorithm is its disadvan-
tageous behaviour in the case of occurring outliers. Outliers are short-term
fluctuations in the instantaneous joint entropies over time. The Figure 3.13
depicts how single instantaneous joint entropies can lead to not suitable high
code rates during compression phase sacrificing energy-efficiency for higher
robustness.
Similarly, the 2nd maximum algorithm selects the second highest instan-
taneous joint entropy value if the maximum does not occur at the latest time
instant of the tracking phase. In this special case, we choose the highest en-
tropy value because of the assumption that any maximum occurring at the
last time instant will induce a new trend. Not considering this potential trend
change can induce errors if the code rate is chosen too low.
Denote
T = {t0, t1, . . . , tβ|β ∈ N+} (3.13)
as the set of consecutive time instances of the tracking phase. Furthermore, de-
note (H,>) as the totally ordered set of instantaneous joint entropies obtained
during the tracking phasewithH = {H0(X,Y),H1(X,Y), . . . ,Hi(X,Y)|i ∈ N+} and
the relation > on the set. Then, the determination of HT(X,Y) using the 2nd
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FIGURE 3.13: The maximum algorithm in the case of outliers.
maximum algorithm can be formulated as
HT(X,Y) =
{
H0(X,Y) if t = tβ,
H1(X,Y) if t 6= tβ.
(3.14)
Figure 3.14 illustrates the “pure” 2nd maximum algorithm in the case of a
trend change induced by the maximum instantaneous joint entropy at the last
time instant of the tracking phase. The circles indicate PTEs which would have
occurred without the special treatment of the last time instant due to the new
trend.
Table 3.2 provides a statistical comparison of the maximum and 2nd maxi-
mum algorithm for both scenarios. Overall the 2nd maximum algorithm com-
pared to the maximum algorithm is more energy-efficient but suffers from hi-
gher PTE rate. Based on higher energy-efficiency due to lower average joint
entropy and themoderate PTE rate increase of less than 1%, the 2ndmaximum
algorithm is considered to be favourable. Additionally, the 2nd maximum ap-
proach clearly reduces the signalling overhead due to less frequent code rate
adaptations in contrast to the maximum algorithm.
The joint entropy per tracking phase HT(X,Y) is determined by selecting a
particular value from the tracking phase memory. Since the coherence time of
the temperature field is longer than the tracking phase HT(X,Y) is a good re-
presentative obtained using simple procedures. Other alternative approaches
exploiting memory such as linear prediction can be applied. However, linear
prediction leads to HT(X,Y) values fluctuating around the “optimal” entropy
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TABLE 3.2: Statistical comparison of the maximum and 2nd maximum algo-
rithm.
scenario algorithm
average H(X,Y) var H(X,Y) PTE rate
[bit] [bit] [%]
“office”
maximum 1.275 0.026 2.63
2nd max. 1.259 0.027 3.44
“server”
maximum 1.294 0.014 1.46
2nd max. 1.285 0.016 2.06
value. In the periodic case, where predictedHT(X,Y) values are lower than the
entropies satisfying the Source coding theorem, this can lead to errors. Hence,
we do not apply this alternative method in this context.
Code rate adaptation
The code rate decision and assignment is performed by the cluster head once,
prior to the compression phase. The compression phase duration can be set
according to the application needs. Since energy-efficiency can only be impro-
ved during the compression phase we aim at long durations. However, the
cycle (tracking phase + compression phase) is bounded by the coherence time
of the temperature field. Decision making itself uses the joint entropy per tra-
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cking phase HT(X,Y) and is based on the Slepian-Wolf theorem. Let the code
rates Rs,i belong to the finite set of code rates with set size p ∈ N+ supported
by the system. Furthermore, let HT(X|Y) denote the conditional entropy per
tracking phase. Then, the code rates Rx and Ry employed by the source nodes,
X and Y, are determined by
Rx = min{Rs,1,Rs,2, · · · ,Rs,p},
Ry = min{Rs,1,Rs,2, · · · ,Rs,p}, with
Rx > HT(X|Y) = HT(X,Y) −HT(Y); Ry > HT(Y).
(3.15)
In order to visualise the resulting dynamic behaviour Figure 3.15 shows the
rate adaptation according to the related instantaneous conditional entropies
H(X|Y) for the office scenario. Based on the most significant entropy levels
observed in our experiments (see, for example, Figure 3.12) the optimal code
rates satisfying equation (3.15) have been identified.
In particular, the (11,4) code at rate Rx,1 = 0.36 and the (11,8) code at rate
Rx,2 = 0.72 out of the possible codes, listed in Table 3.1, are supported. Here
side information is again transmitted at rate Ry = 1. In this experiment the
conditional entropy space is partitioned into three distinct coding regions.
First, coding region 1 using Rx,1, second, coding region 2 using Rx,2, and third,
the region where no coding (Rx,3 = 1) is applied. From Figure 3.15 we observe
that the adaptive code rate follows basically a step function where the cur-
rently applied code rate is always larger than the related conditional entropies.
Intended exceptions occur only in cases where the 2nd maximum algorithm
handles outliers properly. Inevitable exceptions may occur when significant
entropy changes happen during the tracking phase since the code rate can
only be adapted subsequently. Hence, the resulting decision delay may cause
errors. Figure 3.15 shows the most meaningful time period in our experiments
where the intended exceptions (due to outliers) and inevitable exceptions (due
to decision delay) can clearly be seen.
The average of the step function over time determines the overall com-
pression rate and thus directly affects energy consumption. In the considered
example, the average code rate found is R¯x = 0.38. Hence, on average 62% of
the energy can be spared compared to the conventional case (no compression,
i.e. R¯x = 1). However, these impressive DSC-savings need to be considered
with respect to the overall energy consumed, before any conclusions on the
overall performance of the scheme can be made.
Performance evaluation
The evaluation of the practical and adaptive DSC scheme for real deployment
purposes takes into account the performance criteria, overall energy consump-
tion, memory consumption, and bit error rate. Overall energy consumption
considers both the transmission energy that is saved through transmission of
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FIGURE 3.15: Code rate adaptation based on the 2nd maximum algorithm;
“office” scenario.
shorter and possibly fewer packets due to compression and the energy consu-
med for DSC-related signal processing. Hence, to ensure a thorough evalua-
tion we provide results on the overall energy consumption which has been so
far neglected in previous work, and especially in simulation works due to lack
of knowledge of the signal processing costs.
The energy consumption has been calculated based on the average current
flow, measured by an oscilloscope, over the execution time of the component.
The current flow of jointly decoding a single pair of sensor readings is exem-
plarily depicted in Figure 3.16. We begin by determining the energy consump-
tion for the transmission and reception procedure in the conventional case.
The measured average values for transmission and reception of a single bit are
E¯Tx = 184.59 nJ and E¯Rx = 197.85 nJ.
Note that the obtained values also respect the energy consumed for perfor-
ming forward error correction and supplying the entire transmitter or recei-
ver circuitry, respectively. It has been observed that packet reception always
consumes slightly more energy than packet transmission. The main reason
is the complexity of the pre-amplifier in the receiver circuitry. In general the
measurements show a linear relationship between energy consumption and
payload lengths for both, transmission and reception.
Furthermore, the resulting energy consumption per sensor reading and
memory usage of each component is given in Table 3.3. We find that the energy
consumption for encoding (using Rx,1) is ≈ 4.3 times higher than the energy
46 3. DISTRIBUTED SOURCE CODING
0 1 2 3 4 5 6 7 8 9
0
0.5
1
1.5
2
2.5
c
u
rr
e
n
t 
[m
A
]
time [ms]
FIGURE 3.16: Current flow of jointly decoding a single pair of sensor readings.
TABLE 3.3: Energy consumption per reading and memory usage per com-
ponent.
component
ROM RAM
rate
execution current energy
[bytes] [bytes] time t¯ [ms] I¯ [mA] E¯(·) [µJ]
encoding (c) 330 34
Rx,1 0.169 1.627 0.816
Rx,2 0.109 1.633 0.528
decoding (d) 562 558
Rx,1 5.248 1.775 27.614
Rx,2 0.904 1.624 4.353
tracking (t) 620 26 – 45.283 1.770 237.571
spent for the transmission of a single bit. Furthermore, the energy consumed
by the entropy tracking algorithm is order 103 times higher than in the single
bit transmission case. Hence, the signal processing energies are considerable
and cannot be neglected.
The energy savings on the source nodes, X and Y, and the cluster head (CH)
can be obtained from the listed results and is given by
∆Ex = α
(
kE¯Tx − E¯c
)
,
∆Ey = 0,
∆ECH = α
(
kE¯Rx − E¯d
)
− βE¯t,
(3.16)
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where the parameters α and β signify the number of pairs of readings taken
into account during the compression phase and the entropy tracking phase,
respectively. Furthermore, k is the number of parity check bits according to
the code used. Note that no energy is saved on the node Y if the extremely low
energy consumption for Gray encoding is neglected.
Consider the following example using equation (3.16) and the correspon-
ding energy figures from Table 3.3. We focus on the code rate Rx,1 = 0.36 being
very close to the average code rate R¯x = 0.38 obtained in our experiments cor-
responding to Figure 3.15. Setting the duration of the entropy tracking phase
to 10 seconds (β = 5) and the duration of the compression phase to 50 seconds
(α = 25), average energy savings of ∆Ex = 11903 nJ and ∆ECH = -1843.6µJ can
be achieved. Whereas the energy consumption at the source node X strongly
decreases, the energy consumption significantly increases at the cluster head
due to shifting computational complexity using this approach. For practical
reasons, this offers a better trade-off since the energy budget is more critical
at the source nodes, being the majority of the nodes, than at the usually more
powerful cluster head.
The memory usage of each component is also listed in Table 3.3. The en-
coding component running on the source node needs an extremely small size
of ROM and RAM. The entropy tracking and decoding components are both
executed on the cluster head. The memory consumption of both components
is very small and thus needs only 2.4% and 5.7% of the available ROM and
RAM of the platform, respectively.
After discussing results on the resource utilisation we continue with ana-
lysing the quality of the decoded time signal sampled from the temperature
field in terms of error behaviour. We consider the Bit Error Rate (BER) of the
decoder output at the cluster head over a wide range of conditional instanta-
neous entropies H(X|Y) obtained from our long-term experiments in the office
scenario. Figure 3.17 depicts the BER as a function of entropy and the division
into the corresponding code regions. In the first code region using Rx,1 and
in the third code region using Rx,3 we observe no bit errors. The second code
region shows only two error peaks at H(X|Y) = 0.54 and H(X|Y) = 0.63, res-
pectively. The errors occur in bursts and for particular H(X|Y) that correspond
exactly to the code rate Rx,2 selected in this region. The rationale for the errors
lie in the delayed window-based rate adaptation in particular cases as shown
in Figure 3.15.
Figure 3.18 visualises the impact of bit errors on the temperature time si-
gnal. The figure shows the comparison of the original and decoded readings
of node X over time. The bursty errors result in rare but significant short-term
peaks that can be clearly observed from the Figure 3.18. Note that the tempe-
rature time signal obtained from source node Y is inherently error-free if no
packet is lost. Since the strong deviations can easily be identified, error re-
covery mechanisms may be applied. A possible simple approach is to replace
the values with strong deviation by the average value of the previous time per-
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iod with a certain duration. This option is suitable if the application scenario
is not extremely dynamic. Averaging or other alternative techniques may be
subsequently executed if required.
In this section we have shown that the practical and adaptive DSC scheme
is feasible and applicable to changing spatial correlations in time-varying en-
vironments. The developed scheme achieves high resource-efficiency. Strong
energy savings have been observed at the source nodes based on shifting com-
putational complexity towards the central node. In addition, this scheme ex-
hibits good overall bit error performance and requires only very low memory
consumption. Furthermore, we have shown that the energy consumption of
the DSC-related signal processing is substantial and must not be neglected.
3.4 CROSS-LAYER DESIGN OF DISTRIBUTED SOURCE CODING
In this section we present the concept of how our DSC approach can be com-
bined with other energy-saving protocols in order to fully exploit synergy ef-
fects. The cross-layer design of medium access control (MAC) protocols for
DSC applications is addressed in our earlier publication [48]. We closely mo-
del the interaction scheme between source compression and the MAC layer
for WSN applications and determine the parameters that are most relevant to
both the layers.
3.4.1 Related Approaches for the Cross-layer Design
Since strict layering induces extra overhead associated with the layering, the
energy consumption andmemory usage is also high. This issue has been poin-
ted by many researchers. It has been shown, for example, in [111] that the
cross-layer design by exchanging various parameters andmeta-data helps and
provides energy consumption gains.
In [112] Sagduyu et al. have discussed the joint design of network co-
ding and MAC in wireless ad hoc networks. They have shown through si-
mulation studies that MAC information can be exploited in the network co-
ding to yield higher throughputs. They claim that similar optimisations can
be achieved for energy consumption. In [113], the authors have described a
scheme where the PHY/MAC layer adjusts the minimum transmit power de-
pending upon the required BER, channel attenuation and the corresponding
modulation schemes for DSC. The presented approach demands radio trans-
ceivers providing the channel conditions and the BER information. Most of
the currently used WSN radios do not provide this information. Furthermore,
many transceivers are packet based and support only one type of modulation
scheme [12]. Detailed energy consumption measurements on the Telos plat-
form have confirmed that the energy consumed for reception is higher than
for transmission even at the highest supported transmit power [14]. In addi-
tion, the reception state is typically the most common state on a sensor node.
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When a node transmits, all the other neighbouring nodes in the network listen
to it and thus optimising only the transmit power level will not significantly
optimise the overall energy consumption of the network.
3.4.2 MAC Protocol for the Cross-Layer Design
WSNs are expected to gather data in an energy-efficientmanner. In this context,
MAC protocols play an important role. For energy conservation, WSN-MAC
protocols exercise a duty cycle scheme by turning on/off the radio transceiver
periodically. There have been many solutions proposed for the wireless nodes
to perform energy-efficient sharing of the wireless medium both in conten-
tion free (TDMA) and contention based (CSMA/CA) schemes. Contention free
TDMA protocols such as BMA [114], LMAC [115] and others suffer from scala-
bility problems, time-slot management overhead and under-utilisation of the
available time-slots. CSMA/CA based protocols are much popular in WSNs
and are divided in two broad categories. One class is the IEEE 802.11 like
MAC protocols [116, 117, 118], which uses RTS/CTS and DATA/ACK hand-
shake to find a common wake-up schedule. Finding a common synchronisa-
tion schedule through the RTS/CTS message exchange results in high control
overhead and is a major source of energy consumption. The second class of the
CSMA/CA basedMAC protocols is the preamble-sampling or channel polling
protocols, see for example, [109, 119, 120].
Preamble-sampling protocols show reduced energy consumption particu-
larly in low traffic conditions, which is typical for many WSNs. This is achie-
ved by transmission of a long continuous preamble to ensure that all the po-
tential receivers, overhearing the channel periodically, are able to detect the
presence of the carrier. After detecting a preamble, receiving nodes keep on
listening to the preamble and eventually receive the data that immediately
follows the preamble. This way, asynchronously waking-up nodes are im-
plicitly synchronised through the preamble sequence. Due to the improved
energy-efficiency, we consider a preamble-sampling MAC protocol, namely
B-MAC [109] including optimisations on the preamble sequence using micro-
frames as considered in MFP-MAC [120]. In this mirco-frame basedMAC pro-
tocol the continuous preamble is replaced by a series of micro-frames. Each
micro-frame contains a full set of information about the upcoming data frame.
Only the addressed node receives the data frame and the rest of the nodes go
into the sleep mode. This scheme saves even more energy by avoiding the re-
ception of the rest of the preamble sequence and irrelevant data frames. For
a comparison of protocols such as B-MAC and MFP-MAC type protocols we
refer to the work reported in [121]. Modifications of the enhanced B-MAC
protocol are needed in order to expose the relevant parameters and to main-
tain packet success ratio based on which different parameters can be adjusted.
Detailed experiments have been conducted to determine the effects of para-
meters such as packet sizes, link layer acknowledgements and the number of
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nodes on the packet success ratio [118]. For more details onMAC protocols for
WSNs we refer to the recent survey reported in [51]. We identify in our work
that packet size reduction through DSC and highly reliable data transmission
through MAC protocols considerably effects the energy consumption. In our
PHY/MAC/DSC cross-layer design we use mutually the meta-data provided
by DSC and the MAC protocol.
3.4.3 WSN Architecture and PHY/MAC/DSC Cross-layer Design
The architecture describes the flow of meta-data and the interaction scheme
between the PHY/MAC and DSC in a cross-layer fashion. We consider a
typical WSN data gathering application at the end user node. The end user
specifies the sampling rate of the data from the sensors and their desired ac-
curacy. The cluster head transmits this information to the sensor nodes ca-
pable of gathering the environmental data. These data source nodes exploit
the redundancy in the data and use the PHY/MAC mechanisms in a way for
energy-efficient operation.
The application stack on the cluster head and the source node may be divi-
ded into pseudo-layers. The software architecture of the cluster head is shown
in the Figure 3.19. There exists a compression block and a decision block
in the DSC layer. The decision block carries out the interaction between the
PHY/MAC, application layer and the compression block of the DSC. The De-
cision Unit uses the MAC transmit data interfaces to send a request message
for gathering the data from sensor nodes. Upon receiving the data over the
wireless medium through the MAC receive interface, it decides on the code
rate and the roles of the source nodes. The coding related information is then
transmitted to the individual source nodes and also conveyed to the internal
Decompression Unit, which uses this information to decompress the received
data from the source nodes. The Decompression Unit provides the application
only with meaningful decompressed sensor readings. Due to the unreliability
of the wireless medium, if one of the sensor source readings is lost, the Deci-
sion Unit may also be able to take into account the temporal correlation in the
readings from a particular source node to generate an estimate and feed it to
the Decompression Unit. This way, the cross-layer design can also be resilient
against the channel outages. Locally generated estimates also save the high
energy costs of retransmissions and the associated latency.
The cross-layer design architecture of the source nodes is shown in Fi-
gure 3.20. It is observed that the different units and pseudo-layers are the
same. However, the interactions and the meta-data exchange are obviously
different. Again the Decision Unit manages the MAC receive and transmit
interfaces. Upon receiving the data sampling request message from the end
user node and the coding information, the sensor readings are sampled and
compressed accordingly by the Compression Unit. At the source nodes, the
Decision Unit is also capable of adjusting the MAC control parameters such as
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FIGURE 3.19: Cross-layer Architecture for the cluster head describing the in-
teraction between the application, DSC and the PHY/MAC layer.
packet size, back-off windows, enabling/disabling of the ACK frames and pa-
cket transmit power based on the MAC success ratio. The MAC success ratio
is basically a metric that takes into account the MAC congestion window size,
the number of retries of the MAC transmission and the actual packet success
ratio. If the MAC success ratio decreases, the link level acknowledgements are
enabled, also the smaller packet size is used and the radio transmission po-
wer is increased. The improved reliability comes at the cost of higher energy
consumption. Additionally, the Decision Unit may also monitor the remaining
battery status of the source node. The duty cycle of the MAC protocol and the
coding rates also depend upon the accuracy requirements of the sensor data
and the desired sampling rate. Depending upon the sampling rate of the data,
the MAC duty cycle can also be set by the Decision Unit residing in the DSC
pseudo-layer.
In this section we have conceptually described how the DSC scheme can be
extended and jointly combined with other techniques in a cross-layer fashion.
It has been shown that also from protocol stack engineering point of view the
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DSC framework can be easily integrated with cross-layering optimisation ap-
proaches. However, cross-layer design is out of the scope of this thesis and is
left for the future work. Before investigating on the network-wide impact of
the DSC scheme presented in Section 3.3, we describe the system model of the
evaluation framework.
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FIGURE 3.20: Cross-layer Architecture for the source node describing the in-
teraction between the application, DSC and the PHY/MAC layer.

4SYSTEM MODEL OF THE EVALUATION
FRAMEWORK
The optimisation of the communication in WSNs is achievable by using the
DSC scheme which has been presented in Chapter 3. Significantly improved
energy-efficiency ofWSNs can be observed in practicalWSN implementations.
Our initial testbed was demonstrating that actual implementation is possible
and that energy savings can be achieved. In the following, we extend the view
from the experimental testbed to larger networks. For the evaluation of entire
WSNs the development of a comprehensive and detailed evaluation frame-
work that is applied in the simulation study is needed. This framework allows
thorough investigation of the network-wide impact of the DSC scheme on the
performance of larger networks through results obtained by extensive simu-
lations. Furthermore, the evaluation framework enables the examination of
various node deployment strategies.
The reference system model of the evaluation framework consists of five
components and is illustrated in Figure 4.1. In the following, we clearly moti-
vate each component used that fully and precisely describe the sensed pheno-
mena, the chosen deployment strategy, the gathered observations, the commu-
nication scheme applied, and the observed energy behaviour. The evaluation
framework is organised in a modular way which gives us great flexibility. Me-
thods or even entire components can be replaced or omitted according to the
application-specific goals. Therefore, it is not limited to scenarios considered
in this work but is adaptable to other cases.
4.1 PHENOMENON MODEL
Since the performance of techniques that make use of correlations is dependent
on the strength of the correlation in the data their evaluation requires sufficient
data representing a wide range of realistic conditions. However, data gathered
by real systems that satisfy the needed characteristics in terms of diversity and
granularity are rare [122,123]. As a result, researchers make different assump-
tions on how this data is supposed to be generated. For example, the work
presented in [54] assumes a function for the joint information entropy of the
data while the most general approach belongs to the widespread area of spatial
statistics [124].
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FIGURE 4.1: Overview of the reference system model consisting of five com-
ponents.
4.1.1 Spatial Statistics and the Random Fields Concept
Spatial statistics have been applied to a variety of different topics including,
for example, geology, biology, medicine, and engineering. From the extensive
field of spatial statistics we particularly apply the concept of random fields to
the problem of data modelling [125].
Restricting ourselves on the spatial domain, random fields V(u) follow the
model description
V(u) = µ+ (u), (4.1)
where µ is the average over the entire random field and  is a random resi-
dual. The position vector u ∈ A is located inside the area of interest A, which
depends on the sampling process and is in the two-dimensional case part of
R
2, i.e. A ⊂ R2. Several kinds of random fields exist, among them we find the
Markov Random Fields (MRFs) and the Gaussian Random Fields as prominent
instances. While the first are random fields satisfying theMarkov property, the
latter are random fields where the joint PDF of the model variables need to be
Gaussian distributed.
4.1.2 Spatial Measures Characterising Random Field Properties
Random fields can exhibit various correlation properties which can be charac-
terised by means of statistical measures. One most important and commonly
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used measure is the semivariance of the random field. The semivariogram is
defined as
γ(u,v) =
1
2
Var(V(u) − V(v))
=
1
2
E
[
(V(u) − V(v))2
]
,
(4.2)
where Var denotes the variance and E the expectation, respectively, and v si-
gnifies another position vector satisfying v ∈ A. The quantity 2γ has been
historically called variogram. Assuming V to be stationary the semivariogram
γ depends on h ≡ v − u only. If V is in addition isotropic γ(h) ≡ γ(h = ‖h‖),
where ‖·‖ denotes the Euclidean norm (also known as L2 norm). Thus, the
semivariogram becomes a function of the distance h between the position vec-
tors u and v only. In the case of second order stationarity the spatial autocova-
riance which is another commonly used statistical measure is defined as
C(u,v) = E
[(
V(u) − µ
)(
V(v) − µ
)]
and
C(h) = E
[(
V(u) − µ
)(
V(u + h) − µ
)]
,
(4.3)
respectively, where C(h) is the autocovariance at lag h. Since both measures
describe the correlation in the random field, we derive their relationship and
verify that both can be used interchangeably. From equation (4.2) we derive
γ(h) =
1
2
E
[
(V(u) − V(u + h))2
]
=
1
2
E
[((
V(h) − µ
)
−
(
V(u + h) − µ
))2]
= σ2 − C(h),
(4.4)
where σ2 = E
[
(V(u)−µ)2
]
is the variance of the random field and corresponds
to C(h = 0) which denotes the autocovariance at lag zero. Thus, we can also
find C(h) = C(0) − γ(h) which is usually referred to as the correlogram. Equa-
tion (4.4) states that a lower or higher value of the variogram implies a higher
or lower value of the autocovariance and correlation, respectively. The spa-
tial analogy to the autocorrelation coefficient is ρ(h) ≡ C(h)/C(0). Figure 4.2
illustrates the semivariogram and the related correlogram. It is observed that
semivariance has a clear asymptotic limit at high distances. Thus, γ converges
to lim‖h‖→∞ γ(h) = σ2. This is usually referred to as the sill of the semiva-
riogram that also corresponds to the variance of the random field C(0) = σ2.
The range of the correlation in the random field is characterised by the range
of the semivariogram, defined simply as the distance where the semivariance
reaches the sill. The so-called nugget effect represents the combined influence
of the sparcity of measured data, microstructures in the data, and the measu-
rement errors in the sampling process. For most phenomena the nugget effect
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FIGURE 4.2: Comparison of an example semivariogram and the related corre-
logram.
will be zero or very small. Furtheron, we do not consider the nugget effect
in semivarograms since entire phenomena are modeled whenever the sensors
sample the phenomena data correctly. In particular, the nugget effect is visible
as the y-axis intercept of the semivariogram. For comparison the correlogram
is included in Figure 4.2. The behaviour of the correlogram is clearly opposite
to that of the semivariogram. The correlation range is directly visible as the
distance at which the value of the correlogram becomes close to zero.
4.1.3 Phenomenon Model Definition
In order to study the performance of our approach we make use of spatially
correlated data fields V synthetically that are generated by the phenomenon
model introduced in [126, 127, 128]. In particular this approach is a special
case of MRFs but it is simpler since it uses fewer parameters than the general
model which is based on the full description of the joint statistics of the data.
The model is completely defined by the first order statistic and the second
order moments of the random field and thus is, unlike the MRFs model, easily
tractable by analysis.
Jointly Gaussian models are commonly used for sensor data generation,
see, for example, [129, 105, 130]. The reason is that they are easy to use and
analytically tractable rather than accurate [123]. The major drawback of jointly
Gaussian models is that they force the joint PDF of the data to be jointly Gaus-
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sian distributed while there exist experimental data where even the first order
distribution is not Gaussian. The applied model is more general and realistic
than the jointly Gaussian approach as shown in [128].
Considering the two-dimensional cartesian space, let the data value at lo-
cation (x,y) be given by V(x,y). Assume V to be a stationary process that has
an unique first order distribution. Furthermore, let N(r) denote the number
of locations that are distance r away from the location (x,y) and Xkr the data
value at the kth location at distance r from (x,y) where 1 6 k 6 N(r). Here, r is
called the correlation distance and is defined using the L1 norm (also known
as Manhattan norm) r = ‖x − y‖1, r ∈ N
+. If the distance between data values
of the phenomena is greater than the maximum occurring correlation distance
rmax, then they cannot be directly derived from each other. The model for ge-
nerating the data values is described by
V(x,y) =


V11 + Zwith probability
α1
N(1)
...
V
N(1)
1 + Zwith probability
α1
N(1)
V12 + Zwith probability
α2
N(2)
...
V
N(2)
2 + Zwith probability
α2
N(2)
...
V1rmax−1 + Zwith probability
αrmax−1
N(rmax−1)
...
V
N(rmax−1)
rmax−1 + Zwith probability
αrmax−1
N(rmax−1)
Y with probability β,
(4.5)
where Z, Y and V are independent random variables. Both Y and Z deter-
mine the long term distribution of V , and Z captures small difference between
neighbouring data values. The probability that a particular data value at loca-
tion (x,y) is derived from a data value that is located at distance r from (x,y)
is α(r). The considered model is independent on the granularity, node density,
the number of nodes or the topology. Any correlation structure can be taken
into account by varying the parameters controlling the statistical structure of
V(x,y), which gives us great modelling flexibility. The generated data sam-
pled from the model shows good correspondence when statistically compared
with experimental data [126, 127, 128]. Furthermore, the model has been vali-
dated through comparison of the performance of algorithms exploiting spatial
correlations using both the experimental and synthetical data. Hence, this mo-
del is a suitable choice for our purposes and has also been used in other sensor
network research, see, e.g., [131, 132, 133].
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FIGURE 4.3: Phenomenon data field using the correlation distance rmax = 1;
very weak spatial correlation.
Example phenomena data fields exhibiting different spatial correlation struc-
tures generated from the phenomenon model are exemplarily depicted in Fi-
gure 4.3 and Figure 4.4. Figure 4.5 shows the related semivariograms capturing
the different correlation distances inherent in the example phenomena.
4.2 DEPLOYMENT MODEL
The positioning of sensor nodes can influence the system level performance
of WSN. In particular, the node locations can affect energy consumption and
sensing coverage as presented in [134, 135, 136, 137]. It is thus crucial to bet-
ter understand the overall impact of deployment strategies on the behaviour
of the network. In order to make reliable statements on the performance of
those networks, there is thus a strong need to study especially the practical
deployment models.
A major design criterion in the WSNs context is the chosen deployment
strategy which specifies how and at which location each sensor node will be
physically placed in the target area. In principle, WSNs can be deployed ar-
bitrarily. Often the nodes are assumed to be placed in a structured manner,
for example, in cluster or grid topology, or completely at random positions.
The level of control in the deployment of sensor nodes sets the degree of ran-
domness in the locations of nodes. Humans may deploy nodes manually in
one by one fashion. Thus very precise placement can be achieved but for lar-
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FIGURE 4.4: Phenomenon data field using the correlation distance rmax = 7;
moderate spatial correlation.
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FIGURE 4.5: Comparison of the semivariograms obtained from the presented
example phenomena exhibiting different correlation distances.
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ger scale networks this is an extremely costly and time-consuming approach.
Furthermore, the target area can be hazardous or inaccessible for manual de-
ployment. Thus, in practice, it is usually infeasible to devise this deployment
strategy. Practical deployment of larger scale WSNs is normally assumed to be
random and to be done in ad-hoc fashion. Nodes may be dropped, by ships,
airplanes and unmanned aerial vehicles (UAV). As a result, adopting a random
deployment model is often, albeit not always, realistic.
Deployment strategies can be divided into the concurrent class and the in-
cremental class. While in the concurrent class nodes are deployed in a single
step, they are placed one by one in the incremental class. Incremental algo-
rithms in which nodes are deployed in an adaptive fashion have been studied,
for example, in [138, 139]. Each new placement is based on the information
sensed by all prior deployed nodes. The drawback is that it is computatio-
nally complex, time-consuming and need to be conducted by humans or ex-
ternal mobile robots. In concurrent schemes no intermediate information is
available. Limitations are that all node locations are to be determined before-
hand. The main motivation is typically to maximise the sensing coverage of
the network.
In [140,134,135] the authors consider unlimited nodemovement to improve
the sensing coverage of an initial deployment. For instance in [141,142,140,134,
135,143,144,145], approaches based on diffusion processes, potential fields and
Voronoi diagrams have been applied. The work reported in [141] proposes
an centralised algorithm based on disk packing theory and the virtual force
field concept from robotics. The authors assume the node movement to be
restricted to an one-time repositioning. Limited node mobility is also conside-
red in [142] where the distance of the one-time movement is bounded. Most
of the studies in the field assume initially totally random node deployment
that is sampled from an uniform distribution, see, [141, 142, 134, 135, 138] as
examples. The aforementioned works primarily focus on the costs of mobility-
based approaches to improve an initial uniform random network deployment
but do not discuss the energy consumption of the resulting network. Few
works, such as in [146,147] take into account the energy-efficiency of networks
following a controlled and pre-computed network deployment. The work pre-
sented in [146, 148] considers node placement and the construction of a tree
communication structure on the determined network. The authors apply a
correlated data gathering procedure where each intermediate node decodes
all data received form its children and jointly re-encodes all data including its
own data before forwarding to its parent node. This work is strongly based
on [105] and does not take into account the considerable energy consumption
of the performed signal processing. Topology-aware node placement and data
aggregation techniques in WSNs is considered in [147]. This work does not
take into account the spatial correlation present in the sensor data. From the
previous works specific deployments that lead to improved energy-efficiency
of networks can be determined. The drawback of applying the pre-computed
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and deterministic networks is that a time-consuming and costly node deploy-
ment controlled by humans or external robots is mandatory.
In this work, we consider random deployment models from the concurrent
class but do not restrict ourselves to uniform distributions. The resulting ini-
tial deployments can subsequently be used by other existing self-organisation
methods, see, [141, 142, 140, 134, 135, 143, 144, 145], to further improve the de-
ployment through mobility-based techniques.
The node deployment model consists of the specification of the total num-
ber of nodes N, and the coordinates (xi,yi)Ni=1 of the individual nodes. The
number of points as well as the coordinates of the points are random variables,
the latter ones rarely being independent. We assume a fixed region A ⊂ R2
with area |A|. Unless a particular experimental configuration is studied we
assume that the coordinates are defined by a random point process [149].
4.2.1 Spatial Statistics and the Random Point Process Concept
Point process theory is the second concept from spatial statistics which will
be applied in this work. The simplest example of such a point process (PP) is
the stationary (homogeneous) Poisson PP for which the coordinates are dis-
tributed uniformly and independently on the region under study, and N is a
Poisson random variable with parameter λ|A|. Here λ is called the intensity of
the process, with units of points per unit area. The Poisson assumption might
be convenient but is rather unrealistic. Hence, the need arises to develop and
apply improved and more realistic models to make more reliable statements
about network deployments that are typical for WSNs. In order to study the
effects of different sensor network realisations we have chosen four suitable
deployment models. The first model we study is the Poisson PP for compa-
rison purposes due to its complete randomness and extensive use in many
papers. The second and third are clustered models called the Thomas PP and
the Matern PP. As fourth deployment model we will use grid topology as it
provides with the Poisson PP an interesting baseline comparison model. Both
Thomas and Matern processes are important since with few different parame-
ters we can easily model deployments that have a cellular network structure
or provide a model for various aerial dropouts.
The (modified) Thomas process [150] is one example of Neyman-Scott pro-
cesses [149] which results from homogeneous independent clustering of a sta-
tionary Poisson PP of intensity λT . The points sampled from the Poisson pro-
cess are regarded as parent points or cluster centers. Then each parent or cluster
center point is replaced by a cluster of points. The number of points in each
cluster li is a Poisson distributed random variable with average value µT ,
Probli(li) =
µT
li
li!
e−µT . (4.6)
The locations of nodes (x,y) in each cluster are sampled from a two-dimension-
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al (symmetric) normal distribution with variance σ2T and the average located
at the cluster center,
px,y(x,y) =
1
2piσ2T
exp
(
−
x2 + y2
2σ2T
)
. (4.7)
This process has also been used in other wireless networks studies [151] and
in different fields, for example, in forestry satistics [152].
Another example of a Neyman-Scott process is the Matern point process.
As for the Thomas PP, the number of parent points are distributed according
to a Poisson PP with intensity λM. The number of cluster members in each
cluster is also sampled from a Poisson distribution with average µM. The only
difference lies in how the cluster points themselves are distributed. While for
the Thomas PP a normal distribution is used, the cluster points of a Matern PP
are uniformly distributed over a disc of radius RM with the respective parent
point as the center. Again, the parent points do not occur in the resulting
realisation of the point process.
We argue that the Thomas PP and the Matern PP leads to the more realistic
deployment models in the context of WSNs since those are often assumed to
be clustered. They also make it easy to study the influence of the level of clus-
tering because of their flexible parameterisation. Topologies following these
models can be realised by rapid deployment in ad hoc fashion, for example,
through airplanes or series of aerial platforms.
In regular sensor networks, the nodes are placed on the vertices of a regu-
lar grid. Here, we focus on square grids (square lattices) that are characterised
by points with fixed inter-node distance a between two adjacent nodes in both
spatial dimensions. The total number of nodes N=a2 and edges C=2(a2−a).
The connectivity degree of the node is 2 to 4, depending on its location. Ran-
dom offset is used to realise random point patterns. The advantageous pro-
perty of grid topologies is that they achieve maximum sensing coverage at the
minimum number of nodes.
All introduced models can be conveniently described by up to three pa-
rameters. While the Poisson PP is fully determined by λ the Thomas PP and
Matern PP require the specification of the triplets (λT ,µT ,σT ) and (λM,µM,R),
respectively. The parameters can easily be adjusted in order to create different
models of the same class of point processes. Since we interpret each point
as node location in WSNs and cover a wide continuum of network realisa-
tions our study takes into account network deployments ranging from totally
random realisations to fully structured realisations. Example realisations sam-
pled from the considered deployment models are depicted in Figure 4.6 to
Figure 4.8, where we neglect plotting the Grid topology. For comparison rea-
sons we have to ensure that all deployment models exhibit the same overall
area density λA. Hence, the condition
λA = λ = λTµT = λMµM =
N
|A|
= const. (4.8)
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FIGURE 4.6: Example realisation sampled from the Poisson Point Process
using intensity λ = 0.01.
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FIGURE 4.7: Example realisation sampled from the Thomas Point Process
using parameters (λT ,µT ,σT ) = (0.833 · 10−3, 12, 3).
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FIGURE 4.8: Example realisation sampled from theMatern Point Process using
parameters (λM,µM,RM) = (0.833 · 10−3, 12, 11).
needs to be always fulfilled.
Torus Geometry of the Target Space
Realising network deployments through sampling from deployment models
can lead to cases where the area density condition is violated since the target
area is assumed to be bounded. For example, if clustered PP are to be conside-
red, cluster members associated to cluster centers that are located in the proxi-
mity of the boundaries can lead to node positions outside the target area. This
effect becomes especially significant for large cluster radii or high variances
of the cluster distributions. Not considering this effect can cause significant
impact on the simulation results due to the resulting probabilistic bias. In or-
der to mitigate this influence, we make use of the Torus geometry of the tar-
get space [153]. A torus can be constructed as illustrated in Figure 4.9 from a
square by “gluing” both pairs of opposite edges together with no twists. Ring
tori are defined as surfaces having a single hole where a hole signifies a topo-
logical structure which prevents the torus from being continuously shrunk to
a single point. Let the radius from the center of the hole to the center of the
torus tube be c, and the radius of the tube be a. In cartesian coordinates a torus
symmetric on the z-axis can then be described by
(
c−
√
x2 + y2
)2
+ z2 = a2. (4.9)
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FIGURE 4.9: Torus constructed from a square by gluing both pairs of opposite
edges together.
Here, we assume that the lower left corner of A is placed at the point of origin
and both sides have an equal length of
√
‖A‖. Hence, we apply the torodial
boundary mapping where cluster members that are associated to cluster cen-
ters located inside the target area, but whose coordinates (x,y) fall out of the
area are mapped according to the convention
x ′ = x mod
√
‖A‖,
y ′ = y mod
√
‖A‖.
(4.10)
4.2.2 Spatial Measures Characterising Point Process Properties
The correlations between measurements of V depend not only on correlations
in V (characterised by the correlogram) but also on correlations in the loca-
tions of the sensor nodes carrying out the observations. Suppose the nodes
have overall area density λA. Intuitively, sensor nodes grouped together (high
location correlations) measure more highly correlated values of many physical
phenomena than nodes deployed on, say, a grid. Such correlations in node
locations can be characterised by means of the pair correlation function denoted
as g(r), and defined in terms of the joint probability density
dP = λ2Ag(r)dA1 dA2 (4.11)
of finding one point in each of the two area elements dA1 and dA2 separated
by the distance r. This statistical measure describes the second order behavior
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FIGURE 4.10: Pair correlation functions of the introduced point processes; ave-
raged over 2000 network realisations.
of point processes. In the case of totally random locations we have g(r) = 1.
High values of g(r) indicate clustering at the relevant length scale, whereas
values below one indicate regularity (as is the case for grid, for example). In-
tegrating the pair correlation function from zero to a distance r directly yields
the expected number of neighbors at distance r for an arbitrary node in the
network. It is thus clearly related to the level of correlation exhibited by the
observation of the nodes in the network. The pair correlation functions for the
considered cluster processes are given in [149]. The pair correlation function
for the Thomas PP can be described as
g(r) = 1 +
µT
4piλTσ2T
exp(−
r2
4σ2T
). (4.12)
In the case of the Matern PP we find
g(r) = 1 +
µMf(r)
λM2pir
with
f(r) =
4r
piR2M
(
arccos
(
r
2RM
)
−
r
2RM
√
1 −
r2
4R2M
)
;
(4.13)
for 0 < r < 2RM. For the Poisson PP g(r) = 1 while in the case of grid the pair
correlation function equals a series of weighted impulses at positions that are
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dependent on the inter-node distance a. Thus, it is of the form
g(r) =
∑
i
viδ (r− bia) , (4.14)
with vi determining the weight and bi describing the position of the impulse,
vi,bi ∈ R+. Figure 4.10 gives on overview of the pair correlation function of
the introduced point processes.
4.3 OBSERVATION MODEL
The observation model s(x,y) describes the observations or measurements of
the sensed phenomena at the node locations and can therewith directly and
explicitly formulated as
s(x,y) =
{
V(xi,yi) for i ∈ {1, . . . ,N}
undefined otherwise.
(4.15)
4.4 COMMUNICATION MODEL
Many practical wireless communication channels exhibit statistical dependen-
cies among errors which can be modeled using general finite-state binaryMar-
kov channels. In particular we consider simple Gilbert-Elliot channels which
are a special case of general Markov models. For details on the capacity for
Gilbert-Elliot channels the reader is referred to the work presented in [154].
For modelling the error characteristics generated by those channels a wi-
dely used model is the “Gilbert-Elliot bit error model” [155, 156, 157]. This
model contains a good channel state g and a bad channel state b. Within each
state bit errors occur according to the independent model with bit error rates
BERg and BERb, respectively, with BERg  BERb. The state transitions of the
used two-state model, depicted in Figure 4.11, are completely determined by
the transition probability matrix
T =
(
pgg pbg
pgb pbb
)
, (4.16)
with pxy being the probability that the next state is y given that the current
state is x. The state holding times for the good state and the bad state are
both geometrically distributed with respective averages 1pbg and
1
pgb
, and in-
dependent from each other. The steady-state probability of being in the good
state and bad state are
pg =
pgb
pgb + pbg
and
pb =
pbg
pgb + pbg
,
(4.17)
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FIGURE 4.11: The Gilbert-Elliot error model.
respectively. The average BER can then be calculated as
BER = pgBERg + pbBERb. (4.18)
The Gilbert-Elliot model has short-term temporal correlation properties for bit
errors. However, the length of the bit error bursts are uncorrelated. Further-
more, we assign the constant BER BERg = 0 to the good state and BERb = 1 to
the bad state. These values are commonly used but can in principle be chosen
arbitrarily.
The coherence time of the Gilbert-Elliot channel is assumed to be greater
than the time needed for potential packet retransmissions. Retransmissions
are initiated because of packet errors that can occur due to packet collisions
and through discarded packets as a result of a failed Cyclic Redundancy Check
(CRC) at the receiving node. Hence, generated packet errors are correlated du-
ring this period. In order to be precise with the later quantitative evaluation
we will set the maximum number of retransmissions to three. This is well
justified by the IEEE 802.15.4 specification. The IEEE 802.15.4 protocol stack
includes the physical (PHY) layer and the MAC layer. In addition, we assume
that no contention occurs since the reporting frequency of WSNs is assumed
to be low for data gathering applications such as, for example, environmental
monitoring. This implies that the time period between consecutive data gathe-
ring cycles is smaller than the channel coherence time. A data gathering cycle
starts with sensor nodes taking sensor readings and ends with the reception of
the observed readings at the sink node.
Besides the channel model we assume in this study that each sensor node
is quasi-stationary and has an omni-directional transmission range. The ap-
plied coding scheme uses the developed practical and adaptive DSC scheme
where compression is performed clusterwise and based on node pairs. While
the compressing node X is a cluster member, the reference node Y is its cluster
head. Sequential DSC (i.e., more nodes are taken into account for compression
within each cluster) can lead to even further increased energy-efficiency at the
expense of decreased robustness at the same time [93]. See also the discussion
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in Section 3.2.3. All nodes have equal capabilities but cluster heads are requi-
red to communicate over larger distances in order to achieve full connectivity
at the cluster head level.
In the following we motivate the clustering concept in WSNs and explain
the cluster head selection schemes applied. It is well-known that hierarchical
clustering protocols can assist in reducing energy consumption and prolon-
ging network lifetime [26]. Clustering is particularly useful for applications
that require scalability to thousands of nodes. The objective of the cluste-
ring algorithm is to partition the network into several groups of nodes (non-
overlapping sensor clusters). The fundamental operation in sensor node clus-
tering is to select the cluster heads from clusters in the network so that they
altogether cover the entire field. We determined those groups of nodes by ap-
plying the k-means method using the coordinates of the node locations [158].
In this work the algorithm is applied multiple times using random location
initialisation of the given number of cluster centroids. The replica with the
minimum average cluster sum of the cluster member to cluster head distances
is then used to perform the node clustering. Cluster heads communicate via
single or multiple hops with their cluster members and also with neighboring
cluster heads or directly with the remote sink node. We consider three types of
cluster head selection schemes that are the major types commonly used in the
literature. The schemes are specifically, “random”, “closest-to-center of gra-
vity” and “closest-to-sink” selection methods. In the random scheme we pick
randomly a single node from the cluster members to become a cluster head.
In the case of the closest-to-center of gravity scheme the cluster member with
the minimum Euclidean distance to the cluster center is given this role. If we
select the cluster member with the minimum Euclidean distance to the sink
node we follow the closest-to-sink scheme.
Routing protocols are used to model the optimal communication paths in
respect to a defined metric from each source node to the sink. Throughout the
scenarios we apply the well-known shortest path multihop routing protocolwhich
is essentially based on the Dijkstra algorithm [159]. Central to the classic shor-
test path routing is the definition of the link metric, a number assigned to each
communication link in the network, that quantifies its benefits and costs. The
link metric used is the Euclidean distance between nodes that is directly re-
lated to the radiated power of transmitters. This protocol is applied on the
cluster member level and cluster head level. The chosen routing protocol can
easily be exchanged with other suitable protocols ranging, for example, from
geographic routing to probabilistic routing. For more details the reader is re-
ferred to comprehensive surveys of existing major routing schemes presented
in [160,161]. The reader should note that the use of Dijkstra’s algorithm is done
without losing generality, as we effectively abstract with this solution the end
result of routing protocols without fixing ourselves to one specific sensor rou-
ting scheme. The only limitation is that certain data-centric schemes such as
directed diffusion [162, 163] could behave differently, but these issues were
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deemed to be out of the scope of this thesis.
The work presented in [164,165] considers joint source coding with routing
in WSNs. This approach is not based on DSC, but instead is based on classi-
cal source coding that is combined with routing algorithms and re-encoding
of data at intermediate nodes. In [54, 55] the authors consider routing with
compression while compression is performed by idealised DSC or through
aggregation techniques. The construction of optimal tree structures for cor-
related data gathering in networks that apply idealised DSC is considered
in [105, 166, 167]. The work presented in [105] has been continued in [168]
where the authors differentiate between schemes where a node uses data from
other nodes to compress its own data (“self-coding”) and where a node can
also compress data from other nodes (“foreign-coding”). The work described
in [169,129] analyses the data transport capacity ofWSNs in data gathering ap-
plications taking into account wireless interference. Thework reported in [170]
considers only the one-hop neighbour nodes for DSC and apply simplified
network topologies assuming multiple sinks. In [171, 172] authors focus on
developing clustering protocols for hierarchical DSC using a simplified corre-
lation model according to the phenomena. The work reported in [173] takes
into account the transmit power levels for maximising the lifetime of clusters
but applies simplified phenomenon model and neglects the signal processing
costs. None of the previousworks take into account the energy consumption of
the signal processing. Additionally, since the correlation structure is assumed
to be known a priori by all the nodes the entropy tracking is not considered.
Furthermore, the earlier works apply idealised DSC and mostly consider only
simplified network topologies.
4.5 ENERGY MODEL EXTRACTION
Understanding the energy behaviour of WSNs demands that an energy mo-
del is integrated into the system model and systematically used in the perfor-
mance evaluation. We extract the energy model by exploiting the results ob-
tained through our experimental testbed described in Chapter 3. Based on this
model we also formulate and analyse the energy balance of WSNs applying
DSC [174].
We develop the energy model e(xi,yi) taking into account packet header
overhead and the additional energy consumption due to the DSC-related si-
gnal processing such as encoding, joint decoding and entropy tracking. Let
D(i) denote the set of all descendent nodes of node i that belong to the same
cluster. Furthermore, letDh(i) denote the set of all descendent nodes of node i
that are cluster members belonging to any other cluster. Using the indicator
function 1m(i) that is set to 1 if node i is a cluster member and 0 otherwise, we
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TABLE 4.1: Energy model parameters as presented in equation (4.19).
Parameter Meaning
n number of bits per reading
p number of packet header bits
k number of readings per packet payload
ci code rate used at node i
D(i) set of descendent nodes of node i in the respective cluster
Dh(i) set of descendent nodes of node i in any other cluster
E¯c av. energy consumption for encoding
E¯d av. energy consumption for decoding
E¯t av. energy consumption for entropy tracking
E¯Tx av. energy consumption for single bit transmission
E¯Rx av. energy consumption for single bit reception
can describe the energy consumption of a node i as follows:
ei = 1m(i)
[
kE¯c + (kcin+p)E¯Tx + (E¯Tx+E¯Rx)
∑
j∈D(i)
(kcjn+p)
]
+
(
1 − 1m(i)
)[
E¯t + |D(i)|kE¯d + E¯Rx
∑
j∈D(i)
(kcjn+p)
+ (kn+ p)
[
|D(i)|E¯Tx + |Dh(i)|(E¯Tx+E¯Rx)
]]
, (4.19)
where n is the number of not encoded bits per sensor reading and c being
the used code rate which is always equal to the conditional entropy c=H(X|Y)
of the considered node pair. The number of compressed bits thus becomes
c·n. Additionally, each packet consists of a constant number of packet header
bits denoted by p and a payload consisting of a number of compressed or un-
compressed sensor readings k. The parameters used in the energy model are
summarised in Table 4.1. The reader should note that the influence of retrans-
missions has been neglected in equation (4.19) to improve readability. In the
evaluation we consider the effect of retransmissions as described in the com-
munication model. From our experiments presented in Chapter 3 we know
that the energy consumed for the transmission is E¯Tx=0.185 µJ/bit and for the
reception E¯Rx=0.198 µJ/bit. For the simple encoding procedure (cluster mem-
bers) E¯c=0.52 µJ/reading and for the joint decoding procedure (cluster heads)
E¯d= 4.3µJ/reading are consumed.1 The entropy tracking algorithm, running
on the cluster head, uses the significant amount of E¯t=237.5 µJ per data ga-
thering cycle. Note that the obtained values also respect the energy consumed
1One should note that although the specific energy consumption values would change if
different experimental platforms were used their relative weight stay quite similar between
different sensor and sensor node radio platforms. This has been verified by using different
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for performing forward error correction and supplying the entire transmitter
or receiver circuitry, respectively.
In order to analyse the energy consumption behaviour of cluster members
and cluster heads in the DSC vs. the conventional case (i.e. no DSC applied)
we derive the energy balance as follows. For the worst case we assume a
cluster member node i in the DSC case that may relay only uncompressed
(i.e., c=1) packets so that its energy balance is not inequitable improved over
the conventional case. Thus, due to∑
j∈D(i)
kcjn= |D(i)|kn (4.20)
we can neglect the relay part in our consideration and find
(kn+ p)E¯Tx = kE¯c + (kcin+p)E¯Tx. (4.21)
This leads to the condition
ci 6 1 −
E¯c
nE¯Tx
, (4.22)
which has to be always fulfilled if a clustermember node i saves energy. Hence,
we define the break-even point determined by the code rate ci = 1−
E¯c
nE¯Tx
. Only
if the code rates reach the break-even point, we automatically switch from the
DSC scheme to the conventional scheme. Applying the presented energy mo-
del and using the equation (4.22) we find that we can achieve energy savings
by compression at a cluster member X if H(X|Y) < 0.78 bit.
In case node i is a cluster head, we can ignore the transmission and relay
energies in the balance since those are identical in both the DSC case and the
conventional case. Using
|D(i)|E¯Rx(kn+ p) = E¯t + |D(i)|kE¯d + E¯Rx
∑
j∈D(i)
(kcjn+p), (4.23)
we find the condition for the cluster head to be
∑
j∈D(i)
cj 6 |D(i)|(1 −
E¯d
E¯Rxn
) −
E¯t
E¯Rxkn
. (4.24)
Since E¯d/(E¯Rxn) > 1 for our energy model and cj > 0 is always valid, no
energy savings can be achieved at the cluster head. This is not surprising due
to the DSC principle of shifting the computational complexity from the cluster
members to the cluster head. This is the trade-off we face so that the more
sensor nodes in the research group and has also been studied by several other research groups.
Thus our results may have different energy consumption values, but the general conclusions
are expected to be invariant.
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resource-constrained cluster members, being the majority of the nodes, can
conserve significant amounts of energy.
In this section we have determined the break-even point which in relation
to the signal processing costs identifies the maximum compression rate re-
quired for energy-efficient operation of DSC. The break-even point directly
implies a certain minimum spatial correlation in order to improve energy-
efficiency of WSNs. If the determined bound is exceeded no energy savings
can be achieved by DSC in this case. The knowledge of the break-even point is
extremely important since we can switch back to the conventional scheme in
order to avoid any inefficient communication in the network.

5IMPACT OF DEPLOYMENT MODELS ON THE
EFFICIENCY OF NETWORKS
After introducing the reference systemmodel in the previous chapter we conti-
nue with the investigation of the network-wide DSC scheme and the influence
of topological effects on the energy-efficiency of networks. Using the evalua-
tion framework, we analyse and quantify the impact of network deployment
strategies based on models. From this study the outperforming and “best fit-
ting” deployment strategy in relation to the characteristics of the phenomena
can be identified. This knowledge is then used for the optimisation of initial
network deployments under realistic deployment conditions.
Most of the following contributions have been previously published by the
author in [136,137, 174, 175].
5.1 SIMULATION STUDY
The results were obtained from extensive simulations using the simulatorwhich
has been developed by the author using theMATLAB environment. This envi-
ronment is commonly available and is regarded as best choice for implemen-
tation and easy extension of our simulator.
5.1.1 Simulation Setup
For the simulations, we useN-node sensor networks that are distributed either
deterministic or at random over a two-dimensional target area A= [0,L; 0,L].
The space A can be divided into L2 square cells of size one standard unit (su).
Assuming L = 100 su, the sink node is always placed at the center location
(50, 50) su. The physical parameters such as transmission ranges, packet hea-
der size, number of bits per reading and payload size are determined ac-
cording to our experiments using the Telos platform running the embedded
operating system TinyOS 2.x (see Chapter 3). In particular we assign 11 su
as the cluster member transmission range. Using metres as standard units,
for example, we observe moderate to high correlation strength of humidity
measurements at this inter-node distance in common environments, see Sec-
tion 2.3.3 and [48]. For cluster head transmission range we assign 55 su since
those nodes exhibit usually improved communication capability. The number
77
78 5. IMPACT OF DEPLOYMENT MODELS ON THE EFFICIENCY OF NETWORKS
TABLE 5.1: Reference Simulation Parameters.
Parameter Value/Option
Poisson process, λ 0.01
Thomas process (λT ,µT ,σT ) (8.34×10−4,12,3)
Matern process (λM,µM,RM) (8.34×10−4,12,11)
Grid topology, N/|A| 0.01
Cluster head selection scheme close-to-center
transmission ranges (CM,CH) (11,55) su
Multihop routing protocol shortest path
Number of clusters 9
Number of bits per reading 12
TinyOS packet header bits 80
Number of readings per payload 100
Number of simulation runs 2000
Correlation distance rmax 10
Entropy tracking algorithm enabled
Error model (PER ≈ 0.1) enabled
of bits per reading is predetermined by the platform’s ADC that samples the
environmental sensor observations. Inspired from [157] we assign the tran-
sition matrix T from equation 4.16 in our study as follows: p
gg
= 0.9999,
p
bg
=1−p
gg
, p
gb
=p
gg
and p
bb
=1−p
gb
. This leads to an overall average PER
of approximately 0.1 in our simulations. Table 5.1 summarises the simulation
parameters which define our reference scenario.
In order to evaluate the DSC scheme and the deployment strategies tho-
roughly we consider four types of topologies that are deployed on top of the
generated data fields. The third parameter value of the cluster processes (σT
in case of the Thomas PP and RM in case of the Matern PP) is chosen so that
the average of the maximum distance between cluster head and cluster mem-
ber over all clusters is the same. This criterion enables fair comparison of
both cluster processes since the cluster spread has strong impact on the per-
formance [136]. Only an instance of the clustered network topology based on
the Poisson PP and the Thomas PP is visualised in Figure 5.1 and Figure 5.2. It
is noteworthy that disconnected nodes can occur if there are no neighbouring
nodes within transmission range so that no complete path to the associated
cluster head can be formed (compare with Figure 5.1 exemplarily). This issue
can lead to an artificially decreased number of nodes considered in the parti-
cular topology since disconnected nodes are to be excluded from the energy
evaluation.
Additionally, we take into account a wide range of spatial correlations of
the phenomena. The correlation structure of the data fields used have been
analysed bymeans of correlograms calculated from equation 4.3. In our context
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FIGURE 5.1: The clustered sensor network topology based on the Poisson
point process (λ=0.01); 9 clusters; shortest path multihop routing.
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FIGURE 5.2: The clustered sensor network topology based on the Thomas
point process (λT = 0.000834,µT = 12,σT = 3); 9 clusters; shortest path mul-
tihop routing.
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FIGURE 5.3: Comparison of correlograms computed from phenomena with
different correlation distances rmax.
it is sufficient to assume the two-dimensional isotropic case in which the cor-
relogram depends only upon the Euclidean distance r between any two loca-
tions. Employing a binning approach and estimating the averages yields the
empirical correlogram which is based on Matheron’s empirical semivariogram
[176,128] that is defined as
γˆ(b) =
1
2 · |n(b)|
∑
n(b)
[V(xi,yi) − V(xj,yj)]2, (5.1)
where n(b) denotes the set of pairs [(xi,yi); (xj,yj)] such that b−∆ 6 r < b+∆,
with ∆ ∈ R+.
Figure 5.3 shows the correlograms of the used phenomena with varying
correlation distance parameter rmax. The comparison of the phenomena ex-
hibiting different correlation behaviour shows that very different correlation
structures are included in our studies. For characterisation Figure 5.4 depicts
the pair correlation functions g(r) according to the four deployment models
considered. Due to the determined values of the third parameter we observe
that g(r) of the cluster processes are very similar to each other since both types
still follow different underlying cluster distributions (see Section 4.2).
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FIGURE 5.4: Comparison of pair correlation functions g(r) of the four topology
types considered.
5.2 ANALYSIS OF CASE STUDIES AND PERFORMANCE
EVALUATION
The analysis of case studies and the performance evaluation is twofold. First,
we investigate network-wide DSC-effects on WSNs taking into account dif-
ferent phenomena types and various network topologies. In addition, we
explain how the determined gains have been achieved. Second, we analyse
topology-effects of various deployment strategies under different phenomena
and discuss why particular deployments are superior to others. Additionally,
we present how the outperforming and “best fitting” deployment strategy
in relation to the characteristics of the phenomena can be identified. Using
energy-efficiency and operational network lifetime as performance criteria we
analyse the obtained extensive simulation results that describe the overall net-
work behaviour accurately. The results are averaged over 2000 simulation
runs. In each run a new network realisation of the same type and the chan-
ged node clustering is taken into account. In addition, each run uses a new
phenomenon realisation according to the same spatial correlation type consi-
dered.
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FIGURE 5.5: Comparison of the cumulative distribution functions of the condi-
tional entropy field for four topology types.
5.2.1 Conditional Entropy
Conditional entropy can be seen as an indicator for potential energy savings.
Considering a phenomenon exhibiting the correlation distance rmax = 10 Fi-
gure 5.5 shows the cumulative distribution function (CDF) of the conditional
entropy field for four topology types. The conditional entropies determine
the code rate at the locations of cluster members. Each occurrence satisfying
H(X|Y) < 1 bit implies that actual compression is performed and that energy
savings are possible. However, the packet header costs and DSC-related si-
gnal processing costs, which are not included in the entropy measure, need
to be considered. It is noted that packets with no information content (i.e.,
H(X|Y) = 0 bit) are suppressed in the DSC case since those packets would con-
sist of only header information without any payload. Applying the presented
energy model we find that we can achieve energy savings by compression
at a cluster member X if H(X|Y) < 0.78 bit (compare with the derived condi-
tion 4.22). We call H(X|Y) = 0.78 bit the break-even point which is illustrated
in Figure 5.5. Thus, only if 0.78 bit < H(X|Y) 6 1 bit we switch to the conven-
tional scheme (no DSC applied, i.e.,H(X|Y) ≡ 1 bit). We see that the probability
for lower code rates ci=H(X|Y) is higher for cluster processes which behave
similar to each other. However, we observe that the probabilities of certain
entropy values according to the Matern PP are slightly lower as compared to
the Thomas PP.
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FIGURE 5.6: Comparison of the cumulative distribution functions of the
consumed energy for three topology types; reference scenario.
5.2.2 Energy Distribution
The behaviour of the energy distribution is analysed by means of Figure 5.6.
The cumulative distribution functions (CDFs) of the consumed energy for three
topology types are shown for the DSC case and the conventional case. For vi-
sualization clarity reasons we omit the case of the Matern model in the figure
since it behaves similarly to the Thomas model.
We can observe that using DSC the energy values occur at lower levels
compared to the conventional case. This is a clear indication of substantial
overall energy savings and significantly improved energy-efficiency. In fact,
the actual energy savings are visible as the differences between each DSC and
its associated conventional curve. Cluster heads can lead to exceptions at high
energy levels since they consume most of the signal processing-related energy.
5.2.3 Energy Savings
We continue with the quantitative analysis of the impact of the extra signal
processing costs due to DSC and the influence of the cluster head selection
schemes. Table 5.2 summarises the obtained numerical results. The table lists
average total energy E¯DSC per data gathering cycle consumed by a network that
performs DSC. A data gathering cycle starts with sensor nodes taking sensor
readings and endswith the reception of the observed readings at the sink node.
Furthermore, the average energy savings δ¯ = 1 − E¯DSC
E¯DSC,ref
for each topology type
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between the reference case and the case where chosen parameters are varied
are included. Additionally Table 5.2 provides averaged results on the energy
savings achieved through application of DSC defined as
e¯ =
1
M
M∑
i
(
1 −
EDSC,i
Econv,i
)
, (5.2)
where M denotes the number of simulation runs. Similarly, the operational
network lifetime extension defined as
t¯ =
1
M
M∑
i
(
1 −
EDSC,max,i
Econv,max,i
)
(5.3)
is based on the maximum consuming node per simulation run i.
Network lifetime can be seen as the number of data gathering cycles elap-
sed until the first node in the network depletes its energy. A cycle is completed
when all data has been delivered to the sink node. Assuming an equal energy
budget, the first depleted node is the maximum consuming node. The defi-
nition of lifetime based on the first depleted node is commonly used in the
literature (see, for example, [177, 148, 178]). However, in WSNs context life-
time can also be defined as the time until one of the “to be executed tasks”
cannot be satisfied or until the network is separated into parts leading to in-
formation that finally cannot be collected at the sink. Since specific tasks are
not considered in this work we follow the most stringent definition leading to
lower bounds of operational network lifetime. In respect of this, we take into
account the energy budget of two serially connected AA batteries used by the
Telos platform. Each battery has a nominal voltage of 1.5V and 2100mAh. As-
suming an average voltage of 2.8V we can theoretically use 21168 J of energy.
Since, the microcontroller of the platform stops functioning if supplied with
less than its minimum operation voltage of 2.6V we approximate a realistic
energy budget of 1700mAh for the batteries due to the fact of decreasing vol-
tage level over time. Each node can thus use a maximum energy of 17136 J
before it is assumed to be depleted.
Criteria where the index cm is used indicate that cluster heads are excluded
from the consideration. Hence, e¯cm and t¯cm signify the energy savings and
network lifetime extension on the cluster member level, respectively. Based on
the energy savings δ¯ from Table 5.2 we observe that the coding costs play an
important role and strongly affect the energy consumption up to 21.7% while
the tracking costs influence with up to 11.8%. According to the table, “no co-
ding costs” means that the energy consumed for both the encoding and deco-
ding procedure is set to zero. Considering the cluster head selection schemes,
we see that the close-to-center (reference) scheme is superior in all cases and
that the other schemes perform 5.6% to 32.6% worse, depending on the topo-
logy type. Since this scheme exhibits theminimum average distance of all clus-
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TABLE 5.2: Averaged results based on the measurements listed in Table 3.3:
total energies E¯DSC, topology-related energy savings δ¯, DSC-related energy sa-
vings e¯(·) and operational network lifetime extensions t¯(·).
Process Parameter E¯DSC [µJ] δ¯[%] e¯[%] e¯cm [%] t¯[%] t¯cm [%]
Poisson reference 653.58 0.00 22.68 42.63 -12.27 35.57
no tracking costs 595.74 8.85 29.26 42.32 5.18 35.87
no coding costs 544.17 16.74 35.66 45.29 18.13 34.79
random 707.90 -8.31 23.46 40.53 -7.02 35.63
close-to-sink 689.90 -5.56 25.95 40.69 -14.58 36.58
Thomas reference 581.91 0.00 26.02 50.30 -0.69 32.32
no tracking costs 513.40 11.77 34.83 50.38 17.64 32.14
no coding costs 455.78 21.68 42.03 55.56 27.19 33.80
random 625.84 -7.55 24.72 47.41 -1.29 34.54
close-to-sink 666.43 -14.52 22.99 44.23 -10.06 34.15
Matern reference 589.19 0.00 24.96 49.12 -0.85 33.34
no tracking costs 521.76 11.44 33.71 49.33 15.62 32.34
no coding costs 463.40 21.34 41.09 54.24 25.81 33.67
random 628.44 -6.66 24.12 47.17 -2.63 35.71
close-to-sink 658.98 -11.84 22.99 44.55 -10.16 35.25
Grid reference 901.16 0.00 20.32 41.12 -20.17 30.11
no tracking costs 825.06 8.44 27.21 41.28 0.13 30.70
no coding costs 753.97 16.33 33.20 43.66 11.61 30.64
random 1091.3 -21.10 18.60 37.99 -12.26 30.52
close-to-sink 1194.6 -32.56 19.46 36.47 -42.21 23.65
ter members to their cluster head, stronger spatial correlation leading to im-
proved energy savings can be observed. Applying the developed DSC scheme
significant energy savings e¯ and e¯cm can be achieved in all cases. Negative
values of tmay occur since the aim of our approach is to move computational
complexity from the cluster members towards the usually more powerful clus-
ter heads. The influence of cluster heads is not included in tcm, which always
shows significant lifetime extension of cluster members. For example, cluster
member energy savings of e¯cm = 50.3% and the related lifetime extension of
t¯cm = 32.3% can be achieved in the Thomas reference case.
For comparison with the reference scenario different other scenarios for
which the parameters are changed in a wide range are investigated. Hence,
overall trends and the distinct influence of single aspects under study can be
seen more clearly using graphical representation. In particular, we extend our
analysis by investigating the impact of the cluster member transmission range,
the number of clusters, the packet size and the correlation distance rmax on the
performance of WSNs. Focusing on cluster members we consider e¯cm and t¯cm
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FIGURE 5.7: Cluster member energy savings vs. cluster member transmission
range for four topology types using constant transmission energy; 2000 simu-
lation runs.
representing the performance criteria according to the cluster members being
the majority of nodes in network.
Figure 5.7 shows the average cluster member energy savings according to
the parameter transmission range. The transmission range is of cluster mem-
bers increased from 7 su to 23 su with a constant step size of 4. We can ob-
serve that the savings of cluster PP topologies are overall independent on the
transmission range. Only at very small transmission ranges the cluster PP to-
pologies exhibit slightly higher energy savings. For both the Poisson and Grid
topology, savings significantly increase with decreasing transmission range.
The reason for improved savings at reduced transmission ranges in all cases
lies in the resulting topologies that have increased graph depth. While the
node depth is defined as the number of edges that are traversed from the root
node to the chosen node, the graph depth is defined as the maximum appea-
ring node depth. Restricting the transmission range leads to cluster members
that cannot be directly connected to the respective cluster head. It follows that
intermediate nodes are used in order to create a path between such cluster
members and the cluster head using the shortest path routing protocol. The
intermediate nodes participate in the energy savings since gains can be achie-
ved through multi-hop communication of compressed packets. We see only
little improvement in energy savings for cluster PP topologies in contrast to
the other topologies. The probability that cluster members cannot be directly
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FIGURE 5.8: Cluster member energy savings vs. number of clusters for four
topology types; 2000 simulation runs.
connected to the cluster head is much lower for the considered cluster PP
topologies since nodes are grouped together more closely. The transmission
range effects the energy savings of a given topology dependent on the cluster
spread parameter. We note that there is no simulation point for transmission
range = 7 su for Grid topology in Figure 5.7. The node density condition (4.8)
demands an inter-node distance of 10 su and thus not a single node can esta-
blish a connection to its neighbouring nodes.
Figure 5.8 depicts the energy savings on cluster member level related to
the number of clusters to be formed in the network. The number of clusters is
increased from 22 to 62 in the square target area. Independent on the topology
type significantly improved energy savings can be achieved if the number of
clusters is increased. Higher number of clusters lead to a smaller number of
nearby cluster members per cluster. Those nodes are stronger correlated and
thus perform compression at lower code rates. For cluster PP topologies we
observe from the varying slopes of the curves that the improvement in energy
savings is reduced in each step. There is less benefit in using more clusters
when the number of clusters reaches the average number of parent points of the
respective topology. The number of parent points is determined by sampling
from the underlying Poisson distribution in the topology generation process
(recalling the point process concept described in Section 4.2.1).
Increasing the number of clusters also results in network topologies of lo-
wer graph depths. Although lower gains through multi-hop communication
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FIGURE 5.9: Cluster member energy savings vs. number of readings per pa-
cket for four topology types; 2000 simulation runs.
are achievable this negative effect on the energy savings is overcompensated
by the impact of on average stronger correlation in the sensor data per clus-
ter. From Figure 5.9 we can see the relation between cluster member energy
savings and the number of readings included during packet formation. Increa-
sing the packet size leads to less relative header costs and results in improve-
ments independent on the topology type.
Figure 5.10 shows the cluster member energy savings according to the cor-
relation distance parameter rmax. From the figure we can observe that the to-
pology types behave very similar to each other and that the energy savings
are strongly dependent on the correlation properties. From our quantitative
results it follows that the savings can differ up to 20% between phenomena
that exhibit weak to strong spatial correlations. In addition, for moderate to
stronger correlations cluster member energy savings of up to e¯cm = 50% at
rmax=9 can be realised through DSC. Since the DSC framework exploits the
correlation in the phenomena data the results confirm the perception that the
stronger the phenomenon is correlated the stronger the energy savings will be.
It is noteworthy that only for very weak correlations (rmax=3) small negative
energy savings e¯ ≈ −5% of all nodes in the network can be observed. In this
case the DSC-gains on cluster member level cannot compensate for the loss on
cluster head level.
Figure 5.11 depicts the influence of the cluster spread parameter on the
energy-efficiency of networks. When reducing the cluster spread σT and RM,
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FIGURE 5.10: Cluster member energy savings vs. correlation distance rmax for
four topology types; 2000 simulation runs.
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FIGURE 5.11: Influence of the cluster spread on the cluster member energy
savings according to the Matern and Thomas topology type; 2000 simulation
runs.
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FIGURE 5.12: Lifetime extension of cluster members vs. cluster member trans-
mission range for four topology types; 2000 simulation runs.
respectively, we observe improvements in energy savings e¯cm and lifetime ex-
tension t¯cm since the exploitable correlation between nearby nodes is stronger
than of those further away. As shown in Figure 5.11, for example, doubling
the cluster spread from σT = 3 to σT = 6 affect the energy savings e¯cm in the
Thomas PP case by 4.5%.
Overall we can see from the figures that the cluster PP topologies are su-
perior to the Poisson PP and the Grid topology in all cases. Furthermore, the
Thomas PP topology outperforms all other topologies and achieves in the re-
ference case significant cluster member energy savings of more than 50%. In
addition, strong cluster member lifetime extensions of more than 32% are ob-
tained correspondingly.
5.2.4 Network Lifetime Extension
Operational network lifetime is a major performance criterion for networks
also from applications’ perspective. Figure 5.12 and Figure 5.13 depict the li-
fetime extensions on cluster member level in relation to the cluster member
transmission range and the correlation distance, respectively, for four topology
types. Overall we can observe from the figures that the Poisson PP topology is
superior to all other topology types in terms of cluster member lifetime exten-
sion. Considering other parameters such as number of readings and number
of clusters shows similar behaviour. As we have seen this result is contrary to
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FIGURE 5.13: Lifetime extension of cluster members vs. correlation distance
rmax for four topology types; 2000 simulation runs.
the energy-efficiency analysis. In the following we provide an explanation for
this behaviour using the comparison of Thomas PP topology and the Poisson
PP topology exemplarily.
Higher cluster member lifetime extensions occur for the Poisson PP topo-
logy compared to the cluster PP topologies. Reason is that there is on ave-
rage less reduction in energy consumption of the maximum consuming cluster
members in the case of cluster PP topologies. Independent on the topology
type, some nodes experience high conditional entropy values determined by
the node observations. Those entropy values can be higher than the break-
even point, thus switching to the conventional scheme for such nodes since no
energy savings can be achieved if DSC is applied in this particular case. This
implies that a certain number of cluster members cannot improve their node
lifetime. Figure 5.14 compares the histograms of the cluster member lifetime
for the Thomas PP topology and the Poisson PP topology. From the figure we
observe that the first bin of the histogram representing no network lifetime
extension has ≈ 3 times higher occurrences in the Thomas case than in the
Poisson case, while the remaining parts of the histograms do not show severe
discrepancy.
The strong difference in occurrences of the first bin influences the overall
network lifetime defined as the average value over the histogram. The resul-
ting average network lifetime extension is 33% in the Thomas case and 36%
in the Poisson case. The rationale for very different occurrences of the first bin
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FIGURE 5.14: Histograms of the lifetime extension of cluster members for the
Thomas PP topology type and the Poisson PP topology type; 1500 simulation
runs.
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FIGURE 5.15: Histograms of the node depth for the Thomas PP topology type
and the Poisson PP topology type; 1500 simulation runs.
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lies in the different probabilities of leaf nodes that are dependent on the topo-
logy type. A leaf node is defined as a cluster member that does not have any
descendent nodes. The probability of leaf nodes is higher in cluster PP topo-
logy than in Poisson PP topology since the nodes are located on average closer
to the respective cluster head, forming often but not always direct connections
due to the applied shortest path routing protocol (compare with Figure 5.1 and
Figure 5.2). The Poisson PP topology inherently has thus less leaf nodes and
more relaying cluster members at the same time. It is noteworthy that this
effect is dependent on the cluster member transmission range and the cluster
spread parameter since, for example, Thomas PP topologies with extremely
large cluster spread can be seen as Poisson PP topology.
Figure 5.15 depicts the histograms of the node depth of all nodes in the
network graph associated with the Thomas PP topology and the Poisson PP
topology. We find that the occurrence of nodes at depth = 1 is equal to number of
clusters · number of simulation runs since this node depth represents essentially
the cluster heads. Additionally, we observe from Figure 5.15≈ 2.3 times higher
occurrence of node depth = 2 in the Thomas case than in the Poisson case. In
fact, in the Thomas case we find the vast majority of leaf nodes at depth = 2
since depth = 3 to depth = 5 can be neglected (graph depth = 5). Furthermore,
in the Poisson case we clearly see a significant contribution to the number of
leaf nodes in addition to depth = 2 also at larger depths (i.e., depth = 3 and
depth = 4). In this case we find the graph depth = 8. Hence, Figure 5.15 clearly
proves our intuition that the probability of leaf nodes is higher for Thomas PP
topologies than for Poisson PP topologies. The leaf nodes that are not allowed
to perform DSC will not improve their node lifetime.
In contrast to leaf nodes, relaying clustermembers experiencing high condi-
tional entropies can improve their node lifetime. In fact this happens only
when relay nodes benefit from their descendent nodes through relaying of
compressed packets towards the sink. At least a single descendent node expe-
riencing entropy values below the break-even point is required. Hence, even
if relaying nodes face high entropy values their node lifetime can be improved
by the help of other nodes.
5.2.5 Total Energy Consumption
To study the topological effects generated by different deployment strategies
on the performance of networks we consider solely the average total energy
consumption E¯DSC. Using this metric the outperforming and “best fitting” de-
ployment strategy in relation to the characteristics of the phenomena can be
identified. Using the identical parameter setting as in previous energy savings
discussion Figure 5.16 to Figure 5.19 compare the deployment strategies consi-
dering different parameters. The total energy consumption E¯DSC shows similar
behaviour and reaches its minimum for the Thomas PP topology type. Hence,
the Thomas deployment is our suggested node deployment strategy since it
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FIGURE 5.16: Energy consumption vs. correlation distance rmax for four topo-
logy types; 2000 simulation runs.
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FIGURE 5.17: Energy consumption vs. number of readings per packet for four
topology types; 2000 simulation runs.
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FIGURE 5.18: Energy consumption vs. cluster member transmission range for
four topology types; 2000 simulation runs.
outperforms the other approaches for all phenomena and all parameters un-
der study. Figure 5.17 shows strong linear relationship between the energy
consumption and the number of readings per packet. Increasing the number
of readings directly implies larger of amounts of data that have to be commu-
nicated. Thus, the energy consumption increases linearly overall.
It is important to note that the data points for low cluster member transmis-
sion ranges according to the Poisson case in Figure 5.18 are not fully reliable.
The corresponding node connectivity is decreased by ≈ 20% for range = 11 su
and even ≈ 60% for range = 7 su compared to all other data points. In ad-
dition, the data points at the minimum number of clusters = 4 according to
the Thomas, Matern and Poisson case in Figure 5.19 are not fully reliable. The
corresponding node connectivity is decreased by ≈ 20% for cluster topologies
and even ≈ 40% for Poisson topologies compared to all other data points.
In respect to Figure 5.18, larger “cluster spread” for Poisson topologies im-
ply larger inter-node distances. Thus, disconnected nodes are generated if
the inter-node distances exceed the given transmission range of cluster mem-
bers. Furthermore, according to Figure 5.19, low number of clusters result
in large cluster sizes. This implies inter-node distances exceeding the given
transmission range of cluster members thus generating disconnected nodes.
Not connected nodes are omitted in the energy consideration which leads to
artificially lower values in energy consumption according to the specific data
points in both figures. Figure 5.20 depicts the variability of the average energy
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FIGURE 5.19: Energy consumption vs. number of clusters for four topology
types; 2000 simulation runs.
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FIGURE 5.20: Variability of the average energy consumption vs. simulation
run for three topology types; excerpt with span of 400 simulation runs.
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TABLE 5.3: Transition probability p
gg
vs. average Packet Error Rate (PER).
p
gg
PERDSC PERconv
0.9995 5.0×10−1 8.0×10−1
0.9999 1.0×10−1 1.4×10−1
0.99995 5.0×10−2 6.6×10−2
0.99999 1.0×10−2 1.3×10−2
0.999995 5.0×10−2 6.4×10−2
0.999999 1.0×10−3 1.4×10−3
0.9999995 5.0×10−3 7.0×10−3
0.9999999 1.0×10−4 1.1×10−4
consumption against simulation runs and provides the resulting variances σ2
taking into account 2000 simulation runs. In each simulation run a new topo-
logy realisation of the same type is dynamically generated. We observe rather
low variance in respect to the Grid topology compared to the other topology
types. TheMatern PP topology type shows the highest variance and is omitted
since it shows strong overlap with the Thomas PP topology.
Energy consumption is directly related to the number of packet retransmis-
sions initiated due to the occurrence of packet errors. Different packet error
rates are generated by changing the state transition probabilities in the error
model presented in Chapter 4. Since the transition matrix T in respect to our
simulation setup is fully determined by p
gg
we now vary the probability in
order to change the error characteristics, thus covering a wide range of chan-
nel conditions. The resulting average packet error rate PER due to the varying
p
gg
is listed in Table 5.3. The relation PERconv > PERDSC is always satisfied
although p
gg
is constant. The reason is that the information content of the
readings is by default not regarded in the conventional case. This means not
compressed packets and thus larger packet sizes resulting in higher probabi-
lities of packet errors in contrast to the DSC case. In addition, a higher num-
ber of packets is transmitted since packets with no information content (i.e.,
H(X|Y) = 0 bit) are not suppressed in contrast to the DSC case. Figure 5.21
shows the impact of the observed average packet error rates on the energy
consumption behaviour of all topology types for the DSC case and the conven-
tional case. From the figure we observe that channel qualities corresponding
to PER=5.0×10−2 and worse leads to a strong increase in energy consumption
for the conventional case. Due to the signal processing gains we observe only
moderate increase in energy consumption in the DSC case. Again, the cluster
processes behave similarly and are superior over other topologies also in this
respect.
In this chapter, we have quantitatively determined the impact of deploy-
ment models on the energy-efficiency of WSNs under more realistic deploy-
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FIGURE 5.21: Energy consumption vs. Packet Error Rate (PER) for four topo-
logy types; 2000 simulation runs.
ment conditions. It has been shown that deployment models that are ba-
sed on cluster random point processes are superior to the commonly applied
models. The outperforming deployment strategies resulting from this com-
parative study lead to strongly reduced total energy consumption and ope-
rational lifetime extensions of WSNs. In addition, we have shown that the
strong energy savings determined through the experimental testbed can be
also achieved network-wide through application of DSC to larger networks.
Furthermore, the evaluation framework has been proven an effective instru-
ment to quantify exactly the achievable gains. In the next chapter we develop
enhanced deployment models based on the results presented here.
6DERIVATION OF ENHANCED DEPLOYMENT
MODELS
Wehave discussed deploymentmodels and evaluated those in terms of energy-
efficiency. In this chapter we proceed one step further and present the deriva-
tion of enhanced deployment models taking into account phenomena-related
a priori information. We consider a scenario where deployment has to be ac-
complished in one step and no intermediate information becomes available
during deployment. The aim of our approach is the optimisation of initial
network deployments which can subsequently be used by other existing self-
organisation methods, see, [141, 142, 140, 134, 135, 143, 144, 145], to further im-
prove the deployment through mobility-based techniques. It is expected that
the enhanced precondition, resulting from our approach, can lead to the mini-
misation of the total moving distance of nodes, number of node moves, com-
munication and computation cost, and convergence rate of thosemethods. The
approach is complementary to the ones reported, for example, in [141], [142].
The effectiveness of WSNs is often determined to a large extent by the sen-
sing coverage provided by the actual node deployment. Thus, in addition to
energy-efficiency the evaluation of the enhanced deployment strategies takes
into account sensing coverage as second performance criterion.
Furthermore, we derive and evaluate a novel metric that can be used for
performance prediction of WSNs. Performance prediction of WSNs is a dif-
ficult but highly important task. Extensive simulations using environments
with increasing level of detail and taking into account more and more realistic
assumptions is the primary approach for tackling this task. The major draw-
backs are significant implementation efforts and long simulation times. Hence,
the aim of our approach is to overcome this situation by deriving a metric that
enables rapid and lightweight prediction of the overall performance. Similar
to simulations, this metric makes use of input data such as the phenomena un-
der study and the chosen network topology type. In contrast to simulations,
the proposed spatial statistics based metric allows quick and lightweight eva-
luation.
Recently there has been work on the estimation of the phenomenon itself
facing the energy-distortion trade-off, see for example [179]. Furthermore, in
the area of power profiling sensor nodes have been investigated using predic-
ted operation states and their associated state holding times, see for example
the work presented in [180]. Within our scope it has been shown that the cor-
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relation in both the phenomenon data and the locations of the nodes strongly
affect energy consumption, operational lifetime and sensing coverage [174,136,
137, 141, 134]. However, to the best of our knowledge there is no approach re-
ported that addresses the performance prediction of WSNs as proposed in this
work.
Most of the following contributions have been previously published by the
author in [174,181, 182, 183].
6.1 OBTAINING PHENOMENA-RELATED a priori INFORMATION
Many known phenomena, for example, forest fires, rainfall areas, differences
in types of Earth’s surface materials, and ocean currents exhibit certain su-
bregions or have in general a collection of interesting locations that are more
important than other regions. Those interesting points may represent local de-
viations of the phenomena and can be seen as activities or events. Often most
of the information regarding phenomena can be obtained and analysed bymo-
nitoring such sets of interesting points. Typically, at least the overall type of
the scenario is known but usually there is no or only little phenomena-related
a priori knowledge available. This is especially true for many scientific measu-
rement campaigns that use WSNs.
Monitoring applications, for example, used for studying the microclimate
and volcano activities in different environments have recently gained much
interest. Considering the case of weather forecasts, rainfall data measured by
radars can be obtained but specific microclimate information is not known
a priori. Furthermore, some knowledge can be acquired by thermal scans
through satellites, airplanes and UAVs. For example, NASA runs projects such
as the Ikhana project where a special UAV is equipped with infrared imaging
devices and ASTER (Advanced Spaceborne Thermal Emission and Reflection
Radiometer) [184]. ASTER is an Earth observing instrument on the Terra spa-
cecraft and uses 14 spectral bands for monitoring the changing surface of our
planet. Example thermal scans obtained by Ikhana and ASTER are given in
Figure 6.1 and Figure 6.2. Figure 6.1 shows a thermal scan of a forest fire in
California, USA. The curve indicates the perimeter fire line defined by the fire
management team and the light colours represents very hot areas. Figure 6.2
depicts a thermal scan of the San Francisco Bay area. While the landmass is in-
dicated by dark colours the water temperature is represented by light colours.
It is clear that we can determine from thermal images data certain a priori in-
formation such as the distribution of interesting points in an area.
The above examples show that different amount and types of valuable
a priori knowledge can be made available for WSN users. This information
should be exploited in order to find novel solutions for optimised sensor node
placement using random deployment models combined with partial large-
scale a priori information of phenomena. Our approach thus provides analysis
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FIGURE 6.1: Thermal scan of a forest fire in California; curve indicates the
perimeter fire line.
FIGURE 6.2: Thermal scan of the San Francisco Bay area; landmass is indicated
by dark colours.
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and deploymentmethodology to exploit a priori large-scale information for op-
timised deployment of WSNs. This is particularly interesting for efficient de-
ployment of emergency and tacticalWSNs. To the best of our knowledge this is
an unique approach which provides WSN community with a rapid tool to de-
velop well-performing and cost-efficient “pseudo-random” deployment mo-
dels. Using the resulting enhanced deployment models, we may not require
the costly manual deployments nor the often assumed purely random (Pois-
son) deployments. Moreover, the developed method can be used to choose the
most widely best fitting deployment strategy for many applications, especially
for science based WSN projects.
Let us define that known phenomena under a region A exhibit observa-
tions that are most important. We denote all locations of these observations as
the set of points of interest (POI), with POI ⊂ A. POI is essentially a point cloud
which is selected based on significant local deviations of the actual neighbou-
ring values. Those deviations represent the highest information content. In
order to identify the POI we particularly apply the Laplace operator and low-
pass filtering to the entire phenomenon. The Laplace operator ∆ on the func-
tion f is in the two-dimensional cartesian case essentially a second order scalar
differential operator of the form
∆f(x,y) = div
(
grad f(x,y)
)
= ∇2f(x,y)
=
∂2f(x,y)
∂x2
+
∂2f(x,y)
∂y2
.
(6.1)
Figure 6.3 shows an example of the resulting POI, obtained from proces-
sing the original data field. From the POI we can derive a priori information
which can be incorporated into the random deployment models. One well-
known method in the field of multivariate data analysis is the so-called Prin-
cipal Component Analysis (PCA) which is similar to the Independent Component
Analysis (ICA). For more details on the component analysis, see [185]. Given
a set of measurements, the POI in this case, the purpose of PCA is to find a
smaller set of variables with less redundancy that would represent the mea-
surements as good as possible. While in PCA the redundancy is measured
using the concept of correlation the ICA relies on the much richer concept of
independence. Using only correlations PCA has the advantage that the analysis
can be based on second-order statistics only. No explicit assumptions on the
probability density of the measurements are made, as long as the first- and
second-order statistics are known or can be estimated. For PCA it is essen-
tial that the measurements are correlated, and there is thus redundancy. To be
self-contained we briefly recapitulate that the factor y1 = w1Tx is called the
first principal component of the zero-mean random vector x, if the variance of
y1 is maximally large. We assume dimensionn and that the norm of the weight
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FIGURE 6.3: Points of interest (POI) based on the phenomenon after using the
Laplace operator and low-pass filtering; first principal component is indicated
by the solid curve.
vector w1 is equal to one. Thus, w1 is to be determined so that the criterion
J(w1) = E
{
(w1
Tx)2
}
= w1
T
E
{
xxT
}
w1
= w1
TCxw1,
(6.2)
where Cx is the covariance matrix of x, is maximised. It is well-known that
the solution to this problem is given in terms of the unit-length eigenvectors
e1, . . . , en of the matrix Cx. Due to ordering of the eigenvectors the solution
maximising the criterion (6.2) is given by w1 = e1. Hence, the first principal
component of x is y1 = e1Tx.
Using PCA we can determine the first principal component of the POI
which is included in Figure 6.3 as solid curve. Principal components represent
one type of potential a priori information which we seek to exploit for optimi-
sation of node deployments. Other approaches from, for example, probability
theory can also be used at the expense of higher computational complexity.
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6.2 DERIVATION OF ENHANCED DEPLOYMENT MODELS
BASED ON a priori INFORMATION
Statistical measures can also be used in model fitting by finding optimal para-
meter values for the model to give the closest match between theoretical and
empirical curves. A computationally lightweight approach to parameter esti-
mation is the minimum contrast method [186], where the theoretical expression
for a summary statistic depending on unknown parameters is compared with
a non-parametric estimate of the summary statistic. For computational effi-
ciency it is required that the theoretical expression of the summary statistic,
for example the pair correlation function g(r), is easy to evaluate. If the theo-
retical g(r) is given, a chosen discrepancy (objective function)
D(θ) =
∫ rmax
rmin
| gˆ(r)q − gθ(r)
q |p dr, with q =
1
4
, p = 2, (6.3)
is to be minimised, where θ is the vector of the model parameters, gˆ(r) is the
observed value of g(r) computed from empirical data, gθ(r) is the expected
value of the pair correlation function g(r).
In the following we derive enhanced pseudo-random deployment models
using the minimum contrast method. The derived models make use of an
increasing amount of a priori information which leads to different behaviour.
As a starting point we consider again the Poisson deployment model with
intensity derived from the cardinality of the POI only, thus λP= |POI|/|A|. No
other a priori information will be used in this case. Initial node deployments
often assume the Poisson PP, for example, in [141,142, 134, 135, 138].
Through comparison of only the pair correlation functions of the POI and
the considered point processes, we can directly identify a clustered process
as the underlying process. Furthermore, the related correlation coefficients
confirm this result. In the following, we therefore focus on clustered models
for topology generation since those are the most suitable ones and also out-
perform other topologies in many realistic scenarios. See, for example, Chap-
ter 5 and [137, 136]. First, the parameters of the Thomas process are estima-
ted through curve fitting by the minimum contrast method, using the equa-
tion (6.3). Hence, taking into account an minimal amount of a priori informa-
tion, the pair correlation function of the POI, the estimation of the Thomas PP
deployment model with the parameters λT = 1.122×10−3, µT = 27.893 and
σT =5.068 is achievable.
In the case of Thomas PP the locations of nodes in each cluster are sam-
pled from a two-dimensional symmetric normal distribution. Using the prin-
cipal components of the POI, this distribution can be modified in such a way
that the two-dimensional distribution is stretched towards the first principal
component and compressed towards the second principal component. The
first principal component is basically the projection of data points on the ei-
genvector associated with the largest eigenvalue and accounts for the highest
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FIGURE 6.4: Example realisation of the parent-modified and non-symmetric
Thomas topology type. This deployment has 5 clusters and uses the shape fac-
tor τ=2 and 1/2, respectively, to stretch and compress the original symmetric
distribution.
variances. The exact shape of the distribution can be controlled by the shape
factor τ>1, with τ ∈ R+. By using non-symmetric distributions in the Thomas
PP we take into account the preferred direction of the POI. We define the Tho-
mas PP with identical parameters and τ-dependent cluster point distribution
as the non-symmetric Thomas deployment model.
The parent-modified Thomas deployment model is similar to the Thomas
model but with restrictions on the parent point locations. The parent locations,
basically determining the cluster centers, are uniformly and independently
distributed on the first principal component only. The reason is that “interes-
ting points” are more likely to be found in the proximity of the first principal
component since the point density is expected to decrease as the distance in-
creases. This way the random process is dependent on the biased parent point
locations.
The parent-modified and non-symmetric Thomasmodel is a joint represen-
tation of the former two deployment models. The underlying random process
is more influenced by a priori information than all the other models discus-
sed. An example realisation of this process type is shown in Figure 6.4 (see
Figure 6.3 for comparison).
Corresponding to the derivation of the Thomas-relatedmodels we estimate
the corresponding Matern models. The parameter values found using the mi-
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nimum contrast method are λM=1.154×10−3, µM=27.127 and RM=9.425.
In addition to the deployment models we briefly describe an optimal and
deterministic deployment. The optimal deployment is based on the complete
knowledge of the POI and has been designed using the optimal node positio-
ning and clustering. This design is optimised as to achieve best trade-off bet-
ween energy-efficiency and sensing coverage according to the POI. While the
Poisson assumption basically represents the lower performance bound, this
specifically designed topology serves as an upper performance bound in our
evaluation.
The practical deployment of WSNs following the described enhanced de-
ployment strategies may not be “easily” achievable by approaches considered
for the case of purely randomdeployment schemes. While in random schemes,
nodes may be dropped from aircrafts, we have to account for the a priori in-
formation inherent to the pseudo-random deployment strategies. The place-
ment of nodes may be accomplished by, for example, autonomous helicopters
where the trajectories are guided by the extracted a priori information [187].
In addition, mobile nodes in form of mini UAVs have been used due to their
self-deployment capability [188]. Making multiple passes over the target area
cluster sets can be iteratively deployed. In military situations it is possible to
realise an approximation of the Thomas PP based deployment using slower
airplanes, but it is difficult to guarantee that the parameters stay well fixed
during the entire deployment process. Furthermore, the use of sensor nodes
as projectiles discharged by an artillery-like equipment using, for example, air
bursts is another approach. This equipment can be located at fixed ground
positions or even mounted on all-terrain vehicles for flexibility reasons. The
deployment models discussed exhibit different characteristics and contain dif-
ferent amounts of a priori information. In order to make reliable statements
about their performance we conducted extensive simulations and evaluated
each.
6.3 ANALYSIS OF CASE STUDIES AND PERFORMANCE
EVALUATION
The following evaluation of the derived deployment models is based on the
identical simulation setup described in Chapter 5 and takes into account two
performance criteria. First criterion is the topology-based average energy sa-
ving δ¯ defined as
δ¯ = 1 −
E¯DSC
E¯DSC,P
, (6.4)
where the total energy E¯DSC consumed during network operation is norma-
lised according to the energy E¯DSC,P consumed in the Poisson reference case.
Second criterion is the average sensing coverage v¯, where full (100%) sensing
coverage is achieved if the deployed nodes cover at least the POI (POI ⊂ A).
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We develop the performance metric β used in the evaluation which is defined
as
β =
v¯
E¯DSC
, (6.5)
which takes into account the simulation results such as energy consumption
and sensing coverage. Hence, large β-values indicate superior performance.
Focusing on phenomena with correlation distance rmax = 10 exemplarily,
Table 6.1 lists simulation results (2000 simulation runs) based on the reference
scenario using five clusters. The energy consumption E¯DSC, sensing coverage
v¯, and the DSC-related energy savings e¯ are given in respect to various de-
ployment models. Furthermore, Table 6.1 also provides respective variances
σ2 and computed performance metric values β. Incorporating a priori know-
ledge into the topology sampling introduces bias to the modelling. The pair
correlation information alone already leads to strong average energy savings δ¯
of≈25.2% for Thomas PP topology type and even≈36.4% forMatern PP. This
a priori information also leads to slightly improved sensing coverage (compare
with type 2 and type 7). Significant improvements of the sensing coverage
(factor 2.69, respectively factor 2.61) can be achieved if the first principal com-
ponent of the POI is determined (compare with type 4 and type 9). We observe
that clustered deployment models enhanced by a priori knowledge clearly out-
perform the Poisson model. Table 6.1 shows that the enhanced Matern model
is superior to the enhanced Thomas model since it achieves higher sensing co-
verage at lower energy consumption (compare with type 6 and type 11). Using
the parent-modified and non-symmetric Matern model with its optimal shape
factor (τ= 3) we can improve the sensing coverage by factor 3.52 and reduce
the energy consumption by ≈ 41.1% (compare with type 11) compared to the
Poisson case. In this scenario we find energy savings of 25.1% compared to
the conventional case if DSC is applied. Hence, this is our suggested deploy-
ment model since it achieves the maximum β-value of 16.75 in our study. Ho-
wever, using random models, we obviously cannot reach the performance of
the designed topology, especially in terms of sensing coverage (compare with
type 12). It is important to note that we define sensing coverage in respect to
the POI containing most of the phenomena information. Nodes deployed in
the area A that do not cover the POI still provide less but useful information.
6.4 METRICS FOR PERFORMANCE PREDICTION
In the following, we derive the novel performance prediction metric conside-
ring energy consumption as the major criterion as partially presented in [183].
In addition, we extend this metric by including sensing coverage as second cri-
terion exemplarily. Furthermore, we evaluate the proposed concept through
extensive simulations and apply the performance prediction metric to our use
cases.
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FIGURE 6.5: Correlograms of phenomena exhibiting different correlation dis-
tances rmax.
6.4.1 Introducing the Performance Prediction Metric ψ
Simulation work in the context of WSNs takes into account the phenomena
under study and the chosen network topology as major input data. While
the correlogram characterises the correlation structure in the phenomena data,
the pair correlation function describes the correlation in the node locations.
Considering the total energy consumption E¯DSC as the performance criterion
we thus argue that the performance of WSNs can be expressed as a function of
the form
ψˆ = k · f(C(r),g(r)), (6.6)
where k is a constant, with k ∈ R+.
Figure 6.5 depicts the (empirical) correlograms C(r) of the considered phe-
nomena exhibiting varying correlation distance rmax. In our simulations we
used the parameters (λT ,µT )= (λM,µM)= (8.4·10−4, 12) while the third para-
meter, σT in the Thomas case and RM in the Matern case, controls the cluster
spread. Covering a wide span of cluster spread values Figure 6.6 depicts the
used pair correlation functions g(r) showing different behaviour. We derive
the inner product as candidate solution for the function leading to the perfor-
mance prediction metric defined as
ψ =
〈
C(r),g(r)
〉
. (6.7)
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FIGURE 6.6: Pair correlation functions of the considered topologies; sampled
from different types of random point processes with varying cluster spread.
Maximisingψ leads to largemetric values indicatingminimal energy consump-
tion. For evaluation we conducted extensive simulations (2000 runs each)
obtaining energy consumption values E¯DSC and computed the respective ψ-
metric values using equation (6.7). Figure 6.7 shows the energy consumed
vs. the prediction metric. Interconnected data points belong to phenomena
with identical rmax. Markers indicate specific topologies. From Figure 6.7 we
observe that the energy consumption is directly related to the performance pre-
diction metric, i.e. E¯DSC ∼ ψ. This interesting relation holds across all conside-
red topologies with arbitrary but fixed rmax. Furthermore, Figure 6.8 is similar
to Figure 6.7 but in contrast shows interconnected data points that belong to
arbitrary but fixed topologies deployed on phenomena with varying rmax. We
have found that E¯DSC is again directly related to ψ for any particular topology
across phenomena exhibiting different rmax. Hence, we can formulate the pro-
position
∀topology ∧ {rmax | rmax = const} : E¯DSC ∼ ψ and
∀rmax ∧ {topology | topology = const} : E¯DSC ∼ ψ.
(6.8)
As a result, the inner product can be used as a lightweight and powerful
metric for the performance prediction of WSNs. It is based on C(r) and g(r)
solely. While only the correlation structure of the phenomenon needs to be esti-
mated, the pair correlation functions of candidate topologies need to be stored
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indicate specific topologies; 2000 simulation runs.
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using a minimal amount of memory. Using ψ prior to the costly WSN deploy-
ment is a lightweight approach to significantly improve the cost-efficiency of
the system. Since extensive simulations can be extremely reduced during the
system design phase, this metric enables rapid comparative evaluation of va-
rious deployment strategies.
6.4.2 Derivation of the Extended Performance Prediction Metric α and its
Application
Depending on the application, other performance criteria besides energy con-
sumption can play an important role. In order to show that the prediction
metric concept is extensible to other performance criteria we consider sensing
coverage as second criterion. Based on our investigation and taking into ac-
count the results from Table 6.1, we find that the degree of similarity between
the PDFs of the POI and the chosen deployment type is directly related to sen-
sing coverage. As similarity measures to estimate the distance between distri-
butions, we take into account the Kullback-Leibler divergence [71] (also known
as relative entropy) and the Hellinger distance [189]. The symmetric Kullback-
Leibler divergence of two PDFs p and q is defined as
KL(p,q) = D(p||q) +D(q||p), with (6.9)
D(p||q) =
∑
p(x) log
(p(x)
q(x)
)
.
We use the symmetric Kullback-Leibler divergence since the original represen-
tationD(p||q) is not symmetric and does not satisfy the triangle inequality [71].
Thus, strictly speaking D(p||q) is not a metric. Furthermore, the Hellinger dis-
tance is defined as
HD =
[∑
j
(√
p(xj) −
√
q(xj)
)2] 12
. (6.10)
It is preferred to not rely on similarity measures that operate on PDFs solely.
We apply kernel-based techniques in order to compute the PDF but in special
cases the PDF-based measures are still prone to give misleading results, for
example, if the PDF has narrow and high peaks. Hence, we use in addition the
Kolmogorov-Smirnov statistic [190] and the Area metric which operate on CDFs.
The weighted Kolmogorov-Smirnov statistic is defined as
KS = max
x
|I(x) −M(x)|√
M(x)
(
1 −M(x)
) , (6.11)
where I is the CDF of the POI andM is the CDF of the chosen deployment type.
We use the weighted version because its weighting achieves better considera-
tion of the differences between the compared CDFs at the extreme ranges of x.
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Furthermore, the Area metric Q as applied, for example, in [191] is defined as
Q(I,M) =
1
J
J∑
j=1
∣∣log(I−1(j/J)) − log(M−1(j/J))∣∣
−
∣∣log(I−1(1/J)) − log(M−1(1/J))∣∣
2J
−
∣∣log(I−1(1)) − log(M−1(1))∣∣
2J
,
(6.12)
where J denotes the size of the observation window. The inverse function I−1
for a stepwise defined distribution function I can be defined as
I−1(x) = inf {k : I(k) > x} . (6.13)
The inverse function M−1 is defined similarly. Since an increasing degree of
similarity of two distribution functions implies decreasing values in the dis-
tance between those functions we denote the similarity measure η in the case
of PDF-based measures η=1/KL and η=1/HD, respectively. Similarly in the
case of CDF-based measures it follows η=1/KS and η=1/Q, respectively. The
extended prediction metric α can then be defined as
α = ηψ, (6.14)
whereψ denotes the performance predictionmetric introduced in equation (6.7)
taking into account energy consumption only.
Figure 6.9 shows the direct relationship between the extended prediction
metric α and the β-metric (see equation (6.5)) considering the superior deploy-
ment strategies that achieve the largest β-values. Markers indicate the topo-
logy type 5, 6, 10 and 11 highlighted in Table 6.1. From the figure we can see
the behaviour of all considered similarity measures in respect to the best per-
forming deployment strategies. While all curves behave similarly, we observe
that the CDF-based curves allow amore clear distinction. Figure 6.9 shows that
the extended prediction metric α can be used instead of the β-metric which
captures the overall performance of WSNs from simulations viewpoint.
In this chapter, we have derived and evaluated enhanced deployment mo-
dels considering energy consumption and sensing coverage as performance
criteria. We have taken into account a priori information extracted from ge-
neral clouds of interesting points present in the phenomena. Networks follo-
wing topologies resulting from the described deployment models exhibit mi-
nimum energy consumption at maximum sensing coverage. The results show
that significant improvements of initial deployments using practical and cost-
efficient solutions are possible. The enhanced precondition, resulting from our
approach, can subsequently be used by other existing optimisation techniques.
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Furthermore, we have presented the derivation of a novel spatial statistics
based metric used for the performance prediction of WSNs. The prediction
metric is based on the correlation in the sensed phenomenon and the correla-
tion in the location of the sensor nodes. We have shown that this concept is
applicable and also extensible through merging of selected performance cri-
teria. The main application area of the performance prediction metric lies in
the design and optimisation of WSNs prior to the costly deployment phase.
Since extensive simulations can be strongly reduced it serves as a rapid and
lightweight evaluation tool for WSNs.
7CONCLUSIONS
WSNs have emerged as a potentially very important sub-class of embedded
networks. The advanced microelectronics and wireless communications tech-
nologies are starting to enable their deployment for commercial and scientific
purposes in the cost-efficient way. Due to their characteristics WSNs can play
an important role in proceeding towards a world in which ubiquitous compu-
ting finally becomes reality. The energy consumption of WSNs is still one of
the key research issues, and this thesis has developed various new methods
and strategies both to increase the energy-efficiency and to characterise WSN
performance in the energy domain.
In this thesis, we have developed a practical and adaptive Distributed
Source Coding (DSC) scheme that can be flexibly applied to WSNs that mo-
nitor arbitrarily correlated phenomena. Additionally, we have derived enhan-
ced network deployment models that lead to optimised deployment strategies
for WSNs. Furthermore, we have developed a comprehensive and detailed
evaluation framework which provides effective means to accurately evaluate
the performance of realistically deployed WSNs. Using the evaluation frame-
work, new and meaningful results determining the impact of our DSC scheme
and the influence of topological effects on the energy-efficiency of WSNs have
been obtained.
Throughout the thesis, we have demonstrated and prototyped methods in
the context of realistic technical requirements and limits. In addition we have
shown how the properties of the developed DSC scheme can be leveraged for
strongly improved energy-efficiency of WSNs in practice. This work consti-
tutes a valuable basis for further research. We believe that the achieved results
are a large step towards remedying the situation of consideringWSNs from an
idealistic viewpoint which can lead to too optimistic and unreliable reasoning.
The meaningful insights gained are reviewed in Section 7.1 and possible items
for future work are discussed in Section 7.2.
7.1 SUMMARY OF RESULTS
In this thesis we have described the DSC framework and the developed prac-
tical and highly adaptive DSC scheme. This scheme is capable of adjusting
the compression rate of the sensor nodes based on arbitrary spatial correla-
tions in time-varying environments. The scheme has been implemented on
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real hardware and has been demonstrated using our experimental testbed. We
explicitly take into account the energy consumed by the DSC-related signal
processing algorithms including the process acquiring a priori knowledge re-
quired by DSC. For the whole evaluation in terms of energy-efficiency and the
energy consumptionmodellingwe have followed an empirical approach using
accurate measurement data obtained from the experimental testbed. It has
been shown that the practical and adaptive DSC scheme is applicable in prac-
tice and that it exhibits very high resource-efficiency. In particular, our scheme
shows both significant energy savings and very lowmemory consumption lea-
ding to strongly improved efficiency of wireless communications. In addition,
we have shown that the energy consumption of the DSC-related signal proces-
sing algorithms, in particular of the entropy tracking algorithm, is substantial
and thus cannot be omitted or neglected as done in previous works.
In order to also investigate on the network-wide impact of the practical
and adaptive DSC scheme in WSNs under realistic conditions, we have ana-
lysed more realistic deployment models. Considering correlated measured
phenomena we have subsequently derived and evaluated enhanced deploy-
ment models that take into account the sensing coverage in addition to energy
consumption. After introducing spatial statistics based methods to WSNs, we
have concisely defined the deployment models based on the flexible and ge-
neric concept of random point processes. Our analysis can take into account
different phenomena of varying correlation properties and diverse network
parameters that have been changed in a wide range. The simulation-based
study has led to the identification of the “best fitting” deployment strategy in
relation to the various sensed phenomena under given network parameters.
Applying the outperforming strategy based on the Matern process results in
WSNs showing ca. 40% lower energy consumption and by a factor 3.5 impro-
ved sensing coverage in comparison to the Poisson case that has been a nor-
mal baseline technique so far. In addition, energy savings of 25% compared to
conventional communication can be achieved if DSC is applied in this scena-
rio. Hence, following the identified strategy directly implies the optimisation
of initial network deployments. Those deployments can subsequently be used
by other existing self-organisationmethods to further improve the deployment
through mobility-based techniques. One of the main general conclusions is
that WSN researchers should not ignore deployment models and correlations.
Using the simplified Poisson process can lead to qualitatively and quantita-
tively misleading theoretical results. Also in the practical domain this work
shows that well chosen deployment strategies can save significant amount of
energy.
For evaluation of the DSC scheme in realistically deployedWSNs, we have
described our comprehensive and detailed evaluation framework taking into
account the developed models. The evaluation framework is an effective ins-
trument to exactly and quantitatively show in which bounds energy savings
and lifetime extensions are achievable. The evaluation framework is organised
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in a modular way which gives great flexibility. Methods or even entire compo-
nents may be replaced or omitted according to the application-specific goals.
Hence, the framework is not limited to scenarios considered in this work but
is adaptable to other cases.
Based on our energy balance analysis we have determined the break-even
point which differentiates between energy-efficient and not energy-efficient
operation of the practical and adaptive DSC scheme. The break-even point
identifies the upper bound of the conditional entropy determining the maxi-
mum compression rate of the sensor nodes for efficient operation. If this bound
is met DSC can always achieve energy savings. Since our scheme is capable of
performing local decisions in the networkwe can switch back to the conventio-
nal scheme if the bound is exceeded. The identified break-even point directly
implies a certain minimum correlation which needs to be present in the phe-
nomena data in order to achieve improved energy-efficiency of the network.
We have also investigated on the impact of topological effects on the life-
time of operational networks. Contrary to commonly made assumptions, we
have shown that reduced overall energy consumption does not always directly
imply extended network lifetime. Network lifetime is defined by the energy
consumption of the maximum consuming node in the network. Depending
on the network topology, energy gains through relaying of compressed pa-
ckets can lead to a different node that overall consumes the maximum energy
and thus dominates the energy consumption. This synergy effect where nodes
improve the energy behaviour of other nodes can lead to divergent and unex-
pected lifetime results.
Overall we have shown that the energy consumption is significantly redu-
ced and strong lifetime extensions can be achieved if WSNs apply the develo-
ped DSC scheme, especially if our optimised deployment strategies are carried
out in the network deployment.
Furthermore, we have derived and evaluated a novel metric that can be
used for the performance prediction of WSNs. The proposed metric exploits
the concepts of semivariance and pair correlation which belong to the field
of spatial statistics. The combination capturing the correlation in the pheno-
menon comprised in the correlogram and the correlation in the location of
the nodes comprised in the pair correlation function allows for the energy-
efficiency prediction. Since extensive simulations can be extremely reduced
the prediction metric serves as a rapid and lightweight evaluation tool for
WSNs. We have shown that the proposed metric is applicable and also ex-
tensible through merging of selected performance criteria. The main applica-
tion area of the performance prediction metric lies in the design and optimi-
sation of WSNs prior to the costly deployment phase. We believe that this ap-
proach constitutes a fundamentally different way in evaluating networks that
can have an enormous impact and stimulus on our and other related research
fields.
Throughout the entire thesis the importance of accurate and realistic mo-
118 7. CONCLUSIONS
delling has been evident. If only simplified and highly abstracted scenarios are
taken into account the improvements determined in previous worksmay be si-
gnificantly larger than under realistic requirements and limits. Such enhance-
ments may not be achievable in practice questioning the general applicability
of many earlier results. Analytical studies as well as evaluations of specific
details may be more difficult or even impossible without using simplified and
analytically tractable models, but the next step, investigating the performance
under more realistic conditions must not be left out. The comprehensive eva-
luation framework including themore realistic models developed in this thesis
remedies this situation for further research.
Furthermore, several of the gained insights can also be interpreted in sce-
narios not focusing on WSNs. Ad-hoc networks, cognitive networks using
sensing capability, and mobile phone sensing systems are only few examples
which may benefit from this work at large. Thus, the results of this thesis are
not limited to the domain of DSC in WSNs having an enormous application
space, but are also applicable to a wider range of networks and problems in
the area of wireless communications.
7.2 FUTURE WORK
The presented work can be pursued and extended to different directions. We
focus on tangible research directions that are directly related to this work but
more generic research is certainly also motivated.
In order to exploit synergy effects DSC can be combined with other tech-
niques in a cross-layer fashion. MAC protocols also have an impact on the
energy-efficiency of WSNs and are thus suitable to be considered with DSC
together. We have presented our idea on how to combine DSC with MAC pro-
tocols conceptually in Section 3.4. We have described the PHY/MAC/DSC
cross-layer interaction scheme and identified the most relevant parameters
therein. The next step is to analyse the interplay of the parameters of this
cross-layer scheme and their individual and combined impact on the energy
consumption of networks. The gained insights can be important to unders-
tand how the energy-efficiency of WSNs can be further improved if cross-
layering is applied. From this study candidate parameter configurations can
be determined and evaluated using the evaluation framework. It is manda-
tory to extend our energy model taking into account the cross-layer aspects.
The PHY/MAC/DSC cross-layer scheme can be adaptive if optimal configu-
rations are employed in relation to variations of the environment and to data
traffic patterns in the network.
Another direction of research is to combine DSC with data aggregation
techniques. Joint DSC Data aggregation is tempting since data aggregation
schemes share the same goal as DSC which is to reduce the size and the num-
ber of data packets that need to be communicated in the network. Recently,
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we have reported on promising results using simple aggregation algorithms
together with DSC in [174]. We believe that there is a high potential that can
be exploited and thus research in this area should be intensified.
More fundamental and generic research can be pursued in the area of per-
formance prediction of networks. Our proposed metric predicts the perfor-
mance of WSNs and intentionally makes use of practically available measures
such as the semivariance and the pair correlation. From a theoretical viewpoint
it can be interesting to modify this metric so that densities and distributions
are simply used as basis for the prediction. Since it can only be assumed that
this kind of solution exists, this research task is risky but if solved can provide
significant results.

8LIST OF PRINCIPAL SYMBOLS
In the followingwewill list the used principal symbols in an alphabetical order
with a short explanation for each variable. We start with Latin symbols and
continue with Greek symbols. Capital letters are always listed first.
Symbol Meaning
A area under study
C block code
Cs coset of the corresponding syndrome
C(·) covariance matrix
C(·) correlogram
D(·) set of descendent nodes of a node within the same cluster
Dh(·) set of descendent nodes of a node in any other cluster
E(·) expectation of a process
E¯DSC av. total energy consumption in the DSC case
E¯Tx av. energy consumption for transmission
E¯Rx av. energy consumption for reception
E¯c av. energy consumption of the encoding algorithm
E¯conv av. total energy consumption in the conventional case
E¯d av. energy consumption of the decoding algorithm
E¯t av. energy consumption of the energy tracking algorithm
Fq finite field with q elements
G generator matrix
H parity check matrix
H(·) information entropy
HD Hellinger distance
I(·) mutual information
J observation window size
KL Kullback-Leibler divergence
KS Kolmogorov-Smirnov statistic
N total number of nodes in the network
Q area metric
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Symbol Meaning
R(·) compression rate
RM Radius of the disk according to the Matern PP
T transition probability matrix
V(·) random field
a inter-node distance
dmin minimum Hamming distance
dH Hamming distance
e¯ av. energy savings of the network
e¯cm av. energy savings of cluster members (CM)
g element of a coset
g(·) pair correlation function
k number of parity check symbols
m number of information word symbols
n number of code word symbols
rmax maximum correlation distance
s syndrome vector
t¯ av. operational lifetime extension of the network
t¯cm av. operational lifetime extension of cluster members (CM)
v¯ av. sensing coverage
∆ Laplace operator
α extended performance prediction metric
β performance evaluation metric
γˆ(·) empirical semivariogram
γ(·) semivariogram
δ¯ av. energy savings according to the related reference case
η similarity measure
λA area density
ξ temporal correlation coefficient
ρ spatial correlation coefficient
σT cluster spread of the Thomas PP
τ shape factor of a distribution
ψ performance prediction metric
9ABBREVIATIONS
ADC Analog-to-Digital Converter
ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer
BER Bit Error Rate
BSC Binary Symmetric Channel
CDF Cumulative Distribution Function
CH Cluster Head
CM Cluster Member
CRC Cyclic Redundancy Check (Code)
CSMA/CA Carrier Sense Multiple Access/Collision Avoidance
DSC Distributed Source Coding
ICA Independent Component Analysis
LDPC Low-density Parity-Check (Code)
LOS Line Of Sight
MAC Medium Access Control
ML Maximum Likelihood
MRF Markov Random Field
NASA National Aeronautics and Space Administration
OQPSK Offset Quadrature Phase Shift Keying
PCA Principal Component Analysis
PDA Personal Digital Assistant
PDF Probability Density Function
PER Packet Error Rate
PHY Physical Layer
POI Points Of Interest
PP Point Process
PTE Potential Tracking Error
QoS Quality of Service
RAM Random Access Memory
ROM Read Only Memory
TDMA Time Division Multiple Access
UAV Unmanned Aerial Vehicle
USB Universal Serial Bus
WLAN Wireless Local Area Netowrk
WSN Wireless Sensor Network
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