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We report on the formation of critical states in disordered graphene, at the origin of variable
and unconventional transport properties in the quantum Hall regime, such as a zero-energy Hall
conductance plateau in the absence of energy bandgap and Landau level degeneracy breaking.
By using an efficient real-space transport methodology, we compute both the dissipative and Hall
conductivities of large size graphene models with random distributions of single or double vacancies.
By analyzing the scaling of transport coefficients with defect density, system size and magnetic
length, we elucidate the origin of anomalous quantum Hall features coming from magnetic-field
dependent impurity states that percolate at unconventional critical energies. These findings shed
light on unidentified states and quantum transport anomalies reported experimentally.
PACS numbers: 72.80.Vp, 73.63.-b, 73.22.Pr, 72.15.Lh, 61.48.Gh
Introduction.– The role of disorder in the Quantum
Hall Effect (QHE) [1] has been essentially related to the
existence of a localization/delocalization transition be-
tween electronic states, with the formation of critical (ex-
tended) states at the center of Landau Levels (LL) [2].
In very clean samples, the presence of this transition is
assured by the sample edges which force the formation
of extended states, while bulk states are localized by the
magnetic field. The robustness of the QHE in the bulk
limit is guaranteed by the contribution of either weak im-
purity potentials satisfying the so-called weakness condi-
tion [3, 4], strong scattering centers sufficiently far away
from each other [5–7], or smooth potentials with long-
range spatial variation [7–15]. Whenever disorder be-
comes too strong, all QHE features eventually vanish
away. The discovery of the half-integer QHE in clean
graphene has become one of the fundamental properties
driven by the new quantum degree of freedom (i.e. pseu-
dospin) and the related Berry’s phase [16–18]. The elec-
tronic properties of graphene for large enough magnetic
fields are characterized by the presence of a four-fold
degenerate zero energy LL (where electrons and holes
coexist) together with non-equidistant LLs at energies
En = sgn(n)
√
2h¯vF 2eB|n| (vF = 106ms−1 is the Fermi
velocity, B is the magnetic field and n is the integer LL
index) [19, 20]. This electronic spectrum results in a
Hall conductance quantization σxy =
4e2
h (n +
1
2 ) [18],
which is typically weakly affected by electron-hole pud-
dles or weak surface disorder, but can exhibit further
fragmentation of the plateaus structure whenever addi-
tional symmetry-breaking mechanisms lift the four-fold
degeneracy of LLs [21, 22]. The presence of an addi-
tional quantized Hall plateau σxy = 0 at low energy in
high-mobility samples has been for instance assigned to
Zeeman interaction (spin degeneracy lifting) or the for-
mation of quantum Hall ferromagnetism [23–25]. The
scaling of the zero-energy split gap with magnetic field
remains however under scrutiny, with a behavior chang-
ing from linear to
√
B-like, depending on the underly-
ing dominant symmetry breaking or on the sample qual-
ity [25, 26].
Recently, several experiments have reported unidenti-
fied electronic features in the quantum Hall regime, ten-
tatively related to impurity states [27–30]. Additionally,
the observation of a quantized Hall conductance in highly
resistive (millimeter-scale) hydrogenated graphene, with
mobility less than 10cm2/V.s and estimated mean free
path far beyond the Ioffe-Regel limit [31], suggests
some unprecedented robustness of the QHE in damaged
graphene [32]. Strong disorder has been indeed consid-
ered to be detrimental to the Hall quantization. Recent
theoretical papers hint towards a robust QHE even when
strong impurities are at a distance smaller than the mag-
netic length from each other. Moreover, depending on
the symmetry class and impurity strength, a splitting of
the critical energy within a single Landau level may be
expected when disorder introduces valley mixing [33–35],
similar to splittings already predicted for certain type
of smooth potential [36]. In (quasi-)periodic systems,
impurity-engineered Landau levels have been proposed
to exist as well [37]. Up to now, the stability and proper
quantitative description of such behavior for a completely
random distribution of disorder and realistic types of dis-
order has been lacking, mostly due to computational lim-
itations.
2In this Letter, by using efficient computational meth-
ods, we provide a novel insight into the rich physics of
QHE in disordered graphene, bringing a comprehensive
picture to understand the recent experimental results
that have reported unidentified states and QHE features.
For single vacancies (SV) and double vacancies (DV) new
critical states are observed which are located among and
couple over the impurity network, thus precluding the
formation of the conventional LLs in pristine graphene
(with energies En). Instead, the energies of these so-
called impurity states lie in between LLs of pristine sam-
ples. Additionally, by tuning the magnetic field and the
impurity concentration appropriately, a zero energy Hall
plateau can be induced. The criticality of the states is
studied in the framework of percolation theory [33, 38].
For very weak concentration of DV (0.05%, conventional
pristine extended states may still develop, while for all
oher considered DV and SV concentrations, these states
become localized, losing the clean graphene quantization.
Model and Methods.– A single-orbital tight-binding
(TB) model restricted to pz orbitals is used to describe
graphene. SV and DV are modeled in the most simple
way by removing the corresponding electron and lattice
sites (see insets of Fig. 1). Such simple models allows
one to focus on the new impurity states only (avoiding
electron-hole asymmetry at higher energy for more real-
istic models considered separately [39]). Simultaneously,
this strategy simplifies the calculation of the off-diagonal
conductivity in a newly developed Kubo formalism [40],
computed by:
σxy = − 2
V
∫ ∞
0
dte−ηt/h¯
∫
−∞∞
dE′f(E′ − E)
<e
[〈
φRP
∣∣∣∣δ(E′ − Hˆ)jˆy 1E′ − Hˆ + iη jˆx(t)
∣∣∣∣φRP〉] (1)
with the current operator jˆx =
ie0
h¯
[
H, Xˆ
]
(Xˆ the po-
sition operator) and η → 0 a small parameter required
for numerical convergence. The order-N method to ob-
tain the longitudinal conductivity is already well estab-
lished [41, 42]. The effect of the magnetic field is modeled
through a Peierls phase substitution [43].
Density of States.– The DOS is estimated for low to
high impurity concentrations, for both SV and DV (sum-
marized in Fig. 1). Both impurity models are short-range
scatterers and satisfy the valley-mixing condition [33–
35], but differ in their characteristic features. SV locally
break the sublattice symmetry, induce stronger localiza-
tion effects, and mimick covalent (or chemical) type of
bonding, while DV locally preserve the sublattice symme-
try, and better mimick physisorped impurities (through
partial ionic bonding). The chosen impurity concentra-
tions all lead to an average distance d between impurities
of the order of the magnetic length (lB) (except for the
0.05% case of DV), to allow for sufficient interaction be-
tween impurities. For the weakest considered impurity
concentrations in Fig. 1 (0.05% for DV and 0.125% for
SV), states still exist at conventional quantization ener-
gies En, while these states gradually disappear for higher
concentrations. Increasing the concentration, impurity
states form at the left and right of each pristine LLs for
the DV case, while they only form at the right side for the
SV case (in agreement with the predictions from a (quasi-
)periodic model [37]). The robustness of the zero energy
states in the SV case is explained by the rank-nullity the-
orem which predicts zero-energy modes (ZEM) to exist
for dilute concentrations of SV, while they should not
appear for DV [44]. The theorem remains valid under
magnetic field because the Peierls phase substitution in-
duces hopping between different sublattices only [45]. To
study the criticallity of all these states, time-dependent
calculations are necessary.
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FIG. 1. (color online) DOS curves for SV (lower panel) and
DV (upper panel). The curves are symmetric around the
CNP, so only the electron side is plotted. Dashed vertical
black lines give the energy position En of LLs in the conven-
tional pristine quantization.
Longitudinal and transverse conductivity.– By combin-
ing both the σxx (dark color) and σxy (light color) finger-
prints in Fig. 2, the energy dependence of localized and
extended states is fully clarified. Relevant magnetic field
(80T) and impurity concentrations are considered for SV
(0.25%) and DV (1%). Rescaled DOS are superimposed
for comparison (dashed lines). The new impurity states
described by the DOS in Fig. 1 are shown to be extended
at their center, leading to plateau steps in σxy at the en-
ergies where they occur. An important observation for
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FIG. 2. (color online) 1% of DV (left panel) and 0.25% of SV (right panel) at 80T: DOS (dashed black lines), σxx (dark color)
and σxy (light color) curves. Horizontal dotted lines give the expected Hall plateaus for IQHE filling facors. Vertical dashed
lines in the left panel locate the energies to which panels (b) and (c) correspond. (b) gives the PDOS for E+c and E
−
c , while
(c) corresponds to E0. Inset (a) gives the cumulative distance to impurities as defined in the text. In the right panel, the
inset contains the length dependent conductivities σ(L) at selected energies. Solid lines correspond to localized energies, while
dashed lines correspond to extended states.
both SV (right panel) and DV (left panel) comes from
the quantization of this σxy. The impurity states on the
left and right of E0 only contribute to 2e
2/h each to the
transverse conductance, indicating they developed from
the original LL0, lifting the valley degeneracy (our cal-
culations being spin independent). The critical value of
σxx ' 1.2e2/h for both critical states (E+c and E−c ) agrees
with theory predicting two energies of extended states
within the same Landau level when intervalley mixing
is present [35]. The other extended impurity states at
higher energy contribute by integer multiples of 4e2/h to
the transverse conductivity (see σxy quantization in right
panel for SV, similar behavior up to 0.5% for DV, not
shown here). For DV, the detailed behavior at low energy
is peculiar in the sense that, even if the DOS does not re-
solve the double peak structure, the conductivity clearly
shows that the states at E+c and E
−
c are much more ex-
tended than the set of states at E0. This unequivocally
leads to the formation of plateaus with different slopes in
σxy [46]. For the selected case, the slope tends to zero,
thus providing only limited contribution to the longitudi-
nal conductivity (around 0.7e2/h for calculated time). To
understand the origin of these different behaviors, insets
(b) and (c) show the Projected DOS (PDOS) at E
+/−
c
and E0 respectively. Inset (a) displays the local impurity
density defined as Wi =
∑Nimp
ij 1/dij . Blue regions are
less affected by impurities than the red ones. A clear cor-
relation is observed between the location of the extended
states at E
+/−
c (b) and the impurity density (a), i.e. the
extended states mainly spread over the impurity regions
of the sample, while the localized states (c) are bound
to impurity-free areas. The delocalized nature of states
at E
+/−
c (b) is further confirmed by the strongly reduced
maximum in the PDOS (0.06 arb.u.) compared to E0 (c)
where PDOS reaches 0.25 arb.u. To study the extended-
ness of the SV case, the length dependent conductivities
σ(L) are plotted in the inset of the right panel. A de-
creasing behavior indicates localization. Extended state
energies in σ(L) are confirmed by the plateau transitions
in σxy. Albeit having a strong contribution in the DOS
at E0 for SV, those states turn out to be extremely lo-
calized, in sharp contrast with the DV case where the
conductivity at E = 0 remains finite for long times. This
different behavior is further scrutinized by comparing the
impurity and magnetic field dependence of both systems.
Impurity concentration and magnetic field depen-
dence.– In the very dilute limit (around 0.05%) impu-
rity states are not close enough to each other to interact
significantly, keeping a robust conventional IQHE. Noti-
cable extended impurity states start to appear when lB is
of the order of d (as was the case, for 1%, in insets (b) and
(c) of Fig. 2 and in panels (a) and (b) of Fig. 3). A similar
transition in the dilute regime is expected by decreasing
the magnetic field. However, once in the coupled regime,
the magnetic field dependence becomes opposite [37, 47]
(the 0.5% at 320 T is plotted in panel (a) to exemplify
this). To study the true percolation of states rooting
in the interaction between impurities, the extracted lo-
calization lengths (exponential fits) [48] are plotted in
Fig. 3(c) for an impurity concentration of 0.5% (sym-
bols). Percolation theory on graphene predicts a critical
exponent ν = 2.34 in |E − Ec|−ν (solid line), which cor-
responds visually to the numerical behavior for the right
tail around E+c , exhibiting conventional localization be-
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FIG. 3. (color online) σxx and σxy for DV case (a) and SV
case (b). Estimated localization lengths for 0.5% at 80 T with
theoretical critical exponantial (ν = 2.34) decay around E+c
(c). σ(L) for E0 for both SV and DV (d)
havior. However, for the left tail, towards E0, the agree-
ment is broken for this DV case. This is related to the set
of remnant states in the low density regions that behave
in a particular manner. The lower right panel compares
the localization behavior for SV and DV at this energy.
As already mentioned, states are strongly localized for SV
on the one hand. This behavior is in agreement with the
localization behavior of ZEM predicted at zero magnetic
field [49], following a power-law behavior σ ∼ Lα with fit-
ted values of α tending towards −2. On the other hand,
they decay linearly for the DV case, explaining the fi-
nite conductivity contributions observed in the left panel
of Fig. 2 and panel (a) of Fig. 3. Actually, the highest
density concentration (2%), increasing the energy split
between E+c and E
−
c , even allows to resolve the three
sets of states (pristine and two impurity sets, as can also
be resolved in the DOS in the inset of Fig. 1). This is
counterintuitive in the sense that increasing disorder de-
creases the amount of clean patches in the sample. σxx
at E0 remains nevertheless surprisingly robust up to long
times, possibly due to the weaker disorder strength for
DV, allowing for a remnant connectivity between patches
contributing to this finite conductivity.
Conclusion.–
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