Abstract-"l'wo soft-decision decoding algorithms for the (6, 3, 4) quaternary code hexacode are presented. Both algorithms realize half the minimum Euclidcan distance of the code. The proposed algorithms are most practical. [4]. For both applications, an algorithm is required to find the closest lattice point to an arbitrary given point in R24.
T I. INTRODUC'I'ION
HE LEECH LATTICE, being the densest sphere packing lattice in 24 dimensions, is most interesting for two applications: 1) coded modulation techniques for band-limited additive white Gaussian noise (AWGN) channels, where a fihite number of lattice points provide a signal set for data transmission [l] , [2] , and 2) vector quantization, where the lattice points provide a set of possible quantized vectors [3] , [4] . For both applications, an algorithm is required to find the closest lattice point to an arbitrary given point in R24.
The most efficient algorithms known for maximum likelihood as well as bounded-distance decoding of the Leech lattice and the Golay code [SI- [7] are based on their close interrelationship with the hexacode, HG. The main idea behind these algorithms is to project the codewords of the aforementioned codes onto the 64 hexacodewords, a method which seems to work best. The algorithms in 151- [7] involve maximum likelihood hexadecoding (i.e., decoding of the hexacode), which requires 179 real-number operations. By contrast, we propose that a slightly sub-optimal yet more efficient boundeddistance decoding of the hexacode be utilized [8] , [14] .
In Section 11, we present two efficient bounded-distance decoding algorithms for the hexacode. Indeed, by substituting these algorithms into the algorithms of [7] , as described in Section 111, the computational complexities required for decoding the Leech lattice and the Golay code are considerably reduced, while the coding gain loss is negligible with Algorithm 1, and is only about O.ldB with Algorithm 2. Simulation results and a comparison to known trellis codes, of similar coding-gain We assume that a sequence of six symbols corresponding to a hexacodeword z = (XI,. . . , 2 6 ) is transmitted via an AWGN channel, and denote by {r(n)}:=, the received version of that codeword. The first decoding algorithm may be described as follows.
Precompuration: As the metric of each GF(4) symbol, in any coordinate n, take the square Euclidean.distance (SED) between the received value ~( n ) and the Euclidean representation of that symbol. The mapping of GF(4) onto the Euclidean space c'an take any form, however, let us assume an orthogonal mapping since this results witb the highest decoding complexity.
Computation: Choose the symbol with thc minimum metric in each coordinate, denoted 6,, and construct a GF(4)6 vector Each yi: taken as an information vector, uniquely defines a hexacodeword. Thus, construct the 20 hexacodewords from . d l yi saiisfying (2) . Finally, among the hexacodewords so constructed, select the codeword with the minimum overall metric as the output of the decoder. Along the lines of [7] , the computational complexity of this algorithm is at most 107 real-number operations.
B. Bounded-Distance Property of Algorithm 1
Let 2d be the minimum Euclidean distance between distinct symbols. The guaranteed error-correction radius of the code is thus +dmin(H6) = $ d d~ ( H 6 ) . (2d)2 = 2d. Accordingly, if the energy of the noise is smaller than 4d2, there may occur at most three symbol crrors in x . Hcnce, at lcast one .OO 0 1996 IEEE of the two blocks contains not more than one error. Since all events of up to one symbol error per block are considered, the correct codeword must be among the 20 constructed codewords. The correct codeword will obviously be selected as the output of the decoder as it has the minimal metric among all hexacodewords.
C. Further Complexity Reduction-Algorithm 2
Further reduction in decoding complexity, while maintaining the same guaranteed error correction radius, may be achieved by refining Algorithm 1. One such refinement which decreases decoding complexity to just 57 real operations is straightforward. Instead of constructing the 20 codewords from all yi E GP(4)3 satisfying (2), first locate the Zeast reliable symbol in each block Finally, among the eight codewords so constructed, select the one with the minimum metric as the output of the decoder. 0
Recall that as long as the magnitude of the noise is within the guaranteed error correction radius of the code, its energy is upper bounded by 4d2. Hence, the energy of the noise that is added to one of the blocks must be smaller than 2d2, and this block may contain a single symbol-error at the most. Obviously, for correct decoding, Algorithm 2 must locate this error. According to the following lemma, this error is always located.
Lemma 1: If the energy of the noise that is added to a block is smaller than 2d2, then any single symbol error in that block will be located by Alogrithm 1. 
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At this point we note that the penalty paid for the above complexity reduction is in coding gain. Simulation results of the Leech decoder based on both versions of the above hexadecoders, revealing a very small coding gain loss, are given in Section IV.
ON DECODING THE LEECH LATTICE AND GOLAY CODE
By substituting the proposed hexadecoders into the decoding algorithms of the Golay code, C 2 4 , and the Leech lattice, A24, of 171, more efficient decoding algorithms for these codes are . Specific coding gains of the Leech decoders for various bit-error rate (BER) values may be found in Section IV and Fig. 1 . For the Golay code, the worst case complexity of decoding is reduced to 291, respectively 187, real-number operations when substituting Algorithm 1, respectively Algorithm 2, into the Golay decoder of [7] . Compare this to 651, respectively 431, operations required by the best known maximum likelihood, respectively bounded distance, decoders of c 2 4 [SI, v i .
It is customary to state the complexity of decoding in terms of real-number operations, since the latter provides a good estimate of the actual decoding time and the hardware implementation complexity. However, it is noteworthy that the proposed algorithms are also most efficient in terms of the number of GF(4) operations (only 376, respectively 200, operations, as compared to 1200 GF(4) operations in [6], [7] ). We note that further reduction in real-number complexity may be obtained for the price of a considerable increase in GE(4) complexity. , performs practically the same as the original algorithm of [7] . In fact, when plotted together (in the scale of Fig. l) , their two traces coincide. The results also show that relative to maximum likelihood decoding, the coding gain loss of the improved decoder is uniformly less than 0.1 dB for BER ranging from 10-1 to
IV. SIMULATION RESULTS
The improved bounded- 
