Abstract. We consider the problem of identifying inaccurate default probability estimates in credit rating systems. Since the validation of these estimates usually entails performing multiple tests, there is an increased risk of erroneously dismissing correctly calibrated default probabilities. We use multiple testing procedures to control this risk of committing type I errors as measured by the familywise error rate (FWER) and the false discovery rate (FDR) for finite sample sizes. For FWER, we also consider procedures that take possible discreteness of the data resp. test statistics into account. The performance of these methods is illustrated in a simulation setting and for empirical default data. The results show that both types of multiple testing procedures can serve as helpful tools for identifying inaccurate estimates while maintaining a predefined level of type I error.
Introduction
Banks use rating systems to classify borrowers according to their credit risk. These systems form the basis for determining risk premiums and capital requirements for the bank, see Tasche (2005) . One of the key components in this set-up is the probability of default (PD), i.e. the likelihood with which borrowers will default in a prespecified time period (usually one year). Banks that use an internal ratings-based (IRB) approach as described in the Basel II framework, must report a PD estimate for each borrower. Correct calibration of a rating system means that the respective PD estimates or forecasts are accurate. Not only can inaccurate PD forecasts lead to substantial losses (see Stein (2005) ; Blöchlinger and Leippold (2006) ), but banks are also required by regulatory authorities to validate their PD estimates. Among other requirements, they 'must regularly compare realised default rates with estimated PDs for each grade and be able to demonstrate that the realised default rates are within the expected range for that grade.' (Basle Committee on Banking Supervision, 2003, §464) . Note that in this paper we are not concerned with the construction of PD forecasts, but only with assessing the accuracy of given forecasts (which we assume have already been constructed). This process is also known as backtesting. Validation of PD estimates can be carried out simultaneously for all rating grades in a joint statistical test or separately for each rating grade, depending on whether an overall assessment or an in detail examination is intended, see Tasche (2005) . In this paper we are primarily concerned with the latter aim.
From a statistical viewpoint, PD validation could be described as the simultaneous assessment of the predictive quality of multiple probability forecasts. In practice, the main statistical methods used for PD validation are (exact or asymptotic) binomial and chi-square tests as well as the so called 'normal test' and various 'traffic light approaches', see Tasche (2005) ; Blochwitz et al. (2006) for more details. The binomial and normal tests as well as the traffic light approaches are applied separately to each rating grade whereas the chi-square or Hosmer-Lemeshow test is a global test that can asses several rating categories simultaneously. The normal test and the more exploratory traffic light approaches are multi-period tests which are based on normal approximations and can take dependencies into account. Blöchlinger and Leippold (2010) develop a new global goodness-of-fit test for probability forecasts and apply this to empirical default data. Their test consists of two components and they show that the corresponding test statistic is asymptotically χ 2 -distributed.
There are several statistical issues associated with PD validation, of which we only mention the two major ones (for more details see e.g. Tasche (2005) ; Blochwitz et al. (2006) ). Firstly, default data is usually sparse and sample sizes are often small. Combined with PD estimates that usually are very small numbers, this means that the respective hypothesis tests possess low power. Moreover, asymptotic tests may yield unreliable results. Secondly, default events are generally not independent and therefore PD estimates and validation methods should take this into account. Since the main purpose of this paper is to introduce some new concepts to the problem of per-class PD validation we assume for the sake of simplicity and to limit the scope of this paper that default events are independent. However, we give some indication of how the methods described here can be adapted to correlated default data in section 6.
Suppose a rating system consists of 20 rating grades and for each grade a test is performed at the 5% significance level. If all null hypotheses are true, then the expected number of false rejection, i.e. erroneously detected miscalibrations will be one. If in addition, the respective test statistics are independent, then the probability of observing at least one false miscalibration finding will be 1−(1−0.05) 20 ≈ 0.64, i.e. the probability of committing at least one type I error is far from being controlled at the 5% level. This and related phenomena is known as the multiple testing problem or the problem of multiple comparisons, see e.g. Lehmann and Romano (2006) . For PD validation, this means that even if all rating classes are perfectly calibrated, the chances of observing a significant finding resp. erroneously concluding that some classes are miscalibrated, is quite high. The problem therefore is to decide which of the significant classes can still be considered miscalibrated and which were identified merely due to performing a multiple number of tests.
To the best of our knowledge, the multiplicity problem has received little attention within the context of PD validation. Rauhmeier (2006) takes the problem partly into account in the construction of an original test, which is based on the sum of the number of gradewise rejections. However, as this test is designed as an overall goodness-of-fit test, it can not identify single conspicuous PD estimates. Huschens (2004) considers several simultaneous tests and mentions that the Bonferroni procedure (see section 3.1) is inappropriate due to its conservacy. Since his considerations take place in an asymptotic setting however, he also emphasizes that these tests may produce inacceptable results for rating classes with sparse data. In fact, he poses the question how a simultaneous testing procedure could be developed that takes into account the sparseness of data in some rating classes and data richness in others. We attempt to give an answer to this question in section 3.4. In principle it would also be possible to derive a simultaneous test from (simultaneous) confidence sets for PDs. There are several papers (e.g. Hanson and Schuerman (2006) ; Christensen et al. (2004) ; Trück and Rachev (2005) ) that deal with the construction of marginal confidence sets. Höse and Huschens (2003) derive simultaneous confidence intervals for PDs. This is, however, an asymptotic result and its finite sample properties are not clear.
Multiple testing procedures (in the sequel abbreviated as MTPs) provide a well-established methodological framework for dealing with multiplicity issues, with several monographs (e.g. Hochberg and Tamhane (1987) ; Westfall and Young (1993); Dudoit and van der Laan (2007) ) and a large number of research papers available. They are used successfully in many areas of application such as clinical trials, microarray experiments, astronomy and magnetic resonance imaging. The main contribution of this paper is to introduce MTPs to the problem of PD validation.
The plan for this paper is as follows. In section 2 some further background is given on PD validation and the associated testing problems. Section 3 reviews some multiple testing procedures with a focus on discrete distributions. These procedures are applied in a simulation study in section 4 and to empirical default data in section 5. Following this, an extension to dependent defaults in a single-factor model is sketched. The paper concludes with a discussion in section 7.
Notation and assumptions
In this section we introduce some terminology and assumptions that will be used in the sequel.
2.1. The backtesting approach. We consider credit portfolios consisting of a total number N of borrowers who have been classified into K rating classes. Each rating class is associated with a true but unknown (average) PD p 1 , . . . , p K as well as estimated PDs pd 1 , . . . , pd K . The basic idea of the backtesting approach is to split the total sample into a training or estimation sample and a validation sample.
(1) In the first step, the probability forecast resp. classifier is constructed based on the training sample. As mentioned in the introduction, we assume throughout this paper that this probability forecast has already been constructed. (2) The validation sample usually consists of data observed during some future time period, e.g. between t and t + 1. We denote by n j the number of borrowers that were assigned to probability forecast pd j resp. rating class j (say at time t) and let o j denote the number of defaults observed in the rating class between t and t + 1. Then the true probabilities of default can be estimated e.g. by the quantities o 1 / n 1 , . . . o K / n K and the quality of the probability forecast resp. classifier can be assessed by statistical tests as described in the introduction.
2.2. Testing calibration hypotheses. For given n 1 , . . . , n K and o 1 , . . . , o K it is to be decided, whether the probability forecasts pd 1 , . . . , pd K are correct. For j = 1, . . . , K and l = 1, . . . , n j let X lj ∈ {0, 1} denote the rv that indicates whether borrower l in rating grade j defaults (X lj = 1) or not (X lj = 0). We assume throughout this paper that (A) X lj ∼ Bin(1, p j ) and all X lj are independent. As mentioned in the introduction, independence between all default events is an unrealistic assumption. Since however, our primary goal is to describe some generic MTP approaches to the validation of PD forecasts, we defer dealing with dependency issues to future work (see also section 6). In case of perfect probability forecasts we would have O j ∼ Bin( n j , p j ), where
In this probability model we define null hypotheses accordingly as
and we say that rating class j is 'calibrated' if H j 0 holds true. In the same spirit we call the probability forecast 'calibrated in the overall' sense if the global hypothesis
holds true, i.e. if it is calibrated for all rating classes. Note that we consider throughout this paper two-sided hypotheses only. This can be interpreted as the viewpoint of the bank's risk manager who is interested in detecting both overly optimistic and overly pessimistic PD estimates, while regulatory authorities may focus only on one-sided tests that detect underestimation of PDs. However, the MTP approach introduced in section 3 can straightforwardly be adapted to the one-sided case.
For the simulation experiments in section 4 it will be helpful to view the problem of forecasting PDs as a classification problem. Suppose that it is known that the true possible default probabilities are given by p 1 , . . . , p K . In this case, the problem of PD forecasting becomes one of PD classification, i.e. deciding for each borrower which of the p j is true. We denote by n 1 , . . . , n K the true number of borrowers in classes 1, . . . , K. Ideal forecasting resp. perfect classification would mean that n j = n j for j = 1, . . . , K. In reality we will usually encounter a certain amount of misclassification. To describe this we introduce n ij := #borrowers (truly) from class i that are classified as belonging to class j.
Therefore n j = n 1j + · · · + n Kj and it follows from assumption (A) that the distribution of O j is given by a convolution of binomial distributions:
The matrix N = ( n ij ) 1≤i,j≤K is also known as the misclassification or confusion matrix (see e.g. Johnson and Wichern (2007) ) and the expectations and variances of the absolute default frequencies can be expressed conveniently through the elements of N and the given PDs. For testing the grade-wise calibration hypotheses H 1 0 , . . . , H K 0 we use an exact binomial test, see also comment (ii) in section 3.2. For testing the global hypothesis H 0 in the setting introduced above, a χ 2 goodness-of-fit test based on the statistic Hosmer and Lemeshow (2000) used a related statistic for assessing the fit of logistic regression models. They discuss two methods of grouping risks based on ranked probability estimates:
(1) In the 'deciles of risk' approach, groups of equal numbers of risks are formed. (2) In the 'fixed cutpoint' approach, risks are mapped into classes determined by predefined probability cutpoints on the (0, 1) interval. This is essentially the approach usually taken in PD validation. Under appropriate asymptotic conditions (e.g. all E 0 j should be sufficiently large), T HL is approximately χ 2 -distributed under H 0 . Hosmer et al. (1988) have demonstrated that the deciles of risk approach yields a better approximation to the corresponding χ 2 distribution than the fixed cutpoint approach, especially when the estimated probabilities are smaller than e.g. 0.2. For more details on the advantages and disadvantages of Hosmer-Lemeshow type tests, see Hosmer et al. (1997) . When the sample size is too small to justify the use of asymptotic methods (as is often the case for credit portfolios), the distribution of T HL under H 0 can be determined by simulation, see Rauhmeier (2006) . The corresponding test can be seen as an exact version of the HL-test which corrects for the finite sample size and is denoted by (HL) in the sequel.
A review of some multiple testing procedures
In order to limit the scope of this paper, we confine our review to a selection of classical multiple testing procedures as well as the Min P approach. For a more complete treatment we refer to the literature on multiple testing cited in the introduction.
We are interested in simultaneously testing a family H 1 0 , . . . , H K 0 of null hypotheses while controlling the probability of one or more false rejections at a multiple level α. This probability is called the family-wise error rate (FWER). To be more precise, we require strong control of FWER, i.e. that FWER ≤ α holds for all possible constellations of true and false hypotheses. The principal application we have in mind in the context of PD validation are hypotheses tests for binomial proportions (see section 2.2). From the validation viewpoint, it seems highly desirable that apart from controlling the FWER, the multiple testing method employed should possess high power in order to detect possible departures from calibration.
In the sequel let pv 1 , . . . , pv K denote the p-values observed from testing hypotheses H 1 0 , . . . , H K 0 and assume that these values are ordered pv 1 ≤ · · · ≤ pv K .
3.1. Bonferroni-type methods. The Bonferroni method (in the sequel abbreviated as (Bonf)) is a classical method that maintains control of the FWER. Adjusted p-values are defined by pv j := max(K · pv j , 1) and all hypotheses with pv j ≤ α are rejected.
Instead of using the (single-step) Bonferroni method one can use the more powerful Holm step-down (from the most significant to the least significant result) procedure (Hol) which works the following way: Define adjusted pvalues by
. . .
and again set the adjusted p-values exceeding 1, to 1. All hypotheses with pv j ≤ α can then be rejected. Another variant of Bonferroni-type adjustment which is more powerful than Holm's procedure is Hommel's (1988) approach (Hom) which is valid under independence or positive independence assumptions. All the procedures described above provide strong control of the FWER under certain circumstandes. For the Bonferroni and Holm procedure this holds true e.g. when the distribution functions of the p-values, considered as random variables P V 1 , . . . , P V K , are stochastically larger under the respective null hypothesis than some uniformly distributed random variable, i.e. for i = 1, . . . , K it holds P (P V i ≤ u|H j 0 ) ≤ u for all u ∈ (0, 1), see Lehmann and Romano (2006) . Westfall and Wolfinger (1997) note that these procedures can be very conservative, especially if the p-values are distributed discretely. Therefore it makes sense to investigate MTPs that take discreteness into account.
3.2. The Min P approach for discrete distributions. Gutman and Hochberg (2007) review and compare the performance of several FWER controlling MTPs for discrete distributions. They investigate Tarone's method, two variants of a method by Roth, the method of Hommel and Krummenauer, the Min P method of Westfall and collaborators (see Westfall and Troendle (2008) and the references cited therein) and an original method called T W W k . All methods except the Min P method and the method of Hommel and Krummenauer lack α-consistency. This means that possibly a hypothesis cannot be rejected at some level α 1 but can be rejected at some lower level α 2 . In addition it is shown that the Min P method is universally more powerful than the method of Hommel and Krummenauer. Since α-consistency would seem to be a desirable property in the validation context considered here, we concentrate in the sequel on the more powerful method of the two, namely the Min P approach.
3.2.1. The single-step version. Suppose the distribution of min(P V 1 , . . . , P V K ), when all null hypotheses are true, is available. For the single-step variant the idea of the Min P approach is to define adjusted p-values by
where pv 1 , . . . , pv K are the p-values observed for the data, i.e. the jth adjusted p-value is the probability that the minimum p-value is smaller than the jth observed p-value. This quantity measures the 'degree of surprise that the analyst should experience after isolating the smallest p-value from a long list of p-values calculated from a given data set' (Westfall and Wolfinger, 1997 ).
The step-down version.
Corresponding to the single-step method described above, a step-down variant can be constructed. Following Westfall and Troendle (2008) 
where p I is given by
and H j 0 is rejected if pv j ≤ α. A sufficient condition under which this decision rule controls the FWER at level α is the so called 'subset pivotality condition'. Subset pivotality means that the distribution of any subvector of p-values under the respective null hypotheses is unaffected by the truth or falsehood of the remaining hypotheses, i.e.
(SPC) For all I ⊂ {1, . . . , K} the distributions of (P V i ) i∈I |H I and(P V i ) i∈I |H {1,...,K} are identical. For the Min P approach (SPC) implies that the distribution of min i∈I P V i |H I and min i∈I P V i |H {1,...,K} are identical, see Westfall and Troendle (2008) ; Westfall and Wolfinger (1997) for the relationship of this method with the closure principle in multiple testing and its use in the analysis of toxicology data. Clearly, (SPC) holds if the distribution of each P V j depends only on the validity if H j 0 . Proposition 1. Let H 1 0 , . . . , H K 0 be (general) hypotheses with associated pvalue rv's P V 1 , . . . , P V K . If the distribution of each P V j only depends on the validity of H j 0 , i.e. for all j and I ⊂ {1, . . . , K} with j ∈ I it holds
Proof. This follows directly since (P V i ) i∈I |H I ∼ (P V i |H I ) i∈I and from (3) we have
Comments:
(i) We can apply proposition 1 to the basic set-up introduced in section 2.2. Let P V j := P V j (O j ), where O j denote the number of observed defaults in rating grade j. Clearly, for the hypotheses given by (1) condition (3) then holds true. In the sequel we will use the exact binomial test to calculate these p-values, but we note that this is not essential to our approach and that principally any test that controls the type I error on the test-wise level could be used. (ii) As described in Westfall and Wolfinger (1997) , there is some controversy concerning the definition of two-sided p-values for discrete tests. Generally, different types of two-sided p-values will affect not only the observed p-values, but also their distribution and therefore also the Min P adjusted p-values. For the calculation in this paper two-sided p-values implemented in the R-function binom.test are used. These values are based on the sum of probabilities of events with smaller likelihood than the observed data, see also Hirji (2006) . (iii) Note that proposition 1 is also applicable in the case of dependent p-values as long as condition (3) is satisfied. (iv) The Min P approach also works under weaker assumptions than subset pivotality (see e.g. Dudoit and van der Laan, 2007; Romano and Wolf, 2005) . Since subset pivotality holds in the applications considered here, we do not discuss these approaches in more detail. (v) In order to calculate the adjusted p-values in (2), the distribution functions
have to determined. In general, simulation techniques will have to be used to accomplish this, but for the case where all observations are independent there is a simpler way, which is described in the next section.
3.2.3. Determining the Min P distribution function for independent p-values.
where
is the distribution function of the ith p-value under H {1,...,K} . If each P V i has a U(0, 1) distribution under H i 0 , then the resulting single-step procedure is also known as theŠidák method (see Westfall and Young (1993) ). When the distribution of P V i is discrete, let A i := {pv it |t = 1, . . . , m i } denote the ordered possible values of P V i under H {1,...,K} , i.e. 0 < pv i1 < · · · < pv im i . Then F i is a (right-continuous) step function with jump discontinuities at abscissa values pv i1 < · · · < pv im i . If no assumption on the dependency structure of (P V 1 , . . . , P V K ) is made, the Bonferroni inequality yields the conservative bound
This means that both F Ind {1,...,K} and F Bonf {1,...,K} are step functions with discontinuities at the values A = ∪ K i=1 A i . Assume that the set A of all possible p-values in the experiment consists of ordered values 0 < x 1 < · · · < x M . Now define for i = 1, . . . , K and l = 1, . . . , M
Then it holds
and the values y Ind l resp. y Bonf l are the ordinate values of F Ind {1,...,K} resp. F Bonf {1,...,K} . The approach described above for {1, . . . , K} carries over directly to index sets {j, . . . , K} and so the p-values needed for the determination of the adjusted p-values in (2) can be obtained by
where F {i,...,K} is F Ind {i,...,K} if the p-values are independent or could be chosen conservatively as F Bonf {i,...,K} in the general dependency case. In the examples considered in section 4, the differences between the discrete Bonferroni Min P method (d-Bonf) and the discrete independence Min P method (dInd) are mostly minimal. Therefore we concentrate in the sequel on (d-Bonf) and the corresponding step-down method (sd-d-Bonf). For dealing with specific forms of dependencies, power can be gained by using the simulation approaches mentioned above. Example. To compare the Min P approach with the continuous Bonferroni resp. independence corrections we consider K = 11 hypotheses given by H j 0 : O j ∼ Bin(n j , p j ) with (n 1 , . . . , n 11 ) = (31, 17, 7, 8, 7, 6, 7, 2, 5, 8, 2) , where the discrete versions were obtained by the method described above and for the uniform (continous) case we have
[ Fig. 1 about here] This figure shows that the difference between the continuous and the discrete approach is considerable, whereas in either case there seems to be no relevant difference between the independence or the slightly more conservative Bonferroni correction. For the significance level α = 0. Westfall and Wolfinger (1997) , the benefit of the Min P approach generally 'depends on the specific characteristics of the discrete distributions. Larger gains are possible when K is large, and where many variables are sparse'.
3.3. False discovery rate. Instead of controlling the FWER, the algorithm of Benjamini and Hochberg (1995) and related methods seek control of the 'false discovery rate' (FDR), where a false discovery occurs whenever a null hypothesis is erroneously rejected. Let m 0 denote the (unknown) number of true hypotheses, V the number of true hypotheses that are erroneously rejected by some given MTP, let R be the total number of rejected hypotheses and let FDP := V / max(R, 1) be the false discovery proportion. Then the FDR is defined as FDR = E(FDP). When all null hypotheses are true, then FDR = FWER and when m 0 ≤ K, then FDR ≤ FWER, see Benjamini and Hochberg (1995) . Hence, any procedure that controls FWER also controls FDR, but if only control of FDR is desired, these methods are potentially much more powerful than the methods described in the preceding sections, especially when the number of tests is large. In the context of PD validation they could serve as explorative tools as mentioned in the introduction.
The Benjamini-Hochberg (BH) procedure consists of rejecting
where k is determined by
If no such i exists, no hypothesis is rejected. (FDR-) adjusted p-values are defined in step-down fashion (Reiner et al., 2003) :
The (BH) procedure then consists of rejecting all hypotheses with pv j ≤ α.
If the underlying rv's P V 1 , . . . , P V K are independent then it can be shown that FDR ≤ m 0 · α/K holds true, with equality holding if the test statistics are continuous (Benjamini and Yekutieli, 2001 , Theorem 5.1), and since m 0 ≤ K, the FDR is controlled at level α. For discrete data, specific modifications of the (BH) procedure have been proposed by Pounds and Cheng (2006) resp. Gilbert (2005) in the context of analysing gene expression resp. genetics data. The method of Pounds and Chen is derived under the assumption that the proportion m 0 /K of true hypotheses to the total number of hypotheses is sufficiently small, i.e. it is assumed that P ((P V 1 + · · · + P V K )/K > 1/2) ≈ 0. Since the number K is a relatively small number in our applications, this appears to be an inappropriate restriction. Gilbert's modification of (BH) uses Tarone's method which lacks α-consistency, as noted in the beginning of this section. For these reasons we have refrained from evaluating these methods in sections 4 and 5 and use only the standard (BH) procedure, which is based on continuous test statistics. Note that, similarly to the continuous Bonferroni methods, this procedure may therefore be conservative if the p-values are distributed discretely and therefore it is possible that Min P methods can be more powerful than (continuous) FDR methods.
The power of the (BH) procedure can be increased by suitably estimating m 0 and then incorporating this estimate by applying (BH) to α := α·K/ m 0 instead of α, if m 0 > 0. This results in the adaptive BH algorithm, which we denote hereafter by (a-BH). The particular estimator m 0 used by Benjamini and Hochberg (2000) is motivated by a graphical approach originally proposed by Schweder and Spøtvoll. Further adaptive FDR procedures which may yield more power are described in Benjamini et al. (2006) but are not investigated here.
Although in this paper we are only concerned with independent p-values, we note that there are some results resp. modifications available for dealing with dependent p-values. Benjamini and Yekutieli (2001) show that under the most general dependency structure the (BH) procedure still controls the FDR at level α · (1 + 1/2 + 1/3 + · · · + 1/K). In Yekutieli and Benjamini (1999) they also investigate a bootstrap approach that implicitly accounts for the true dependency.
3.4. Comments. The MTP approach allows a separation of the validation process into two steps:
(1) In the first step, tests for the individual calibration hypotheses are carried out. This is a step which has to be performed in any case due to regulatory requirements. The results of these tests can be presented in terms of p-values. As noted in Westfall and Wolfinger (1997) , using p-values instead of the original test statistics may be more appropriate when tests are discrete, since p-values are on the same scale, whereas test statistics, which are often based on counts, are generally not. The only general requirement at this stage is that the employed tests should be as powerful as possible, subject to the control of the type I error. But apart from this, the MTP approach allows liberty in the choice of which specific test is used. For instance, it would also be possible to accomodate traffic light approaches, as long as the results can be expressed in terms of p-values.
(2) In the second step, the marginal p-values are combined by some appropriate MTP like (Bonf), (d-Bonf) or (BH), yielding multiplicity adjusted p-values resp. rejected calibration hypotheses. An additional advantage of basing the validation approach on p-values, is that this provides a flexible and natural way of dealing with heterogeneous tests over different classes. In particular, it answers the question of Huschens mentioned in the introduction: If data is sparse in some classes and rich in some others it is possible to use e.g. asymptotic tests for the data rich classes while using exact tests for the others.
In this paper we control multiple type I errors by two classical error rates, namely FWER and FDR. However, it should be be pointed out, that other error rates could be used as well. In particular, some authors (e.g. Romano et al. (2008) ) have proposed to control the FDP not in the mean, as the FDR approach does, but instead by requiring that P (FDP > γ) ≤ α where γ ∈ [0, 1) is a user-specified threshhold.
Simulation study
In this section we introduce a simple prototype credit portfolio and two types of misclassification matrices that will describe incorrect PD calibration. With these components we will assess the performance of MTPs for identifying conspicuous rating classes and for rejecting the global hypothesis. As performance measures we use the expected number of rejected calibration hypotheses and the probability of rejecting at least one calibration hypothesis (thereby rejecting the global calibration hypothesis).
For a compact description of the results, we group the MTPs from section 3 in the following way:
• group A consists of the Bonferroni-based procedures (Bonf), (Hol) and (Hom), • group B consists of the FDR procedure (BH) and its adaptive modification (a-BH), and • group C consists of the Min P methods (d-Bonf) and (sd-d-Bonf) (and in some instances also (d-Ind)). All calculations in this paper were done using the statistical software package R (R Development Core Team, 2009). For all grade-wise tests the exact binomial test implemented in the R-function binom.test was used. The (Bonf), (Hol), (Hom) and (BH) adjusted p-values were calculated using the R-function p.adjust. For (a-BH) the R-package fdrtool was used for estimating m 0 . The code for (d-Bonf), (d-Ind) and (sd-d-bonf) was implemented by the author. 4.1. Example portfolio and misclassification matrices.
4.1.1. Example portfolio. We consider a rating system consisting of K = 14 classes. As described in section 2, we assume that borrowers are assigned to one of these classes by some given model or mechanism. The credit portfolio consists of given true PDs p 1 , . . . , p 14 and some probability distribution q 1 , . . . , q 14 of borrowers to rating classes (see table 3 ). These components make up an artificial example but nevertheless contain some typical features. The number K = 14 of classes may seem large, but even K = 25 classes are not uncommon. The S&P rating system considered in the empirical study in section 5, for instance, uses 17 rating classes. Another typical feature is the sparsity of data: Most of the default probabilities are rather small and the numbers of borrowers may also be small in several classes. Specifically, it is to be expected that there may be numerous classes where the distribution of test statistics is quite discrete and asymptotic methods may not be valid.
In the simulation experiments we will consider 10 portfolio sizes of N P F = 100, . . . , 1000. The portfolios are class-wise increasing in the sense that if n j (N P F ) denotes the number of borrowers in the portfolio with true pd p j we have n j (100) ≤ n j (200) ≤ · · · ≤ n j (1000) for j = 1, . . . , 14 and the relative frequencies of borrowers within the rating classes is roughly equal to q 1 , . . . , q 14 . For each N P F we only draw one realisation of the portfolio, i.e. we ignore the sampling variability that arises from drawing finite sample sizes of borrowers from the distribution. 4.1.2. Two types of misclassification schemes. We introduce two simple types of models for the misclassification matrix N from section 2. Upgrade-downgrade model . The upgrade-downgrade model N 1 = N 1 (s) is parametrized by a shift parameter s ∈ {−K, −K + 1, . . . , K − 1, K}. Each borrower is upgraded by s, i.e. if g is the true rating grade of a borrower he/she will be classified to group
resp. for the estimated PD's it holds
This model respresents a systematic, monotone error in the rating system, resp. PD estimation (see Rauhmeier, 2006) . If s > 0 each borrower is rated too optimistically (low rating classes corresponding to low default probabilities) resp. for s < 0 too pessimistically. For s = 0 the ideal classification resp. estimation is obtained. 
In this case the 5, 14 and 22 borrowers from rating classes 2, 3 and 4 are upgraded to rating class 1, 46 borrowers from grade 5 are assigned to class 2 etc. Even though s is a metric variable, it may be more appropriate to interpret its influence on N 1 in an ordinal way, i.e. N 1 (2) is more optimistic than N 1 (1) but not twice as optimistic. Dispersion model . The other scenario we consider is the model N 2 = N 2 (h) with dispersion parameter h ≥ 0 where
where [·] denotes rounding and the wheights are defined by
where ϕ denotes the density function of N(0, 1). This means that the matrix W h converges for h → 0 against the identity matrix, the respective N 2 representing the ideal classifier, and in the worst case, for h → ∞, the number of true borrowers per rating class is dispersed roughly uniformly over all rating classes. Due to rounding differences, the total number of borrowers may change (moderately) for different values of h. This model represents a random error in the sense that as h increases, the classification becomes increasingly imprecise. As in the case of N 1 , this model is only intended as a simple way of obtaining a certain kind of misclassification.
Identification of conspicuous PD estimates.
We now apply the MTPs introduced in section 3 to the problem of identifying conspicuous rating classes, i.e. rejecting single hypotheses H j 0 . In most cases, groups A, B and C show quite distinct behavior. 4.2.1. Numerical example for a single sample of defaults. We begin by describing the way the discretized Min P methods work for a concrete numerical example as given by table 1. Suppose we have N P F = 300 borrowers and the misclassification is given by the matrix N 1 (3) from (4) in the example above. The entries of N 1 (3) together with the mapping of rating classes to default probabilities yield the first three rows of table 1. The 300 borrowers have been classified into 10 out of 14 possible classes. Suppose the observed validation sample is given by row 4 of this Table 1 . Adjusted p-values for a single realization of defaults with N = 300 and upgrade-downgrade alternative with s = 3 (significant findings in boldface) than (Hol) which is more powerful than (Bonf), which is a known general result (see Lehmann and Romano, 2006) . However, even (Hom) does not reject any of the hypotheses. For both methods in B identical results hold, i.e. m 0 was estimated as K. The adjusted p-values are substantially lower than for group A but still fail to achieve significance. Within group C no relevant difference between (d-Bonf) and (d-Ind) is discernible but both procedures are outperformed by the step-down version (sd-d-Bonf). These procedures are able to identify one resp. two invalid PD estimates.
The workings of (d-Bonf) and (sd-d-Bonf) are illustrated in figure 2 for the two smallest p-values pv 8 and pv 2 (represented by ticks on the x-axis).
[ Fig. 2 about here] For (d-Bonf) the distribution function F {1,...,9,11} , represented by the solid line is determined by the method described in section 3.2.3. Obviously, it holds F {1,...,9,11} (pv 8 ) ≤ 0.05 but F {1,...,9,11} (pv 2 ) > 0.05, so this procedure only rejects H 8 0 . The procedure (sd-d-Bonf) starts with F {1,...,9,11} (pv 8 ) as well, thereby rejecting H 8 0 . In the second step, F {1,...,7,9,11} , represented by the dashed line, is determined which now yields a barely significant result for pv 2 . In the successive steps, functions F {1,3,...,7,9,11} , F {1,3,5,...,7,9,11} , . . . are determined, resulting in values pv {1,3,...,7,9,11} , pv {1,3,5,...,7,9,11} , . . . and the adjusted p-values defined by (2) are listed in the last row of table 1.
Simulation results for a single portfolio and misclassification matrix.
To investigate the power of the different MTPs, 10000 observations with the true default probabilities were simulated and for each simulation the testing procedures were evaluated as in table 1. A summary of these results is given in figure 3 .
[ Fig. 3 about here] For the ability to identify validation violations, the findings from table 1 still basically hold true, i.e.:
• the procedures from group A possess the lowest power, • group B outperforms group A • group C outperforms group B except for classes 2 and 3, where (BH) and (a-BH) are better than (d-Bonf) and (d-Ind) • the (sd-d-Bonf) procedure is superior to all other procedures. Note also that the main classes identified as questionable are classes with high ratings, i.e. relatively high default probabilities. For the low rating classes the relatively large sample sizes are not able to compensate for the loss of power resulting from the extremely low default probabilities.
Another measure for comparing the relative power of the procedures is given by the average number of rejections. Table 2 . Average number of rejections for N P F = 300 and upgrade-downgrade alternative with s = 3 4.2.3. Simulation results for average number of rejections. Upgrade-downgrade misclassification. Figure 4 illustrates simulation results corresponding to table 2 for varying portfolio sizes 100, . . . , 1000 and shifts s = −5, . . . , 5.
[ Fig. 4 about here] Again, the results within the groups are in line with previous analyses. For portfolio sizes up to 400, group C outperforms group B, while for larger portfolios the situation is more ambivalent. For positive shifts, i.e. optimistic ratings, the best procedure in C appears to be somewhat superior to the best procedure in B and vice versa for negative shifts.
Dispersed misclassification. For this type of alternative the results are similar to those of the upgrade-downgrade alternative. As illustrated in figure  5 , group A is uniformly outperformed by groups B and C. For portfolio sizes up to 600, group C outperforms group B, while for bigger portfolios the procedures in B are superior to C, especially for large values of the dispersion parameter.
[ Fig. 5 about here] 4.3. Tests for the global calibration hypothesis. Next we investigate the power of some MTPs for the problem of testing the global hypothesis
e. the probability of rejecting at least one hypothesis when at least one of the calibration hypotheses is false. Since we are interested only in the probability of rejecting at least one hypothesis, it suffices to consider only (Bonf) and (Hom) from group A and (d-Bonf) from group C as well as (BH) and (a-BH) from group B. We study the power of these procedures for the upgrade-downgrade and the dispersion setting introduced in section 4.1. Additionally, we compare these results to the power of (HL) for detecting violation of H 0 . For each combination of s and N the corresponding misclassification matrix was generated and N sim = 10000 simulations of default numbers O j for classes with n j = 0 were carried out. This means that the standard error is bounded by 0.5%. Upgrade-downgrade misclassification. Figure 6 depicts the simulated rejection probabilities in the case of alternatives of the upgrade-downgrade type for shifts s = −5, . . . , 5 and for number of borrowers N P F = 100, . . . , 1000.
[ Fig. 6 about here] It shows that in most constellations the procedures from groups A and B perform comparably. Again, (d-Bonf) seems to be the most powerful of the multiple testing procedures investigated here. It always outperforms the procedures from A and B. For negative values of s, all MTPs seem to be superior to (HL), for positive values of s it is vice versa, with (d-Bonf) still performing relatively similar to (HL). Dispersed misclassification. As in the case of upgrade-downgrade misclassification there seems to be little difference in the power of the procedures from group A and B, see figure 7 .
[ Fig. 7 about here] Again, the (d-Bonf) method seems to outperform both other groups. For small sample sizes up to N P F = 300, the (HL) test outperforms all MTPs. For greater sample sizes, all MTPs seem to superior to (HL) for large values of the dispersion parameter.
Empirical study
In this section we apply MTPs to empirical default data, using corporate data and PD estimates presented in Blöchlinger and Leippold (2010) . Table  4 presents PD estimates for S&P rating classes based on the duration and cohort approach. The estimates were obtained using training data from 1981 to 2002 and we follow Blöchinger and Leippold and perform backtesting for the years 2003 to 2008. While they focus on the overall calibration resp. calibration concerning level and shape, our goal is again to identify which of the 17 rating classes are miscalibrated.
Column r in tables 5 and 6 lists which of the MTPs detected miscalibrated PDs. As in the simulation studies of section 4, the procedures from group A are inferior to those from groups B and C. For both types of PD estimates, group B is able to identify some additional conspicuous PD estimates as compared to group C. Note also, that there are several classes, where (a-BH) performs strictly better than (BH). Hence group B outperforms group C for these validation samples. The MTP analysis could seem to suggest that except for the year 2008, miscalibration is mainly a feature of the rating classes with high PD. This conclusion may again be questionable in view of the low power for the high rating classes (see also the analysis in 4.2.2).
[ Table 5 about here]
[ Table 6 about here]
If the same procedures are used to test the overall calibration hypothesis, then the findings are for the major part similar to the results described for the independence case by Blöchlinger and Leippold (2010) The BL-test has the advantage that if the assumed two component model holds true, it may be possible to identify the component(s) that lead to rejection of the calibration hypothesis. Note however that this need not always be the case as the data for the cohort PD estimates in 2003 illustrates. Here both the level and shape components are insignificant (both p-values equal 0.2061) while the global test is significant (p-value 0.0243). Approaches based on MTPs on the other hand are more non parametric in nature, i.e. no parametric model in the sense of the two component model of Blöchlinger and Leippold (2010) is assumed. Since MTPs provide a per-class assessment, this means that they may give more detailed information than the BL-test. The BL-test on the other hand has the appeal of providing results that can be interpreted in terms of level and shape within the assumed model.
Extension to dependent defaults
In this section we sketch, how the Min P methods used in this paper for independent defaults can be extended to dependent defaults. A more detailed description and analysis will be the subject of future work.
In the one-factor model, which is also used in the IRB-approach of Basel II, the credit worthiness of each borrower i is modeled as
with 0 < ρ < 1 where Z, U 1 , . . . , U N ∼ N(0, 1) iid (see e.g. Tasche, 2005) . The risk factor Z denotes the systematic risk component which is common to all borrowers and U i is the idiosyncratic risk that is specific to borrower i. The 'asset correlation' ρ describes the dependency of individual defaults on the systematic risk component. Accordingly, default indicators X ij for borrower i in rating class j can be defined by
where Φ −1 is the quantile function of N(0, 1). Note that the X ij ∼ Bin(1, p j ) but they are no longer independent. Assume that the test statistics T j resp.
p-values P V j per class are measurable functions of S j = (X 1j , . . . , X b n j j ). Then the Min P approach can be implemented as follows:
(1) Obtain the p-value functions P V j = P V (s j ) = P V j (x 1j , . . . , x b n j j ).
(2) Obtain the distribution function of the P V j 's. (3) Obtain the distribution function F {1,...,K} of min(P V 1 , . . . , P V K ). (4) For a given sample of defaults (s 1 , . . . , s K ) calculate marginal pvalues
and continue in the spirit of section 3.2.
In steps 1 through 3 it may not be feasible to obtain exact quantities. In these cases, simulation may have to be used to obtain sufficiently accurate estimates.
Since by assumption, P V j is a function of S j = (X 1j , . . . , X b n j j ) and the distribution of this vector depends only on p j (and the fixed asset correlation), proposition 1 shows that (SPC) is fulfilled and therefore the procedure sketched above also maintains control of the FWER.
Discussion
Adjusting grade-wise calibration tests for the multiplicity effect is important if the risk of falsely dismissing PD forecasts is to be controlled. In this paper we have applied several MTPs that provide finite sample control of FWER and FDR and have investigated their performance in a simulation setting and for empirical data.
For identifying conspicuous PD estimates, the results show that the power of continuous FWER controlling procedures can be substantially improved by Min P methods, which take the discreteness of data into account, the step-down procedure being the most powerful variant. In addition, we have used the (continous) FDR methodology, the adaptive version being the more powerful variant. In the simulation study, the power of these methods was roughly comparable to the Min P methods, while for the empirical data they outperformed the Min P methods. Since the existing modifications for discrete tests appear to be inappropriate in this setting, no attempt was made to adapt the FDR procedures to the discreteness of the data. If adequate modifications are available in the future, their power might be considerably enhanced. In this sense, the presentation given in this paper can be criticized as being somewhat biased against the FDR approach.
We have also seen that MTPs frequently perform well as tests for the global calibration hypothesis. The question whether to use these methods or a global test has been discussed in the statistical literature. Westfall and Wolfinger (1997) sum up the situation as follows:
The global test will have higher power in situations where there is a mild departure from the null for many tests, whereas our [Min P ] methods have high power, when there are marked departures from the null at only a few sites [tests] . Regardless of power comparisons, a major problem with global tests is their failure to isolate specific significances.
Altogether, we conclude that in the framework of independent defaults considered here, both types of MTPs can serve as helpful tools for identifying miscalibrated PD estimates resp. as tests for the global calibration hypothesis. Concerning power, further investigations are needed in order to determine in what situations which method is preferable. Generally, it seems safe to expect that this will depend on the number of rating grades and on the degree of discreteness of the involved distributions. The less discrete they are, the closer the Min P results will be to the continuous FWER procedures, and hence the better the (continuous) FDR procedures will perform. Another point worth considering may be which error rate -FWER, FDR or perhaps some other error rate -is deemed more relevant and practical from the risk manager's subject matter view.
While we have concentrated on the independence case for the sake of illustrating the main ideas as simply as possible, credit default events are usually not independent and procedures that aim to identify miscalibrated PD estimates should take this into account. One possible approach would consist of using the Bonferroni variant of the Min P method resp. the BenjaminiYekutieli variant of the (BH) approach as 'worst case' types of dependency. However, this may be overly conservative. It seems more promising to extend the Min P method as described in section 6 in order to account for specific forms of dependencies. This will be the subject of future work. Table 4 . Estimated probabilities of default (PD in bps, i.e. 1/100%) for the duration and cohort approaches for the S&P data from Blöchlinger and Leippold (2010) Table 5 . Identification of miscalibrated rating classes for the S&P data, using PD estimates from the cohort approach. For each year, column n presents the number of borrowers, column d lists the number of observed defaults, and column r lists which methods produced significant findings after correcting for multiplicity (Bonf (1), Hol (2), Hom (3), BH (4), a-BH (5), d-Bonf (6), d-Ind (7), sd-d-Bonf (8) Table 6 . Identification of miscalibrated rating classes for the S&P data, using PD estimates from the duration approach. For each year, column n presents the number of borrowers, column d lists the number of observed defaults, and column r lists which methods produced significant findings after correcting for multiplicity (Bonf (1), Hol (2), Hom (3), BH (4), a-BH (5), d-Bonf (6), d-Ind (7), sd-d-Bonf (8)
