The finite-element spatial discretization of the linear shallow-water equations on unstructured triangular meshes is examined in the context of a semi-implicit temporal discretization. Triangular finite elements are attractive for ocean modeling because of their flexibility for representing irregular boundaries and for local mesh refinement. The semi-implicit scheme is beneficial because it slows the propagation of the high-frequency small-amplitude surface gravity waves, thereby circumventing a severe time step restriction. High-order computationally expensive finite elements are, however, of little benefit for the discretization of the terms responsible for rapidly propagating gravity waves in a semi-implicit formulation. Low-order velocity/surface-elevation finite-element combinations are therefore examined here. Ideally, the finite-element basis-function pair should adequately represent approximate geostrophic balance, avoid generating spurious computational modes, and give a consistent discretization of the governing equations. Existing finite-element combinations fail to simultaneously satisfy all of these requirements and consequently suffer to a greater or lesser extent from noise problems. An unconventional and largely unknown finite-element pair, based on a modified combination of linear and constant basis functions, is shown to be a good compromise and to give good results for gravity-wave propagation.
Introduction
The present study is a step toward the formulation of an ocean model that combines the finite-element and semi-Lagrangian methods on unstructured meshes. Finite elements are attractive because of the flexibility of triangulation for the representation of irregular boundaries and for local mesh refinement. The semi-Lagrangian scheme discretizes substantive time derivatives along the particle trajectories that arrive at meshpoints at the end of a time step and gives very good phase speeds with little numerical dispersion compared to Eu-lerian schemes. It simultaneously combines the advantages of the regular meshes of Eulerian schemes with the enhanced stability of Lagrangian methods (Staniforth and Côté 1991) and permits the use of a longer time step than that allowed by the Courant-FriedrichsLewy (CFL) stability criterion. The feasibility of applying an accurate semi-Lagrangian advection scheme on unstructured triangular meshes has been demonstrated in Le Roux et al. (1997) . By using a ''kriging'' interpolator, high-order accuracy can be achieved on unstructured meshes for passive advection. The same accuracy should thus be expected for Rossby modes when solving the coupled momentum-continuity equations. To couple semi-Lagrangian advection with a finite-element discretization when solving the fluid dynamic equations, a stable and efficient method is needed to discretize the terms responsible for rapidly propagating gravitational oscillations.
In early finite-difference ocean models, a ''rigid-lid''
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assumption was imposed to eliminate fast surface waves and thereby allow a longer time step. However, Gates (1968) showed numerically that the rigid-lid approximation can change the group velocity of barotropic Rossby waves, through which energy is dispersed. Furthermore, Zeng (1986) observed that it also excludes the available potential energy of surface-elevation perturbations and its conversion to kinetic energy, thereby leading to possible errors in the computation of surface currents, the propagation of long waves, and the variation of gyres. Imposing a rigid lid is therefore not considered desirable.
A less-drastic alternative to the elimination of smallamplitude but rapidly propagating surface gravity waves is the use of a semi-implicit discretization of the terms responsible for their existence. This dramatically reduces their phase speeds and allows the use of larger time steps, as demonstrated by Robert et al. (1972) in an atmospheric context, while having a negligible impact on the large-and synoptic-scale dynamics. A successful coupling of semi-Lagrangian advection with a semi-implicit treatment of gravitational oscillations was first demonstrated by Robert (1981 Robert ( , 1982 for atmospheric flows on regular meshes. To achieve such a coupling for ocean flows on unstructured meshes, a suitable finite-element pair is needed for velocity and surface elevation (pressure) . The purpose of the present study is to examine this issue.
The choice of a finite-element pair is influenced by the following two observations.
1) The accurate representation of large-and synopticscale dynamics derives mainly from an accurate treatment of advection and less from the accuracy of the spatial discretization of the terms responsible for gravitational oscillations. 2) The fastest-propagating gravity waves are generally of small amplitude and are dramatically retarded by the semi-implicit scheme. A high-order spatial discretization of the terms that govern their propagation is therefore not warranted for many applications as the most rapid gravitational oscillations carry negligible energy.
The discretization strategy described herein is significantly different from that of an Eulerian finite-element approximation of the governing equations, for which high-order element pairs are required to ensure the accuracy of advection. A semi-Lagrangian treatment of advection allows low-order elements to be used for both velocity and surface elevation. Choosing a finite-element pair poses, however, three difficulties. First, it is not clear how to adequately approximate geostrophic balance on unstructured meshes. To date, this problem does not seem to have been thoroughly examined, and it is therefore considered in some detail in section 2. Second, choosing approximation function spaces for velocity and surface elevation is somewhat delicate, since spurious computational modes may result. Third, convergence of the discrete solution as resolution is increased may be problematic. The considerations of sections 2 and 3 lead to the choice of an unconventional low-order finite-element pair. In section 4 the linear inviscid shallow-water equations are discretized using this pair. The results of experiments to validate the semi-implicit/finite-element discretization of the linear shallow-water equations are then presented and discussed in section 5. Conclusions are drawn in section 6.
Representing geostrophic balance
Nine candidate low-order finite-element pairs for representing velocity and surface elevation are described and evaluated in this section. In particular, their ability to approximate geostrophic balance in a noise-free manner is investigated using both structured and unstructured triangular meshes. The meshes employed are shown in Fig. 1 . They correspond to structured meshes with biased right isoceles (mesh 1) and equilateral (mesh 2) triangles, and unstructured meshes with smoothing (mesh 3) and without (mesh 4).
The geostrophic equation represents a balance between the Coriolis and pressure gradient forces. Thus
where the Coriolis parameter f is taken to be constant (evaluated here at 25ЊN), u ϭ (u, ) is the velocity field, g is the gravitational acceleration, and is the surface elevation with respect to the reference level z ϭ 0. The precise value assumed for the Coriolis parameter has little impact on the results. Note that in (1), plays the role that pressure plays in the Navier-Stokes equations. For the tests described here, the surface elevation (or pressure) is a specified Gaussian distribution with an efolding radius that is resolved by about 15 velocity nodes, and u is to be determined from the finite-element discretization of (1). The exact solution for the flow speed (u 2 ϩ 2 ) 1/2 , the principal field on which attention is focused in this section, is shown in Fig. 2a . The numerical solutions displayed herein are all obtained using the visualization environment VU (Ozell et al. 1995) through linear interpolation. Discretizing and solving
instead of (1) would lead to the same results and conclusions since the flow-speed solutions of (1) and (2) are identical apart from the scale factor g/ f.
Conventional finite-element terminology is adopted to describe the nine triangular finite-element pairs of this study. The nomenclature P m -P n means that velocity components and surface elevation are represented as piecewise-defined polynomials of degree m and n, respectively. Enhancements of this basic terminology are introduced as needed.
The weak formulation of (1) requires that 
where the admissible test functions (whose x or y component is formally denoted by ) all belong to the same function space as u, and ⍀ and d⍀ are the model domain and the areal element, respectively. To avoid computing derivatives of , the right-hand side of (3) can be integrated by parts using Green's theorem, thereby permitting a piecewise-constant representation of . The Galerkin finite-element method then approximates the solution of (3) in a finite-dimensional subspace by representing and the two components of u as a sum of appropriate basis functions and . Thus:
j j j where i and j are (for a P m -P n element pair) the associated piecewise-defined polynomials of degree m and n, respectively, evaluated at nodes i and j of a triangular mesh, and the sum is over all nodes. Note that there are two different sets of nodes, those for velocity and those for surface elevation and, depending upon the choice of element pair, these two sets are often not coincident.
a. The -P 0 , P 1 iso P 2 -P 0 , and P 2 -P 0 NC P 1 element pairs Three finite-element velocity/surface-elevation pairs (Fig. 3) , denoted by -P 0 , P 1 iso P 2 -P 0 , and P 2 -P 0 , are NC P 1 first examined. Common to all three is a piecewise-constant discontinuous representation of surface elevation, and they only differ from one another in their representation of velocity. This representation of surface elevation is made possible by the integration by parts (see above) when evaluating the finite-element integral associated with ١, and it is the simplest possible. The compact support at selected nodes is shaded in the first row of Fig. 3 , which have been chosen to illustrate poor or pathological behavior there. The symbols ''ⅷ'' and ''⅜'' indicate nodes for velocity and surface-elevation, respectively. Discrete geostrophic equations obtained on the structured mesh 1 of Fig. 1a at these selected nodes are displayed in the second row of Fig. 3 . The isolines of the flow-speed field (u 2 ϩ 2 ) 1/2 on the specified 5 ϫ 5 window of mesh 1 are shown in the third row of Fig. 3 . The exact result of Fig.  2b should be closely reproduced. Each of the three element pairs is now discussed in turn.
The -P 0 pair (Crouzeix and Raviart 1973) has ve-NC P 1 locity nodes at triangle midpoints (Fig. 3a, top panel) , and linear basis functions are used to approximate the two velocity components on the element's two-triangle support. Since this particular representation of velocity is only continuous across triangle boundaries at midpoint nodes, and discontinuous everywhere else around a triangle boundary, this element is termed nonconforming (NC) in the finiteelement literature and denoted by -P 0 . Due to the or-NC P 1 thogonality property of the velocity basis functions (Thomasset 1981) , the mass matrix appearing in the left-hand side of (3) after discretization is diagonal, a desirable property that enhances computational efficiency. For this element pair, solving (3) for the velocity leads to 1 ϭ u 2 ϭ 0 at nodes 1 and 2, and explains the checkerboard pattern of the flow-speed field shown in Fig. 3a (bottom panel) .
Similar results (Fig. 3b) are obtained for the P 1 iso P 2 -P 0 element pair. Here the velocity basis function is piecewise linear on a refined triangulation obtained by dividing each triangle into four subtriangles using the midpoints of triangle sides. There are thus six velocity nodes over each unrefined triangle, the same as for a quadratic approximation of velocity, termed ''P 2 .'' The designation ''P 1 '' in ''P 1 iso P 2 '' denotes linear velocity elements on subtriangles, whereas ''iso P 2 '' indicates that the nodal placement is that associated with quadratic elements on unrefined triangles. Analogous to the -P 0 pair, u behaves NC P 1 anomalously at nodes 2 and 5, leading to the checkerboard pattern of Fig. 3b (bottom panel).
The P 2 -P 0 combination (Fig. 3c , top panel) has quadratic velocity basis functions. This element pair also gives poor results for the flow-speed field (Fig. 3c, bottom panel) .
It is concluded that the very poor results displayed in the bottom panels of Fig. 3 for geostrophic balance using the three candidate element pairs, -P 0 , P 1 iso NC P 1 P 2 -P 0 , and P 2 -P 0 , are sufficient to exclude them from further consideration.
b. The -P 1 , P 1 iso P 2 -P 1 , and P 2 -P 1
NC

P 1 element pairs
Results for three more candidate low-order finite-element combinations are displayed in Fig. 4 . These are the element pairs:
-P 1 (Hua and Thomasset 1984) , NC P 1 P 1 iso P 2 -P 1 (Bercovier and Pironneau 1979) , and P 2 -P 1 (Hood and Taylor 1974) . They only differ from the -P 0 , P 1 iso P 2 -P 0 , and P 2 -P 0 elements discussed NC P 1 above inasmuch as their basis functions for surface elevation are now piecewise linear instead of piecewise constant. The isolines of the flow-speed field shown on rows 2, 3, and 4 of Fig. 4 correspond to those obtained using meshes 2, 3, and 4 of Fig. 1 , respectively. The solutions are free of strong checkerboard patterns but nevertheless still exhibit noise, which becomes progressively stronger as the mesh is distorted. To understand its origin, the discrete equations obtained from (3) using the -P 1 element pair are given below NC P 1 at selected nodes on mesh 1, where h is the nodal spacing. Recalling that the mass matrix for the velocity element is diagonal, the first component of the velocity field at nodes 1, 2, and 3, respectively, of Fig. 4a is simply
To obtain response functions, let u ϭ ũe i(kxϩly) and ϭ , where k and l are the wavenumbers in the x i(kxϩly) e and y directions, respectively. Thus, for nodes 1, 2, and 3, respectively, the amplitudes are
[ ]
The responses (i.e., the terms in square brackets) are seen to be different at the three velocity nodes of a given triangle and to be radically so at high wavenumbers. This leads to a spurious decoupled representation of geostrophic balance and explains the presence of noise in the results shown in Fig. 4a . Similar results hold for both the P 1 iso P 2 -P 1 and P 2 -P 1 element pairs of Figs. 4b and 4c. Since the latter pair has been widely used in computational fluid dynamics, the discrete equations for u at nodes 1, 2, 3, and 4, respectively, of Fig. 4c are explicitly given: 
The corresponding respective amplitudes are thus
Again there is a spurious decoupled representation of geostrophic balance that is particularly serious at high wavenumbers, and the solution is noisy. It is concluded that while the three candidate element pairs of the second set represent geostrophic balance much better than do those of the first set examined, there is still room for significant improvement, particularly for unstructured triangulations.
c. The P 1 -P 1 , P 1 -P 0 , and P 1 iso P 2 -P 0-3 element pairs
A further three candidate finite-element combinations are examined in Fig. 5 . The P 1 -P 1 pair ( Fig. 5a ) has linear basis functions for velocity components and for surface elevation. The P 1 -P 0 pair (Fig. 5b ) has linear basis functions for velocity but discontinuous piecewise-constant basis functions for surface elevation. The third element pair ( Fig. 5c ) was proposed in Gunzburger (1989) as being a possible low-order element choice for solving the coupled momentum-continuity equations. It was not given a name and no results have thus far been published to our knowledge. This element pair has linear velocity basis functions on the refined triangulation obtained by dividing each triangle into four subtriangles in the same manner as for the P 1 iso P 2 -P 1 element pair. Note that such a refined triangulation preserves the angles of the original mesh, whereas other macroelement techniques (Brezzi and Fortin 1991) can significantly modify them and affect the smoothness of the mesh. On each triangle there are now three degrees of freedom for surface elevation, as shown in Fig. 5c . These correspond to three constant and piecewise-discontinuous basis functions. By analogy with the combinations previously examined, this element pair is denoted herein by P 1 iso P 2 -P 0-3 , where the suffix ''3'' denotes three surface-elevation nodes per unrefined triangle. Further details concerning this element pair are given in section 4.
The results displayed in Fig. 5 for these three can- didate element pairs are much better for the geostrophic problem examined here and less sensitive to mesh distortion than those shown in Figs. 3 and 4. In particular, the solutions obtained on mesh 2, made up of equilateral triangles, are almost noise free. This is consistent with Foreman's (1984) finding in the context of the linearized shallow-water equations that equilateral triangulation generally leads to a better representation of isotropy than does nonuniform triangulation. For each of the element pairs of Fig. 5 , it has been verified that the u and components of velocity are individually as smooth as the flow speed. Note that, to be comparable, the results displayed in Figs. 5a and 5b for the P 1 -P 1 and P 1 -P 0 element pairs were obtained on a refined mesh having the same number of degrees of freedom for velocity nodes as for the P 1 iso P 2 -P 0-3 element pair.
d. Comparison of the P 1 iso P 2 -P 0-3 and P 1 iso P 2 -P 1 element pairs To highlight the good results obtained with the P 1 iso P 2 -P 0-3 element pair in Fig. 5c , a comparison is made with the P 1 iso P 2 -P 1 element pair in terms of their respective response functions. This latter element pair is chosen because it has the same velocity basis functions as the P 1 iso P 2 -P 0-3 pair but nevertheless leads to a significantly degraded result (Fig. 4b) . The responses obtained at nodes 1, 2, 3, and 4 in Figs. 4b and 5c are explicitly given in appendix A for both of these element pairs. For both pairs, the response function differences corresponding to the first component of (3), for nodes 1 and 2, 1 and 3, and 1 and 4 of Figs. 4b and 5c are shown in Fig. 6 . The response functions should ideally be of the same form at all nodes and so the response-function differences shown in Fig. 6 should ideally be uniformly 0. This result is much more closely achieved for the P 1 iso P 2 -P 0-3 pair than for the P 1 iso P 2 -P 1 one and thus explains the significant difference in noise level of the results shown in Figs. 4b and 5c.
e. Discussion
The preceding results are nonetheless somewhat surprising since only the candidate element pairs of Fig. 5 FIG. 4. Each column refers to a finite-element type. The compact support of node 1 is shaded in the first row. The symbols ''ⅷ'' and ''⅜'' indicate velocity and surface-elevation nodes, respectively. In rows 2 to 4, the isolines of the simulated geostrophic flow speed field are shown in meshes 2, 3, and 4, respectively.
give acceptable solutions. The reason for the noisy behavior of the others is linked with the ratio N(u)/N() of the number of degrees of freedom between a velocity component and surface elevation, with ratios larger than unity leading to noise when geostrophically determining velocity from surface elevation. This ratio (see Table 1 ) varies from 3/2 to 4 for the elements depicted in Figs. 3 and 4, whereas it varies from 1/2 to 1 for those of Fig. 5 . Nevertheless, most of the elements displayed in Figs. 3 and 4 have been successfully used in the past to solve the viscous Stokes and Navier-Stokes equations. The difficulty highlighted here of representing geostrophic equilibrium has probably been masked in the context of viscous flows by the smoothing effect of viscosity or by the neglect of Coriolis terms. For ocean modeling, where geostrophic balance is of central importance, at this stage of the argument it can be concluded that the low-order element pairs of Fig. 5 are the best candidates for solving the coupled momentumcontinuity equations. Fig. 4 but for the elements P 1 -P 1 , P 1 -P 0 , and P 1 iso P 2 -P 0-3 .
Coupling the momentum and continuity equations
Apart from the difficulty of well approximating geostrophic balance as discussed above, the coupling of the momentum and continuity equations can also lead to spurious noise (Williams 1981) . This problem is encountered in both finite-difference and finite-element formulations. Its severity depends upon the placement of velocity and surface-elevation (or pressure) variables on a mesh, and upon the choice of appropriate basis functions for finite-element discretizations. The appropriate placement of variables for geostrophic adjustment has been shown by Batteen and Han (1981) to be dependent on the ratio of the horizontal grid size to the Rossby radius of deformation for gridpoint models. A similar analysis for discretizations with triangular finite elements is more difficult than for finite-difference or rectangular finite-element discretizations.
Various noise-suppression techniques have been introduced, such as numerical smoothing (Brebbia and Partridge 1976a) and enhanced bottom friction (Brebbia and Partridge 1976b) . It is, however, difficult to devise a filter or a form of dissipation that removes significant small-scale noise while leaving the remainder of the spectrum intact. Viscous damping should ideally be used in a physically realistic way, such as for subgrid-scale FIG. 6 . Response function differences corresponding to the first component of (3), for the element pairs (a) P 1 iso P 2 -P 1 and (b) P 1 iso P 2 -P 0-3 , where x and y denote kh/2 and lh/2, respectively. Differences given are those for nodes 1 and 2 (top panels), 1 and 3 (middle panels), and 1 and 4 (bottom panels); node labeling convention as in Figs. 4b and 5c. 
Yes Yes Yes
No Yes Yes
No No Yes dissipation, and not as a mechanism to suppress numerically induced problems. A better approach is to search for the cause of the problem and to find finitedifference and finite-element methods and variable placements that work well. This approach has resulted in several strategies using the following methods.
1) Mixed-order interpolation (Walters and Cheng 1980; Williams and Zienkiewicz 1981; Walters 1983) , which is often employed in finite-element discretizations of the Navier-Stokes equations. 2) Equal-order elements with variables carried at sets of points staggered in space (Cullen 1976; Williams 1981; Hua and Thomasset 1984) , analogous to staggered finite differences (Winninghoff 1968; Arakawa and Lamb 1977) .
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3) Vorticity and divergence instead of velocity in the momentum equations (Staniforth and Mitchell 1977; Cullen and Hall 1979) . 4) A wave-equation formulation (Lynch and Gray 1979) .
The third approach leads to an elliptic equation for the streamfunction to obtain the rotational part of the velocity field (Temperton and Staniforth 1987) . If highorder accuracy is achieved with a semi-Lagrangian treatment of the advection terms, then this accuracy also needs to be maintained when solving the elliptic equation in order to well represent the slow Rossby component of the flow. However, this is difficult and computationally expensive for unstructured meshes, and so this alternative is not pursued here. The fourth strategy is appropriate for an Eulerian time-stepping scheme, but is not well suited for a semi-Lagrangian formulation, and it is not pursued here.
A number of arguments have been given to explain the origin and nature of the spurious noise that appears in discretizations of the shallow-water and NavierStokes equations. Criteria have also been suggested for selecting finite differences and finite elements, and for the placement of variables on meshes. Much of this discussion in the finite-element literature focuses attention on analyzing the discretization of the incompressible Navier-Stokes equations in terms of consistency theory for mixed variational problems (Brezzi 1974; Temam 1977; Bercovier and Pirroneau 1979; Girault and Raviart 1986; Brezzi and Fortin 1991) . The key stability criterion for typical incompressible formulations is the so-called inf-sup (LBB) condition. It arises from the independent work of Ladyzhenskaya (1969) , Babuska (1971) , and Brezzi (1974) (LBB). The essence of the LBB condition is to ensure that the numerical solution is bounded independently of the discretization (resolution) parameter. In particular, when spurious pressure modes exist, the constant of the LBB condition becomes 0 and, because it appears in the denominator of error bounds, the discrete solution may fail to converge.
Solutions obtained for compressible flow using finiteelement pairs that do not satisfy the LBB condition of consistency theory for incompressible flow have generally been found to also suffer from noise that has a similar checkerboard signature. Fortin et al. (1993) speculate that noise problems may have the same origin for both compressible and incompressible flow. In the absence of much in the way of theoretical results for compressible flows, the general conclusion that can be drawn from the finite-element literature is that one should employ a finite-element pair that is suitable for the incompressible case, that is, that satisfies the LBB condition, and, if needed, adopt some kind of stabilization (smoothing) technique (Fortin and Pierre 1992; Fortin et al. 1993; Kellogg and Liu 1996) . It seems reasonable to ask that a good element pair for compressible flow should also perform acceptably well for the special case of incompressible flow.
An important result obtained by Sani et al. (1981) in the context of the incompressible Navier-Stokes equations, has been generalized by Walters and Carey (1983) to include the shallow-water equations. It is that spurious stationary solutions may exist and that their existence and behavior depend upon the details of the particular discretization employed. The spurious solutions are small-scale artifacts introduced by the spatial discretization scheme that do not propagate but are trapped within the model grid. This phenomenon can occur in both finite-element and finite-difference formulations. If the spurious solutions are left undamped, they can cause aliasing (Arakawa 1966) and an accumulation of energy in the smallest resolvable (2⌬x) scale, leading to noisy solutions.
Discretizations of the inviscid linear shallow-water equations are analyzed in Walters and Carey (1983) by deriving and examining their numerical dispersion relations. Periodic solutions of the form u ϭ ũ e it and ϭ are sought, where ũ and are amplitudes, and it e is the angular frequency. The amplitudes of the periodic solutions then satisfy the eigenvalue problem:
where A and C are the mass matrices associated with the velocity and surface elevation, respectively; B and D denote the gradient and divergence operators, respectively; and the mean depth H is assumed constant. In their analysis, Walters and Carey (1983) showed that the spurious modes are associated with zero frequency. Setting ϭ 0, (20) and (21) reduce to
They noted that for the linear shallow-water equations, spurious modes in surface elevation can exist that have no effect on velocity, and vice versa. Attention was focused almost exclusively on the spurious surface-elevation modes of zero velocity, since these were argued to be the most troublesome. For this family of spurious modes ũ ϭ 0, [from Eq. (22)] is in the null space of the discrete gradient operator B, and solution uniqueness is lost since any multiple of a spurious mode can be added to any solution of the discrete equations and still satisfy them. It was also noted that this family of spurious modes is common to discretizations of both the shallow-water and the (compressible or incompressible) Navier-Stokes equations. This is because both sets of equations reduce to (22) when the flow is stationary ( ϭ 0) and at rest (ũ ϭ 0). The existence of spurious modes is a manifestation of loss of convergence. For solution uniqueness, the null space of the discrete gradient operator must only contain constant surface-elevation functions, reflecting the fact that surface eleva-tion is only determined to within an arbitrary additive constant by fixing the surface-elevation reference level. The second set of possible modes are those for which ϭ 0 and, from (23), ũ is then in the null space of the discrete divergence operator D. Having noted their possible existence, little further is said in Walters and Carey (1983) about them. The existence of null spaces for u and is implicitly linked to an imbalance in the number of degrees of freedom between and each of the two components of u.
In section 2 it has been shown that when geostrophically determining a velocity component from surface elevation, element pairs having more degrees of freedom for a velocity component than for surface elevation perform poorly. It is to be expected that a similar situation arises in the opposite sense when computing a scalar field from velocity, for example, divergence in the continuity equation. Ideally the number of degrees of freedom for each of the two velocity components and surface elevation should be comparable to avoid generating spurious null-space solutions. The remaining candidate element pairs for which acceptable results were obtained for geostrophic balance, namely, those shown in Fig. 5 , are now examined. They all have a ratio N(u)/N() less than or equal to unity (Table 1) .
Due to its simplicity, the P 1 -P 0 pair was one of the earliest elements examined for Stokes flow. However, it has spurious null-space surface-elevation solutions and consequently does not satisfy the LBB condition. It is straightforward to find nonconstant functions that lie in the null space of the discrete gradient operator B. They satisfy (22), and so
where ⍀ 0 is the support of a basis function 1 corresponding to an arbitrary internal node, denoted by 1 in Fig. 5b (⍀ 0 is the shaded area). Note that the gradient term has been integrated by parts since is a discontinuous function for the P 1 -P 0 element pair. Since each component of 1 is a linear polynomial, the expansion of in terms of constant polynomials in (24) gives the 2 ϫ 6 linear system:
where the triangles K i (i ϭ 1, 6) are displayed in Fig.  5b . The general solution of (25) and (26) , a checkerboard surface elevation in the null space of the discrete gradient operator can be obtained. Despite the good results obtained with the P 1 -P 0 pair in section 2, the existence of spurious surfaceelevation modes suggests that it is not a good candidate for solving the coupled shallow-water equations.
Serious noise problems occur when using the P 1 -P 1 element pair to solve the shallow-water equations (Kelley and Williams 1976; Gray and Lynch 1979; Gray 1980) . By analyzing the discrete equations in one dimension Schoenstadt (1980) showed that placing all the variables at the same set of finite-element nodal locations leads to numerical noise in a similar manner as for finite differences. Furthermore, the group velocity has the wrong sign at high wavenumber and so smallscale energy is rapidly and spuriously propagated in the wrong direction, thereby corrupting geostrophic adjustment. Similar problems were also observed by Walters and Cheng (1980) when using the P 1 -P 1 pair to solve the shallow-water equations for tidal hydrodynamics. Much of the difficulty with the P 1 -P 1 pair is due to a coincident placement (analogous to an Arakawa A grid) of velocity component and surface-elevation nodes, rather than a staggered one. This results in derivatives being computed over twice the minimum mesh distance and leads to seriously spurious dispersion.
The P 1 -P 1 pair also suffers from spurious surfaceelevation (pressure) modes (Pierre 1988) . For the support ⍀ 0 , shaded in Fig. 5a , of a linear basis function corresponding to node 1, the following 2 ϫ 6 linear system is obtained: for the surface-elevation nodes depicted in Fig. 5a . The general solution of (27) and (28) Again it is concluded that the P 1 -P 1 element does not satisfy the LBB condition, that it has spurious surface-elevation modes, and that it is not a good candidate for solving the coupled shallow-water equations. Note that by exchanging velocity and surface-elevation basis functions for the three element pairs examined in Fig. 4 , three other finite-element combinations are obtained. These are P 1 -, P 1 -P 1 iso P 2 , and NC P 1 P 1 -P 2 . The ratio N(u)/N() for these combinations now varies from 1/4 to 1/3. However, these pairs all have spurious surface-elevation modes. This can be shown using an analysis similar to that done earlier for the P 1 -P 0 and P 1 -P 1 pairs. Walters and Carey (1983) also pointed out that the P 1 -P 2 pair has spurious surface-elevation modes.
Of the three remaining candidate element pairs examined in section 2, namely, the P 1 -P 1 , P 1 -P 0 , and P 1 iso P 2 -P 0-3 pairs that produce almost-noise-free solutions for geostrophic balance, the P 1 iso P 2 -P 0-3 pair has the advantage that it satisfies the LBB condition (Gunzburger 1989 ) and does not suffer from spurious (motionless) surface-elevation modes. Nevertheless it still represents a compromise. It admits, as do the other two remaining element pairs, spurious modes of the second kind identified in Walters and Carey (1983) and VOLUME 
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discussed above, for which u is in the null space of the discrete operator D and the surface elevation is 0. The structure of these modes can be found in a manner similar to that used to determine the spurious surface-elevation/zero-velocity modes. A second advantage of the P 1 iso P 2 -P 0-3 element pair with respect to the P 1 -P 0 one is that it better matches the number of degrees of freedom between surface elevation and velocity (Table  1) . Although the P 1 -P 1 pair has a perfect match, it unfortunately is not considered viable because of its very poor dispersion properties when the shallow-water equations are solved in their primitive form.
It might be argued that the low-order P 1 iso P 2 -P 0-3 element pair might be expected to be somewhat inaccurate, particularly for long-term simulations. This is indeed true for time-marching schemes where advection is treated in an Eulerian manner. For this reason quadratic rather than linear basis functions are generally used for velocity in Eulerian finite-element models. However, in the framework of semi-Lagrangian advection, accuracy derives primarily from the accuracy of the interpolating scheme. Consequently, quadratic basis functions are not needed to approximate the pressure gradient and Coriolis terms, since they are sufficientlywell approximated by linear or constant functions. Note that a semi-implicit treatment of the pressure-gradient term retards rapidly propagating small-scale gravitational oscillations anyway.
So by a process of elimination, the P 1 iso P 2 -P 0-3 element pair has been identified as a promising compromise for approximating the terms responsible for gravitational oscillations in the context of a semi-implicit semi-Lagrangian finite-element ocean model. The discretization of the linear inviscid shallow-water equations using this element pair now follows.
Discretization of the inviscid linear shallow-water equations a. Governing equations
Let ⍀ be the model domain with boundary ⌫. The inviscid linear shallow-water equations in Cartesian coordinates (e.g., LeBlond and Mysak 1978) can be expressed as
t where the Coriolis parameter f and mean depth H are constant, and k is a unit vector in the vertical. For a contained flow, these are solved subject to the no-normal-flow boundary condition
where n is the outward-pointing normal at the boundary.
b. Temporal discretization
An implicit Crank-Nicolson time discretization of (29)-(30) then gives
where [ ] tϪ⌬t denotes evaluation at the previous time step at mesh nodes.
c. Galerkin finite-element spatial discretization
Sobolev function spaces are now defined using standard notation. In particular, H 1 (⍀) is the space of functions in the square-integrable space L 2 (⍀), whose first derivatives also belong to L 2 (⍀). Let u be in a subspace V of H 1 (⍀) ϫ H 1 (⍀) such that u · n ϭ 0 on ⌫ for all u belonging to V, and let be a sufficiently regular scalar function. The weak formulation of the time-discretized governing equations (32)- (33) requires the test functions and to belong to the same function space as u and , respectively, such that
where d⍀ ϭ dx dy is the areal element. The Galerkin finite-element method approximates the solution of (34)- (35) in a finite-dimensional subspace. The discrete approximation represents each variable as a sum of appropriate basis functions over a given triangular element. The P 1 iso P 2 -P 0-3 element employed here has linear and constant basis functions, respectively, for velocity and surface elevation. To avoid computing derivatives, the third term in the left-hand side of (34) and the corresponding one appearing in the righthand side of (34) are integrated by parts using Green's theorem. In this way, only derivatives are required, and no derivatives. The former are well defined since belongs to V. The integration by parts leads to
where d⌫ denotes counterclockwise integration around the boundary ⌫. The second term on the right-hand side FIG. 7 . A triangle K of the triangulation T h is subdivided into four triangles K i of T h/2 . The symbols ''ⅷ'' and ''⅜'' indicate velocity and surface-elevation nodes, respectively. Each triangle K has three constant basis functions, corresponding to K i (i ϭ 1, 2, 3), for surface elevation. The compact support of the basis function 1 corresponding to K 1 is shaded. of (36) vanishes since belongs to V, and so · n ϭ 0. Equation (34) can be rewritten as
͵ tϪ⌬t 2 ⍀ Define a finite-element triangulation T h , of the polygonal domain ⍀, where h is a discretization (resolution) parameter tending to 0. Each triangle K in T h can then be divided into four triangles K i (i ϭ 1, 4) by joining the midpoints of each side, thus defining a refined triangulation, denoted T h/2 and displayed in Fig. 7 for triangle K of the triangulation T h . For a triangle K i (i ϭ 1, 4), belonging to T h/2 , let P 1 (K i ) denote the space of linear polynomials on K i .
The sought discrete solution u h belongs to a finitedimensional subspace V h of V, where V h is defined to be the set of functions u h whose restriction on K i belongs to P 1 (K i ), with u h being continuous at each vertex of each triangle of the triangulation T h/2 . In other words, each of the two components of the discrete velocity vector u h is represented over a triangle K i by a linear interpolating function of the form (x, y) ϭ a ϩ bx ϩ cy. The interpolation functions for the three-node lineartriangular element are explicitly given in appendix B. The vector u h is thus expanded over triangle K i using the linear basis functions s of V h , so that
s s sϭ1 where the sum is over the three vertices of triangle K i . The expansion of u h over the whole domain ⍀ is then obtained by summing (39) over all triangles K i of the triangulation T h/2 .
The discrete solution h is sought in a finite-dimensional subspace Q h of L 2 (⍀) consisting of piecewiseconstant polynomials for the triangulation T h/2 . For each triangle K of T h (one such triangle is shown in Fig. 7) , define three constant basis functions i (i ϭ 1, 2, 3) , corresponding to the three degrees of freedom, such that
where (i ϭ 1, 4) is the characteristic function on K i triangle K i , which is defined to have the value 1 on K i and zero elsewhere. The basis functions i (i ϭ 1, 3) vanish of course outside a given triangle K of the triangulation T h . Note that i (x) ϭ 1 over triangle K.
The surface elevation is expanded over triangle K in terms of the basis functions i :
The expansion of h over the whole domain ⍀ is then obtained by summing (41) over all triangles K i of the triangulation T h/2 . The value of is taken at the bar-K i ycenter of K i and is constant on K i .
d. Solving the discretized equations (35) and (37)
By applying the Galerkin procedure (which orthogonalizes the error to the basis), the problem can be summarized as seeking solutions u h and h in V h and Q h , respectively, such that
for all basis functions p and j , belonging to V h and Q h , respectively, where
The three nodes labeled A, B, and C in the counterclockwise direction are on the boundary of the grid, and K 1 and K 2 are the triangles belonging to the compact support of a velocity basis function at node B. The normal n and tangential t directions are defined at the boundary node B.
Expanding the dependent variables in terms of their basis functions (39) and (41), a linear system for u and is obtained from (42) and (43). Equation (43) may be easily solved since (see below) the mass matrix M implicitly associated with the first term of the left-hand side, is block diagonal. All of the 3 ϫ 3 blocks, associated with triangle K and denoted by , are of identical form:
where ( ) ij ϭ ∫ K i j d⍀ and A K is the area of triangle Fig. 7 , (43) leads, after division by the area A K /4 of triangle K i , to
each triangle K i of T h/2 and is determined entirely from the velocities at its three vertices. Rewriting (47) in matrix-vector form and multiplying through by the inverse of the mass matrix then gives
and the matrix on the right-hand side results from inverting .
M K Equation (48) is used to eliminate h from (42), leading to a linear system for the velocity components only, which significantly enhances computational efficiency. If N is the number of vertex nodes of T h , one needs to solve 8N equations for u and 6N equations for , since there are approximately 2N triangles and 3N midpoint nodes.
At boundary nodes, the no-normal-flow condition (31) has in general to be applied along element boundaries that are not parallel to the Cartesian coordinate axes. For the vertex midpoint nodes of T h/2 , the normal direction along the boundary is defined uniquely, but this is not true in general for the vertex nodes of T h . For incompressible flow, Engelman et al. (1982) suggested the definition of a unique normal direction at boundary nodes by invoking mass conservation arguments. This problem has also been addressed by Gray (1984) for the more complex case of the shallow-water equations. The components of the normal vector n ϭ (n 1 , n 2 ) at a boundary node B of T h , shown in Fig. 8 , are derived using the P 1 iso P 2 -P 0-3 element pair such that
tangent vector is the unit vector AC (Fig. 8) . Since is a function of time, the normal components have to be recomputed at each time step. The x, y momentum equations corresponding to a boundary node in (42) first transformed into tangential and normal momentum equations. The local x, y coordinate system at this node is then rotated to coincide with the tangential and normal directions (Engelman et al. 1982) . Finally the no-normal-flow boundary condition is applied. Equation (42) can be written using matrix notation as follows:
where M u and C are the mass and Coriolis operators, respectively, and B denotes the right-hand side. Further, G is the gradient operator obtained after substitution of from (48) in (42), and it involves the computation of products of ١ · s and ١ · p ; the latter are in turn constant on each subtriangle of T h/2 . The global matrix for obtaining velocity components, denoted by A, is a very large but very sparse matrix having an average of 23 nonzero elements per row. A compressed sparse row storage scheme is used, where only the nonzero entries of the matrix are stored row by row. The matrix A is time dependent, due to the time-varying normal components at the boundary, and an iterative method is appropriate for solving (52): see Dutto (1993) for a survey of such solution methods for linear systems. Since the global matrix A is nonsymmetric due to the Coriolis terms, a generalized minimal residual (GMRES) iterative method has been adopted. It has been found to be computationally efficient for the experiments reported in the next section: residuals are found to decrease by a factor of 10 8 within 15 iterations without preconditioning. The use of a diagonal preconditioner does not significantly improve the convergence rate, which implies that the matrix is already well conditioned. Finally, once the velocity components are obtained from (52), the surface elevation is obtained from (48).
Results
The results of two tests using the proposed P 1 iso P 2 -P 0-3 element pair and a semi-implicit time scheme are now presented. For both tests, the linear inviscid shallow-water equations are solved with a Gaussian distribution of the surface elevation prescribed at initial time. That is,
where r is the distance from the Gaussian's center, and ␣ and ␤ are prescribed. The first test examines the propagation and dispersion of gravity waves in a circular basin, and their reflection at the lateral boundary. To do so, both the Coriolis parameter and the initial velocity are set to 0. In the second test, the nonzero initial anticyclonic velocity field of the exact solution is in geostrophic equilibrium with a prescribed Gaussian distribution of initial surface elevation in a rectangular domain. However, the numerical solution will not be in exact balance (particularly for small scales) due to spatial truncation error, and thus the evolution of an almostbalanced flow in the presence of small-amplitude gravitational oscillations is examined.
a. Gravity wave propagation and dispersion
The circular domain has a radius of R ϭ 1000 km and is discretized using a 10 958-node unstructured triangulation T h/2 . The mesh (before refinement) is shown in Fig. 9 . A flat bottom is assumed and the mean depth is H ϭ 2000 m. The phase speed of the surface gravity waves is thus c ϭ gH ഠ 140 m s Ϫ1 . The Gaussian ͙ distribution parameters that define at initial time are set to ␣ ϭ 100 m and ␤ ϭ 6.4 ϫ 10 Ϫ11 m Ϫ2 ; the initial perturbation amplitude thus represents 5% of the total depth. The e-folding radius of the initial Gaussian is FIG. 10 . Vertical cross sections in the x, z plane of the surface elevation at different stages of gravity wave propagation and dispersion. The initial Gaussian distribution is shown in panel 1. Reflection occurs at the boundary in panel 6, and in panels 11 and 12 the disturbance has returned to its starting point once and twice, respectively. resolved by about six velocity nodes with a node spacing of approximately 20 km for the triangulation T h/2 . The node spacing is defined here to be the distance between a midside node and an adjacent vertex node (see Fig.  7 ). Since the Coriolis terms are set to 0, the initial circular symmetry of the surface elevation should be maintained throughout the integration period.
The exact solution of the problem is obtained from (29)-(31) by exploiting circular symmetry. This leads to a second-order wave equation in polar coordinates for , namely, Table 2. and this justifies slowing them down via a semi-implicit time discretization. Nevertheless, the numerical solution of (29)-(31), at small values of the gravitational Courant number C g ϭ gH⌬t/h, should be expected to reason-͙ ably well approximate the analytical one when using the semi-implicit scheme in conjunction with the loworder P 1 iso P 2 -P 0-3 finite-element pair. By taking a time step of 80 s, such that C g is approximately 0.5, good agreement is obtained between the two solutions as displayed in Table 2 . Time sequences for the surface elevation and flow-speed fields are displayed in Figs. 10 and 11, respectively. The surface elevation is first shown at stage 1, after a single time step. At stage 6 it is being reflected by the basin wall, and by stages 11 and 12 it has returned once and twice, respectively, to its starting point. Comparing panels 1 and 11 of Fig. 10 it is seen that very little dispersion has occurred after a single cycle, but after two cycles (cf. panels 1 and 12) the dispersion effect is quite obvious. The dispersion is due
13. Evolution of an anticyclonic velocity field on the unstructured meshes 3 and 4 of Fig.  1 . The linear inviscid shallow-water equations are solved using the -P 1 and P 1 iso P 2 -P 0-3 NC P 1 finite-element pairs. The isolines of the flow-speed field are shown after 10 and 30 time steps of 30 min.
to the individual Bessel modes of the exact solution propagating with different phase speeds. The corresponding isolines of surface elevation are shown in Fig.  11 at the 12 stages of evolution. The radial symmetry of the exact solution is very well respected in the numerical one. In Fig. 12 , a scatter diagram shows the comparison between the computed (abscissa) and analytical (ordinate) surface elevations, plotted for all nodal values at the time corresponding to stage 8 of Figs. 10 and 11. There is very good agreement between them.
b. Almost-balanced flow
In the second experiment the domain is an idealized 2000 km ϫ 1000 km rectangular ocean basin of constant depth H ϭ 5 m, resulting in a phase speed for gravity waves of approximately 7 m s Ϫ1 . Such a small equivalent depth is unusual for atmospheric studies, but it is pertinent in the oceanic context [e.g., Gill (1982) ] for the adjustment under gravity of a density-stratified fluid. The initial Gaussian surface-elevation distribution is centered on a point 600 km from both the south and west walls and its defining parameters are ␣ ϭ 2.81 m and ␤ ϭ 2.77 ϫ 10 Ϫ11 m Ϫ2 . The ensuing symmetric anticyclonic velocity field in exact geostrophic balance has a maximum surface azimuthal velocity of about 1 m s Ϫ1 . The exact solution for the flow-speed field is displayed in Fig. 2a over the window shown in Fig. 1 and centered on the vortex: the contour interval is approximately 0.05 m s Ϫ1 . The node spacing, as defined above, of the triangulation is approximately 12.5 km, and the e-folding radius of the initial Gaussian is resolved by about 15 velocity nodes. The Coriolis parameter is held constant with its value at 25ЊN, and the time step is 30 minutes. The results are relatively insensitive to the precise choice of these two parameters. The evolution of the flow-speed field is shown in Fig.  13 for the P 1 iso P 2 -P 0-3 and -P 1 element pairs.
NC P 1 Among the element pairs evaluated in section 3 that do not suffer from spurious null-space solutions for surface elevation, the one that best satisfies geostrophic balance after the P 1 iso P 2 -P 0-3 pair is the -P 1 one. It has NC P 1 been used in the past for ocean modeling (Hua and Thomasset 1984) . For these reasons it is chosen for comparison with the P 1 iso P 2 -P 0-3 pair in this experiment. It is seen from Fig. 13 that noise rapidly develops after only a few time steps when using the -P 1 element NC P 1 pair on the unstructured meshes 3 and 4 of Fig. 1 , with the noise being more significant for the more distorted mesh (mesh 4). The results are, however, much better for the P 1 iso P 2 -P 0-3 element pair, and are also much less sensitive to mesh distortion. It thus appears that the favorable results obtained with the P 1 iso P 2 -P 0-3 element pair for geostrophic balance also carry over to the linear inviscid shallow-water equations. For the nonlinear equations, the use of a semi-Lagrangian treatment of advection would introduce an interpolation at each time step and a small amount of numerical diffusion. This could be expected to smooth the noise observed in Fig. 13b .
Conclusions
Most of the known low-order velocity/surface-elevation (pressure) finite-element pairs have serious problems approximating geostrophic balance, an important consideration in the formulation of a numerical ocean model. However, those elements that well approximate geostrophic balance, generally perform poorly in the context of the coupled shallow-water equations. Consequently, the use of an unconventional and largely unknown element combination is proposed, termed P 1 iso P 2 -P 0-3 for semi-implicit semi-Lagrangian discretizations of the inviscid shallow-water equations.
Numerical integrations of the discretized linear shallow-water equations demonstrate that the propagation of gravity waves in a circular basin, and their reflection at its boundary, agree well with the exact solution. The evolution of an anticyclonic velocity field is also examined in an idealized ocean basin, with good results. This study and that of Le Roux et al. (1997) motivate the formulation of an ocean model that combines the finite-element, semi-implicit, and semi-Lagrangian methods on unstructured meshes. The accuracy of a semiimplicit semi-Lagrangian ocean model is expected to derive mainly from its advection component and not from the finite-element discretization of the terms responsible for gravitational oscillations. Hence the low-order P 1 iso P 2 -P 0-3 element pair studied herein should suffice for the purpose. It is concluded that this element pair is a promising choice for the discretization of the inviscid nonlinear shallow-water equations on unstructured meshes in the context of a semi-Lagrangian treatment of advection.
