Multiphase flow simulation serves a vital purpose in applications as diverse as engineering design, natural disaster prediction, and even study of astrophysical phenomena. In these scenarios, it can be very difficult, expensive, or even impossible to fully represent the physical system under consideration. Even still, many such real-world applications can be modeled as a two-phase flow containing both continuous and dispersed phases. Consequentially, the continuous phase is thought of as a fluid and the dispersed phase as particles. The continuous phase is typically treated in the Eulerian frame of reference and represented on a fixed grid, while the dispersed phase is treated in the Lagrangian frame and represented by a sample distribution of Lagrangian particles that approximate a cloud. Coupling between the phases requires interpolation of the continuous phase properties at the locations of the Lagrangian particles. This interpolation step is straightforward and can be performed at higher order accuracy. The reverse process of projecting the Lagrangian particle properties from the sample points to the Eulerian grid is complicated by the time-dependent non-uniform distribution of the Lagrangian particles. In this paper we numerically examine three reconstruction, or projection, methods: (i) direct summation (DS), (ii) least-squares, and (iii) sparse approximation. We choose a continuous representation of the dispersed phase property that is systematically varied from a simple single mode periodic signal to a more complex artificially constructed turbulent signal to see how each method performs in reconstruction. In these experiments, we show that there is a link between the number of dispersed Lagrangian sample points and the number of structured grid points to accurately represent the underlying functional representation to machine accuracy. The least-squares method outperforms the other methods in most cases, while the sparse approximation method is able to capture physically important flow features when undersampled but at an increased cost. Interestingly, the DS method has been used in the past but in comparison to the other two methods it offers only first order convergence. The above three methods were also compared against standard linear and cubic interpolation techniques from non-uniform Lagrangian points to the Eulerian grid. The performance of these standard interpolation methods were only of the order of DS.
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Introduction
In Eulerian-Lagrangian simulation of dispersed multiphase flows, the continuous phase (henceforth called fluid) is treated in the Eulerian frame of reference and the dispersed phase, which can be solid particles, droplets, or bubbles (henceforth called particles) are treated in a Lagrangian frame of reference. The fluid fields (velocity, pressure, temperature, etc) are typically solved on a fixed structured grid, while the Lagrangian particle quantities (position, velocity, temperature, etc) are tracked within the computational domain. The central aspect of the Eulerian-Lagrangian simulation is the coupling between the Eulerian fluid fields and the Lagrangian particle quantities. Accurate estimation of mass, momentum, and energy exchange between the fluid and the particle phases requires (i) the evaluation of the fluid properties at the particle location and (ii) the evaluation of the particle properties at the fluid grid points. The former operation requires interpolation of the fluid fields from the Eulerian grid to the non-uniformly scattered Lagrangian particle positions. While the later operation, often called back-coupling or injection, requires projection of the particle properties from the non-uniformly scattered Lagrangian particle positions to the Eulerian grid points.
One of the simplest interpolation methods is linear interpolation where the fluid properties from the two surrounding grid points are interpolated to the particle location 4 . Higher order interpolations can be systematically developed by including information from additional grid points on either side of the particle location to which the fluid properties are being interpolated. In the case of spectral methods or spectral element methods, all the grid points within the domain, or within an element, contribute to the interpolation process (Canuto et al 1988 , Deville et al 2002 . One can consider interpolation as first reconstructing a functional representation from the grid point values (i.e., piecewise polynomial, Lagrange expansion, or Fourier summation) and then evaluating the functional representation at the particle location. Typically the reconstructed functional representation used in interpolation must be of the same order as that used in solving the fluid flow. If interpolation uses a lower order reconstruction then there will be loss of accuracy, while there is little to be gained by using a higher order reconstruction for interpolation than what is used in fluid flow solution.
The objective of this paper is to obtain a similar higher order method for back-coupling or projection. Here we distinguish two types of informational flow from the non-uniformly scattered Lagrangian particles to the structured grid points. The first type corresponds to intensive properties of particles, such as pressure or temperature. Consider the case of a computation involving non-uniformly scattered Lagrangian particles, where the computed particles form only a statistical sample from a very large cloud of physical particles. We wish to reconstruct a functional representation based on the statistical sample, which can be used in turn to evaluate the intensive property of any other particle within the cloud, especially those that were not part of the statistical sample. The second type of information flow corresponds to extensive properties, such as heat release or fluid drag. In which case any functional representational must obey an additional conservation constraint. For example, the total heat released by a cloud of hot particles must be equal to the total heat received by the surrounding fluid, as demanded by conservation of energy. Any extensive property of the particle can be expressed in terms of the product of an associated intensive property and the number density, where the number density n d in a region Ω is
where W N is the number of particles and W V is the volume of interest. In the case of heat release, the associated intensive property is the temperature difference between the particle and the surrounding local fluid. Thus, here we will only be concerned with the functional representation of an intensive property.
Even when higher order methods are used in the underlying fluid flow solver and also in the interpolation step, for lack of better alternative, the back-coupling step is typically limited to first order accuracy. For example, consider a computational domain with N grid points, each of which having a separate fluid temperature. Let there be M irregularly scattered Lagrangian sample points where particle temperature is specified. From the N grid points one can easily reconstruct a (N − 1)th order polynomial (or Fourier expansion in the case of periodic problem), which can be used to obtain the fluid temperature at the M particle locations. An important assumption of the proposed work must stressed here. Here we will assume the existence of a unique field representation of the particle property. This assumption limits the applicability of the present discussion to sufficiently small particles whose Stokes numbers (ratio of particle to fluid time scale) are smaller than unity (Ferry and Balachandar 2001, Balachandar and Eaton 2010) . For larger particles, crossing trajectories will begin to play a role and a unique particle property, such as velocity or temperature, cannot be defined. In this limit of small Stokes number, the random distribution of Lagrangian particles will be taken to sample the actual cloud of particles. We are concerned with the reverse process of reconstructing the unique particle phase property (as an example we consider the unique temperature distribution of the cloud of particles) from the M random samples. This back coupling has traditionally been carried out at lower order accuracy. Theoretically, from the M Lagrangian temperatures one must be able to reconstruct a (M − 1)th order temperature distribution of the cloud.
Investigation of higher order reconstruction techniques from such randomly scattered data points, and establishing the accuracy and computational complexity of these higher order reconstruction techniques are the objective of the present work. In particular, we are interested in a range of multiphase flows, where the property of the Lagrangian cloud to be reconstructed may either be simple and representable by only one or two modes (section 3), or it can be turbulent and involve a wide range of scales (sections 4 and 4.1). Since we are concerned with higher order reconstruction, we will allow the Eulerian representation of the fluid to be higher order as well. For simplicity, we will consider both the fluid and particle properties to be represented by Fourier expansions.
Although in this work we focus on the application of back-coupling in multiphase flow simulations, this problem of higher order reconstruction from a randomly scattered data has applications in other contexts. For example, in recent years there has been an abundant supply of methods and ideas in the signal processing community to solve similar reconstruction problems given non-uniformly sampled data. If possible, it is ideal to have data given at uniform locations that has been sampled at a frequency above that specified in the NyquistShannon sampling theorem. This is ideal because spectral analysis (i.e., Fourier analysis) can be used as a tool to understand different aspects of a signal, such as phase shifting, amplitudes, or even dominant features of the signal that are of physical significance. This is not always the case though, as in the Eulerian-Lagrangian framework previously described, or in many other real-world applications where signal reconstruction must be based on data that is non-uniform, sparse, or even both 5 . The reason for non-uniformity in the case of turbulent multiphase flow is clear, since the locations of the Lagrangian particles are time varying and cannot be expected to fall on a grid. It is also well known that due to inertial effects these Lagrangian particles can preferentially accumulate in certain regions of the flow while avoiding others. This can create local sparsity in some regions while creating abundance in other regions.
The reason for sparsity and non-uniformity in other applications can be attributed to the difficulty and cost of obtaining a set of measurements. For example, in geophysics, the use of vertical seismic profiling (VSP) involves measurement of surface seismological data through a combination of surface and sub-surface measurements. The sub-surface measurement sensors are distributed at different depths along the profile of a borehole that is drilled into the earth's crust. These depths are not necessarily of equal spacing either. Furthermore, in recent VSP measurement devices, the sensors have a sparse resolution of ∼1 m (Mateeva et al 2014) . One can see (Zwartjes and Gisolf 2007) for application of sparse reconstruction of VSP data. Even in the astrophysics literature, a similar problem of reconstructing inherently unevenly sampled data is showcased in the velocity measurements of the star HD 102195, which has led to the discovery of the exoplanet ET-1 (Ge et al 2006) . In particular, one of the difficulties in analysis of the velocity spectrum is that the measurements were taken unevenly 38 times over the course of 200 d; hence, the data was uneven and sparse. As a final and simplest example, it is noted that in the medical community, heart rate variability is estimated from measurement and analysis of heartbeat data, which is intrinsically non-uniform. For spectral analysis of these signals see (Laguna et al 1998) .
In the fluid mechanics community, there has been a growing interest in spectral analysis. The applications date back many years and are straightforward in the analysis of turbulent flows since turbulence is often described in terms of an energy spectrum. In the case of nonturbulent multiphase flows, even the presence of particles leads to pseudo-turbulence due to the non-uniformity in the distribution of the particles (Tayler et al 2012) . Researchers have leveraged the recent advances in spectral analysis in study of such phenomena, leading to methods such as dynamic mode decomposition (DMD) (Schmid 2010) . However, even DMD requires data to satisfy the Nyquist-Shannon sampling criterion. In sub-Nyquist regime, there has been some work where recent developments from the signal processing community has been used to get around the Nyquist-Shannon sampling criterion. For example, (Tu 5 The term sparse signal will refer to a signal that has a full, continuous representation in one domain that can be compressed to have a compact representation in another domain via some transform. In this paper, the Fourier transform has been used solely for the fact that it is common and well understood; however, this can be extended to other transform types (Chebyshev, Legendre, etc) and should provide similar results (see Rauhut and Ward 2016 as a reference on this). Alternatively, the signal can be sparsely sampled, meaning that there are fewer samples than the band-limit of the underlying signal. (Tu et al 2014) is similar to that of this paper, there are distinct differences in the approaches as well as the intended application. In this work we will investigate the best possible method for reconstruction of intensive properties of a particulate field, which will preserve higher order accuracy in Eulerian-Lagrangian simulation of multiphase flows.
Within the context of experimental fluid mechanics, a notable example of sparsity in reconstruction can be found within particle-image velocimetry (PIV). PIV is a technique that uses tracer particles and imaging techniques to reconstruct the surrounding fluid velocity flow field (Adrian and Westerweel 2011) . When the spacing between particles is not small enough (i.e., there are not enough tracer particles present) there will be inaccuracies for capturing relevant physics using PIV (Adrian and Yao 1987) . For more applications and details regarding general reconstruction problems the reader is referred to (Wendland 2005) . The following section (section 2) details the mathematical preliminaries for the rest of the paper. Numerical experiments and subsequent results are then presented in sections 3-5. Finally, conclusions are drawn in section 6.
Numerical methods and preliminaries
Let us start with a supposition that an intensive property of a particulate cloud can be represented as a continuous signal u(x) (for example, u can be thought of as the velocity of the particle located at x). Further, we will restrict attention to a periodic domain
0, 2 , and the function u(x) to be continuous and continuously differentiable within the domain. The Fourier series of u(x) is defined by
Similarly, the inverse Fourier transform is defined by
The question that we pursue is as follows: if we only know the values of the continuous signal sampled at M randomly distributed locations, how well can we recover (or approximate) the true continuous signal u(x)? Let the signal ( ) u x be band-limited and represented by N Fourier coefficients. These coefficients correspond to the supported wavenumber set k,
For the case when < M N, the signal will be said to be under-sampled. Similarly, when > M N, the signal is over-sampled. First we consider the familiar case of M equi-spaced sample points: 
. With the Fourier coefficients the continuous signal can be evaluated at any x location using the inverse transform given in (2). If Nyquist-Shannon sampling theorem is not satisfied (i.e., for < M N), then the Fourier coefficients evaluated with the above summation suffers from aliasing (i.e, ¹ã a will differ from the true continuous signal u(x) and the difference is the aliasing error, whose magnitude depends on the amplitude of modes that were under-sampled (i.e., depend onã k for
2).
Direct summation (DS)
We will now consider different methods of reconstructing the continuous signal from the sampled values of the function at M random non-equi-spaced points. The simplest approach is to consider (3) and (4) to be applicable even for uneven distribution of x j . However, there are two problems with this approach. The first problem pertains to computational efficiency. The discrete Fourier transform (3) can be efficiently calculated in ( ( )) O M M log operations using fast Fourier transform (FFT) techniques, provided x j is uniformly spaced. The traditional FFT will however not apply when sampled at M random non-equi-spaced points. Recent developments in non-uniform discrete fast Fourier transform techniques have satisfactorily addressed this problem (Dutt and Rokhlin 1993, Greengard and Lee 2004) . The second problem is more troubling and it pertains to accuracy. If (4) is used to reconstruct the function back at the sampling points we obtain
Even when Nyquist-Shannon sampling theorem is satisfied, unlike in the uniformly sampled case, when the M sample points are non-equi-spaced, the interpolated values will not recover the original sampled values, i.e., ¹ u u Ij j . In other words, the linear operations represented by the right-hand sides of (5) and ( 
For further discussion, we will refer to computation of a by (3) as the DS method, or simply 'DS'. Alternatively, one can map the non-equi-spaced points to equi-spaced points and perform fast summation through the FFT. We observe that the performance of this alternative approach to signal reconstruction is about the same as DS on the non-uniform Lagrangian points, so the former definition will be used for the DSmethod. Moreover, after examination of (3) it is readily seen that for » M N the computational cost of this method is ( ) O N 2 in 1D.
Least-squares
Since F 1 is not the inverse of F 2 , an alternative approach is to treat (6) as a least-squares minimization problem. In other words the quest is to find an alternate expression for the matrix operator F 1 so that (6) followed by (7) will accurately and reliably recover the sample data. This problem is stated such that the ℓ 2 error in a is minimized, or more explicitly we satisfy
It is well known that the solution to this minimization problem is given through the pseudo inverse. The pseudo inverse (i.e., the least-squares solution) has been used as early as 1805 (Legendre 1805) and formalized extensively since then. It can be found in most introductory linear algebra books such as (Strang 2009 
and the Hermitian ( ) . H denotes conjugate transpose. For further discussion, the calculation of Fourier coefficients using (9) is called the least-squares method, or simply ℓ 2 minimization.
The advantage of least-squares over the DS method is clear in the limit when NyquistShannon sampling theorem is satisfied. In this limit Fourier coefficients defined according to (9) will be different from those that are obtained using DS given in (6). The Fourier coefficients obtained from least-squares when used in backward transform (7) will result in nearperfect recovery of the original signal at the sample points, while DS will not satisfy this requirement. However, the advantage of the least-squares may be lost when the NyquistShannon sampling theorem is violated. When < M N and the linear system (9) is underdetermined, the problem is ill-posed 6 . The computational cost of the ℓ 2 method is generally dominated by the cost of a singular value decomposition (SVD).
Sparse approximation
There are situations where the continuous signal u(x) is not just band-limited, but is just a single Fourier mode or a superposition of few modes. In other words, the informational content of such a signal is sparse. Consider a situation where the signal = ( ) u x e qx i is made of a single Fourier mode. Despite the limited information content of this signal, for perfect signal recovery the least-squares approach will require the following two conditions: (i) the Nyquist-Shannon sampling theorem be satisfied (i.e.,  q N 2 ) and (ii) the number of random non-uniform sample points be larger than the band-limited space within which the Fourier coefficients are being computed (i.e.,  M N). In this subsection we will consider the theory of CS and sparse approximation that enables exact recovery of sparse signals from few random measurements , Donoho 2006 . A sparse solution (i.e., the one with only a few non-zero values) to an underdetermined linear system of = Ax b is given by
where || || . 0 denotes the ℓ 0 (pseudo)-norm, which is the number of non-zeros in the vector x. It has been shown that solving (11) is NP-hard in general (Natarajan 1995) . However, under certain conditions on A (Donoho 2006) , it is possible to recover the sparse solution by convex 6 When using this method in the underdetermined case, one may consider truncating the wavenumbers so that for M random samples, the highest wavenumber would be M 2. However, naively doing this can lead to large error if any two x j points are sufficiently close to one another. For a more detailed discussion on this, see the test problem detailed in the appendix. where λ is the Lagrange multiplier that controls the level of sparsity in the solution. Equation (13) is referred to as sparse approximation, and has been known as basis pursuit (BP) in the emerging field of CS. If the signal u(x) is sparse, then F 2 is a CS matrix, and this information is leveraged in the formulation to approximate Fourier coefficients a from few random samples in the spatial domain. When the signal is comprised of few active modes, the solution to
is unique and exact (i.e., exact Fourier coefficients of the original signal are obtained). In the fluid mechanical context a sparse signal can be expected in cases where one or few instability modes dominate the system. Even in the case of a turbulent energy spectrum, the signal is expected to decay rapidly past the inertial regime. Due to this, it is expected that (14) will recover the k most significant (largest) Fourier coefficients that carry most of the signal's energy. From a theoretical approximation standpoint, for a compressible signal (i.e., a signal whose sorted coefficients decay rapidly) the best k-term approximation obeys the following error bound (Cohen et al 2009)
whereã denotes the exact Fourier coefficients of the original signal, a represents the best kterm approximation toã with k largest Fourier coefficients and zeros elsewhere, and C is a constant independent of k. It has been shown that the ℓ 1 minimization of (14) achieves an approximation error as good as (15) with overwhelming probability, given only ( ( )) O k N log random samples . This theoretical result guarantees the BP formulation to be ideal for reconstructing a turbulent energy spectrum, from which only a few random samples are captured from the domain. The minimization problem of (14) can be solved very efficiently using a variety of ℓ 1 solvers. In this work, the fast iterative shrinkage-thresholding algorithm (FISTA) (Beck and Teboulle 2009 ) was implemented, which is an efficient algorithm for large-scale problems. This method will be referred to as sparse approximation, or more simply ℓ 1 minimization. The computational cost of this algorithm is based on number of iterations to converge. For p iterations, ℓ 1 minimization through FISTA converges at a rate of p 1 2 (Beck and Teboulle 2009 ). For » M N in 1D, the computational cost is dominated by ( ) O pN 2 operations from a matrix-vector product at each iteration. For proper convergence in this paper the number of iterations required are  p N, if not  p N 2 in some cases for dense signals. This behavior has been observed by the authors in practice and makes the ℓ 1 method more costly than either the DS or the ℓ 2 methods.
Errors calculation
In order to compare the different methods (DS, least-squares, and sparse approximation), we calculate the mean square error (MSE) associated with each method in the following way. The signal u(x) is sampled at M random particle locations that were chosen with uniform random probability p(x) such that
Due to the random nature of the sampling points, the resulting error in the reconstructed Fourier coefficients will be a random variable as well. To obtain statistically converged estimate of MSE we repeat the experiment r max times and further average the MSE over these repeated realizations. Thus the computed MSEē 2 will be defined as
whereã k is the exact Fourier coefficient used in the definition of u(x) and the sample data, a k r , is the estimated Fourier coefficients using one of the above listed method (DS, least-squares, or sparse approximation) for the rth realization. We also define the bias errorē b as
whereā k is the computed coefficients for each method that have been averaged over r max realizations, given by
both the bias and the MSEs converge to their asymptotic values. By definition, the bias error is a systematic error that is present in every realization and thus does not average-out upon ensemble average. In contrast stochastic error will always be present, unless the estimation is perfect. The MSE includes both the bias error and the stochastic error. In the DS-method, the MSE will be non-trivial and the bias error is zero and thus, MSE is entirely stochastic in origin. In contrast, for the ℓ 2 and ℓ 1 minimization methods, the bias error is non-zero in the underdetermined regime. If one were to know a priori what the bias error is, it could be subtracted from the prediction to obtain the unbiased Fourier coefficients. However, this would not be possible in real applications because the bias error depends on the signal u(x), which in turn would make the error a function of the wavenumber. For the leastsquares and DS-methods, we use = r 1000 max realizations for the above error definitions, while the ℓ 1 method uses = r 1 max due to the higher cost. The DS-method has zero bias error as  ¥ r max , while the bias error is non-zero for the ℓ 2 and ℓ 1 methods. However, when comparing the MSE and the components of the signal spectra, we consider the DS-method with = r 1000 max realizations alongside the ℓ 2 and ℓ 1 methods. In regimes with bias errors for these methods, real multiphase simulations may not conserve extensive particulate properties due to such errors. However, in many cases typical Eulerian-Lagrangian simulations have similar numbers of particles as grid points, if not more (see Patankar and Joseph 2001 , Apte et al 2003 , Capecelatro and Desjardins 2013 . Furthermore, even imaging techniques such as PIV require similar constraints in that the mean spacing between tracer particles should be many times smaller than the length scales in question (Adrian and Yao 1987) . The first test case will be a simple single mode signal that has a sparse representation in the Fourier domain, given by
. The number of Lagrangian points are denoted by M. As noted earlier, 1000 realizations of the M random x j locations are generated with uniform probability. From the sampled values at these random locations, the signal is reconstructed with the three different methods discussed in the previous section. Depending on the value of M relative to the band-limit N and the wavenumber of the actual signal (q) three different regimes are given by:
1. Regime-I: Sub-Nyquist regime for < M q 2 2. Regime-II: Above Nyquist but below the band-limit regime for < < q M N 2 3. Regime-III: Over-sampling regime above the band-limit for > M N.
Before we consider the MSE in the three different regimes, we first note that the value of the parameter λ in the sparse approximation method must be determined. The DS and leastsquares approaches are devoid of such free parameters. In the sparse approximation algorithm, the effect of λ on the MSE was characterized for the single mode test case for q=15 with a band-limit of N=50. The MSE plotted as a function of λ is shown in figure 1 for three different values of M=20, 40, and 60, respectively in the three different regimes. From these results, it appears that a range of λ values around 10 −8 is optimal for all three regimes when reconstructing the signal = ( ) ( ) u x x cos 15 . Henceforth, in all the investigations we will use l = -10 8 in the ℓ 1 minimization method. Also, it should be pointed out that this optimal value of λ is similar despite the band-limit or the location of the non-zero wavenumber. This is because, as stated in section 2.3, λ is a parameter that is set based on the sparsity of the signal. Since we are only looking at a signal with a single active mode at =  k q, the optimal λ remains similar despite the values of q or N. While the above procedure is ad hoc, it is similar to a practical procedure for determining λ called cross-validation. Cross-validation begins with known signals. These signals are used a priori to train the system (find the optimal λ value). Since the training data has similar properties as the unknown data, the optimal λ value is probably appropriate. However if the unknown data is much different than the training data (i.e., using laminar test data for reconstructing a turbulent signal) the optimal λ value found from cross-validation may not be the actual optimal λ value for the given signal. There are methods that will choose λ automatically, but these are rarely used due to computational cost (Tibshirani and Taylor 2011) . The MSE in the reconstruction of the single mode signal = ( ) ( ) u x qx cos with q=15 and N=50 is shown in figure 2(a) . Also demarcated in the figure are the three regimes. The first order convergence of the DS-method is due to the non-uniform random distribution of the sampling points. This first order accuracy for reconstruction may be acceptable if the underlying value of u at the sampling points is evaluated with a lower order scheme. However, the DS-method for reconstruction will be a poor choice in a higher order EulerianLagrangian multiphase flow simulation, since one would need an enormous number of particles for the error to be on the order as that of the fluid solution.
The ℓ 2 algorithm has machine error 7 in regime-III for > M N, but has larger error before this. In regime-III when > M N the matrix F 2 is 'tall' (more rows than columns) and the problem is overdetermined, which makes this regime a great candidate for ℓ 2 minimization through the pseudo inverse. However, when < M N the matrix F 2 is 'wide' (more columns than rows). In regimes-I and II the linear system is therefore underdetermined and the ℓ 2 minimization appears not well suited. An important observation to make is the least-squares method results in substantial error in regime-II even when the number of Lagrangian sample points satisfies the Nyquist criterion posed by the single mode wavenumber (i.e, even when  M q 2 ). What appears to matter is the band-limit N set in the ℓ 2 minimization. Specifically, in the present example of = ( ) ( ) u x x cos 15 ,  M 30 Lagrangian points should have been sufficient, if we had set the size of the band-limit to be the same as the number of Lagrangian sample points. By setting N=M in the least-squares method, we could make F 2 to be a square operator and thereby obtain error-free reconstruction, with the only condition that M be greater than q 2 . In other words, by simply setting N in the leastsquares method to be the lower of either the known band-limit or the number of Lagrangian sample points we could obtain perfect reconstruction both in regimes-II and III. But there is a problem with this approach. In practical application, one would not know the precise value of the modal wavenumber q ahead of time, except for the knowledge that the true signal is bandlimited (i.e.,   q N 0 ). We have performed pseudo inverse by truncating the operator F 2 to be a square matrix of size M×M. We will refer to this method as ℓ 2t (also referred to as the truncated least-squares method), which is shown in figure 2. As can be seen the error in the ℓ 2t algorithm is reduced for  M q 2 . However, in the event of under-sampling when M decreases below q 2 , we observe orders of magnitude larger error in ℓ 2t . The reason for this much larger error is discussed in the appendix, where it is shown that it is advantageous to include more modes in the pseudo inverse evaluation in order to reduce the error due to under-sampling. Thus, if the scenario of under-sampling cannot be completely ruled out, it is essential not to truncate the operator F 2 and allow all the Fourier modes within the band-limit N to participate in the pseudo inverse.
For a sparse signal the challenge of error reduction in sub-Nyquist regime-I is overcome by the ℓ 1 minimization that includes the assumption that the signal has a sparse representation. Due to the sparsity of the signal, the ℓ 1 minimization algorithm does very well at capturing the signal after very few random samples. As expected, the sparse approximation method is able to fully recover the sparse signal before the least-squares method does. Nonetheless, before the sharp drop in the error occurs for both minimization methods, they yield about the same level of error. The sudden drop to machine error seen in the ℓ 1 method is typical of ℓ 1 minimization methods. Recall that at least ( ( )) O k N log samples are needed for perfect reconstruction, where k is the number of non-zero modes . In practice though, more samples are often needed which is the case in figure 2. Here, the sudden drop in error is expected to be around » M 4, where the actual drop is at M=8. Both the sparse approximation and the least-squares methods are similar when over-sampled as well. Figure 2 (b) shows a plot of bias error for the three different reconstruction methods, from which it is clear that the error in ℓ 1 and ℓ 2 minimization are dominated by bias error. Note that the error in the DS-method is entirely stochastic.
Although not shown, we have considered other single mode signals with different combinations of q, M, and N and the behavior of error in the three regimes are qualitatively similar to what has been described above. Therefore, in summary, for a sparse signal the ℓ 1 minimization is superior to the ℓ 2 minimization when < M N and the signal is sparsely represented. From this, it is expected that the sparse approximation method will have less MSE when under-sampled and the least-squares method will have similar error in the oversampled case, at a much reduced cost.
Given the single mode signal = ( ) ( ) u x x cos 15 , the analytic Fourier coefficients are
Typical Fourier coefficients in the three regimes, obtained from the random sample points are shown in figure 3 for M=20, 40, and 60, respectively. The real and imaginary parts of the exact Fourier coefficients are plotted as a function of k along with those reconstructed with the DS, sparse approximation, and least-squares methods. Just as expected, the ℓ 1 minimization algorithm is able to capture the sparse signal accurately with very few Lagrangian sample points. Note that in the present case M=20 is smaller than = q 2 30 and thus ℓ 1 minimization is able to reconstruct the sparse signal even when Nyquist criterion is violated in the conventional sense. For the least-squares method, in regime-III the true signal is accurately reconstructed, as can be expected. In regime-II, while the =  k 15 mode is reasonably well captured, there are non-zero components in the other modes, while there were none in the real single modal signal, thus contributing to the total error. In regime-I, due to under-sampling the least-squares algorithm does not capture even the single =  k q mode accurately. It is also interesting to note that the DS method correctly calculates the non-zero peaks of the Even in regimes-I and II, the DS-method is able to recognize the signal mode, but the major contribution to the error comes from the non-zero amplitudes of the other modes, which can be considered as statistical noise.
Reconstruction of turbulent signal from uniform random sampling
In this section we consider multi-modal signals where the energy of the signal is spread over a wide range of wavenumbers or length scales. In this sense the signal to be considered in this section is more complex and cannot be considered sparse. In terms of energy spectrum of the signal to be considered there are a wide variety of options. Here we appeal to turbulence theory in our choice of the multi-mode signal. One of the well known ideas of turbulence is that the energy spectrum can decay at intermediate wavenumbers (inertial range) ask 5 3 , where k is the wavenumber. Likewise, at high wavenumbers, the energy spectrum exponentially decays as energy is dissipated at smaller length scales. At the energy containing low wavenumbers, the energy spectrum has the largest magnitude since energy is typically fed into the system at this length scale (Tennekes and Lumley 1972) .
A good model of such a turbulent energy spectrum is given in Pope (2000) by
where k 0 is the wavenumber corresponding to the energy containing eddies, and h = h k 1 is the wavenumber corresponding to the Kolmogorov length scale, or equivalently the smallest turbulent eddies . In the inertial range (
, with the above energy spectrum we obtain the desired power-law:~-( ) E k k 5 3 . In the viscous regime (~h k k ) we obtaiñ
. Here we will consider a periodic signal u(x) whose energy spectrum is given by E(k). Such a signal will be necessarily complex as it is made up of a superposition of wide range of Fourier modes.
The periodic signal is now given by the Fourier summation . The magnitude of the spectral coefficients are given by the square root of the kinetic energy, so that = ( ) |˜| E k a k 2 . The complex Fourier amplitude of the different modes is thus obtained as
where f ( ) k is the phase of mode k, whose value can be chosen randomly between 0 and p 2 with uniform probability. Since the signal u(x) is real, it is noted that * = -ã a k k , where * ( ) . indicates the complex conjugate. Alsoa N 2 andã 0 are set to be purely real, with = a 0 0 . In a similar manner to the sparse signal, the random sampling that will be used for signal reconstruction will be classified into the following three regimes:
1. Regime-I: Less than half the band-limit for < M N 2 2. Regime-II: Under-sampled, but more than half the band-limit for < < N M N 2 3. Regime-III: Over-sampling above the band-limit for
The above three regimes assume that the grid resolution is sufficient to capture the relevant length scales (fully resolved). This means that the best results are expected when the mean spacing of sampling points should be at most the grid resolution ( > M N), if not many times smaller (Adrian and Yao 1987) . In the present complicated case of a multi-modal signal, it is expected that the least-squares should be comparable in error to the DS method when < M N, and drastically better when > M N. As for the ℓ 1 minimization, its performance may depend on how fast the energy spectrum decays and how close the actual signal can be approximated well by a sparse signal. Due to the rapid decay of the energy spectrum at high wavenumbers, the resulting spectrum may look more sparse than full, and this aspect will be investigated.
Again, in the ℓ 1 minimization algorithm, different values of λ are tested to identify the optimal range that yields the lowest error in all three regimes. In this case, the signal will be represented by the spectrum of N=200 modes whose Fourier amplitudes are given by (23). . Accordingly we choose the Kolmogorov length scale to be h = 1 20, such that the energy spectrum exponentially decays after k=20. Finally, in the first test we arbitrarily set the phases to be f = ( ) k 0. Note the effect of phase randomization will be investigated below. The effect of λ in the ℓ 1 minimization algorithm is numerically evaluated in figure 4 . As with the single mode, it is seen in figure 4 that λ in the range 10 −10 -10 −8 yields relatively small MSE in all three regimes. The M values used in the three regimes are 64, 128, and 256. With the choice of l = -10 10 , the multi-modal turbulent signal sampled at the M Lagrangian points was reconstructed with the three different methods. The parameters for the turbulent signal are the same as those used for figure 4. The MSE for the three methods is shown in figure 5(a) . Looking closely at the ordinate axis, it is clear that adding complexity to the signal has increased the MSE for all the three methods considered. Unlike the sparse signal from the previous section, the ℓ 1 minimization algorithm does not reach machine precision until after the least-squares method does, which is understandable because the signal no longer has a sparse representation. In the under-sampled region though, the sparse approximation method performs somewhat better than the ℓ 2 minimization method. However, the behavior of the error with increasing M is erratic. It is also seen in figure 5 that the leastsquares method does a good job at capturing the signal once regime-III is reached where the signal is over-sampled. However, if the signal is under-sampled, the error resulting from the least-squares method remains large. Still, the truncated least-squares method (ℓ 2t ) does not produce desirable results in regimes-I and II. Unlike the former single-modal signal, the signal in this case is well populated at all wavenumbers until the band-limit. This results in no substantial premature decay of the MSE in the ℓ 2t method until the band-limit has been reached. The analytic Fourier coefficients in this problem have been fully specified by equations (21) and (23). It is useful to see how these Fourier coefficients are reconstructed in the three different under and over-sampled regimes for each method. The results are shown in figure 6 . When under-sampled (i.e., in regimes-I and II), most of the error is observed in the high modes for all the methods. In fact it is impressive that all the methods are quite accurate in extracting the lower modes ( < k k 10 min ) for all values of M shown. The differences in performance are mainly in their inability to reconstruct the true behavior of the higher frequency wavenumbers. In the over-sampled regime-III both ℓ 1 and ℓ 2 minimizations result in excellent reconstruction of the turbulent signal. On the contrary, the DS-method results in substantial error in the real part of the higher order modes. Also, the reconstruction results in -( ) O 10 2 error in the non-zero imaginary part and this error is statistically independent of k.
In a physical sense, this means that the reconstructed energy spectrum does not decay appropriately at the small length scales. This lack of decay can have serious numerical stability consequences in the context of time evolving multiphase flows. Also, as expected, the ℓ 2 minimization exceptionally captures the spectrum when over-sampled, even at higher wavenumbers. In regime-II, the sparse approximation method performs better than the other methods, as most of the low wavenumbers are captured, and even some of the high wavenumbers are captured as well (note the machine zero imaginary parts for some of the higher k k min values). The DS-method does not improve significantly from regime-I to regime-III, as it still miscalculates the higher wavenumbers.
Effect of randomized phase
In the previous section, the signal was taken to follow the correct energy spectrum, but the phase of the different modes were artificially set to zero. This implies phase coherence between the different modes. Here for the same energy spectrum given by (21), we let f ( ) k to be a random variable between 0 and p 2 chosen according to a uniform probability distribution. In this case, due to phase incoherence, the underlying turbulent signal u(x) is not smooth as shown in figure 8 and this situation is quite different from the other cases considered above. The complexity of the signal has the potential to decrease the accuracy of reconstruction even in the higher order reconstruction methods. Again the test signal will be given by the parameters N=200, h = 1 20,
, and = k 100 max . With these parameters for the turbulent signal, the MSE for each method is shown in figure 7(a) . Note that the error has not significantly changed compared to the previous non-randomized case.
For the randomized turbulent signal, the exact Fourier coefficients are given in figure 8 and compared against reconstructed real and imaginary parts using the three different methods. When compared to the turbulent signal with f = ( ) k 0, the behavior of the MSE is quite similar in all the three regimes. The randomization of the phase of the different modes does not play a large role in accurately capturing the signal with the ℓ 2 method.
In the above examples, the energy spectra can be observed to decay about eight decades in figure 8 . With an additional example we now plan to address the effect of even faster decay of the spectrum. In this example we retain N=200 and = k 0.4 0 , but we set the Kolmogorov scale to be double its previous value, so that h = 1 10. Thus the spectrum decays faster as shown in figure 9 , where the actual spectra is plotted against k k min along with the reconstructed signal from the three different methods. It can be seen that as k increases from lower to higher wavenumbers the energy decay is now 16 decades. In fact, the energy content of each of the last 50 modes from = k k 50 min to = k k max is lower than 10 −8
. Thus, the spectra can now be considered more sparse than the one in the previous example. One way to interpret the difference between the two cases is that in the previous example the band-limit extended up to the Kolmogorov scale, while in the present case the band-limit is twice wider than what is need for the Kolmogorov scale.
First the optimal range of λ for the ℓ 1 minimization was investigated. The computed MSE is shown in figure 10 for varying values of λ. With these values, the ℓ 1 minimization method performs even better than it did with the broader energy spectra, where the energy decayed more slowly. Clearly, in regimes-I and II, the ℓ 1 minimization significantly outperforms the ℓ 2 minimization. In order to better understand what causes the error, a typical spectrum of the wavenumbers is shown in figure 9 for l = -10 6 in regime-II with M=128. It is seen from the spectra that the ℓ 1 minimization algorithm does indeed attempt to select the sparsest signal, as many of the higher wavenumbers are set to zero. Since the signal is decaying at these higher wavenumbers, the MSE has been decreased. Just as expected, the method also selects the highest amplitude wavenumbers and selectively throws away low amplitude modes. This sorting however is not perfect in the sense that some of the low amplitude high wavenumber modes are still retained and mis-predicted. The ℓ 2 minimization algorithm does not do well for all of the modes, and cannot capture the highest amplitude wavenumbers. This increased error is clearly due to under-sampling associated with regime-II. One point of interest is also in the value of λ in the sparse approximation algorithm. Earlier in this section, the optimal value of λ was found to be 10 −10 . When the signal decays faster as in this example, the optimal value is found to be 10 −6 . This is easily explained, because λ is a measure of the sparsity of the solution; the larger optimal λ corresponds to the faster decaying signal, which is more sparse.
Comparison to lower order methods
In this section we compare the performance the two most common methods of interpolating the Lagrangian particle properties to a regular grid against the DS-method. We will consider two alternate polynomial interpolation methods: (i) linear interpolation, which is referred to as 'linear' and (ii) piecewise cubic Hermite interpolation, which is referred to as 'cubic'. Here we consider the simple test case of section 3, where
. We fix the frequency to be q=15 and the band-limit to be N=50 while varying the number of M random Lagrangian samples. The linear and cubic interpolation methods are straightforward in that they essentially fit polynomials between sampled points and the values at grid points between each of the connected polynomials is then interpolated to. figure (a) shows the real components of a k while the right-most figure (b) gives the imaginary components of a k . Here we have chosen M=128 to represent regime-II. While not given here, the bias error of each method goes toward zero with increasing realizations. With these definitions, the corresponding MSE is given in figure 11 (a) for varying number of sampling points for the linear, cubic, and DS methods. Note that figures 2(a) and 11 are comparable for the DS-method. Notice that in figure 11 , a third vertical dashed line has been added to differentiate between an additional regime of convergence specific to polynomial representations in addition to the three regimes already given in section 3. This additional regime is demarcated by the location = M q 4 . For  M q 2 , the error decays more slowly for the linear and cubic methods because there is no possibility to accurately resolve all of the q waves. Once this criteria has been satisfied, the error begins to decay more rapidly and appears to reach the asymptotic MSE faster decay rate for  M q 4 . The asymptotic MSE is given by the polynomial interpolation theorem (Villiers 2012), which states that the error in polynomial interpolation = -( )˜( ) ( ) e x u x u x of a Nth order polynomial is proportional to
, which is the product
Figure 11. Mean square error of an individual realization in the three different regimes for reconstruction using the linear, cubic, and DS methods. The results are given against differing numbers of sampling points. figure 11 . Note that the linear interpolation reconstruction has the lowest error in regimes-I and II, but is overtaken by the cubic method in regime-III. In contrast, the DS-method decays steadily as M 1 independent of the regime. Furthermore, the linear method has less MSE than the DS-method for all values of M. However, when compared to the higher order ℓ 2 and ℓ 1 methods of this paper, it is clear that the ℓ 2 and ℓ 1 methods are superior to linear and cubic interpolation.
Conclusions
There are many different algorithms to choose from when it comes to selecting a method for reconstruction of a continuous function from non-uniformly distributed data. In the context of a turbulent multiphase flow, three methods have been studied: DS, least-squares (ℓ 2 minimization) and sparse approximation (ℓ 1 minimization). As with many problems in physics, the optimal method of choice depends on both the problem and on the parameters of the problem. However, it is clear that the DS method should not be used in the context of higher order multiphase flow simulation, since DS offers only first order accuracy for back-coupling. The ℓ 1 and ℓ 2 minimization methods surely outperform the DS in all the cases considered. The two important conclusions for preserving higher order accuracy in the reconstruction of a turbulent signal are:
1. In sub-Nyquist regimes where < M N, the ℓ 1 algorithm offers the lowest error 2. In regimes where > M N, the ℓ 2 algorithm is superior.
Despite the better performance of the ℓ 1 minimization method in the under-sampled regimes, its computational cost is much higher than the least-squares computation 8 . Due to this, one may choose to use the least-squares method in all regimes from a purely pragmatic standpoint, as its MSE is still much lower than that of the traditional DS-method. Thus, for the minimization techniques compared in this paper the general take-away message is that some form of ℓ 2 minimization is often a safe alternative to the less accurate DS-method unless one has prior knowledge of the underlying data.
Additionally, it is expected that different basis representations (i.e., Chebyshev, Legendre, etc) will yield results qualitatively similar to those obtained here for Fourier representation. In these cases, one would simply replace the Fourier matrices by their respective Vandermonde matrices. Furthermore here we only considered a random distribution of Lagrangian samples that followed a uniform distribution. More work is needed in exploring the effects of random Lagrangian sampling with a non-uniform probability distribution function. Also the performance of the proposed projection methods must be tested in other physical simulations.
It also must be reiterated that although there is a much higher error when using the DSmethod, it may be an appropriate choice in some Eulerian-Lagrangian simulations due to its computational efficiency. For example, if one were to use a second order method for the solution of the continuous phase, the projection of particle properties would only need to use a second order scheme as well. Although first order in accuracy, the DS-method could satisfy the desired level of accuracy with a sufficiently large number of particles. However, this is not possible in a higher order simulation, since impossibly large number of particles may be required to achieve the desired level of projection accuracy. The ℓ 2 alternative presented in this paper is more practical and provides a desired level of accuracy suitable for higher order methods for projecting Lagrangian quantities onto a fixed Eulerian grid.
In the quest to recover signals from random measurements, we have used the methods of DS, ℓ 2 minimization, and ℓ 1 minimization. In figures 2, 5, and 7 of this paper, a fourth method has been used that produced interesting behavior. In this method, which has been referred to as the truncated least-squares method (ℓ 2t ), we solve (10) with the additional constraint that a and F 2 be of sizeḾ 1 and M×M respectively when under-sampled, effectively truncating the available wavenumbers to the number of samples. Initially this seems to be an excellent idea because the Nyquist criterion demands at least two samples per wave to recover a signal without aliasing error when the samples are evenly spaced. Despite the seemingly advantageous nature of doing this, our experiments showed puzzling behavior in that this method had errors that were as much as sixteen orders of magnitude higher than the error of the standard least-squares method. It was hypothesized that this spurious behavior was due to limiting the available wavenumbers when two random sample locations are sufficiently close to one another. When the wavenumbers are limited in this case, the minimization algorithm has no choice other than producing a growth in amplitude in order to minimize the ℓ 2 error.
In support of this seemingly contrary claim, we now construct a simple test problem for analysis. The problem will be restricted to recovering a single mode cosine wave with fewer sampled points than the Nyquist frequency. Let the signal be represented by = ( ) ( ) u x x cos 3 with a band-limit of N=4. Analogous to the complex discrete Fourier transform, a cosine transform is written in matrix form as = ( ) u Fa, A . 1 where u is aḾ 1 vector of signal measurement values, F is the M×N inverse discrete cosine transform matrix given by = ( ) F kx cos jl l j , and a is the desiredŃ 1 cosine transform coefficient vector. The solution that minimizes the ℓ 2 error of a is given by the pseudo inverse, so that = + a F u. From the Nyquist viewpoint, both M and N must be at least 4 to perfectly recover u(x). In order to test our hypothesis of whether the distance between the sampled points contributes to such formidable error, we restrict M to only 2 samples, noting that we are now in the under-sampled regime. The domain of interest will be
0, 2 , the location of x 1 will be fixed at zero, and the location of x 2 will be varied from 0 to π 9 . Let the distance between x 1 and x 2 be denoted by Dx. The following four different cases of N will be investigated: (i) truncated under-sampling with = = N M 2 , (ii) under-sampling with N=3, (iii) exact sampling with N=4, and (iv) over-sampling with N=5.
For demonstration of this error, the spectra of corresponding wavenumbers are given in figure A1 . Here we see the spectrum of wavenumbers when Dx is both small and large. We observe that each case has similar error when p D = x . Also, just as expected for very small Dx values, the error gets progressively worse as the number of available wavenumbers decrease. From a mathematical perspective, the reasoning for this is clear. Consider the Gram matrix = G FF H that must be inverted in computation of the pseudo inverse. For the same test case of a single cosine wave, the analytic determinant of G is shown in figure A2 alongside the corresponding MSE for the aforementioned values of N with varying Dx.
From figure A2(a) , it is clear that for small differences between x 1 and x 2 , the initial growth rate of the determinant of G is higher as more wavenumbers are available. In figure A2(b) , the small determinant values correspond to the largest errors in all four cases . In order to gain more insight into this, we now study the Gram matrix and its use in pseudo inverse computation.
Practically, the pseudo inverse is normally computed by SVD and almost never by explicit computation of -G 1 , as previously mentioned in section 2.2. Let the SVD of the matrix F be S = F U V H , where U and V are unitary matrices and S is a diagonal matrix holding the singular values of F, denoted by s l = 2 . Here, the λ values are the eigenvalues of the Gram matrix. In terms of a SVD, the pseudo inverse of F is S = + + F V U H . Hence, the only inversion to be done is through taking the reciprocal of the singular values of F.
However, since the eigenvalues of F are not defined when the matrix is non-square as in the under-sampled regime, the singular values are computed by the square roots of the eigenvalues of the square Gram matrix. To do this we solve a typical eigenvalue problem l -= G I 0. For the single cosine wave test case, the matrix F is 
