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La commande de vol classique consiste a` discre´tiser l’enveloppe de vol, en y choi-
sissant un ensemble de points de fonctionnement, et a` concevoir des controˆleurs
line´aires locaux pour chacun de ces points. Toutefois cette me´thode demande un
effort de conception important.
Un des principaux de´fis de la commande de vol moderne est de se de´gager de ces
contraintes graˆce a` la conception de lois de commande non line´aires et/ou adapta-
tives base´es sur des mode`les non line´aires d’avion.
L’objectif de ce me´moire est de de´velopper une commande de vol non line´aire, per-
mettant de controˆler un ae´ronef en angle d’attaque α, en angle de de´rapage β et
en angle de roulis φ.
La premie`re phase de cette recherche consiste a` identifier les coefficients ae´rodyna-
miques de l’avion de manie`re pre´cise. Pour cela, une structure innovante a` base de
re´seaux de neurones est de´veloppe´e. Celle-ci atteint les performances de pre´cision
de´sire´e tout en e´tant de taille restreinte. Elle pre´sente l’avantage de pouvoir eˆtre
facilement e´tendue par un apprentissage en ligne, caracte´ristique qui lui permettra
d’eˆtre utilise´e dans le futur par une commande de vol reconfigurable.
En deuxie`me phase, une loi de commande par inversion dynamique dont les parame`-
tres sont donne´s par le module d’identification pre´ce´dent est de´veloppe´e. L’identifi-
cation pre´cise des coefficients ae´rodynamiques permet de restreindre les erreurs
de mode´lisation et l’utilisation d’une dynamique de´sire´e de type proportionnel +
inte´gral permet alors d’assurer une certaine robustesse au controˆleur.
L’e´tude se termine sur l’utilisation d’une boucle de commande pre´dictive, applique´e
au syste`me line´arise´ par retour de sortie, qui permet d’anticiper les changements de
iii
trajectoires et de limiter les efforts sur la commande. La robustesse de ce controˆle
n’est cependant pas traite´e et reste matie`re a` recherche future.
Une application au Fighting Falcon F-16 est faite par simulation sous MatLab
et Simulink. Contrairement a` la majorite´ des travaux publie´s qui se basent sur
des mode`les ae´rodynamiques line´aires, le mode`le ae´rodynamique utilise´ est directe-
ment celui e´labore´ par la NASA suite a` des essais en souﬄerie (Nguyen et al,
1979) et est hautement non line´aire. Le module d’identification, de´veloppe´ sur
l’ensemble de l’enveloppe de vol du F-16, comprend un nombre de re´seaux de
neurones suffisemment restreint pour eˆtre imple´mente´ sur un processeur neuronal
existant et re´alise bien les objectifs de pre´cision. La commande de vol par inver-
sion dynamique est ensuite teste´e sur une trajectoire donne´e, en premier lieu avec
un mode`le ae´rodynamique parfait puis avec un mode`le ae´rodynamique “re´el” du
F-16. Les performances sur cette trajectoire confirment que les objectifs de suivi
de trajectoire sont atteints et est un premier point positif pour la de´monstration
de la robustesse de cette loi de controˆle.
Les objectifs de ce projet ont e´te´ atteints : un syste`me de commande d’attitude
non line´aire, qui n’a pas recours au de´couplage des mouvements longitudinaux et
late´raux et qui obvie au “gain scheduling”, a e´te´ de´veloppe´.
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ABSTRACT
Classical flight control is achieved with linear controllers that are scheduled over
the entire flight envelope. This approach, although quite straightforward, is tedious
and may not be adequate for flying operations at a distance from the linearised
region. Thus modern flight control aims at developing non linear and/or adaptive
control laws, based on non linear plant models, which are valid over the entire flight
envelope.
The objective of this theses is to develop such a control law, is order to command
the aircraft’s angle of attack α, sideslip angle β and roll angle φ.
In the first place, the aircraft’s aerodynamic coefficients are identified with precision
over the entire flight envelope. To do so, a novel architecture based on neural
networks is developed. It achieves the desired performances, and is of a reasonable
size with regards to the number of neural networks it contains. This architecture
can be easily extended to the on line identification needed for reconfigurable flight
control.
In the second place, a dynamic inversion control law, the parameters of which
are issued by the neural identification module, is developed. The use of precise
aerodynamic coefficient estimates enables limited model errors, and provides an
improved robustness of the control law when the desired dynamics is generated by
a proportionel+integrator feedback.
The research ends on an extension of this control law by a predictive command.
This command, based on the feedback linearised model of the plant, anticipates
changes in the reference trajactory and limits the control effort. However the
robustness of this control law was not part of this research and remains to be
studied.
vThe theoretical results are applied to the Fighting Falcon F-16 through simulation
on a MatLab and Simulink platform. The neural identification module contains a
limited number of networks, and achieves the desired precision performance. The
dynamic inversion command is then tested on both a perfect model and a “reel”
model of the plant. In both cases the results confirm that the reference was correctly
tracked. This is a positive premise for the robustness of this control law.
vi
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1INTRODUCTION
De`s le milieu du 20e`me sie`cle, les concepteurs d’ae´ronefs comprennent les avan-
tages de remplacer le syste`me de commande de vol hydraulique ou me´canique en
boucle ouverte par une commande analogique en chaˆıne ferme´e, dite “fly-by-wire”.
Les commandes de vol e´lectriques permettent une nette re´duction de masse et
augmentent la flexibilite´ en re´ponse du syste`me. Elles permettent e´galement une
meilleure manœuvrabilite´ et une augmentation de la se´curite´ (notamment vis-a`-vis
du de´crochage). En outre les configurations ae´rodynamiques instables ne sont plus
a` exclure de l’enveloppe de vol, ensemble des configurations de l’avion admissibles
et controˆle´es. Ces configurations sont particulie`rement inte´ressantes pour les avions
militaires, car elle implique a` la fois une meilleure efficacite´ ae´rodynamique et une
furtivite´ accrue.
Motivation
La commande de vol classique consiste a` discre´tiser l’enveloppe de vol, en y choi-
sissant un ensemble de points de fonctionnement, et a` concevoir des controˆleurs
line´aires locaux pour chacun de ces points. Toutefois cette me´thode, dite de pro-
grammation des gains ou “gain scheduling”, bien que simple et efficace et a` laquelle
les industriels font confiance du fait de son e´tablissement sur le long terme et de ses
re´sultats se´curitaires dans les conditions nominales, demande un effort de concep-
tion important et une identification lourde. De plus si l’avion est mene´ a` se trouver
dans des conditions de vol trop e´loigne´es de la re´gion line´arise´e, la stabilite´ du
syste`me peut eˆtre compromise ; il faut donc discre´tiser l’espace d’e´tat avec finesse.
2Un des principaux de´fis de la commande de vol moderne est de se de´gager de
ces contraintes graˆce a` la conception de lois de commande non line´aires et/ou
adaptatives base´es sur des mode`les non line´aires d’avion.
Ce me´moire s’inte´resse en particulier a` l’utilisation des re´seaux de neurones dans
une telle application.
E´tat de l’art
De`s les anne´es 1950, les chercheurs portent leur inte´reˆt sur le de´veloppement de la
commande adaptative en vue de concevoir des autopilotes pour des ae´ronefs a` haute
performance. En effet, de tels avions fonctionnent sur une large plage de vitesses et
d’altitudes. Il est mis en e´vidence que les lois de controˆle line´aires usuelles, soit a`
gain constant, sont adapte´es a` une condition de fonctionnement particulie`re, mais
pas a` l’ensemble du re´gime de vol (Calise & Rysdyk, 1998a). Toutefois le proble`me
de la commande adaptative applique´e a` la commande de vol e´tait trop complexe
par rapport aux techniques et a` la puissance de calcul des processeurs disponibles
a` l’e´poque. La technique de programmation des gains, ou “gain scheduling”, est
alors juge´e la me´thode la plus adapte´e a` la commande de vol.
Ce n’est qu’au milieu des anne´es 1980, que des me´thodes de controˆle non line´aires
sont applique´es, dans la the´orie, a` la commande de vol. Une des premie`res me´thodes
utilise´es pour la commande de vol non line´aire est l’inversion dynamique, une tech-
nique qui transforme un syste`me initial non line´aire en un syste`me re´sultant a`
dynamique line´aire (Meyer, Su & Hunt, 1984). Initialement elle est utilise´e pour
controˆler certaines sorties spe´cifiques du syste`me (Lane & Stengel, 1988). Mais
la robustesse de ce controˆleur laisse a` de´sirer. Dans les applications suivantes de
l’inversion dynamique a` la commande de vol, la dynamique de vol est se´pare´e en
deux ensembles: celui a` dynamique lente et celui a` dynamique rapide (Sun &
3Clarke, 1994). Une premie`re boucle externe controˆle les e´tats lents (les angles sig-
nificatifs) en utilisant les e´tats rapides (les taux de rotation significatifs) comme
entre´e et une boucle interne controˆle les e´tats rapides a` partir des entre´es re´elles du
syste`me (e´le´vateur, ailerons et gouvernail). Toutefois la stabilite´ en boucle ferme´e
n’est pas pour autant assure´e, du fait que l’hypothe`se d’une telle se´paration en
re´gime lent et rapide n’est pas toujours valide´e. La solution propose´e par Escande
(1997) pour le proble`me de benchmark GARTEUR utilise une telle inversion, et
ajoute au controˆleur a` inversion dynamique non line´aire un controˆleur a` re´gulation
line´aire quadratique afin de parvenir aux objectifs de performances. Une autre
difficulte´ rencontre´e lors de la conception d’un controˆleur a` inversion dynamique
est qu’il ne´cessite un mode`le complet et pre´cis de la dynamique de vol, y compris
des coefficients ae´rodynamiques comme le soulignent Lee & Kim (2001). Ainsi
l’identification du syste`me fait partie inte´grante de la conception d’un controˆleur
non line´aire.
Les re´seaux de neurones sont particulie`rement adapte´s pour l’identification et le
controˆle de syste`mes dynamiques variant dans le temps (Narendra & Parthasarathy,
1990), a fortiori a` la commande de vol.
La me´thode la plus simple pour construire un syste`me de commande de vol a`
re´seaux de neurones est l’inversion directe du mode`le mathe´matique de l’avion sur
l’ensemble de l’enveloppe de vol. Avec des me´thodes classiques une telle inver-
sion n’est pas triviale comme il a e´te´ souligne´ pre´ce´demment, mais l’utilisation de
re´seaux de neurones y est adapte´e (Huang et al, 1992).
Les re´seaux de neurones pouvant approximer de manie`re pre´cise toute fonction
continue inconnue, leur utilisation pour l’identification au sein de la commande
pre´dictive de syste`mes hautement non line´aires apparaˆıt e´galement comme un choix
naturel, que ce soit pour un mode`le line´aire d’ae´ronef (Nho & Agarwal, 1999) ou
pour un processus industriel non line´aire (Zamarren˜o & Vega, 1999). Classique-
4ment la commande pre´dictive est utilise´e dans des processus industriels dont les
constantes de temps e´taient lentes. Mais l’expe´rience mene´e par Haley, Soloway et
Gold (1999) a prouve´ que celle-ci convenait e´galement a` des syste`mes a` constantes
de temps rapides tels que les ae´ronefs graˆce a` l’apprentissage en ligne.
A` ses de´buts, l’utilisation de l’entraˆınement en ligne des re´seaux de neurones est
litigieuse pour les ae´ronefs. Afin de s’assurer que le controˆleur conserve un com-
portement de base connu, le re´seau de neurones de´veloppe´ hors-ligne n’est pas
entraˆıne´ en ligne, il est donc fixe, mais est augmente´ d’un e´le´ment adaptatif neu-
ronal qui, lui, apprend en ligne et permet d’annuler les erreurs d’inversion (Kim &
Calise, 1993). Une autre alternative est de conserver une technique de controˆle clas-
sique, par exemple l’inversion du syste`me, et de l’augmenter de manie`re analogue a`
pre´ce´demment (Calise & Rysdyk, 1998b). De manie`re plus ge´ne´rale, un dispositif
adaptatif neuronal, ayant pour objectif de compenser les erreurs de mode´lisation
ou celles duˆes a` la non line´arite´, peut eˆtre ajoute´ au controˆleur existant, qu’il soit
a` inversion dynamique (Somakumar & Chandrasekhar, 1998), a` retour line´arisant
(Lee & Kim, 2001) ou pre´dictif a` mode`le de re´fe´rence (Menhaj & Ray, 2003).
L’utilisation de l’apprentissage en ligne des re´seaux de neurones est peu a` peu
inte´gre´e dans les lois de controˆle, que ce soit de manie`re indirecte pour l’identifica-
tion ou directe pour le controˆle. Les lois de commande utilise´es par ces controˆleurs
neuronaux sont d’ailleurs directement de´rive´es des lois de controˆle adaptatif clas-
siques comme le controˆle inverse direct (Gili & Battipede, 2001), le controˆle direct
adaptatif a` mode`le de re´fe´rence (Kamalasadan & Ghandakly, 2005), le controˆle
indirect adaptatif a` mode`le de re´fe´rence (Suresh et al., 2005) ou encore a` mode`le
interne (Yu, Zhu & Sun, 2005). La programmation des gains d’un controˆleur PID
peut meˆme eˆtre remplace´e par un algorithme adaptatif au sein d’un estimateur a`
re´seau de neurones (Savran, Tasaltin & Becerikli, 2006).
5L’aspect reconfigurable de la commande de vol est au cœur des pre´occupations
actuelles pour la commande de vol. En effet de`s 1984, l’US Air Force lance un
programme, “Self-repairing flight control system program”, ayant pour objectif
d’ame´liorer la fiabilite´ et la survie d’un ae´ronef (Eslinger & Chandler, 1988) suite a`
une panne d’actionneur ou de capteur, ou a` un de´gaˆt de combat par exemple. On
distingue cependant deux approches a` la commande de vol reconfigurable (Bodson
& Groszkiewicz, 1995).
La premie`re approche, qui de´coule du programme ci-dessus, est la plus re´pandue.
Les controˆleurs de vols reconfigurables y sont compose´s d’un module d’identification
et d’isolation de panne, puis pour chaque type de faute une structure de controˆleur
est pre´programme´e. Cependant le nombre de types de panne ou de modification du
comportement de l’ae´ronef est trop important pour eˆtre exhaustivement re´pertorie´,
ce qui limite l’envergure de leur application.
La deuxie`me approche consiste a` identifier en ligne la dynamique de l’avion et de
concevoir automatiquement un controˆleur adapte´ a` celle-ci. Groszkiewicz et Bodson
(1997) e´tablissent le lien existant entre ce type de commande de vol reconfigurable
et la commande adaptative : la commande adaptative permet non seulement de
s’adapter a` des conditions diffe´rentes de vol mais aussi a` une large gamme de pannes
sans que celles-ci soient pre´de´finies.
Les re´seaux de neurones traitent cette seconde approche en incorporant directement
le caracte`re reconfigurable dans le controˆleur sans ajout excessif de complexite´.
En effet les controˆleurs a` re´seaux de neurones, qui utilisent de manie`re extensive
l’apprentissage a` la fois hors ligne et en ligne, sont capables d’identifier en temps
re´el de nouvelles configurations, survenant suite soit a` un changement de condition
de vol soit a` une panne ou un de´gaˆt qui cre´e des changements ae´rodynamiques,
sans le recours d’un module de de´tection de panne (Calise, Lee & Sharma, 2001).
Par exemple, un controˆleur reconfigurable par retour d’e´tat a` re´seau de neurones
6permet la stabilisation et l’atterrissage se´curitaire d’un avion suite a` une panne d’un
e´le´vateur (Pashilkar, Sundararajan & Saratchandran, 2006) ou encore un controˆleur
reconfigurable adaptatif direct a` re´seau de neurones permet de stabiliser un avion
dans le cas d’une erreur de mode´lisation de 30% ou d’une panne d’actionneur
(Suresh, Omkar & Mani, 2006). La commande pre´dictive a e´galement un inte´reˆt
particulier vis-a`-vis de la reconfiguration d’une commande de vol (Soloway et Haley,
2001 ; Kale et Chipperfield, 2002). En effet le re´seau de neurones mode´lisant
le syste`me est entraˆıne´ en ligne et s’adapte aux changements pouvant affecter le
comportement du syste`me ; les parame`tres de la commande e´tant base´s sur ce
mode`le sont naturellement adapte´s suite au changement du mode`le.
Cependant jusqu’a` maintenant aucun avion de transport civil n’est dote´ d’une
commande autre que par programmation des gains. Les compagnies d’aviation
civile sont peu enclines a` e´voluer vers de nouvelles technologies car la fiabilite´
de celles-ci ne peut eˆtre prouve´e a` grande e´chelle directement et la se´curite´ des
voyageurs est primordiale. Il semble donc plus probable que de tels controˆleurs
adaptatifs et/ou reconfigurables soient d’abord implante´s dans des avions militaires,
permettant ainsi la poursuite d’une mission ou une furtivite´ accrue par rapport aux
controˆleurs existants.
Objectifs et contribution
L’objectif de ce projet est de concevoir un controˆleur de vol non line´aire, base´
sur l’utilisation de re´seaux de neurones et leur grande capacite´ d’adaptation, dans
le cadre d’une application sur un avion de chasse, le Fighting Falcon F-16. Il
devra eˆtre valable sur l’ensemble de l’enveloppe de vol et non autour d’un point
de fonctionnement localise´. De plus, la conception veillera a` garder une flexibilite´
suffisante pour une e´volution du controˆleur vers un controˆleur reconfigurable.
7La de´marche qui sera suivie est la suivante :
• De´veloppement d’un module d’identification du mode`le ae´rodynamique du F-
16. Celui-ci est ne´cessaire, que la commande choisie soit directe ou indirecte.
• Conception d’une boucle interne stabilisatrice sur la dynamique rapide du
F-16, par inversion dynamique.
• Conception d’une boucle externe d’asservissement. L’inversion dynamique,
e´ventuellement augmente´e d’une commande pre´dictive, sera utilise´e pour
celle-ci.
• Simulation non line´aire afin de valider les performances du syste`me controˆle´.
Ce projet est uniquement mene´ en simulation et aucune validation sur prototype
n’y est faite. La validation de´finitive des re´sultats e´nonce´s ici reste donc a` faire
avant d’implanter le controˆleur dans le syste`me re´el, notamment la capacite´ et la
vitesse de calcul des processeurs doivent eˆtre ve´rifie´es.
Organisation du me´moire
Le me´moire est organise´ en 5 chapitres.
En premie`re partie (chapitres 1 et 2), le syste`me a` l’e´tude ainsi que des outils
mathe´matiques sont pre´sente´s. La deuxie`me partie (chapitres 3 et 4) re´sout le
proble`me de l’identification et du controˆle d’un ae´ronef. Enfin, la troisie`me partie
(chapitre 5) est une application par simulation au F-16 de la solution de´veloppe´e
dans la partie pre´ce´dente.
8CHAPITRE 1
PRE´SENTATION DU SYSTE`ME
La conception de controˆleurs requiert une certaine connaissance du syste`me a` com-
mander. Celle-ci est ge´ne´ralement une description mathe´matique du syste`me,
aussi appele´ mode`le du syste`me. Il existe deux manie`res de de´terminer un tel
mode`le : il peut eˆtre de´duit des lois de la physique, ou bien extrait d’un ensem-
ble de donne´es re´colte´es au cours d’expe´riences sur le syste`me. Cette deuxie`me
me´thode est appele´e “identification du syste`me” par opposition a` l’appellation
usuelle “mode´lisation du syste`me” de la premie`re.
Dans ce chapitre, un mode`le mathe´matique ge´ne´ral de l’avion est d’abord pre´sente´.
Il est ensuite applique´ de manie`re spe´cifique au F-16.
1.1 Mode`le mathe´matique de l’avion
L’identification de l’avion est essentiellement concerne´e par le fait d’obtenir une
description mathe´matique de ses forces et de ses moments ae´rodynamiques en fonc-
tion de grandeurs mesurables telles que les de´flections des surfaces de controˆle, les
vitesses angulaires de l’avion, la vitesse de l’avion ou encore son orientation (Klein
& Morelli, 2006). L’estimation des parame`tres ae´rodynamiques, a` partir de donne´es
d’essais en vol ou en souﬄerie, ne´cessite qu’un mode`le du mouvement et un mode`le
ae´rodynamique de l’avion soient postule´s. Ils sont successivement pre´sente´s dans
cette section apre`s un rappel sur les repe`res de re´fe´rence dans lesquels ils peuvent
eˆtre e´tablis.
91.1.1 Repe`res de re´fe´rence pour la dynamique du vol
Le repe`re ge´ographique : Ce repe`re de re´fe´rence, aussi appele´ repe`re NED, est
un repe`re orthogonal direct dont le centre peut eˆtre choisi arbitrairement, ici il sera
choisi de sorte a` co¨ıncider avec la projection du centre de gravite´ de l’avion sur la
surface de la terre. L’axe des x pointe dans la direction du nord, l’axe des y vers
l’est et l’axe des z pointe vers le bas de manie`re paralle`le au vecteur gravite´ local.
C’est cette configuration (north, east, down) qui lui a donne´ son acronyme NED.
Figure 1.1 Syste`me d’axes de l’avion et angles d’incidence
Le repe`re avion : Ce repe`re est un repe`re orthogonal direct dont l’origine O est
le centre de gravite´ de l’avion. Le plan xOz co¨ıncide avec le plan de syme´trie de
l’avion, de sorte que l’axe des x ait la meˆme direction que le nez de l’avion et l’axe
des z pointe vers le bas lorsque les ailes sont a` l’horizontal. L’axe des y est pointe´
dans une direction paralle`le a` celle de l’aile droite de l’avion.
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Le vecteur vitesse dans le syste`me d’axes de l’avion (voir Figure 1.1) met en
e´vidence deux relations angulaires importantes :
• l’angle d’attaque α est l’angle forme´ dans le plan x0z entre l’axe des x et la
projection du vecteur vitesse paralle`lement a` l’axe y sur ce plan.
• l’angle de de´rapage β est l’angle forme´ dans le plan V0y entre la projection
de l’axe des x paralle`lement a` l’axe z sur ce plan et le vecteur vitesse Vt.
La figure 1.1 illustre e´galement les relations entre les vitesses selon les axes de
l’avion et les trois grandeurs caracte´ristiques que sont la vitesse re´elle Vt, l’angle
d’attaque α et l’angle de de´rapage β :
Vt =
√










On peut donc reformuler 1.1 sous la forme suivante pour obtenir les composantes
du vecteur vitesse :
u = Vt cosα cos β
v = Vt sin β
w = Vt sinα cos β
(1.2)
1.1.2 E´quations newtoniennes
Afin de ne pas rendre les e´quations trop complexes, certaines hypothe`ses simpli-
ficatrices sont faites. Premie`rement l’avion est conside´re´ comme un corps rigide,
ce qui implique que l’ensemble des modes e´lastiques ne seront pas traite´s dans ce
projet. De plus il est suppose´ syme´trique par rapport aux axes x-z du repe`re de
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l’avion, de ce fait les produits d’inertie Ixy et Iyz sont nuls. La masse de l’avion est
prise constante. On estime que, sur la feneˆtre d’observation, la consommation de
carburant est faible et qu’il n’y a pas de de´placement de carburant entraˆınant une
modification de la position du centre de gravite´ et a fortiori des caracte´ristiques
ae´rodynamiques de l’avion. Deuxie`mement la rotation de la terre, ainsi que l’effet
de son rayon de courbure, sont juge´s ne´gligeables ; ce qui permet d’assimiler les
taux de rotation dans le repe`re avion a` ceux dans un repe`re inertiel. Finalement
seules les forces ae´rodynamiques (au nombre de 3), de pousse´e et de gravitation sont
prises en compte. De plus la gravite´ a e´te´ estime´e constante, et donc inde´pendante
de l’altitude de l’avion.
L’ensemble des e´quations caracte´risant le mouvement de l’avion sont induites des
principes de la dynamique newtonienne(voir annexe I). Il peut eˆtre repre´sente´ par
l’e´quation diffe´rentielle suivante qui constitue un mode`le d’e´tat de l’avion :
~˙x = f (~x, ~u) (1.3)
ou` ~x est un vecteur des variables d’e´tat Vt, α, β, p, q, r, φ, θ, ψ, xE, yE, h ;
et ~u est un vecteur des variables de controˆle compose´ de la manette des gaz et
des de´flections des surfaces de controˆle. Les variables du vecteur ~u n’apparaissent
pas explicitement dans l’ensemble des e´quations pre´ce´dentes, mais y figure im-
plicitement car elles influencent la pousse´e, les forces et moments ae´rodynamiques
agissant sur l’avion.
Les variables mesure´es, ou les sorties du mode`le mathe´matique de l’avion, sont Vt,
α, β, p, q, r, φ, θ, ψ, xE, yE, h, ax, ay, az, p˙, q˙ et r˙.







1.1.3 E´quations du mode`le ae´rodynamique
En ge´ne´ral, les coefficients ae´rodynamiques de force et de moment de´pendent non
line´airement des valeurs pre´sentes et passe´es de la vitesse de l’avion, des angles
d’incidences, des vitesses angulaires de l’avion et des de´flections des surfaces de
controˆle. Des me´thodes analytiques, telles que la dynamique des fluides, permettent
de trouver ces de´pendances. Cependant, bien que ces me´thodes donnent de bons
re´sultats pour de faibles angles d’attaques et de faibles vitesses de rotation, une
meilleure estimation est obtenue par des me´thodes expe´rimentales. Parmi celles-ci
on compte les essais en souﬄerie ou encore les mesures obtenues lors d’essais en
vol. En pratique la de´pendance par rapport aux valeurs passe´es est ne´glige´e en
conside´rant que l’e´coulement est quasi-stationnaire.
1.1.3.1 Mode´lisation line´aire
Les e´quations de ce mode`le sont obtenues par un de´veloppement de Taylor line´aire
des forces et des moments ae´rodynamiques. Celles-ci sont ensuite normalise´es afin
d’obtenir les coefficients sans dimension du mode`le longitudinal Cx, Cz et Cm et
ceux du mode`le late´ral Cy, Cl et Cn :






+ Caδ∆δ pour a = x, z ou m






+ Caδ∆δ pour a = y, l ou n
(1.5)
Pour de plus amples de´tails sur cette mode´lisation se re´fe´rer a` Etkin (1978).
Ce mode`le line´aire est valable localement autour de la condition de vol pour laquelle
il a e´te´ e´tabli. Cette approche convient bien au “gain scheduling” mais ne´cessite
un processus d’adaptation dans le cas ou` elle est utilise´e pour identifier le mode`le
ae´rodynamique sur l’ensemble de l’enveloppe de vol.
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1.1.3.2 Mode´lisation non line´aire
Dans le cas ou` le mode`le mathe´matique de l’avion recherche´ est non line´aire, une
mode´lisation non line´aire des coefficients ae´rodynamiques est pre´fe´rable.
Ge´ne´ralement les coefficients ae´rodynamiques sont alors mode´lise´s comme la somme
d’un terme statique, qui de´pend des angles d’incidence, et de termes dynamiques
qui de´pendent line´airement des vitesses angulaires et des de´flections des surfaces de
controˆle. De plus il est usuel de conside´rer que, pour des re´gimes de vol subsoniques,
les changements de vitesse n’affectent pas la valeur des coefficients ae´rodynamiques
par rapport a` celle obtenue a` une vitesse V0 donne´e (Klein & Morelli, 2006):
Ca = Ca0(α, β)q=δ=0 + Caq(α)
qc
2V0
+ Caδ(α)δ pour a = x, z ou m






+ Caδ(α)δ pour a = y, l ou n
(1.6)
Ce mode`le fournit des expressions similaires a` celles utilise´es pour les essais en
souﬄerie. Les valeurs des coefficients ae´rodynamiques peuvent alors eˆtre obtenues
par interpolation des valeurs mesure´es fournies sous forme de tables. On remarque
e´galement que, contrairement a` la mode´lisation line´aire, les variables ne sont pas
des variations par rapport a` une valeur de re´fe´rence car le mode`le est valable sur
l’ensemble de l’enveloppe de vol. De ce fait, une telle mode´lisation est privile´gie´e
dans le cadre de ce me´moire.
Klein et Morelli (2006) soulignent que, dans le cas de manœuvres de grande ampli-
tude ou de vol a` angle d’attaque e´leve´, le comportement ae´rodynamique peut eˆtre
conside´rablement diffe´rent de celui observe´ a` angle d’attaque plus faible par exem-
ple. Il est alors pre´fe´rable d’identifier plusieurs mode`les en partitionnant l’espace
des variables inde´pendantes dont de´pendent les coefficients ae´rodynamiques.
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1.2 Pre´sentation du Fighting Falcon F-16
L’ensemble du projet est applique´ au Fighting Falcon F-16. Le choix de cette appli-
cation est intimement lie´ au fait que le rapport de Nguyen et al. (1979) a e´te´ rendu
public et est donc une grande source d’information sur le mode`le mathe´matique
de l’avion mais aussi sur les coefficients ae´rodynamiques, les re´sultats des essais en
souﬄerie e´tant compris dans ce rapport. Apre´s un bref historique du F-16 et de
ses spe´cificite´s, le mode´le ae´rodynamique de celui-ci est pre´sente´.
1.2.1 Un peu d’histoire
La naissance du F-16, appele´ commune´ment Fighting Falcon, est issue d’un pro-
jet e´manant du De´partement de la De´fense des E´tats-Unis. En 1971, le pro-
gramme visant a` concevoir un avion de chasse le´ger (“Lightweight Fighter”) avec
des spe´cifications pre´cises est mis en place. Cet avion de chasse se devait d’eˆtre
le´ger, de l’ordre de 9 000 kg soit la moitie´ du poids du plus le´ger avion de chasse
de l’e´poque, d’eˆtre peu couˆteux en conception, de petite taille et l’accent devait
eˆtre mis sur une manœuvrabilite´ accrue, notamment en acce´le´ration et vitesses de
rotation, au de´triment de la vitesse. A l’origine les spe´cifications e´taient de mach
1.6 a` 12 000 m d’altitude. Le premier prototype de F-16 pris son envol en 1974,
pour devenir le chasseur bombardier multi-roˆle le plus re´pandu au monde.
En outre, le F-16 est dote´ de certaines caracte´ristiques innovantes. C’est le premier
avion a` se voir doter d’un syste`me “fly-by-wire” : il n’y a aucun lien me´canique
entre les commandes du pilote et les surfaces de controˆles que sont l’e´le´vateur, les
ailerons et l’empennage de direction. A` la place, les commandes du pilote sont
transmises a` un syste`me de bord qui se charge de transmettre l’information aux
surfaces de commandes apre`s avoir fait les ajustements ne´cessaires. Ce syste`me de
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controˆle entie`rement informatise´ est d’ailleurs rendu ne´cessaire par la dynamique
du F-16, dote´ d’une stabilite´ statique ne´gative. Ge´ne´ralement un avion est conc¸u
avec une stabilite´ positive lui permettant en absence de controˆle de rester dans
une position d’e´quilibre, mais cela se traduit par une re´duction de manœuvrabilite´.
L’accent e´tant mis sur la manœuvrabilite´ accrue, le F-16 a une stabilite´ statique
le´ge´rement ne´gative en vol subsonique, mais be´ne´ficie d’une stabilite´ positive en
vol supersonique.
1.2.2 Le mode`le ae´rodynamique du F-16
Le mode`le ae´rodynamique du F-16 est base´ sur le rapport du centre de recherche
de Langlay de la NASA (Nguyen et al, 1979). Celui-ci rend public les proprie´te´s
ge´ome´triques et massiques de l’avion, les entre´es possibles des actionneurs, les
e´quations de mouvement, le mode`le atmosphe´rique utilise´, les donne´es ae´rodynami-
ques et le mode`le du moteur.
Les donne´es ae´rodynamiques proviennent d’essais en souﬄerie statiques et dy-
namiques a` faible vitesse sur un mode`le re´duit a` 16% du F-16 et sont fournies sous
forme de tables pour un large spectre d’angles d’attaque et d’angles de de´rapage:
−20˚< α < 45˚et −30˚< β < 30˚.
Le F-16 posse`de, outre les surfaces de controˆles usuelles, un volet sur le bord
d’attaque. Celui-ci n’est pas commande´ directement par le pilote, il est ajuste´
automatiquement en fonction de l’angle d’attaque, de la pression statique et de la













Les e´quations non line´aires qui re´gissent la valeur des coefficients ae´rodynamiques
sont analogues a` celles du mode`le ge´ne´ral pre´sente´ en 1.1.3.2 a` quelques modifica-
tions pre`s :
• le volet du bord d’attaque introduit des termes supple´mentaires
• la contribution due a` l’e´le´vateur n’est pas dissocie´e du terme principal
Les e´quations pour le mode`le longitudinal sont les suivantes :















pour a = x ou z





















et pour le mode`le late´ral pour a = l, y ou n:


















































ou` pour tout a :
∆Ca lef (α, β) = Ca lef (α, β)− Ca0 (α, β, δe = 0)
∆Ca,δr=30o (α, β) = Ca,δr=30o (α, β)− Ca0 (α, β, δe = 0)
∆Ca,δa=20o (α, β) = Ca,δa=20o (α, β)− Ca0 (α, β, δe = 0)
∆Ca lef,δa=20o (α, β) = Ca lef,δa=20o (α, β)− Ca lef (α, β)−∆Ca,δa=20o (α, β)
(1.10)
Les donne´es fournies sous forme de table dans le rapport de la NASA (Nguyen et
al, 1979) et leur illustration permet d’appre´cier la non line´arite´ des diffe´rentes con-
tributions aux coefficients ae´rodynamiques. Soulignons toutefois que ces donne´es
e´tant discre`tes, il est usuel d’utiliser des me´thodes d’interpolation pour obtenir des
valeurs sur l’ensemble de l’enveloppe de vol.
Ce mode`le ae´rodynamique est valable dans l’enveloppe de vol de´finie par le tableau
1.1, dont les donne´es proviennent du rapport de la Nasa (Nguyen et al, 1979).
Tableau 1.1 De´finition de l’enveloppe de vol
Variable Bornes Unite´
vitesse M [ 0.1 ; 1 ] nb de Mach
altitude h [ 0 ; 15 500 ] m
angle d’attaque α [ -10 ; 45 ] degre´
angle de de´rapage β [ -30 ; 30 ] degre´
vitesse angulaire en roulis p [ -595 ; 595 ] ˚.s−1
vitesse angulaire en tangage q [ -205 ; 205 ] ˚.s−1
vitesse angulaire en lacet r [ -135 ; 135 ] ˚.s−1
de´flection de l’e´le´vateur δe [ -25 ; 25 ] degre´
de´flection des ailerons δa [ -21 ; 21 ] degre´
de´flection du gouvernail δr [ -30 ; 30 ] degre´
de´flection du bord d’attaque δlef [ 0 ; 25 ] degre´
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1.3 Conclusion
Dans ce chapitre, le syste`me a` l’e´tude a e´te´ pre´sente´. Le mode`le mathe´matique
ge´ne´ral de l’avion a d’abord e´te´ rappele´, et une attention particulie`re a e´te´ apporte´e
au mode`le ae´rodynamique de l’avion. Le choix de cette mode´lisation de´termine le
degre´ de pre´cision du mode`le, et c’est e´galement la valeur de ses parame`tres qui
diffe´rencie le comportement des diffe´rents avions.
L’ensemble est alors applique´ au F-16 car cet avion de combat sert d’illustration a`
travers l’ensemble de ce me´moire.
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CHAPITRE 2
INTRODUCTION AUX RE´SEAUX DE NEURONES
Les re´seaux de neurones tirent leur nom de leur grande similitude avec le cerveau hu-
main. L’agencement de structures individuellement simples, les neurones, permet
de cre´er une structure intelligente capable de re´soudre des proble`mes complexes:
le cerveau humain est capable, par exemple, de reconnaˆıtre un visage familier en
moins de 200ms. Les re´seaux de neurones artificiels ne sont pas aussi performants,
mais leur capacite´ est bien supe´rieure a` celle d’un processeur conventionnel.
Dans cette section, la mode´lisation mathe´matique d’un neurone est tout d’abord
pre´sente´e, puis l’architecture classique des Multi-Layer Perceptron (MLP) est ex-
plicite´e (Haykin, 1999).
2.1 Le neurone artificiel
L’e´le´ment de base d’un re´seau de neurones est le neurone artificiel ou “perceptron”.
Le mode`le mathe´matique du perceptron est pre´sente´ par la figure 2.1.
Soit un neurone k, on lui pre´sente en entre´e les signaux x1, x2 . . . xp. Ils sont respec-
tivement multiplie´s par des coefficients, appele´s poids synaptiques, ωk1, ωk2 . . . ωkp.





Ce champ est additionne´ d’une constante, appele´e biais, bk puis traite´ par une
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Figure 2.1 Mode`le non line´aire d’un neurone
fonction d’activation ϕ pour donner la sortie du neurone:
yk = ϕ (νk + bk) (2.2)
La fonction d’activation peut eˆtre line´aire ou non, la figure 2.2 illustre les types les
plus re´pandus. Le choix des fonctions a` utiliser est intimement lie´ au proble`me a`
re´soudre.
2.2 Perceptron multicouches
Les perceptrons multicouches (MLP) constituent une classe importante des re´seaux
de neurones, et sont les plus utilise´s dans le cadre de l’identification et du controˆle
des syste`mes dynamiques non line´aires.
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Figure 2.2 Fonctions d’activation usuelles
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Un MLP est compose´ de plusieurs couches, elles-meˆmes compose´s d’un ensemble
de neurones. Chaque neurone du re´seau est un perceptron tel que de´crit dans la
section pre´ce´dente. On distingue la couche d’entre´e, la ou les couche(s) cache´e(s)
et la couche de sortie, comme illustre´ dans la figure 2.3.
La proprie´te´ fondamentale des MLP est la suivante : toute fonction f continue sur
un ensemble compact peut eˆtre approxime´e par un MLP a` une couche cache´e pour
peu que celle-ci ait un nombre suffisant de neurones.
Figure 2.3 Exemple de MLP a` une couche cache´e







ou` les xij sont les entre´es de la couche i provenant de la couche j et les ω
i
kj les poids
associe´s de cette meˆme couche.
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De manie`re ge´ne´rale, un MLP utilise la meˆme fonction d’activation (de pre´fe´rence
non line´aire) pour tous ses neurones. On note cependant que, dans le cas ou` le
MLP sert a` une taˆche de re´gression, la couche de sortie sera choisie line´aire.
Les poids et les biais du re´seau, dits parame`tres libres du re´seau, de´terminent le
comportement du re´seau, il convient donc de bien les fixer en fonction du proble`me
a` re´soudre. Le processus qui a pour finalite´ de de´terminer les parame`tres optimaux
s’appelle l’apprentissage.
2.3 Apprentissage des re´seaux de neurones
Une des caracte´ristiques les plus significatives des re´seaux de neurones est leur ca-
pacite´ d’apprendre de leur environnement et d’ame´liorer leur performance.
L’apprentissage consiste a` modifier la valeur des parame`tres libres du re´seau de
neurones, a` savoir les biais et les poids synaptiques de chaque neurone, car ces
parame`tres de´terminent entie`rement le comportement du re´seau comme il a e´te´
e´nonce´ pre´ce´demment. Le processus d’apprentissage modifie les parame`tres libres
selon une loi donne´e. Un re´seau de neurone est ainsi typiquement un syste`me qui
s’adapte a` son environnement.
On distingue deux types d’apprentissage : l’apprentissage supervise´ et celui non
supervise´. Dans le cadre d’un apprentissage supervise´, un ensemble de donne´es
d’entre´e et de sortie de´sire´e associe´e est fournie au re´seau de neurones et le pro-
cessus d’apprentissage vise a` minimiser l’erreur entre la sortie re´elle du re´seau et
la sortie de´sire´e. En l’absence de sortie de´sire´e, on parle d’apprentissage non su-
pervise´. L’apprentissage supervise´ peut eˆtre associe´ a` une fonction d’identification
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(trouver une loi d’entre´e sortie) tandis que l’apprentissage non supervise´ est plus
volontiers associe´ a` une fonction de controˆle.
Il existe e´galement deux modes d’apprentissage : l’apprentissage “hors ligne” et
l’apprentissage “en ligne”. Lorsqu’un ensemble de donne´es disponible pour l’entraˆı-
nement a e´te´ pre´alablement obtenu a` partir de l’environnement du re´seau de neu-
rones, cet ensemble est pre´sente´ dans sa totalite´ en une seule fois (“batch learn-
ing”) ou un point a` la fois (“sequentiel learning”) au re´seau de neurones. Les
phases d’entraˆınement et de simulation sont donc distinctes, c’est un apprentis-
sage “hors-ligne”. Lorsque cette information n’est pas disponible, le re´seau peut
eˆtre entraˆıne´ au cours d’une simulation pendant laquelle il incorpore les nouveaux
points. L’entraˆınement et la simulation e´tant simultane´es, c’est un apprentissage
“en-ligne”.
Ge´ne´ralement l’apprentissage d’un re´seau de neurones est base´ sur la minimisation
de l’erreur entre la sortie re´elle de celui-ci et une re´ponse de´sire´e, qu’elle soit donne´e
dans le cas supervise´ ou ge´ne´re´e dans le cas non supervise´. Cette minimisation est
obtenue graˆce a` l’application d’un algorithme, le plus re´pandu e´tant l’algorithme
de re´tropropagation.
2.3.1 L’algorithme de re´tropropagation
Le principe de l’algorithme est de re´tropropager un vecteur d’erreur afin d’adapter
les poids du re´seau a` la fonction d’identification a` laquelle il est de´die´.
Le signal d’erreur a` la sortie du neurone k a` l’instant d’ite´ration n est :
ek (n) = dk (n)− yk (n) (2.5)
ou` yk est la sortie a` l’instant n du neurone k et dk la re´ponse de´sire´e.
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ou` C est l’ensemble des neurones de la couche de sortie du re´seau.







Celle-ci peut eˆtre interpre´te´e comme une fonction de couˆt qui traduit la performance
de l’apprentissage. En effet l’objectif de l’apprentissage est d’ajuster les parame`tres
libres du re´seau, a` savoir poids synaptiques et biais, afin de minimiser ζmoy.
L’algorithme de re´tropropagation est base´e sur une approximation similaire a` celle
de l’algorithme des moindres carre´s. En effet on estime que la correction a` appliquer
aux poids synaptiques ωikj de la couche i est proportionnelle a` la de´rive´e partielle





η est le taux d’apprentissage de l’algorithme de re´tro-propagation.






ou` δik est le gradient local de la couche i et est de´fini par :










Si i est une couche de sortie, l’erreur se calcule directement d’apre`s la relation 2.5.
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L’application de l’algorithme de re´tropropagation pour l’entraˆınement d’un re´seau
de neurones est re´sume´e dans le tableau 2.1. La fonction d’activation choisie pour
les couches cache´es est ge´ne´ralement la fonction sigmo¨ıde ou tangente hyperbolique
(voir figure 2.2). Les fonctions d’activation de la couche de sortie sont choisies
line´aires pour une taˆche de re´gression.
Tableau 2.1 Algorithme de re´tropropagation
1. Initialisation du re´seau
Choisir ale´atoirement les poids synaptiques et les biais dans une distribution
uniforme de moyenne nulle et de variance telle que les champs induits des
neurones se trouvent dans la partie non sature´e des fonctions d’activation
sigmo¨ıdales.
2. Pre´senter les entre´es ~x (n) au re´seau, calculer les
sorties correspondantes et le vecteur d’erreur ~e (n) de la couche de sortie.
3. La propagation :








4. La re´tro-propagation :















puis mise a` jour des poids synaptiques :
ωikj (n+ 1) = ω
i





ou` η est le taux d’apprentissage.
5. Ite´ration des e´tapes 2 a` 4 jusqu’a` avoir rencontre´ un crite`re d’arreˆt
(par exemple fonction couˆt ζ infe´rieure a` )
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2.3.2 Ame´liorations de l’algorithme de re´tropropagation
Les me´thodes d’ame´lioration de l’algorithme de re´tropropagation sont base´es sur
le de´veloppement en se´rie de Taylor de la fonction couˆt :




∆ωT (n)H (n)∆ω (n)+o (ω)
(2.12)










Dans l’algorithme de re´tropropagation, la me´thode de la plus grande pente est
utilise´e (voir equation 2.8). Cette me´thode a l’avantage d’eˆtre simple du point de
vue du calcul, cependant son temps de convergence est lent. Afin d’acce´le´rer la con-
vergence d’un MLP on utilise de l’information de plus haut degre´ que celle fournie
par le gradient local. L’approximation de Newton permet de calculer l’optimum de
la fonction couˆt :
∆ω∗ (n) = −H−1 (n) g (n) (2.14)
La convergence vers l’optimum se fait ainsi en une seule e´tape. Cependant elle
implique l’existence de l’inverse du Hessien. D’autre part, meˆme s’il existe, le calcul
de celui-ci ne´cessite beaucoup de me´moire. Une alternative consiste a` approximer
le Hessien plutoˆt que de le calculer. C’est ce qui est fait dans l’algorithme de
Levenberg-Marquardt pre´sente´ ci-apre`s.
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2.3.3 L’algorithme de Levenberg-Marquardt
L’algorithme classique de re´tropropagation ajuste les poids dans la direction de la
plus grande pente (gradient ne´gatif). C’est la direction dans laquelle la fonction
d’erreur de´croˆıt le plus rapidement, cependant cela n’entraˆıne pas ne´cessairement
la convergence la plus rapide. La me´thode de Newton assure une convergence
acce´le´re´e, mais ne´cessite le calcul de l’inverse du Hessien, qui est complexe et
peut eˆtre mal conditionne´. Afin de s’affranchir de cette difficulte´, l’algorithme de
Levenberg-Marquardt propose d’approximer le Hessien plutoˆt que de le calculer :
gn = J
T
n (~ω) ζn (~ω)
Hn = J
T
n (~ω) Jn (~ω) + µI
(2.15)
ou` Jn (ω) est la Jacobienne a` l’instant n, ζn est la valeur de la fonction couˆt a`
l’instant n et µ un scalaire.
On remarque que si µ est grand alors c’est e´quivalent a` la descente du gradient avec
un taux d’apprentissage faible et si µ est nul alors c’est la me´thode de Newton-
Gauss en utilisant une approximation du Hessien. L’ide´e derrie`re l’algorithme de
Levenberg-Marquardt est que la me´thode de Newton est plus rapide et plus pre´cise
dans le voisinage d’un minimum, il faut donc tendre vers cette me´thode le plus
rapidement possible : µ est donc diminue´ si l’e´tape a conduit a` une baisse de la
valeur de la fonction couˆt, et µ est augmente´ si a` l’inverse la fonction couˆt augmente.
Ainsi la valeur de la fonction couˆt diminue a` chaque ite´ration. Une ite´ration est
appele´e une e´poque d’entraˆınement.
Le tableau 2.2 illustre cet algorithme.
L’apprentissage d’un re´seau de neurone par l’algorithme de Levenberg-Marquardt
est tre`s sensible a` l’initialisation des poids des neurones. Une mauvaise initialisation
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du re´seau peut conduire a` ce que l’optimum trouve´ ne soit qu’un optimum local.
Dans le cadre d’un entraˆınement hors ligne, cette situation peut eˆtre e´vite´e par
l’application de la validation croise´e entre diffe´rents mode`les ayant des parame`tres
d’initialisation diffe´rents.
Tableau 2.2 Algorithme de Levenberg-Marquardt
1. Pre´senter les entre´es ~x (n) au re´seau, calculer les sorties corres-






2. Calculer la matrice jacobienne Jn (~ω)
3. Mettre a` jour les poids :
~ωn+1 = ~ωn −
(
JTn ( ~ωn) Jn ( ~ωn) + µnI
)
JTn ( ~ωn) ζn ( ~ωn)





Si ζn ( ~ωn+1) < ζn ( ~ωn) alors µn+1 = µn − ν, ou` ν est une constante, puis
retourner a` l’e´tape 1.
Si ζn ( ~ωn+1) > ζn ( ~ωn) alors µn+1 = µn + ν, et retourner a` l’e´tape 3 pour
recalculer ~ωn+1 avec la nouvelle valeur de µn.
5. Ite´ration des e´tapes 2 a` 4 jusqu’a` avoir rencontrer un crite`re d’arreˆt
(par exemple fonction couˆt ζ infe´rieure a` )
2.4 Optimisation de l’apprentissage
La performance finale d’un re´seau de neurones suite a` l’apprentissage n’est pas
inde´pendante des donne´es fournies pour l’entraˆınement, de son initialisation ni du
nombre d’e´poques sur lequel il est entraˆıne´. Le processus de validation croise´e
permet de choisir un re´seau, pour une architecture donne´e, dont les performances
sont optimales. Le phe´nome`ne de sur-apprentissage sera quant a` lui minimise´ par
un arreˆt pre´mature´ de l’apprentissage.
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2.4.1 Donne´es d’entraˆınement
Les re´seaux de neurones sont non line´aires. Cela impose une excitation suffisante du
signal d’entre´e pour une identification correcte sur l’ensemble de l’espace d’entre´e.
Plus la dimension de la couche d’entre´e est grande, plus la taille de l’ensemble
des donne´es d’entraˆınement doit eˆtre grande, ceci est connu sous le nom de “curse
of dimensionality”. De plus, il est pre´fe´rable que deux e´chantillons d’une meˆme
variable successivement fournies au re´seau varient passablement (Haykin, 1999).
Afin de rendre l’entraˆınement le plus efficace possible, il est pre´ferrable de traiter
au pre´alable les donne´es.
Si des signaux mesure´s sont utilise´s comme entre´e du re´seau, il est recommande´
(Nørgaard, Ravn, Poulsen & Hansen, 2000) de les filtrer pour e´liminer le bruit de
mesure, ou le biais introduit par les appareils de mesure. En l’absence de filtrage,
l’entraˆınement du re´seau de neurone est de´licat. Un entraˆınement excessif implique
que l’erreur d’entraˆınement est tre`s faible mais alors le re´seau suit le bruit et non
le signal.
L’ensemble des donne´es doit eˆtre repre´sentatif de la fonction a` identifier, les donne´es
se doivent d’eˆtre e´quitablement re´parties sur l’ensemble de l’enveloppe de vol. En
effet si les donne´es sont sur-repre´sentatives d’une re´gion de l’espace d’entre´e, le
re´seau apprend de manie`re fide`le celle-ci, au de´triment d’une bonne approxima-
tion en dehors de cette re´gion. De plus, e´liminer la redondance implique un temps
d’entraˆınement re´duit.
Les fonctions d’activation e´tant ge´ne´ralement syme´triques, il est pre´fe´rable de
pre´traiter les donne´es de sorte que la moyenne de chaque variable soit nulle. Si
les amplitudes des variables d’entre´es sont tre`s disparates, il convient e´galement
d’uniformiser leur variance, sinon la variable ayant la plus grande plage de valeurs
se voit attribuer une importance artificielle.
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2.4.2 La validation croise´e
Le principe de la validation croise´e est base´ sur la cohe´rence de la comparaison
des diffe´rents mode`les de re´seaux de neurones. Afin de pouvoir comparer la per-
formance de re´seaux de neurones, une partie des donne´es est pre´leve´e a` des fins de
test. En effet, en testant l’ensemble des mode`les avec des exemples qui n’ont pas
servi a` leur entraˆınement, on peut interpre´ter l’erreur moyenne de chaque mode`le
comme un indicateur d’optimalite´ : plus cette erreur sera faible, plus le re´seau
s’approchera de la fonction de re´gression cherche´e. En pratique il est conseille´
dans Haykin (1999) de conserver 20% des donne´es a` disposition pour la validation
croise´e, cet ensemble de donne´es est alors appele´ ensemble de validation. Ce
principe ne s’applique toutefois que dans le cas d’apprentissage hors-ligne.
Soit un ensemble de re´seaux de neurones posse´dant la meˆme architecture mais
ayant des parame`tres initiaux distincts. Lorsque l’algorithme d’apprentissage est
de´pendant de l’initialisation des parame`tres comme dans le cas de la re´tropropaga-
tion ou de l’algorithme de Levenberg-Marquardt, la validation croise´e permet de
choisir l’initialisation la meilleure. Une autre application directe de la validation
croise´e est le choix de l’architecture du re´seau de neurones la mieux adapte´e a` un
proble`me donne´ de re´gression ou de classification.
2.4.3 L’arreˆt pre´mature´ de l’apprentissage
Un parame`tre a` fixer lors de l’apprentissage d’un re´seau de neurones est le nombre
d’e´poques d’apprentissage, c’est-a`-dire le nombre de fois que l’on va pre´senter pour
entraˆınement les donne´es a` un re´seau de neurones.
Plus le nombre d’e´poques est grand, plus le re´seau apprend les exemples fournis.
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Donc l’erreur moyenne quadratique calcule´e sur les exemples d’entraˆınement tend
vers ze´ro quand le nombre d’e´poques augmente. Cependant cet apprentissage se
fait au de´triment de la ge´ne´ralisation, c’est-a`-dire que l’erreur du re´seau pour des
valeurs non utilise´es a` l’entraˆınement (dite erreur de ge´ne´ralisation) sera plus im-
portante que pre´vue. Afin de contrer le sur-apprentissage, l’apprentissage d’un
re´seau de neurones sera arreˆte´ pre´mature´ment. A` cette fin une partie des donne´es
est pre´leve´e pour servir d’ensemble de test, tandis que le re´seau de neurones
est entraˆıne´ sur toutes les donne´es restantes. L’e´poque d’entraˆınement optimale
correspond a` l’e´poque pour laquelle l’erreur quadratique de l’ensemble de test est
la plus faible (voir figure 2.4). L’arreˆt pre´mature´ de l’apprentissage a` cette e´poque
permet d’obtenir une meilleure performance du re´seau de neurones.
L’ensemble des donne´es fournies pour l’entraˆınement, prive´ de celles se´lectionne´es
pour les ensembles de validation et de test, est appele´ ensemble d’entraˆınement.
Figure 2.4 Arreˆt pre´mature´ de l’entraˆınement
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CHAPITRE 3
IDENTIFICATION DU MODE`LE AE´RODYNAMIQUE
L’objectif du processus d’identification est d’obtenir un mode`le ae´rodynamique
qui repre´sente de manie`re pre´cise et fide`le les caracte´ristiques ae´rodynamiques de
l’avion, en conformite´ aux spe´cifications requises par une commande de vol non
line´aire. La me´thode utilise´e ici est une identification par re´seaux de neurones.
Apre`s avoir mis en e´vidence l’avantage des re´seaux de neurones par rapport a`
des me´thodes classiques, la conception d’un module d’identification hors ligne est
pre´sente´e. L’identification en ligne ayant un inconve´nient majeur, une me´thode
re´cente pour minimiser celui-ci est e´tudie´e et me`ne a` proposer une architecture
novatrice adapte´e aux deux types d’apprentissage.
3.1 Identification hors ligne et en ligne
L’identification hors ligne est une analyse post expe´rience, au sens ou` les donne´es
mesure´es au cours d’expe´riences (par exemple des essais en souﬄerie statiques et
dynamiques) sont utilise´es une fois les expe´riences acheve´es. Les mesures sont ap-
prises dans leur ensemble par des algorithmes tels que celui des moindres carre´s.
A l’issue de ce processus, une loi entre´e-sortie est de´termine´e permettant de car-
tographier les valeurs des coefficients ae´rodynamiques sur l’ensemble de l’enveloppe
de vol. Cependant avec les me´thodes classiques (algorithme des moindres carre´s,
filtrage de Kalman, . . . ) le mode`le ae´rodynamique ainsi obtenu est statique, et ne
pourra ni eˆtre ame´liore´ en vol, ni s’adapter a` des changements pouvant survenir
dans la dynamique de l’avion.
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Une application importante de l’identification en ligne, ou encore temps re´el, est
de caracte´riser les changements de la dynamique d’un avion dans le cadre d’une
commande de vol adaptative ou reconfigurable. Les variations des coefficients
ae´rodynamiques de l’avion repre´sentent les changements de condition de vol, la
consommation de carburant, un changement de configuration de l’avion, ou encore
une large gamme de pannes, d’usure ou de de´gaˆt survenant sur l’avion (Klein &
Morelli, 2006). L’objectif est alors d’estimer en temps re´el ces coefficients a` partir
de donne´es mesure´es, de sorte que la logique du controˆleur adaptatif puisse ef-
fectuer les changements ne´cessaires a` la loi de commande pour assurer la stabilite´
de l’ae´ronef et les objectifs de performance. Classiquement cette identification
est faite en conside´rant un mode`le line´aire a` parame`tres variant dans le temps de
l’ae´rodynamique de l’avion comme pre´sente´ en 1.1.3.1.
Les me´thodes d’estimation en temps re´el telles que l’algorithme des moindres
carre´s re´cursif (Ward, Monaco & Bodson, 1998) ou du filtrage de Kalman e´tendu
(Jategaonkar, 2006) sont couramment utilise´es. Les avantages principaux de ces
me´thodes sont leur capacite´ a` estimer en temps re´el les parame`tres ae´rodynamiques
de l’avion sans avoir a` utiliser l’ensemble des donne´es additionne´ de chaque nouvelle
mesure, et leur capacite´ a` suivre des parame`tres variant dans le temps. Cependant
elles pre´sentent des inconve´nients majeurs :
• un mode`le line´aire sous-jacent a` parame`tres variables dans le temps doit eˆtre
fixe´.
• les connaissances a priori, obtenues lors des essais en souﬄerie ou des essais
en vol, ne sont pas exploite´es par ces algorithmes re´cursifs d’identification.
• dans des conditions de vol normales, les variables de controˆles et d’e´tat
sont relativement constantes pendant de longues pe´riodes. Pendant celles-
ci l’excitation du syste`me dynamique est proche du niveau de bruit, or dans
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de telles circonstances les me´thodes pre´ce´dentes de re´gression donnent des
re´sultats impre´cis.
Ainsi l’identification hors ligne des parame`tres ae´rodynamiques d’un ae´ronef per-
met d’obtenir un mode`le sur l’ensemble de l’enveloppe de vol, mais celui-ci n’est
pas capable d’incorporer de nouvelles donne´es ni de s’adapter si la mode´lisation
effectue´e n’est pas suffisamment pre´cise. L’identification en temps re´el est capable
d’une telle adaptation, mais pre´sente l’inconve´nient de n’eˆtre valable que pour le
point de fonctionnement auquel se trouve l’avion : aucune donne´e connue a priori
ne peut eˆtre exploite´e par ces me´thodes.
Les re´seaux de neurones sont adapte´s aux deux types d’identification, comme le
souligne Richardson (1999). Graˆce a` leur capacite´ d’apprentissage, ils peuvent
apprendre hors-ligne la loi entre´e-sortie induite par les mesures re´colte´es au cours
d’expe´rience et de simulations ; l’utilisation de l’apprentissage en ligne leur permet
d’apprendre de nouvelles informations acquises au cours du vol.
3.2 Les re´seaux de neurones applique´s a` l’identification hors ligne
L’objectif de ce me´moire est de concevoir une loi de commande non line´aire val-
able sur l’ensemble de l’enveloppe de vol. Celle-ci ne´cessite une mode´lisation du
syste`me sur ce meˆme ensemble, a` savoir d’apre`s le chapitre 1 identifier le mode`le
ae´rodynamique de l’avion. Il a e´te´ souligne´ que celle-ci pouvait se faire hors ligne
par des algorithmes d’interpolation ou de re´gression a` partir de donne´es issues de
l’expe´rience et fournies sous forme de tables de re´fe´rences (Jategaonkar, 2006).
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Les avantages des re´seaux de neurones par rapport a` ces me´thodes sont :
• l’espace me´moire est re´duit, car toute l’information connue a priori est com-
prise dans la valeur des poids synaptiques.
• les re´seaux de neurones ont la capacite´ d’interpoler les donne´es sans effort de
calcul supple´mentaire.
• il n’y a pas a` de´finir pre´alablement la structure inhe´rente a` la loi entre´e-
sortie donnant les coefficients ae´rodynamiques, ce qui permet de conserver
intacte l’information contenue dans les mesures notamment au niveau de la
non line´arite´ et du couplage entre les coefficients.
Cependant la pre´cision de l’approximation est fonction de l’architecture du re´seau,
a` savoir le type de re´seau utilise´, son nombre de neurones et de couches cache´es, la
valeur de ses parame`tres et le choix de ses entre´es et sorties. Tous ces parame`tres
doivent donc eˆtre de´termine´s. Un objectif de performance usuel (Richardson, 1999)
est d’estimer les coefficients ae´rodynamiques avec une erreur quadratique moyenne
d’entraˆınement infe´rieure a` 2, 5.10−4, cette valeur sera prise comme re´fe´rence pour
ce me´moire.
Un re´seau de neurones MLP a` une couche cache´e est capable d’approximer toute
fonction non line´aire complexe avec une pre´cision aussi fine que voulue a` condition
de pre´senter un nombre suffisant de neurones sur sa couche cache´e (Haykin, 1999).
De plus, dans le cas ou` un re´seau doit effectuer une re´gression, il est usuel d’utiliser
une fonction d’activation sigmo¨ıdale syme´trique sur la couche cache´e et une fonction
line´aire sur la couche de sortie. Les me´thodes d’optimisation de l’entraˆınement (voir
2.4) permettent alors avec un nombre de neurones fixe´s d’obtenir un re´seau optimal.
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Tableau 3.1 De´pendances des coefficients ae´rodynamiques
Mode`le Coefficients Variables
Longitudinal Cx, Cm, Cz α, β, δe, q, Vt, (δlef )
Late´ral Cl, Cy, Cn α, β, δa, δr, p, r, Vt, (δlef , δe)
En ce qui concerne le choix des entre´es, le mode`le ae´rodynamique e´tabli en 1.1.3.2
met en e´vidence les de´pendances entre les coefficients ae´rodynamiques et certains
parame`tres. Celles-ci sont re´capitule´es dans le tableau 3.1, ou` les parame`tres entre
parenthe`ses sont ceux particuliers au F-16. Un choix possible est soit de concevoir
un unique re´seau identifiant tous les coefficients, soit de concevoir deux re´seaux,
le premier identifiant le mode`le ae´rodynamique longitudinal et le second le mode`le
late´ral.
Il est fortement recommande´ (Haykin, 1999) de ne pas avoir de poids synaptique
nul dans un re´seau, car une telle configuration implique que le neurone ajoute du
bruit dans le re´seau. Or les mode`les longitudinal et late´ral sont de´couple´s par
rapport a` certaines variables, notamment les vitesses angulaires et les de´flections
des surfaces de controˆle. On peut donc craindre que de prendre comme sortie les
six coefficients ae´rodynamiques, et donc l’ensemble des variables pre´sentes dans le
tableau 3.1 comme entre´e, entraˆıne la nullite´ de certains poids synaptiques. Cette
configuration n’est pas retenue : on adopte donc deux re´seaux.
Ainsi le seul parame`tre qui reste a` de´terminer est le nombre de neurones sur la
couche cache´e de chacun des re´seaux. Cependant afin d’eˆtre efficacement utilise´
par le controˆleur non line´aire, le module d’identification doit produire une valeur
estime´e de chaque coefficient ae´rodynamique le plus rapidement possible. Ce de´lai
e´tant proportionnel au nombre de neurones sur la couche cache´e, les objectifs de
conception sont de minimiser le nombre de neurones sur celle-ci et d’atteindre la
pre´cision d’estimation requise.
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Afin de minimiser le nombre de neurones, deux me´thodes existent. La premie`re,
dite de “pruning”, consiste a` cre´er un re´seau avec un nombre de neurones tre´s e´leve´
et par inspection de retirer les neurones dont les poids synaptiques en amont ou
en aval sont nuls. Seulement il n’y a pas de garantie que le re´seau final obtenu
satisfasse encore le crite`re de performance fixe´ initialement. La seconde me´thode,
dite de “growth”, consiste a` augmenter progressivement le nombre de neurones
d’un re´seau jusqu’a` obtenir le crite`re de performance requis. C’est celle adopte´e.
L’utilisation de l’algorithme de Levenberg-Marquardt (voir 2.3.3) implique une con-
vergence acce´le´re´e d’un re´seau de neurones, et a fortiori un couˆt et un temps de
conception re´duits. Toutefois cet algorithme, comme la majorite´ des algorithmes
par paquets (ou “batch”), est sensible a` l’initialisation des poids synaptiques lors
de la cre´ation du re´seau de neurones. A` nombre fixe´ de neurones sur la couche
cache´e, la validation croise´e permet de choisir le re´seau pre´sentant les meilleures
performances de ge´ne´ralisation.
La combinaison de la me´thode de “growth” et de l’utilisation de l’algorithme de
Levenberg-Marquardt permet d’obtenir une proce´dure pour la conception d’un
re´seau de neurone optimal au sens ou` le nombre de neurones est minimise´ et le
crite`re de performance est atteint. Cette proce´dure est re´capitule´e dans le tableau
3.2.
On constate que le nombre de neurones ne´cessaires pour identifier le mode`le ae´ro-
dynamique sur l’ensemble de l’enveloppe de vol avec le crite`re de performance usuel
est important : Richardson (1999) obtient plus de 130 neurones sur la couche cache´e
pour l’identification de Cz ! Le partitionnement de l’espace d’entre´e (voir 1.1.3.2)
permet de conside´rer des comportements de sortie moins complexes. Le nombre de
neurones sur la couche cache´e de chacun des re´seaux assigne´s a` une partition serait
donc plus restreint. L’application d’un processus d’interpolation ou de lissage aux
frontie`res des partitions permet de plus de conserver le caracte`re continu de la
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sortie fournie par le module d’identification.
Tableau 3.2 Proce´dure de conception hors ligne d’un re´seau optimal
1. De´finition des parame`tres
 : Crite`re de performance
m1 : nombre initial de neurones sur la couche cache´e
N : nombre de re´seaux a` comparer
p : nombre d’e´poques d’entraˆınement
2. Entraˆınement des re´seaux de neurones
Pour i = 1..N
cre´er et initialiser un nouveau re´seau a` m1 neurones sur la couche cache´e
entraˆıner le re´seau sur p e´poques
sauvegarder le re´seau et ses performances
fin
Si l’erreur quadratique moyenne de l’ensemble de test n’est pas infe´rieure a`
celle obtenue pour m1 − 1 neurones, entraˆıner le re´seau a` nouveau.
Re´ite´rer jusqu’a` obtenir une erreur quadratique plus faible.
3. Analyse des re´seaux obtenus
De´terminer le re´seau optimal de ce mode`le par validation croise´e.
Ve´rifier si les objectifs de performance ont e´te´ atteints, si oui c’est le re´seau
optimal. Si non, augmenter le nombre de neurones de la couche cache´ et
retourner a` l’e´tape 2.
Bien qu’a` premie`re vue partitionner l’espace des variables d’entre´e du module
d’identification semble eˆtre une de´marche analogue a` celle faite par le “gain schedul-
ing”, la de´marche intrinse`que du partitionnement est bien diffe´rente. En effet lors
du “gain scheduling”, l’enveloppe de vol est discre´tise´e en un ensemble de points ou`
pour chacun d’eux un mode`le de l’avion est e´labore´ ainsi qu’un controˆleur line´aire
local ; la programmation des gains permet alors de couvrir l’ensemble de l’enveloppe
de vol. Le partitionnement quant a` lui permet d’optimiser la taˆche d’identification.
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L’architecture interne du module d’identification du mode`le ae´rodynamique de
l’avion est certes un ensemble de re´seaux de neurones spe´cialise´s dans des re´gions
diffe´rentes de l’espace des variables d’entre´e, mais d’un point de vue boˆıte noire il
identifie l’ensemble de l’enveloppe de vol de manie`re performante et continue.
Ainsi une proce´dure ge´ne´rale pour la conception d’un module d’identification a e´te´
mise en e´vidence. Elle comporte trois e´tapes majeures a` appliquer a` l’identification
du mode`le longitudinal et late´ral : le partitionnement de l’espace d’entre´e, la con-
ception pour chacune des partitions d’un re´seau optimal selon l’algorithme du
tableau 3.2 et le choix d’un processus d’interpolation ou de lissage pour obtenir
une sortie globale continue.
3.3 Extension vers un entraˆınement en ligne
Bien que la commande de vol adaptative conc¸ue dans le cadre de ce projet ne
soit pas de´veloppe´e en tant que commande reconfigurable, le lien e´troit e´tabli dans
l’introduction entre ces deux lois de commande sugge`re une possible extension a` la
reconfiguration suite a` une panne ou un de´gaˆt survenant sur l’avion. Le module
d’identification est donc de´veloppe´ de sorte a` satisfaire, dans une certaine mesure,
les exigences de cette e´ventuelle e´volution. On veillera notamment a` ce que le
module d’identification puisse s’adapter a` des changements rapides des valeurs
des coefficients ae´rodynamiques, que ce soit par exemple suite a` un changement
brutal de condition de vol ou suite a` une variation des coefficients. Cet aspect de
l’apprentissage n’est cependant pas traite´ de manie`re extensive.
Une fois le module d’identification de´veloppe´ hors ligne, il est implante´ dans l’avion
et peut eˆtre programme´ pour apprendre en ligne. Les capteurs fournissent des
donne´es mesure´es a` la fois pour les entre´es et les sorties de´sire´es des re´seaux de
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neurones. Le module d’identification du mode`le ae´rodynamique de l’avion utilise
alors ces mesures pour entraˆıner le re´seau en ligne. Cela lui permet d’ame´liorer les
estimations initiales obtenues suite a` l’appentissage hors ligne ou bien de s’adapter
a` des changements survenants dans les valeurs des coefficients ae´rodynamiques.
Comme tout algorithme d’estimation, les re´seaux de neurones ne´cessitent une ex-
citation suffisante en entre´e pour obtenir des re´sultats globaux. Malheureusement,
dans des conditions normales de vol, il existe des longues pe´riodes de temps pen-
dant lesquelles la configuration de l’avion est quasi constante. Cela implique une
absence d’excitation en entre´e des re´seaux de neurones du module d’identification.
En s’entraˆınant en ligne dans de telles conditions les re´seaux s’adaptent de manie`re
pre´cise a` la condition de vol courante, mais oublient la cartographie des coefficients
ae´rodynamiques dans les autres re´gions de l’enveloppe de vol.
Richardson (1999) sugge`re d’utiliser un re´seau de neurone, appele´ “nominal”, pour
le mode`le ae´rodynamique de l’avion dans ses conditions normales, et de l’e´tendre
par un deuxie`me re´seau qui corrigerait les erreurs du mode`le graˆce a` l’apprentissage
en ligne. A intervalles re´guliers le re´seau nominal est entraˆıne´ avec les donne´es du
re´seau correcteur. Toutefois le re´seau correctif est un re´seau qui croˆıt en ligne, au
sens ou` des neurones y sont ajoute´s en ligne. Le dimensionnement d’un tel re´seau
n’est pas aise´, de plus il faut garantir que le nombre de neurones le composant
n’explose pas.
Une autre me´thode permettant d’e´liminer ce phe´nome`ne d’oubli a re´cemment e´te´
de´veloppe´e dans le laboratoire d’ae´ronautique de l’universite´ de Delft sur un mode`le
basse fide´lite´ d’un avion de combat (DeWeerdt et al., 2005). Le principe est de
partitionner l’espace d’entre´e et d’exploiter les relations invariantes afin de cre´er
une structure dite en hypercubes.
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3.3.1 Les hypercubes de De Weerdt (2005)
La structure globale du module d’identification utilise´e par De Weerdt (2005) est
le´ge`rement diffe´rente de celle expose´e en 3.2. Si la loi d’entre´e-sortie mode´lisant le
comportement ae´rodynamique de l’avion est amene´e a` changer, suite par exemple
a` une panne ou un de´gaˆt, l’architecture du re´seau de neurones reste inchange´e et
le nouveau mode`le est appris en ligne. Toutefois la perspective d’une telle mod-
ification en ligne suppose l’e´largissement de la dimension des entre´es, car on ne
peut exclure la possibilite´ que la nouvelle loi donnant par exemple la valeur de Cx
ne de´pende pas des taux de rotation p ou r , ou des de´flections des surfaces de
controˆle late´rales δa et δr. De Weerdt a donc introduit ce couplage additionnel
entre l’ensemble des variables d’entre´e et les six coefficients ae´rodymaniques.
Le module d’identification de De Weerdt a ainsi les six coefficients ae´rodynamiques
en sortie, et [α, β, δe, δa, δr, Vt, h, p, q, r] comme vecteur d’entre´e.
De Weerdt (2005) e´met une hypothe`se qui lui permet de re´duire la dimension du
vecteur des variables d’entre´e, a` savoir qu’il suppose que les relations 1.6 don-
nant les coefficients ae´rodynamiques totaux restent vraies apre`s une panne struc-
turelle pure (i.e. panne qui entraˆıne uniquement une modification des coefficients
ae´rodynamiques de l’avion, sans changement de masse de l’avion). C’est-a`-dire que
suite a` une telle panne seule change la valeur nume´rique des coefficients internes
dans l’expression des coefficients ae´rodynamiques (par exemple Cx0 , Cxq ,∆Cx lef et
∆Cx lefq pour le coefficient ae´rodynamique Cx ) et que l’expression des coefficients
ae´rodynamiques totaux est line´aire en certaines variables :
• Cx, Cm et Cz varient line´airement avec Vt et q
• Cl, Cy et Cn varient line´airement avec Vt, p et r
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Cette hypothe`se permet de simplifier la structure du module d’identification du
mode`le ae´rodynamique du F-16 en re´duisant la dimension du vecteur d’entre´e des
re´seaux de neurones de neuf a` cinq : α, β, δe, δa et δr. De Weerdt introduit alors
le concept de point statique permettant de fixer des valeurs pour les cinq autres
variables (Vt, p, q et r). Si l’invariance line´aire est effectivement conserve´e apre`s une
panne, alors deux valeurs par parame`tre sont suffisantes. Mais seule la validation
en ligne peut confirmer la validite´ de cette hypothe`se. La vitesse re´elle de l’avion
ayant e´te´ introduite artificiellement dans les relations afin d’obtenir des coefficients
sans dimension, la line´arite´ par rapport a` Vt est assure´e. Une telle affirmation ne
peut pas eˆtre avance´e pour les vitesses angulaires de l’avion. Afin de s’assurer d’une
bonne performance d’approximation (en condition normale et en cas de panne) il
lui semble judicieux d’utiliser 5 valeurs pour chacune des autres variables des points
statiques (voir tableau 3.3).
Tableau 3.3 Valeurs des variables des points statiques
Variable Valeurs Unite´s
vitesse Vt 500; 700 ft.s
−1
vitesse angulaire de roulis p −350;−175; 0; 175; 350 ˚.s−1
vitesse angulaire de tangage q −100;−50; 0; 50; 100 ˚.s−1
vitesse angulaire de lacet r −50;−25; 0; 25; 50 ˚.s−1
Pour chaque point statique, l’espace d’entre´e est partitionne´. De Weerdt (2005)
souligne que certaines lignes directrices sont a` respecter : les “hypercubes”, soit les
partitions a` point statique fixe´, doivent eˆtre choisis les plus grands possibles afin
que leur nombre soit minimal, mais suffisamment petits pour que l’effet d’oubli ne
soit pas important en leur sein. Le choix expose´ au tableau 3.4 est alors fait par De
Weerdt. A` chaque hypercube correspond un re´seau de neurones ayant les meˆmes
entre´es et sorties que le module d’identification global.
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Tableau 3.4 Partitions en hypercubes
Variable Valeurs Unite´s
angle d’attaque α [-10;1] [-1;11] [9;21] degre´
[19;31] [29;45]
angle de de´rapage β [-30;-19] [-21;-9] [-11;1] degre´
[-1;11] [9;21] [19;30]
de´flection d’e´le´vateur δe [-25;-10] [-14;2] [-2;14] [10;25] degre´
de´flection d’aileron δa [-21.5;-10] [-14;2] [-2;14] [10;21.5] degre´
de´flection de gouvernail δr [-30;-19] [-21;-9] [-11;1] degre´
[-1;11] [9;21] [19;30]
Afin de mieux comprendre la notion de point statique, la figure 3.1 met en e´vidence
le maillage de ceux-ci pour une valeur de la variable V fixe´e, car la repre´sentation
en dimension 4 n’est pas possible. Les points pleins sur la figure repre´sentent la po-
sition des points statiques. A chacun d’eux correspond un ensemble d’hypercubes.
La figure 3.2 permet de visualiser, a` un point statique (V0, p0, q0, r0) donne´, la
structure en hypercubes en limitant le nombre de variables a` 3 (α, β et δe). Le
chevauchement entre les diffe´rentes re´gions n’a pas e´te´ illustre´e pour des questions
de visibilite´.
Seuls les hypercubes dont la re´gion associe´e comprend la condition de vol actuelle
(α, β, δe, δa, δr) sont active´s. D’ailleurs, ils se chevauchent de sorte que la transition
d’une re´gion a` une autre se fasse de manie`re continue.
Dans le cas ide´al, les re´gions adjacentes apprennent sans erreur la loi d’entre´e-
sortie locale. Celle-ci e´tant identique sur la plage de chevauchement pour les re´gions
adjacentes, elles devraient fournir les meˆmes sorties et une fonction de basculement
suffirait pour passer d’une re´gion a` une autre au milieu de la zone de chevauchement.
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Figure 3.1 Representation partielle des points statiques
Figure 3.2 Representation partielle des hypercubes
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Dans le cas non ide´al, la loi d’entre´e-sortie est apprise avec un facteur d’erreur, et
l’utilisation d’une fonction de basculement provoquerait une discontinuite´ dans la
sortie du module d’identification global. De Weerdt utilise alors une interpolation
line´aire dans la re´gion de chevauchement entre les valeurs des coefficients donne´es
par chacune des re´gions active´es, soit entre deux et dix re´gions.
Cette proce´dure donne alors une valeur des coefficients ae´rodynamiques en chaque
point statique. En ge´ne´ral, ces valeurs doivent ensuite eˆtre interpole´es de sorte a`
calculer la valeur des coefficients ae´rodynamiques pour les valeurs de (Vt, p, q, r) de
la condition de vol.
En effet, si la condition de vol se trouve eˆtre un point statique, les valeurs des
coefficients donne´es par celui-ci sont directement utilise´es. Par contre, si cela n’est
pas le cas, selon le nombre de variables dont la valeur est celle d’un point statique
il est ne´cessaire d’interpoler les sorties de 2 (si trois variables ont des valeurs cor-
respondant a` celles d’un point statique) a` 24 = 16 (si aucune variable n’a la valeur
correspondant a` celle d’un point statique) points statiques.
Ainsi la technique des hypercubes entraˆıne une complexification importante au
niveau de la structure du module d’identification. Une analyse des performances
globales d’un tel module a` hypercubes semble indique´e.
3.3.2 Analyse critique
Le module d’identification de´veloppe´ par De Weerdt a pour finalite´ d’eˆtre utilise´
par un controˆleur reconfigurable, et devra donc eˆtre programme´ pour apprendre
en ligne. Or les performances du module n’ont pas e´te´ ve´rifie´es dans ce cas la`.
Certes la validation finale ne peut se faire qu’en ligne, mais la simulation permet
d’appre´cier dans une certaine mesure le comportement du module d’identification
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lorsqu’il est entraˆıne´ avec des donne´es caracte´ristiques d’une condition de vol ou
d’une situation.
Afin de ne pas de´velopper toute la structure en hypercubes un cas simplifie´ est
e´tudie´. Seule l’identification du coefficient Cx au point statique Vt = 150m.s
−1 et
q = 0˚.s−1 est effectue´e. De plus un mode`le simplifie´ est conside´re´, a` savoir que
le bord d’attaque n’est pas pris en conside´ration et que le couplage supple´mentaire
introduit par De Weerdt n’a pas e´te´ exploite´. L’espace d’entre´e est donc re´duit
a` l’angle d’attaque α, l’angle de de´rapage β et la de´flection de l’e´le´vateur δe. La
partition de cet espace est identique a` celle du tableau 3.4.
Cette structure est compare´e a` un module qui identifie le coefficient Cx sans par-
titionnement de l’espace d’entre´e.
Performance suite a` l’apprentissage hors ligne : Les structures de´crites
pre´ce´demment sont de´veloppe´es a` angle de de´rapage fixe´ nul et a` de´flection de
l’e´le´vateur fixe. On obtient un module, dit a` re´gion unique, qui approxime la
loi entre´e-sortie sur l’ensemble de la plage d’angle d’attaque, appele´ abusivement
enveloppe de vol dans cette section, et un module, dit a` re´gions multiples, qui est
une application de la technique des hypercubes de De Weerdt.
Pour le module d’identification a` re´gions multiples, les re´seaux associe´s a` chaque
hypercube (ou chaque partition d’angle d’attaque α) contiennent un faible nombre
de neurones (entre 4 et 6) et l’erreur quadratique moyenne d’entraˆınement, d’une
valeur de 2, 5.10−5, y est infe´rieure a` la valeur de re´fe´rence 2, 5.10−4. Pour obtenir
les meˆmes performances en termes d’erreur, le module a` re´gion unique ne´cessite
une capacite´ de calcul importante. En effet, sur un Pentium III a` 450 MHz, un
entraˆınement met plusieurs heures dans ce cas ci, contre une dizaine de minutes
lors de l’utilisation des hypercubes. Une architecture a` 17 neurones sur la couche
cache´e permet d’assurer une erreur d’entraˆınement infe´rieure a` 6, 2.10−5.
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Figure 3.3 Performance du module a` re´gion unique
Figure 3.4 Performance du module a` re´gions multiples
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Afin de visualiser la diffe´rence entre les deux modules, les figures 3.3 et 3.4 compar-
ent l’identification du coefficient Cx, en fonction de l’angle d’attaque α avec l’angle
de de´rapage et la de´flection de l’e´le´vateur fixes : β = 0˚et δe = 2, 241˚. La valeur
dite “re´elle” du coefficient Cx est obtenue par interpolation des donne´es du rapport
de la NASA (Nguyen et al, 1979).
Le module d’identification a` re´gions multiples approxime tre`s pre´cise´ment le coef-
ficient Cx sur toute l’e´tendue de l’angle d’attaque α. Le module a` re´gion unique
quant a` lui est performant pour des angles d’attaques infe´rieurs a` 15˚, au dela`
l’approximation devient relativement grossie`re. De plus, le temps d’apprentissage
d’un re´seau e´tant proportionnelle a` sa taille, ce dernier module est le moins rapide.
Le temps d’apprentissage hors ligne est couˆteux. Chaque re´seau du module a`
re´gions multiples est certes plus rapide et plus simple a` concevoir que le module
a` re´gion unique, toutefois on de´nombre 1 440 000 re´seaux dans la structure a`
hypercubes de De Weerdt (2005). Il y a donc un compromis a` faire entre finesse
du partitionnement et pre´cision de l’approximation.
Performance suite a` l’apprentissage en ligne : une e´tude qualitative est
mene´e afin de de´gager certaines hypothe`ses quant a` la performance des modules
d’identification suite a` l’apprentissage en ligne. Le sce´nario de´crit dans le tableau
3.5 a e´te´ exploite´ dans de nombreuses configurations. Les re´sulats obtenus pour une
modification semblable de la condition de vol, mais a` condition initiale diffe´rente,
sont similaires. Il semblerait qu’ils soient ge´ne´ralisables, toutefois seule une analyse
extensive permettrait de valider cette hypothe`se.
Afin de simplifier l’interpre´tation des courbes obtenues, un sce´nario ou` seul l’angle
d’attaque est amene´ a` changer est conside´re´. Les autres parame`tres sont fixe´s :
l’angle de de´rapage β est nul, la de´flection de l’e´le´vateur est e´gale a` 2, 241˚, et la
vitesse angulaire de tangage est nulle.
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Tableau 3.5 Sce´nario ge´ne´ral pour l’apprentissage en ligne
1. Choisir un module d’identification du mode`le ae´rodynamique,
dont les performances suite a` l’entraˆınement hors ligne sont satisfaisantes.
2. Ge´ne´rer l’ensemble des couples (α, β, δe, q) caracte´risant la trajectoire :
0 < t < t1 : vol horizontal stabilise´ a` altitude constante (h = 5715m) et a`
vitesse constante (V = 190m/s).
t1 < t < t2 : changement de condition de vol.
t2 < t : condition de vol constante.
3. Simulation du module d’identification : un vecteur d’entre´e a` la fois
est simule´. Le vecteur d’entre´e est ajoute´e a` une FIFO de´die´e et la valeur de
Cx mesure´e a` une autre.
Entraˆınement : le module est entraˆıne´ avec les donne´es se trouvant dans les
FIFO de´die´es d’entre´es et de cibles.
Les figures 3.5 et 3.6 sont le re´sultat d’une augmentation line´aire d’angle d’attaque
entre 4, 503˚a` t1 = 50 et 6, 503˚a` t2 = 100.
Le phe´nome`ne d’oubli affecte le module d’identification a` re´gion unique :
• avant que l’angle d’attaque ne varie, le module s’est adapte´ a` la condition de
vol.
• lorsque l’angle d’attaque commence a` augmenter, le module a` re´gion unique
pre´sente une erreur supe´rieure a` 2, 7.10−4 (voir figure 3.6), donc supe´rieure a`
l’erreur maximale suite a` l’apprentissage hors ligne. Le module a donc perdu
de l’information qu’il contenait a priori.
• pour des angles d’attaques supe´rieurs a` 15˚(voir figure 3.5), la performance
du module s’est nettement de´grade´e : c’est le phe´nome`ne d’oubli.
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Figure 3.5 Phe´nome`ne d’oubli
Figure 3.6 Performance suite a` une augmentation d’angle d’attaque α
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Le module a` re´gions multiples quant a` lui n’est quasiment pas affecte´ par le change-
ment d’angle d’attaque. La partition a permis de le pre´server du phe´nome`ne
d’oubli, car les re´gions non traverse´es par l’angle d’attaque lors du sce´nario n’ont
pas appris en ligne. Ces re´sultats sont conformes aux attentes et a` la raison d’eˆtre
de la structure en hypercubes.
Les sce´narios suivant permettent d’e´valuer qualitativement la performance des
modules d’identification dans le cas ou` une panne ou un de´gaˆt survient. La re-
configuration du controˆleur n’est pas de´veloppe´e dans le cadre de ce projet, mais
il est inte´ressant de concevoir un module d’identification adapte´ a` une telle com-
mande. En effet cela permettrait de simplifier le travail de conception dans le cas
d’une e´volution de la commande, au sens ou` le module d’identification pourrait
eˆtre conserve´.
Dans un premier temps modifions le´ge`rement le sce´nario pre´ce´dent. Le changement
d’angle d’attaque n’est plus progressif entre deux conditions de vol, mais est brutal
(t1 et t2 e´gaux), simulant une panne localise´e. A t = t1 = 30, l’angle d’attaque
passe de −1, 400˚a` 4, 530˚. Les re´sultats de la simulation de ce sce´nario, dit
sce´nario 1, sont donne´s par les figures 3.7 et 3.8.
Dans le cas du module a` re´gion unique le phe´nome`ne d’oubli est tre`s marque´,
avec une erreur de l’ordre de 4.10−3 lors du changement d’angle d’attaque (voir
figure 3.8). Toutefois le module s’adapte rapidement a` la nouvelle configuration.
Ceci s’explique par le fait que le changement brutal d’angle d’attaque entraˆıne
une excitation de l’entre´e du re´seau importante, et dans ce cas l’apprentissage est
plus performant (voir section 2.4). L’erreur quadratique moyenne sur l’ensemble
de la plage d’angle d’attaque est cependant deux fois plus importante que sans
entraˆınement en ligne (voir figure 3.7).
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Figure 3.7 Sce´nario 1 - Module d’identification a` re´gion unique
Figure 3.8 Sce´nario 1 - Performance lors d’un changement brutal d’angle d’attaque
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Le module a` re´gions multiples n’est pas autant affecte´ par le changement brusque de
l’angle d’attaque. Il enregistre une erreur plus importante au moment du change-
ment brutal d’angle d’attaque que lors d’un changement progressif, mais ses per-
formances ne sont pas de´grade´es par rapport a` celles sans entraˆınement.
Le sce´nario 1 met en e´vidence que, lors d’un changement brutal des conditions de
vol, le module d’identification a` re´gions multiples a une meilleure capacite´ a` estimer
la valeur du coefficient ae´rodynamique sur l’ensemble de la plage d’angle d’attaque.
Dans le cas d’un de´gaˆt sur le fuselage ou sur une aile de l’avion, il est vraisemblable
que le mode`le ae´rodynamique soit modifie´ de manie`re permanente et doive eˆtre ap-
pris en ligne par le module d’identification. Afin de ve´rifier le comportement des
deux modules suite a` une telle panne, conside´rons non plus un changement brutal
d’angle d’attaque, mais celui de la valeur du coefficient Cx (Sce´nario 2). L’angle
d’attaque quant a` lui est suppose´ constant pendant toute la dure´e du sce´nario :
α = −1, 4˚. Cette configuration est appele´e “point de fonctionnement”.
En l’absence d’excitation suffisante sur l’ensemble de l’espace d’entre´e, aucun des
deux modules d’identification n’est a` meˆme d’identifier la nouvelle valeur du coeffi-
cient ae´rodynamique (voir figures 3.9 et 3.10) sur l’ensemble de l’enveloppe de vol.
Cependant, au point de fonctionnement, soit la` ou` la modification est mesure´e, les
deux modules identifient correctement ce changement. Le module a` re´gions multi-
ples contient moins de neurones, donc s’adapte plus rapidement aux changements
comme le montre la figure 3.11.
Ainsi la structure a` re´gions multiples re´pond mieux aux exigences de l’identification
en ligne que le module d’identification a` re´gion unique. En effet, en conditions nor-
males de vol, l’apprentissage en ligne n’entraˆıne pas de de´gradation de performance
globale du module d’identification. En cas de conditions de´grade´es, le module a`
re´gions multiples s’adapte plus rapidement aux changements.
55
Figure 3.9 Sce´nario 2 - Module d’identification a` re´gion unique
Figure 3.10 Sce´nario 2 - Module d’identification a` re´gions multiples
56
Figure 3.11 Sce´nario 2 - Performance lors d’un changement brutal de Cx
L’ensemble des simulations pre´ce´dentes ont e´te´ faites en l’absence de bruit de
mesure, ou sous l’hypothe`se que celui-ci est correctement filtre´. Cependant la
pre´sence de bruit dans le vecteur d’entre´e entraˆıne ge´ne´ralement une de´gradation
de performance s’il y a peu d’excitation dans celui-ci et si le re´seau est programme´
a` eˆtre entraˆıne´ en ligne (voir 2.4).
Tableau 3.6 Caracte´ristiques des instruments de mesure
Variable Resolution Variance du bruit
angle d’attaque α 0,029 0,027
angle de de´rapage β 0,018 0,019
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Figure 3.12 Sce´nario 3 - Module d’identification a` re´gion unique
Figure 3.13 Sce´nario 3 - Module d’identification a` re´gions multiples
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Reprenons la simulation d’apprentissage en ligne initiale, soit une augmentation
line´aire d’angle d’attaque entre 4, 503˚a` t1 = 50 et 6, 503˚a` t2 = 100, en y ajoutant
du bruit (Sce´nario 3). Les caracte´ristiques du bruit introduit sont reporte´es dans
le tableau 3.6, et sont issues des donne´es donne´es par Klein et Morelli (2006).
Comme attendu, la performance globale des modules d’identification s’est de´grade´e
(voir figures 3.12 et 3.13). Le partitionnement de l’espace d’entre´e permet d’une
part de restreindre l’e´tendue de la de´gradation, et d’autre part de diminuer l’aug-
mentation d’erreur induite par celle-ci pour des configurations autres que celles
du point de fontionnement (voir figure 3.14). En effet, l’erreur est minimale pour
α = 6, 503˚, soit l’angle d’attaque de l’avion a` la fin du sce´nario.
Les diffe´rents sce´narios et leurs re´sultats permettent de conclure que le module
a` re´gions multiples est plus performant que celui a` re´gion unique. Toutefois le
phe´nome`ne d’oubli n’est pas totalement ane´anti et reste pre´sent au sein de chaque
re´gion.
Figure 3.14 Sce´nario 3 - Comparaison de la performance des deux modules
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3.3.3 Conclusion de l’analyse de la me´thode des hypercubes
Le partitionnement de l’espace d’entre´e pre´sente des avantages notables comme il
a e´te´ vu pre´ce´demment :
• chaque re´seau associe´ a` une partition pre´sente un nombre de neurones plus
faible qu’un re´seau unique utilise´ pour identifier les coefficients sur l’ensemble
de l’enveloppe de vol.
• le temps d’apprentissage hors ligne est re´duit du fait que la complexite´ de la
fonction a` identifier est moindre et que le nombre de neurones, donc de poids
synaptiques a` de´terminer, est plus faible.
• le partitionnement restreint l’impact du phe´nome`ne d’oubli.
• le module d’identification a` re´gions multiples s’adapte plus rapidement en
ligne, que l’avion se trouve en condition de vol normale ou de´grade´e.
Toutefois certaines limites a` la me´thode des hypercubes apparaissent :
• le partionnement effectue´ et la structure en hypercubes implique la concep-
tion de plus d’un million de re´seaux pour identifier le mode`le ae´rodynamique
complet de l’avion.
• en pre´sence de bruit, chaque hypercube reste soumis au phe´nome`ne d’oubli.
• le choix des re´gions est arbitraire dans la structure de De Weerdt.
• sous des conditions normales de vol, il a e´te´ dit en 3.2 qu’un e´largissement
des de´pendances n’est pas souhaitable car cela entraˆıne la nullite´ de certains
poids synaptiques.
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Ainsi l’analyse effectue´e sous des conditions restrictives a mis en e´vidence certains
avantages de la me´thode des hypercubes, mais aussi ses limites. Cela me`ne a`
conside´rer une architecture novatrice qui minimise les inconve´nients de la me´thode
des hypercubes de De Weerdt (2005).
3.4 Une architecture novatrice
Dans cette section, une nouvelle architecture permettant l’identification du mode`le
ae´rodynamique d’un ae´ronef est propose´e. L’architecture ge´ne´rale avec le choix
de re´gions est d’abord pre´sente´e, l’architecture interne propre a` chaque re´gion est
ensuite mise en e´vidence. Les proble´matiques de la se´lection et du changement de
re´gions sont alors aborde´es.
La structure en hypercubes de De Weerdt (2005) a e´te´ cre´e´e spe´cifiquement pour la
reconfiguration. Toutefois, l’utilisation majeure du module d’identification se fera
a priori en condition de vol dite normale, c’est-a`-dire en l’absence de panne et de
de´gaˆt. Le compromis classique entre fide´lite´ et complexite´ du mode`le est donc a`
faire, et une architecture moins complexe est envisage´e ici.
Un certain nombre des hypothe`ses faites par De Weerdt sont alle´ge´es afin de con-
struire un module d’identification de taille plus petite et donc avec des proce´dures
d’interpolation et de ponde´ration simplifie´es. Cela entraˆıne que l’ensemble des
configurations possibles apre`s une panne ou un de´gaˆt structurel n’est plus couvert.
Dans la mesure ou` la reconfiguration n’est pas traite´e exhaustivement dans ce pro-
jet, ces alle`gements ne sont pas une entrave aux objectifs.
Le partitionnement introduit par De Weerdt implique une explosion du nombre
de re´seaux au sein du module d’identification. Or l’inspection des coefficients
ae´rodynamiques met en e´vidence que le facteur de non line´arite´ le plus impor-
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Figure 3.15 Architecture ge´ne´rale
tant est l’angle d’attaque. En effet, le mode`le ae´rodynamique non line´aire montre
que la non line´arite´ est induite par les angles d’attaques et de de´rapage. L’influence
de ce dernier est cependant moindre, d’apre`s l’observation des donne´es fournies par
les essais en souﬄerie.
On se propose donc de partitionner l’espace d’entre´e uniquement suivant l’angle
d’attaque α.
L’architecture ge´ne´rale du module d’identification peut eˆtre repre´sente´e par la fig-
ure 3.15, le nombre de 4 re´gions d’angle d’attaque y est purement illustratif. La
valeur de l’angle d’attaque permet de se´lectionner certaines re´gions. L’ensemble
des variables leur est pre´sente´, et elles fournissent une valeur pour chacun des
six coefficients ae´rodynamiques. En fonction du nombre de re´gions se´lectionne´es,
une ponde´ration peut eˆtre faite pour fournir les valeurs finales des coefficients
ae´rodynamiques. Ces diffe´rents processus sont explique´s ci-apre`s.
62
3.4.1 Partitionnement en re´gions
A priori aucune re`gle de´finitive ne peut eˆtre e´rige´e pour le choix du partitionnement.
Il faut cependant suivre quelques principes : il doit eˆtre le plus large possible afin
de minimiser le nombre de re´seaux du module, mais ne doit pas eˆtre trop large
sous peine d’eˆtre soumis au phe´nome`ne d’oubli. La validite´ des mode`les line´aires
sugge`re e´galement que la partition peut eˆtre relativement large pour les faibles
angles d’attaques (α < 15˚), mais doit eˆtre plus fine au dela` car les phe´nome`nes
non line´aires sont importants a` angle d’attaque e´leve´ et une grande partition en-
traˆınerait un nombre de neurones e´leve´. De plus les partitions doivent pre´senter une
zone de chevauchement, afin d’assurer une transition continue entre les diffe´rentes
re´gions comme il va eˆtre vu ulte´rieurement.
L’application de ces principes permet d’obtenir rapidement un partitionnement en
re´gions. Mais seul le de´veloppement exhaustif du module d’identification, associe´ a`
la connaissance du nombre de neurones obtenus sur la couche cache´e des re´seaux,
permettra de valider cette partition.
Une me´thodologie syste´matique est expose´e ici, inspire´e de la me´thode de di-
chotomie. Celle-ci n’a pas de fondement mathe´matique de´montre´.
La plage des valeurs d’angle d’attaque [αmin, αmax], pour un ae´ronef donne´, est
divise´e en deux ensembles. Le premier, [αmin, αlin], comprend la plage d’angles
d’attaque pour laquelle les mode`les ae´rodynamiques line´aires sont valides ; en
ge´ne´ral αlin ≈ 15˚. Le second ensemble est constitue´ de la plage [αlin, αmax].
Pour chacun des ensembles, l’algorithme du tableau 3.7 permet alors d’obtenir des
re´gions adapte´es aux objectifs. Il est vraisemblable que la plage [αmin, αlin] ne
ne´cessite aucun partitionnement supple´mentaire, les avions commerciaux auraient
ainsi un nombre de re´gions tre`s limite´.
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Tableau 3.7 Algorithme pour le choix des re´gions
1. Fixer les objectifs
 : crite`re de performance
mmax : nombre maximum de neurones sur la couche cache´e des re´seaux
∆α : largeur des zones de chevauchement
2. Initialisation
Soit [αmin, αmax] la plage d’angles d’attaque conside´re´e
n = 1, rang de l’ite´ration
De´velopper le re´seau identifiant le mode`le ae´rodynamique avec le crite`re de
performance 
Soit m le nombre de neurones de sa couche cache´e
3. Simulation du module d’identification :
tant que m > mmax :
n = n+ 1
Diviser la plage [αmin, αmax] en n plages e´gales : [αmin, α1], ..., [αn−1, αn]
De´velopper le re´seau identifiant le mode`le ae´rodynamique sur la plage
[αmin, α1] avec le crite`re de performance 
Soit m le nombre de neurones de sa couche cache´e
fin
4. Ite´ration
Reprendre les e´tapes 2 et 3 avec la plage [α1, αmax] restante
5. Chevauchement des re´gions
Les partitions [αmin, α1], [α1, α2], . . . [αn−1, αmax] sont obtenues




∆α], [α1 − 12∆α, α2 + 12∆α], . . . [αn−1 − 12∆α, αmax]
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Afin de trouver plus rapidement un partitionnement, l’algorithme peut eˆtre ap-
plique´ a` un seul coefficient ae´rodynamique plutoˆt qu’aux six et en un point sta-
tique ou` les valeurs de re´fe´rence pour les taux de rotation sont nulles (cela sera
discute´ en 3.4.2). Il convient de choisir un coefficient qui pre´sente un maximum de
non line´arite´. Cependant les objectifs, en termes de performance d’identification
et de nombre maximum de neurones sur la couche cache´e des re´seaux, doivent eˆtre
adapte´s en conse´quence. Une fois le partiotionnement trouve´, le module peut eˆtre
de´veloppe´ avec l’ensemble des six coefficients en sortie.
3.4.2 Architecture d’une re´gion
Chaque re´gion posse`de la meˆme architecture interne. Elle est illustre´e par la figure
3.16, les valeurs nume´riques qui apparaissent sur cette figure sont celles relatives a`
l’application de cette architecture au F-16.
L’identification des coefficients ae´rodynamiques longitudinaux et late´raux se fait de
manie`re de´couple´e. Pour chaque re´gion, les trois coefficients longitudinaux (Cx, Cm
et Cz) sont identifie´s par un ensemble de re´seaux de neurones, tandis que les trois
coefficients late´raux (Cl, Cy et Cn) le sont par un autre ensemble. Cette architecture
permet de conserver un certain couplage entre chaque groupe de coefficients, et
permet d’e´viter le risque d’obtenir des poids synaptiques nuls. Cette configuration
avait d’ailleurs e´te´ pre´conise´e en 3.2.
L’hypothe`se d’invariance line´aire est accepte´e comme valide que ce soit par rapport
a` la vitesse Vt ou par rapport aux vitesses angulaires p, q, et r. Rappelons qu’elle
est a` l’origine des mode`les classiquement utilise´s, elle semble donc le´gitime. La
structure des points statiques est alors modifie´e. La vitesse jouant un roˆle artificiel
(Klein & Morelli, 2006), une seule valeur de re´fe´rence est ne´cessaire, notons la V0.
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Figure 3.16 Architecture d’une re´gion
Quant aux vitesses angulaires, on peut se limiter a` deux valeurs de re´fe´rence. Afin
de simplifier la structure du module d’identification, la premie`re valeur de re´fe´rence
est prise nulle pour chacune des vitesses, la seconde est alors note´e respectivement




pour le mode`le longitudinal

p = r = 0˚.s−1
p = p0˚.s
−1, r = 0˚.s−1
p = 0˚.s−1, r = r0˚.s−1
pour le mode`le late´ral
(3.1)
A` chaque point statique de chaque re´gion correspond un re´seau de neurones. Cha-
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cun est obtenu selon la proce´dure de´crite dans le paragraphe 3.2, pour obtenir un
re´seau dit optimal qui minimise le nombre de neurones sur sa couche cache´e.
Les donne´es d’entraˆınement a` utiliser de´pendent bien entendu de l’avion conside´re´
et de l’information disponible. Les essais en souﬄerie e´tant une e´tape incontourn-
able en vue de la certification des ae´ronefs, les donne´es issues de ces essais devraient
eˆtre disponibles pour l’analyse post-expe´rience et sont d’ailleurs particulie`rement
bien adapte´es a` l’utilisation qui en est faite ici. En effet, les diffe´rentes contributions
aux coefficients ae´rodynamiques sont releve´es pendant les essais et sont ensuite
fournies sous forme de tables. Il est alors ne´cessaire de calculer la valeur totale
des coefficients ae´rodynamiques a` la condition de vol de´sire´e selon les e´quations
ge´ne´rales suivantes :
Catotal =Ca0 (α, β, δe) +
qc
2Vt
Caq (α, β, δe) pour les longitudinaux
Catotal =Ca0 (α, β, δa, δr) +
pb
2Vt




Car (α, β, δa, δr) pour les late´raux
(3.2)
Ces e´quations ge´ne´riques sont a` remplacer par les e´quations du mode`le ae´rodynami-
que non line´aire utilise´ pour les essais en souﬄerie et spe´cifique a` chaque ae´ronef.
Les donne´es d’entraˆınement pour chaque point statique de chaque re´gion sont en-
suite obtenues en substituant dans les e´quations pre´ce´dentes les valeurs de q ou de
p et r associe´es au point statique et en utilisant les valeurs des contributions dont
la variable en angle d’attaque appartient a` la re´gion conside´re´e.
Ainsi pour chaque re´gion d’angle d’attaque le module d’identification comprend 2
re´seaux pour le mode`le longitudinal, qui fournissent respectivement { Cxq=0 , Cmq=0 ,
Czq=0 } et { Cxq=q0 , Cmq=q0 , Czq=q0 }, et 3 re´seaux pour le mode`le late´ral, qui
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fournissent respectivement { Clp=0,r=0 , Cyp=0,r=0 , Cnp=0,r=0 }, { Clp=p0,r=0 , Cyp=p0,r=0 ,
Cnp=p0,r=0 } et { Clp=0,r=r0 , Cyp=0,r=0 , Cnp=0,r=r0 }.
Les sorties des re´seaux sont alors traite´es afin de calculer la valeur des coefficients
ae´rodynamiques au point de fonctionnement (Vt, p, q, r) de l’avion.
Les coefficients longitudinaux Cx, Cm et Cz sont obtenus par l’e´quation:
Ca = Ca (α, β, δe)q=0 +
qc
2Vt





Ca (α, β, δe)q=q0 − Ca (α, β, δe)q=0
) (3.3)
et les coefficients late´raux Cl, Cy et Cn par :
Ca = Ca (α, β, δa, δr)p=0,r=0 +
pb
2Vt















Ca (α, β, δa, δr)p=0,r=0 − Ca (α, β, δa, δr)p=0,r=r0
)
(3.4)
3.4.3 Se´lection des re´gions
Les re´gions dont la plage d’angles d’attaque associe´e ne comprend pas l’angle
d’attaque actuel de l’avion sont desactive´es, au sens ou` les entre´es ne sont pas
fournies aux re´seaux de ces re´gions. Ces re´seaux ne fournissent donc aucune sortie
dans ce cas. Afin de ne pas avoir une sortie vide pour ces re´gions, la dernie`re valeur
active est maintenue.
A` l’inverse les re´gions dont la plage comprend l’angle d’attaque actuel de l’avion
sont active´es : les entre´es leur sont pre´sente´es et elles fournissent en sortie une
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valeur pour chacun des six coefficients ae´rodynamiques.
Si une seule re´gion est active´e, les valeurs des coefficients ae´rodynamiques sont
directement celles fournies par cette re´gion.
Si deux re´gions sont active´es la proce´dure suivante assure un changement de re´gion
conforme aux spe´cifications de l’identification.
3.4.4 Changement de re´gion
Le changement de re´gion doit eˆtre continu, comme il a e´te´ e´nonce´ en 3.3.1. Avec
l’architecture choisie, le chevauchement est unidimensionnel, et non plus multi-
dimensionnel comme cela pouvait eˆtre le cas avec la structure en hypercubes de
De Weerdt. En effet, avec l’architecture novatrice, seule change la plage de valeurs
de l’angle d’attaque α entre deux re´gions adjacentes.
Plutoˆt que d’interpoler line´airement entre les deux valeurs de chaque coefficient
ae´rodynamique aux bornes de la zone de chevauchement, les valeurs donne´es par
les deux re´gions sont ponde´re´es de la manie`re suivante :
Ca =
α− α1
α2 − α1Ca2 +
α2 − α
α2 − α1Ca1 (3.5)
ou` Ca1 (respectivement Ca2) est la valeur du coefficient donne´e par la premie`re
re´gion (respectivement la seconde) et α1 (respectivement α2) est la valeur d’angle
d’attaque a` la borne de la zone de chevauchement se trouvant dans la premie`re
re´gion (respectivement la seconde).
Cette ponde´ration permet de maintenir une erreur quadratique satisfaisant les per-
formances exige´es du module d’identification. En effet, chaque re´gion fournit une
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Figure 3.17 Changement de re´gion continu
valeur dont l’erreur quadratique avec la valeur re´elle est infe´rieure a` , et donc
(Ca − Careel)2 =
(
α− α1
α2 − α1 (Ca2 − Careel) +
α2 − α
α2 − α1 (Ca1 − Careel)
)2
<  (3.6)
La figure 3.17 illustre la diffe´rence entre la ponde´ration des valeurs de chaque re´gion
et l’interpolation des valeurs aux bornes de la zone de chevauchement.
3.4.5 Une approche pour l’apprentissage en ligne
Une approche pour l’apprentissage en ligne est propose´ par De Weerdt pour son
module d’identification. Celle-ci est e´galement applicable a` la structure de´veloppe´e
ici. L’apprentissage en ligne ne faisant pas partie inte´grante de ce projet, seules les
grandes lignes (DeWeerdt et al., 2005) sont expose´es ici.
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Dans un premier temps, les donne´es ne´cessaires a` l’apprentissage en ligne sont
calcule´es a` partir des mesures des capteurs selon les e´quations 3.7 et 3.8. Les



























(Iz r˙ − Ixz (p˙− qr) + (Iy − Ix) pq)
(3.8)
Une me´thode d’interpolation permet alors l’entraˆınement en ligne a` partir des
donne´es stocke´es dans une FIFO de taille donne´e. La taille de cette FIFO est
e´troitement lie´e a` la dimension de l’espace d’entre´e du module d’identification.
Les re´seaux de neurones peuvent eˆtre imple´mente´s en software ou en hardware. Le
software permet une plus grande flexibilite´, et le hardware une vitesse accrue. Une
possibilite´ d’imple´mentation hardware est propose´e ci-apre`s.
Un exemple de processeur neuronal est le pRAM-256 VLSI (Ng & Clarkson ,1998).
Il posse`de 6 entre´es et 256 neurones. Leur connection e´tant configurable, il est
possible de cre´er l’architecture de´sire´e. De plus, le nombre d’entre´es est compatible
avec l’architecture de´veloppe´e ici.
Le nombre de neurones est a priori suffisant pour chaque point statique si le nombre
de neurones maximal sur la couche cache´e est infe´rieure a`mmax donne´ par l’e´quation






Lorsque l’ensemble des 256 neurones est utilise´, le de´lai de traitement des entre´es
est de 0, 154 ms (a` 33 MHz). Un cycle d’apprentissage pour ce meˆme ensemble
dure quant a` lui 0, 246 ms (a` 33 MHz). Sachant que les acce´le´rome`tres fournissent
une donne´e toutes les 0, 5 a` 1, 2 ms, et les gyroscope toutes les 7, 5 ms (Klein &
Morelli, 2006), les vitesses de traitement et d’entraˆınement sont satisfaisantes.
3.4.6 Conclusion sur l’architecture de´veloppe´e
Le module d’identification ainsi cre´e´ minimise les inconve´nients de la structure en
hypercubes de De Weerdt. En effet, il contient 5 × n re´seaux de neurones, ou` n
est le nombre de re´gions d’angle d’attaque. Ce nombre, meˆme avec de nombreuses
re´gions d’angle d’attaque, semble plus raisonnable que le million de re´seaux propose´
initialement.
Suite a` l’entraˆınement hors ligne, le module d’identification de´veloppe´ a des car-
acte´ristiques comparables a` celles de la structure en hypercubes de De Weerdt, tout
en e´tant moins complexe que celle-ci :
• le nombre de re´seaux du module est re´duit par rapport a` la structure en
hypercubes
• chacun des re´seaux peut eˆtre construit de sorte a` satisfaire le crite`re de per-
formance requis
• l’obtention de la valeur des coefficients ae´rodynamiques est simplifie´e
• le processus de changement de re´gion est e´galement simplifie´
• la valeur des coefficients est continue lors d’un changement de re´gion
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3.5 Application au F-16
L’architecture de´veloppe´e pre´ce´demment est applique´e a` l’identification du mode`le
ae´rodynamique du F-16. Quelques ajustements sont toutefois ne´cessaires. L’espace
d’entre´e, a` la fois du mode`le longitudinal et du mode`le late´ral, doit eˆtre e´largie
pour prendre en compte l’angle du bord d’attaque. L’e´le´vateur doit figurer parmi
les entre`es “globales” du module, car son angle de de´flection influence l’ensemble
des coefficients ae´rodynamiques, au meˆme titre que les angles d’attaque α et de
de´rapage β.
La premie`re e´tape du de´veloppement est le choix des re´gions, conforme´ment a´ la
procedure du paragraphe 3.4.1.
L’inspection des valeurs des coefficients ae´rodynamiques issues des essais en souf-
flerie et ainsi que la plage de validite´ des mode`les dit “basse fide´lite´” du F-16, a
mene´ a` choisir αlin = 15˚. L’algorithme de la section 3.4.1 est applique´ au coef-
ficient Cx0 pour q = 0˚.s
−1, avec un crite`re de performance de 1, 4.10−6, e´gal au
dixie`me du carre´ de 1% de la variation de ce coefficient, et un nombre maximal de
neurones sur la couche cache´e de 30.
Il donne que la plage [-10˚, 15˚] n’a pas a` eˆtre plus partitionne´e. Il donne ensuite
qu’il ne suffit pas de partitionner la plage [15˚, 45˚] en deux, mais pour n = 3
les re´sultats sont satisfaisants. On obtient alors la plage [15˚, 25˚].La figure 3.18
illustre les re´sultats obtenus. Les performances sont finalement atteintes en par-
tionnant la plage restante en deux, soit en [25˚, 35˚] et [35˚, 45˚]. Les partitions
sont ensuite ajuste´es de sorte a` obtenir une zone de chevauchement de 2˚entre
chacune d’elles; ce choix est motive´ par le choix de De Weerdt.
Pour des fins de clarte´ les re´gions en angle d’attaque sont nume´rote´es. La re´gion 1
correspond a` la plage [-10˚, 16˚], la re´gion 2 a` la plage [14˚, 26˚], la re´gion 3 a`
la plage [24˚, 36˚] et la re´gion 4 a` la plage [34˚, 45˚].
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Figure 3.18 Illustration de l’algorithme de choix des re´gions applique´ au F-16
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Tableau 3.8 Espace d’entre´e du module d’identification du F-16
Variable plage partition ou unite´
valeur de re´fe´rence
Vitesse Vt [ 30 ; 300 ] 150 m.s
−1
Taux de roulis p [ -595 ; 595 ] 0 ; 50 ˚.s−1
Taux de tangage q [ -205 ; 205 ] 0 ; 100 ˚.s−1
Taux de lacet r [ -135 ; 135 ] 0 ; 25 ˚.s−1
Angle d’attaque α [ -10 ; 45 ] [ -10 ; 16 ] [ 14 ; 26 ] degre´
[ 24 ; 36 ] [ 34 ; 45 ]
Angle de de´rapage β [ -30 ; 30 ] [ -30 ; 30 ] degre´
E´le´vateur δe [ -25 ; 25 ] [ -25 ; 25 ] degre´
Ailerons δa [ -21 ; 21 ] [ -21 ; 21 ] degre´
Gouvernail δr [ -30 ; 30 ] [ -30 ; 30 ] degre´
Bord d’attaque δlef [ 0 ; 25 ] [ 0 ; 25 ] degre´
Les points statiques doivent eˆtre fixe´s. Pour cela les valeurs de re´fe´rence de vitesse
et des taux de roulis, de tangage et de lacet sont choisies arbitrairement dans







soient proches de l’unite´ : V0 = 150m.s
−1, p0 = 50˚.s−1, q0 = 100˚.s−1 et
r0 = 25˚.s
−1. Le tableau 3.8 re´capitule les variables de l’espace d’entre´e.
Une analyse par re´gion des valeurs des coefficients ae´rodynamiques du F-16 du
rapport de la NASA (Nguyen et al, 1979) est ne´cessaire, car ces donne´es servent a`
l’entraˆınement des re´seaux et doivent eˆtre pre´traite´es pour optimiser leur appren-
tissage. Les moyennes (E(Ca)) et les e´carts types (σ(Ca)) de chaque coefficient
longitudinal (voir tableau 3.9) et late´ral (voir tableau 3.10) permettent de nor-
maliser les donne´es d’entraˆınement selon l’e´quation suivante :
Canorm =




Tableau 3.9 Compilation par re´gion des coefficients longitudinaux
Re´gion 1
valeur de q 0 100
E σ E σ
valeur de Cx −0, 0322 0, 0424 −0, 0055 0, 0533
valeur de Cm −0, 0220 0, 1427 −0, 1832 0, 1495
valeur de Cz −0, 2075 0, 4961 −0, 7796 0, 5704
Re´gion 2
valeur de q 0 100
E σ E σ
valeur de Cx 0, 0465 0, 0411 0, 0804 0, 0498
valeur de Cm −0, 0727 0, 1375 −0, 2657 0, 1366
valeur de Cz −1, 2496 0, 2323 −1, 8522 0, 2158
Re´gion 3
valeur de q 0 100
E σ E σ
valeur de Cx 0, 0536 0, 0494 0, 0760 0, 0535
valeur de Cm −0, 1236 0, 1271 −0, 3277 0, 1251
valeur de Cz −1, 7087 0, 2260 −2, 3128 0, 2369
Re´gion 4
valeur de q 0 100
E σ E σ
valeur de Cx 0, 0615 0, 0525 0, 0838 0, 0557
valeur de Cm −0, 1612 0, 1001 −0, 3746 0, 0983
valeur de Cz −1, 9724 0, 2054 −2, 6987 0, 2162
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Tableau 3.10 Compilation par re´gion des coefficients late´raux
Re´gion 1
valeur de {p, r} {0, 0} {50, 0} {0, 25}
E σ E σ E σ
valeur de Cl 1, 3.10
−4 0, 040 −1, 0.10−2 0, 040 8, 8.10−4 0, 040
valeur de Cy −5, 3.10−3 0, 362 −4, 1.10−3 0, 362 7, 7.10−4 0, 362
valeur de Cn 8, 0.10
−4 0, 077 9, 5.10−4 0, 077 −5, 1.10−4 0, 077
Re´gion 2
valeur de {p, r} {0, 0} {50, 0} {0, 25}
E σ E σ E σ
valeur de Cl 3, 2.10
−4 0, 050 −8, 2.10−3 0, 050 5, 4.10−3 0, 050
valeur de Cy −2, 8.10−3 0, 306 6, 1.10−3 0, 306 9, 2.10−3 0, 306
valeur de Cn 7, 8.10
−4 0, 051 2, 0.10−3 0, 051 −7, 5.10−3 0, 051
Re´gion 3
valeur de {p, r} {0, 0} {50, 0} {0, 25}
E σ E σ E σ
valeur de Cl −1, 5.10−3 0, 044 −7, 4.10−3 0, 044 3, 4.10−3 0, 044
valeur de Cy −1, 2.10−2 0, 230 −2, 7.10−4 0, 230 −8, 0.10−4 0, 230
valeur de Cn 1, 8.10
−3 0, 031 6, 3.10−3 0, 032 −8, 2.10−3 0, 031
Re´gion 4
valeur de {p, r} {0, 0} {50, 0} {0, 25}
E σ E σ E σ
valeur de Cl −1, 9.10−3 0, 037 −2, 8.10−3 0, 037 −4, 3.10−3 0, 038
valeur de Cy −4, 4.10−3 0, 182 −1, 8.10−2 0, 186 −7, 9.10−3 0, 182
valeur de Cn 3, 2.10
−4 0, 040 1, 0.10−2 0, 040 −1, 1.10−2 0, 040
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Tableau 3.11 Valeurs extreˆmes des coefficients
Coefficient Min. Max. ∆ (∆.0, 01)2
q = 0˚.s−1
Cx −0, 1712 0, 1838 0, 3550 1, 26.10−5
Cm −0, 4319 0, 3396 0, 7715 5, 95.10−5
Cz −2, 4471 0, 9573 3, 4044 1, 16.10−3
q = 100˚.s−1
Cx −0, 1527 0, 2175 0, 3702 1, 37.10−5
Cm −0, 6183 0, 1915 0, 8038 6, 46.10−5
Cz −3, 2204 0, 7574 3, 9778 1, 58.10−3
p = 0˚.s−1,
r = 0˚.s−1
Cl −0, 1155 0, 1801 0, 2956 8, 74.10−6
Cy −0, 8096 0, 8775 1, 6871 2, 84.10−4
Cn −0, 1966 0, 1816 0, 3782 1, 43.10−5
p = 50˚.s−1,
r = 0˚.s−1
Cl −0, 1272 0, 1639 0, 2911 8, 47.10−6
Cy −0, 7974 0, 8928 1, 6902 2, 86.10−4
Cn −0, 1955 0, 1837 0, 3792 1, 44.10−5
p = 0˚.s−1,
r = 25˚.s−1
Cl −0, 1091 0, 1736 0, 2927 8, 57.10−6
Cy −0, 7971 0, 9593 1, 7564 3, 08.10−4
Cn −0, 2024 0, 1759 0, 3783 1, 43.10−5
Les valeurs extreˆmes des coefficients (voir tableau 3.11) permettent de de´terminer
le crite`re d’arreˆt pour l’apprentissage des re´seaux. On souhaite identifier les co-
efficients ae´rodynamiques a` 1% pre`s en moyenne. Pour cela le crite`re de per-
formance est pris e´gal a` la moyenne des 1% de la variation des trois coefficients
ae´rodynamiques identifie´s. Soit pour le mode`le longitudinal :
(3, 55.10−3)2 + (7, 715.10−3)2 + (3, 4044.10−2)2
3
= 4, 10.10−4
et pour le mode`le late´ral :




Tableau 3.12 Valeurs expe´rimentales - Re´seaux du mode`le longitudinal
Re´gion d’angle d’attaque 1 2 3 4
q = 0˚.s−1
nb neurones 34 25 41 47
performance Cx 1, 86.10
−6 3, 79.10−6 2, 55.10−6 3, 78.10−6
performance Cm 2, 66.10
−5 4, 20.10−5 2, 72.10−5 5, 81.10−5
performance Cz 1, 16.10
−4 9, 84.10−5 1, 14.10−4 5, 74.10−4
performance globale 4, 83.10−5 4, 81.10−5 4, 79.10−5 2, 12.10−4
q = 100˚.s−1
nb neurones 36 26 43 52
performance Cx 1, 72.10
−6 4, 24.10−6 2, 18.10−6 3, 26.10−6
performance Cm 2, 65.10
−5 3, 90.10−5 2, 38.10−5 4, 64.10−5
performance Cz 1, 16.10
−4 1, 01.10−4 1, 21.10−4 5, 28.10−4
performance globale 4, 80.10−5 4, 82.10−5 4, 89.10−5 1, 93.10−4
La moyenne de ces deux valeurs est bien e´gale au crite`re usuel, soit une erreur
moyenne quadratique d’entraˆınement infe´rieure a` 2, 5.10−4.
Les re´seaux sont alors de´veloppe´s selon la proce´dure mise en e´vidence en de´but
de chapitre et imple´mente´e sous MatLab (voir annexe III).Leurs caracte´ristiques,
a` savoir leur nombre de neurones sur la couche cache´e et leur performance de
ge´ne´ralisation, sont re´sume´es dans les tableaux 3.12 et 3.13.
Le nombre de neurones de chaque re´seau est certes plus e´leve´ que celui des re´seaux
de la structure en hypercubes de De Weerdt, mais reste raisonnable. En effet,
De Weerdt obtient entre 4 et 15 neurones par re´seau et donc par re´gion (au nombre
de 1400000). L’architecture e´labore´e ici en compte entre 25 et 61, mais elle ne
contient au total que 8 re´seaux pour le mode`le longitudinal, et 12 pour le mode`le
late´ral.
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Tableau 3.13 Valeurs expe´rimentales - Re´seaux du mode`le late´ral
Re´gion d’angle d’attaque 1 2 3 4
p = 0˚.s−1, r = 0˚.s−1
nb neurones 40 32 45 59
performance Cl 1, 54.10
−6 3, 45.10−6 4, 38.10−6 4, 02.10−6
performance Cy 5, 07.10
−5 5, 02.10−5 3, 49.10−5 6, 24.10−5
performance Cn 4, 88.10
−6 4, 23.10−6 3, 08.10−6 6, 61.10−6
performance globale 1, 90.10−5 1, 93.10−5 1, 41.10−5 2, 44.10−5
p = 50˚.s−1, r = 0˚.s−1
nb neurones 40 34 47 61
performance Cl 1, 49.10
−6 3, 37.10−6 4, 18.10−6 3, 83.10−6
performance Cy 4, 38.10
−5 3, 60.10−5 3, 79.10−5 5, 43.10−5
performance Cn 4, 83.10
−6 3, 84.10−6 3, 25.10−6 6, 59.10−6
performance globale 1, 67.10−5 1, 44.10−5 1, 51.10−5 2, 16.10−5
p = 0˚.s−1, r = 25˚.s−1
nb neurones 41 32 46 60
performance Cl 1, 47.10
−6 3, 43.10−6 4, 05.10−6 4, 47.10−6
performance Cy 3, 89.10
−5 4, 17.10−5 4, 12.10−5 5, 41.10−5
performance Cn 4, 11.10
−6 4, 21.10−6 3, 20.10−4 6, 18.10−6
performance globale 1, 48.10−5 1, 64.10−5 1, 62.10−5 2, 16.10−5
La taille des re´seaux obtenus est d’ailleurs compatible avec la proposition d’utiliser
le p256Ram. En effet les re´seaux pour q = 0˚.s−1 totalisent 159 neurones, et ceux
pour q = 100˚.s−1 169. Chaque groupe peut donc eˆtre imple´mente´ sur une carte.
L’erreur quadratique moyenne d’entraˆınement est infe´rieure a` 2, 5.10−4, valeur de
re´fe´rence, pour l’ensemble des re´seaux. En outre, pour chacun des coefficients
l’erreur quadratique moyenne est infe´rieure au carre´ d’un pourcent de l’e´cart entre
les valeurs minimale et maximale du coefficient, grandeur donne´e dans la dernie`re
colonne du tableau 3.11. Cela confirme que les re´seaux obtenus sont satisfaisants.
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L’erreur quadratique moyenne d’entraˆınement a pu eˆtre abaisse´e a` 5.10−5 pour les
re´seaux du mode`le longitudinal (a` l’exception de la re´gion 4) et a` 2.10−5 pour ceux
du mode´le late´ral, sans pour autant entraˆıner une explosion du nombre de neurones
sur la couche cache´e des re´seaux. Soit une ame´lioration de facteur 10 !
Figure 3.19 Coefficients longitudinaux - Erreur d’entraˆınement en %
Les boˆıtes a` moustache de Tukey des figures 3.19 et 3.20 permettent d’appre´cier
la re´partition statistique de l’erreur entre les sorties du module d’identification et
la valeur re´elle des coefficients. Pre`s de 100% des donne´es se trouvent entre les
moustaches des boˆıtes, les bords des rectangles mettent en e´vidence les premier et
troisie`me quartile, soit 25% et 75% des donne´es. La ligne au milieu des rectangles
repre´sente la me´diane. Les donne´es non repre´sentatives et exceptionnelles, dites
“outlier”, sont ponctuellement marque´es par une croix.
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Figure 3.20 Coefficients late´raux - Erreur d’entraˆınement en %
Les coefficients de force Cx, Cy et Cz sont identifie´s a` environ 1% pre`s, tandis que
les coefficients de moment Cl, Cm et Cn sont identifie´s a` 1,5% pre`s. Bien que ces
performances soient le´ge`rement supe´rieures aux attentes, elles sont satisfaisantes.
Les performances observe´es ici sont d’ailleurs comparables a` la performance des
me´thodes classiques, qui est de 2, 15% pour le filtrage de Kalman e´tendu par ex-
emple (Jategaonkar, 2006).
Afin de comparer les re´sultats obtenus avec ceux de la structure en hypercubes,
la sortie du module d’identification pour q = 0˚.s−1, β = 0˚, δe = 2, 2441˚, et
δlef = 25˚est simule´e. Cette configuration est identique a` celle du paragraphe 3.3.2.
La figure 3.21 compare la sortie en Cx avec la valeur “re´elle” de ce coefficient. Le
re´sultat obtenu est tre`s satisfaisant compte tenu de la complexite´ introduite dans
l’espace d’entre´e par rapport au cas simplifie´ de l’analyse critique du paragraphe
3.3.2 ou` seul l’angle d’attaque e´tait amene´ a` varier.
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Figure 3.21 Comportement du module d’identification
Les figures 3.22 a` 3.25 permettent de visualiser le comportement des re´seaux du
module d’identification longitudinal pour l’entre´e pre´ce´dente. Les re´gions de va-
lidite´ des re´seaux y ressortent clairement. Dans la majorite´ des cas, les re´seaux
conservent leur capacite´ a` extrapoler en dehors de leur donne´es d’entraˆınement,
bien qu’aucune ge´ne´ralite´ ne puisse eˆtre e´nonce´e quant a` l’e´tendue de cette plage.
Les re´seaux du module d’identification du mode`le ae´rodynamique du F-16 ont ainsi
e´te´ de´veloppe´s conforme´ment a` la proce´dure e´labore´e pre´ce´demment et avec des
performances conformes aux objectifs fixe´s dans cette e´tude.
83
Figure 3.22 Performance du re´seau de la re´gion 1 pour q = 0
Figure 3.23 Performance du re´seau de la re´gion 2 pour q = 0
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Figure 3.24 Performance du re´seau de la re´gion 3 pour q = 0
Figure 3.25 Performance du re´seau de la re´gion 4 pour q = 0
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3.6 Conclusion
Le processus d’identification par re´seaux de neurones a e´te´ mis en e´vidence dans
ce chapitre.
La proprie´te´ d’approximateur universel des re´seaux de neurones a d’abord e´te´ ex-
ploite´e. Cependant, afin d’eˆtre compatible avec une e´volution vers des controˆleurs
de vol reconfigurables, le module d’identification de´veloppe´ doit permettre une
e´volution vers l’apprentissage en ligne. Or l’apprentisage en ligne pre´sente un in-
conve´nient majeur, caracte´ristique de tous les algorithmes d’apprentissage en temps
re´el : le phe´nome`ne d’oubli. L’utilisation des hypercubes permet de s’affranchir
dans une certaine mesure de cet inconve´nient.
Une architecture novatrice a e´te´ conc¸ue, base´e sur les conclusions de l’analyse
critique de la structure propose´e par De Weerdt (DeWeerdt et al., 2005). En
particulier, la capacite´ extensive d’adaptation a` tout type de panne structurelle de
la structure en hypercubes de De Weerdt a e´te´ diminue´e au profit d’un nombre
plus restreint de re´seaux.
La nouvelle architecture a e´te´ applique´e au module d’identification du mode`le
ae´rodynamique du F-16. Cette application a permis de valider la performance
de l’architecture ainsi que la taille restreinte du module. En effet, les coefficients
ae´rodynamiques de force ont e´te´ appris a` 1% pre`s et ceux des moments a` 2% pre`s.
Le module compte 4 re´gions, chacune compose´es de 5 re´seaux dont le nombre de
neurones sur la couche cache´e varie entre 25 et 61.
L’apprentissage en ligne n’a pas e´te´ traite´ dans le cadre de ce projet, et reste




Apre`s avoir mode´lise´ et identifie´ l’ae´ronef, celui-ci peut de´sormais eˆtre controˆle´.
Les exigences du controˆle, aussi appele´es qualite´s de manœuvrabilite´, sont d’abord
mises en e´vidence. La structure globale du controˆleur est ensuite explicite´e. Apre`s
avoir rapidement expose´ la the´orie du controˆle utilise´, les diffe´rentes composantes
du controˆleur sont traite´es en de´tail.
4.1 Qualite´s de manœuvrabilite´
Les spe´cifications de qualite´s de manœuvrabilite´, ou “flying qualities”, essaient de
quantifier la facilite´ ou bien la difficulte´ avec laquelle est pilote´ un avion dans une
cate´gorie donne´e de vol. Outre le comportement dynamique de l’avion, l’opinion du
pilote peut eˆtre influence´ par de nombreux facteurs externes tels que la re´sistance
du manche de controˆle, les conditions climatiques ou sa condition physique par
exemple. Il est alors courant d’effectuer les tests d’e´valuation plusieurs fois avec
un grand nombre de pilotes et de prendre une moyenne de tous ces re´sultats.
L’e´chelle de Cooper-Harper (voir figure 4.1) est un outil syste´matique pour leur
quantification. Elle distingue trois niveaux de manœuvrabilite´, re´pertorie´s dans
le tableau 4.1. Le premier niveau correspond aux niveaux 1 a` 3 de l’e´chelle de
Cooper-Harper, le second aux niveaux 4 a` 6 et le troisie`me aux niveaux 7 a` 9.
A` chaque niveau correspond des spe´cifications sur les modes longitudinaux et
late´raux de vol. Celles-ci de´pendent de plus de la classe de l’avion (voir tableau
4.2) et de la cate´gorie de la phase de vol (voir tableau 4.3), telles que de´finies par la
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Figure 4.1 E´chelle de Cooper-Harper
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Tableau 4.1 Niveaux de manœuvrabilite´
Niveau Description
I Qualite´s de manœuvrabilite´ totalement ade´quates pour la
phase de la mission conside´re´e.
II Qualite´s de manœuvrabilite´ ade´quates pour accomplir la
phase de la mission conside´re´e lorsque l’effort du pilote est
quelque peu augmente´ ou que l’efficacite´ de la mission se
de´grade, ou les deux.
III Qualite´s de manœuvrabilite´ telles que la mission peut eˆtre
controˆle´e de manie`re se´curitaire, mais l’effort du pilote est
excessif ou l’efficacite´ de la mission est inade´quate, ou les
deux.
Tableau 4.2 Classes d’avions
Classe Description
I Petits avions le´gers, tels que les ae´ronefs d’observation le´gers,
utilitaires le´gers etc.
II Avions de poids moyen a` manœuvrabilite´ faible a` mode´re´e, tels
que les ae´ronefs de sauvetage, de reconnaissance, les avions cargo
ou de transport le´gers et moyens, les bombardiers tactiques, etc.
III Gros avions lourds a` manœuvrabilite´ faible a` mode´re´e, tels que
les avions cargo ou de transport lourds, les bombardiers lourds,
etc.
IV Avions hautement manoeuvrants, tels que les avions de chasse,
de reconnaissance tactique ou d’observation, etc.
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Tableau 4.3 Cate´gorie des phases de vol
Cate´gorie Description
A Phase de vol non terminale qui requiert des manœuvres
rapides, une poursuite pre´cise ou le suivi pre´cis
d’une trajectoire. Entres autres, sont inclus dans cette
cate´gorie le combat air-a`-air, l’attaque au sol,
le largage d’armes, la reconnaissance, le ravitaillement
en carburant et le vol en formation serre´e.
B Phase de vol non terminale qui requiert des manœuvres
graduelles sans besoin de poursuite pre´cise, bien que le
suivi pre´cis d’une trajectoire peut eˆtre ne´cessaire.
Entre autres, sont inclus dans cette cate´gorie la monte´e,
le vol en croisie`re, le ravitaillement en vol (citerne), la
descente et les de´ce´le´rations d’urgence.
C Phase de vol terminale qui a sinon les meˆmes caracte´ris-
tiques que celles de cate´gorie B. Entre autres, sont inclus
dans cette cate´gorie le de´collage, l’approche, et l’atter-
rissage.
norme MIL-HDBK-1797A (U.S. DoD, 1997). En condition de vol dite normale, la
norme pre´ce´dente exige que l’ae´ronef rencontre les spe´cifications de niveau I. Apre`s
une panne mineure, les spe´cifications sont alle´ge´es a` celles de niveau II.
4.1.1 Qualite´s de manœuvrabilite´ longitudinales
Les qualite´s de manœuvrabilite´ longitudinales s’expriment en fonction des coeffi-
cients d’amortissement des modes phugo¨ıde et rapide, ainsi que de la pulsation
propre de ce dernier.
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Figure 4.2 Mouvement du mode phugo¨ıde
Tableau 4.4 Coefficient d’amortissment pour le mode phugo¨ıde
Niveau I ζph ≥ 0, 04
Niveau II ζph ≥ 0, 00
Niveau III T2 ≥ 55s
Le mode phugo¨ıde est un mode oscillant et basse fre´quence. Il est caracte´rise´ par
une oscillation lente de la vitesse et de l’altitude, ainsi que de l’assiette de tangage
θ et de la pente γ = θ − α. La figure 4.2 illustre le mouvement de ce mode.
Les qualite´s de manœuvrabilite´ requie`rent un coefficient d’amortissement ζph con-
forme aux spe´cifications du tableau 4.4. En niveau III, le mode phugo¨ıde est sup-
pose´ instable, soit ζph < 0; les spe´cifications portent alors sur le temps pour doubler
d’amplitude T2, de´fini par l’e´quation 4.1 ou` ωph est la pulsation propre du mode
phugo¨ıde.




Le mode rapide, ou “short period”, est un mode rapide fortement amorti. En
l’absence de controˆle cette oscillation dure quelques secondes, habituellement moins
de 10s, pendant lesquelles l’angle d’attaque α, le taux de tangage q et le facteur de
charge nz varient rapidement tandis que la vitesse longitudinale u reste quasiment
constante.
Les spe´cifications requie`rent un coefficient d’amortissement ζmr qui re´pond aux
caracte´ristiques re´capitule´es dans le tableau 4.5 en fonction du niveau de manœu-
vrabilite´ et de la classe d’avion. Plutoˆt que d’imposer des limites sur la pulsation
propre du mode rapide ωmr, elles le sont sur un crite`re additionnel nomme´ “Control





Il doit eˆtre compris entre les limites du tableau 4.6.
Tableau 4.5 Coefficient d’amortissement pour le mode rapide
Cate´gorie A et C B
Niveau I 0, 35 < ζmr < 1, 30 0, 30 < ζmr < 2, 00
Niveau II 0, 25 < ζmr < 2, 00 0, 20 < ζmr < 2, 00
Niveau III 0, 15 < ζmr 0, 15 < ζmr
4.1.2 Qualite´s de manœuvrabilite´ late´rales
Le mode de roulis amorti est un mouvement rapide tre`s amorti durant lequel
l’avion a un mouvement de roulis autour de l’axe des x. Il affecte principalement le
taux de roulis p, tandis que l’angle de de´rapage β, l’azimut ψ et la vitesse angulaire
de lacet r restent quasiment constants.
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Tableau 4.6 CAP pour le mode rapide
cat. A B C
Niv. I 0, 28 < CAP < 3, 6 0, 085 < CAP < 3, 6 0, 16 < CAP < 3, 6
ωr ≥ 1, 0 ωr ≥ 0, 7
Niv. II 0, 16 < CAP < 10, 0 0, 038 < CAP < 10, 0 0, 096 < CAP < 10, 0
ωr ≥ 0, 6 ωr ≥ 0, 4
Niv. III 0, 16 < CAP 0, 038 < CAP 0, 096 < CAP
Le mode spiral est un mode lent qui peut s’ave´rer le´ge`rement instable. Il donne
alors au roulis une amplitude croissante.
Le roulis hollandais est une oscillation late´rale et directionnelle, qui affecte prin-
cipalement l’angle de de´rapage β et le taux de lacet r, ce mouvement ressemble
a` celui des patineurs hollandais d’ou` son nom. Cependant il est possible qu’il
y ait un certain mouvement de roulis duˆ au couplage roulis-lacet des coefficients
ae´rodynamiques. La figure 4.3 illustre ce mouvement.
Les qualite´s de manœuvrabilite´ late´rales s’expriment en terme de constante de
temps maximale du mode de roulis (voir tableau 4.7), de pulsation propre ωrh
et de coefficient d’amortissment ζrh minimum du mode de roulis hollandais (voir
tableau 4.8) et de temps minimal pour doubler l’amplitude en mode spiral (voir
tableau 4.9).
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Figure 4.3 Mouvement du roulis hollandais
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Tableau 4.7 Constante de temps pour le mode de roulis
classe cat. niv. I niv. II niv. III
I et IV A 1, 0 1, 4 10, 0
II et III A 1, 4 3, 0 10, 0
toutes B 1, 4 3, 0 10, 0
I et IV C 1, 0 1, 4 10, 0
II et III C 1, 4 3, 0 10, 0
Tableau 4.8 Qualite´s de manœuvrabilite´ du roulis hollandais
niveau cat. classe min ζrh min ζrhωrh min ωrh
I A I et IV 0, 19 0, 35 1, 0
I A II et III 0, 19 0, 35 0, 4
I B toutes 0, 08 0, 15 1, 0
I C I et IV 0, 08 0, 15 1, 0
I C II et III 0, 08 0, 15 0, 4
II toutes toutes 0, 02 0, 05 0, 4
III toutes toutes 0, 02 - 0, 4
Tableau 4.9 Temps pour doubler l’amplitude du mode spirale
classe cat. niv. I niv. II niv. III
I et IV A 12s 12s 4s
I et IV B et C 20s 12s 4s
II et III toutes 20s 12s 4s
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4.2 Commande de vol par inversion dynamique
L’inversion dynamique est une application particulie`re de la line´arisation exacte
(voir annexe IV). Cette me´thode est largement re´pandue, dans la litte´rature, mais
non dans la pratique. Usuellement elle est applique´ a` un mode`le non line´aire
de l’avion, mais la mode´lisation des coefficients ae´rodynamiques y est line´aire.
L’objectif de ce chapitre est donc d’appliquer cette me´thode au mode`le ae´rodyna-
mique non line´aire choisi dans le cadre de ce me´moire.
4.2.1 Introduction a` l’inversion dynamique
Soit le syste`me non line´aire suivant :
x˙ = f(x) + g(x)u (4.3)
ou` f et g sont des fonctions non line´aires, x est le vecteur d’e´tat du syste`me et u
le vecteur de la commande. De plus dim(x) = dim(u).
Le choix du controˆle u permet de commander x suivant une dynamique de´sire´e
xdes. En supposant que g est inversible pour toutes les valeurs de x, ce choix est
effectue´ en “inversant” l’e´quation 4.3 :
u = g−1(x)[x˙des − f(x)] (4.4)
Bien que le principe de base de l’inversion dynamique soit simple, certains points
me´ritent d’eˆtre discute´s.
D’une part g est suppose´e inversible, or cela n’est pas ne´cessairement le cas, notem-
ment s’il y a plus de variables d’e´tat que de commande. Cette contrainte est leve´e
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graˆce a` la se´paration temporelle des variables d’e´tat, qui sera discute´e en 4.2.2
De plus, supposant g inversible, si g(x) est petit alors l’entre´e u devient grande et il
y a un risque de saturation des actionneurs. Cette saturation, ainsi que l’incertitude
des coefficients ae´rodynamiques, implique que l’inversion n’est pas parfaite. A des
fins de robustesse, l’inversion dynamique est usuellement utilise´e dans une boucle
interne de controˆle en combinaison avec une loi de commande robuste en boucle
externe.
D’autre part le syste`me est suppose´ affine en la commande, or le mode`le ge´ne´ral
de la dynamique d’un ae´ronef est :
x˙ = f(x, u)
y = h(x)
(4.5)
ou` f est une fonction non line´aire.
La principale non line´arite´ provient des coefficients ae´rodynamiques . Afin d’obtenir
un syste`me affine en la commande, deux solutions se pre´sentent. La premie`re est
de line´ariser les coefficients ae´rodynamiques. Par exemple pour les coefficients
longitudinaux :
Ca ≈ Ca0(α, β) + Caδe (α, β)δe
La deuxie`me solution consiste a` inclure la dynamique des actionneurs dans les
e´quations d’e´tat. Ces solutions seront discute´es en 4.2.5.
4.2.2 Se´paration temporelle de la dynamique
Afin de simplifier la structure du controˆleur, certaines hypothe`ses sur les constantes
de temps du syste`me sont faites ((Sun & Clarke, 1994), (Escande, 1997)):
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Figure 4.4 Architecture a` se´paration temporelle de la dynamique
• la dynamique des taux de rotation p, q et r est plus rapide que celle des angles
d’incidence, α et β et que celle de l’assiette de roulis φ.
• la dynamique des angles (α,β,φ) est plus rapide que celle de la vitesse Vt, de
l’assiette de tangage θ et de l’azimut ψ
Ces hypothe`ses permettent de se´parer la conception du controˆleur en une cascade
de controˆleurs, ou` les entre´es d’un niveau sont les sorties du pre´ce´dent.
La figure 4.4 met en e´vidence cette architecture.
La navigation ne faisant pas partie de ce projet, l’azimut ψ n’est pas pris en compte.
Il est alors usuel (Escande, 1997) de traiter la vitesse a` part, dans une structure
appele´e “auto-throttle”. Celle-ci est explicite´e au paragraphe 4.2.6.
Ainsi, a` l’exception de la vitesse, les variables de la boucle la plus externe ne sont
pas controˆle´es dans le cadre de cette e´tude.
La dynamique de l’avion peut donc s’e´crire sous la forme :
x˙1 = f1(x1) + g(x1)x2
x˙2 = f2(x2) + g(x2)u
(4.6)
ou` x1 = [α, β, φ]
T rassemble les variables d’e´tat lentes, x2 = [p, q, r]
T les rapides et
u = [δe, δa, δr]
T celles de la commande.
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Figure 4.5 Architecture alternative
Une alternative est de calculer directement la commande de la boucle interne
[pc, qc, rc]
T a` partir de la commande de la boucle externe [αc, β, φc]
T .
Cette me´thode pre´sente l’avantage de re´duire le nombre de gains a` de´terminer.
Cependant seule la dynamique de la boucle interne est commande´e. De plus, comme
il sera vu en 4.2.4, elle requiert la spe´cification d’une commande additionnelle : celle
de l’angle de monte´e γc ou de l’assiette de tangage θc.
Soulignons que l’architecture pre´sente´e ici est tre`s ge´ne´rale et doit eˆtre adapte´e
au controˆle voulu. Il n’est pas inhabituel par exemple que le pilote fournisse des
valeurs de commande en angle d’attaque αc, angle de de´rapage βc et en taux de
roulis pc. Dans ce cas, la dernie`re commande est directement utilise´e par la boucle
d’inversion rapide.
4.2.3 Dynamique de´sire´e
Le calcul de la dynamique de´sire´e des variables controˆle´es est une caracte´ristique
du controˆle par inversion dynamique. La commande par retour d’e´tat utilise
ge´ne´ralement l’erreur entre la valeur de´sire´e des variables et leur valeur mesure´e, ce
principe utilise´ avec plusieurs formes de dynamique de´sire´e a e´te´ mis en e´vidence
dans un rapport de la NASA (Ito et al, 2002).
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Le cas proportionnel
Le moyen le plus simple d’obtenir une dynamique de´sire´e est par un retour d’e´tat
proportionnel et de´couple´ pour chaque variable de´tat xi:
x˙ides = Kip(xic − xi) (4.7)
ou` Kip est un gain et xic la valeur commande´e.
Le gain Kp fixe la bande passante de la re´ponse. Celle-ci doit eˆtre choisie con-
forme´ment a` l’hypothe`se de se´paration temporelle de la dynamique des e´tats, et ne
doit pas exciter des modes non mode´lise´s de la dynamique de l’ae´ronef.
L’inversion assure x˙i = x˙ides. En boucle ferme´e, la fonction de transfert de chaque







Le cas proportionnel + inte´gral
Lorsqu’un premier ordre ne permet pas d’obtenir les performances requises, notem-
ment en terme de qualite´ de manœuvrabilite´, alors un syste`me d’ordre plus e´leve´
doit eˆtre utilise´. Parmi ces solutions, un retour de´tat de´couple´ proportionnel
inte´gral est largement re´pandu :
x˙ides = Kip(xic − xi) +Kii
∫
(xic − x) dt (4.9)
Le choix des gains Kip et Kii permet de fixer l’amortissement ζi et la pulsation
propre ωn,i de la variable d’e´tat xi du syste`me.
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(xic − xi) dt (4.10)
Ainsi il est ne´cessaire de fixer un seul gain et non plus deux.
La fonction de transfert en boucle ferme´e de chaque variable de´tat xi est alors





















Le gain peut ainsi eˆtre fixe´ comme pour le gain proportionnel, mais cette forme
de dynamique compense a` la fois l’erreur en position et en de´rive´e. La pulsation
propre associe´e a` cette commande est ωiB =
1
2
KiB et l’amortissement est ζiB = 1.
L’e´tude mene´e par Ito et al. a conclu que l’utilisation d’un gain proportionnel, ou
bien du gain proportionnel inte´gral ci-dessus, est la meilleure solution en terme de
couˆt de controˆle mais aussi du comfort des passagers. Cette me´thode de choix de
la dynamique de´sire´e est donc utilise´e.
Le re´glage des gains
Les gains de la dynamique de´sire´e doivent eˆtre choisis tels que l’ae´ronef ait un
comportement dynamique conforme aux qualite´s de manœuvrabilite´ expose´es en
4.1.
Dans l’architecture d’inversion dynamique a` l’e´tude, les variables controˆle´es sont
p, q et r pour l’inversion rapide, α, β et φ pour l’inversion lente et Vt pour l’auto-
throttle. Or chacune de ces variables peut eˆtre associe´e a` un mode.
En effet, dans le mode`le longitudinal, le mode rapide agit principalement sur le
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taux de tangage q et l’angle d’attaque α, tandis que le mode phugo¨ıde agit sur la
vitesse Vt. Le mode de roulis amorti influe sur le taux de roulis p et le mode spiral
sur l’assiette de roulis φ. Quant au roulis hollandais, il affecte a` la fois l’angle de
de´rapage β et le taux de roulis r.
Les gains doivent donc eˆtre choisis tels que les spe´cifications de ces modes soient
satisfaites.
4.2.4 L’inversion de la commande
Le module d’inversion de la commande permet de calculer directement les com-
mandes en taux de rotation pc, qc et rc a` partir des valeurs commande´es d’angle
d’attaque αc, d’angle de de´rapage βc et d’assiette de roulis φc.






1 0 − sin θ
0 cosφ cos θ sinφ







On peut alors remplacer p, q et r par les valeurs de commande recherche´es et φ˙, θ˙




φc , θ˙c =
d
dt




Comme la navigation n’est pas traite´e, on pose ψc = ψ˙c = 0. La relation 4.12














4.2.5 Un syste`me affine par rapport a` la commande
L’inversion dynamique requiert un syste`me affine par rapport a` la commande.
En commande de vol, ceci est ge´ne´ralement obtenu en choisissant des mode`les
ae´rodynamiques line´aires. Cependant ce choix n’a pas e´te´ fait dans cette e´tude,
bien au contraire.
L’identification des coefficients ae´rodynamiques par les re´seaux de neurones permet
de calculer les de´rive´es partielles de ceux-ci. En effet, un re´seau a` une couche cache´e
ayant pour entre´e le vecteur [α, β, δe] et pour sortie le vecteur [Cx, Cm, Cz], et qui





















ou` les matrices Wout (dimension 3xm1) et Win (dimension m1x3) compilent les
poids synaptiques de la couche de sortie et de la couche cache´e, bout (dimension
3x1) et bin (dimension m1x1) correspondent aux biais des neurones de la couche
associe´e et ϕ est la fonction sigmo¨ıdale tangente hyperbolique.
De manie`re analogue un re´seau dont le vecteur d’entre´e est [α, β, δa, δr] et celui
de sortie [Cl, Cy, Cn] est repre´sente´ par une fonction de meˆme type ou` Win est de
dimension m1x4 et bin de dimension m1x4.












= 1− ϕ2(x) (4.16)
Notons [y1, y2, . . . , yn] les sorties et [x1, x2, . . . , xm] les entre´es. La de´rive´e de la



















ou` woutj est la j-ie`me ligne deWout, wini est la i-ie`me colonne deWin et .∗ repre´sente
la multiplication matricielle terme-a`-terme aussi appele´e “dot-product”.
Deux solutions se pre´sentent alors pour rendre le syste`me affine en la commande. La
premie`re consiste a` line´ariser les coefficients ae´rodynamiques autour d’une position
d’e´quilibre ; la seconde a` incorporer la dynamique des actionneurs dans l’e´tat du
syste`me.
Si la line´arisation des coefficients est choisie, alors un coefficient Ca(α, β, δe) est
approxime´ par son de´veloppement de Taylor au premier ordre autour d’un point
d’e´quilibre [α0, β0, δe0 ] :










ou` ∆α = α− α0, ∆β = β − β0 et ∆δe = δe − δe0 .
Cette approximation implique que la conception du controˆleur est faite autour
du point d’e´quilibre en question, et du “scheduling” sera alors ne´cessaire. Cette
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me´thode n’est donc pas retenue. Toutefois, une line´arisation instantanne´e au point
de fonctionnement peut servir dans le cadre d’une commande adaptative.
Si la dynamique des actionneurs est prise en compte, alors la connaissance de la



















Un inconve´nient de cette me´thode est que le nombre de variables d’e´tat du syste`me
augmente. Cependant elle pre´sente l’avantage de ne pas introduire d’erreur supple´-
mentaire dans les expressions des coefficients ae´rodynamiques.
Une solution innovante est de conside´rer les coefficients ae´rodynamiques en moment
Cl, Cm et Cn comme les entre´es du syste`me. Celui-ci est alors de´ja` sous la forme
affine en la commande, il n’y a donc ni approximation a` faire, ni calcul fastidieux
des de´rive´es ae´rodynamiques. Les re´seaux de neurones fournissent une formulation
analytique des coefficients ae´rodynamiques qui est alors utilise´e par un algorithme
de programmation line´aire pour calculer la valeur des de´flections des surfaces de
controˆle donnant les valeurs de´sire´es des coefficients ae´rodynamiques en moment.
Cette solution pre´sente l’avantage d’eˆtre facilement adaptable au nombre de surface
de controˆle de l’ae´ronef controˆle´.
4.2.6 La commande en vitesse
La commande de la vitesse totale de l’avion Vt est traite´e, se´pare´ment des autres
commandes, par une application spe´cifique commune´ment appele´e “autothrottle”
(Escande, 1997). Cette se´paration permet de simplifier la structure du controˆleur
et est justifie´e par le fait que le temps de re´ponse est plus e´leve´ que celui des autres
commandes.
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La pousse´e T ne´cessaire est calcule´e par inversion de l’e´quation I.6 de l’annexe I et







(−Cx cosα cos β − Cy sin β − Cz sinα cos β)
− g (cosφ cos θ sinα cos β + sinφ cos θ sin β − sin θ cosα cos β)}
(4.20)
En choisissant la pulsation propre ωV et l’amortissement ζV conformes aux spe´cifi-






s2 + 2ζV ωV s+ ω2V
(4.21)
La valeur du coefficient ae´rodynamique Cx est ne´cessairement donne´e par le module
d’identification de´veloppe´ au chapitre 3. Celle des coefficients Cy et Cz peut eˆtre
estime´e par celle donne´e par le module d’identification, ou bien calcule´e a` partir
des mesures des acce´le´rome`tres ay et az.
Le mode`le de la pousse´e du moteur doit eˆtre inverse´ afin de fournir la commande
en manette des gaz δth. Ge´ne´ralement celui-ci est simple et le calcul se fait directe-
ment. Cependant, dans le cas du F-16 par exemple, le mode`le du moteur est plus
complexe. Dans ce type de cas, il est propose´ d’effectuer l’inversion graˆce a` un
re´seau de neurones.
4.2.7 Etude d’un mode`le longitudinal simplifie´
Afin de se familiariser avec le concept de l’inversion dynamique, il est applique´ a`
un mode`le longitudinal simplifie´ : celui-ci est line´aire et invariant dans le temps.
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Soit le mode`le longitudinal suivant :
α˙ = Zαα+ q
q˙ =Mαα+Mqq +Mδeδe
(4.22)
ou` x = [α, q]T est le vecteur d’e´tat du syste`me et u = δe la commande.
Application a` la boucle interne : l’inversion rapide
Le syste`me est de´ja affine en la commande, il n’y a donc pas lieu d’e´tudier la
line´arisation du coefficient ae´rodynamique en moment de tangage Cm.










La dynamique de´sire´e est choisie de forme proportionnelle :
q˙des = Kq(qc − q) (4.25)
La dynamique de q doit re´pondre aux spe´cifications de qualite´ de manœuvrabilite´
lie´es au mode rapide. Or celles-ci sont du second ordre. Afin de fixer le gain Kq,
la dynamique de l’actionneur est incorpore´e a posteriori. L’actionneur est suppose´




(δecom − δe) (4.26)




























La fonction de transfert q(s)
qc(s)
est obtenu par la transformation de Laplace usuelle
de C(sI − A)−1B:
Kq(s− Zα)
Tes3 + (1−MqTe − ZαTe)s2 + (Kq − Zα(1−MqTe)−MαTe)s− Zα(Kq +Mq)
(4.28)
Le lieu des racines permet alors de fixer le gain Kq tel que les spe´cifications en
amortissement et en pulsation propre soient satisfaites au mieux.
Lorsque les spe´cifications ne sont pas satisfaites, une solution consiste a` utiliser une
dynamique de´sire´e d’ordre plus e´leve´e. Cependant celle-ci peut engendrer d’autres
inconve´nients tels que des de´passements importants qui entraˆınent la saturation
des actionneurs.
Quand la dynamique de´sire´e est de type proportionnel + inte´gral, la formulation
de l’e´quation 4.10 peut eˆtre utilise´e lorsque les spe´cifications correspondent a` un
deuxie`me ordre. C’est le cas ici pour le taux de tangage. Ainsi :
q¨des = 2ζqωq (q˙c − q˙) + ω2q (qc − q) (4.29)
ou` ωq est la pulsation propre du mode rapide et ζq son amortissement, fixe´s dans
les plages autorise´es par les qualite´s de manœuvrabilite´.
Lorsque les spe´cifications sont du premier ordre, la formulation de l’e´quation 4.9
est utilise´e en prenant un gain qui donne la bande passante spe´cifie´e.
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Dans le cas ou` la dynamique de l’actionneur n’est pas ne´glige´e lors du design, le






















La sortie y = q est de´rive´e jusqu‘a` ce que δec apparaisse dans l’e´quation :











(q¨des −MαZαα−Mαq −Mq q˙) + δe (4.32)
En choississant q¨des comme dans l’e´quation 4.29 les spe´cifications sont satisfaites.
Ces diffe´rentes me´thodologies sont applique´es a` la commande du taux de tangage
du mode`le longitudinal du F-16 “trimme´” autour de la position d’e´quilibre suivante:
Vt = 150m.s
−1 et h = 5000m. La figure 4.6 pre´sente le sche´ma bloc de la simulation.
On a Mα = −5, 1047, Mq = −3, 1226 et Mδe = −0, 38014. De plus a` l’e´quilibre
α = 0, 0147rad et nz = −1.
L’amortissement du mode rapide de´sire´ est fixe´ a` ζmrdes = 0, 7 (valeur choisie
arbitrairement dans la plage [0, 35; 1, 3]) et le CAP de´sire´ est 1, 5 (choisie de meˆme
dans la plage [0, 28 ; 3, 6]). La connaissance de l’angle d’attaque a` l’e´quilibre et du







Le gain Kq de la premie`re me´thode est d’abord de´termine´ par placement de poˆles.
109
Figure 4.6 Sche´mas bloc comparant trois configurations de commande par inversion
dynamique
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Figure 4.7 Lieu des racines pour la premie`re me´thode
La figure 4.7 met en e´vidence le lieu des racines. Les valeurs de´sire´e de pulsa-
tion propre et d’amortissement ne peuvent pas eˆtre atteintes simultane´ment, un
compromis est donc fait.
Cependant le calcul en ligne du gain Kp n’est pas e´vident, car il est associe´ a` un
retour de sortie et non a` un retour d’e´tat. Baba, Takano et Sano (1995) proposent
de ne´gliger Zα afin d’estimer le gain Kq par Kˆq. La fonction de transfert entre le





Tes2 + (1−MqTe)s+ (Kˆq −MαTe)
(4.33)
Si ζmr est l’amortissement de´sire´ pour le mode rapide, par identification du de´nomi-















On remarque cependant que la pulsation propre de la fonction de transfert est alors










En qualite´ de manœuvrabilite´ de niveau I, le CAP doit eˆtre infe´rieur a` 3.6. La
pulsation propre maximale dans la condition conside´re´e est donc 15, 65rad.s−1.
Cependant le gain calcule´ avec l’e´quation 4.34 induit une pulsation propre de
16, 66rad.s−1. Il est donc ne´cessaire de modifier le choix de l’amortissement :
ζmrdes,mod = 1, ce qui entraˆıne ωmrdes,mod = 11, 67rad.s
−1.
Figure 4.8 Re´ponse en tangage suite a` un doublet de 1˚.s−1 en commande
On observe (voir figure 4.8) la re´ponse en tangage ainsi que l’effort de controˆle
associe´, suite a` un doublet d’une amplitude de 1˚.s−1 et d’une dure´e de 2s sur la
commande en tangage.
Comme attendu, la re´ponse lorsque le controˆle se fait par le gain Kq est plus rapide
que lorsque le controˆle comprend la pulsation propre et l’amortissement de´sire´s.
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L’effort de controˆle est e´galement plus important avec la commande e´tablie par
le gain Kq, avec une amplitude un tiers plus grande lors du pic faisant suite au
changement de consigne a` t = 1s. L’utilisation d’une commande de type propor-
tionnel + inte´gral est donc pre´fe´re´e.
Le temps de re´ponse du syste`me, lorsque la dynamique des actionneurs est inte´gre´e
dans la loi de commande, est plus rapide que lorsqu’elle ne l’est pas. De plus
l’amplitude et la vitesse de la de´flection de l’actionneur sont re´duites.
Ces conside´rations motivent le choix d’utiliser une loi de commande de type pro-
portionnel + inte´gral et d’incorporer la dynamique des actionneurs.
Application a` la boucle externe
Deux solutions sont envisageables: soit l’inversion de commande telle que de´crite
au paragraphe 4.2.4, soit une boucle d’inversion dynamique ayant pour commande
les e´tats de la boucle interne.
Pour l’inversion de la commande, supposons que le pilote fournisse directement la
commande en assiette de tangage θc. La commande en taux de tangage qc est alors





Cependant la de´rivation d’une consigne doit eˆtre calcule´e. Or la consigne pre´sente
des discontinuite´s, au moment de changement de consigne par exemple, qui im-
plique que la de´rive´e n’est pas de´finie. Cette me´thode n’est donc pas retenue.
Lorsqu’une boucle d’inversion externe est utilise´e, il est usuel de supposer que la
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dynamique du taux de tangage est “tre`s rapide”, de sorte que le taux de tangage
q peut eˆtre remplace´ par le taux de tangage commande´ qc dans l’e´quation de la
dynamique de la variable lente. La dynamique de l’angle d’attaque α est alors :
α˙ = Zαα+ qc (4.38)
L’inversion de la dynamique donne :
qc = α˙des − Zαα (4.39)
ou` la dynamique de´sire´e de l’angle d’attaque peut eˆtre choisie de type proportionnel
ou proportionnel + inte´gral :α˙des = Kα(αc − α)α˙des = Kα(12αc − α) + K2α4s (αc − α) (4.40)
Il a e´te´ mis en e´vidence (voir 4.2.3), que ces deux commandes donnent une fonc-
tion de transfert du premier ordre de constante de temps ωα e´gale a` Kα (0, 5Kα
respectivement). Le temps de re´ponse en angle d’attaque devant eˆtre plus lent que
celui en taux de tangage pour que l’hypothe`se de se´paration temporelle soit valide,
on choisit ωα infe´rieur a` la pulsation propre ωq mais toujours compris dans la plage
des pulsations propres admissibles donne´e par les spe´cifications du mode rapide.
Ces deux types de ge´ne´ration de la dynamique de´sire´e sont teste´s par simulation
sur le meˆme exemple que pre´ce´demment.
On observe la re´ponse en angle d’attaque suite a` un doublet de 5˚et d’une dure´e
de 4s (voir figure 4.9). La commande en taux de tangage qc, ainsi que le taux de
tangage q sont e´galement observe´s, de meˆme que l’effort sur l’actionneur.
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Figure 4.9 Re´ponse suite a` un doublet de 5˚en commande
Figure 4.10 Re´ponse avec saturation suite a` un doublet de 5˚en commande
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L’utilisation du cas proportionnel + inte´gral a l’avantage d’annuler l’erreur en
re´gime permanent pre´sente dans le cas proportionnel. Toutefois c’est au prix d’un
effort de controˆle plus important. L’e´le´vateur ne peut pas de´passer 25˚sur le F-16,
cette limite est cependant atteinte avec les deux types de controˆle. Le module de
simulation est alors modifie´ pour tenir compte de la saturation de l’actionneur. On
observe que les deux types de commandes entraˆınent une saturation de l’actionneur
(voir figure 4.10). Cet effet a une importance capitale qu’il ne faut pas ne´gliger
lors de la conception du controˆleur.
En faisant abstraction de la saturation, les conside´rations ci-dessus me`nent a` choisir
une dynamique de´sire´e de type proportionnel + inte´gral.
4.2.8 Application au mode`le a` 6 degre´s de liberte´
L’inversion dynamique est de´sormais applique´e au mode`le non line´aire a` 6 degre´s de
liberte´ d’un ae´ronef. La boucle interne est d’abord conc¸ue : elle prend les vitesses
angulaires de roulis p, de tangage q et de lacet r en entre´e et fournit la commande
a` appliquer sur les surfaces de controˆle de l’avion (δe pour l’e´le´vateur, δa pour les
ailerons et δr pour le gouvernail). La boucle externe est ensuite conc¸ue. Elle a
pour entre´e les angles, d’attaque α et de de´rapage β, et l’assiette de roulis φ ; les
sorties sont les commandes en vitesses angulaires p, q et r.
Conception de la boucle interne
Les e´quations non line´aires qui re´gissent les vitesses angulaires sont donne´es en
annexe I, et sont rappele´es ici :
p˙ = (c1r + c2p− c4hmoteur) q + qSb (c3Cl + c4Cn)
q˙ = (c5p+ c7hmoteur) r − c6
(
p2 − r2)+ c7qScCm
r˙ = (c8p− c2r − c9hmoteur) q + qSb (c4Cl + c9Cn)
(4.41)
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Les coefficients ae´rodynamiques y sont obtenus par le module d’identification de´crit
a` la section 3, et se de´composent de la fac¸on suivante :
Cl = Cl0 (α, β, δa, δr) +
pb
2Vt
Clp (α, β, δa, δr) +
rb
2Vt
Clr (α, β, δa, δr)
Cm = Cm0 (α, β, δe) +
qc
2Vt
Cmq (α, β, δe)
Cn = Cn0 (α, β, δa, δr) +
pb
2Vt
Cnp (α, β, δa, δr) +
rb
2Vt
Cnr (α, β, δa, δr)
(4.42)
Les qualite´s de manœuvrabilite´ sugge`rent de choisir une dynamique de´sire´e e´quiva-
lente a` un premier ordre en roulis et lacet obtenu graˆce a` la seconde formulation
du type proportionnel + inte´gral (voir 4.2.3) et de second ordre en tangage :
p˙des = ωp (pc − p)
q˙des = 2ζqωq (qc − q) + ω2q
∫
(qc − q)
r˙des = ωr (rc − r)
(4.43)
ou` ωp est conforme a` la bande passante du mode de roulis amorti, ωr a` celle du
roulis hollandais et (ωq, ωq) aux caracte´ristiques du mode rapide longitudinal.
Le syste`me est rendu affine en la commande selon la seconde me´thode retenue au
paragraphe 4.2.5 (e´quation 4.19). A cette fin, la dynamique des actionneurs est














Lorsque les de´flections des surfaces de controˆle sont prises comme entre´e et que la
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dynamique des actionneurs (voir e´quation 4.44) est prise en compte, en de´rivant
les e´quations 4.41 par rapport au temps, les commandes δec , δac et δrc apparais-
sent. L’inversion des e´quations obtenues et le remplacement de p¨, q¨ et r¨ par les



























p3 p4 p5 p6 p7 0 − p1Ta −
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Cependant, autant les acce´lerations angulaires p˙, q˙ et r˙ sont mesure´es, autant les
de´rive´es en angles d’attaque α˙ et de de´rapage β˙ ne le sont pas.
Celles-ci pourraient eˆtre obtenues par filtrage, mais cette approche ajouteraient 2
variables d’e´tat supple´mentaires au syste`me qui compte de´ja` les 12 variables d’e´tat
“classiques” et les 3 variables d’e´tat lie´es aux surfaces de controˆle. Elles sont donc
calcule´es:
α˙ = − 1
Vt cos β












(cos β sinφ cos θ + sin β (cosα sin θ − sinα cosφ cos θ))
(4.48)
En outre, la condition ne´cessaire et suffisante pour que l’inverse de la matrice existe
est :
p1r2 − p2r1 6= 0⇐⇒ CnδaClδr − CnδrClδa 6= 0 (4.49)
A priori rien ne permet d’assurer que ce crite`re est ve´rifie´ en tout temps. L’utilisa-
tion d’un pseudo-inverse permettrait de contourner ce proble`me, seulement afin de
ne pas saturer les actionneurs, le de´terminant ne devrait pas non plus eˆtre dans un
voisinage de 0. La se´paration de la dynamique a justement pour objectif de garantir
cette condition en assurant un meilleur conditionnement de la matrice a` inverser.
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De plus, selon Sun et Clarke (1994), la condition 4.49 est en ge´ne´ral satisfaite sur
l’ensemble de l’enveloppe de vol.
Ainsi de nombreux calculs sont ne´cessaires ; ceux-ci peuvent cependant eˆtre alle´ge´s.
Rappelons que le module d’identification a e´te´ conc¸u afin de pouvoir eˆtre adapte´ a`
une utilisation par une commande de vol reconfigurable. La commande de´veloppe´e
ici n’a pas une telle envergure, de ce fait certaines hypothe`ses peuvent eˆtre faites.
En effet, les donne´es utilise´es pour l’entraˆınement des re´seaux de neurones sont
telles que Cap , Caq et Car sont fonction uniquement de l’angle d’attaque α, il est













ou` a = l, m ou n, δ = δa ou δr et i = q, p ou r.
Cette commande a l’avantage de fournir directement la valeur des de´flections des
surfaces de controˆle a` appliquer. Cependant elle pre´sente certains inconve´nients :
• le temps de calcul peut eˆtre long, et il convient de ve´rifier si il est compatible
avec une imple´mentation en temps re´el
• la matrice a` inverser pourrait eˆtre singulie`re pour certaines configurations de
vol ou bien mal conditionne´e et entraˆıner des efforts en commande importants
• la saturation des actionneurs n’est pas prise en compte lors du design
• si l’ae´ronef pre´sente des surfaces de controˆle supple´mentaires, celles-ci ne peu-
vent pas eˆtre commande´es directement et une allocation entre les commandes
classiques (δe, δa, δr) et l’ensemble des commandes disponibles est ne´cessaire
L’inversion par l’e´quation 4.45 n’est donc pas retenue dans le cadre de cette e´tude.
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Lorsque les coefficients ae´rodynamiques sont conside´re´s comme entre´e, l’inversion


































Cette me´thode pre´sente des avantages non ne´gligeables par rapport a` la me´thode
pre´ce´dente :
• elle ne´cessite peu de calculs
• l’existence de l’inverse de la matrice peut eˆtre e´tudie´e lors de la conception,
et e´tant invariante aucune singularite´ ne peut apparaˆıtre au cours du vol
• elle fait intervenir la dynamique de´sire´e de la de´rive´e premie`re des variables
controˆle´es (et non les de´rive´es secondes)
• elle ne fait pas intervenir, a` ce niveau, les estime´es des coefficients ae´rodyna-
miques qui sont la principale source d’incertitude du mode`le
Un module d’allocation du controˆle est cependant ne´cessaire ; il sera explicite´
en 4.3. Celui-ci utilise les coefficients ae´rodynamiques identifie´s par le module
d’identification de´veloppe´ au chapitre 3, incorpore la dynamique des actionneurs
et permet d’ailleurs de tenir compte de leurs contraintes de saturation. Il re´sout
ensuite un proble`me d’optimisation : celui d’obtenir la valeur des de´flections des
surfaces de controˆle donnant les valeurs commande´es des moments ae´rodynamiques.
Cette me´thode est donc retenue.
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Conception de la boucle externe
Les e´quations non line´aires qui re´gissent l’angle d’attaque α, l’angle de de´rapage β
et l’assiette de roulis φ sont donne´es en annexe I et rappele´es ici:
α˙ = − qS
mVt cos β

















g cosα sin θ − g sinα cosφ cos θ − T cosα
m
)
φ˙ = p+ tan θ (q sinφ+ r cosφ)
(4.52)
L’inversion des e´quations 4.52 en y incorporant la dynamique de´sire´e, en rem-
plac¸ant les vitesses angulaires par leur commande et en exploitant la line´arite´ des
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cosα sin β + Cy0 cos β − Cz0 sinα sin β
)
(4.55)
De meˆme que dans la boucle interne, on e´met l’hypothe`se que l’inverse de la matrice
existe.
D’autre part plutoˆt que d’estimer T , l’identification du coefficient Cx par le module
d’identification a` re´seaux de neurones permet d’exprimer T en fonction de celui-ci
et de la mesure de l’acce´le´ration ax:
T + qSCx0
m





Les qualite´s de manœuvrabilite´ sugge`rent de choisir une dynamique de´sire´e du
deuxie`me ordre pour les angles d’attaque et de de´rapage, et du premier ordre pour
l’assiette de roulis :
α˙des = 2ζαωα (αc − α) + ω2α
∫
(αc − α) dt
β˙des = 2ζβωβ (βc − β) + ω2β
∫
(βc − β) dt
φ˙des = ωφ (φc − φ)
(4.57)
ou` (ωα, ζα) sont conformes aux spe´cifications du mode rapide avec ωα < ωq,
(ωβ, ζβ) a` celles du roulis hollandais avec ωβ < ωr,
et ωφ a` celles du mode spiral.
Le controˆle par inversion dynamique de la boucle externe est ainsi moins complexe
que celle de la boucle interne.
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4.2.9 Conclusion sur l’inversion dynamique
La commande par inversion dynamique est une me´thode relativement flexible, qui
laisse un certain nombre de choix au niveau de la conception.
Afin d’e´viter les singularite´s lie´es a` l’inversion de la fonction g, le choix de la
se´paration temporelle a e´te´ fait puis le choix d’utiliser les coefficients ae´rodynami-
ques en moment comme pseudo-controˆle. La dynamique de´sire´e quant a` elle a e´te´
e´tablie comme fonction des qualite´s de manoeuvrabilite´. L’utilisation de la struc-
ture de type proportionnel inte´gral permet de minimiser l’impact de l’incertitude
du mode`le de la dynamique, mais la robustesse du controˆleur reste a` ve´rifier.
Le choix d’utiliser une allocation du controˆle, plutoˆt que d’inte´grer directement la
dynamique des actionneurs et leur saturation en amplitude et en taux de rotation
dans la conception du controˆleur par inversion dynamique, permet de conserver un
maximum de flexibilite´, que ce soit par rapport aux nombre de surfaces de controˆle
d’un avion ou encore par rapport aux variables dont de´pendent les coefficients
ae´rodynamiques.
4.3 Allocation du controˆle
Sur un ae´ronef classique, les moments de rotation autour de ses trois axes sont
obtenus graˆce a` trois surfaces de controˆle : l’e´le´vateur, les ailerons et le gouvernail.
Cependant ces surfaces ne cre´ent pas des moments de´couple´s. Traditionnellement
un de´couplage est effectue´ me´caniquement graˆce a` l’utilisation de “aileron-rudder
interconnects”.
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Toutefois les ae´ronefs a` grande manœuvrabilite´ deviennent sophistique´s avec des
surfaces de controˆle non conventionnelles qui exploitent ces couplages. Dans ce
cas, une allocation du controˆle est ne´cessaire. Celui-ci a pour objectif de distribuer
le controˆle sur les diffe´rentes surfaces de controˆle. Le F-16, par exemple, posse`de
une surface de controˆle supple´mentaire : le bord d’attaque. Bien que dans sa
conception originelle, cette surface n’e´tait pas accessible directement, l’utilisation
d’une allocation du controˆle permet de la commander.
De plus, l’e´tude du cas longitudinal simplifie´ (voir 4.2.7) a mis en e´vidence l’impact
de la saturation des actionneurs sur l’efficacite´ de la commande. Les contraintes
en amplitude et en taux de rotation de chaque surface de controˆle δi sont prises en
compte dans l’allocation du controˆle :
δi ≤ δi ≤ δi et δ˙i ≤ δ˙i ≤ δ˙i (4.58)
Apre`s avoir traduit ces contraintes en temps discret, une allocation statique qui
ne´glige la dynamique des actionneurs, puis une allocation dynamique qui prend en
compte cette dynamique sont e´tudie´es.
4.3.1 Contraintes en temps discret
Comme les syste`mes d’allocation du controˆle sont en temps discret, les contraintes
en taux de rotation de l’e´quation 4.58 peuvent eˆtre transpose´es en une contrainte
en amplitude graˆce a` une approximation du premier ordre :
δ˙i ≈
δi(t)− δi(t− T )
T
(4.59)
ou` T est la pe´riode d’e´chantillonage.
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En combinant les contraintes en amplitudes de l’e´quation 4.58 et la transposition
de celles en taux de rotation, il vient (Luo et al., 2004):
δimin ≤ δi ≤ δimax
δimin =max
{




δi, δi(t− T ) + δ˙iT
} (4.60)
Ainsi, a` chaque ite´ration les contraintes doivent eˆtre mises a` jour.
4.3.2 Allocation statique
Il est usuel d’utiliser pour l’allocation du controˆle une mode´lisation line´aire et
invariante qui ne´glige la dynamique des actionneurs :
M = Bδ (4.61)
ou` M est le vecteur des coefficients ae´rodynamiques en moment, B une matrice
appele´e “control effectiveness matrix” et δ est le vecteur des de´flections des surfaces
de controˆle.
De nombreuses me´thodes existent afin de calculer le vecteur δ donnant les co-
efficients commande´s Mc, telles que la programmation line´aire, la programmation
quadratique, le pseudo-inverse, le pseudo-inverse cascade´ ou encore le “daisy chain-
ing”. La me´thode du pseudo-inverse cascade´ est pre´sente´e ici (Luo et al., 2004).
L’ide´e est de minimiser la fonction J par rapport a` δ (voir e´quation 4.62) sous la




(δ − δdes)T Wδ (δ − δdes) (4.62)
ou` Wδ est une matrice de ponde´ration et δdes un controˆle de´sire´.
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Si le vecteur de controˆle n’avait pas de limites, la solution serait :









Le principe de la cascade est alors le suivant. Si aucune composante du vecteur de
controˆle δ n’atteint ses limites, alors celui-ci est trouve´ et les coefficients ae´rody-
namiques en moment commande´s Mc sont atteints. Si une composante du vecteur
de controˆle δ atteint la saturation, alors celle-ci est fixe´e a` cette valeur, sa contri-
bution est ote´e de la formulation du proble`me et celui-ci est calcule´ de nouveau.
Si toutes les composantes du vecteur controˆle atteignent leur valeur de satura-
tion, alors les coefficients ae´rodynamiques en moments commande´s Mc ne sont pas
atteints.
Le module d’identification utilise´ dans cette e´tude fournit des coefficients ae´rodyna-
miques comme fonction non line´aire de certains e´tats de l’avion et des surfaces
de controˆle. Deux solutions sont alors offertes : la premie`re est d’adapter la
me´thodologie pre´ce´dente a` un mode`le non line´aire et la seconde est de line´ariser
les coefficients.
L’adaptation a` un mode`le non line´aire est relativement directe graˆce a` la fonction
fmincon de MatLab c©. Cependant il conviendrait de ve´rifier la compatibilite´ du
temps de calcul avec une imple´mentation en temps re´el.
Une line´arisation invariante des coefficients ae´rodynamiques sur l’ensemble de vol
n’est pas envisageable du fait de la grande non line´arite´ des coefficients a` angles
d’attaque e´leve´s. Cependant celle-ci peut eˆtre effectue´e a` chaque ite´ration et donner
lieu a` une allocation dynamique.
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4.3.3 Allocation dynamique
L’approximation suivante permet de line´ariser les coefficients a` chaque instant :






ou` ∆δi = δi − δi0 .
Elle peut alors eˆtre traduite par la relation 4.65 qui est analogue a` la formulation du
proble`me discute´ en de´but du paragraphe 4.3.2, a` la diffe´rence pre`s que la relation
entre les coefficients ae´rodynamiques C et les de´flections des surfaces de controˆle δ
est variante dans le temps :
∆C(t) = B(t)∆δ(t) (4.65)






ou` Wδ(t) est une matrice de ponde´ration et ∆Cc(t) la variation des coefficients
ae´rodynamiques de´sire´e.
Un choix initial pour Wδ peut eˆtre une matrice diagonale invariante dont chaque












Diffe´rents auteurs ( (Luo et al., 2004), (Keviczky & Balas, 2006) et (Kale & Chip-
perfield, 2002)) e´tayent les avantages d’utiliser des mode`les line´aires variant dans
le temps plutoˆt que des mode`les non line´aires, notamment en ce qui concerne la
re´duction du temps de calcul et la compatibilite´ avec une application temps re´el.
Luo et al. (2004) ont mis en e´vidence les avantages d’utiliser une allocation par
commande pre´dictive par rapport a` d’autres strate´gies d’allocation dans le cas ou`
la dynamique des actionneurs est non ne´gligeable par rapport a` celle du syste`me.
Cependant dans le cas ou` les constantes de temps des actionneurs sont petites,
l’allocation pre´dictive ne´cessiterait un temps d’e´chantillonnage qui peut ne pas
eˆtre compatible avec le temps de calcul de la commande. Dans ce cas l’allocation
pre´ce´dente est recommande´e.
La mode´lisation des coefficients ae´rodynamiques est de forme identique a` celle de
l’e´quation 4.64. La dynamique des actionneurs est discre´tise´e au point de fonction-
nement a` chaque instant d’e´chantillonage nTech. Le proble`me de l’allocation est
alors formule´ a` chaque instant nTech de la manie`re suivante :
∆δ(k + 1) = Aδ∆δ(k) +Bδ∆δc(k)







ou` ∆δ(k = 0) = 0.
Les contraintes sur ∆δ sont similaires a` celles de l’e´quation 4.60 :
∆δimin(k) ≤ ∆δi(k) ≤ ∆δimax(k)
∆δimin(k) =max
{




δi − (∆δi(k − 1) + δi((n− 1)Tech)), δ˙iTech
} (4.70)
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Le proble`me peut alors eˆtre transforme´ en un proble`me de programmation quadra-





Les horizons de controˆle Hc et de pre´diction Hp, la pe´riode d’e´chantillonage Tech et
les matrices de ponde´ration, Q et R, restent a` choisir en fonction de l’application.
Comme la trajectoire de re´fe´rence des coefficients ae´rodynamiques n’est pas connue,
il est sugge´re´ de prendre une pre´diction dite “one step ahead” avec Hp = Hc = 1.
La pe´riode d’e´chantillonage Tech doit eˆtre plus petite que la constante de temps
des actionneurs. Un choix initial pour la matrice de ponde´ration R est identique a`
la matrice de ponde´ration Wδ du cas d’allocation continue pre´ce´dent. La matrice
de ponde´ration Q peut e´galement eˆtre choisie diagonale, avec ses e´le´ments lie´s aux
valeurs maximales des grandeurs mesure´es associe´es.
4.3.4 Conclusion sur l’allocation du controˆle
Le choix de l’allocation du controˆle de´pend essentiellement de la validite´ de l’hypo-
the`se selon laquelle la dynamique des actionneurs peut eˆtre ne´glige´e.
Ge´ne´ralement celle-ci est valide pour les avions de transport et les avions militaires,
dans ce cas une allocation continue, analogue a` l’allocation statique, est suffisante.
Les UAV (“Unmanned Air Vehicle”) quant a` eux peuvent avoir des actionneurs
dont la dynamique n’est pas ne´gligeable par raport a` celle de l’ae´ronef, dans ce cas
l’utilisation de l’allocation pre´dictive est pre´fe´rable.
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4.4 Les contraintes sur les e´tats et la commande pre´dictive
Dans le cas de manœuvres a` grande amplitude, l’utilisation d’une dynamique
de´sire´e de type proportionnel + inte´gral pourrait ge´ne´rer des commandes en an-
gles d’attaque et de de´rapage important. Les coefficients ae´rodynamiques ont e´te´
identifie´s pour des plages d’angles d’attaque et de´rapage limite´es. Il n’est donc pas
souhaitable de les de´passer, car au dela` la performance du module d’identification
n’est plus garantie.
Cette contrainte pourrait eˆtre inte´gre´e au design en remplac¸ant la dynamique
de´sire´e de type proportionnel inte´gral sur ces e´tats par une commande pre´dictive
(voir annexe V). Celle-ci permet de plus d’anticiper les changements survenants sur
la trajectoire de re´fe´rence (αref ,βref ,φref ) en fournissant une commande (α˜c,β˜c,φ˜c)
qui minimise un crite`re quadratique.
Sous l’hypothe`se que le retour de sortie effectue une line´arisation exacte, la dy-


























Ce mode`le pre´sente l’avantage d’eˆtre line´aire et invariant. Il est donc bien adapte´
a` la commande pre´dictive.
Les sorties et les contraintes suivantes sont alors choisies:
y = [α, β, φ]T
−10˚ ≤ α ≤ 45˚
−30˚ ≤ β ≤ 30˚
(4.73)
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Le proble`me est ainsi mis en forme conforme´ment a` la me´thodologie de l’annexe
V et peut eˆtre re´solu par la programmation quadratique associe´e. Il convient
pour cela de fixer les horizons de pre´diction et de controˆle Hp et Hc, le temps
d’e´chantillonnage Tech et les matrices de ponde´ration Q et R.
Le syste`me line´aire re´sultant de l’inversion dynamique est de´couple´. Une strate´gie
hybride peut alors eˆtre envisage´e. En effet :
• Pour la coordination, la re´fe´rence en angle de de´rapage βref doit eˆtre prise
nulle. Il est alors le´gitime de conserver la dynamique de´sire´e de type pro-
portionnel+inte´gral et de fixer βc = 0. L’inte´grateur de la boucle d’inversion
dynamique permet de rejeter les perturbations constantes pouvant survenir.
• La commande pre´dictive peut eˆtre applique´e sur les deux variables restantes.
Soulignons toutefois que ni la robustesse ni la stabilite´ de la commande pre´dictive
applique´e a` un syste`me line´arise´ par retour de sortie n’ont e´te´ e´tudie´es dans le
cadre de ce me´moire, et que ces deux points restent a` de´montrer. De ce fait, elle
ne sera aborde´e que succintement dans les simulations.
4.5 Une approche pour la robustesse
Il a e´te´ souligne´ en 4.2.1 que l’inversion dynamique ne´cessite la connaissance par-
faite du syste`me a` l’e´tude. Toutefois les coefficients ae´rodynamiques ne sont pas
connus de manie`re pre´cise. La robustesse de ce controˆleur est donc un point cri-
tique a` analyser. Cependant une telle e´tude pourrait faire l’objet d’un me´moire a`
part entie`re, celle-ci est donc seulement e´bauche´e.
Une boucle externe de controˆle peut eˆtre utilise´e afin de garantir la robustesse de la
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boucle ferme´e en pre´sence d’erreurs de mode´lisation. Le plus courant est d’utiliser
la µ-analyse (Ito et al, 2002), bien que d’autres me´thodes de controˆle robuste ne
sont pas a` exclure. En effet Escande (1997) propose d’utiliser une boucle de re´tro-
action LQR effectue´e sur un nombre re´duit de variables d’e´tat.
Une solution plus simple a e´te´ adopte´e ici. En effet, le module d’identification a`
base de re´seaux de neurones identifie, hors ligne, les coefficients ae´rodynamiques a`
2% pre`s pour les coefficients de moments et 1% pre`s pour ceux de forces. Ainsi en
l’absence d’apprentissage et si aucune modification majeure ne survient aux coeffi-
cients (suite a` un de´gaˆt par exemple), le terme inte´gral des dynamiques de´sire´es per-
met d’assurer une erreur statique nulle en pre´sence de ces erreurs de mode´lisation
et/ou de pertubations constantes.
Lorsque l’apprentissage en ligne est programme´, la loi d’adaptation des poids se
doit d’eˆtre robuste. Diffe´rentes lois sont propose´es par Farell et Polycarpou (2006).
Parmi elles, on trouve la -modification, la σ-modification, l’utilisation de zones
mortes et la projection. L’apprentissage en ligne de´passant le cadre de cette e´tude,
le lecteur est invite´ a` se reporter a` la re´fe´rence.
4.6 Conclusion sur la commande de vol
La structure du controˆleur a e´te´ mise en e´vidence dans ce chapitre et est repre´sente´e
par la figure 4.11.
L’inversion dynamique dans les boucles interne et externe permet d’assurer un com-
portement du syste`me conforme aux qualite´s de manœuvrabilite´. Bien que le retour
line´arisant ne´cessite un mode`le parfait, l’utilisation d’une commande de´sire´e de type
proportionnel inte´gral permet d’annuler l’effet de petites erreurs de mode´lisation
ou de perturbations constantes. Le fait d’utiliser le module d’identification par
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Figure 4.11 Architecture du controˆleur
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re´seaux de neurones de´veloppe´ pre´ce´demment permet notamment de garantir que,
en condition de vol normale, les erreurs de mode´lisation sont limite´es.
Afin de ne pas rencontrer de singularite´ au sein de l’inversion dynamique, les coeffi-
cients ae´rodynamiques en moment ont e´te´ choisis comme pseudo-controˆle. Une allo-
cation du controˆle permet ensuite de transformer ces commandes en des commandes
sur les actionneurs. Cette allocation peut eˆtre statique ou dynamique. L’allocation
dynamique n’a pas de restriction d’application, tandis que l’allocation statique ne
doit pas eˆtre utilise´e si la dynamique des actionneurs n’est pas ne´gligeable devant
celle du syste`me. Le module d’identification par re´seau de neurone fournit directe-
ment les de´rive´es de´sire´es ne´cessaires au calcul de l’allocation.
Une commande pre´dictive permet d’anticiper les changements de consigne de la
trajectoire planifie´e (αref , βref , φref ). De plus, elle incorpore directement les limites
en angle d’attaque. Toutefois la robustesse de cette commande, ainsi que celle de
l’ensemble du controˆleur, restent matie`re a` une recherche future.
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CHAPITRE 5
RE´SULTATS DE LA SIMULATION NON LINE´AIRE
Le simulateur non line´aire de´veloppe´ pour la validation est explicite´ dans l’annexe
VI. Les re´sultats de la simulation en boucle ouverte sont d’abord pre´sente´s. Le
controˆleur est ensuite adapte´ a` la configuration du F-16. Les simulations en boucle
ferme´e, avec le choix des gains, sont finalement re´pertorie´es.
5.1 Simulation en boucle ouverte
La position du centre de gravite´ est prise en avant de sa position de re´fe´rence, de
sorte que la dynamique en boucle ouverte du F-16 soit stable.
Deux manœuvres diffe´rentes sont simule´es, a` savoir un vol rectiligne a` ailes hori-
zontales et un virage coordonne´. Pour chacune d’elles, le comportement de l’avion
en boucle ouverte est analyse´, et l’identification des coefficients ae´rodynamiques
est mise en e´vidence.
5.1.1 Manœuvre : vol a` ailes horizontales
La manœuvre conside´re´e est une trajectoire rectiligne a` vitesse et altitude fixe´es :
Vt = 150m.s
−1 et h = 5000m,
En premier lieu, les variables de commande et d’e´tat trimme´s sont calcule´s graˆce a`
la fonction trim de MatLab: u0 = [0,34 -1,8 0 0] et x0 = [150 0,0147 0 0 0,0147 0 0
0 0 0 0 5000 -1,8 1,38 22,28 0 0 0,84]. Les arrondis entraˆınent que ces vecteurs ne
sont pas strictement identiques a` la configuration de l’avion en re´gime permanent,
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Figure 5.1 Vol a` ailes plates - e´volution des variables d’e´tat
Figure 5.2 E´volution des variables d’e´tat suite a` une perturbation sur δe
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d’ou` l’e´volution des e´tats illustre´e par la figure 5.1. Celle-ci correspond bien a` une
trajectoire rectiligne a` altitude constante.
On observe une oscillation lente de la vitesse totale de l’avion Vt et de son altitude
h autour des valeurs de la condition de vol. La vitesse Vt oscille a` la pulsation
ωV = 0, 08rad.s
−1 et a un de´passement maximal de 0, 055%. L’altitude h oscille a`
la pulsation ωh = 0, 08rad.s
−1 et a un de´passement maximal de 0, 042%.
Ceci est caracte´ristique du mode phugo¨ıde.
L’angle de de´rapage est nul, tandis que l’angle d’attaque vaut α0 = 0, 0147rad =
0, 84˚afin de cre´er une force ae´rodynamique qui maintienne le F-16 en e´quilibre.
L’angle de tangage θ oscille de manie`re analogue a` la vitesse, et se stabilise a`
θ0 = α0 = 0, 84˚. La pente (“path angle”) γ = θ−α est ainsi nul. Les deux autres
angles d’Euler, de meˆme que les taux de rotations, sont nuls.
Afin de ve´rifier la stabilite´ du syste`me dans cette position d’e´quilibre, un dou-
blet d’amplitude 5˚et d’une dure´e de 1s est applique´e a` t = 2s sur l’e´le´vateur.
L’e´volution des variables d’e´tat est illustre´e par la figure 5.2.
Le de´passement maximal en vitesse Vt augmente a` 4,59%, mais le temps d’amortis-
sement reste du meˆme ordre de grandeur. De manie`re analogue le de´passement
maximal en altitude h est de 3,13% et ses oscillations sont amorties en pre`s de 300
secondes.
L’angle d’attaque α et le taux de tangage q reviennent a` leur point d’e´quilibre en
2s ; l’angle de de´rapage β et les taux de roulis p et de lacet r y reviennent en 6s.
L’angle de roulis φ revient a` sa valeur d’e´quilibre en 200s. L’angle de lacet ψ con-
verge vers une nouvelle valeur ψ = 0, 8˚en 200s, ce qui implique une modification
de la trajectoire de l’avion. Celle-ci est illustre´e par la figure 5.3, la trajectoire y
est e´galement projete´e sur le plan x0y pour une meilleure visibilite´.
Le couplage entre les modes late´raux et longitudinaux est mis en exergue : une
perturbation sur l’e´le´vateur entraˆıne une perturbation non seulement sur la vitesse
de tangage q, mais aussi sur les vitesses de roulis p et de lacet r.
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Figure 5.3 Trajectoire de l’avion suite a` une perturbation sur δe
Figure 5.4 Vol a` ailes plates - coefficients ae´rodynamiques
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La figure 5.4 met en e´vidence l’identification des coefficients ae´rodynamiques par
le module d’identification de´veloppe´ au chapitre 3. L’identification est globalement
satisfaisante : les valeurs identifie´es pre´sentent, a` l’exception du coefficient Cm, une
erreur infe´rieure a` 1%.
5.1.2 Manœuvre : virage coordonne´ a` ψ˙ = 0.5˚.s−1
Pour un virage a` 0, 5˚.s−1 a` Vt = 150m.s−1 et h = 5000m, les variables d’e´tat et
de controˆle trimme´es sont : u0 = [0,34 -1,8 -0,03 0,19] et x0 = [150 0,015 0,002
0,142 0,015 0 -0,0001 0,001 0,009 0 0 5000 -1,8 1,39 22,30 0,20 -0,02 0,86].
L’e´volution des variables d’e´tat est illustre´e par la figure 5.5.
Les oscillations en vitesse Vt et en altitude h, caracte´ristiques du mode phugo¨ıde,
sont visibles et identiques a` celles observe´es pour le vol rectiligne a` ailes horizon-
tales.
L’angle d’attaque α a une valeur finale non nulle afin de cre´er les forces ae´rodynami-
ques ne´cessaires au maintient en e´quilibre de l’ae´ronef. L’angle de de´rapage β est
nul, car le virage est coordonne´.
Afin de ve´rifier la stabilite´ du syste`me dans cette position d’e´quilibre, un doublet
de 5˚d’une dure´e de 1s est applique´ aux ailerons a` t = 2s, et un autre de meˆmes
caracte´ristiques a` t = 2, 5s au gouvernail.
L’e´volution des variables d’e´tat est illustre´e par la figure 5.6.
La trajectoire n’est quasiment pas modifie´e par cette perturbation (voir figure 5.7).
De meˆme que pour la manœuvre pre´ce´dente, l’identification des coefficients ae´ro-
dynamiques est pre´sente´ a` la figure 5.8. Les coefficients de force sont identifie´s a`
1% pre`s, tandis que les coefficients de moment ne le sont qu’a` 2% pre`s.
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Figure 5.5 Virage - e´volution des e´tats
Figure 5.6 E´volution des e´tats suite a` une perturbation sur δa et δr
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Figure 5.7 Trajectoire de l’avion suite a` une perturbation sur δa et δr
Figure 5.8 Virage - coefficients ae´rodynamiques
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5.2 Application de la structure du controˆleur au F-16
La structure du controˆleur de´veloppe´ au chapitre IV est applique´e au F-16. La
commande en vitesse est a` pre´ciser, de meˆme que le choix des gains de l’inversion
dynamique et celui des parame`tres de l’allocation du controˆle.
5.2.1 La commande en vitesse
La mode´lisation du moteur du F-16 est donne´e en annexe VI. L’autothrottle peut
ici se de´composer en quatre e´tapes, comme indique´ sur la figure 5.9.
Figure 5.9 De´composition de l’autothrottle
La premie`re e´tape est l’inversion de la comande en vitesse pour obtenir la pousse´e,
telle que de´crite en 4.2.6. L’amortissement ζV et la pulsation propre ωV doivent
eˆtre fixe´s conforme´ment aux qualite´s de manœuvrabilite´.
Pour la dynamique de la vitesse Vt, (ωV , ζV ) sont caracte´ristiques du mode phu-
go¨ıde. On de´sire fixer l’amortissement de ce mode a` ζph = 0, 7, d’ou` ζV = ζph = 0, 7.
On choisit aussi ωV = 1.
La seconde e´tape consiste a` trouver la valeur de la puissance du moteur Pa en
fonction de la pousse´e T . Cette e´tape est de´taille´e ci apre`s.
La troisie`me e´tape consiste a` calculer la valeur de la puissance commande´e Pc en
fonction de la puissance actuelle Pa. Le mode`le de la dynamique du moteur e´tant
complexe, l’hypothe`se suivante est faite : Pc = Pa. La validite´ d’une telle hypothe`se
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Tableau 5.1 Caracte´ristiques des re´seaux de neurones
Pousse´e identifie´e Tidle Tmil Tmax
nb de neurones 9 2 2
erreur d’entraˆınement 9, 65.10−4 4, 10.10−4 3, 18.10−4
est cependant a` ve´rifier par la simulation, car le temps de re´ponse du moteur n’est
pas ne´gligeable en ge´ne´ral. Si ne´cessaire, on pourra condide´rer pour les simulations
que la pousse´e est commande´e directement.
La puissance du moteur Pa peut eˆtre calcule´e (e´quation 5.1) comme une fontion
de la valeur de la pousse´e T totale de l’avion fournie par l’e´tape pre´ce´dente et des
pousse´es Tidle, Tmil et Tmax. Celles-ci sont fonction de la vitesse Vt et de l’altitude h
de l’avion, et sont identifie´es par des re´seaux de neurones dont les caracte´ristiques





Tmil − Tidle si T < Tmil
50
T − Tmil
Tmax − Tmil + 50 sinon
(5.1)
La figure 5.10 illustre la performance de l’autothrottle de´veloppe´ sous les hypothe`ses
pre´ce´dentes, c’est-a`-dire dont la puissance Pc est la commande, suite a` un change-
ment de consigne de la vitesse. L’instabilite´ de la re´ponse en vitesse est duˆe a`
l’hypothe`se faite, selon laquelle la constante de temps du moteur est ne´gligeable.
On choisit alors pour les simulations de commander directement la pousse´e in-
duite par le moteur. La figure 5.11 illustre la re´ponse en vitesse suite au meˆme
changement de consigne que pre´ce´demment. Celle-ci est conforme aux attentes, le
de´passement et le temps de re´ponse ayant e´te´ fixe´s par le choix de l’amortissement
ζV et de la pulsation propre ωV .
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Figure 5.10 Commande en Pc - Re´ponse a` un changement de consigne
Figure 5.11 Commande en T - Re´ponse a` un changement de consigne
146
5.2.2 L’allocation du controˆle
Diffe´rentes strate´gies d’allocation du controˆle ont e´te´ mises en e´vidence dans le
chapitre 4.3. Une d’entre elle est se´lectionne´e et de´taille´e.
Soulignons que l’allocation du controˆle ne´cessite une connaissance parfaite du
mode`le. La robustesse de´passant le cadre de ce projet, le mode`le ae´rodynamique de
l’avion est donc pris identique a` celui identifie´ au moyen du module d’identification
par re´seaux de neurones.
Le mode`le ae´rodynamique choisi est non line´aire, donc les strate´gies statiques ne
sont pas retenues. Le temps de re´ponse des actionneurs e´tant plus rapide que celui
du syste`me, leur dynamique peut eˆtre ne´glige´e et l’allocation continue et adapta-
tive, similaire a` l’allocation statique, est utilise´e.
Cette allocation ne´cessite de connaˆıtre la matrice de “control effectiveness”, qui
traduit la relation entre les coefficients ae´rodynamiques et les de´flections des sur-
faces de controˆle, et de choisir une matrice de ponde´ration Wδ.
Le module d’identification par re´seaux de neurones permet de calculer la matrice



















ou` les de´rive´es sont calcule´es conforme´ment a` l’e´quation 4.17.
Lorsque les contraintes ne sont pas prises en compte, la commande en de´flection











−) est la position mesure´e
et Cc(t
−) la commande en coefficients ae´rodynamiques.
On remarque que, comme B(t) est carre´e, lorsqu’elle est inversible, la matrice de
ponde´ration Wδ ne joue aucun roˆle. C’est le cas pour des angles d’attaques faibles.
La matrice de ponde´ration est donc choisie e´gale a` celle pre´conise´e au chapitre












Lorsque les contraintes sont prises en compte, l’utilisation d’une S-fonction, sans
variable d’e´tat et dont la sortie appelle la fonction MatLab quadprog, permet de
calculer la commande :
function sys=mdlOutputs (t , x , u , Wdelta , delta_max , delta_min )
% fonc t i on de cout a minimiser J = u ’Wdelta u :
H = Wdelta ;
f = zeros ( 3 , 1 ) ;
% con t ra in t e s d ’ i n e g a l i t e :
A = [1 0 0 ;
−1 0 0 ;
0 1 0 ;
0 −1 0 ;
0 0 1 ;
0 0 −1];
B = [ delta_max (1 ) − u ( 1 ) ; % ou u(1) = de l t a e mes
−delta_min (1 ) + u ( 1 ) ;
delta_max (2 ) − u ( 2 ) ; % ou u(2) = de l ta a mes
−delta_min (2 ) + u ( 2 ) ;
delta_max (3 ) − u ( 3 ) ; % ou u(3) = de l t a r mes
−delta_min (3 ) + u ( 3 ) ] ;
% con t ra in t e s d ’ e g a l i t e : Delta C = B( t )∗ De l t a d e l t a
Aeq = [ u (5 ) u (6 ) u ( 7 ) ; % B( t )
u (9 ) 0 0 ;
u (11) u (12) u ( 1 3 ) ] ;
Beq = [ u(15)−u ( 1 8 ) ; % Delta C = C c − C mes
u(16)−u ( 1 9 ) ;
u(17)−u ( 2 0 ) ] ;
% programmation quadrat i que :
r = quadprog (H , f , A , B , Aeq , Beq ) ;
sys = r ;
Pour cette e´tude, on e´met l’hypothe`se que les manœuvres e´tudie´es n’entraˆınent pas
de saturation, les contraintes ne sont donc pas explicitement prises en compte.
148
Le F-16 posse`de, outre les trois surfaces de controˆle usuelles, une surface comple´-
mentaire : celle du bord d’attaque. Traditionnellement celle-ci est commande´e
automatiquement, mais on peut envisager de la commander a` partir de l’allocation.
























Dans ce cas la matrice B(t) n’est pas carre´e. La matrice de ponde´ration prend
alors toute son importance. La figure 5.12 illustre son influence pour les diffe´rents












0 0 0 1
252
 , W2 =

1 0 0 0
0 1 0 0
0 0 1 0




0.1 0 0 0
0 0.1 0 0
0 0 0.1 0
0 0 0 1
 , W4 =

0.001 0 0 0
0 0.001 0 0
0 0 0.001 0
0 0 0 100

Pour l’allocation sur l’ensemble des quatre surfaces de controˆle, le choix Wδ = W4
permet d’obtenir la meilleure performance parmi les 4 possibilite´s illustre´es. Cette
allocation est le´ge`rement plus oscillante que celle sur les trois surfaces de controˆle
classiques. En terme de re´gulation, ces deux strate´gies donnent des performances
comparables.
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Figure 5.12 Influence de Wδ sur l’allocation
Figure 5.13 Allocation du controˆle - rejet de perturbation
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L’interaction entre l’allocation du controˆle et l’autothrottle est alors e´tudie´e. La
valeur de consigne des coefficients ae´rodynamiques en moment est prise nulle, tan-
dis que celle de la vitesse subit un e´chelon a` t = 5s la faisant passer de 150m.s−1
a` 140m.s−1.
Le changement de vitesse entraˆıne une perturbation sur la valeur des coefficients
ae´rodynamiques en moment. La figure 5.13 illustre le comportement des deux
strate´gies. On observe que l’utilisation de l’ensemble des surfaces de controˆle per-
met une meilleure re´jection de la perturbation d’un facteur d’ordre 2.
L’ensemble de ces conside´rations permet de conclure que, dans le cas du F-16, une
allocation sur l’ensemble de ses quatre surfaces de controˆle est pre´fe´rable.
5.2.3 Choix des gains des dynamiques de´sire´es
Les gains du controˆle par inversion dynamique sont pris de manie`re a` satisfaire
les qualite´s de manœuvrabilite´. Le F-16 fait partie des avions de la classe IV.
Les manoeuvres conside´re´es pour les simulations font partie des phases de vol de
cate´gorie B. Seul le cas de vol nominal est conside´re´ dans cette e´tude, les qualite´s
de manœuvrabilite´ doivent donc eˆtre de niveau I.
Pour la dynamique du taux de tangage q, (ωq, ζq) sont caracte´ristiques du mode
rapide longitudinal. On de´sire fixer l’amortissement du mode rapide a` ζmr = 1 et
le CAP a` CAPdes = 2 , d’ou`







Pour la dynamique du taux de roulis p, ωp est caracte´ristique du mode roulis amorti.
Pour les phases de vol de cate´gorie B, il faut ωra =
1
1,4
; pour celles de cate´gorie A,
ωra = 1. Alors ωp est choisi e´gal a` ωra.
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Pour la dynamique du taux de lacet r, ωr est caracte´ristique du roulis hollandais.
On de´sire fixer la pulsation propre du roulis hollandais a` ωrh = 3, l’amortissement
e´tant fixe´ a` ζrh = 1 avec le type de dynamique de´sire´e choisi. D’ou` ωr = ωrh.
Pour la dynamique de l’angle d’attaque α, (ωα, ζα) sont caracte´ristiques du mode
rapide longitudinal. Les caracte´ristiques ont e´te´ fixe´es pour la dynamique du taux
de tangage, cependant l’hypothe`se de se´paration temporelle de la dynamique doit
eˆtre respecte´e. On choisit alors
ζα = ζmr = 0, 7 et ωα = 2
Pour la dynamique de l’angle de de´rapage β, (ωβ, ζβ) sont caracte´ristiques du roulis
hollandais. L’amortissement du roulis hollandais est choisi e´gal a` ζrh = 0, 7 ici. On
a alors
ζβ = ζrh et ωβ = ωrh
Pour la dynamique de l’assiette de roulis φ, ωφ est caracte´ristique du mode spiral.
Pour les phases de vol de cate´gorie B, il faut T2s = 20 ; pour celles de cate´gorie A,
T2s = 12. Alors ωr est choisi e´gal a` ωφ = T2s ln 2.
Tout en e´tant conformes aux qualite´s de manœuvrabilite´, les valeurs des amor-
tissements et des pulsations propres ont e´te´ choisies arbitrairement ici. Celles-ci
sont directement lie´es aux gains des fonctions de transfert des diffe´rentes variables
d’e´tat. Le proble`me de la robustesse n’a pas e´te´ e´tudie´ dans le cadre de ce me´moire,
cependant il est sugge´rer d’adapter la me´thodologie de´veloppe´e par Saussie´ et Saydy
(2003) afin d’obtenir un choix plus pertinent de gains.
La performance de cette commande est mise en e´vidence dans le paragraphe suivant
au moyen de simulations effectue´es sous MatLab et Simulink c©.
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5.3 Simulations en boucle ferme´e
Dans cette section quelques re´sultats de simulation sont pre´sente´s. Ils mettent
en e´vidence les performances du controˆleur a` inversion dynamique augmente´e du
retour proportionnel + inte´gral qui a e´te´ de´veloppe´ dans cette e´tude.
La trajectoire a` suivre est la suivante :
Vt = 150m.s
−1, αref = αtrim˚, φref = 0˚, βref = 0˚, pour 0 ≤ t < 2
Vt = 150m.s
−1, αref = αtrim˚, φref = 30˚, βref = 0˚, pour 2 ≤ t < 5
Vt = 150m.s
−1, αref = 4˚, φref = 30˚, βref = 0˚, pour 5 ≤ t < 10
Vt = 150m.s
−1, αref = 4˚, φref = 0˚, βref = 0˚, pour 10 ≤ t < 15
Vt = 150m.s
−1, αref = −1˚, φref = 0˚, βref = 0˚, pour 15 ≤ t < 20
Vt = 140m.s
−1, αref = −1˚, φref = 0˚, βref = 0˚, pour 20 ≤ t < 30
5.3.1 Cas d’un mode`le parfait
Conside´rons tout d’abord le cas ou` le mode`le ae´rodynamique de l’avion est parfait.
A cette fin l’interpolation cubique permettant d’obtenir les coefficients ae´rodyna-
miques de l’avion est remplace´e par le module d’identification a` base de re´seaux de
neurones. Les figures 5.14 a` 5.18 illustrent les re´ponses des diffe´rentes variables.
On observe que, a` l’exception de la vitesse Vt et de l’angle de de´rapage β, toutes les
variables suivent parfaitement les consignes qui leur sont donne´es. Ces consignes
sont obtenues soit directement par le choix de la trajectoire pour la vitesse Vt,
l’angle d’attaque α, l’angle de de´rapage β et l’angle de roulis φ, soit par l’e´tape
pre´ce´dente du controˆle pour les vitesses en roulis p, en tangage q et en lacet r, les
coefficients ae´rodynamiques de moment Cl, Cm et Cn et les de´flections des surfaces
de controˆle δe, δa, δr et δlef .
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Figure 5.14 Suivi d’une trajectoire - re´ponse en vitesse Vt
Figure 5.15 Suivi d’une trajectoire - re´ponse en angles α, β et φ
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Figure 5.16 Suivi d’une trajectoire - re´ponse en vitesse de rotation p, q et r
Figure 5.17 Suivi d’une trajectoire - de´flections des surfaces δe, δa, δr et δlef
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Figure 5.18 Suivi d’une trajectoire - coefficients ae´rodynamiques Cl, Cm et Cn
La vitesse Vt pre´sente de le´ge`res diffe´rences avec sa consigne. Cela est duˆ au fait
que l’autothrottle n’est pas totalement de´couple´ du reste du controˆle. Mais cette
perturbation reste tre`s faible : infe´rieure a` 0, 005%. L’angle de de´rapage β reste
dans un voisinage de ze´ro (< 0, 5˚), sa performance est donc juge´e satisfaisante.
Ainsi le controˆleur assure un bon suivi de trajectoire lorsque le mode`le est parfait.
5.3.2 Cas d’un mode`le “re´el”
Observons de´sormais le comportement du syste`me dans le cas ou` le mode`le ae´ro-
dynamique n’est pas parfait. L’identification des coefficients ae´rodynamiques est
faite par le module a` re´seaux de neurones, tandis que le mode`le “re´el” des coeffi-
cients utilise´ dans le simulateur du F-16 est obtenu par interpolation cubique des
donne´es provenant des tables du rapport de la NASA (Nguyen et al, 1979).
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Le suivi de la trajectoire est quasiment aussi bon qu’avec le mode`le parfait pour
la vitesse Vt et l’angle d’attaque α. Le temps de re´ponse de l’angle de roulis est
augmente´, de plus on observe une le´ge`re erreur statique. L’angle de de´rapage reste
dans un voisinage de ze´ro mais ses fluctuations sont plus importantes.
L’effort de controˆle est quasiment inchange´ sur l’e´le´vateur et les ailerons. La
de´flection du bord d’attaque quant a` elle est le´ge`rement plus importante.
L’augmentation du controˆleur a` inversion dynamique par des correcteurs de type
proportionnel + inte´gral et l’identification des coefficients ae´rodynamiques a` 1%
pre`s assurent ainsi une certaine robustesse. On peut donc conclure que globalement
les performances du controˆleur sont satisfaisantes, meˆme en pre´sence d’un mode`le
non parfait.
Figure 5.19 Suivi d’une trajectoire - re´ponse en vitesse Vt
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Figure 5.20 Suivi d’une trajectoire - re´ponse en angles α, β et φ
Figure 5.21 Suivi d’une trajectoire - de´flection des surfaces δe, δa, δr et δlef
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5.4 Une approche succinte a` la commande pre´dictive
Comme indique´ au chapitre pre´ce´dent, la commande pre´dictive est aborde´e suc-
cintement ici. Dans un premier temps, l’influence des diffe´rents parame`tres de
l’algorithme est mis en e´vidence. La commande pre´dictive est ensuite applique´e au
F-16, dont la boucle interne line´arise le mode`le par retour de sortie.
5.4.1 Influence des diffe´rents parame`tres
Diffe´rents parame`tres sont a` choisir dans la commande pre´dictive. Leur influence
sur le comportement du syste`me en boucle ferme´e est e´tudie´e sur un second ordre
de pulsation propre ωn = 3 et d’amortissement ζ = 0, 7.
Le choix de la matrice R est a` associer avec l’effort de controˆle. Plus R est grand,
plus l’effort de controˆle est restreint. Cela se traduit par une anticipation plus
longtemps a` l’avance dans la commande pre´dictive (voir figure 5.22). Ce temps est
toutefois limite´ par l’horizon de pre´diction.
La matrice Q quant a` elle affecte la sortie commande´e du syste`me. Plus Q est
grande, plus le syste`me est rapide et moins l’erreur permanente est importante
(voir figure 5.23).
La figure 5.24 illustre l’influence de l’horizon de pre´diction pour un temps d’e´chan-
tillonage fixe´. Plus l’horizon est grand, plus le changement de consigne est anticipe´.
Cette anticipation permet d’ailleurs de re´duire l’effort de controˆle.
L’algorithme pre´sente´ a` l’annexe V est aise´ment modifiable pour y incorporer une
diffe´rence entre la pe´riode d’e´chantillonage et la dure´e pendant laquelle la com-
mande est maintenue constante. Cette modification se traduit sur la matrice
159
Figure 5.22 Influence de la matrice de ponde´ration R
Figure 5.23 Influence de la matrice de ponde´ration Q
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Figure 5.24 Influence de l’horizon de pre´diction
Bbkbar, dont la dimension est modifie´e. La nouvelle matrice est obtenue quasiment
en sommant les colonnes originelles et en augmentant les puissances en Akbar.
La dure´e sur laquelle la consigne est maintenue constante est essentiellement lie´e
a` la dynamique de l’actionneur. S’il est suffisamment rapide, des changements
rapproche´s de consigne peuvent eˆtre tole´re´s ; sinon mieux vaut augmenter la dure´e
δHp sur laquelle la consigne est maintenue constante. On remarque sur la figure
5.25 que plus δHp est grand, plus la consigne est lisse.
L’inte´gration d’un mode`le de perturbation simple par l’algorithme de´crit a` l’annexe
V permet de rejeter des perturbations constantes. En effet, une perturbation con-
stante de 1˚est applique´ a` l’angle d’attaque a` t = 4s. La commande pre´dictive
l’enraye rapidement comme le montre la figure 5.26.
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Figure 5.25 Influence du temps de maintien de la commande
Figure 5.26 Rejet de perturbation constante
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5.4.2 Simulation - suivi de trajectoire
La dynamique de´sire´e de type proportionnel + inte´gral est remplace´e par la com-
mande pre´dictive pour l’ensemble des trois angles commande´s : l’angle d’attaque
α, l’angle de de´rapage β et l’angle de roulis φ.
L’e´tude de l’influence des parame`tres et leur application au mode`le obtenu si
l’inversion e´tait parfaite me`ne aux choix suivants :
• Tech = 0,05s
• Hp = 1,5s
• δHp = 0,5s
• Q = 10× I3
• R = 0, 01× I3
Les re´sultats de la simulation, pour la meˆme trajectoire de´sire´e qu’au paragraphe
pre´ce´dent, sont illustre´s dans les figures 5.27 a` 5.29.
Le suivi en vitesse, ge´re´e par l’autothrottle, n’est pas affecte´ par ce changement.
On remarque que l’angle d’attaque, bien que stable, ne suit pas la trajectoire de´sire´e
et ce malgre´ la propagation des perturbations dans le mode`le de la commande
pre´dictive. On e´met l’hypothe`se que cela provient du fait que la line´arisation par
retour de sortie n’est pas exactement ve´rifie´e. En effet en l’absence du bouclage
de la dynamique de´sire´e de type proportionnel + inte´gral, la dynamique de l’angle
d’attaque line´arise´ par le retour de sortie devrait eˆtre la suivante :
α˙ = α˙des (5.6)
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Figure 5.27 Suivi de trajectoire - re´ponse en vitesse Vt
Figure 5.28 Suivi de trajectoire - re´ponse en α, β et φ
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Figure 5.29 Suivi de trajectoire - re´ponse en δe, δa, δr et δlef
La figure 5.30 illustre la re´ponse du F-16 line´arise´ par retour de sortie, dont l’entre´e
est la de´rive´e de´sire´e d’angle d’attaque, a` deux singlets d’amplitude 3˚et d’une
dure´e de 1,5s. Celle-ci confirme le fait que la line´arisation n’est pas parfaite
α˙ 6= v (5.7)
On conclut de ces simulations que la commande pre´dictive telle qu’applique´e ici
n’est pas suffisemment robuste. L’utilisation d’algorithmes robustes de commande
pre´dictive permettrait de lever cet inconve´nient. Toutefois une analyse plus pousse´e
de la robustesse de´passe le cadre de ce projet.
Ainsi en comparaison, l’utilisation d’une dynamique de´sire´e de type proportionnel
+ inte´gral assure de meilleures performances, et un meilleur suivi de la trajectoire.
Un autre avantage de la dynamique de´sire´e est qu’elle permet de fixer aise´ment le
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Figure 5.30 Performance du syste`me line´arise´ par retour de sortie sans PI
comportement en boucle ferme´e du syste`me, afin de garantir les diffe´rentes qualite´s
de manœuvrabilite´.
5.5 Conclusion sur la simulation non line´aire
Un simulateur non line´aire du F-16 a e´te´ de´veloppe´ pour ces simulations. Le mode`le
de la dynamique en boucle ouverte du F-16 utilise´ dans ce simulateur refle`te de
manie`re hautement fide`le le mode`le mis en e´vidence dans un rapport de la NASA
(Nguyen et al, 1979).
La simulation en boucle ouverte a permis de ve´rifier le comportement global de
l’avion en boucle ouverte et de mettre en e´vidence des couplages entre les mouve-
ments late´raux et longitudinaux.
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Le module d’identification par re´seau de neurones de´veloppe´ dans le chapitre 3 est
incorpore´ dans le simulateur comme partie inte´grante du controˆleur.
Le controˆleur par inversion dynamique est de´veloppe´ e´tape par e´tape. Cette con-
struction pas a` pas met en e´vidence d’une part certaines difficulte´s, telle que
l’inversion de la dynamique du moteur, et d’autre part la relative simplicite´ de
ce controˆleur par rapport a` l’ensemble des controˆleurs line´aires locaux ne´cessaires
par la technique traditionnelle de se´quencement des gains.
La simulation effectue´e d’abord avec un mode`le ae´rodynamique parfait a valide´
le bon fonctionnement du controˆleur pour la trajectoire spe´cifie´e. Les exemples
trouve´s dans la litte´rature sur les utilisations de l’inversion dynamique pour la
commande de vol soulignaient le manque de robustesse de ce type de controˆle. Or
les simulations effectue´es ici avec un mode`le “re´el” de l’avion donnent des re´sultats
conformes aux spe´cifications. Ces bons re´sultats s’expliquent par la combinaison
de la ge´ne´ration de dynamiques de´sire´es par un retour d’e´tat de type proportionnel
+ inte´gral et du module d’identification neuronal. En effet, contrairement aux
mode`les line´aires utilise´s classiquement, le module d’identification par re´seaux de
neurones de´veloppe´ dans le cadre de cette recherche fournit des approximations
pre´cises des coefficients et ce sur l’ensemble de l’enveloppe de vol, permettant de
limiter les erreurs de mode´lisation et d’accroˆıtre la pre´cision de l’inversion.
Les essais effectue´s en remplac¸ant la dynamique de´sire´e des angles d’attaque, de
de´rapage et de roulis par de la commande pre´dictive ont souligne´ l’importance de la
robustesse du controˆle le plus externe. En effet, si la line´arisation par retour de sor-
tie avait e´te´ parfaite, les re´sultats obtenus auraient e´te´ ceux obtenus lors de l’e´tude
de l’influence des parame`tres ; or ils ne sont pas aussi concluants. L’autothrottle
quant a` elle permet une commande efficace de la vitesse, et ce qu’elle que soit la
commande utilise´e pour les angles (α, β, φ).
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On conclut que l’utilisation du module d’identification par re´seaux de neurones,
de l’inversion dynamique et d’une dynamique de´sire´e de type proportionnel +
inte´gral permet de commander les angles significatifs de l’avion sans avoir recours
au se´quencement des gains.
La taˆche la plus importante en terme de temps de conception est le module d’iden-
tification, et celle-ci peut eˆtre automatise´e graˆce aux diffe´rents algorithmes mis
en e´vidence au chapitre pre´ce´dent. Au niveau du controˆleur, le nombre de gains
a` de´terminer est limite´ a` 12, et ce pour une commande valable sur l’ensemble
de l’enveloppe de vol. Ces conside´rations mettent en e´vidence les avantages de la
conception d’une telle commande par rapport aux centaines de controˆleurs line´aires
locaux ne´cessaires dans la commande de vol classique.
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CHAPITRE 6
VERS DES TRAVAUX FUTURS
Quelques pistes pour des travaux futurs sont pre´sente´es ici. Elles ont e´te´ aborde´es
pour une premie`re approche sous des hypothe`ses tre`s restrictives. Mais cette e´tude
pre´liminaire met en avant les points d’inte´reˆt pour des travaux futurs.
En pratique, dans le cadre d’autopilotes, le pilote ne fournit pas une commande en
(α,β,φ), mais une commande sur la trajectoire a` suivre, par exemple : Vt, h et ψ.
La vitesse est directement commande´e par l’autothrottle, tel qu’il a e´te´ vu au cours
de cette e´tude. La re´fe´rence en angle de de´rapage βref est souvent prise nulle pour
la coordination. L’utilisation d’une commande pre´dictive robuste permettrait alors
de transformer la trajectoire de´sire´e en une commande sur l’angle d’attaque αc et
l’assiette de roulis φc.
Sous l’hypothe`se que le retour de sortie effectue une line´arisation exacte, la dy-
namique en (α,β,φ) de la boucle ferme´e par inversion dynamique, augmente´ par
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L’altitude h, l’assiette de tangage θ et l’azimut ψ sont re´gis par les e´quations
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suivantes :
h˙ = Vt cosα cos β sin θ − Vt sin β cos θ sinφ− Vt sinα cos β cos θ cosφ
θ˙ = q cosφ− r sinφ
ψ˙ =
q sinφ+ r cosφ
cos θ
(6.2)
Les taux de rotation q et r sont suppose´s atteindre leur re´gime permanent tre`s
rapidement et sont donc assimile´s a` leur valeur de commande qc et rc. Celles-ci
s’expriment, d’apre`s les e´quations d’inversion, en fonction des coefficients ae´rodyna-
miques de force, des angles α, β et φ, de leur de´rive´es, de la vitesse Vt et de la
pousse´e T . De la meˆme manie`re, la pousse´e s’exprime en fonction de la vitesse, sa
de´rive´e et les angles α, β, φ et θ.
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(6.3)
Pour des manœuvres de faible amplitude, Keviczky et Balas (2006) e´tayent que
l’utilisation de la commande pre´dictive avec un unique mode`le line´aire permet de
controˆler le mouvement longitudinal de l’avion de manie`re performante pour des
manœuvres de faible amplitude.
170
On peut envisager d’appliquer cette technique sur le mode´le de´crit par l’e´quation
6.3. Cette approche permet de re´duire le nombre d’e´tats conside´re´s, contrairement
a` l’approche de Keviczky et Balas qui augmentent le mode longitudinal de 5 e´tats.
Comme premie`re approche, on se limite au controˆle de l’altitude h a` vitesse Vt fixe´e,
dans le cas longitudinal soit β = φ = 0. Seules les manœuvres de faibles amplitudes
sont conside´re´es, on peut donc le´gitimement faire l’hypothe`se que l’angle d’attaque
est faible. L’approximation au premier ordre donne alors :
cosα = 1 et sinα = α
De meˆme on suppose que l’angle de tangage est petit. Dans ce cas, les e´quations
en altitude h et en angle de tangage θ du syste`me deviennent :
h˙ = Vtθ − Vtα
θ˙ = qc
(6.4)
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Choississons la condition de re´fe´rence comme e´tant Vt = 150m.s
−1 et h = 5000m.
On y line´arise qc de sorte a` obtenir :
qc ≈ −α˙+ Zθθ − Zαα (6.6)
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Dans le cas d’une application au F-16 on a alors Zα = 0, 017 et Zθ = 0, 065.
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De meˆme que pre´ce´demment les diffe´rents parame`tres sont fixe´s. La figure 6.1
illustre les performances pour diffe´rentes matrices de ponde´ration. L’impact sur la
commande ge´ne´re´e en angle d’attaque (voir figure 6.2) est d’un inte´reˆt particulier
vue les hypothe`ses faites.
Les choix suivants sont faits :
• Tech = 0, 05s
• Hp = 3s






• R = 1
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Ils permettent un bon compromis entre le temps de re´ponse, une erreur statique
faible et une commande limite´e en angle d’attaque.
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Figure 6.1 Commande en altitude - influence de Q
Figure 6.2 Commande en altitude - angle d’attaque ge´ne´re´
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Figure 6.3 Commande en altitude - re´ponse en altitude
Ce controˆleur est alors applique´ au mode`le non line´aire du F-16. Afin d’eˆtre dans
les conditions des hypothe`ses faites pour cette e´tude pre´liminaire, les consignes en
angle de de´rapage β et de roulis φ sont prises nulles. La consigne en vitesse est
prise constante e´gale a` 150m.s−1.
Les figures 6.3 et 6.4 illustrent les re´ponses en altitude et en vitesse, suite a` une
rampe de pente h˙ = 5m.s−1 applique´e a` l’altitude entre les instants t = 13s et
t = 23s. On observe que la consigne en altitude est correctement suivie. L’erreur
statique observe´e est intimement lie´e au choix des parame`tres de la commande
pre´dictive. Ce choix devrait eˆtre affine´. La vitesse conserve sa valeur de consigne
a` 2% pre`s. Cependant le couplage existant entre l’altitude et la vitesse induit
des oscillations sur cette dernie`re. Afin de re´duire ce phe´nome`ne, la commande
pre´dictive devrait incorporer la vitesse.
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Figure 6.4 Commande en altitude - re´ponse en vitesse
Afin de ve´rifier l’affirmation de Keviczky et Balas (2006), selon laquelle le controˆleur
de´veloppe´ a` partir d’un unique mode`le line´aire est valable sur une large part de
l’enveloppe de vol, le controˆleur pre´ce´dent est conserve´, mais la condition de vol
initiale du F-16 est modifie´e. Les figures 6.5 a` 6.7 illustrent le comportement du
syste`me pour diffe´rentes conditions initiales. Les consignes en altitude et en vitesse
sont suivies avec pre´cision.
Conside´rons de´sormais une manœuvre un peu plus agressive. La rampe d’altitude
applique´e n’est plus de pente h˙ = 5m.s−1 mais de h˙ = 10m.s−1. On observe une
divergence en altitude (voir figure 6.8). Les gains Q et R devraient eˆtre choisis de
fac¸on a` assurer la stabilite´ du syste`me.
Cette e´tude pre´liminaire met en e´vidence l’importance du choix des gains, notem-
ment pour les re´percussions que cela peut avoir sur des variables d’e´tat en principe
de´couple´es par l’inversion dynamique et la stabilite´ du syste`me.
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Figure 6.5 Commande en altitude - C.I. Vt = 150m.s
−1 et h = 4500m
Figure 6.6 Commande en altitude - C.I. Vt = 100m.s
−1 et h = 5000m
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Figure 6.7 Commande en altitude - C.I. Vt = 100m.s
−1 et h = 6000m
Figure 6.8 Commande en altitude - pente de 10m.s−1
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Un autre point important a` approfondir est le temps de calcul. En effet le calcul
de la commande pre´dictive doit eˆtre compatible avec les constantes de temps du
syste`me.
Le module d’identification par re´seaux de neurones doit e´galement eˆtre suffisem-
ment rapide pour fournir les donne´es ne´cessaires aux diffe´rentes boucles de controˆle.
L’e´volution constante de la rapidite´ des processeurs et l’utilisation de processeurs
paralle`les laissent penser que cet aspect ne sera pas proble´matique.
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CONCLUSION
Dans ce me´moire nous avons e´tudie´ l’identification des coefficients ae´rodynamiques
d’un ae´ronef et la commande non line´aire de celui-ci. L’objectif e´tait de se de´gager
des contraintes du “gain scheduling” graˆce a` la conception d’une loi de commande
non line´aire base´e sur un mode`le hautement non line´aire d’un avion et de son
comportement ae´rodynamique.
L’e´tude a e´te´ effectue´e en deux parties : la premie`re consiste en l’e´laboration d’une
architecture neuronale pour l’identification des coefficients ae´rodynamiques, et la
seconde en l’e´laboration d’une loi de commande non line´aire afin de commander
les angles significatifs de l’ae´ronef (α,β,φ).
En s’appuyant sur l’article de De Weerdt (2005), un module d’identification des co-
efficients ae´rodynamiques a e´te´ e´labore´. Ce module devait satisfaire deux objectifs
principaux : identifier pre´cise´ment les coefficients ae´rodynamiques sur l’ensemble
de l’enveloppe de vol et eˆtre adapte´ a` un apprentissage en ligne en vue de son
utilisation e´ventuelle par une commande de vol reconfigurable.
Les re´seaux de neurones et leur grande capacite´ d’adaptation ont e´te´ exploite´s de
manie`re intensive dans le design. L’architecture propose´e vise a` garantir une cer-
taine pre´cision dans l’identification, tout en minimisant les inconve´nients majeurs
des re´seaux de neurones, a` savoir restreindre l’impact du phe´nome`ne d’oubli.
L’application au F-16 a donne´ des re´sultats tre`s satisfaisants : les coefficients
ae´rodynamiques de force ont e´te´ identifie´s a` 1% pre`s par rapport a` l’interpolation
classiquement utilise´e, et ceux en moment une pre´cision de 2%. Le nombre de
re´seaux de neurones du module d’identification, ainsi que le nombre de neurones
par re´seau, est suffisemment restreint pour permettre une imple´mentation sur un
processeur neuronal existant. Un frein majeur au design est le temps de simu-
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lation pour trouver les neurones. Toutefois ce processus a e´te´ automatise´, il ne
ne´cessite plus d’intervention humaine mais requiert un temps de processeur im-
portant. Celui-ci est hors ligne, et l’utilisation de processeurs plus rapide que le
Pentium III a` 450MHz utilise´ permettrait de le re´duire nettement.
Une commande non line´aire base´e sur l’inversion dynamique est ensuite adapte´e
au syste`me. L’innovation consiste a` utiliser les coefficients ae´rodynamiques four-
nis directement par le module d’identification et non plus d’utiliser un mode`le
ae´rodynamique line´arise´. La line´arisation par retour de sortie prend comme con-
signe la dynamique de´sire´e des variables controˆle´es ; l’utilisation d’un type propor-
tionnel + inte´gral permet de garantir une certaine robustesse au controˆleur.
Les gains de cette dynamique de´sire´e sont directement lie´s aux qualite´s de manœu-
vrabilite´, ce qui facilite leur compre´hension physique et permet de les fixer arbi-
trairement dans un premier temps.
L’enjeu est de´sormais de concevoir la boucle de navigation, avec la commande
en vitesse, en altitude et en angle de lacet. Une premie`re approche par com-
mande pre´dictive a e´te´ faite, elle a mis en e´vidence l’importance du choix de ses
parame`tres. En effet, ils sont de´termine´s a` partir du mode`le line´arise´ par inversion
dynamique. Or cette inversion et le de´couplage des variables d’e´tat associe´es ne
sont pas ne´cessairement exacts. L’utilisation d’algorithmes de commande pre´dictive
robustes et non line´aire semble indique´e.
Les objectifs de ce projet ont ainsi e´te´ atteints. Un syste`me de commande d’attitude
non line´aire a e´te´ de´veloppe´. Celui ci n’a pas recourt au de´couplage des mouvements
longitudinaux et late´raux et obvie au “gain scheduling”.
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RAPPELS DE DYNAMIQUE DU VOL
Les e´quations de la dynamique du vol issues des principes fondamentaux de Newton
sont e´tablies sous les conditions suivantes (Stevens & Lewis, 1992) :
• l’avion est conside´re´ comme un corps rigide
• l’avion est suppose´ syme´trique par rapport a` ses axes x-z
• la masse de l’avion est prise constante sur la feneˆtre d’observation
• il n’y a pas de de´placement de carburant entraˆınant une modification de la
position du centre de gravite´ et a fortiori des caracte´ristiques ae´rodynamiques
de l’avion
• la rotation de la terre est juge´e ne´gligeable, et son rayon de courbure infini
• seules les forces ae´rodynamiques, la force de pousse´e et celle de gravitation
sont prises en compte
• la gravite´ est estime´e constante et inde´pendante de l’altitude de l’avion.
I.1 E´quations cine´matiques et de navigation :
L’attitude de l’avion peut eˆtre de´finie par le triplet des angles d’Euler dans le repe`re
NED. Ces angles sont l’angle de lacet ψ, l’angle de tangage θ et l’angle de roulis
ϕ. Ils sont le re´sultat de trois rotations primaires effectue´es a` partir des axes du
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repe`re NED pour obtenir ceux du repe`re avion (Stevens & Lewis, 1992) :
φ˙ = p+ tan θ (q sinφ+ r cosφ)
θ˙ = q cosφ− r sinφ
ψ˙ =
q sinφ+ r cosφ
cos θ
(I.1)
Les e´quations de navigation expriment la relation entre les vitesses dans le repe`re
NED et celles dans le repe`re de l’avion, et permettent de suivre l’e´volution de la
position du centre de gravite´ de l’avion. En ne´gligeant l’effet du vent elles s’e´crivent:
x˙E = u cosψ cos θ + v (cosψ sin θ sinφ− sinψ cosφ)
+ w (cosψ sin θ cosφ+ sinψ sinφ)
y˙E = u sinψ cos θ + v (sinψ sin θ sinφ+ cosψ cosφ)
+ w (sinψ sin θ cosφ− cosψ sinφ)
h˙ = u sin θ − v cos θ sinφ− w cos θ cosφ
(I.2)
I.2 E´quations des forces et des moments :
La position d’un corps dans l’espace est entie`rement de´termine´e par six coordonne´es
spatiales, trois de´terminant les vitesses suivant les axes du repe`re avion et trois
de´terminant les moments autour de ces meˆmes axes. Suivant les hypothe`ses faites
ci-dessus, les e´quations du mode`le non line´aire a` 6 degre´s de liberte´ dans le syste`me
d’axes de l’avion sont (Stevens & Lewis, 1992) :
u˙ = rv − qw − g sin θ + qSCx + T
m
v˙ = pw − ru+ g cos θ sinφ+ qSCy
m




Ixp˙− Ixz r˙ = qSbCl − (Iz − Iy) qr + Ixzqp
Iy q˙ = qScCm − (Ix − Iz) pr − Ixz
(
p2 − r2)+ hmoteurr
Iz r˙ − Ixzp˙ = qSbCn − (Iy − Ix) pq − Ixzqr − hmoteurq
(I.4)
ou` Cx, Cy, Cz, Cl, Cm et Cn sont les coefficients ae´rodynamiques. La pousse´e T
du moteur est suppose´e agir selon l’axe des x et passer par le centre de gravite´ de
l’avion, et son moment angulaire de la rotation hmoteur est suppose´ constant et agir
selon l’axe des x uniquement.
Rappelons la relation entre (Vt, α, β) et (u, v, w):
Vt =
√












u = Vt cosα cos β
v = Vt sin β
w = Vt sinα cos β
(I.5)
En termes de re´alisation pratique il est plus judicieux d’utiliser Vt, α et β, plutoˆt
que u, v et w, car les premiers sont directement mesurables sur l’avion au moyen
de capteurs. En de´rivant les e´quations a` gauche dans I.5 par rapport au temps, on
peut donc reformuler les e´quations I.3 sous la forme suivante :
V˙t = −qS
m
(−Cx cosα cos β − Cy sin β − Cz sinα cos β)) + T
m
cosα cos β
+ g (cosφ cos θ sinα cos β + sinφ cos θ sin β − sin θ cosα cos β)
α˙ = − qS
mVt cos β






















Pour les e´quations relatives aux moments, il est pre´fe´rable de de´coupler les e´qua-
tions I.4 en isolant un seul terme de´rive´ dans le membre de gauche :
p˙ = (c1r + c2p− c4hmoteur) q + qSb (c3Cl + c4Cn)
q˙ = (c5p+ c7hmoteur) r − c6
(
p2 − r2)+ c7qScCm
r˙ = (c8p− c2r − c9hmoteur) q + qSb (c4Cl + c9Cn)
(I.7)
ou` les ci sont des constantes d’inertie :
c1 =
(Iy − Iz) Iz − I2xz
IxIz − I2xz
c2 =
























I.3 Facteurs de charge :
En supposant que la pousse´e du moteur est selon l’axe des x de l’avion et est aligne´e
avec son centre de gravite´, le facteur d’acce´le´ration en nombre de g selon x, y et z






















DONNE´ES AE´RODYNAMIQUES DU F-16
L’ensemble des donne´es provient du rapport de la NASA (Nguyen et al, 1979).
Celui-ci fournit e´galement la valeur des diffe´rentes contributions aux coefficients
ae´rodynamique sur l’ensemble de l’enveloppe de vol du F-16.
Tableau II.1 Proprie´te´s ge´ome´tiques et de masse du F-16
Parame`tre Unite´ Valeur
poids, W N 91 188
moment d’inertie suivant l’axe des x, Ix kg.m
2 12 875
moment d’inertie suivant l’axe des y, Iy kg.m
2 75 674
moment d’inertie suivant l’axe des z, Iz kg.m
2 85 552
produit d’inertie, Ixz kg.m
2 1 331
envergure des ailes, b m 9,144
surface des ailes, S m2 27,87
corde ae´rodynamique moyenne, c m 3.45
position de re´fe´rence du centre de gravite´ %c 0.35c






% Algorithme de choix opt imal du reseau de neurone i d e n t i f i a n t l e modele
% aerodynamique l o n g i t u d i n a l du F−16.
%
% Author : Anne Girard
% Date : 17 j anv i e r 2007
%
% Reference : rapport de l a NASA (Nguyen e t a l . , 1979)
%
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
clear a l l ;
close a l l ;
clc ;
%charger l e s donnees aerodynamique dans l e workspace
donneesAero ;
%charger dans l e workspace l e s donnees geometr iques e t de masse
donnees ;
disp ( ’ Algorithme de choix optimal pour l e s reseaux de neurones ’ ) ;
disp ( ’ du modele aerodynamique du F−16 ’ )
disp ( ’ Auteur : Anne Girard ’ )
disp ( ’ Date : 17 j anv i e r 2007 ’ )
disp ( ’ ’ ) ;
disp ( ’ Donnees i s s u e s du rapport de l a NASA (Nguyen et a l . , 1979) ’ ) ;
disp ( ’ ’ ) ;
% Choix du modele l o n g i t u d i n a l ou l a t e r a l
disp ( ’ Quel modele voulez−vous i d e n t i f i e r ? ’ ) ;
disp ( ’ 1 . l e modele l o n g i t ud i n a l ’ ) ;
disp ( ’ 2 . l e modele l a t e r a l ’ ) ;
choixLongLat = input ( ’ Votre cho ix : ’ ) ;
% Region
disp ( ’ Choix de l a r eg i on d ang le d attaque alpha : ’ ) ;
disp ( ’ alpha do i t e t r e compris ent r e −10 et 45 degres ’ ) ;
alpha_min = input ( ’ va l eur minimale de l a r eg i on : ’ ) ;
alpha_max = input ( ’ va l eur maximale de l a r eg i on : ’ ) ;
% Points s t a t i q u e s
disp ( ’ Choix du po int s t a t i qu e : ’ )
switch choixLongLat
case 1
disp ( ’ 1 . q = 0 degres / s ’ ) ;
disp ( ’ 2 . q = 100 degres / s ’ ) ;




q = 0 ; % en rad/s
case 2
q = 100∗pi /180 ; % en rad/s
end
% pour l e developpement des reseaux :
epsilon = 4∗10ˆ(−4);
disp ( ’ c r i t e r e de performance par de faut : 4∗10ˆ(−4) ’ ) ;
case 2
disp ( ’ 1 . p = r = 0 degres / s ’ ) ;
disp ( ’ 2 . p = 50 degres /s , r = 0 degres / s ’ ) ;
disp ( ’ 3 . p = 0 degres /s , r = 25 degres / s ’ ) ;
choix_pr = input ( ’ vot re cho ix : ’ )
switch choix_pr
case 1
p = 0 ; r = 0 ; % en rad/s
case 2
p = 50∗pi /180 ; r = 0 ; % en rad/s
case 3
p = 0 ; r = 25∗pi /180 ; %en rad/s
end
%pour l e developpement des reseaux :
epsilon = 1∗10ˆ(−4);
disp ( ’ c r i t e r e de performance par de faut : 1∗10ˆ(−4) ’ ) ;
end
v = 150 ; % en m/s
% Modele high− f i d e l i t y du F−16
% 1. c rea t i on du vec teur d ’ en tree d ’ entrainement
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% l e s donnees aerodynamiques contenues dans l e s t a b l e s sont donnees pour :
% vec teur d ’ en tree e t de s o r t i e :
% ensemble genere par i n t e r p o l a t i o n des donnees de l a NASA (methode
% usue l l e , i c i cons ideree comme donnant l e modele ’ r ee l ’ )
[ beta_i , alpha_i , deltae_i ] = meshgrid (−30:1 :30 , alpha_min : 1 : alpha_max , . . .
−25 :1 :25) ;
[ tailleAlpha_test , tailleBeta_test , tailleDeltae_test ]= s ize ( alpha_i ) ;
switch choixLongLat
case 1
[ CX0_I , CXlef_I , CXq_I , dCXqLef_I , Cm0_I , Cmlef_I , dCm_I , Cmq_I , . . .
dCmqLef_I , CZ0_I , CZlef_I , CZq_I , dCZqLef_I ] = . . .
coeffLongInterpoles ( alpha_i , beta_i , deltae_i ) ;
% generat ion a l e a t o i r e de l a va l eur de d e l t a l e f pour chaque
% entree :
deltaLef_i = 25∗rand (1 , tailleAlpha_test∗tailleBeta_test ∗ . . .
tailleDeltae_test ) ;
% compi la t ion des donnees pour creer l e s v ec t eur s d ’ en tree e t




l = k+(j−1)∗tailleDeltae_test+(i−1)∗tailleDeltae_test ∗ . . .
tailleBeta_test
input ( : , l ) = [ alpha_i (i , j , k ) ; beta_i (i , j , k ) ; . . .
deltae_i (i , j , k ) ; deltaLef_i ( l ) ] ;
target ( : , l ) = [ CX0_I (i , j , k)+(CXlef_I (i , j ) − . . .
CX0_I (i , j ,26))∗(1− deltaLef_i ( l )/25)+(q∗cbar )/(2∗ v ) ∗ . . .
( CXq_I ( i)+dCXqLef_I ( i)∗(1− deltaLef_i ( l ) / 2 5 ) ) ;
193
Cm0_I (i , j , k)+(CXlef_I (i , j)−Cm0_I (i , j , 2 6 ) ) ∗ . . .
(1−deltaLef_i ( l )/25)+(q∗cbar )/(2∗ v )∗ ( Cmq_I ( i )+ . . .
dCmqLef_I ( i)∗(1− deltaLef_i ( l )/25))+ dCm_I ( i )+ . . .
( xcg_ref − xcg )∗ ( CZ0_I (i , j , k)+(CXlef_I (i , j ) − . . .
CZ0_I (i , j ,26))∗(1− deltaLef_i ( l )/25)+(q∗cbar )/(2∗ v ) ∗ . . .
( CZq_I ( i)+dCZqLef_I ( i)∗(1− deltaLef_i ( l ) / 2 5 ) ) ) ;
CZ0_I (i , j , k)+(CXlef_I (i , j)−CZ0_I (i , j , 2 6 ) ) ∗ . . .
(1−deltaLef_i ( l )/25)+(q∗cbar )/(2∗ v )∗ ( CZq_I ( i )+ . . .





[ Cl0_I , Cllef_I , Clda20_I , Clda20Lef_I , Cldr30_I , Clr_I , dClrLef_I , . . .
Clp_I , dClpLef_I , dClbeta_I , CY0_I , CYlef_I , CYda20_I , CYda20Lef_I , . . .
CYdr30_I , CYr_I , dCYrLef_I , CYp_I , dCYpLef_I , Cn0_I , Cnlef_I , . . .
Cnda20_I , Cnda20Lef_I , Cndr30_I , Cnr_I , dCnrLef_I , Cnp_I , dCnpLef_I , . . .
dCnbeta_I ] = coeffLatInterpoles ( alpha_i , beta_i , deltae_i ) ;
% generat ion a l e a t o i r e de l a va l eur de d e l t a l e f pour chaque entree :
deltaLef_i = 25∗rand (1 , tailleAlpha_test∗tailleBeta_test ∗ . . .
tailleDeltae_test ) ;
deltaa_i = 42∗rand (1 , tailleAlpha_test∗tailleBeta_test ∗ . . .
tailleDeltae_test )−21;
deltar_i = 60∗rand (1 , tailleAlpha_test∗tailleBeta_test ∗ . . .
tailleDeltae_test )−30;
% compi la t ion des donnees pour creer l e s v ec t eur s d ’ en tree e t de




l = k+(j−1)∗tailleDeltae_test+(i−1)∗tailleDeltae_test ∗ . . .
tailleBeta_test
input ( : , l ) = [ alpha_i (i , j , k ) ; beta_i (i , j , k ) ; . . .
deltae_i (i , j , k ) ; deltaa_i ( l ) ; deltar_i ( l ) ; . . .
deltaLef_i ( l ) ] ;
target ( : , l ) = [ Cl0_I (i , j , k)+(Cllef_I (i , j ) − . . .
Cl0_I (i , j ,26))∗(1− deltaLef_i ( l )/25)+( Cldr30_I (i , j ) . . .
−Cl0_I (i , j , 2 6 ) ) ∗ ( deltar_i ( l )/30)+( Clda20_I (i , j ) − . . .
Cl0_I (i , j ,26)+( Clda20Lef_I (i , j)−Cllef_I (i , j ) − . . .
( Clda20_I (i , j)−Cl0_I (i , j ,26)))∗(1− deltaLef_i ( l ) / 2 5 ) ) ∗ . . .
( deltaa_i ( l )/20)+(p∗b )/(2∗ v )∗ ( Clp_I ( i)+dClpLef_I ( i ) ∗ . . .
(1−deltaLef_i ( l )/25))+( r∗b )/(2∗ v )∗ ( Clr_I ( i )+ . . .
dClrLef_I ( i)∗(1− deltaLef_i ( l )/25))+ dClbeta_I ( i ) ;
CY0_I (i , j)+(CYlef_I (i , j)−CY0_I (i , j ) ) ∗ . . .
(1−deltaLef_i ( l )/25)+( CYdr30_I (i , j)−CY0_I (i , j ) ) ∗ . . .
( deltar_i ( l )/30)+( CYda20_I (i , j)−CY0_I (i , j )+ . . .
( CYda20Lef_I (i , j)−CYlef_I (i , j)−(CYda20_I (i , j ) − . . .
CY0_I (i , j )))∗(1− deltaLef_i ( l ) /25 ) )∗ ( deltaa_i ( l ) / 2 0 )+ . . .
( p∗b )/(2∗ v )∗ ( CYp_I ( i)+dCYpLef_I ( i ) ∗ . . .
(1−deltaLef_i ( l )/25))+( r∗b )/(2∗ v )∗ ( CYr_I ( i )+ . . .
dCYrLef_I ( i)∗(1− deltaLef_i ( l ) / 2 5 ) ) ;
Cn0_I (i , j , k)+(Cnlef_I (i , j)−Cn0_I (i , j , 2 6 ) ) ∗ . . .
(1−deltaLef_i ( l )/25)+( Cndr30_I (i , j)−Cn0_I (i , j , 2 6 ) ) ∗ . . .
( deltar_i ( l )/30)+( Cnda20_I (i , j)−Cn0_I (i , j , 2 6 )+ . . .
( Cnda20Lef_I (i , j)−Cnlef_I (i , j)−(Cnda20_I (i , j ) − . . .
Cn0_I (i , j ,26)))∗(1− deltaLef_i ( l ) / 2 5 ) ) ∗ . . .
( deltaa_i ( l )/20)+(p∗b )/(2∗ v )∗ ( Cnp_I ( i)+dCnpLef_I ( i ) ∗ . . .
(1−deltaLef_i ( l )/25))+( r∗b )/(2∗ v )∗ ( Cnr_I ( i )+ . . .
dCnrLef_I ( i)∗(1− deltaLef_i ( l )/25))+ dCnbeta_I ( i ) − . . .
( cbar/b )∗ ( xcg_ref − xcg )∗ ( CY0_I (i , j)+(CYlef_I (i , j ) − . . .
CY0_I (i , j ))∗(1− deltaLef_i ( l )/25)+( CYdr30_I (i , j ) − . . .
CY0_I (i , j ) )∗ ( deltar_i ( l )/30)+( CYda20_I (i , j ) − . . .
CY0_I (i , j)+( CYda20Lef_I (i , j)−CYlef_I (i , j ) − . . .
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( CYda20_I (i , j)−CY0_I (i , j )))∗(1− deltaLef_i ( l ) / 2 5 ) ) ∗ . . .
( deltaa_i ( l )/20)+(p∗b )/(2∗ v )∗ ( CYp_I ( i)+dCYpLef_I ( i ) ∗ . . .
(1−deltaLef_i ( l )/25))+( r∗b )/(2∗ v )∗ ( CYr_I ( i )+ . . .





[ tailleVariables , tailleEntree ]= s ize ( input ) ;
% melange du vec teur pour augmenter l a var iance entre l e s exemples
R = randperm( tailleEntree ) ;
for i=1: tailleEntree
P ( : , i ) = input ( : , R ( i ) ) ;
T ( : , i ) = target ( : , R ( i ) ) ;
end
% pre t ra i t ement des donnees :
[ pn , meanp , stdp , tn , meant , stdt ] = prestd (P , T ) ;
% pre l e v e r 20% pour l ’ ensemble de va l i da t i on , 20% pour l ’ ensemble de t e s t :
s = f ix ( tailleEntree ∗ . 6 ) ;
t = f ix ( tailleEntree ∗ . 8 ) ;
inputTrain = pn ( : , 1 : s ) ;
targetTrain = tn ( : , 1 : s ) ;
inputVal = pn ( : , s+1:t ) ;
targetVal = tn ( : , s+1:t ) ;
val . P=inputVal ;
val . T=targetVal ;
inputTest = pn ( : , t+1: tailleEntree ) ;
targetTest = tn ( : , t+1: tailleEntree ) ;
test . P=inputTest ;
test . T=targetTest ;
% 2. Algorithme pour reseau ” opt imal ”
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
clear classes %net toyage de l a memoire
disp ( ’ I n i t i a l i s a t i o n des parametres de l a lgor i thme ’ ) ;
m1 = input ( ’ Cho i s s i s s e z un nombre i n i t i a l de neurones sur l a couche cachee : ’ ) ;
disp ( ’ Voulez−vous mod i f i e r l e c r i t e r e de performance ? ’ )
disp ( ’ 1 . ou i ’ ) ;
disp ( ’ 2 . non ’ ) ;
choixEpsilon = input ( ’ vot re reponse : ’ ) ;
switch choixEpsilon
case 1
epsilon = input ( ’ en t r e z l a va l eur d e s i r e e du c r i t e r e ’ ) ;
case 2
disp ( ’ l e s va l eu r s de ep s i l o n par de faut sont u t i l i s e e s ’ ) ;
end
N = input ( ’ Cho i s s i s s e z l e nombre de comparaison a f a i r e pour
l a v a l i d a t i o n . . .
c r o i s e e pour chaque etape : ’ ) ;
nbepochs = 300 ; %nombre maximum d ’ epoques d ’ entrainement
% i n i t i a l i s a t i o n des v a r i a b l e s de s tockage
performance = 10 ;
reseaux = [ ] ;
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perfReseau = [ ] ;
perfres = 1 ;
% tant que l e c r i t e r e d ’ a r r e t n ’ e s t pas v e r i f i e :
while ( performance>epsilon )
%i n i t i a l i s a t i o n de l a v a r i a b l e perfM1 l o c a l e a chaque bouc l e
%( i e . a s soc i e e a l a va l eur de m1)
perfM1 = 10 ;
% on entra ine un reseau a m1 neurones sur l a couche cachee donnee
% f a i t N fo i s , car l ’ i n i t i a l i s a t i o n in f l u enc e l a performance
for i=1:N
% i n i t i a l i s a t i o n des v a r i a b l e s de performance l o c a l e
perflocale = 100 ;
perfentrainementprecedent=10;
% va l i d a t i o n c ro i s e e pour determiner l e nombre d ’ epoque
% d ’ entrainement :
while ( perflocale > performance )
% s i l a performance du reseau obtenu e s t super i eure a l a
% performance obtenue pour m1 − 1 neurones sur l a couche cachee , l e
% reseau e s t mis de c t e e t un nouveau e s t en t ra ine .
% crea t i on d ’ un reseau a m1 neurones sur l a couche cachee
net = newff ( minmax ( inputTrain ) , [ m1 3 ] ,{ ’ t an s i g ’ ’ pu r e l i n ’ } , . . .
’ t ra in lm ’ ) ;
% i l e s t en t ra ine une epoque a l a f o i s :
net . trainParam . epochs = 1 ;
% compteurs e t v a r i a b l e s d ’ a r r e t d ’ entrainement :
j = 1 ;
cont = 0 ;
compteur = 0 ;
% tant que l e maximum d ’ epoques d ’ entrainement n ’ e s t pas
% a t t e i n t e t que l a performance du reseau cont inue de diminuer
% ce lu i−c i e s t en t ra ine
while ( j < ( nbepochs+1) & cont == 0)
[ net , tr ]=train ( net , inputTrain , targetTrain , [ ] , [ ] , val , test ) ;
% s i l a performance de l ’ ensemble de v a l i d a t i o n ne change
% pas , a l o r s l e compteur e s t incremente de 1 .
i f ( tr . vperf ( 1 , 2 ) >= perfentrainementprecedent )
compteur = compteur + 1 ;
else compteur = 0 ;
end
% au bout de c inq epoques o l a performance ne change pas ,
% l ’ entrainement prend f i n
i f ( compteur == 10)
cont = 1 ;
display ( ’ entrainement a r r e t e prematurement ’ ) ;
end
%s i l a performance de l ’ ensemble de t e s t e s t p l u s f a i b l e
%que pour l ’ epoque precedente , l e reseau e s t sauvegarde
i f ( tr . tperf ( 1 , 2 ) < perflocale )
res = net ;
epoq = j ;
perflocale = mse ( poststd ( sim ( res , pn ) , meant , stdt)−T ) ;
display ( ’ r e seau p lus performant a m1 donne ’ )
end
perfentrainementprecedent = tr . vperf ( 1 , 2 ) ;
j=j+1;
end % on sor t de l a bouc l e d ’ entrainement
end % on sor t de l a bouc l e donc : p e r f l o c a l e <=performance
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% l e reseau N a m1 neurones e s t :
resN = res ;
perfres = perflocale ;
% on cho i s i l e me i l l eu r :
i f ( perfres < perfM1 )
display ( ’ cho ix du reseau a m1 neurones ’ ) ;
resM1 = resN ;
perfM1 = perfres ;
end
end
% on l e s compile pour l e s garder en memoire :
reseaux = [ reseaux resM1 ] ;
perfReseau = [ perfReseau perfM1 ] ;
performance = perfM1 ;
% l e nombre de neurones sur l a couche cachee e s t augmentee de 1 :
m1 = m1 + 1 ;
% l e workspace e s t sauvegarde




COMMANDE PAR LINE´ARISATION EXACTE
La line´arisation exacte consiste a` trouver une loi de commande non line´aire qui
permet d’annuler les non line´arite´s de la dynamique d’un syste`me et de transformer
celui-ci en un syste`me line´aire.
On distingue deux me´thodes de line´arisation exacte : la line´arisation entre´e-e´tat et
celle entre´e-sortie. Le re´sume´ des notes de cours de M. Desantis (2006) ci-dessous
explique ces deux line´arisations.
IV.1 Line´arisation entre´e-e´tat
La me´thodologie est explique´e dans le cas de syste`mes a` entre´e unique et sortie
unique (SISO), mais peut aise´ment eˆtre e´tendue aux syste`mes a` entre´es multiples
et sorties multiples (MIMO).
Conside´rons le syste`me non line´aire
x˙ = f(x) + g(x)u (IV.1)
ou` x ∈ Rn et u ∈ R et les fonctions f et g sont lisses dans un domaine D ⊂ Rn.
De´finition 1 Le syste`me IV.1 est dit line´arisable entre´e-e´tat s’il existe une re´gion
Ω de Rn, un diffe´omorphisme Φ : Ω→ Rnet un retour d’e´tat
u = α(x) + β(x)v
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Figure IV.1 Line´arisation entre´e-e´tat
tel que le nouveau vecteur d’e´tat z = Φ(x) et la nouvelle entre´e v ve´rifient la relation
z˙ = Az +Bv
Le sche´ma bloc du syste`me line´arise´ est donne´ par la figure IV.1. Certaines con-
ditions doivent cependant eˆtre satisfaites pour que le syste`me soit line´arisable par
un tel retour statique.
The´ore`me 1 Le syste`me IV.1 est line´arisable entre´e-e´tat, dans une re´gion Ω de
Rn, par retour d’e´tat statique si les deux conditions suivantes sont satisfaites :
• r = rang(g, adfg, . . . , adn−1f g) = n, ∀x ∈ Ω
• vect(g, adfg, . . . , adn−1f g) est involutive sur Ω






Si ces conditions sont satisfaites alors on a
















ou` Φ1(x) est solution du syste`me d’e´quations suivant :
LgL
i
fΦ1(x) = 0 pour i = 0, . . . , n− 2
LgL
n−1
f Φ1(x) 6= 0
(IV.4)
IV.2 Line´arisation entre´e-sortie
Conside´rons le syste`me suivant, non line´aire MIMO et affine en la commande :
x˙ = f(x) + g(x)u
y = h(x)
(IV.5)
ou` x ∈ Rn repre´sente les e´tats, u ∈ R le controˆle et y ∈ Rp les sorties. Les fonctions
f et g sont lisses dans un domaine D ⊂ Rn.
Le degre´ relatif r de ce syste`me est alors de´termine´.
De´finition 2 Soit Ω un voisinage de x0.
Un syste`me MIMO est dit de degre´ relatif r1, r2, . . . , rp au point x0 si

























Le degre´ relatif total d’un syste`me MIMO est alors r =
∑p
i=1 ri.
Le diffe´omorphisme Φ transforme le syste`me original non line´aire et affine en la
commande en un syste`me line´aire sous la forme canonique de Brunovsky :



























































Figure IV.2 Line´arisation entre´e-sortie
Le retour line´arisant re´sultant peut alors eˆtre de´fini par :
u = A−1(v −B) (IV.8)
ou`
A = {Aij} = {LgjLri−1f hi(x)}
B = {Bi} = {Lrif hi(x)}
(IV.9)
The´ore`me 2 Un syste`me non line´aire est comple`tement line´arisable entre´e-sorties
dans un domaine D0 ∈ D par retour d’e´tat statique si et seulement si le degre´ relatif
est e´gal a` la dimension de l’espace d’entre´e pour tout x ∈ D0.
Cette me´thode de line´arisation est une me´thode relativement simple. Une fois le
syste`me line´arise´ par retour d’e´tat, une correction classique peut eˆtre utilise´e en




La commande pre´dictive repose sur les grandes ide´es suivantes (Dumur, 2002) :
• la cre´ation d’un effet anticipatif qui exploite les connaissances sur l’e´volution
des trajectoires a` suivre (connaissance au moins sur quelques points au dela`
de l’instant pre´sent)
• la minimisation d’un crite`re (ici quadratique a` horizon fini) sur les erreurs de
pre´diction futures
• l’e´laboration d’une se´quence de commandes futures, optimale au sens du
crite`re pre´ce´dent, dont seule la premie`re valeur est applique´e au syste`me
V.1 Formulation du proble`me
L’ensemble de cette section est base´e sur la formulation de Maciejowsky (2001).
Soit le syste`me a` commander suivant:
x˙ = f(x, r)
y = h(x, r)
(V.1)
ou` le vecteur d’e´tat x ∈ Rn, le vecteur de controˆle r ∈ Rm et la sortie y ∈ Rp.
Celui-ci est alors line´arise´ et discre´tise´. A chaque pe´riode d’e´chantillonnage k, on
203
obtient :




 = Ckx(k) +Dkr(k) (V.2)
ou` y ∈ Rp1 repre´sente les sorties a` re´guler, z ∈ Rp2 les sorties lie´es aux variables
d’e´tat qui posse`dent des contraintes et u ∈ Rp3 les sorties lie´es aux actionneurs qui
posse`dent des contraintes en amplitude et en vitesse ; p1+ p2+ p3 = p, Ak ∈ Rn×n,
Bk ∈ Rn×m, Ck ∈ Rp×n et Dk ∈ Rp×m.
Le proble`me d’optimisation est le´ge`rement modifie´ en choississant le crite`re de









∆r(k + i|k)TR∆r(k + i|k) + ρ
(V.3)
ou` yˆ(k+i|k) est la pre´diction des sorties a` i instants apre`s le temps pre´sent k, base´e
sur les donne´es jusqu’au temps k ; Hp est l’horizon de pre´diction, Hc l’horizon de
controˆle et δHc la pe´riode de changement du controˆle.
 repre´sente un e´tat appele´ “slack state”. Il permet de transformer des contraintes
discontinues en contraintes plus souples. ρ est le gain associe´ a` cet e´tat.
Afin d’obtenir les pre´dictions, un mode`le de pre´diction est ne´cessaire. L’utilisation
d’un mode´le line´aire conduit a` transformer le proble`me d’optimisation du crite`re
J(k) en un proble`me de programmation quadratique, pour lequel il existe des
algorithmes rapides et fiables. L’e´tat du syste`me est augmente´ par m inte´grateurs
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afin de convertir le changement sur la commande ∆r en la valeur de la commande
r. La commande pre´dictive requiert la connaissance parfaite du mode`le du syste`me
a` asservir ; afin de re´duire l’impact d’une erreur de mode´lisation, un mode`le simple
de perturbations est incorpore´. Celui-ci suppose que des perturbations constantes
agissent sur les sorties y et z.



































Afin de simplifier la notation, il est re´e´crit sous la forme suivante :
ξˆ(k + 1) = Akξˆ(k) +Bk∆r(k)
wˆ(k) = Ckξˆ(k) +Dk∆r(k)
(V.5)
V.2 Le proble`me de programmation quadratique e´quivalent





























CkBk Dk 0 . . . 0
CkAkBk CkBk Dk . . . 0
...
...



























∆r(k +Hc − 1|k)

(V.6)
Cette relation est re´e´crite avec des notations compactes :
W (k) = Aakξˆ(k) +Bbk∆R(k) (V.7)




















ou` Yref (k) =
[
yref (k + 1), . . . , yref (k +Hp)
]T
, l’indice y indique que seules les
lignes associe´es aux sorties y sont se´lectionne´es, Q (respectivement R)est une ma-
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trice avec Q (respectivement R) sur sa diagonale.
Keviczky et Balas (2006) distinguent deux types de contraintes : celles lie´es aux
actionneurs, exprime´es sur u, et celles lie´es aux manœuvres de l’ae´ronef, exprime´es
sur z.
Les contraintes en amplitude et en vitesse de rotation sur les actionneurs s’expri-
ment comme des contraintes dites “dures” :
uk ≤ uˆ(k + 1|k), . . . , uˆ(k +Hp|k) ≤ uk (V.9)
Les contraintes sur certaines sorties lie´es aux manœuvres de l’avion doivent eˆtre
exprime´es comme des contraintes “molles”, sinon les perturbations et les erreurs
de mode´lisation pourraient impliquer que le proble`me n’a pas de solution. A` cette
fin, la variable additionnelle  est introduite :
zk −  ≤ zˆ(k + 1|k), . . . , zˆ(k +Hp|k) ≤ zk +  (V.10)
Afin que les contraintes originelles “dures” ne soient pas transgresser inutilement,
le gain ρ doit eˆtre choisi suffisamment grand.
L’e´quation V.6 permet d’exprimer les contraintes sur z en fonction de ∆R(k). En
effet Z(k) = [zˆ(k + 1|k), . . . , zˆ(k +Hp|k)]T est re´git par l’e´quation suivante :
Z(k) = Aakz ξˆ(k) +Bbkz∆R(k) (V.11)
ou` l’indice z indique que seules les lignes associe´es aux sorties z ont e´te´ se´lectionne´es.
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La contrainte V.10 devient alors :
−Bbkz∆R(k)−  ≤ −zk + Aakz ξˆ(k)
Bbkz∆R(k)−  ≤ zk − Aakz ξˆ(k)
(V.12)
De manie`re analogue on peut re´e´crire les contraintes sur u:
−Bbku∆R(k) ≤ −uk + Aaku ξˆ(k)
Bbku∆R(k) ≤ uk − Aaku ξˆ(k)
(V.13)
Le proble`me de programmation quadratique e´quivalent a` re´soudre a` chaque ite´ra-



































−uk + Aaku ξˆ(k)
uk − Aaku ξˆ(k)
−zk + Aakz ξˆ(k)






SIMULATEUR NON LINE´AIRE DU F-16
Un simulateur non line´aire du F-16 a e´te´ de´veloppe´ sous MatLab - Simulink c©.
L’architecture ge´ne´rale de celui-ci est illustre´e par le sche´ma de la figure VI.1.
Chacun des sous-syste`mes le constituant est explicite´ ci-dessous.
VI.1 Les variables d’e´tat du F-16
Les variables d’e´tat usuelles d’un ae´ronef sont [Vt, α, β, φ, θ, ψ, p, q, r, xE, yE, h]. La
mode´lisation du moteur du F-16 introduit une variable d’e´tat supple´mentaire Pa,
et celle de la dynamique des actionneurs quatre variables d’e´tat supple´mentaires
δecom , δacom , δrcom et δlefcom . De plus le calcul de la valeur de δlef en induit un autre
δlefcalcul . Le vecteur d’e´tat du F-16 est ainsi :
[Vt, α, β, φ, θ, ψ, p, q, r, xE, yE, h, δecom , δlefcom , Pa, δrcom , δacom , δlefcalcul ].
VI.2 Les e´quations du mouvement
Les e´quations du mouvement pre´sente´es a` l’annexe I sont imple´mente´es dans les
sous-syste`mes en jaune de la figure VI.1. On remarque que les e´quations donnant φ˙
et ψ˙ peuvent pre´senter une singularite´ lorsque θ = ±90˚. Une solution consisterait
a` utiliser les quaternions plutoˆt que les angles d’Euler. Cependant, cela implique
que les angles d’Euler ne sont plus directement accessibles. On pre´fe`re donc ici
ajouter un sous-syste`me permettant d’obvier a` cette difficulte´ en s’inspirant de la




entre 89.99˚et 90.01˚, la valeur utilise´e pour le calcul de φ˙ et ψ˙ est soit 89.99˚soit
90.01˚, selon la valeur de q.
VI.3 Le mode`le ae´rodynamique
Le mode`le ae´rodynamique utilise´ de´pend de la simulation a` effectuer, selon qu’il
s’agisse du comportement du F-16 “re´el” ou du F-16 identifie´.
VI.3.1 Pour la simulation du comportement “re´el” du F-16
Les donne´es ae´rodynamiques proviennent d’essais en souﬄerie statiques et dy-
namiques a` faible vitesse sur un mode`le re´duit a` 16% du F-16 (Nguyen et al, 1979).
Les donne´es sont fournies sous forme de tableaux pour un large spectre d’angle
d’attaque et d’angle de de´rapage : −20˚< α < 90˚et −30˚< β < 30˚. Pour
obtenir une approximation de la valeur des donne´es pour un point ne figurant pas
dans les tables, il convient d’interpoler les donne´es connues. Dans le cas du F-16,
c’est l’interpolation line´aire qui est classiquement utilise´e pour simuler le syste`me
re´el; cependant il existe d’autres me´thodes d’interpolation qui peuvent se prou-
ver plus efficaces. Sachant que ces coefficients interviennent dans l’e´quation d’e´tat
qu’il va falloir inte´grer et que les e´tats sont continus, les me´thodes d’interpolation
donnant des re´sultats plus lisses seront pre´fe´re´es.
Interpolation du plus proche voisin : La valeur de la fonction en un point
donne´ est e´gale a` celle de son plus proche voisin dans l’espace des variables d’entre´es.
Bien que cette me´thode soit rapide, elle est couˆteuse en terme de me´moire. Le
re´sultat de l’interpolation est une fonction constante par morceau qui ne satisfait
pas les caracte´ristiques de continuite´ de´sire´es.
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Figure VI.2 Comparaison des diffe´rents algorithmes d’interpolation en 2D
Interpolation line´aire (ou biline´aire, selon le nombre de parame`tres) :
La valeur de la fonction en un point est calcule´e sous l’hypothe`se que celle-ci varie
line´airement entre deux points de l’ensemble des donne´es. Cet algorithme ne´cessite
moins de me´moire que le pre´ce´dent, mais le´ge´rement plus de temps de calcul. Le
re´sultat de l’interpolation est une fonction continue et de´rivable par morceau.
Interpolation cubique (ou bicubique, selon le nombre de parame`tres):
Cet algorithme construit une fonction polynomiale par morceau, de sorte que sa
de´rive´e soit continue. La de´rive´e seconde peut ne pas eˆtre continue, elle peut
effectivement faire des sauts aux points de l’ensemble des donne´es. Cette me´thode
est plus couˆteuse a` la fois en me´moire et en temps de calcul que les deux pre´ce´dentes,
cependant le re´sultat de l’interpolation est une fonction continue et de de´rive´e
continue.
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Figure VI.3 Comparaison des diffe´rents algorithmes d’interpolation en 1D
Interpolation du spline cubique : Cet algorithme ressemble a` l’interpolation
cubique, une approximation par un polynoˆme d’ordre 3 est faite entre chaque point
de l’ensemble de donne´es conse´cutifs, la de´rive´e seconde de ce polynoˆme est nulle
en ces points. Cette me´thode prend plus de temps de calcul que l’interpolation
cubique, mais ne´cessite moins de me´moire, et le re´sultat de l’interpolation est une
fonction continue deux fois de´rivable et de de´rive´e seconde continue.
Les conside´rations e´voque´es en de´but de paragraphe font que l’algorithme d’inter-
polation est a` choisir entre l’interpolation cubique et le spline cubique. Pour les
coefficients d’amortissement, ou` l’interpolation est a` une dimension il n’y a que
peu de diffe´rence entre ces deux algorithmes. Cependant on peut craindre que le
spline entraˆıne un sur-apprentissage des donne´es comme le montre la figure VI.2.
L’interpolation en deux dimensions confirme ce re´sultat (figure VI.3). L’algorithme
privile´gie´ est donc celui de l’interpolation cubique.
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VI.3.2 Pour la simulation du F-16 identifie´
Dans ce cas-ci, le mode`le ae´rodynamique utilise´ est le module d’identification a`
base de re´seaux de neurones, dont l’architecture a e´te´ e´tablie au chapitre 3.
VI.4 Le mode`le du moteur
La puissance commande´e est fonction de la position de la manette des gaz δth.
Cette fonction transforme la position de δth , comprise entre 0 et 1, en un niveau
de puissance, compris entre 0 et 100 :
Pc (δth) =
64, 94.δth si δth ≤ 0.77217, 38.δth − 117, 38 si δth > 0.77 (VI.1)
La dynamique du moteur est mode´lise´e par une constante de temps du premier








Pc (δth) si Pc (δth) ≥ 50 et Pa ≥ 50
60 si Pc (δth) ≥ 50 et Pa < 50
40 si Pc (δth) < 50 et Pa ≥ 50







5 si Pc (δth) ≥ 50 et Pa ≥ 50
1
τ∗moteur
si Pc (δth) ≥ 50 et Pa < 50
5 si Pc (δth) < 50 et Pa ≥ 50
1
τ∗moteur





1 si (Pc (δth)− Pa) ≤ 25
0, 1 si (Pc (δth)− Pa) ≥ 50
1, 9− 0, 036 (Pc (δth)− Pa) si 25 < (Pc (δth)− Pa) < 50
La pousse´e du moteur est ensuite calcule´e par l’e´quation VI.4, ou` Tidle, Tmil et Tmax
sont obtenues par interpolation line´aire des donne´es fournies sous forme de table
pour 0 ≤ h ≤ 15240m et 0 ≤ M ≤ 1 dans le rapport de la NASA (Nguyen et al,
1979).
T =
Tidle + (Tmil − Tidle)
Pa
50
si Pa < 50
Tmil + (Tmax − Tmil) Pa−5050 si Pa ≥ 50
(VI.4)
VI.5 Le mode`le de l’atmosphe`re
Le mode`le de l’Atmosphe`re utilise´ dans le rapport de la NASA (Nguyen et al, 1979)
est le mode`le standard US de 1976. Celui-ci fournit le nombre de Mach, la pression
dynamique et la pression statique en unite´s impe´riales. Il a e´te´ transcrit ici, de
sorte a` fournir ces grandeurs en unite´s standard international.
La tempe´rature T , en K, a` une altitude h, en m, est :
T = T0 − 0, 0065h si h < 11000m
T = T0 − 0, 0065.11000 si h ≥ 11000m
(VI.5)
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ou` T0 est la tempe´rature moyenne au niveau de la mer, soit 288,15K.




ou` γ est le coefficient adiabatique de l’air (γ = 1, 402 a` P0 = 1atm = 101325Pa et
T = T0) et R est la constante spcifique de l’air (R = 287, 05 J.kg
−1.K−1).





La masse volumique ρ, en kg.m−3, est :
ρ = ρ0e
(− gRT h) (VI.8)











VI.6 La dynamique des actionneurs
Figure VI.4 Dynamique des actionneurs
Les actionneurs sont mode´lise´s par un premier ordre, tel que le montre la figure
VI.4.
Le tableau VI.1 re´capitule les limites de leur dynamique.
Tableau VI.1 Dynamique des actionneurs
Actionneur de´flection taux de rotation constante
maximale limite de temps Te
E´le´vateur ±25˚ 60˚.s−1 0, 0495s
Ailerons ±21, 5˚ 80˚.s−1 0, 0495s
Gouvernail ±30˚ 120˚.s−1 0, 0495s
Bord d’attaque 0− 25˚ 25˚.s−1 0, 16s
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VI.7 Les conditions de vol de l’avion
La condition de vol est dite a` l’e´quilibre lorsque toutes les forces et tous les moments
dans le repe`re avion sont constants. Cela implique que les angles ae´rodynamiques
et les taux de rotation sont constants, et donc que leurs de´rive´es soient nulles :
p˙ = q˙ = r˙ = V˙t = α˙ = β˙ = 0 (VI.11)
On distingue ensuite plusieurs manœuvres, qui imposent chacune des contraintes
spe´cifiques.
Vol a` l’e´quilibre avec ailes horizontales :
φ = φ˙ = θ˙ = ψ˙ = 0 (VI.12)
Virage coordonne´ ou` ψ˙ est le taux de rotation constant :
φ˙ = θ˙ = β = 0 (VI.13)
Monte´e stabilise´e ou` θ˙ est le taux de monte´e constant :
φ = φ˙ = ψ˙ = 0 (VI.14)
Roulis stabilise´ ou` φ˙ est le taux de roulis constant :
θ˙ = ψ˙ = 0 (VI.15)
Ces conditions permettent de calculer, pour une vitesse et une altitude de´sire´es, les
valeurs des variables d’e´tat et des entre´es qui assurent de rester a` cette condition.
Le script MatLab ci-dessous effectue ce calcul.
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% in t e r f a c e u t i l i s a t e u r
disp ( ’ L o g i c i e l de s imu la t i on non l i n a i r e du F−16 ’ ) ;
disp ( ’ ’ ) ;
disp ( ’ ’ ) ;
disp ( ’ Le mod l e u t i l i s dans ce l o g i c i e l e s t b a s sur c e l u i d v e l o p p ’ ) ;
disp ( ’ dans l e rapport de l a NASA (1979) ’ ) ;
disp ( ’ ’ ) ;
disp ( ’Nous rappe lons l e s l im i t a t i o n s phys iques du mod l e : ’ ) ;
disp ( ’ ’ ) ;
disp ( ’ U n i t s Min Max ’ ) ;
disp ( ’ Var i ab l e s d ent r e e ’ ) ;
disp ( ’ Manette des gazs , d e l t a t h −−− 0 1 ’ ) ;
disp ( ’ E l v a t eu r , d e l t a e deg −25.0 25 .0 ’ ) ;
disp ( ’ Ai l e rons , d e l t a a deg −21.5 21 .5 ’ ) ;
disp ( ’ Gouvernail , d e l t a r deg −30 30 ’ ) ;
disp ( ’ Gouverne de profondeur , deg 0 25 ’ ) ;
disp ( ’ d e l t a l e f ’ ) ;
disp ( ’ ’ ) ;
disp ( ’ Etats du s y s t me ’ ) ;
disp ( ’ V i t e s s e mach 0 .1 1 ’ ) ;
disp ( ’ m 30 340 ’ ) ;
disp ( ’ Angle d attaque , alpha deg −10 45 ’ ) ;
disp ( ’ Angle de derapage , beta deg −30 30 ’ ) ;
disp ( ’ A l t i tude m 0 15240 ’ ) ;
disp ( ’ ’ ) ;
disp ( ’ Veu i l l e z c h o i s i r l a cond i t i on de vo l : ’ ) ;
V_des = input ( ’ v i t e s s e d s i r e en m/ s ( ent r e 30 et 240 m/ s ) : ’ ) ;
h_des = input ( ’ a l t i t u d e d s i r e en m ( ent re 0 et 15240 m) : ’ ) ;
disp ( ’ ’ ) ;
disp ( ’ Que l l e manoeuvre souha i t e z vous s imu le r ? ’ ) ;
disp ( ’ 1 . vo l a i l e s h o r i z o n t a l e s ( steady wings−l e v e l f l i g h t ) ’ ) ;
disp ( ’ 2 . v i r ag e ( steady turn ing f l i g h t ) ’ ) ;
disp ( ’ 3 . t i r e de g ( steady pul l−up) ’ ) ;
disp ( ’ 4 . r o u l i s ( steady r o l l ) ’ ) ;
choix_manoeuvre = input ( ’ Votre choix : ’ ) ;
% ca l c u l de l a va l eur de Pa i n i t i a l e
delta_th_0 = 0 . 7 ;






% i n i t i a l i s a t i o n du modele
x0 = [ V_des ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; h_des ; 0 ; 0 ; Pa_0 ; 0 ; 0 ] ;
xTrim = x0 ;
uTrim = [ delta_th_0 ; 0 ; 0 ; 0 ] ;
% trim en fonc t i on de l a manoeuvre e f f e c t u e e
switch choix_manoeuvre
case 1
[ x , u , y , dx , options ]=trim ( ’ F16Ree l t r im cub ic ’ , [ V_des ; 0 ; 0 ; 0 ; 0 ; 0 ; . . .
0 ; 0 ; 0 ; 0 ; 0 ; h_des ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ] , [ ] , [ ] , [ 1 ; 4 ; 6 ; 7 ; 8 ; 9 ; 1 2 ] , . . .
[ ] , [ ] , zeros ( 1 8 , 1 ) , [ 1 ; 2 ; 3 ; 4 ; 5 ; 6 ; 7 ; 8 ; 9 ; 1 1 ; 1 2 ; 1 3 ; 1 4 ; 1 6 ; 1 7 ; 1 8 ] ) ;
case 2
psi_dot_des = input ( ’ en t r e z l e taux de r o t a t i on d e s i r e en deg/ s : ’ ) ;
psi_dot_des = psi_dot_des∗pi /180 ;
[ x , u , y , dx , options ]=trim ( ’ F16Ree l t r im cub ic ’ , [ V_des ; 0 ; 0 ; 0 ; 0 ; 0 ; . . .
0 ; 0 ; 0 ; 0 ; 0 ; h_des ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ] , [ ] , [ ] , [ 1 ; 1 2 ] , . . .
[ ] , [ ] , [ 0 ; 0 ; 0 ; 0 ; 0 ; psi_dot_des ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ] , . . .
[ 1 ; 2 ; 3 ; 4 ; 5 ; 6 ; 7 ; 8 ; 9 ; 12 ; 1 3 ; 1 4 ; 1 6 ; 1 7 ; 1 8 ] ) ;
case 3
theta_dot_des = input ( ’ en t r e z l e taux de montee d e s i r e en deg/ s : ’ ) ;
theta_dot_des = theta_dot_des∗pi /180 ;
[ x , u , y , dx , options ]=trim ( ’ F16Ree l t r im cub ic ’ , [ V_des ; 0 ; 0 ; 0 ; 0 ; 0 ; . . .
0 ; 0 ; 0 ; 0 ; 0 ; h_des ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ] , [ ] , [ ] , [ 1 ; 4 ; 6 ; 1 2 ] , . . .
[ ] , [ ] , [ 0 ; 0 ; 0 ; 0 ; theta_dot_des ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ] , . . .
[ 1 ; 2 ; 3 ; 4 ; 5 ; 6 ; 7 ; 8 ; 9 ; 1 3 ; 1 4 ; 1 6 ; 1 7 ; 1 8 ] ) ;
case 4
phi_dot_des = input ( ’ en t r e z l e taux de r o u l i s d e s i r e en deg/ s : ’ ) ;
phi_dot_des = phi_dot_des∗pi /180 ;
[ x , u , y , dx , options ]=trim ( ’ F16Ree l t r im cub ic ’ , [ V_des ; 0 ; 0 ; 0 ; 0 ; 0 ; . . .
0 ; 0 ; 0 ; 0 ; 0 ; h_des ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ] , [ ] , [ ] , [ 1 ; 6 ; 1 2 ] , . . .
[ ] , [ ] , [ 0 ; 0 ; 0 ; phi_dot_des ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ] , . . .
[ 1 ; 2 ; 3 ; 4 ; 5 ; 6 ; 7 ; 8 ; 9 ; 1 1 ; 1 2 ; 1 3 ; 1 4 ; 1 6 ; 1 7 ; 1 8 ] ) ;
end
% memorisation des donnees trimmees pour l a s imu la t ion
xTrim = x ;
uTrim = u ;
% ca l c u l de l a va l eur de d e l t a t h t r imm e
i f ( xTrim (15)>52.3138)
uTrim (1)=( xTrim (15)−P3 )/ P2 ;
else
uTrim (1)= xTrim (15)/ P1 ;
end
t_sim = input ( ’ Pendant combien de secondes voulez−vous s imu le r l e F−16 . . .
en bouc le ouverte ? ’ ) ;
disp ( ’ Voulez vous c r e e r des pe r tu rba t i on s sur l e s s u r f a c e s de c o n t r l e ? ’ ) ;
disp ( ’ 1 . ou i ’ )
disp ( ’ 2 . non ’ )
choix_perturbation = input ( ’ vot re r p o n s e : ’ ) ;
switch choix_perturbation
case 1
disp ( ’ ’ ) ;
perturbation_deltae = input ( ’ v e u i l l e z en t r e r l a pe r tu rbat i on . . .
d s i r e sur l l v a t e u r en d e g r s : ’ ) ;
t_perturbation_deltae = input ( ’ v e u i l l e z en t r e r l e temps i n i t i a l . . .
de c e t t e pe r tu rbat i on en secondes : ’ ) ;
delta_perturbation_deltae = input ( ’ v e u i l l e z en t r e r l a d u r e de . . .
c e t t e pe r tu rbat i on en secondes : ’ ) ;
disp ( ’ ’ ) ;
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perturbation_deltaa = input ( ’ v e u i l l e z en t r e r l a pe r tu rbat i on . . .
d s i r e sur l e s a i l e r o n s en d e g r s : ’ ) ;
t_perturbation_deltaa = input ( ’ v e u i l l e z en t r e r l e temps i n i t i a l . . .
de c e t t e pe r tu rbat i on en secondes : ’ ) ;
delta_perturbation_deltaa = input ( ’ v e u i l l e z en t r e r l a d u r e de . . .
c e t t e pe r tu rbat i on en secondes : ’ ) ;
disp ( ’ ’ ) ;
perturbation_deltar = input ( ’ v e u i l l e z en t r e r l a pe r tu rbat i on . . .
d s i r e sur l e gouve rna i l en d e g r s : ’ ) ;
t_perturbation_deltar = input ( ’ v e u i l l e z en t r e r l e temps i n i t i a l . . .
de c e t t e pe r tu rbat i on en secondes : ’ ) ;
delta_perturbation_deltar = input ( ’ v e u i l l e z en t r e r l a d u r e de . . .
c e t t e pe r tu rbat i on en secondes : ’ ) ;
disp ( ’ ’ ) ;
case 2
perturbation_deltae = 0 ;
t_perturbation_deltae = 0 ;
delta_perturbation_deltae = 0 ;
perturbation_deltaa = 0 ;
t_perturbation_deltaa = 0 ;
delta_perturbation_deltaa = 0 ;
perturbation_deltar = 0 ;
t_perturbation_deltar = 0 ;
delta_perturbation_deltar = 0 ;
end
[ t , x , y ] = sim ( ’ F16Ree l cubic ’ , t_sim ) ;
 

