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ABSTRAK 
 
Minor stroke merupakan permasalahan penyakit utama di negara 
berkembang. Apabila penyakit penyakit minor stroke tidak segera diatasi akan 
berakibat lebih parah lagi. Deteksi penyakit minor stroke biasanya seperti Magnetic 
Resonance Imaging (MRI), histology, National Institutes of Health Stroke Scale 
score (NIHSS) dan Paroxysmal Atrial Fibrillation (PAF).  Deteksi penyakit minor 
stroke memerlukan proses waktu dan tenaga. Padahal penyakit minor stroke harus 
segera ditangani. Supaya tidak berakibat pada kerusakan kognitif yang lebih parah, 
maka memerlukan sistem deteksi dan rehabiltas menggunakan video. Untuk tahap 
deteksi dan rehabilatas memerlukan proses salah satunya video object extraction. 
Penelitian mengenai video object extraction pada kasus minor stroke menggunakan 
LVQ telah dilakukan sebelumnya. Namun hasil akurasi maksimal 68.76% pada 
K=4.3. 
Kami mengusulkan perbaikan penelitian sebelumnya dengan mengganti 
merik euclidean dengan minkowski distance pada vector quantization (VQ). Serta 
mengukur kecepatan waktu dalam menyelesaikan ekstraksi pada metrik minkowski 
dan euclidean distance. Data yang yang dipergunakan menggunakan video orang 
terserang penyakit minor stroke. Untuk data pembanding menggunakan data video 
claire. Karena hanya memiliki satu video minor stroke saja. Metode yang 
dipergunakan dalam ekstraksi video minor stroke dan claire adalah learning vector 
quantization (LVQ). Video minor stroke dan claire diuji dengan variasi konstanta 
K=0.1 sampai K=5.  
Hasil yang diperoleh saat pengujian minor stroke dan claire dengan 
perbandingan metrik minkowski dan euclidean distance adalah akurasi sama 
sebesar 68.76% pada K=4.3. Hal ini dipengaruhi oleh kualitas video minor stroke 
kurang maksimal dan parameter konstanta ekstraksi fitur (K) dan konstanta metrik 
minkowski distance (P). Namun untuk hasil akurasi rata-rata pengujian claire 
extraction dengan minkowski distance lebih baik daripada metrik euclidean 
distance sebesar 72.49%. Sedangkan untuk hasil pengujian kecepatan waktu claire 
extraction dengan metrik minkowski distance lebih cepat 52 detik pada K=4.4 
daripada euclidean distance.  
 
Kata kunci: video object extraction, minor stroke, LVQ, minkowski distance, 
euclidean distance. 
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ABSTRACT 
 
Minor stroke is the main illness in developed countries and should be 
prevented to avoid further severe injury. In order to prevent the illness, several 
detection methods have been developed, such as Magnetic Resonance Imaging 
(MRI), Histology, National Institutes of Health Stroke Scale score (NIHSS) and 
Paroxysmal Atrial Fibrillation (PAF). It is commonly known that minor stroke 
detection takes time and energy; thus, efficient video detection and rehabilitation 
method is required to be able to quickly detect the symptoms with a view to prevent 
the cognitive impairment. One of the processes in detection and rehabilitation is 
video object extraction. Some researches about video object extraction for minor 
stroke using LVQ has been conducted; however, the maximum accuracy achieved 
was 68.76% with K=4.3. 
We propose the use of minkowski distance instead of euclidean in vector 
quantization (VQ). Here, we measure the time to complete an extraction in 
minkowski and euclidean distance. Video data from patients with minor stroke is 
used and video data claire is used for comparison. With only one video minor 
stroke, a method to extract video minor stroke and claire is Learning Vector 
Quantization (LVQ). Video minor stroke and claire is tested with constant variant 
from K=0.1 to K=0.5. 
The same accuracy is derived from minor stroke and claire test with 
minkowski and euclidean matrix distance, namely 68.76% with K=4.3. This result 
is affected by a poor quality of video minor stroke, constant parameter extraction 
(K) and constant minkowski distance matrix (P). However, the mean accuracy for 
claire extraction with minkowski distance test is better than euclidean matrix, 
namely 72.49%. In addition the time of claire extraction with minkowski distance 
matrix is 52 seconds faster than euclidean distance with K=4.4.  
 
Key words:  video object extraction, minor stroke, LVQ, minkowski distance, 
euclidean distance. 
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BAB 1 
PENDAHULUAN 
 
1.1 Latar Belakang 
Perkembangan dari video tidak hanya digunakan dalam dunia penyiaran 
saja. Saat ini, video digunakan dalam bidang kesehatan. Video digunakan dalam 
aplikasi e-health seperti video conference. Aplikasi e-health dapat menghubungkan 
pasien dengan tenaga medis atau dokter dengan jarak yang jauh. Sistem software e-
health di desain untuk meningkatkan fasilitas perawatan pasien yang memiliki 
rumah yang jauh dengan rumah sakit dan mengurangi biaya [1]. Selain itu, aplikasi 
e-health digunakan dalam keadaan darurat seperti pemeriksaan pasien yang berada 
di mobil ambulans melalui video conference. Pasien yang berada di mobil ambulans 
memerlukan penanganan segera. Namun pada saat pasien di bawa mobil ambulans, 
hanya terdapat tenaga medis perawat saja. Oleh karena itu, tenaga medis 
memerlukan perintah dokter untuk mengambil keputusan dalam penanganan 
pasein. Supaya nyawa pasien yang berada di mobil ambulans dapat diselamatkan. 
Walaupun dokter berada jauh dari mobil ambulans yang membawa pasien [2].  
Selain telemedicine, video digunakan untuk monitoring kesehatan orang 
lanjut usia atau disebut lansia. Orang yang berusia di atas enam puluh tahun perlu 
perawatan karena mengalami penurunan ingatan. Lansia mengalami penurunan 
ingatan yang dikategorikan sadar, ringan, sedang dan berat. Penyakit penurunan 
ingatan disebut Azheimer yang menyerang orang lanjut usia. Monitoring terhadap 
lansia dengan merekam gerakan mencuci tangang di wastafel dengan video. 
Gerakan mencuci tangan direkam karena penyakit Azheimer menyerang motoric 
dan gerakan tangan [3]. Pemanfaatan monitoring kesehatan melalui video 
diterapakan di kegiatan sehari-hari seperti makan, minum, menggunakan laptop dan 
membaca. Hal ini diperlukan karena untuk mengetahui klasfikasi kesehatan dari 
orang yang dimonitoring. Hasil yang diperoleh dari klasifikasi kesehatan untuk 
menentukan aplikasi kesehatan yang dibutuhkan [4].  
Selain hal tersebut, pasien diabetes milinitus dan obsesitas memerlukan 
monitoring kesehatan. Dari kegiatan dapur dan makanan yang dipantau oleh 
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perawat. Karena hasil monitoring akan berdampak terhadap gizi dari pasien 
tersebut. Sehingga sistem monitoring mempermudah dokter untuk memberikan 
informasi perawatan terhadap pasien [5]. Kegiatan monitoring juga diterapkan 
terhadap anak yang memiliki penyakit neonatal di rumah dengan video conference. 
Perawatan di rumah dengan fasilitas video conference biaya lebih murah daripada 
di rumah sakit. Sehingga dokter lebih mudah untuk mengambil tindakan tanpa 
pemeriksaan fisik [6].  
Penyakit penuan dan kronis memerlukan perawatan yang serius. Oleh 
karena itu, Pasien memerlukan video monitoring kesehatan. Supaya terhindari dari 
kemantian dan kecacatan terhadap pasien. Melalui video monitoring fisiologi yang 
menggunakan cermin, maka pasien dapat dipantau kesehatannya. Sehingga tim 
medis dapat merawatnya dengan maksimal [7].  
Teknologi video dapat diterapkan untuk monitoring kesehatan pasien 
kardiovaskuler pada saat rehabilitasi. Pasien menaiki sepeda, kemudian mengayuh. 
Hasil dari pose pasien mengayuh sepeda terlihat warna kulit berubah. Hal ini 
disebakan oleh darah mengalir melalui pembuluh darah dan ekstraksi 
kardiovaskuler. Monitoring terhadap pasien kardiovaskuler sangat penting. Karena 
penyakit yang menimbulkan kematian nomer satu di dunia. Oleh karena itu, pasien 
kardiovaskuler memerlukan perawatan maksimal dan murah saat rehabilatasi [8]. 
Video tidak hanya digunakan untuk monitoring kesehatan, melainkan 
untuk identifikasi penyakit. Melalui teknologi video, Organ laring dapat 
dimonitoring terhadap perubahan pantologis jaringan pembuluh darah. Penyakit 
yang menyerang perubahan pantologis pada laring disebut tumor. Dengan teknologi 
video, penyakit tumor dapat diklasifikasi secara otomatis melalui video endoskopi 
[9].  
Program aplikasi e-Health memanfaatkan information communication 
technologies (ICT) video conferece untuk usaha kebugaran kesehatan. Cara ini 
digunakan untuk memberikan fasilitas yang lebih terhadap pelanggan. Untuk 
menaikan pendapatan pada usaha kebugaran. Selain itu, ICT video conference tidak 
memerlukan biaya dan tenaga yang banyak. Hanya memanfaatkan layanan mobile 
dan cloud computing. Karena persaingan usaha kebugaran kesehatan sangat ketat 
di Negara Jerman [10]. 
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Perkembangan dari ICT saat ini memberikan informasi kesehatan kepada 
masyarakat yang mencarinya. Informasi kesehatan dapat ditemukan di social media 
seperti youtube. Namun jika informasi yang diperolah tidak benar, maka dapat 
menyesatkan orang yang mencarinya. Banyak ditemui informasi kesehatan tidak 
diperbaharui atau produk medis palsu [11]. Sehingga pengguna emosi atau kesal 
terhadap informasi tersebut. Emosi negatif atau positif dari tayangan yang 
ditimbulkan akan berdampak bagi kesehatan mereka [12]. 
Dampak dari emosi negatif berpengaruh terhadap tekanan darah. Setiap 
individu memiliki tekanan darah yang berbeda. Faktor yang mempengaruhi tekanan 
darah seperti aktivitas, keadaan emosional, perubahan postur, situasi dan jenis 
kelamin [13]. Selain hal tersebut, emosi dipengaruhi keadaan cuaca. Dalam 
penelitiann sebelumnya, cuaca musim dingin mempengaruhi tekanan darah naik 
[13]. Efek dari tekanan darah naik dapat menyebakan penyakit hipertensi. Penyebab 
pasien terkena hipertensi dipengaruhi oleh emosional dan stress [14]. Penyakit 
hipertensi merupakan penyakit yang umum ditemukan, tidak menular, asimtomatik 
dan tidak menular. Dampak dari penyakit hipertensi yang berkepanjangan dapat 
terkena serangan stroke apabila systolic blood pressure (SBP) dan diastolic blood 
pressure (DBP) tinggi [15].  
Penyakit stroke merupakan permasalahan pada negara berkembang yang 
penghasilanya masih kurang. Di Negara berkembang mengenai kesadaran 
perawatan untuk pasien stroke masih kurang [16]. Terutama untuk penanganan 
penyakit minor stroke atau TIA, jika tidak segera diobati akan berdampak serangan 
berulang dalam seminggu. Oleh karena itu, minor stroke memerlukan penanangan 
yang serius supaya tidak terserang kembali. Dalam penelitian sebelumnya 
menunjukkan 80-90% tidak berulang lagi. Apabila pasien langsung dirawat di 
rumah sakit [17]. 
Sebagaian besar pasien minor stroke atau TIA terserang gangguan 
kognitif. Pasien yang memiliki gangguan kognitif seperti memory tidak bekerja, 
abstraksi, penalaran, kefasihan lisan dan fleksibilitas kognitif terganggu. Walaupun 
pasien sudah pemulihan neurologis [18]. Selain itu, Pasien yang menderita stroke 
mengalami komplikasi seperti kecacat yang disebut post-stroke depression (PSD). 
Pasien minor stroke memiliki PSD yang rendah. Karena hanya difungsi neurologis 
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yang rusak [19]. Oleh sebab itu, perawatan pasien stroke memerlukan penanganan 
supaya terhindar dari serangan stroke berulang. Karena 10% dari pasien minor 
stroke di negara china mengalami serangan berulang pada minggu pertama. Oleh 
karena itu, memerlukan early neurological deterioration (END) untuk mengetahui 
hasil klinis. Karena kerusakan pada early neurological deterioration (END) 
merupakan faktor penting yang dapat memicu stroke berulang [20]. 
Penyakit transient ischemic attacks (TIA) atau Minor Stroke berhubungan 
dengan arteri barsilar. Untuk menemukan lesi kecil arteri barsilar memerlukan 
perangkat pencitraan magnetic resonance imaging (MRI) [21]. Namun terdapat 
beberapa kasus untuk menemukan lesi kecil atau diffuse ischemic yang tidak dapat 
dideteksi menggunakan perangkat MRI. Oleh karena itu, MRI memerlukan 
perbaikan untuk dapat mendeteksi lesi yang lebih kecil dengan merubah metode 
photothrombosis. Sehingga hasil yang diperoleh pencitraan MRI memiliki 
intensitas cahaya yang rendah dan pusat lesi yang lebih terang [22].   
Orang yang diduga terkena minor stroke atau transient ischemic attack 
harus melewati pemeriksaan MRI [23]. Namun terdapat cara lain selain 
pemeriksaan MRI yaitu national Institutes of health stroke scale score (NIHSS) dan 
paroxysmal atrial fibrillation (PAF). Nilai score NIHSS dikeluarkan dari 
trombolis. Dengan cara melakukan lima tes item terhadap pasien.  Validasi pasien 
minor stroke yang diusulkan score NIHSS = 5 maka terkena, NIHSS >=2 dan 
NIHSS <5 maka gejala dan NIHSS = 1 maka tidak terkena. Hasil dari score NIHSS 
untuk menentukan perawatan pasien [24]. Sedangkan deteksi paroxysmal atrial 
fibrillation (PAF) untuk penyakit stroke kriptogenik. Deteksi PAF sangat penting 
karena tercapai antikoagulan untuk pencegahan sekunder pada pasien stroke. 
Pemeriksaan pasien minor stroke menggunakan PAF yang meliputi MRI, 
pemeriksaan ultrasonografi arteri serviks, dan elektrokardiografi (EKG) [25]. 
Sistem untuk deteksi minor stroke seperti magnetic resonance imaging 
(MRI), national Institutes of health stroke scale score (NIHSS) dan paroxysmal 
atrial fibrillation (PAF) masih mengalami kendala dalam mendeteksi penyakit 
tersebut. Karena proses deteksi minor stroke masih menggunakan tenaga medis 
yang memakan waktu. Jika menggunakan deteksi PAF akan memerlukan tahap 
empat. Sedangkan jika menggunakan NIHSS memerlukan lima tahap yang lebih 
5 
 
lama lagi. Padahal penyakit minor stroke harus segera ditangani dengan cepat 
supaya kerusakan fisik tidak semakin parah dan tidak berulang lagi [20]. Mengenai 
tahap rehabilitasi pasien pasca stroke biasanya pasien dirawat dirumah karena 
keterbatasan biaya. Padahal perawatan pasien dengan perawat informal kurang 
optimal dalam merawat orang stroke. Sebab perawat informal mudah stress dan 
depresi menghadapai pasien. Karena sebelumnya perawat belum mendapatkan 
pelatihan terlebih dahulu [26]. 
Proses detection minor stroke melalui pre-processing dan pengenalan 
pola. Di dalam tahapan pre-processing terdapat video segmentasi atau video object 
extraction. Proses dari pre-processing yang paling penting pada klasifikasi video 
adalah segmentasi atau object extraction, ekstraksi fitur dan klasifikasi. Tujuan dari 
proses video object extraction pada kasus minor stroke untuk memaksimalkan 
proses akurasi pada detection minor stroke [27].  
Video object extraction pada kasus minor stroke memerlukan teknik 
machine learning untuk mengambil obyek frame. LVQ merupakan salah jenis 
metode machine learning dalam video object extraction. Metode LVQ dalam 
penelitian sebelumnya bekerja unsupervised dan supervised learning. Kelebihan 
dari LVQ yang pertama dapat memisahkan foreground dengan background yang 
memiliki warna komplek dengan baik [28]. Kedua, LVQ bisa memaksimalkan 
optimasi keputusan kelas untuk membedakan foreground dengan background [29].  
Proses LVQ digunakan untuk memisahkan foreground dengan 
background yang diawali dengan frame pertama sebagai referensi. Cara kerja 
pemisahan background dengan foreground pada frame video secara otomatis. 
Namun hasil akurasi video object ectraction pada kasus minor stroke yang terbaik 
sebesar 68.769 % pada K=4.3. Jangkauan variasi konstanta (K) dari K=0.0 sampai 
K=5.0 yang berjumlah lima puluh variasi. Dari hasil akurasi video minor stroke 
extraction masih kurang. Hal ini dipengaruhi oleh data video yang diproses waktu 
pengambilan data tidak stabil. Karena yang mengambil data video adalah orang 
yang terkena serangan penyakit minor stroke saat mengendarai mobil. Oleh karena 
itu, untuk meningkatkan akurasi dari video minor stroke extraction memerlukan 
perbaikan pada proses LVQ [28].   
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Metode LVQ pada penelitian video minor stroke extraction sebelumnya 
terdiri dari vector quantization (VQ) dan LVQ [28]. VQ bekerja unsupervised 
learning untuk mengenali foreground dengan background. Sedangkan LVQ 
bekerja supervised learning. Hasil dari VQ untuk data pelatihan pada proses LVQ. 
Untuk meningkat proses LVQ dapat memperbaiki VQ dengan mengganti metrik 
jarak euclidean dengan minkowski [30]. Hasil dari penelitian tersebut menunjukan 
bahwa metrik minkowski lebih baik dari euclidean distance dan quadratic. Karena 
metrik minkowski mempunyai keunggulan komputasi pada VQ lebih cepat daripada 
metric euclidean distance dan quadratic [30]. 
 
1.2 Rumusan Masalah 
Video object extraction sangat penting dalam dunia kesehatan. Karena 
hasil ekstraksi dari object minor stroke dapat digunakan untuk proses deteksi minor 
stroke pada penelitian selanjutnya. Penelitian mengenai video minor stroke 
extraction menggunakan LVQ telah dikerjakan sebelumnya. Data video yang 
dipergunakan adalah orang yang tiba-tiba terkena serangan minor stroke di mobile. 
Data video tersebut kemudian diolah menggunakan LVQ. Tujuannya untuk 
menghasilkan object minor stroke yang dipisahkan dengan background pada video. 
Sistem yang diusulkan penelitian sebelumnya berhasil memisahkan object minor 
stroke dengan background pada frame video. Namun, hasil akurasi yang diperoleh 
dari video object extraction pada kasus minor stroke masih 68.76 % pada K=4.3. 
Nilai K merupakan konstanta dari K=0.1 sampai K=5. 
 
1.3 Tujuan 
Video object extraction menggunakan LVQ sudah dikerjakan sebelumnya. 
Namun, hasil akurasi dari video object extraction pada kasus minor stroke masih 
kurang dari 70%. Oleh karena itu, penelitian ini mengusulkan video object 
extraction berbasis minkowski distance pada kasus minor stroke dan claire sebagai 
data pembanding. Karena hanya memiliki satu data video minor stroke. Tujuan 
penelitian ini menggunakan metrik minkowksi distance adalah untuk meningkatkan 
kinerja dan mempercepat waktu dari video object extraction. Karena dalam 
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penelitian sebelumnya, metode LVQ menggunakan proses vector quantization 
(VQ) dan learning vector quantization (LVQ). VQ bekerja unsupervised learning 
dengan metrik euclidean distance. Sedangkan LVQ bekerja supervised learning 
dengan metrik euclidean distance. Untuk meningkatkan akurasi video object 
extraction, maka sistem memerlukan pembenahan metrik pada VQ dengan 
minkowski distance. Karena akurasi penelitian sebelumnya menggunakan metrik 
minkowski distance lebih baik daripada euclidean distance dan quadratic pada 
proses vector quantization. Sehingga hasil akurasi video object extraction yang 
diharapkan dengan metrik jarak minkowski lebih baik daripada euclidean.  
 
1.4 Batasan Masalah 
Video object extraction menggunakan dua data yang terdiri dari video 
minor stroke dan claire. Tipe Data video minor stroke dan claire adalah MPEG-4. 
Video object extraction menggunakan teknik semi otomatis dalam memisahkan 
foreground dengan background. Metode semi otomatis merupakan teknik yang 
menggunakan bantuan manusia untuk mengidentifikasi object yang bermakna. 
Frame pertama pada video dipisahkan foreground dengan background oleh 
manusia. Untuk frame kedua sampai terakhir dipisahkan secara otomatis oleh LVQ. 
Evaluasi hasil dari kinerja LVQ dengan data ground truth yang dibandingkan 
dengan hasil ekstraksi sistem. Formula yang dipergunakan dalam evaluasi terdiri 
dari akurasi mean dan median. 
 
1.5 Manfaat 
Hasil peningkatan performa akurasi dari video object extraction pada 
bidang kesehatan dapat digunakan untuk deteksi minor stroke dan rehabiltiasi 
pasien. Proses deteksi minor stroke memerlukan tahapan pre-processing dan 
pengenalan pola. Untuk meningkatkan performa deteksi minor stroke, maka tahap 
pre-processing harus maksimal. Proses untuk meningkatkan performa deteksi 
minor stroke dengan cara memperbaiki metrik pada vector quantization (VQ) pada 
video object extraction. Jadi hasil akurasi dari deteksi minor stroke akan meningkat.  
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1.6 Metodologi Penelitian 
Penelitian video object stroke extraction menggunakan LVQ berbasis 
minkowski dan eculidean distance, terdapat tahapan untuk mencapainya. 
Metodologi penelitian yang dipergunakan dimulai dari studi literatur, pengumpulan 
data desain sistem, pengujian sistem dan penelitian, penyusuan laporan tesis. 
Penjelesan dari bagian metodologi penelitian adalah sebagai berikut: 
a. Studi Literatur 
Tahapan pertama dalam penelitian adalah studi literatur. Proses ini digunakan 
untuk menentukan topik penelitan dan judul. Setelah mendapat judul, 
kemudian mencari literatur di jurnal. Hasil review beberapa jurnal digunakan 
untuk merumuskan latar belakang, permasalahan dan tujuan penelitian. 
b. Pengumpulan Data 
Tahapan setelah studi literatur adalah pengumpulan data. Tahap ini digunakan 
untuk mencari data sebagai obyek topik. Data yang dipergunakan bertipe 
MPEG-4 untuk minor stroke dan claire. Data video minor stroke diambil dari 
youtube yang diunggah oleh rumah sakit singapura. Untuk video claire diambil 
dari penelitian video object extraction sebelumnya.  
c. Desain Sistem 
Video object extraction memiliki usulan sistem yang terdiri dari data video, 
region of interest, ekstraksi fitur, normalisasi, evaluasi, hasil ekstraksi dan 
metode LVQ yang terdiri dari VQ untuk klastering dan LVQ untuk klasifikasi.   
d. Pengujian Sistem dan Penelitian 
Tahap ke empat ini menguji dan meneliti tentang hasil dari sistem yang 
diusulkan beserta kelemahanya. Pengujian sistem untuk mencari akurasi 
tertinggi dengan mencari metrik terbaik. Pembahasan dalam penelitian terdiri 
dari hasil video object extraction pada kasus minor stroke dan claire, akurasi 
terbaik, terendah, hasil perbandingan metrik dan kecepatan proses video object 
extraction sebelum dan sesudah penelitian. 
e. Penyusunan Buku Tesis 
Penyusunan buku tesis merupakan tahap terakhir dalam metodologi penelitian. 
Penyusunan buku terdiri dari latar belakang, kajian pustaka, metodologi 
penelitian, hasil dan pembahasan berserta kesimpulan dan saran. 
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BAB 2 
KAJIAN PUSTAKA 
 
Bab ini berisi ulasan mengenai kajian penelitian terkait mengenai video 
object extraction yang telah dikerjakan sebelumnya seperti data, pre-processing, 
metode, hasil ekstraksi obyek dan evaluasinya. Penelitian terkait ini digunakan 
untuk membandingkan hasil penelitian sebelumnya dengan penelitian yang sedang 
dilakukan sekarang. Hasil penelitian terkait untuk mengusulkan metodologi 
penelitian yang digunakan dalam menyelesaikan permasalahan yang telah dibahas 
pada bab 1. Kedua, mengenai kajian pustaka dalam bab ini dibahas mengenai dasar 
teori yang digunakan dalam metode penelitian. Dasar teori yang digunakan dalam 
penelitian ini terdiri dari region of interest (ROI), ekstraksi fitur, sistem warna, 
normalisasi fitur, metode learning vector quantization (LVQ), metrik jarak 
minkowski, metrik jarak euclidean dan evaluasi video object extraction. 
 
2.1 Kajian Penelitian Terkait 
2.1.1 Video Bidang Kesehatan  
Video dibidang kesehatan digunakan untuk telemedicine, monitoring, 
diagnosa dan marketing usaha kesehatan. Gambar 2.1 adalah video bidang 
telemedicine yang diterapkan untuk konsultasi pasien yang berada jauh dari fasilitas 
kesehatan seperti rumah sakit [1]. Konsultasi jarak jauh juga digunakan saat 
menolong pasien gawat darurat yang berada di mobil ambulans [2]. Ketiga, 
perawatan perilaku anak neonatal di rumah dengan fasiltas video-conferencing tool 
(MVCT) [6]. Dengan fasilitas video conference, pasien lebih mudah berkonsultasi 
mengenai kesehatanya dengan tenaga medis tanpa perlu datang dan tenaga medis 
lebih cepat mengambil keputusan [1][6].  
Video dibidang monitoring dimanfaatkan untuk mengklasifikasi kesehatan 
orang dan merekomendasikan pemakaian aplikasi kesehatan. Layanan yang 
direkomendasikan e-healt untuk rehabilitasi, perawatan lansia, rumah pintar dan 
rumah sakit, monitoring kebugaran dan kesehatan mental [3].    
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Gambar 2. 1 Video untuk Telemedicine [1] 
 
Monitoring video juga diterapkan untuk kegiatan dapur dan prilaku makan pada 
pasien yang menderita penyakit diabetes dan obsetias [4]. Selain itu, video untuk 
monitoring kesehatan pasien yang memiliki penyakit penuan dan kronis. Informasi 
yang dimbil dari pasien adalah aktivitas dan psikologis [7].  
Perkirakan pose pengendaran sepeda untuk monitoring penyakit 
kardiovaskuler melalui teknologi video ketika rehabilitasi. Pasien kardiovaskuler 
yang menaiki sepeda akan berakibat warna kulit berubah. Hal ini disebabkan oleh 
darah yang mengalir melalui pembuluh dan ekstraksi darah kardiovaskular [8]. 
Video juga digunakan untuk mendeteksi dan klasifikasi lesi laring secara otomatis 
melalui video endoskopi. Teknik yang dipergunakan dalam deteksi dan klasfikasi 
adalah segmentasi dan analisis jaringan pembuluh darah [9]. Selain itu, Video 
digunakan untuk marketing dalam usaha kebugaran melalui informasi dan 
komunikasi teknologi (ICT). Karena persaingan usaha yang semakin sulit. Oleh 
karena itu, usaha kebugaran memerlukan metode supaya memberikan fasiltas yang 
lebih baik [10]. 
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2.1.2 Object Extraction Menggunakan LVQ 
 
 
Gambar 2. 2 Frame Referensi dengan Obyek Manusia [31] 
 
 
Gambar 2. 3 Hasil Segmentasi Video pada Obyek Manusia [31] 
Segmentasi obyek manusia menggunakan LVQ diterapkan pada gerakan 
manusia dari urutan video warna digital. Masalahnya adalah memisahkan gerakan 
manusia sebagai target obyek dari gambar latar belakang dalam urutan video warna. 
Dalam pendekatan ini, setiap pixel bingkai video dianggap sebagai vektor 5 dimensi 
yang terdiri dari x-y sebagai koordinat pixel dan HSV pada ruang warna. Ide 
dasarnya adalah menggunakan learning vector quantization (LVQ) yang 
didefinisikan dalam vektor 5 dimensi [31].  
Ruang untuk membedakan objek sasaran manusia dari gambar latar 
belakang. Proses pemisah obyek dan latar belakang dengan frame pertama sebagai 
kunci seperti pada Gambar 2.2. Data klasifikasi awal digunakan untuk melatih 
sistem untuk menghasilkan codebook vektor awal. Codebook vector untuk 
menentukan daerah kelas dalam 5-Dimensi ruang vektor.  Untuk pelacakan target 
frame pada kelas obyek manusia seperti pada Gambar 2.3. Kemudian codebook 
vector LVQ diperbarui secara berkala dengan memberi hasil klasifikasi ke dalam 
tahap pelatihan. Penelitian obyek manusia juga menyajikan evaluasi kinerja 
algoritma segmentasi berbasis LVQ [31].  
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Gambar 2. 4 Hasil Segmentasi Video pada Mother and Daughter [32] 
Penelitian mengenai segmentasi video menggunakan learning vector 
quantization (LVQ) diperbaharui dengan akurasi pixel-wise. Tujuannya penelitian 
segmentasi video adalah untuk memecahkan masalah pemisahan citra manusia 
sebagai objek yang menarik dari gambar latar belakang. Penelitian ini 
menggunakan pendekatan setiap pixel dari rangkaian video. Fitur yang diusulkan 
dalam penelitian ini vektor 5 dimensi, yang terdiri dari komponen koordinat posisi 
pixel (koordinat x, y). Ditambah informasi warna pixel di HSV (hue, saturation, 
dan value). Pertama, membuat frame referensi dari objek manusia yang 
dikehendaki. Langkah ini dilakukan hanya pada frame pertama dari video [32].  
Learning vector quantization (LVQ) kemudian digunakan untuk memberi 
wilayah kelas yang optimal. Keputusan antara kelas objek manusia dan kelas latar 
belakang dengan melatih vektor codebook-nya, yang diawasi oleh kerangka 
referensi. Hasil segmentasi video yang dihasilkan dengan melakukan kuantisasi 
vektor LVQ. Proses segmentasi dengan menabur codebook vektor ke semua pixel 
bingkai frame. Akhirnya, untuk memperoleh gerakan object kelas orang di frame 
berhasil. Selanjutnya, codebook vektor LVQ diperbarui dengan memperbaharui 
codebook vector segmentasi ke dalam langkah latihan. Hasil segmentasi video 
terlihat dapat memisahkan obyek dengan background pada Gambar 2.4. Sistem 
segmentasi video juga menguji kinerja algoritma yang diusulkan untuk beberapa 
tes video MPEG-4 [32]. 
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Gambar 2. 5 Hasil Segmentasi Video pada Table Tennis [33] 
Segmentasi video object semi otomatis dengan menggunakan kuantisasi 
vektor pembelajaran (LVQ). Untuk setiap frame video, penelitian ini menggunakan 
fitur vektor5-D yang komponennya adalah informasi spasial dalam koordinat pixel 
dan informasi warna pada ruang warna YUV. Pertama, objek yang diminati dan 
latar belakangnya didefinisikan dengan bantuan manusia. Kedua, object yang 
diminati dan latar belakangnya adalah yang digunakan untuk melatih codebook 
vector LVQ untuk mendekati bentuk object. Berikutnya, codebook vector LVQ 
digunakan untuk segmentasi object yang dituju secara otomatis untuk frame 
berikutnya. Penelitian segmentasi video object semi otomatis menggunakan 
variabel konstanta (K) skala vector 5-D untuk menyesuaikan keseimbangan antara 
informasi spasial dan warna untuk segmentasi yang akurat [34].  
Hasil percobaan menunjukkan bahwa algoritma yang diusulkan berguna 
untuk melacak object yang bergerak dengan kecepatan sedang. Penelitian ini 
membahas tentang metode temporal tracking berbasis learning vector quantization 
untuk segmentasi video object secara semi-automatic. Suatu semantic video object 
diinisialisasi menggunakan bantuan pengguna pada sebuah referensi frame, untuk 
memberi klasifikasi patokan dari object yang diinginkan serta background-nya. 
LVQ training menggunakan video object dan background-nya untuk segmentasi 
video object pada frame-frame berikutnya, hal ini dikenal dengan istilah temporal 
tracking. Untuk melatih LVQ, dimasukan secara sampling setiap pixel dari sebuah 
video frame dalam bentuk vektor 5-dimensi, yang mengkombinasikan 2-dimensi 
posisi pixel pada koordinat (x, y) dan 3-dimensi color space HSV. Penelitian ini 
juga menampilkan hasil percobaan pada Gambar 2.6, menggunakan standar video 
tes MPEG-4 untuk mengevaluasi keakuratan dari metode yang diusulkan [34]. 
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Gambar 2. 6 Video Sequence Hall Monitor. (a) Original Sequence, (b) Hasil 
Segmentasi dengan K=1, (c) Hasil Segmentasi dengan K=3.4 [33]  
 
 
Gambar 2. 7 Image Ground Truth pada Flower Garden [35] 
 
Algoritma semi otomatis untuk ekstraksi object video. Algoritma yang 
diusulkan mengasumsikan frame video utama objek semantik didefinisikan terlebih 
dahulu dengan bantuan manusia. Frame object video yang telah didefinisikan, 
selanjutnya untuk proses melacak dan segmentasi secara otomatis menggunakan 
learning vector quantization (LVQ). Setiap pixel bingkai video diwakili oleh 
sebuah vektor fitur 5 dimensi yang mengintegrasikan informasi spasial dan warna.  
Penelitian segmentasi video object semi otomatis menyajikan teknik untuk 
meningkatkan kinerja ekstraksi dari algoritma yang diusulkan. Evaluasi 
eksperimental menggunakan uji standar MPEG.  Urutan video menunjukkan bahwa 
algoritma yang diusulkan dapat mengekstrak object video dengan kesalahan rata-
rata 1% [29][33]. Hasil algoritma semi otomatis dengan video sequence table tennis 
terlihat pada Gambar 2.5. 
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Gambar 2. 8 Video Sequence Horse Riding. (a) Original Sequence, (b) Hasil 
Segmentasi Algoritma Sebelumnya, (c) Hasil Segmentasi 
Algoritma yang Diusulkan [35]  
Teknik video object extraction telah dikembangkan. Namun, tidak ada 
evaluasi kinerja standar video object extraction tersedia. Oleh karena itu, teknik 
untuk mengevaluasi dan membandingkan hasil eksperimen ini dengan penelitian 
orang lain menjadi tugas yang sulit. Penelitian ini mengusulkan alat evaluasi kinerja 
standar untuk video object extraction. Alat evaluasi terdiri dari jumlah frame 
ground-truth dengan berbagai jenis urutan video dan metrik kesalahan sederhana 
[33]. Gambar 2.7 merupakan contoh image sequence original dan image ground 
truth pada flower garden. 
Metode pelacakan temporal berbasis learning vector quantization (LVQ) 
untuk segmentasi objek video semi-otomatis. Video object semantic diinisialisasi 
menggunakan bantuan pengguna dalam bingkai referensi untuk memberi klasifikasi 
awal objek video dan wilayah latar belakangnya. Pelatihan LVQ untuk mendekati 
object video dan klasifikasi latar belakang. Hasil pelatihan LVQ digunakan untuk 
segmentasi otomatis objek video pada frame berikut sehingga pelatihan LVQ 
melakukan pelacakan temporal. Untuk input pelatihan LVQ, penelitian segmentasi 
video mengambil sampel setiap pixel bingkai video sebagai vektor 5 dimensi untuk 
menggabungkan posisi pixel 2 dimensi (x, y) dan ruang warna HSV 3 dimensi. 
Penelitian ini juga menunjukkan percobaan menggunakan beberapa rangkaian 
video uji MPEG-4 untuk mengevaluasi keakuratannya dari metode yang diusulkan 
[35]. Hasil pelacakan temporal berbasis learning vector quantization seperti pada 
Gambar 2.8. 
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2.1.3 Metrik Jarak Minkowski dan Euclidean 
Metode pengembangan jaringan baru untuk mempercepat pembelajaran 
dan mengekstrak fitur eksplisit dalam pola masukan yang kompleks. Penelitian ini 
telah mengusulkan jenis algoritma baru dari pertumbuhan jaringan yang disebut 
algoritma jaringan penggabungan. Dengan algoritma ini, jaringan dapat tumbuh 
secara bertahap dengan memaksimalkan informasi pada pola masukan. Dalam 
algoritma, kebalikan dari kuadrat jarak euclidean biasanya antara pola input dan 
bobot koneksi digunakan untuk menghasilkan output unit yang kompetitif. Bila 
diterapkan pada beberapa masalah, metode sebelumnya telah menunjukkan 
pembelajaran yang lamban, dan terkadang metode tersebut tidak dapat 
menghasilkan keadaan dimana informasi cukup besar. Metode sebelumnya 
menghasilkan representasi internal eksplisit. Untuk memperbaiki kekurangan ini, 
penelitian jaringan baru mengusulkan jarak minkowski antara pola input dan bobot 
koneksi yang digunakan untuk menghasilkan parameter unit yang kompetitif untuk 
jarak minkowski lebih besar. Metode yang diusulkan mempunyai komponen 
terperinci dalam pola masukan yang dapat dihilangkan. Sehingga memungkinkan 
jaringan berkumpul lebih cepat dan untuk mengekstrak bagian utama pola masukan. 
Penelitian jaringan baru menerapkan metode baru untuk analisis beberapa data 
ekonomi. Dalam percobaan tersebut, hasilnya mengkonfirmasi bahwa metode baru 
dengan jarak minkowski dapat mempercepat pembelajaran secara signifikan, dan 
fitur yang lebih jelas dapat diekstraksi [36]. 
Perhitungan yang efisien terhadap tindakan mengukur jarak Minkowski 
mendesak. Secara umum, usaha komputasi yang dibutuhkan oleh momen-
independen. Langkah penting terdiri dari dua aspek: menjalankan model untuk 
mendapatkan sampel untuk memperkirakan fungsi distribusi dan menghitung jarak 
minkowski antara fungsi distribusi asli dan fungsi distribusi bersyarat. Langkah 
yang terakhir yang sering melibatkan teknik integrasi numerik dan intensitas 
komputasi. Langkah ini bisa diabaikan dengan membandingkan proses pertama, 
terutama bila modelnya terkait dengan kode komputer yang sudah berjalan lama. 
Studi untuk memperkirakan secara efisien langkah-langkah penting independen 
telah dilakukan, dan teknik di dalamnya juga dapat digunakan untuk 
memperkirakan ukuran jarak minkowski [37]. 
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Setiap skizofrenia kasus baru akan dihitung dengan menggunakan metode 
kesamaan minkowski weighted. Penelitian ini berfokus pada penentuan Lambda (r) 
yang paling efisien antara nilai 1, 2 dan 3 pada model jarak Minkowski. Data yang 
diperoleh dari rekam medis sebanyak 95 kasus dimana 80 kasus digunakan sebagai 
data pelatihan dan 15 kasus digunakan sebagai data uji. Berdasarkan hasil pengujian 
yang dilakukan, nilai lambda yang memiliki tingkat akurasi terbaik adalah 3. Untuk 
mendiagnosis jenis skizofrenia, Model Jarak minkowski dengan nilai lambda 3 
dapat digunakan [38]. 
Penelitian minkowski distance selanjutnya, menyajikan rumusan umum 
tentang tindakan penting momen-independen dan beberapa tindakan penting yang 
dibahas secara umum dan disatukan berdasarkan jarak minkowski. Langkah-
langkah penting sesaat dapat dikategorikan menjadi tiga kelas ukuran jarak jauh 
minkowski terdiri dari fungsi kepadatan probabilitas, fungsi distribusi kumulatif dan 
berbasis kuantitatif [37]. 
Beberapa sifat dari tindakan ukuran jarak minkowski yang diusulkan untuk 
diselidiki. Beberapa tindakan penting juga diturunkan sebagai kasus khusus dari 
langkah-langkah jarak jauh minkowski yang umum dan diilustrasikan dengan 
beberapa studi kasus [39]. 
Jarak minkowski yang dinormalkan dalam metrik hausdorff, penelitian 
Jarak minkowski memberikan beberapa hasil sensitivitas. Sehubungan dengan tiga 
konjungsi fuzzy interval-value yang khas, yang bernilai interval Gödel t-norm dan 
implikasi yang sesuai. Nilai interval Lukasiewicz t-norm dan implikasi yang sesuai, 
nilai interval Goguen t-norm dan implikasi yang sesuai. Kemudian penelitian ini 
membahas tentang ketangguhan algoritma inferensi triple I, interval-valued fuzzy 
48. 
Algoritma inferensi triple I, interval-valued fuzzy terkait dengan hubungan 
perturbasi interval-valued fuzzy. Penelitian ini membuktikan bahwa metode triple I 
berdasarkan t-norm lukasiewicz bernilai interval dan implikasi yang sesuai adalah 
algoritma terbaik untuk perkiraan penalaran. Sedangkan metode triple I 
berdasarkan t-norma Gödel bernilai interval dan implikasi yang sesuai. Norma 
Goguen dan implikasi yang sesuai tidak memiliki perilaku ketahanan yang baik 
[40]. 
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2.2 Dasar Teori 
2.2.1 Region of Interest 
Sistem pengambilan citra berbasis wilayah selalu mempertimbangkan area 
utama, bukan keseluruhan gambar. Region of interest adalah konsep yang 
digunakan untuk pengambilan dari database. Region of interest berdasarkan minat 
gambar yang melibatkan dua teknik penting. Salah satunya adalah dimana 
pengguna memilih wilayah yang diminati. Selain itu, region of interest sebagai 
tempat mesin untuk melakukan semacam minat pengguna dan bergantung pada 
citra query. Region of interest berdasarkan gambar minat yang melibatkan teknik 
berbasis wilayah yang memungkinkan pengguna untuk menentukan wilayah 
sebenarnya ke query. Daerah yang dipilih oleh pengguna akan digunakan lebih jauh 
untuk ekstraksi fitur dan daerah lainnya akan terpotong [41].   
 
2.2.2 Ekstraksi Fitur 
Bagian ini menjelaskan konsep dasar sistem segmentasi gerakan manusia 
yaitu masalah, konfigurasi vektor untuk input data dan lain-lain. Beberapa masalah 
segmentasi gerak manusia datang ke latar belakang yang kompleks, pencahayaan 
perspektif, deformasi objek manusia, warna kesamaan antara objek dan latar 
belakang yang berantakan, urutan gambar video. Untuk mengatasi masalah di atas, 
penelitian sebelummya merancang sistem segmentasi yang memiliki akurasi pixel-
wise. Tujuanya untuk akurasi segmentasi berbasis pixel dan tipe data vektor khusus 
harus dibuat untuk memberikan informasi pixel yang akurat ke sistem segmentasi. 
Oleh karena itu, penelitian VOE sebelumnya mengusulkan konfigurasi vektor data 
5 dimensi, menggabungkan sistem koorrdinat (x, y) dan model warna HSV [32]. 
Deskripsi model warna HSV adalah H, karena hue mewakili nilai warna 
yang berbeda (yaitu merah, hijau, biru) dan semua dari berbagai warna di antaranya. 
S sebagai saturasion, karena jumlah warna yang digunakan. S membawa nilai ke 
atas untuk meningkatkan warna dan menurunkan nilai yang pada akhirnya akan 
memberi warna abu-abu. V sebagai nilai brightness yang bisa memberi warna 
pencahayaan lebih banyak. Beberapa penelitian menggunakan model warna RGB 
sebagai komponen warna dari vektor data. Masalah model warna RGB adalah nilai 
RGB cenderung berubah secara signifikan saat kondisi cahaya sedang berubah. 
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Alasan penggunaan model HSV sebagai salah satu komponen vektor adalah karena 
toleransi terhadap perubahan cahaya. Pada model HSV, hanya komponen V yang 
berubah dalam kondisi cahaya yang berbeda. Komponen H dan S tidak berubah 
secara signifikan. Ide dasar penggunaan kombinasi posisi pixel koordinat dan 
informasi adalah sebagai berikut [32]: 
 Pendekatan menggunakan informasi warna pixel saja, kompleksitas 
latar belakang, noise gambar dan kesamaan warna antar kelas objek dan 
kelas latar akan menjadi kesulitan yang parah. Masalahnya bagaimana 
menentukan pixel kelas objek sekalipun. Ketika mereka memiliki 
warna yang sama seperti pixel kelas background. 
 Pendekatan menggunakan koordinat posisi pixel. Deformasi kelas 
object manusia akan menjadi masalah pendekatan dengan hanya 
menggunakan informasi posisi. Jika gerakan manusia memiliki bentuk 
yang stabil dan hanya mengubah posisinya, sebuah teknik block 
matching bisa melacaknya. Tapi, jika object video diganti, masalahnya 
akan lebih parah. 
Integrasi pixel posisi koordinat dan informasi warna dalam model HSV 
bisa memberi informasi pixel yang akurat. Kombinasi fitur akan bertindak sebagai 
satu vektor tunggal [32]. Berikut adalah desain dari vektor 5 dimensi pada 
persamaan (2.1). 
 
( 𝑥, 𝑦, 𝑆 cos𝐻,  𝑆 sin𝐻, 𝑉)𝑇  (2.1) 
 
Setiap komponen vektor memiliki perilaku yang berbeda. Koordinat posisi 
bersifat kontinyu, dan band lainnya. Model warna HSV bersifat diskrit atau 
berserakan. Untuk mencegah satu fitur mendominasi pada perhitungan jarak 
euclidean, maka komponen vektor 5 dimensi harus dinormalisasi [32]. 
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2.2.3 Sistem Warna 
Ide dasar menggunakan model warna hue, saturation dan value (HSV) 
adalah toleransi terhadap perubahan cahaya. Hue mewakili nilai warna yang 
berbeda (yaitu merah, hijau, dan Biru dan warnanya bermacam-macam di 
antaranya). HSV membawa nilai ini ke atas, sehinga akan meningkatkan warna dan 
menurunkan nilai value. Model HSV akhirnya memberi warna abu-abu. Value 
adalah kecerahan yang bisa memberi pencahayaan lebih pada warnanya [31]. 
 
2.2.4 Normalisasi Fitur 
Vektor hasil ekstraksi fitur harus dinormalisasi untuk mencegah satu fitur 
mendominasi dalam perhitungan metrik jarak euclidean. Sebagai contoh, 𝑗 = 5 
adalah nilai dimensi dari vektor 𝑥𝑖 di mana 𝑥𝑖 = (𝑥1, 𝑥2, . . , 𝑥𝑛). Sehingga untuk 
setiap nilai dimensi 𝑗𝑡ℎ dari 𝑥𝑖, maka menjadi 𝑥𝑖𝑗 = (𝑥1𝑗 , 𝑥2𝑗 , . . , 𝑥𝑛𝑗), oleh karena 
itu, 𝑗𝑡ℎ disebut dimensi dari mean vector 𝑥. Setelah input data vektor 5 dimensi, 
kemudian proses normalisasi berlangsung. Komponen input data vektor siap 
dipekerjakan pada proses segmentasi. Persamaan (2.2), (2.3) dan (2.4) adalah 
persamaan untuk mencari normalisasi vector [31]. 
 
𝜇𝑗 =  
1
𝑁
∑ 𝑥𝑖𝑗  
𝑁
𝑖=1   (2.2) 
 
Standar deviasi 
 
𝜎𝑗 = √
1
𝑁−1
∑ (𝑥𝑖𝑗 − 𝑢𝑗)2 
𝑁
𝑖=1   (2.3) 
 
Normalisasi 
 
𝑁𝑜𝑟𝑚_𝑥𝑖𝑗 = 
𝑥𝑖𝑗− 𝑢𝑗
𝜎𝑗
  (2.4) 
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2.2.5 Metode LVQ 
 
Gambar 2. 9 Skalar dalam 3 Kelas (a), Ilustrasi setiap Fungsi 𝑓(x) (b) [31] 
LVQ berhubungan erat dengan vector quantization (VQ) dan SOM. 
Sementara dasar VQ dan SOM adalah metode pengelompokan dan pembelajaran 
tanpa diawasi atau unsupervised learning. Sedangkan LVQ merupakan metode 
yang diawasi atau supervised learning, tidak seperti SOM, LVQ adalah tanpa 
struktur topologi. LVQ hanya menyediakannya informasi masing-masing neuron, 
bukan melestarikan struktur topologi [31].  
Tujuan LVQ adalah mengoptimalkan daerah kelas optimal atau pola 
statistik di ruang data masukan. Dengan demikian, biasanya dibahas dalam 
kerangka kerja teori bayes tentang probabilitas [31].  
VQ klasik cenderung mendekati 𝑝 (x) sebagai fungsi kerapatan 
probabilitas 𝑥 dengan membentuk sebuah quantisasi aproksimasi. 𝑋 adalah input 
data vektor 𝑥𝜖𝓡𝑛 digunakan sebagai codebook vector dengan jumlah terbatas 
𝑚𝑖𝜖𝓡
𝑛, 𝑖 = 1, 2,…, N untuk menemukan codebook vector dari 𝑚𝑐, 𝑥 adalah input 
ruang data ketika menggunakan metrik euclidean distance [31]. 
Dalam algoritma LVQ, bukan 𝑝 (x) sebuah aproksimasi untuk fungsi 
kepadatan lain 𝑓(x) oleh VQ dapat dipertimbangkan. Gambar 2.9 mengilustrasikan 
bentuk 𝑓(x) dengan skalar 𝑥 yang terdiri dari 3 kelas S1, S2 dan S3 pada sumbu 𝑥 
dan masing-masing distribusi 𝑝 (x|𝑥 ∈ 𝑆𝑘) 𝑃 (𝑆𝑘) sebagai sumbu 𝑦. Pada Gambar 
2.9 (a), batas bayesian yang optimal dimana 𝑓(x)>0. Ditandai dengan garis putus-
putus, dan 𝑓(x)>0 ada pada Gambar 2.9 (b) di tiga "gundukan". VQ akan 
mendefinisikan perbatasan bayesian dengan bebas. VQ keakuratannya bagus, 
tergantung dari jumlah codebook vektor yang digunakan. Oleh karena itu, jika 
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𝑃 (𝑆𝑘) menjadi probabilitas learning kelas 𝑆𝑘 dengan perbatasan bayesian 𝐵𝑘 dan 
pertimbangkan probabilitas sebagai 𝑃 (𝑆𝑟) lainnya, berikut adalah algoritma LVQ l 
[31]:  
Jika 𝑥(𝑡) ∈ 𝐵𝑘 dan 𝑥 (t) ∈ 𝑆𝑟, (𝑥 dan 𝑚𝑐, di kelas yang sama), selanjutnya   
 
𝑚𝑐(𝑡 + 1) = 𝑚𝑐(𝑡) + 𝛼(𝑡)⌈𝑥(𝑡) − 𝑚𝑐(𝑡)⌉ (2.5) 
 
Jika 𝑥(𝑡) ∈ 𝐵𝑘 dan 𝑥 (t) ∈ 𝑆𝑟, (𝑥 dan 𝑚𝑐, di kelas yang berbeda), selanjutnya   
 
𝑚𝑐(𝑡 + 1) = 𝑚𝑐(𝑡) − 𝛼(𝑡)⌈𝑥(𝑡) − 𝑚𝑐(𝑡)⌉ (2.6) 
 
Sebaliknya 
𝑚𝑖(𝑡 + 1) = 𝑚𝑖(𝑡) untuk 𝑖 ≠ 𝑐    (2.7) 
 
Jika label kelas dari codebook vector 𝑚𝑐, (codebook vector winner) sesuai 
dengan label kelas. Contoh pelatihan 𝑥, maka codebook vector dipindahkan menuju 
𝑥. Jika tidak, 𝑚𝑐 terhindar dari input sampel, dimana 0 < 𝛼(𝑡) < 1, sesuai hasil 
pembelajaranya [31]. 
Algoritma LVQ l dapat diperluas sedemikian dengan menilai tingkat 
penghasilan yang berbeda 𝛼(𝑡) ditugaskan untuk masing-masing 𝑚𝑐. Dengan 
demikian, proses pembelajaran dari persamaan (2.7) dapat dinyatakan sebagai [31]: 
 
𝑚𝑐(𝑡 + 1) = [1 − 𝑠(𝑡)𝛼𝑐(𝑡)] 𝑚𝑐(𝑡) + 𝑠(𝑡)𝛼(𝑡)𝑥(𝑡)] (2.8) 
 
Dimana s (t) = +1 jika klasifikasi benar, dan s (t) = - 1 jika klasifikasi salah. 
Nilai "optimal" dari konvergensi persamaan cepat (2.8) ditentukan oleh rekursi 
sebagai berikut [31]: 
 
 𝛼(𝑡) =
𝛼(𝑡−1)
1+𝑠(𝑡)𝛼(𝑡−1)
    (2.9)  
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2.2.6 Metrik Jarak Minkowski 
 
𝑑(𝐶𝑖, 𝐶𝑗) = (
𝛴𝑘=1
𝑛  𝑊𝑟
𝐾| 𝑑(𝐶𝑖,𝐶𝑗)|
𝛴𝑘=1
𝑛  𝑊𝑟
𝐾 )  (2.10) 
 
Tabel 2. 1 Keterangan Simbol Persamaan Jarak Minkowski [39] 
Parameter Keterangan 
d(Ci,Cj ) Nilai kesamaan antara kasus Cj dan kasus Ci 
Ci Kasus baru 
Cj Kasus lama 
N Jumlah atribut dalam setiap kasus 
K Atribut individu, antara 1 s / d n 
W Bobot yang diberikan untuk atribut ke k 
R Faktor minkowski (bilangan bulat positif) 
 
Persamaan (2.10) adalah rumus weighted minkowski. Nilai parameter 𝑟 
adalah angka positif 𝑟 ≥ 1, (antara 1 hingga tak terhingga). Jika 𝑟 = 1 dikenal 
sebagai metrik jarak manhattan/city block, jika 𝑟 = 2 dikenal sebagai jarak 
euclidean dan jika 𝑟 = tak terhingga (infinity) dikenal sebagai meterik jarak 
chebyshev [39]. 
 
2.2.7 Metrik Jarak Euclidean  
Hal ini juga disebut jarak 𝐿2. Jika 𝑢 = (𝑥1, 𝑦1) dan 𝑣 = (𝑥2, 𝑦2) adalah 
dua titik, maka jarak euclidean antara 𝑢 dan 𝑣 [42]. 
 
𝐸𝑈(𝑢, 𝑣) =  √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2  (2.11) 
 
Alih-alih dua dimensi, jika poin memiliki ukuran n dimensi, seperti                        
𝑎 = (𝑥1, 𝑥2, . . , 𝑥𝑛) dan b= (𝑦1, 𝑦2, . . , 𝑦𝑛) maka, persamaaan (2.11) dapat 
digeneralisasikan oleh jarak euclidean untuk menentukan antara a dan b seperti 
persamaan (2.12) dan (2.13) [42]. 
𝐸𝑈(𝑢, 𝑣) =  √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2+. . +(𝑥𝑛 − 𝑦𝑛)2  (2.12) 
 
𝐸𝑈(𝑢, 𝑣) =  √𝛴𝑖=1
𝑛 (𝑥𝑖 − 𝑦𝑖)2  (2.13) 
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2.2.8 Evaluasi Video Object Extraction 
 
 
Gambar 2. 10 Perbandingan Matches, Losses dan Overlap [31] 
Sampai saat ini, sangat sulit untuk mengevaluasi kualitas segmentasi 
gerakan oleh VQ dan LVQ. Biasanya hanya mata manusia yang bisa mengevaluasi 
kualitas segmentasi gerakan. Dalam percobaan segmentasi gerakan manusia ini, 
kinerja sistem telah diuji untuk mendeteksi video. Evaluasi kinerja dilakukan 
dengan membandingkan proses segmentasi gerakan manual ke hasil segmentasi 
sistem. Segmentasi manual dilakukan pada setiap frame urutan video. Kemudian 
dibandingkan dengan frame yang nomor sama dari hasil segmentasi gerakan. 
Evaluasi kinerja untuk menghitung 3 kriteria: matches, losses and overlap pixel 
areas antara hasil segmentasi otomatis dengan segmentasi manual seperti hasil pada 
Gambar 2.10. Persamaan untuk evaluasi matches pada persamaan (2.14), losses 
pada persamaan (2.15), overlap pixel areas pada persamaan (2.16) dan error pada 
persamaan (2.17). Keterangan untuk parameter 𝑅𝑠 hasil segmentasi otomatis 
dengan LVQ. Sedangkan parameter 𝑅𝑚 hasil segmentasi manual oleh manusia [31].  
 
𝑀𝑎𝑡𝑐ℎ𝑒𝑠 =  𝑅𝑠  ∩  𝑅𝑚  (2.14) 
 
𝐿𝑜𝑠𝑠𝑒𝑠 =  𝑅𝑚 − (𝑅𝑠 ∩ 𝑅𝑚)  (2.15) 
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Gambar 2. 11 Contoh Data Ground Truth untuk Evaluasi VOE [35] 
 
𝑂𝑣𝑒𝑟𝑙𝑎𝑝 =  𝑅𝑠 − (𝑅𝑠 ∩ 𝑅𝑚)  (2.16) 
 
𝐸𝑟𝑟𝑜𝑟 % =  
𝑙𝑜𝑠𝑠𝑒𝑠+ 𝑙𝑜𝑠𝑠𝑒𝑠
𝑅𝑚
 𝑥 100  (2.17) 
 
Penelitian evaluasi video object extraction selanjutnya, membandingkan 
hasil ekstraksi algoritma yang diusulkan dengan ekstraksi manual oleh manusia 
(data ground trouth) pada Gambar 2.11. Definisi metrik kesalahan ini seharusnya 
kompatibel dengan evaluasi penglihatan manusia. Kesalahan rendah harus 
menghasilkan hasil yang baik untuk dilihat oleh mata manusia. Kesalahan ekstraksi 
untuk setiap frame ditentukan oleh rumus Error dan Mean_Error. Rumus Mean-
Error untuk mencari rata-rata kesalahan dalam temporal segmen saat ini [35].  
Persamaan Error pada persamaan (2.18) untuk Error dan persamaan 
(2.19) untuk Mean_Error. Keterangan untuk sum of misclassified pixels adalah 
jumlah pixel segmentasi yang salah. Sedangkan sum of total pixels in a frame adalah 
jumlah seluruh pixel pada frame [35]. 
 
𝐸𝑟𝑟𝑜𝑟 =  
𝑠𝑢𝑚 𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑝𝑖𝑥𝑒𝑙𝑠
𝑠𝑢𝑚 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑝𝑖𝑥𝑒𝑙𝑠 𝑖𝑛 𝑎 𝑓𝑟𝑎𝑚𝑒
 𝑥 100  (2.18) 
 
𝑀𝑒𝑎𝑛_𝑒𝑟𝑟𝑜𝑟 =  
𝑠𝑢𝑚 𝑜𝑓𝑒𝑟𝑟𝑜𝑟
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑟𝑎𝑚𝑒
 𝑥 100  (2.19) 
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BAB 3 
METODOLOGI PENELITIAN 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Gambar 3.1 adalah sistem video object extraction yang diusulkan. Sistem 
terbagai menjadi tujuh bagian proses yang terdiri dari data video object extraction, 
region of interest, ekstraksi fitur terdiri dari posisi pixel dan warna, normalisasi, 
metode LVQ yang diusulkan, hasil ekstraksi obyek dan evaluasi. Metode LVQ 
berisi mengenai LVQ untuk klasifikasi dan vector quantization (VQ) untuk 
klastering. Sistem VQ berisi usulan metrik jarak minkowski dan euclidean. Metrik 
jarak VQ dengan minkowski adalah pembaharuan dari penelitian sebelumnya yang 
menggunakan euclidean.   
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Gambar 3. 1 Sistem Video Object Extraction  Berbasis LVQ Menggunakan Metrik 
Jarak Minkowski dan Euclidean 
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3.1 Data Video Object Extraction   
Data penelitian terdiri dari video minor stroke dan claire.  Sumber video 
minor stroke berasal dari youtube, sedangkan claire dari penelitian video object 
extraction sebelumnya. Jenis video yang digunakan dalam penelitian adalah 
MPEG-4. Video diekstrak menjadi lima puluh frame pada penelitian ini. Frame 
pertama sebagai acuan untuk video object extraction semi otomatis. Ekstraksi frame 
pertama dengan bantuan manusia untuk mengidentifikasi object yang bermakna 
minor stroke dan claire.  Ekstraksi frame kedua sampai frame terakhir secara 
otomatis dengan metode LVQ yang diusulkan pada penelitian ini. 
 
3.2 Region of Interest (ROI) 
Region of Interest (ROI) bagian proses dalam pre-processing sistem video 
object extraction (VOE). Proses ini digunakan untuk menabur codebook vector 
pada wilayah tepi obyek saja. Tujuannya ialah untuk mempercepat waktu 
komputasi. Bila proses ROI dihilangkan akan memperlambat sistem. Karena proses 
penaburan codebook vector akan ditabur disemua wilayah, baik di background 
maupun foreground. ROI bekerja pada semua frame dari awal sampai akhir frame. 
  
3.3 Ekstraksi Fitur 
Ekstraksi fitur bagian dari proses pengambilan parameter yang unik dari 
hasil region of interest. Tujuan untuk ektraksi fitur untuk meningkatkan perfoma 
akurasi dalam video object extraction dan menghemat waktu komputasi. Ekstraksi 
fitur yang diusulkan dalam sistem ini terdiri dari posisi koordinat pixel dan 
informasi warna pada frame video. Fitur posisi koordinat terdiri dari x dan y. 
Sedangkan fitur informasi warna terdiri reed, green dan blue (RGB).  
Hasil ekstraksi fitur informasi warna masih perlu proses koversi RGB ke 
HSV. Karena fitur informasi warna reed, green dan blue (RGB) bila ada perubahan 
intensitas cahaya, maka nilainya akan cepat berubah. Sedangkan hasil konversi 
warna dari RGB ke hue, saturation dan value (HSV) akan lebih stabil bila terdapat 
perubahan intensitas cahaya.  
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Persamaan (3.1), (3.2) dan (3.3) adalah untuk mencari konversi dari RGB 
ke HSV. Parameter yang dipergunakan dalam persamaan adalah R=reed, G=green, 
B=blue, H=hue, S=saturation dan V=value. Persamaan (3.1) merupakan formula 
untuk mencari nilai V=value. Nilai keluaran dari value berkisar dari 0 sampai 255. 
Nilai V akan berubah bila terdapat perubahan intensitas cahaya. Persamaan (3.2) 
digunakan untuk mencari nilai S=saturation. Bila nilai saturasi sedang, maka warna 
meningkat. Sebaliknya jika nilai saturation menurun, maka warna turun berubah 
menjadi abu-abu. Nilai S tidak akan berubah jika terjadi perubahan intensitas 
cahaya. Hasil keluaran nilai S berkisar 0 sampai 1. Persamaan (3.3) adalah untuk 
mencari nilai H=hue. Konversi nilai RGB ke hue terdapat empat kondisi. Pertama 
bila kondisi nilai value sama dengan reed dan green lebih dari value. Kondisi ke 
dua bila nilai green sama dengan nilai value. Ketiga bila kondisi blue sama dengan 
value. Kondisi keempat bila nilai value sama dengan nilai reed dan nilai green lebih 
kecil dari blue. Hasil keluaran nilai H adalah 00 sampai 3600. Nilai H merupakan 
representasi dari warna reed, green dan blue (RGB).  
 
𝑉 =  max  {𝑅, 𝐺, 𝐵}  𝑉 ∈ [ 0, 255]  (3.1) 
 
𝑆 =  
𝑉−min{𝑅,𝐺,𝐵}
𝑉
  𝑆 ∈ [ 0, 1]   (3.2) 
 
H = 
{
 
 
 
 
 
 
𝐺−𝐵
𝑉−min{𝑅,𝐺,𝐵}
. 600, 𝑖𝑓 𝑉 = 𝑅 𝑎𝑛𝑑 𝐺 ≥ 𝐵
(
𝐵−𝑅
𝑉−min{𝑅,𝐺,𝐵}
+ 2) . 600,   𝑖𝑓 𝐺 = 𝑉
(
𝑅−𝐺
𝑉−min{𝑅,𝐺,𝐵}
+ 4) . 600,    𝑖𝑓 𝐵 = 𝑉 
(
𝑅−𝐵
𝑉−min{𝑅,𝐺,𝐵}
+ 4) . 600, 𝑖𝑓 𝑉 = 𝑅 𝑎𝑛𝑑 𝐺 < 𝐵
 }
 
 
 
 
 
 
 𝐻 ∈ [ 00, 3600]
 (3.3) 
 
𝐾 ∗ ( 𝑥, 𝑦, 𝑆 cos𝐻,  𝑆 sin𝐻, 𝑉)𝑇  (3.4) 
 
Persamaan (3.4) merupakan fitur lima dimensi terdiri dari posisi koordinat 
pixel dan informasi warna yang telah melewati konversi RGB ke HSV. Nilai S 
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dikalikan dengan 𝑆 cos𝐻 dan 𝑆 cos𝐻 untuk model warna HSV geometri. Jenis 
HSV menggunakan tipe koordinat polar. Hasil dari ekstraksi fitur kemudian 
dikalikan konstanta (K) dengan variasi 0.1 sampai 5. Nilai K berfungsi untuk 
mengejar perpindahan warna pada frame.   
 
3.1. Normalisasi 
Hasil ekstraksi fitur yang terdiri dari fitur posisi koordinat pixel dan 
informasi warna HSV masih belum standar ukuranya. Karena fitur posisi koordinat 
pixel dengan informasi warna berbeda satuanya. Oleh karena itu, fitur lima dimensi 
memerlukan proses normalisasi. Tujuan dari pre-processing normalisasi adalah 
untuk menstandarkan beberapa fitur kedalam satuan yang sama. Normalisasi adalah 
proses untuk menstandarkan ukuran pada bagian fitur.  
 
𝜇𝑗 =  
1
𝑁
∑ 𝑥𝑖𝑗  
𝑁
𝑖=1   (3.5) 
 
𝜎𝑗 = √
1
𝑁−1
∑ (𝑥𝑖𝑗 − 𝑢𝑗)2 
𝑁
𝑖=1   (3.6) 
 
𝑁𝑜𝑟𝑚_𝑥𝑖𝑗 = 
𝑥𝑖𝑗− 𝑢𝑗
𝜎𝑗
  (3.7) 
Proses normalisasi melewati persamaan (3.5), (3.6) dan (3.7). Adapun 
parameter yang dipergunakan dalam persaman tersebut adalah j yang bernilai 1 
sampai 5. Sedangkan nilai parameter i berjumlah total dari pixel pada frame 
tersebut. Persamaan (3.5) digunakan untuk mencari rata-rata setiap fitur dan pixel. 
Parameter N adalah nilai tertinggi pada fitur yang dituju. Sedangkan 𝑥𝑖𝑗 merupakan 
fitur yang terdapat ditiap pixel. Persamaan (3.6) digunakan untuk mencari sudut 
deviasi dari rata-rata. Untuk persamaan (3.7) adalah proses terakhir untuk 
normalisasi. Cara kerja proses normalisasi ialah tiap nilai fitur dikurangi dengan 
nilai rata-rata, kemudian dibagi dengan sudut deviasi. Hasil dari normalisasi akan 
diulang pada fitur berikutnya dan berhenti pada pixel terakhir. Selain itu, tujuan dari 
proses pre-processing normalisasi untuk mecegah satu fitur untuk mendominasi 
perhitungan  pada pengukuran metrik.  
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3.4 Metode LVQ yang Diusulkan 
LVQ yang diusulkan dalam penelitina ini terdiri dari proses vector 
quantization (VQ) dan learning vector quantization (LVQ). Vector quantization 
(VQ) bekerja secara unsupervised learning. Sedangkan LVQ bekerja supervised 
learning. Sistem ini diusulkan karena proses unsupervised pada VQ dapat melacak 
obyek yang bergerak pada video. Proses LVQ dapat maksimal setelah data video 
melewati normalisasi. Untuk dapat memisahkan proses foreground dengan 
background secara otomatis, maka memerlukan frame pertama sebagai refrensi. 
Dengan bantuan identifkasi obyek minor stroke pada frame pertama oleh batuan 
manusia, maka pada frame berikutnya dapat diekstrak obyek secara otomatis. 
Berikutnya merupakan sistem LVQ yang diusulkan terdiri dari VQ dan LVQ. 
Cara kerja sistem LVQ ketika frame pertama ditabur codebook secara 
acak. Kemudian proses VQ berjalan untuk memisahkan foreground dengan 
background tanpa dilatih. VQ memisahkan obyek dengan cara mengukur codebook 
vector yang terdekat dengan persamaan metrik yang diusulkan. Hasil dari VQ 
digunakan sebagai data training untuk memprediksi obyek yang diekstrak pada 
frame berikutnya. Proses prediksi pada frame berikutnya menggunakan LVQ. 
Proses VQ dan LVQ berjalan bergantian sampai frame terakhir selesai diekstrak 
obyeknya.  
 
3.4.1 Vector Quantization untuk Klastering 
Vector quantization (VQ) merupakan bagian dari self organizing maps 
(SOM) yang bekerja secara unsupervised learnning. VQ digunakan dalam sistem 
ekstraksi obyek minor stroke yang diusulkan pada penelitain ini. Karena hasil VQ 
digunakan untuk data training pada proses LVQ. VQ dapat memisahkan object 
ekstraksi secara otomatis dengan cara mengukur kedekatan codebook vector pada 
dua kelas tersebut. Persamaan 3.8 dan 3.9 adalah metrik untuk mengukur kedekatan 
fitur dengan kelas codebook vector pada object atau non object.  
 
𝑚𝑐 = min{‖𝑥 − 𝑚𝑖‖}  (3.8) 
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𝑚𝑐 = √∑ |𝑥 − 𝑚𝑖|𝑃 
𝑁
𝑗=1
𝑃
  (3.9) 
 
Persamaan (3.8) merupakan metrik euclidean distance  yang digunakan 
dalam sistem video object extraction sebelumnya. Parameter yang dipergunakan 
dalam persamaan (3.8) seperti 𝑚𝑖 adalah codebook vector. Sedangkan 𝑥 adalah nilai 
fitur dari video object extraction. Namun, hasil akurasi yang diperoleh di bawah 
tujuh puluh persen. Oleh karena itu, VOE memerlukan proses perbaikan metrik 
pada VQ. Metrik yang diusulkan pada penelitian video object extraction 
menggunakan minkowski distance seperti pada persamaan  3.9. Parameter N adalah 
jumlah total fitur yang diproses, 𝑚𝑖 adalah codebook vector, 𝑥 adalah fitur tiap pixel 
dan parameter p adalah konstanta pangkat pada minkowski untuk mencari jarak 
terdekat yang optimal. Fitur 𝑥, 𝑥𝑡𝑗, 𝑚𝑖 dan 𝑥𝑡𝑗 berisi fitur posisi koordinat pixel dan 
informasi warna HSV pada persamaan (3.4). 𝑀𝑐 pada persamaan (3.8) dan (3.9) 
adalah codebook winner untuk mengukur jarak terdekat.  
 
3.4.2 LVQ untuk Klasifikasi 
 
𝑚𝑐(𝑡 + 1) = 𝑚𝑐(𝑡) + 𝛼(𝑡)⌈𝑥(𝑡) − 𝑚𝑐(𝑡)⌉  (3.10) 
 
𝑚𝑐(𝑡 + 1) = 𝑚𝑐(𝑡) − 𝛼(𝑡)⌈𝑥(𝑡) − 𝑚𝑐(𝑡)⌉  (3.11) 
 
𝛼(𝑡) =
𝛼(𝑡−1)
1+𝑠(𝑡)𝛼(𝑡−1)
      (3.12)  
 
Persamaan (3.10), (3.11) dan (3.12) digunakan untuk persamaan learning 
vector quantization (LVQ). Persamaan tersebut digunakan untuk memprediksi 
object minor stroke secara supervised learning pada frame kedua sampai terakhir. 
Dengan cara hasil keluaran codebook winner 𝑚𝑐 untuk data training LVQ. Hasil 
keluaran dari persamaan LVQ adalah sama kelas (foreground) dan tidak sama 
(background). Jika nilai keluaran 𝑚𝑐 sama 𝑥 maka 𝛼 positif pada persamaan (3.10). 
Sebaliknya jika keluaran 𝑚𝑐 tidak sama 𝑥 maka 𝛼 negatif pada persamaan (3.11).  
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Persamaan (3.12) digunakan untuk mengoptimalkan learning rate. Nilai 𝛼 berkisar 
0 sampai 1. Variabel s bernilai +1 jika klasifikasi benar dan sebaliknya klasifikasi 
salah bernilai -1. Paramater t merupakan step index untuk learning codebook vector.  
 
3.5 Hasil Ekstraksi Obyek 
Sistem yang diusulkan ini menghasilkan foreground dengan background 
yang terpisah secara otomatis. Foreground yang dihasilkan adalah object orang 
yang terkena minor stroke. Sedangkan background adalah warna putih pada frame 
video minor stroke. Hasil ekstraksi object yang dihasilkan merupakan proses dari 
video object extraction. Hasil ekstraksi obyek yang diharapkan seperti pada Gambar 
3.2. 
 
3.6 Evaluasi  
Evaluasi pada metodologi penelitian digunakan untuk mengukur kinerja 
hasil sistem yang diusulkan. Karena hasil video object extraction yang dihasilkan 
oleh sistem masih terdapat kesalahan. Sehingga untuk penelitian mendatang 
diharapkan lebih baik lagi dari penelitian sebelumnya.  
Evaluasi pada proses minor stroke untuk membandingkan hasil sistem 
video object extraction dengan data ground truth. Data pembanding dipisahkan 
secara manual antara foreground dan background dengan bantuan manusia yang 
disebut data ground truth.  
 
Gambar 3. 2 Harapan Hasil Ekstraksi Video Object Extraction 
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Persamaan (3.14) dan (3.16) digunakan untuk mengukur evaluasi pada 
sistem video object extraction yang diusulkan. Persamaan (3.14) digunakan untuk 
mengukur akurasi mean pada proses unsupervised dan supervised learning dari 
video object extraction. Proses perhitungan akurasi setiap frame dimulai dari 
persamaan (3.13) dengan cara menjumlah pixel dari hasil segmentasi pada 
parameter  𝐼_𝑠𝑔𝑖𝑗 dibandingkan dengan pixel pada data ground truth dengan 
parameter 𝐼_𝑔𝑑𝑖𝑗. Jumlah hasil pixel yang benar pada perbandingan kedua data 
tersebut, kemudian dibagi dengan jumlah total pixel yang berada dalam frame 
(ℎ .𝑤). Hasil pembagian jumlah kebenaran pixel dan total pixel pada frame 
kemudian dikalikan dengan seratus persen. Untuk menghitung akurasi mean 
dengan menjumlah akurasi setiap frame 𝐴𝑘𝑢𝑟𝑎𝑠𝑖𝑓 pada persamaan 3.14 dibagi 
dengan jumlah total frame 𝑓𝑛. 
 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖𝑓 =
∑ ∑ (𝐼_𝑔𝑑𝑖𝑗 . 𝐼_𝑠𝑔𝑖𝑗)
𝑤
𝑗=1
ℎ
𝑖=1
(ℎ .𝑤)
𝑥 100  (3.13) 
 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 𝑀𝑒𝑎𝑛 =
∑ 𝐴𝑘𝑢𝑟𝑎𝑠𝑖𝑓
𝑓𝑛
𝑓=1
𝑓𝑛
  (3.14) 
 
𝐼_𝑠𝑔_𝑚𝑖𝑗 = 𝑚𝑒𝑑(
𝐼𝑠𝑔𝑖𝑗, ⌈𝑚,𝑛 − 1⌉, 𝐼𝑠𝑔𝑖𝑗
[𝑚,𝑛] , 𝐼𝑠𝑔𝑖𝑗
[𝑚,𝑛 + 1],
𝐼𝑠𝑔𝑖𝑗
[𝑚− 1,𝑛], 𝐼𝑠𝑔𝑖𝑗
[𝑚+ 1, 𝑛] 
)          (3.15) 
 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 𝑀𝑒𝑑𝑖𝑎𝑛 𝐹𝑖𝑙𝑡𝑒𝑟 =
∑ ∑ (𝐼_𝑔𝑑𝑖𝑗 .  𝐼_𝑠𝑔_𝑚𝑖𝑗)
𝑤
𝑗=1
ℎ
𝑖=1
(ℎ .𝑤)
𝑥 100        (3.16) 
 
Persamaan (3.16) digunakan untuk mengukur performa dari hasil 
supervised learning untuk akurasi median filter. Proses pengukuran akurasi median 
filter melalui persamaan 3.15 dengan cara operasi cross median filter 3x3 window. 
Parameter m dan n digunakan untuk mengeliling nilai median. Nilai m dan n pada 
evaluasi ini telah diset sebesar sembilan. Parameter 𝐼_𝑠𝑔_𝑚𝑖𝑗  untuk menampung 
operasi cross median filter dari hasil segmentasi. Persamaan 3.16 digunakan untuk 
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mencari akurasi median filter dengan cara membandingkan pixel pada data ground 
truth 𝐼_𝑔𝑑𝑖𝑗 dengan pixel pada operasi cross median filter 𝐼_𝑠𝑔_𝑚𝑖𝑗. Hasil 
kebenaran pixel median filter dibagi dengan jumlah pixel yang berada dalam frame 
dan dikalikan seratus persen. Persamaan akurasi median filter digunakan dalam 
proses supervised learning pada sistem video object extraction yang diusulkan. 
Karena pengukuran akurasi menggunakan persamaan median filter tidak 
terpengaruh oleh data yang banyak pada pixel frame. 
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BAB 4 
HASIL DAN PEMBAHASAN 
 
Pada bagian ini, penulis melakukan pengujian sistem yang diusulkan pada 
video object extraction berbasis LVQ menggunakan metrik jarak minkowski dan 
euclidean. Tujuan dari pengujian ini untuk menyelesaikan permasalahan dan tujuan 
yang telah diuraikan  pada BAB I. Permasalahan video object extraction pada kasus 
minor stroke adalah hasil akurasi yang telah dikerjakan masih kurang dari 70%. 
Untuk memperbaiki akurasi dari video object extraction, maka memerlukan 
tahapan perbaikan sistem dan pengujian. Tahapan yang diusulkan oleh penulis 
meliputi optimasi paramater P pada metrik minkowski distance, hasil minor stroke 
extraction dengan minkowski distance, hasil akurasi minor stroke extraction dengan 
minkowski distance, hasil minor stroke extraction dengan euclidean distance, hasil 
akurasi minor stroke extraction dengan euclidean distance dan perbandingan 
akurasi minor stroke extraction dengan minkowski dan euclidean distance. 
Penjelasan mengenai tahapan pengujian akan dijelaskan lebih detail pada sub 
paragraf.  
4.1 Optimasi Parameter P pada Metrik Minkowski Distance dengan Minor 
Stroke  
Tabel 4. 1 Perbandingan Optimasi Akurasi pada Minor Stroke dengan Nilai P 
dan Kecepatan Waktu 
No Nilai P Akurasi Mean 
pada 
Unsupervised 
Learning 
Akurasi Mean 
pada 
Supervised 
Learning 
Akurasi 
Median pada 
Supervised 
Learning 
Waktu 
(detik) 
1 0.5 63.40 99.60 99.70 21 
2 1.0 99.54 99.60 99.67 11 
3 1.5 99.52 99.52 99.68 19 
4 2.0 99.50 99.60 99.70 10 
5 2.5 99.49 99.59 99.68 19 
6 3.0 99.49 99.61 99.70 19 
7 3.5 99.49 99.62 99.69 23 
8 4.0 99.49 99.60 99.68 21 
9 4.5 99.47 99.58 99.67 21 
10 5.0 99.47 99.59 99.68 21 
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Gambar 4. 1 Akurasi Mean pada Proses Minor Stroke Unsupervised Learning 
dengan Nilai P 
Metrik minkowski distance terdiri dari beberapa parameter yang perlu 
diatur supaya hasil akurasi maksimal. Nilai P adalah konstanta pangkat pada 
minkowski untuk mencari jarak terdekat yang optimal. Tujuan dari pengujian 
dengan memberikan variasi nilai dengan kelipatan 0.5 untuk mencari nilai akurasi 
maksimal. Pengujian nilai P dengan membandingkan hasil akurasi yang terdiri dari 
mean pada proses unsupervised learning, mean pada proses supervised learning 
dan median pada proses supervised learning. Akurasi mean diambil dari jumlah 
total kebeneran pixel setiap frame dibagi dengan jumlah total pixel pada frame. 
Sedangkan akurasi median diambil dari jumlah hasil cross median filter pada setiap 
frame dibagi jumlah total pixel setiap frame. Selain itu, pengujian kecepatan waktu 
setiap nilai P juga dibandingkan. Hasil perbandingan akurasi dengan nilai P dan 
waktu pada Tabel 4.1.  
Gambar 4.1 merupakan hasil pengujian akurasi mean pada proses 
unsupervised learning dengan variasi nilai P. Untuk standarisasi pengujian nilai P 
dengan kelipatan 0.5 belum ada. Oleh karena itu, kami mengusulkan pengujian 
dengan kelipatan nilai P=0.5. Pengujian nilai P pertama menunjukan bahwa akurasi 
masih 60 %. Setelah nilai P dinaikan ke angka satu, terlihat bahwa akurasi naik 
sekitar 90%. Nilai akurasi P=1 sampai P=5 terlihat stabil 90%, hampir mendekati 
100%. Akurasi maksimal sebesar 99.49% pada P=2.5. Sedangkan akurasi terendah 
sebesar 63.40% pada P=0.5. Hasil perbandingan akurasi pada Gambar 4.1 
memperlihatkan bahwa variasi nila P mempengaruhi hasil akurasi mean pada 
proses unsupervised learning. 
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Gambar 4. 2 Akurasi Mean pada Proses Minor Stroke Supervised Learning  
Gambar 4.2 adalah hasil akurasi mean pada proses supervised learning 
dengan nilai P. Variasi pengujian dengan nilai P=0.5 sampai P=5. Kelipatan nilai P 
pada pengujian ini sebesar 0.5. Perbandingan akurasi yang diujikan adalah akurasi 
mean pada proses supervised learning dengan variasi nilai P. Hasil memperlihatkan 
bahwa akurasi yang dihasilkan nilai P pada saat nilai P=0.5 sampai P=5 di atas 
99.52%. Rata-rata akurasi mean sebesar 99.6%. Pada saat nilai P=1.5, hasil akurasi 
yang diperoleh sangat rendah sebesar 99.52%. Sedangkan pada saat nilai P=3.5 
sebesar 99.62% adalah nilai akurasi tertinggi. Hal ini menunjukan bahwa variasi 
nilai P antara 0.5 sampai 5, mempengaruhi hasil akurasi pada proses supervised 
learning.  
Gambar 4.3 merupakan akurasi median pada proses supervised learning 
dengan Nilai P. Perbandingan antara akurasi median pada supervised learning 
dengan variasi nilai P. Kelipatan yang dipergunakan dalam penelitian ini adalah 
P=0.5. Pengujian untuk mencari nilai maksimal dengan nilai P=0.5 sampai P=5. 
Hasil yang diperolah pada saat nilai awal P=0.5 sebesar 99.6%, kemudian 
mengalami penurunan sebesar 99.52% pada saat nilai P=1.5. Selanjutnya akurasi 
proses median pada supervised learning mengalami kenaikan saat nilai P=2 sampai 
P=4. Kemudian mengalami penurunan pada saat nilai P=4.5 sebesar 99.58% dan 
naik kembali pada saat P=5.  Akurasi maksimal pada proses supervised learning  
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Gambar 4. 3 Akurasi Median pada Proses Minor Stroke Supervised Learning 
dengan Nilai P 
yang dihasilkan sebesar 99.70% saat nilai P=2. Sedangkan akurasi minimal yang 
dihasilkan sebesar 99.67% saat nilai P=4.5.  Hasil akurasi median pada supervised 
learning dapat dipengaruhi oleh variasi nilai P dari 0.5 sampai 5.  
Mencari nilai optimal pada Nilai P memerlukan proses pengukuran. Setiap 
P dari P=0.5 sampai P=5 memerlukan proses waktu yang berbeda untuk 
menyelesaikanya. Gambar 4.4 adalah hasil pengujian kecepatan waktu saat mencari 
nilai optimal P. Parameter P mempengaruhi dari cepat atau lamanya proses 
pengerjaan. Nilai P=0.5 memerlukan proses 47 detik. Kemudian saat nilai P=1 
hanya memerlukan waktu 37 detik. Saat nilai P=1.5 mengalami kenaikan waktu 
sebesar 45 detik. Selanjutnya saat nilai P=2 mengalami penurunan waktu sebesar 
37 detik. Nilai P=2 dan P=2.5 mengalami kenaikan yang sama sebesar 45 detik. 
Kemudian naik 46 detik saat nilai P=3.5. Pengujian nilai P=4 memerlukan waktu 
50 detik. Kemudian mengalami penuruan saat nilai P=4.5 sebesar 46 detik. Saat 
pengujian terakhir P=5 memakan waktu sebesar 45 detik. Waktu terendah pada saat 
nilai P=1 dan P=2. Sedangkan waktu terlama untuk memproses sistem saat P=4. 
Jadi untuk perubahan nilai P mempengaruhi waktu penyelesaain.  
Gambar 4.1 mempunyai akurasi mean terbaik saat nilai P=1 sebesar 
99.54%. Sedangkan akurasi mean terendah sebesar 99.47% pada saat nilai P=5. 
Hasil akurasi mean terbaik saat nilai P=1. Karena pangkat satu dari nilai P yang  
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Gambar 4. 4 Kecepatan Waktu saat Optimasi Nilai P pada Minor Stroke 
tidak mempengaruhi dari selisi nilai pada saat pengukuran jarak codebook vector 
dengan fitur. Nilai akurasi terendah saat P=5, hal ini membuktikan bahwa semakin 
tinggi nilai pangkat dari P tidak akan mempengaruhi kenaikan akurasi.  
Gambar 4.2 saat nilai P=3.5 adalah maksimal karena saat pengukuran jarak 
pada proses supervised learning terpengaruh oleh kelipatan nilai P. Sedangkan saat 
nilai P=1.5 adalah minimum disebabkan oleh saat pengukuran metrik euclidean 
distance  untuk nilai P bukan kelipatan dari jarak yang diukur.   
Gambar 4.3 memiliki akurasi maksimal sebesar 99.70% pada saat nilai 
P=2. Sedangkan akurasi minimal sebesar 99.67% pada saat nilai P=4.5. Akurasi 
maksimal dipengaruhi nilai P=2, jika dipangkatkan dan diakarkan pada nilai jarak 
genap akan maksimal. Sebaliknya jika nilai jarak ganjil akan menurun. 
Kecepatan waktu saat mencari nilai akurasi optimal P pada metrik 
minkowski distance mempengaruhi proses unsupervised dan supervised pada 
Gambar 4.4. Akurasi maksimal pada proses mean unsupervised maksimal dan 
minimum. Selanjutnya untuk akurasi pada proses mean supervised learning 
maksimal dan minimum. Sedangkan akurasi pada proses supervised learning 
maksimal dan minimum. Jadi semakin tinggi nilai P akan meningkatkan waktu pada 
saat proses tersebut. 
 
35
37
39
41
43
45
47
49
51
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
W
ka
tu
 (
d
et
ik
) 
P
Kecepatan Waktu pada Saat Optimasi Nilai P
42 
 
4.2 Optimasi Parameter P pada Metrik Minkowski Distance dengan Claire 
Tabel 4. 2 Perbandingan Optimasi Akurasi pada claire dengan Nilai P dan 
Waktu 
No Nilai P Akurasi Mean 
pada 
Unsupervised 
Learning 
Akurasi Mean 
pada 
Supervised 
Learning 
Akurasi 
Median pada 
Supervised 
Learning 
Waktu 
(detik) 
1 0.5 84.79 99.76 99.74 10 
2 1.0 99.74 99.77 99.75 6 
3 1.5 99.75 99.77 99.74 10 
4 2.0 99.76 99.78 99.74 6 
5 2.5 99.76 99.77 99.74 10 
6 3.0 99.75 99.75 99.73 9 
7 3.5 99.74 99.77 99.74 10 
8 4.0 99.74 99.77 99.74 10 
9 4.5 99.74 99.78 99.74 10 
10 5.0 99.75 99.77 99.74 9 
 
Sebelum pengujian data claire dengan metrik minkowski distance, maka 
memerlukan optimasi nilai parameter P. Agar akurasi yang terbaik dipereolah dari 
pengujian parameter P. Cara percobaan dengan memasukan nilai P=0.5 sampa 
P=5.0. Setiap perpindahan percobaan dengan kelipatan 0.5. Jumlah percobaan 
sebanyak 10 kali. Hasil yang diperoleh dari optimasi parameter P adalah akurasi 
mean pada unsupervised learning, akurasi mean pada supervised learning, akurasi 
median pada supervised learning dan pengujian kecepatan waktu pada Tabel 4.2. 
Gambar 4.5 merupakan hasil akurasi mean pada proses claire 
unsupervised learning. Pengujian dengan memasukan parameter P sebanyak 
sepuluh kali. Dimulai dari P=0.5 sampai P=5 dengan kelipatan 0.5 pada P. Akurasi 
yang diperoleh saat pengujian P berada di atas 85%. Pada saat P=0.5 hasil yang 
diperoleh 85% dan saat P=1 sampai P=5 sebesar 100%. Hal ini menunjukan bahwa 
nilai P mempengaruhi nilai akurasi pada proses claire unsupervised learning. Nilai 
P yang tepat untuk proses claire unsupervised learning dari P=1 sampai P=5. 
Karena untuk nilai P kurang dari satu akan menghasilkan akurasi kurang maksimal.  
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Gambar 4. 5 Akurasi Mean pada Proses Claire Unsupervised Learning 
 
Gambar 4.6 adalah akurasi mean pada proses claire supervised learning. 
Perbandingan akurasi mean pada proses claire supervised learning dengan 
parameter P. Pengujian dilakukan dengan merubah nilai parameter dari 0.5 sampai  
lima. Kelipatan yang dipergunakan adalah 0.5 pada nilai P. Saat pengujian awal 
nilai P=0.5 diperoleh akurasi sebesar 99.76%. Selanjutnya pada saat nilai P=1 
sebesar 99.77%. Akurasi yang diperoleh sama ketika P=1.5 sebesar 99.77%. Nilai 
akurasi kemudian naik sebesar 99.78% pada P=2. Akurasi saat parameter P=2 
merupakan akurasi tertinggi. Pengujian selanjutnya pada saat P=2.5 mengalami 
penurunan sebesar 99.77%. Dilanjutkan saat P=3 mengalami penurunan yang 
sangat tinggi sebesar 99.75%. Hal ini dipengaruhi dari nilai parameter P yang 
kurang tepat pada metrik vector quantization. Percobaan selanjutnya saat P=3.5 dan 
P=4 yang menghasilkan akurasi sama sebesar 99.77%. Kemudian mengalami 
kenaikan akurasi sebesar 99.78% saat P=4.5. Nilai parameter P terbaik saat P=2 dan 
P=4.5 sebesar 99.78%. Sedangkan saat P=3 adalah nilai parameter terendah sebesar 
99.75%. Hal ini dipengaruhi dari parameter P=2 adalah bilangan genap, jika 
dipangkatkan dan diakarkan akan menghasilkan bilangan genap. 
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Gambar 4. 6 Akurasi Mean pada Proses Claire Supervised Learning 
 
Hasil akurasi pada proses claire supervised learning masih kurang tepat. 
Oleh karena itu, claire supervised learning memerlukan evaluasi untuk data yang 
banyak seperti median. Gambar 4.7 adalah hasil akurasi median pada proses claire 
supervised learning. Perbandingan pengujian akurasi dengan nilai parameter P. 
Setiap nilai P berisi kelipatan 0.5. Nilai parameter P dimulai P=0.5 sampai P=5. 
Hasil akurasi pada saat awal P=0.5 sebesar 99.74%. Kemudian mengalami kenaikan 
sebesar 99.75% pada P=1. Percobaan diteruskan dengan parameter P=1.5 sebesar 
99.75%.   
 
 
Gambar 4. 7 Akurasi Median pada Proses Claire Supervised Learning 
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Gambar 4. 8 Kecepatan Waktu saat Optimasi Nilai P pada Claire 
 
Kemudian mengalami penurunan sebesar 99.74% saat P=1.5. Selanjutnya 
akurasi sama sebesar 99.74% saat P=2. Kembali sama lagi sebesar 99.74% saat 
P=2.5. Pengujian diulang kembali saat P=3 mengalami akurasi sama sebesar 
99.74%. Kemudian mengalami akurasi sama saat P=3.5 sebesar 99.74%. Percobaan 
selanjutnya saat P=4.5 mengalami penuruan sedikit sebesar 99.74% dan kembali 
sama sebesar 99.74% saat P=5. Nilai akurasi tertinggi saat P=1 sebesar 99.75% dan 
terendah sebesar 99.74%. Hal ini dipengaruhi oleh nilai parameter P yang bernilai 
satu, jika dipangkatkan dan diakar tetap positif.     
Pengujian untuk mencari optimasi parameter P memerlukan waktu. Pada 
Gambar 4.8 adalah hasil pengujian kecepatan waktu data claire saat mencari 
akurasi mean unsupervised learning, mean supervised learning dan median 
supervised learning. Pengujian kecepatan waktu digunakan untuk mencari waktu 
yang tercepat atau terlama saat mencari nilai optimasi P. Pengujian kecepatan 
waktu pada proses claire optimasi dimulai dari P=0.5 sampai P=5. Kelipatan nilai 
P yang dipergunakan saat perpindahan percobaan sebesar 0.5. Jumlah pengujian 
sebanyak sepuluh kali.  
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4.3 Perbandingan Optimasi Parameter P pada Minor Stroke dengan Claire 
 
Gambar 4. 9 Perbandingan Pencarian Optimasi Akurasi Median Minor Stroke 
dengan Claire Menggunakan Parameter P 
 
Pengujian saat parameter P=1 dan P=2 memerlukan waktu sebesar 6 detik. 
Sedangkan saat nilai P=3 dan P=5 memerlukan waktu 9 detik. Selain P yang telah 
disebutkan sebesar 10 detik. Waktu yang tersepat saat nilai P=1 dan P=2. 
Sedangkan waktu lama saat P=0.5, P=1,5, P=2.5, P=3.5, P=4, dan P=4.5. Hal ini 
dipengaruhi oleh nilai 1 dan 2 yang hasilnya positif. 
Gambar 4.9 merupakan hasil perbandingan optimasi akurasi untuk 
mencari P pada Data minor stroke dan claire. Grafik warna orange adalah hasil 
akurasi median dari data claire. Sedangkan warna biru merupakan hasil akurasi 
median dari data minor stroke. Perbandingan Optimasi parameter P diambil dari 
percobaan parameter P dibanding dengan Akurasi. Nilai P dimulai dari P=0.5 
samapai P=5. Kelipatan yang dipakai untuk percobaan sebesar 0.5. Jumlah 
pengujian perbandingan optimasi parameter P sebanyak sepuluh kali. Dari Grafik 
warna orange menunjukan akurasi lebih stabil pada semua parameter P dariapda 
warna biru. 
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Gambar 4. 10 Kecepatan Waktu saat Mencari Optimasi Parameter P pada Minor 
Stroke dengan Claire 
Hasil akurasi memperlihatkan bahwa akurasi terbaik sebesar 99.70% saat 
P=2 pada minor stroke. Sedangkan terendah saat P=4.5 sebesar 9.67% pada minor 
stroke. Untuk akurasi terbaik claire sebesar 99.75%. Sedangkan akurasi terendah 
saat P=3 sebesar 99.73%. Akurasi data claire terbaik dibandingkan dengan minor 
stroke. Hal ini dipengaruhi oleh cara pengambilan data video minor stroke. Karena 
orang yang mengambil terjadi serangan minor stroke. Sedangkan data video claire 
diambil oleh pengambil video yang profesional.  
 
4.4 Kecepatan Waktu pada saat Optimasi Paramater P dengan Minor 
Stroke dan Claire 
Gambar 4.10 merupakan hasil perbandingan pengujian kecepatan waktu 
saat mencari optimasi akurasi pada minor stroke dengan claire. Pengujian minor 
stroke dan claire dilakukan dengan membandingkan parameter P dan waktu. 
Percobaan P dimulai dari P=0.5 dan berakhir saat P=5. Jumlah pengujian P 
sebanyak sepuluh kali dengan kelipatan P=0.5. Warna biru pada grafik adalah hasil 
pengujian kecepata waktu pada minor stroke. Sedangkan warna orange pada grafik 
adalah hasil pengujian claire. Hasil memperlihatkan bahwa waktu pengujian claire 
lebih cepat daripada minor stroke sebear 6 detik. Hal ini dipengaruhi dari ukuran 
data dan kerumitan ektraksi object tersebut.  
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4.5 Hasil Minor Stroke Extraction dengan Minkowski Distance 
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Gambar 4. 11 Hasil Minor Stroke Extraction dengan Minkowski Distance pada 
K=0.5 
Gambar 4.11 merupakan hasil minor stroke extraction dengan 
menggunakan metrik minkowski distance pada K=0.5. Pengujian dimulai dari 
frame 1 sampai frame 50. Frame pertama sebagai referensi yang dipisahkan secara 
manual dengan bantuan manusia. Variasi ektraksi object dengan konstanta (K) dari 
K=0.1 sampai K=5. Jumlah variasai sebanyak lima puluhan. Fungsi K digunakan 
untuk mengejar perpindah warna jika terlalu cepat atau terlalu lambat. 
Hasil minor stroke extraction terbaik ketika menggunakan metrik 
minkowski distance pada Gambar 4.11 saat K=4.3. Sedangkan hasil terendah saaat 
ektraksi object pada Gambar 4.12. Hal ini dipengaruhi oleh hasil rekaman video 
saat direkam. Karena yang mereka pada saat itu adalah wanita yang berumur kurang 
lebih 40 tahun. Saat mengendarai mobil tiba-tiba terserang minor stroke. Wanita 
tersebut kemudian merekam dengan ponsel.  
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Gambar 4. 12 Hasil Minor Stroke Extraction dengan Minkowski Distance pada      
K=4.3 
 
Hasil Pengujian minor stroke selanjutnya adalah setiap frame video pada 
Gambar 12. T merupakan parameter urutan frame video object extraction. Hasil 
ektraksi object saat frame T=5 sampai T=15 memperlihatkan kurang maksimal. 
Setelah T=20 sampai T=49 terlihat lebih maksimal hasil ektrasi minor stroke.  Hasil 
terbaik saat K=4.3 berada pada frame. Sedangkan hasil terendah pada frame 5 pada 
Gambar 4.12.   
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4.6 Hasil Minor Stroke Extraction dengan Euclidean Distance  
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Gambar 4. 13 Hasil Minor Stroke Extraction dengan Euclidean Distance pada 
K=0.2 
Gambar 4.13 adalah hasil minor stroke extraction dengan menggunakan 
minkowski distance pada K=0.2 Pengujian ektrasi object dengan frame video minor 
stroke sebanyak lima puluh frame. Terdiri dari frame pertama sebagai referensi dan 
frame berikutnya untuk diekstrak secara otomatis oleh machine learning 
menggunakna pixel wise classification. Frame referensi dipisahka secara manual 
oleh bantuan manusia untuk dapat memaknai obyek dan non-object. Hasil 
pengujian menunjukan bahwa T=7 sampai T=28 kurang maksimal. Sedangkan 
frame 35 sampai T=49 adalah maksimal. T adalah urutan frame yang diektraksi 
object-nya. Hal ini dipengaruhi oleh pada saat pengambil rekaman video masih 
kurang stabil. Karena yang mengambil video adalah orang yang terserang minor 
stroke. 
Hasil pengujian minor stroke extraction yang terbaik adalah Gambar 4.14 
pada saat K=4.3. Sedangkan terendah pada Gambar 4.13 saat K=0.2. Hal ini terlihat 
hasil dari T=7 sampai T=49 pada Gambar 4.13.  
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Gambar 4. 14 Hasil Minor Stroke Extraction dengan Euclidean Distance pada 
K=4.3 
Gambar yang dihasilkan pada saat T=14 dan T=21 banyak hasil object minor stroke 
terpotong. Oleh karena itu, VOE memerlukan penyesuaian perpindahan warna 
frame dengan K.   
Gambar 4.14 adalah hasil minor stroke extraction terbaik dari hasil variasi 
pengujian konstanta (K) dari K=0.1 sampai K=5. Jumlah variasi sebanyak lima 
puluh kali. Hasil pengujian minor stroke extraction dengan metrik euclidean terlihat 
sangat baik. Dari T=20 sampai T=49 lebih maksimal dari mengektrak object minor 
stroke. Namun pada saat T=5 sampai T=15 terlihat hasil ekstraksi object oleh mesin 
banyak lubang bulat putih. Hal ini dipengaruhi dari gerakan object, rekaman video 
dan perubahan warna saat pindah frame. Sehingga akan terlihat maksimal jika nilai 
K pas.  
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4.7 Perbandingan Minor Stroke Extraction dengan Minkowski dan 
Euclidean Distance  
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Gambar 4. 15 Hasil Perbandingan Minor Stroke Extraction Terbaik dengan 
Minkowski dan Euclidean Distance 
Gambar 4.15 adalah hasil perbandingan minor stroke extraction terbaik 
antara metrik minkowski dengan euclidean distance. Hasil pengujian dari frame 
pertama sampai frame lima puluh. Frame pertama sebagai referensi yang hasil 
ekstraksi dibantu oleh manusia untuk memaknai. T sebagai parameter urutan frame 
yang diektrak. T pertama sebagai referensi, sedangkan T=2 sampai T=50 sebagai 
target minor stroke extraction. Gambar 4.15 terbagi dalam dua hasil yang pertama 
adalah metrik minkowski distance dan kedua adalah metrik euclidean distance.  
Hasil T=7 sampai T=28 dapat kita lihat hasil ekstraksi T=21 sampai T=28 
lebih baik daripada T sebelumnya pada metrik minkowski distance. Hasil yang 
diperoleh T=7 dan T=14 terlihat berlubang pada object rambut orang yang terkena 
minor stroke. Hal ini dipengaruhi dari nilai konstanta (K) yang berfungsi untuk 
menyesuaikan kecepatan warna saat pindah frame. Selain hal tersebut pengaruh dari 
gerakan object dan latar belakang serta dari hasil rekaman video minor stroke. 
Karena saat pengambilan video bergoyang-goyang akan mempengaruhi dari hasil 
ekstraksi obyek minor stroke. 
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Gambar 4. 16 Hasil Perbandingan Minor Stroke Extraction Terendah dengan 
Minkowski dan Euclidean Distance 
Gambar 4.16 merupakan proses perbandingan minor stroke extraction  
dengan metrik minkowski dan euclidean distance. Proses pengujian melewati 
variasi parameter konstanta (K) dari K=0.1 sampai K=5. Kelipatan yang 
dipergunakan dalam pengujian adalah 0.5. Jumlah pengujian sebanyak lima puluh. 
Gambar 4.16 terbagi menjadi dua bagian yang terdiri dari metrik minkowski dan 
euclidean distance. Hasil yang diperoleh ketika menggunakan metrik minkowski 
distance terlihat hasil ekstraksi object baik. Namun terdapat sedikit ekstraksi object 
yang masih kurang sempurna. Saat T=7 terlihat hanya ada satu lubang warna putih 
pada rambut orang yang terkena minor stroke. Gambar minor stroke extraction  
baik. Saat T=14 terlihat banyak sekali lubang putih dirambut orang yang terkena 
minor stroke, hasil gambar kurang bagus. Selanjutnya saat T=21, hasil yang 
diperoleh sangat maksimal. Tidak terdapat lubang warna putih pada object. Saat 
T=28 terlihat sempurna seperti gambar T=21 yang tidak ada lubang warna putih. 
Sedangkan hasil metrik euclidean distance terlihat kurang sempurna terutama saat 
T=14. Gambar yang lain terlihat lebih baik saat T=7, T=21 dan T=28. Gambar 4.16 
adalah gambar yang hasilnya paling rendah. Gambar 4.16 dibanding dengan 
Gambar 4.15 yang terlihat lebih baik. 
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4.8 Hasil Claire Extraction dengan Minkowski Distance 
T=2 T=4 T=6 T=8 
    
    
T=10 T=12 T=14 T=16 
    
    
T=30 T=35 T=40 T=45 
    
    
Gambar 4. 17 Hasil Claire Extraction dengan Minkowski Distance pada K=0.1 
 
Gambar 4.17 adalah hasil claire extraction ketika menggunakan metrik 
minkowski distance. Pengujian claire extraction dilakukan dengan variasi konstanta 
(K) sebanyak lima puluh kali. Variasi nilai parameter K dimulasi dari K=0.1 sampai 
K=5. Gambar 4.17 merupakan hasil ekstraksi terbaik dari data claire ketika 
menggunakan metrik minkowski distance pada K=0.1. Hasil ektraksi claire dengan 
minkowski distance bisa dilihat pada Gambar 4.17 yang terdiri dari T=2 sampai 
T=45. Terlihat hasil ekstraksi keliapatan dua pada T sangat sempurna. Antara obyek 
dan non-obyek tidak terlihat ada lubang putih di object atau foreground.  
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T=35 T=40 T=45 T=49 
    
    
Gambar 4. 18 Hasil Claire Extraction dengan Minkowski Distance pada K=4.5 
Sedangkan kelipatan lima pada T yang dimulai dari T=30 sampai T=45 terlihat 
sangat jelas. Antara foreground dengan background terlihat tanpa ada lubang putih 
atau goresan dari object tersebut.  
Data video claire direkam oleh perekam video yang profesional. Sehingga 
hasil olahan video setiap frame terlihat stabil. Biasanya video rekaman oleh seorang 
amatir akan bergoyang-goyang. Sehingga hasil yang diperolah ketika mengekstrak 
object secara otomatis tidak bisa maksimal. Karena perpindahan dari frame-frame 
tidak teratur. 
Gambar 4.18 adalah hasil claire yang menggunakan metrik euclidean 
distance pada nilai K=4.5. Pengujian claire dilakukan dengan menggunakan frame 
pertama sebagai referensi. Sedangkan frame kedua sampai terakhir sebagai target 
claire extraction oleh machine learning. Percobaan dilakukan dengan nilai 
konstanta (K) yang divariasi sebanyak 50 kali. Nilai K dimulai dari K awal K=0.1 
sampai K=5. Hasil yang diperoleh adalah claire extraction yang dapat memisahkan 
foreground dengan background secara otomatis. Gambar 4.18 adalah hasil terendah 
dari claire extraction dengan metrik minkowski distance pada K=4.5. 
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4.9 Hasil Claire Extraction dengan Euclidean Distance  
T=2 T=3 T=4 T=5 
    
    
T=6 T=7 T=8 T=9 
    
    
T=10 T=11 T=12 T=13 
    
    
Gambar 4. 19 Hasil Claire Extraction dengan Euclidean Distance  pada K=0.1 
 
Gambar 4.19 adalah hasil dari claire extraction menggunakan euclidean 
distance pada K=0.1. Pengujian claire extraction dilakukan dengan K=0.1 sampai 
K=5. Jumlah claire extraction yang diuji sebanyak lima puluh kali. Data yang 
dipergunakan adalah claire. Seorang presenter wanita yang sedang menyiarkan 
berita. Data yang dipergunakan sebanyak lima puluh. Frame pertama sebagai 
referensi object ekstraksi oleh bantuan manusia. Sedangkan frame kedua sampai 
terakhir sebagai target untuk claire extraction.  
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T=2 T=3 T=4 T=5 
    
    
T=6 T=7 T=8 T=9 
    
    
Gambar 4. 20 Hasil Claire Extraction dengan Euclidean Distance  pada K=3.8 
Gambar 4.19 terdiri dari frame yang belum diekstrak dan yang sudah 
diekstrak. Frame yang diektrak atau yang sudah diberi nomer urut yang dinamakan 
parameter T. Hasil pengujian terlihat bahwa antara foreground dengan background 
dapat dipisahakan secara otomatis pada T=2 sampai T=13. Tidak terlihat bercak 
putih di foreground atau bercak warna pada background. Hal ini dipengaruhi oleh 
hasil rekaman video claire oleh seoarang perekaman video professional. Sehingga 
hasil yang diperoleh terlihat saat perpindahan frame yang stabil. Hasil frame 
ekstraksi obyek pada video claire yang terbaik adalah T=2 pada K=0.1. Sedangkan 
frame yang kurang maksimal terdapat pada T=7 pada K=0.1. 
Gambar 4.20 merupakan hasil claire extraction dengan metrik euclidean 
distance. Jumlah frame yang diujikan dalam claire extraction sebanyak lima puluh 
frame. Pengujian dalam claire extraction sebanyak lima puluh dengan memasukan 
nilai K=0.1 sampai K=5. Hasil dalam claire extraction yang diperoleh dari T=2 
sampai T=9 terlihat bagus. Gambar 4.20 adalah hasil ekstraksi antara foreground 
dengan background dapat dipisahkan secara otamatis. Namun hasil claire 
extraction pada K=3.8 adalah paling terendah. Hal ini dipengaruhi oleh parameter 
konstanta yang tidak sesuai dengan kecepatan perpindahan warna frame claire.    
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4.10 Perbandingan Claire Extraction dengan Minkowski dan Euclidean 
Distance  
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Gambar 4. 21 Hasil Perbandingan Claire Extraction Terbaik dengan Minkowski 
dan Euclidean Distance 
Gambar 4.21 adalah hasil perbandingan antara claire extraction terbaik. 
Gambar terdiri dari metrik minkowski dan euclidean distance. Nilai T pada frame 
menandakan urutan dari frame yang diekstrak. Pengujian frame claire sebanyak 
lima puluh frame yang terdiri dari frame pertama sebagai referensi. Sedangkan 
frame kedua dan terakhir sebagai target. Hasil terlihat baik pada metrik minkowski 
distance dari T=2 sampai T=8. Terlihat frame kedua lebih sempurna dan tidak 
terdapat goresan di foreground. Biasanya hasil ekstraksi object terdapat bercak 
putih di foreground atau object. Namun hasil ekstraksi terlihat tidak ada satu 
goresanpun sampai frame terakhir.  
Gambar 4.21 adalah hasil claire extraction metrik Euclidean distance yang 
maksimal. Dari frame pertama sampai frame ke empat. Hasil ekstraksi claire 
terlihat lebih rapi dan tidak terlihat goresan atau lubang di foreground. Gambar 
claire pada T=2 terlihat lebih baik daripada T yang lain. Hasil claire extraction dari 
metrik minkowski dan euclidean terlihat paling baik pada T=2. Hal ini dipengaruhi 
oleh gerakan dari object yang pas dengan nilai parameter K. 
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Gambar 4. 22 Hasil Perbandingan Claire Extraction Terendah dengan Minkowski 
dan Euclidean Distance 
 
Gambar 4.22 terlihat parameter T yang digunakan untuk penomoran frame 
di metrik minkowski dan euclidean distance. Hasil ekstraksi claire pada metrik 
minkowski distance terlihat secara visual baik dari T=25 sampai T=40. Hasil 
ekstraksi foreground dengan background pada obyek claire terlihat baik.  Tidak 
terlihat goresan di foreground maupun background. Sedangkan di metrik euclidean 
distance terlihat bahwa hasil ekstraksi video claire baik dari T=25 sampai T=40. 
Hasil ekstraksi foreground dengan background oleh LVQ terlihat tidak terdapat 
bercak pada foreground maupun background. 
Hasil ekstraksi video claire terendah pada Gambar 4.22 adalah frame 30 
atau T=30 pada metrik minkowski distance. Sedangkan ekstraksi video claire 
terendah pada metrik euclidean distance adalah frame ke 7.  Hasil ekstraksi metrik 
minkowski distance yang paling rendah berada pada urutan ganjil. Sedangkan hasil 
ekstraksi metrik euclidean distance yang paling rendah pada urutan genap. Karena 
pengaruh dari karakteristik pengukuran saat proses unsupervised learning. 
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4.11 Perbandingan Minor Stroke dengan Claire Extraction 
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Gambar 4. 23 Hasil Perbandingan Minor Stroke dengan Claire Terbaik pada 
Minkowski Distance 
 
Gambar 4.23 adalah hasil dari perbandingan data video minor stroke 
dengan claire. Video diuji dengan metrik minkowski distance. Pengujian video 
minor stroke dan claire menggunakan variasi konstanta (K). Nilai parameter dalam 
pengujian dari K=0.1 sampai K=5. Total percobaan yang dilakukan sebanyak lima 
puluh kali. Terlihat bahwa hasil percobaan ekstraksi T=7 masih ada bercak putih di 
rambut orang yang terkena minor stroke. Saat T=14 terlihat hasil ekstraksi terdapat 
bercak putih di rambut wanita tersebut. Selanjutnya saat T=21 terlihat hasil 
ekstraksi tanpa ada bercak di foreground maupun background. Sedangkan frame 
T=28 terlihat sama dengan T=21 yang tidak ada bercaknya dan lebih stabil. Frame 
terbaik pada minor stroke pada T=21. 
Selain hasil ekstraksi minor stroke pada metrik minkowski, Gambar 4.23 
juga terdapat hasil claire dengan metrik minkowski distance. Hasil dari ekstraksi 
ditampilkan pada T=2 sampai T=8. Hasil ekstraksi claire lebih halus daripada 
minor pada semua frame atau T. Hasil ekstraksi claire terbaik pada T=2. Karena 
pengaruh dari saat rekaman video claire yang stabil. 
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Gambar 4. 24 Hasil Perbandingan Minor Stroke dengan Claire Terendah pada 
Minkowski Distance 
Gambar 4.24 adalah hasil terendah ekstraksi dari video minor stroke dan 
claire. Pengujian video menggunakan metrik minkowski distance. Variasi dari 
pengujian dengan konstanta (K). Jumlah variasi K yang digunakan sebanyak lima 
puluh yang terdiri dari K=0.1 sampai K=5.  Jumlah frame yang diujikan sebanyak 
lima puluh dari video minor stroke dan claire.  
Gambar 4.24 memuat hasil ekstraksi minor stroke dari foreground dan 
background dengan metrik minkowski distance. Hasil minor stroke ditampilkan 
pada T=7 sampai T=28. Parameter T merupakan urutan dari frame video minor 
stroke. T awal terlihat ada bercak putih berjumlah satu pada rambut pasien minor 
stroke. Saat T=5 terlihat banyak lubang putih pada foreground. Selanjutnya saat 
T=7 dan T=28 terlihat hasil ekstraksi minor stroke yang lebih baik daripada T=7 
dan T=14. Untuk hasil frame yang terendah berada pada T=5. Hal ini dipengaruhi 
oleh kualitas video saat pengambilan data awal. Gambar 4.24 terdapat juga hasil 
ekstraksi claire dengan metrik minkowski distance. Jumlah frame yang diujikan 
sebanyak lima puluh. Namun hasil ekstraksi claire yang ditampilkan disini sebagai 
contoh sebanyak empat. Terdiri dari frame T=3, T=5, T=7 dan T=11. Dari hasil 
ekstraksi claire terlihat lebih bagus walaupun kategori terendah. 
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Gambar 4. 25 Hasil Perbandingan Minor Stroke dengan Claire Terbaik pada 
Euclidean Distance 
Gambar 4.25 adalah hasil perbandingan dari video minor stroke dengan 
claire terbaik. Percobaan video minor stroke dan claire menggunakan metrik 
euclidean distance. Variasi percobaan menggunakan konstanta (K) yang digunakan 
untuk menahan laju perubahan warna jika terlalu cepat atau lambat. Jumlah variasi 
K sebanyak lima puluh kali yang dimulai dari K=0.1 sampai K=5.  
Terlihat hasil video object extraction yang ditampilkan pada T=7, T=14, 
T=21 dan T=28. Parameter T merupakan urutan dari frame yang diekstraksi. Hasil 
ekstrasi minor stroke pada frame ke 2 lebih baik. Tidak terdapat bercak baik pada 
foreground maupun background pada frame. Namun hasil VOE pada T=7 terlihat 
banyak potongan di rambut yang orang terkena Minor Stroke. Hasil T=6 dan T=8 
hampir sama kepotong pada rambut. Karena pengaruh pengambilan video waktu 
rekaman dan karakteristik dari metrik euclidean distance. Sedangkan untuk hasil 
claire extraction terlihat dari T=2, T=4, T=6 dan T=8 bersih. Tidak terdapat bercak 
di foreground maupun background. T terbaik pada claire extraction dengan 
euclidean distance adalah frame ke 2 atau T=2. Sedangkan hasil minor stroke 
extraction terbaik pada T=21.   
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Gambar 4. 26 Hasil Perbandingan Minor Stroke dengan Claire Terendah pada 
Euclidean Distance 
Gambar 4.26 adalah hasil perbandingan video minor stroke dengan claire  
terendah. Pengujian claire extraction yang digunakan menggunakan metrik 
euclidean distance. Jumlah variasi konstant (T) yang dipergunakan sebanyak lima 
puluh. Variasi konstanta dimulai dari K=0.1 sampai K=5. Varisasi K digunakan 
untuk mengejar perubahan warna saat perpindahan frame, bila terlalu cepat maupun 
terlalu lambat. 
Gambar 4.26 adalah hasil ekstrasi minor stroke dengan metrik euclidean 
distance terendah. Hasil terlihat pada Gambar T=7, T=14, T=21 dan T=28. Hasil 
ekstraksi terlihat pada T=3 tanpa ada potongan di foreground. Saat T=5 terlihat 
rambutnya terpotong tidak sempurna. Hasil ekstraksi object minor stroke saat T=7 
tidak terlalu jelek. Sedangkan saat T=11 hampir mirip hasilnya dengan T=7. Hal ini 
dipengaruhi oleh karakteristik dari kualitas video saat pengambilnya. Selain hasil 
ekstraksi pada Gambar 4.26 terdapat hasil video claire menggunakan euclidean 
distance. Hasil claire extraction terlihat lebih rapi saat ekstraksi object dan non-
object pada T=3, T=5, T=7 dan T=11. Hal ini dipengaruhi kualitas pengambilan 
video claire yang lebih baik daripada minor stroke.     
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4.12 Hasil Akurasi Minor Stroke Extraction dengan Minkowski Distance 
 
Gambar 4. 27 Akurasi Minor Stroke dengan Minkowski Distance dengan P=2 
 
Gambar 4.27 merupakan grafik hasil minor stroke dengan metrik 
minkowski distance. Pengujian video minor stroke dengan variasi konstanta (K) 
yang berjumlah lima puluh. Nilai K berfungsi untuk mengejar perpindahan warna 
pada frame. Nilai K dimulai dari K=0.1 sampai K=5.  Parameter K yang diujikan 
pada proses untuk mencari akurasi unsupervised learning, mean supervised dan 
median supervised learning.  
Warna biru pada Gambar 4.27 menggambarkan hasil akurasi proses 
unsupervised learning.  Pengujian proses unsupervised dimulai dari K=0.1 sampai 
K=5. Hasil unsupervised learning digunakan sebagai data training pada proses 
supervised learning. Data yang dihasilkan pada proses unsupervised learning 
terdiri dari object dan non-object. Hasil proses unsupervised learning terlihat stabil 
dengan akurasi 99% pada K=0.1 sampai K=5. 
 Selain proses unsupervised learning pada Gambar 4.27, terdapat pula 
hasil akurasi mean supervised learning. Warna orange menggambarkan hasil 
akurasi mean supervised learning. Hasil dari pengujian minor stroke dapat dilihat 
dari nilai K=0.1 sampai K=0.5.  
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Gambar 4. 28 Akurasi Setiap Frame Minor Stroke dengan Minkowski Distance 
dengan P=2 
 
Grafik akurasi semakin naik dari K=0.1 sampai K=4.3, kemudian turun 
lagi. Hal ini dipengaruhi oleh perubahan warna pada perpindahan frame yang 
terlalu lambat pada K=0.1 sampai K=4.2. Akurasi terbaik sebesar 63.49% pada 
K=4.3. Sedangkan akurasi terendah sebesar 61.61% pada K=0.2.  
Sebagai hasil pembanding akurasi mean supervised learning, maka pada 
Gambar 4.27 menyajikan hasil median supervised learning. Karena hasil dari mean 
kurang peka terhadap data yang jumlahnya besar. Dari grafik terlihat bahwa akurasi 
terbaik pada K=4.3 sebesar 68.76%. Sedangkan akurasi terendah sebesar 63.68 % 
pada K=0.2. Hasil akurasi median tidak bisa mencapai maksimal karena hasil 
rekaman video minor stroke pada saat pengambilan tidak stabil.   
Gambar 4.28 merupakan hasil akurasi dari setiap frame minor stroke pada 
K=4.3. Video minor stroke diuji dengan metrik minkowski distance.  Jumlah frame 
minor stroke yang diujikan berjumlah lima puluh. Frame pertama sebagai refrensi 
untuk ekstraksi. Frame pertama diolah secara manual oleh bantuan manusia untuk 
mengindentifikasi object dan non-object. 
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Warna biru pada Gambar 4.28 merupakan hasil akurasi mean setiap frame 
minor stroke pada supervised learning. Metrik yang dipergunakan dalam penelitan 
adalah minkowski distance. Pengujian frame dilakukan pada frame pertama sampai 
frame lima puluh. Frame pertama diolah dengan bantuan manusia.  Hasil akurasi 
terlihat pada frame 2 sampai frame 50. Akurasi mean pada supervised learning saat 
frame 2 sebesar 60.96%, frame 6 sebesar 59.91%, frame 11 sebesar 63.09%, frame 
16 sebesar 62.86%, frame 21 sebesar 65.56%, frame 26 sebesar 63.58%, frame 31 
sebesar 63.48%, frame 36 sebesar 63.05%, frame 41 sebesar 63.75%, frame 46 
sebesar 64.85%. Akurasi mean terbaik setiap frame minor stroke sebesar 65.56% 
pada frame 21. Sedangkan terendah sebesar 58.24% pada frame 5.  
Akurasi median minor stroke pada supervised learning digambarkan 
warna orange pada Gambar 4.28. Akurasi median digunakan untuk mencari akurasi 
yang lebih tepat. Sebab hasil akurasi median tidak terpengaruhi oleh data besar. 
Hasil akurasi median supervised learning saat frame 2  sebesar 66.585%, frame 6 
sebesar 65.25%, frame 11 sebesar 70.09%, frame 16 sebesar 68.70%, frame 21 
sebesar 71.45%, frame 26 sebesar 68.27%, frame 31 sebesar 68.60%, frame 36 
sebesar 68.39%, frame 41 sebesar 69.01%, frame 46 sebesar 69.34%. Akurasi 
median terbaik setiap frame minor stroke sebesar 71.45% pada frame 21. 
Sedangkan terendah sebesar 63.56% pada frame 5. Akurasi tidak maksimal karena 
pengaruhi kualitas video minor stroke saat pengambilan datanya. Sehingga 
mempengaruhi hasil ekstraksi minor stroke extraction.  
 
4.13 Kecepatan Waktu pada saat Pengujian Minor Stroke dengan Minkowski 
Distance 
Gambar 4.29 adalah hasil pengukuran waktu saat pengujian minor stroke 
dengan metrik minkowski. Video minor stroke diuji menggunakan variasi K=0.1 
sampai K=5 pada proses mean unsupervised learning, mean supervised learning 
dan median supervised learning. Saat pengujian minor stroke dengan variasi 
konstanta (K) memerlukan waktu penyelesaian. 
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Gambar 4. 29 Kecepatan Waktu saat Pengujian Minor Stroke dengan Minkowski 
Distance dengan P=2 
 
Pengujian kecepatan waktu video minor stroke extraction (VME) dimulai 
saat K=0.1 memerlukan waktu 254 detik. Saat pengujian VME pada K=0.6 
memerlukan waktu 217 detik. Kemudian saat pengujian VME pada K=1.1 
memerlukan waktu 206 detik. Selanjutnya saat pengujian VME pada K=1.6 
memerlukan waktu 219 detik. Saat pengujian VME pada K=2.1 memerlukan waktu 
224 detik. Pengujian VME dilakukan pada K=2.6 dengan waktu tempuh 219 detik. 
Saat pengujian VME pada K=3.1 memerlukan waktu 223 detik. Kemudian saat 
pengujian VME pada K=3.6 memerlukan 228 detik. Selanjutnya pengujian VME 
pada saat K=4.1 membutuhkan waktu 209 detik. Saat pengujian VME pada K=4.6 
memerlukan waktu 215 detik.  
Hasil pengujian video minor stroke extraction dengan metrik minkowski 
distance tercepat memerlukan 205 waktu detik pada K=1.6 Sedangkan waktu 
terlama 257 detik untuk menyelesaikan pengujian VME dengan metrik minkowski 
pada K=3.9. Parameter K mempengaruhi hasil penyelesaian pengujian pada VME. 
Semakin tinggi nilai parameter K akan semakin lama dalam penyelesaianya. Selain 
itu parameter P mempengaruhi dari waktu pengujian.             
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4.14 Hasil Akurasi Minor Stroke Extraction dengan Euclidean Distance  
 
Gambar 4. 30 Akurasi Minor Stroke dengan Euclidean Distance 
 
Gambar 4.30 adalah hasil akurasi minor stroke dengan metrik euclidean 
distance. Pengujian video minor stroke dilakukan dengan variasi nilai konstanta (K) 
dari K=0.1 sampai K=5. Jumlah pengujian video minor stroke sebanyak lima puluh 
kali. Gambar 4.30 berisi hasil pengujian akurasi mean pada supervised learning dan 
unsupervised learning dan median supervised learning.  
Grafik warna biru pada Gambar 4.30 menggambarkan hasil akurasi mean 
pada proses unsupervised learning. Hasil akurasi mean pada proses unsupervised 
learning stabil. Proses ini berjalan pada frame pertama untuk menentukan data 
training yang terdiri obyek dan non obyek. Hasil akurasi terlihat rata 99%. Akurasi 
mean terbaik pada unsupervised learning sebesar 63.49% pada K=4.3. Sedangkan 
terendah pada K=0.2 sebesar 61.61%.  
Selain grafik warna biru pada Gambar 4.30, terdapat pula akurasi mean 
pada supervised learning yang digambarkan warna orange. Pengujian minor stroke 
yang dilakuan sama dengan grafik warna biru dengan konstanta K. Hasil akurasi 
minor stroke terlihat ketika nilai K juga naik. Hasil akurasi terbaik mean pada 
supervised learning sebesar 68.76% pada K=4.3. Sedangkan akurasi mean terendah 
sebesar 61.61% pada K=0.2. 
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Gambar 4. 31 Akurasi Minor Stroke Setiap Frame dengan Euclidan Distance 
 
Akurasi median pada supervised learning digambarkan grafik warna abu-
abu pada Gambar 4.30. Pengujian minor stroke yang dilakukan sama dengan grafik 
warna biru dan orange. Hasil akurasi median terbaik sebesar 68.76%. pada K=4.3. 
Sedangkan akurasi median terendah 63.68% pada K=0.2. Hasil akurasi minor 
stroke tidak maksimal ketika menggunakan metrik euclidean distance karena 
pengaruh kualitas video minor stroke saat rekaman.       
Gambar 4.31 adalah hasil akurasi minor stroke setiap frame. Pengujian 
video minor stroke setiap frame dengan menggunakan metrik euclidean distance  
pada K=4.3. Pengujian frame video minor stroke berjumlah lima puluh video. 
Frame pertama sebagai referensi untuk ekstraksi. Sedangakan frame kedua sampai 
terakhir sebagai target ekstraksi otomatis LVQ.  
Hasil akurasi mean pada proses supervised learning pada Gambar 4.31. 
Akurasi mean pada proses minor stroke dengan euclidean distance digambarkan 
warna biru. Pengujian akurasi minor stroke dimulai pada frame kedua sampai lima 
puluh. Hasil akurasi mean pada frame 2 sebesar 60.96%, saat frame 6 sebesar 
59.91%, kemudian saat frame  11 sebesar 63.09%, kemudian saat frame 16 sebesar 
62.86%, dilanjutkan pengujian frame 21 sebesar 65.56%, saat frame 26 sebesar 
63.58%, 
 
55
60
65
70
75
1 6 11 16 21 26 31 36 41 46
A
ku
ra
si
Frame
Akurasi Minor Stroke Setiap Frame dengan 
Euclidean Distance 
Akurasi Mean pada Supervised learning
Akurasi Median pada Supervised learning
70 
 
selanjutkan saat frame 31 sebesar 63.48%, kemudian frame 36 sebesar 63.05%, 
dilanjutkan frame 41 sebesar 63.75% dan frame 46 sebesar 64.85%. Hasil akurasi 
terbaik minor stroke saat frame 21 sebesar 65.56%. Sedangkan akurasi minor stroke 
terendah pada saat frame 5 sebesar 58.24%. Faktor yang mempengaruhi ekstraksi 
object saat frame 21 adalah proses rekaman video yang sudah stabil. Sedangkan 
frame 5 masih belum stabil. 
Evaluasi kinerja video minor stroke dengan metrik euclidean distance 
menggunakan median. Karena hasil evaluasi video minor stroke tidak terpengaruhi 
oleh data besar. Akurasi median pada proses pengujian setiap frame digambarkan 
warna orange. Hasil akurasi median terbaik saat frame 21 sebesar 71.45%. 
Sedangkan akurasi median terendah pada saat frame 5 sebesar 63.56%. Hasil grafik 
mean dan median pada proses pengujian minor stroke setiap frame terlihat polanya 
sama. Namun akurasinya lebih baik daripada median. Hasil akurasi dari pengujian 
mean atau median tidak maksimal karena pengaruh dari kualitas video minor stroke 
yang diambil oleh orang yang terkena stroke. Sehingga kualitas video minor stroke 
saat diekstraksi tidak maksimal.  
Gambar 4.32 merupakan hasil pengujian kecepatan waktu pada saat 
pengujian video minor stroke dengan metrik euclidean distance. Pengujian video 
minor stroke dilakukan pada proses akurasi mean unsupervised learning, mean 
supervised learning dan median supervised learning. Pengujian video minor stroke 
dilakukan dengan variasi K=0.1 sampai K=5. Jumlah variasi K yang diujikan 
sebanyak lima puluh. 
 
4.15 Kecepatan Waktu pada saat Pengujian Minor Stroke dengan Euclidean 
Distance  
Hasil pengujian kecepatan waktu pada Gambar 4.32 digambarkan grafik 
warna biru. Pengujian video Minor Stroke dengan euclidean distance saat K=0.1 
dibutuhkan waktu 254 detik, saat pengujian K=0.6 memerlukan waktu 217 detik, 
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Gambar 4. 32 Kecepatan Waktu saat Pengujian Minor Stroke dengan Euclidean 
Distance dengan P=2. 
 
kemudian saat pengujian K=2.1 memerlukan waktu 224 detik, selanjutnya saat 
K=2.6 membutuhkan waktu 219 detik, selanjutnya saat K=3.1 memerlukan waktu 
223 detik, saat pengujian K=3.6 membutuhkan waktu 228 detik, kemudian saat 
K=4.1 memerlukan waktu 209 detik dan ketika K=4.6 membutuhkan waktu 215 
detik. Terlihat pada Gambar 4.36, grafik yang pertama naik kemudian turun dan 
saat k=1.1 sampai K=4.6 stabil. Hasil pengujian video minor stroke dengan 
euclidean distance tercepat memerlukan waktu detik. Sedangkan waktu terlama 
pengujian video minor stroke dengan euclidean.  
Hasil grafik pada Gambar 4.32 dipengaruhi oleh nilai konstanta (K) dan nilai 
parameter P pada metrik minkowski distance. Hasil akurasi minor stroke terlihat 
pada saat K=0.1 malah waktu terlama dibandingkan dengan K=0.6 sampai K=4.3. 
Karena pengaruh dari nilai yang tidak bulat dan parameter P=2 jika diproses dengan 
bilangan tidak bulat pada K akan menghasilkan waktu yang lama. Akurasi terbaik 
pada proses video minor stroke dengan metrik euclidean memerlukan waktu 218 
detik pada K=4.3. Sedangkan akurasi minor stroke terendah membutuhkan waktu 
234 detik pada K=0.2.   
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4.16 Perbandingan Akurasi Minor Stroke Extraction dengan Minkowski dan 
Euclidean Distance  
 
Gambar 4. 33 Perbandingan Akurasi Metrik pada Minor Stroke 
 
Gambar 4.33 merupakan hasil perbandingan dari akurasi metrik pada 
video minor stroke extraction. Pengujian minor stroke dilakukan dengan metrik 
minkowski dan euclidean distance. Cara pengujian video minor stroke extraction. 
dengan variasi nilai konstanta (K). Jumlah parameter K yang diujikan sebanyak 
lima puluh. Nilai K dimulai dari K=0.1 sampai K=5.  
Grafik warna biru menggambarkan akurasi minor stroke pada proses 
minkowski distance. Hasil akurasi terlihat semakin besar nilai K, maka akurasi 
semakin naik. Sebaliknya jika nilai K kurang, maka akurasi rendah. Hal ini 
menandakan bahwa perubahan warna pada frame video minor stroke adalah lebih 
cepat. Akurasi terbaik minor stroke pada proses median minkowski distance sebesar 
68.76% pada K=4.3. Sedangkan akurasi video minor stroke extraction terendah 
pada proses median minkowski distance sebesar 63.68%. Akurasi video minor 
stroke extraction pada proses median euclidean distance digambarkan warna 
orange. Akurasi median yang dihasilkan saat K=0.1 sampai K=10 adalah rendah. 
Sedangkan saat akurasi median saat K>10 adalah tinggi. Semakain tinggi nilai K, 
maka akurasi minor stroke yang dihasilkan semakin tinggi. Sedangkan apabila nilai 
K rendah, maka akurasi minor stroke juga rendah pada kasus minor stroke.  
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Gambar 4. 34 Perbandingan Kecepatan Waktu saat Pengujian Minor Stroke 
dengan Metrik Jarak Minkowski dan Euclidean Distance 
Padahal metrik yang digunakan pada proses vector quantization berbeda. 
Hal ini disebabkan oleh parameter K dan P yang berada pada titik optimal yang 
sama. Sedangkan akurasi yang diperoleh tidak maksimal karena pengaruh dari hasil 
rekaman video yang tidak stabil. 
 
4.17 Perbandingan Kecepatan Waktu pada saat Pengujian Minor Stroke 
dengan Minkowski dan Euclidean Distance  
Gambar 4.34 adalah hasil perbandingan kecepatan waktu pada metrik 
minor stroke. Video minor stroke diuji dengan metrik minkowski dan euclidean 
distance. Variasi pengujian video minor stroke dengan nilai konstanta (K). Jumlah 
variasi K yang diujikan sebanyak lima puluh. Parameter K yang diujikan dari K=0.1 
sampai K=5.  
Grafik warna biru menggambarkan waktu yang diperlukan untuk 
minkowski distance pada Gambar 4.34. Pengujian minor stroke pada proses metrik 
minkowski distance yang paling cepat memerlukan waktu 205 detik pada K=(1.4, 
1.6, 2, 2.2 dan 2.8).  Sedangkan waktu terlama membutuhkan 257 detik pada K=3.9. 
Karena metrik minkowski distance terdapat parameter P. Nilai pangkat semakin 
tinggi pada P, maka proses perpangkatan dan akar semakin lama. 
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Gambar 4. 35 Akurasi claire pada proses metrik Minkowski Distance dengan P=1 
Sebaliknya jika nilai parameter kecil, maka lebih cepat. Selain itu, metrik 
minkowski distance diuji dengan parameter K=0.1 sampai K=5 yang memerlukan 
waktu yang lama, bila nilai K tinggi. 
Kecepatan waktu pada video minor stroke pada proses metrik euclidean 
distance digambarkan grafik orange. Hasil yang diperoleh saat pengujian kecepatan 
waktu saat K=0.1 memerlukan waktu yang lama. Sebaliknya saat nilai K>01 sampai 
K=1.1 lebih cepat. Ketika nilai K>1.1 maka memerlukan waktu penyelesain yang 
lama. Waktu yang tercepat video minor stroke pada proses euclidean distance 
adalah 198 detik pada K=0.7. Sedangkan waktu yang lama memerlukan 254 detik 
pada K=0.1. Hasil pengujian kecepatan waktu metrik euclidean lebih cepat 
daripada minkowski distance. Karena metrik euclidean distance tidak terdapat 
parameter P.  
 
4.18 Hasil Akurasi Claire Extraction dengan Minkowski Distance 
Gambar 4.35 adalah hasil akurasi video claire pada proses metrik 
minkowski distance dengan parameter P=1. Video claire diuji dengan variasi nilai 
K=0.1 sampai K=5. Jumlah variasi pengujian sebanyak lima puluh. Evaluasi 
pengujian video claire terbagi menjadi tiga bagian. Pertama evaluasi kinerja akurasi  
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Gambar 4. 36 Akurasi Claire Setiap Frame dengan Minkowski Distance P=1 
mean pada proses unsupervised learning. Kedua evaluasi kinerja akurasi mean pada 
proses supervised learning. Ketiga evaluasi kinerja akurasi median pada proses 
supervised learning. Evaluasi kinerja akurasi mean saat proses unsupervised 
learning digambarkan warna biru. Grafik warna biru menunjukan bahwa saat 
K=0.1 sampai K=5 cenderung akurasi stabil berkisar 99%. Kinerja vector 
quantization dengan metrik minkowski distance berjalan maksimal.  
Akurasi mean pada proses supervised learning digunakan dalam proses 
pixel wise classification. Hasil akurasi ini digambarkan warna orange pada Gambar 
4.35. Dari grafik warna orange terlihat akurasi tinggi saat K=0.1. Sedangkan saat 
kondisi K>0.1 terlihat akurasi semakin menurun. Karena video claire saat 
perpindahan warna pada frame cenderung lambat. Sehingga akurasi terbaik sebesar 
85.59% pada K=0.1. Sedangkan akurasi terendah sebesar 66.22% pada K=4.5.  
Hasil evaluasi median digunakan dalam pengukuran kinerja claire. Karena 
evaluasi median tidak terpengaruh oleh data yang besar. Hasil evaluasi kinerja 
claire pada proses akurasi median supervised learning digambarkan warna abu-
abu. Hasil akurasi terlihat ketika maksimal pada K=0.1 sebesar 90.49%. Sedangkan 
akurasi minimum sebesar 68.93% pada K=4.5. Hasil kinerja claire menggunakan 
metrik minkowski dapat maksimal 90% karena faktor parameter optimasi P dan K. 
Selain itu, karena kualitas rekaman video claire baik.    
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Gambar 4.36 merupakan hasil akurasi claire setiap frame dengan metrik 
minkowski distance pada K=0.1. Pengujian claire dengan jumlah frame sebanyak 
lima puluh. Frame pertama sebagai refrensi ekstraksi oleh bantuan manusia. 
Hasil ekstraksi frame pertama digunakan untuk proses supervised learning. Frame 
kedua sampai frame lima puluh sebagai target ekstraksi oleh LVQ.  
Evaluasi kinerja claire setiap frame pada proses mean supervised learning 
digambarkan warna biru. Grafik tersebut terlihat akurasi optimal di atas 90%. 
Namun ada pula yang turun sampai di bawah 70%. Saat frame ke 2 sebesar 99.74%, 
frame ke 6 sebesar 99.22%, frame ke 11 sebesar 98.89%, frame ke 16 sebesar 
98.82%, frame ke 21 sebesar 98.86%, frame ke 26 sebesar 69.05%, frame ke 31 
sebesar 98.74%, frame 36 sebesar 72%, frame 41 sebesar 70.13% dan frame 46 
sebesar 83.03%. Akurasi mean terbaik sebesar 99.74% pada frame ke 2. Sedangkan 
akurasi mean terendah sebesar 63.63% pada frame 30. Akurasi video claire dapat 
maksimal, sebab dipengaruhi oleh kualitas pengambilan video setiap framenya.  
Akurasi median pada supervised learning digambarkan grafik warna 
orange. Evaluasi median digunakan untuk mengantisipasi evaluasi data yang besar. 
Hasil akurasi median supervised learning terlihat optimal 90% pada beberapa 
frame. Namun ada pula frame yang akurasi median-nya turun sampai 65%. Saat 
frame ke 2 sebesar 81.39%, frame ke 6 sebesar 99.24%, frame ke 11 sebesar 
98.90%, frame ke 16 sebesar 98.83%, frame ke 21 sebesar 98.84%, frame ke 26 
sebesar 70.36%, frame ke 31 sebesar 98.74%, frame 36 sebesar 74.14%, frame 41 
sebesar 71.80% dan frame 46 sebesar 83.03%. Akurasi terbaik proses median 
sebesar 99.72% pada frame ke 2. Sedangkan akurasi median terendah sebesar 
85.92% pada frame 30. Akurasi video claire maksimal karena pengaruh dari nilai 
parameter P pada metrik minkowski distance. Selain itu, karena nilai K yang kecil 
mempengaruhi dalam ekstraksi otomatis oleh LVQ.  
 
4.19 Kecepatan Waktu pada saat Pengujian Claire dengan Minkowski 
Distance 
Gambar 4.37 adalah hasil pengujian kecepatan waktu pada saat video 
claire extraction (VCE) dengan minkowski. Nilai parameter yang dipergunakan 
dalam metrik minkowski distance adalah P=1.  
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Gambar 4. 37 Kecepatan Waktu pada saat Pengujian Claire dengan Minkowski 
Distance P=1 
Pengujian claire dengan metrik minkowski distance meliputi proses mean 
unsupervised learning, mean supervised learning dan median supervised learning. 
Variasi pengujian claire menggunakan konstanta K=0.1 sampai K=5. Jumlah 
variasi yang diujikan sebanyak lima puluh. 
Gambar grafik warna biru pada Gambar 4.37 merupakan hasil pengujian 
kecepatan waktu pada video claire extraction (VCE). Saat nilai konstanta K=0.1 
memerlukan waktu 67 detik. Selanjutnya saat K=0.6 memerlukan waktu 60 detik. 
Kemudian percobaan saat K=1.1 membutuhkan waktu 73 detik. Saat konstanta 
K=1.6 memerlukan waktu 61 detik. Pengujian VCE dilanjutkan saat K=2.1 
membutuhkan waktu 63 detik. Selanjutnya untuk pengujian VCE pada K=2.6 
memerluka waktu 63 detik. Percobaan VCE selanjutnya saat K=3.1 membutuhkan 
63 detik. Kemudian VCE saat konstanta K=3.6 membutuhkan waktu 66 detik. Saat 
VCE berada pada konstanta K=4.1 memerlukan waktu 68%. Saat pengujian VCE 
pada K=4.6 membutuhkan waktu 68 detik. Nilai K semakin tinggi akan 
mempengaruhi waktu penyelesaian VCE. Namun ada kondisi K semakin tinggi 
waktu penyelesaian lebih cepat.  
Hasil pengujian kecepatan waktu VCE tercepat 52 detik pada K=4.4. 
Sedangkan waktu pengujian paling lama 73 detik pada K=1.1.  
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Gambar 4. 38 Akurasi Claire dengan Euclidean Distance 
Faktor yang mempengaruhi dari waktu pengujian VCE adalah ukuran video claire, 
kerumitan dalam memisahkan foreground dengan background secara otomatis, 
gerakan dari object claire yang terlalu cepat dan akan meleset saat pemisahaan dari 
background, nilai parameter K dan P pada metrik minkowski distance. 
 
4.20 Hasil Akurasi Claire Extraction dengan Euclidean Distance  
Gambar 4.38 adalah hasil akurasi video claire extraction (VCE) dengan 
metrik euclidean distance. Evaluasi pengujian video claire extraction terbagi 
menjadi tiga bagian. Evaluasi pertama untuk akurasi mean pada unsupervised 
learning. Evaluasi kedua untuk akurasi mean pada supervised learning. Evaluasi 
ketiga untuk akurasi median pada supervised learning.  
Hasil akurasi vector quantization (VQ) atau proses unsupervised learning 
yang digambarkan warna biru. Hasil VQ terlihat stabil sebesar 99% dari K=0.1 
sampai K=5. Hal ini dipengaruhi oleh frame pertama yang sudah diekstraksi manual 
dengan bantuan manusia. Sehingga saat proses VQ tinggal mengelompokan object 
dan non-object untuk proses supervised learning. Berbeda jika VQ tidak dibantu 
oleh mansusia pada frame pertama terlebih dahulu. Hasil ekstraksi berikutnya 
kurang maksimal.  
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Gambar 4. 39 Akurasi Claire Setiap Frame dengan Euclidean Distance 
Grafik warna orange merupakan hasil akurasi mean pada proses 
supervised learning pada Gambar 4.38. Proses akurasi ini bekerja setelah pixel wise 
classification. Hasil akurasi claire extraction terlihat saat K=0.1 maksimal. 
Sedangkan saat K>0.1 maka hasil akurasi claire extraction menurun. Hal ini 
dipengaruhi parameter konstanta dan proses perpindahan warna pada frame. Dari 
hasil akurasi pada K=0.1 terlihat bahwa saat pergesaran warna sangat pelan. 
Sehingga memerlukan nilai parameter K yang rendah. Akurasi median pada 
supervised learning digunakan untuk pembanding evaluasi akurasi mean. Karena 
hasil akurasi mean terpengaruhi oleh data pixel yang besar. Akurasi median pada 
proses supervised learning digambarkan grafik warna abu-abu. Hasil akurasi claire 
maksimal sebesar 90.59% pada K=0.1. Sedangkan akurasi claire terendah sebesar 
67.17% pada K=3.8.  
Gambar 4.39 adalah hasil akurasi video claire extraction (VCE) setiap 
frame dengan metrik euclidean distance. Pengujian VCE digunakan untuk 
mengetahui akurasi maksimal pada frame video. Video claire extraction diuji setiap 
frame dengan euclidean distance pada nilai konstanta K=0.1. Nilai parameter K 
yang dipilih berdasarkan akurasi yang optimal. Pengujian VCE frame dimulai dari 
frame pertama sampai frame lima puluh. Frame pertama digunakan untuk frame 
refrensi. Sedangkan frame kedua sampai ke frame lima puluh untuk target ekstraksi 
oleh LVQ. 
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Gambar 4. 40 Kecepatan Waktu pada Saat Pengujian Claire dengan Euclidean 
Distance 
Grafik warna biru pada Gambar 4.39 menggambarkan akurasi mean pada proses 
supervised learning. Hasil pengujian akurasi mean terhadap frame terlihat naik 
turun. Ada akurasi claire tinggi pada proses mean supervised learning. Namun 
adapula yang berada pada akurasi rendah. Akurasi mean supervised learning 
terbaik sebesar 99.75% pada frame ke 2. Sedangkan akurasi claire extraction 
terendah sebesar 99.18% pada frame ke 7. Frame ke 2 maksimal terpengaruh oleh 
kondisi ekstraksi awal yang error-nya masih rendah. Sehingga saat frame ke 7 
mulai error-nya paling tinggi. Dengan adanya hasil akurasi tiap frame ini, maka 
video claire extraction kualitas setiap framenya dapat terlihat.  
Akurasi median pada proses supervised learning digunakan untuk 
mengevaluasi kinerja claire dengan metrik euclidean distance. Karena hasil akurasi 
mean kurang maksimal. Hasil akurasi median pada proses supervised learning 
digambarkan grafik warna orange. Hasil akurasi claire extraction setiap frame 
terlihat turun dan naik. Akurasi claire extraction diatas 90 % terlihat lebih banyak 
daripada di bawahnya. Akurasi median terbaik sebesar 99.72% pada frame 2. 
Sedangkan akurasi claire extraction terendah sebesar 99.21%. Hasil akurasi median 
dapat maksimal dibeberapa frame. Karena pengaruh dari hasil rekaman video 
claire. Terlihat dibeberapa frame, akurasi claire dapat maksimal 90%.  
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4.21 Kecepatan Waktu pada saat Pengujian Claire dengan Euclidean 
Distance  
Gambar 4.40 adalah hasil pengujian kecepatan waktu pada video claire 
extraction (VCE) dengan metrik euclidean distance. Pengujian kecepatan waktu 
pad VCE dengan variasi konstanta (K) sebanyak lima puluh. Parameter K terdiri 
dari K=0.1 sampai K=5. Evaluasi pengujian VCE berisi mean unsupervised 
learning, mean supervised learning dan median supervised learning.   
Grafik warna biru menggambarkan hasil pengujian kecepatan waktu pada 
video claire extraction dengan metrik euclidean distance pada Gambar 4.40. Waktu 
yang diperlukan VCE untuk menyelesaikan 64 detik pada K=0.1. Kemudian, VCE 
saat pengujian K=0.6 memerlukan waktu 64 detik. Saat percobaan VCE pada K=1.1 
membutuhkan waktu 63 detik. Kemudian dilanjutkan percobaan VCE saat K=1.6 
membutuhkan waktu 62 detik. Saat VCE pada K=2.1 diperlukan waktu 61 detik. 
Selanjutnya saat VCE pada K=2.6 membutuhkan waktu 68 detik. Saat VCE pada 
K=3.1 membutuhkan waktu 65 detik. Selanjutnya saat VCE pada K=3.1 
memerlukan waktu 65 detik. Selanjutnya saat VCE pada K=3.6 membutuhkan 65 
detik. Sedangkan saat VCE pada K=4.1 memerlukan waktu 65 detik. Saat kondisi 
pengujian VCE pada K=4.6 memerlukan 62 detik. Waktu yang dibutuhkan VCE 
paling cepat 59 detik pada K=4.7 dan K=5. Sedangkan waktu VCE yang terlama 
68 detik pada K=2.6.  
Kondisi pengujian video claire extraction saat K tertinggi malah semakin 
cepat. Sedangkan saat K berada kondisi tengah malah lebih lama. Hal ini 
dipengaruhi oleh pengukuran jarak antar codebook vector yang berada pada 
kelipatan K tertinggi. Selain itu, pengaruh dari ukuran video yang dipergunakan 
dalam pengukuran akurasi akan mempengaruhi waktu tempuhnya. Object video 
claire yang tidak terlalu rumit mempengaruhi kinerja sistem untuk menyelesasikan 
lebih cepat. Apabila object video rumit untuk diekstrak, maka memerlukan waktu 
yang lama.     
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4.22 Perbandingan Akurasi Claire Extraction dengan Minkowski dan 
Euclidean Distance  
 
Gambar 4. 41 Perbandingan Akurasi Metrik Claire 
Gambar 4.41 adalah hasil perbandingan akurasi VCE dengan metrik 
minkowski dan euclidean distance. Perbandingan akurasi metrik pada VCE 
bertujuan untuk menguji kinerja metrik minkowski distance. Video claire extraction 
diuji dengan variasi K sebanyak lima puluh. Parameter K dimulai dari K=0.1 
sampai K=5. Akurasi median pada minkowski distance digambarkan grafik warna 
biru pada Gambar 4.41. Hasil akurasi terlihat maksimal pada saat K=0.1 sebesar 
90.49%. Sedangkan saat akurasi minum pada K=3.8 sebesar 68.37%. Hasil akurasi 
rata-rata dari K=0.1 sampai K=5 sebesar 72.49%. Hasil akurasi median dengan 
metrik minkowski distance dipengaruhi oleh parameter P. Semakin rendah nilai 
Parameter P pada metrik minkowski distance, maka akurasi naik pada kasus claire. 
Sebaliknya jika nilai parameter P turun, maka akurasi rendah pada kasus VCE. 
Selain hal tersebut, terdapat parameter K sebagai parameter optimasi. Fungsi K 
digunakan untuk mempercepat atau memperlambat perubahan warna saat 
perpindahan frame. Sehingga hasil ekstraksi otomatis oleh LVQ dapat maksimal.  
Warna orange pada Gambar 4.41 menggambarkan hasil akurasi median 
pada metrik euclidean distance. Hasil akurasi VCE maksimal saat nilai K=0.1 
sebesar 90.59%. Sedangkan akurasi VCE minimal saat nilai K=3.8 sebesar 67.17%.  
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Gambar 4. 42 Perbandingan Kecepatan Waktu Metrik pada Claire 
Hasil akurasi VCE maksimal lebih besar pada metrik euclidean distance sebesar 
90.59% daripada metrik minkowski distance. Sedangkan parameter K yang optimal 
pada kedua metrik yang diujikan sama K=0.1. Untuk akurasi claire extraction 
terendah lebih besar metrik minkowski dibanding metrik euclidean distance. Hasil 
akurasi claire extraction terendah pada kedua metrik berada pada K=3.8.  
 
4.23 Perbandingan Kecepatan waktu pada saat Pengujian Claire dengan 
Minkowski dan Euclidean Distance  
Gambar 4.42 adalah hasil perbandingan pengujian kecepatan waktu metrik 
pada VCE. Hasil pengujian kecepatan waktu metrik claire meliputi mean 
unsupervised learning, mean supervised learning dan median supervised learning. 
VCE diuji dengan variasi K sebanyak lima puluh kali. Parameter K dimulai dari 
K=0.1 sampai K=5. Tujuan perbandingan pengujian kecepatan waktu metrik saat 
pengujian VCE. Untuk mengetahui kecepatan waktu penyelesaian dari kedua 
metrik tersebut.  
Grafik warna biru merupakan hasil kecepatan waktu mengekstrak VCE 
dengan metrik minkowski distance. Hasil waktu tercepat 52 detik saat K=4.4 pada 
kecepatan waktu metrik minkowski distance. Sedangkan waktu terlama 73 detik  
saat K=1.1 pada saat pengujian kecepatan waktu minkowski distance. 
50
55
60
65
70
75
0.1 0.6 1.1 1.6 2.1 2.6 3.1 3.6 4.1 4.6
W
ak
tu
 (
d
et
ik
)
K
Perbandingan Kecepatan Waktu Metrik pada 
Claire
Waktu yang Diperlukan Minkowski Distance
Waktu yang Diperlukan Euclidean Distance
84 
 
 
Gambar 4. 43 Perbandingan Kecepatan Waktu Minor Stroke dengan Claire 
Menggunakan Minkowski Distance 
 
Nilai rata-rata waktu untuk metrik minkowski distance 64.54 detik. Faktor yang 
mempengaruhi kecepatan waktu penyelesaian ekstraksi adalah parameter P dan K. 
Saat parameter P di metrik minkowski rendah, maka akan lebih cepat. Sedangkan 
jika nilai parameter P tinggi maka akan lebih lama. Selain hal tersebut, parameter 
konstanta (K) mempengaruhi dalam penyelesaianya ekstraksi claire dengan metrik 
minkowski. Hasil pengujian kecepatan waktu euclidean distance pada Gambar 4.42 
digambarkan wana orange.  
Hasil pengujian kecepatan waktu euclidean distance terlihat lebih stabil di 
atas 55 detik. Waktu tercepat untuk menyelesaikan ekstraksi claire dengan metrik 
euclidean distance 59 detik pada K=4.7 dan K=5. Sedangkan waktu terlama 
menyelesaikan ekstraksi claire 68 detik pada K=2.6. Rata-rata waktu untuk metrik 
euclidean distance 62.62 detik. Rata-rata waktu metrik euclidean distance lebih 
cepat 62.62 detik daripada minkowski distance. Namun untuk waktu tercepat 52 
detik pada saat K=4.4, metrik minkowski distance lebih unggul. Faktor yang 
mempengaruhi kecepatan waktu adalah parameter P metrik minkowski dan K.  
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4.24 Perbandingan Kecepatan Waktu pada saat Pengujian Minor Stroke 
dengan Claire Extraction 
Gambar 4.43 hasil perbandingan kecepatan waktu minor stroke dengan 
video claire extraction (VCE) saat menggunakan metrik minkowski distance. 
Pengujian video minor stroke (VME) dan claire menggunakan variasi konstanta K 
sebanyak lima puluh. Parameter K dimulai dari K=0.1 sampai K=5. Gambar 4.47 
berisi informasi waktu pengujian VME dan VCE. Tujuan dari perbandingan ini 
untuk mengetahui waktu pengujian tercepat atau terlama saat menggunakan kedua 
metrik.  
 Grafik warna biru pada Gambar 4.43 adalah hasil pengujian kecepatan 
waktu metrik minkowski distance dengan video minor stroke extraction. Hasil 
pengujian waktu tercepat memerlukan 205 detik pada K=1.4, K=1.6, K=2, K=2.2 
dan K=2.8. Sedangkan pengujian waktu terlama memerlukan waktu 219 detik pada 
K=0.2. Semakin tinggi nilai K tidak mempengaruhi lama penyelesaian. Sedangkan 
nilai K menegah akan mempengaruhi waktu penyelesaian cepat. Hal ini 
dipengaruhi oleh parameter P genap, jika dikalikan bilangan genap menghasilkan 
hasil yang genap. Sehingga proses komputasi perkalian lebih cepat. Hasil rata-rata 
waktu pengujian K=0.1 sampai K=5 memerlukan waktu 220.06 detik.  
Waktu pengujian kecepatan metrik minkowski distance pada video claire 
extraction digambarkan warna orange pada Gambar 4.43. Hasil waktu tercepat saat 
pengujian memerlukan waktu 52 detik. Sedangkan waktu terlama saat penyelesaian 
73 detik. Hasil waktu rata-rata pengujian VCE dari K=0.1 sampai K=5 memerlukan 
waktu 64.54 detik. Pengujian VCE lebih cepat daripada video VME. Karena hasil 
rekaman video minor stroke kurang stabil. Sehingga mempengaruhi saat ekstraksi 
object. Video claire lebih unggul dalam penyelesaian rata-rata daripada video minor 
stroke. Karena pengaruh kualitas dari video tersebut. 
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Gambar 4. 44 Perbandingan Kecepatan Waktu Minor Stroke dengan Claire 
Menggunakan Euclidean Distance 
 
Gambar 4.44 adalah hasil perbandingan waktu pengujian video minor 
stroke extraction (VME) dengan video claire extraction (VCE). Kedua video yang 
diujikan menggunakan metrik euclidean distance. Tujuan dari pengujian kecepatan 
waktu video minor stroke extraction maupun video claire extraction untuk 
mengetahui kecepatan penyelesaian dari ekstraksi. Gambar 4.44 berisi informasi 
pengujian video minor stroke extraction dan video claire extraction dengan metrik 
minkowski distance.  
Hasil pengukuran kinerja video minor stroke extraction dengan metrik 
euclidean distance yang digambarkan warna biru pada Gambar 4.44. Hasil 
kecepatan waktu terlihat lama saat K=0.1. Ketika pengujian video minor stroke 
extraction berada K>0.1 beransur-ansur lebih cepat. Hasil pengujian video minor 
stroke extraction tercepat membutuhkan waktu 198 detik pada K=0.7. Sedangkan 
waktu penyelesain VME terlama membutuhkan waktu 254 detik pada K=0.1. Hasil 
pengujian waktu video minor stroke extraction rata-rata memerlukan waktu 218.56 
detik. Video minor stroke extraction dengan euclidean distance memerlukan waktu 
lama. Karena pengaruh dari kualitas pengambilan video minor stroke extraction 
yang tidak stabil. Sehingga saat ekstraksi foreground dengan background pada 
frame memerlukan waktu lama.   
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Gambar 4. 45 Perbandingan Kecepatan Waktu Minor Stroke dengan Claire 
 
Grafik warna orange menggambarkan hasil pengujian kecepatan waktu 
video claire extraction dengan metrik euclidean distance. Hasil pengujian video 
claire extraction terlihat memerlukan waktu yang stabil 50 detik. Hasil pengujian 
video claire extraction dengan metrik euclidean distance memerlukan waktu 
tercepat 59 detik pada K=4.7 dan K=5. Sedangkan waktu pengujian video claire 
extraction pada metrik euclidean distance terlama memerlukan waktu 68 detik pada 
K=2.6. Hasil waktu rata-rata video claire extraction dari K=0.1 sampai K=5, 
memerlukan waktu 62.62 detik. Hasil pengujian VCE dengan metrik euclidean 
distance lebih cepat daripada video minor stroke extraction dengan metrik 
euclidean distance. Hal ini dipengaruhi oleh parameter P pada metrik minkowski 
distance. Sehingga proses video claire extraction memakan waktu lama. 
Gambar 4.45 adalah hasil perbandingan waktu video minor stroke 
extraction dengan video claire extraction. Tujuan dari perbandingan kecepatan 
waktu untuk mengetahui waktu tercepat dalam menyelesaikan ekstraksi. Pengujian 
video minor stroke extraction menggunakan variasi K sebanyak lima puluh. 
Parameter K dimulai dari K=0.1 sampai K=5. 
Hasil pengujian kecepatan waktu video minor stroke extraction dengan 
metrik minkowski distance yang digambarkan warna biru pada Gambar 4.45. Hasil 
pengujian kecepatan waktu video minor stroke extraction, terlihat pada grafik 
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memerlukan waktu sekitar 200 detik. Hasil pengujian metrik minkowski distance 
tercepat pada video minor stroke extraction, memerlukan waktu 205 detik pada 
K=1.4, K=1.6, K=2, K=2.2 dan K=2.8. Sedangkan waktu terlama dalam 
penyelesaian video minor stroke extraction dengan minkowski distance, 
memerlukan waktu 257 detik pada K=3.9. Hasil rata-rata waktu pengujian video 
minor stroke extraction dari K=0.1 sampai K=5 dengan minkowski distance 
memerlukan waktu 220.06 detik.  
Gambar grafik warna merah pada Gambar 4.45 menggambarkan hasil 
pengujian kecepatan waktu metrik euclidean distance pada video minor stroke 
extraction. Hasil pengujian video minor stroke extraction terlihat memerlukan 
waktu di atas 200 detik. Hasil pengujian video minor stroke extraction memerlukan 
waktu tercepat 198 detik pada K=0.7. Sedangkan waktu pengujian video minor 
stroke extraction terlama 254 detik pada K=0.1. Hasil rata-rata waktu pengujian 
video minor stroke extraction dari K=0.1 sampai K=5 dengan minkowski distance 
memerlukan waktu 218.56 detik.  
Hasil pengujian waktu video claire extraction dengan euclidean distance 
yang digambarkan warna abu-abu pada Gambar 4.44. Hasil pengujian video claire 
extraction dengan euclidean distance terlihat memerlukan waktu kurang 100 detik. 
Hasil pengujian video claire extraction tercepat memerlukan waktu 52 detik pada 
K=4.4. Sedangkan waktu video claire extraction terlama memerlukan waktu 73 
detik pada K=11. Hasil rata-rata pengujian waktu video claire extraction 
memerlukan waktu 64.54 detik.  
Hasil pengujian video claire extraction dengan metrik euclidean distance 
yang digambarkan grafik warna kuning pada Gambar 4.45. Hasil pengujian waktu 
video claire extraction dengan metrik euclidean distance terlihat memerlukan 
waktu kurang 100 detik. Hasil pengujian waktu video claire extraction dengan 
metrik euclidean distance tercepat memerlukan 59 detik pada K=4.7 dan K=5. 
Sedangkan waktu terlama video claire extraction memerlukan 68 detik pada K=2.6. 
Hasil pengujian waktu rata-rata video claire extraction dengan metrik euclidean 
distance memerlukan 62.62 detik. 
Hasil pengujian kecepatan waktu video claire extraction dengan metrik 
minkowski distance lebih cepat daripada video minor stroke extraction dengan 
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metrik minkowski distance. Hal ini dipengaruhi oleh kerumitan saat object yang 
diekstrak. Semakin mudah gerakan object diekstrak, maka proses pemisahan object 
dengan non-object lebih cepat. Sebaliknya jika ekstraksi object sulit, maka proses 
pemisahan foreground dengan background memerlukan waktu yang lebih lama.  
Untuk hasil pengujian kecepatan waktu video claire extraction dengan 
metrik euclidean distance lebih cepat daripada video minor stroke extraction 
dengan metrik euclidean distance. Hal ini dipengaruhi oleh karakteristik dari 
pengambilan video minor stroke extraction yang kurang stabil. Karena saat 
pengambilan video diambil oleh orang yang terserang minor stroke. Orang yang 
terserang minor stroke mempunyai kerusakan kognitif. Sehingga gerakan tanganya 
saat pengambilan video kurang stabil. 
Kecepatan waktu tercepat memerlukan 52 detik dalam pengujian video 
claire extraction dengan metrik minkowski distance. Hal ini sesuai dengan 
penelitian sebelumnya bahwa metrik minkowski lebih cepat daripada euclidean 
distance. Sedangkan waktu terlama memerlukan 257 detik saat pengujian pada 
proses video minor stroke extraction dengan minkowski distance. Untuk waktu rata-
rata tercepat 62.62 detik pada proses video claire extraction dengan euclidean 
distance. Sedangkan kecepatan waktu rata-rata terlama 220.06 detik pada proses 
video minor stroke extraction dengan minkowski distance.  
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BAB 5 
PENUTUP 
 
5.1 Kesimpulan 
Video object extraction pada kasus minor stroke berbasis LVQ 
menggunakan metrik minkowski distance telah diuji. Hasil dari percobaan video 
minor stroke extraction meliputi optimasi parameter P pada metrik minkowski dan 
euclidean distance, pengujian kecepatan waktu optimasi, hasil minor stroke dan 
claire extraction pada metrik minkowski dan euclidean distance, perbandingan 
kecepatan saat pengujian video minor stroke extraction dengan claire extraction, 
hasil akurasi video minor stroke extraction dan claire extraction. 
 Hasil Optimasi maksimal P=2 pada video minor stroke extraction dengan 
metrik minkowski distance. Selain akurasi, pengujian kecepatan pada proses video 
minor stroke extraction dengan minkowski distance juga diperhitungkan. Waktu 
pengujian optimasi yang paling cepat 10 detik pada P=2. Sedangkan waktu 
pengujian optimasi paling lama 23 detik pada P=3.5. Hasil Optimasi maksimal P=1 
pada video claire extraction dengan metrik euclidean distance. Waktu tercepat 6 
detik pada pengujian optimasi claire dengan metrik euclidean distance P=1 dan 
P=2. Hasil akurasi median claire lebih unggul saat pencarian optimasi paramater P. 
Pengujian kecepatan video claire extraction lebih unggul daripada video minor 
sroke extraction saat proses pencarian optimasi video claire. 
Hasil pengujian minor stroke dengan metrik minkowski distance terbaik 
pada K=4.3. Hasil video minor stroke extraction terbaik dengan metrik euclidean 
distance pada frame 21 pada K=4.3. Sedangkan hasil frame 5 pada K=4.3 
merupakan terendah. Karena saat frame 21 masih belum stabil. Hasil pengujian 
minor stroke dengan metrik euclidean distance terbaik pada K=4.3. Hasil video 
minor stroke extraction terbaik dengan metrik euclidean pada frame ke 21 pada 
K=4.3. Sedangkan hasil frame kurang dari 21 adalah terendah. Karena saat frame 
lebih dari 21 sudah stabil. Hasil pengujian akurasi video minor stroke dengan metrik 
minkowski distance dan metrik euclidean distance adalah sama. Karena pengaruh 
parameter P dan K yang ketemu titik optimal.  
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Hasil pengujian claire dengan metrik minkowski distance terbaik pada 
K=0.1. Hasil claire terbaik dengan metrik euclidean pada frame 2 pada K=0.1. 
Sedangkan hasil frame 30 pada K=0.1 merupakan terendah. Karena saat frame 30, 
antara parameter P dan K tidak singkron. Hasil pengujian claire dengan metrik 
euclidean distance terbaik pada K=0.1. Hasil claire terbaik dengan metrik 
euclidean pada frame 2 pada K=0.1. Sedangkan hasil frame 7 pada K=0.1 adalah 
terendah. Karena saat frame 7, antara perubahan warna perpindah frame tidak 
singkron dengan parameter K. 
Hasil pengujian claire dengan metrik minkowski distance lebih baik 
daripada metrik euclidean distance. Karena hasil ekstraksi obyek lebih rapi 
daripada euclidean distance. Hasil akurasi terbaik saat pengujian minor stroke 
dengan metrik minkowski distance sebesar 68.76% pada K=4.3. Hasil pengukuran 
waktu minor stroke terbaik memerlukan 205 detik pada (K=1.4, K=1.6, K=2, 
K=2.2, K=2.8) saat pengujian minor stroke dengan minkowsi distance. Hasil 
akurasi terbaik saat pengujian minor stroke dengan euclidean distance sebesar 
68.76% pada K=4.3. Hasil pengujian kecepatan waktu minor stroke terbaik 
memerlukan 198 detik pada K=0.7 saat pengujian minor stroke dengan euclidean 
distance.  
Hasil akurasi minor stroke dengan metrik minkowski distance yang 
diperoleh 68.76% pada K=4.3 dan euclidean distance yang diperoleh 68.76% pada 
K=4.3 adalah sama. Karena berada titik optimal paramater K dan P. Hasil akurasi 
terbaik saat pengujian claire dengan metrik minkowski distance sebesar 90.49% 
pada K=0.1. Hasil pengujian kecepatan waktu claire terbaik dengan minkowski 
distance memerlukan 52 detik pada K=4.4. Hasil akurasi terbaik saat pengujian 
claire dengan euclidean distance sebesar 90.59% pada K=0.1. Hasil pengujian 
kecepatan waktu claire terbaik memerlukan 59 detik pada K=4.7 dan K=5 saat 
pengujian claire dengan euclidean distance.  
Hasil akurasi claire dengan metrik euclidean distance yang diperoleh 
90.59% pada K=0.1. Hasil perbandingan akurasi metrik euclidean distance dengan 
minkowski lebih baik sebesar 90.49% pada K=0.1. Namun untuk evaluasi akurasi 
rata-rata dari K=0.1 sampai K=0.2 sebesar 72.49%, metrik minkowski distance 
lebih baik daripada euclidean distance.  
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Hasil perbandingan kecepatan waktu dari semua pengujian yaitu claire 
tercepat daripada minkowski distance. Untuk waktu rata-rata terbaik adalah claire 
dengan euclidean distance. Sedangkan waktu terlama adalah minor stroke dengan 
minkowski distance. Dari hasil pengujian akurasi minor stroke terlihat bahwa belum 
bisa memperbaiki hasil akurasi sebelumnya. Namun untuk kasus claire extraction 
dengan evaluasi rata-rata lebih baik daripada metrik euclidean distance. Hal ini 
dipengaruhi oleh pengambilan video minor stroke kurang maksimal. Karena yang 
mengambil video adalah orang yang sedang terserang penyakit minor stroke. Orang 
yang mengalami penyakit minor stroke tertanggu koqnitifnya seperti saat 
memegang handphone dan merekam. Jadi hasil rekaman video minor stroke tidak 
stabil.  
Dari uraian paragraf sebelumnya mengenai pengujian kecepatan waktu, 
dapat diambil dua ringkasan. Pertama, hasil pengujian kecepatan waktu yang 
terbaik adalah claire dengan metrik minkowski distance. Hal ini terbukti pada 
penelitian sebelumnya bahwa metrik minkowski lebih cepat daripada euclidean 
distance. Karena proses komputasi lebih sederhana daripada euclidean distance. 
Kedua, hasil pengujian minor stroke dengan euclidean distance tidak terbukti. 
Karena pengujian minor stroke mempunyai kendala kerumitan dan kualitas video. 
 
5.2 Penelitian Selanjutnya 
Hasil perbaikan video object extraction pada kasus minor stroke belum 
terbukti untuk menaikan akurasi yang lebih dari 70%. Oleh karena itu, video object 
extraction pada kasus minor stroke memerlukan perbaikan, pertama dari fitur yang 
diambil terdiri dari lima yaitu posisi koordinat pixel x dan y, serta warna HSV. 
Diharapkan dengan perbaikan fitur akan menghasilkan akurasi yang meningkat. 
Kedua, untuk proses perhitungan jarak pada video minor stroke extraction masih 
membandingkan dengan metrik jarak minkowski. VOE perlu membandingkan 
metrik mahalanobis dan metrik yang lain. Diharapkan dengan perbaikan metrik 
bisa menaikan akurasi menjadi 70% lebih. Kemudian untuk data yang diujikan di 
video object extraction perlu diuji dengan data yang lain. Sehingga akan 
menghasilkan penelitian baru lagi. 
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