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Abstract
Recently the first (1+ )-approximate strong coresets for subspace approximation and k-median of size
poly(k/) were obtained in the work of [SW18]. Importantly, given n points in Rd, the size of these coresets
was the first that was independent of both n and d. Unfortunately their construction had a running time
which was exponential in poly(k/). Here we give the first polynomial time, and in fact nearly linear time,
algorithms for constructing such coresets. Our first algorithm runs in nnz(A)/2 + (n+ d)poly(k/) time
and our second runs in nd log2(nd) + (n+ d)poly(k/) time. Our proposed method can potentially be
extended to give coresets for other problems where the query centers fit in a low-dimensional space.
1 Introduction
Modern computer science tasks are facing enormous data set sizes. For example, machine learning models
nowadays may require millions of data samples in order to train. It is crucial that we can decrease the size of
the data to save on computational power. A coreset is one such data structure for this task. Given a set of
n points X = {x1, . . . , xn}, a coreset P is a data structure consuming a much smaller amount of memory
than X, which can be used as a substitute for X, for any query Y on X. For example, in the k-median
problem, the query Y = {y1, . . . , yk} can be a set of k points, and we want to find a coreset P to obtain
a (1 + )-approximation to
∑n
i=1 ‖xi − yxi‖2, where yxi is the closest point to xi in Y . Often, we want to
construct a strong coreset, meaning with high probability, P can be used in place of X simultaneously for all
possible query sets Y . If this is the case, then we can throw away the original dataset X, which saves us not
only computational power, but also on storage.
There is a long line of work which has focused on constructing coresets for subspace approximation and k-
means (see, e.g., [DRVW06, DV07, FL11, FMSW10, FSS13, VX12, SV07, BHPI02, Che09, FS12, FS05, FS08,
HPK07, HPM04, LS10]). [FSS13] gave the first coreset of size independent of d. For subspace approximation,
they gave strong coresets of size O(k/), and O˜(k3/4) 1 for k-means. [CEM+15] improved the result and
gave an input sparsity time algorithm. Later, [SW18] gave a strong coreset of size poly(k/) for the k-median
problem, and also subspace approximation with sum of distances loss, building upon a long line of earlier work
on k-median. Their algorithm runs in O˜(nnz(A) + (n+ d) · poly(k/) + exp(poly(k/))) time. Recent work
by [MMR19] provided an oblivious dimensionality reduction for k-median to a O(−2 log(k/))-dimensional
space while preserving the cost of every clustering. This dimension reduction result can be used to construct
a strong coreset of size poly(k/). We remark that our method works not only for k-median but also for the
subspace approximation problem. The method we propose can potentially be modified to provide coresets for
other shape-fitting problems where the query centers have a low-dimensional nature.
Despite obtaining the first coreset for the fundamental problems of k-median and subspace approximation
of size independent of n and d, a glaring drawback of [SW18] is that the running time to build the coreset
is exponential in poly(k/). This is due to the requirement that their algorithm needs to find a (1 + )-
approximate subspace approximation in order to build their coreset. This does not seem ideal, as one
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1We use O˜(f(n)) notation to denote O(f(n)polylog(f(n))).
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motivation for building a coreset in the first place might be to use it for solving subspace approximation.
Moreover, for the k-means problem, the strong coreset construction of [FSS13] runs in fully polynomial time.
We thus consider one of the main open questions of this line of work whether we can get a poly(k/) size
strong coreset for subspace approximation and k-median in polynomial or ideally, nearly linear time.
1.1 Our Results
Our main contribution is that when considering the sum of pth power of Euclidean distances with p ∈ [1, 2),
we provide the first nearly linear time algorithm for constructing poly(k/)-sized strong coresets for subspace
approximation problems. Previously the best algorithm that found strong coresets with size independent of n
and d required O˜(nnz(A) + (n+d) ·poly(k/) + exp(poly(k/))) time. In this paper we remove the exponential
term.
Theorem 1 (Informal version of Theorem 8 and 9). For any  ∈ (0, 1), p ∈ [1, 2), and k ≥ 1, there is an
O˜(nnz(A)/max(1,2/p) + (n+ d) · poly(k/)) time algorithm that find a poly(k/)-sized strong coreset for the
(k, p)-subspace approximation and O˜(nnz(A)/2+(n+d) ·poly(k/)) time algorithm that find a poly(k/)-sized
strong coreset for the k-median problem.
When A is dense, i.e., nnz(A) ≈ nd, the quantity nd/2 may be too large to afford. In this case, we also
provide a fast coreset construction algorithm which runs in O˜(nd log2(nd) + (n+ d) · poly(k/)) time when
p = 1.
Theorem 2. For any  ∈ (0, 1), p = 1, and k ≥ 1, there is an O˜(nd + (n + d) · poly(k/)) time algorithm
that finds a poly(k/)-sized strong coreset for the (k, 1)-subspace approximation and k-median problems.
A key ingredient in the above theorems for p ≤ 2 is a non-adaptive sampling technique used in [CW15],
but for p > 2 this technique can no longer be applied. For p > 2, we instead provide an O˜(nd · poly(k/))
adaptive sampling-based algorithm for our coreset construction.
Theorem 3 (Informal version of Theorem 13 and 14). For any  ∈ (0, 1), constant p > 2, and k ≥ 1,
there is an O˜(nd · poly(k/)) time algorithm that finds a poly(k/)-sized strong coreset for the (k, p)-subspace
approximation and (k, p)-clustering problems.
Recently, and independently of our work, [HV20] obtained a strong coreset construction for subspace
approximation and k-median with a time bound of nnz(A) · k + (n+ d) · poly(k/). This should be compared
to our time bounds of (1) nnz(A)/2 + (n + d) · poly(k/), and (2) nd log2(nd) + (n + d) · poly(k/). Our
leading order term is smaller for sparse matrices when 1/2 < k, while our leading order term is smaller for
dense matrices when log2(nd) < k. One natural setting is a sparse matrix and constant , for which we obtain
nnz(A) + (n+ d) · poly(k) time, while the algorithm of [HV20] takes nnz(A) · k + (n+ d) · poly(k) time.
1.2 Outline
In Section 2 we discuss preliminaries and an outline of the techniques used in our paper. Section 3 shows how
to obtain a nearly linear time algorithm for strong coreset construction when the input matrix A is sparse. In
Section 4 we make our algorithm efficient when the input matrix A is dense and in the case of p = 1. Due to
space constraints, our adaptive sampling-based algorithms for p > 2 can be found in Section 5.
2 Preliminaries and Technical Overview
We let A ∈ Rn×d denote our input matrix. The rows of A be interpreted as a set of n points in Rd. Throughout
the paper, we use Ai∗ to denote the ith row of A, and A∗i to denote ith column. For any n ∈ Z+, [n] denotes
the set {1, 2, 3, . . . , n}.
Given a, b ∈ Rd, d(a, b) = ‖a− b‖2. Given a vector a and a set V (which we use to denote a set of points or
a subspace, depending on the context), d(a, V ) denotes minv∈V d(a, v). Given a subspace B, PB denotes the
projection matrix onto B, i.e., for any vector u, PBu = arg minv∈B d(u, v), and let B⊥ denote the orthogonal
complement of B.
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For any matrix B ∈ Rm×n, we let BI ∈ Rm×(n+1) represent the matrix B appended with a column of
zeros. B− denotes the pseudo-inverse of matrix B.
Definition 1. For a matrix A with n rows and a subset P ⊆ [n], we define A[P ] to be the sub-matrix formed
by the rows of A corresponding to indices in P .
Definition 2 (Sampling Matrix). Given a vector q ∈ [0, 1]n, we define sampling with respect to q as follows:
for each i ∈ [n], sample each row Ai∗ with probability qi independently. Suppose this process samples m
rows. We have that E[m] =
∑
i qi. Let D ∈ Rm×m be a diagonal matrix and ΩT ∈ Rm×n. For k = 1, . . . ,m,
if i is the k-th sampled row, set Ωik = 1 and Dkk = 1/qi. Let S = D · ΩT . We call S a sampling matrix that
corresponds to q.
Definition 3 ((p, 2)-norm). For matrix A ∈ Rn×d, its (p, 2)-norm is
‖A‖p,2 = (
n∑
i=1
‖Ai∗‖p2)1/p.
Definition 4 (Weighted (k, p, u)-clustering). Given input matrix A ∈ Rn×d and a weight function u : Rd → R,
let X be the collections of all sets containing k points. The (k, p, u)-clustering problem denotes the optimization
problem
min
X∈X
∑
Ai∗∈A
u(Ai∗)d(Ai∗, X)p.
If p = 2, we have the weighted k-means problem, while if p = 1, we have the weighted k-median problem.
If the data points have the same weight, we abbreviate this as the (k, p)-clustering problem.
Definition 5 ((k, p)-subspace approximation). Given input matrix A ∈ Rn×d, let P be the set of all subspaces
with dimension at most k. The (k, p)-subspace approximation problem denotes the optimization problem
min
P∈P
∑
i∈[n]
d(Ai∗, P )p.
Definition 6 (-strong coreset). For the weighted (k, p, u)-clustering problem with input matrix A ∈ Rn×d,
let X ∈ Rk×d be any set of k query points. A weighted -strong coreset is a tuple (C,w) where C ∈ Rm×d
and w : Rd → R is such that
m∑
i=1
w(Ci∗)d(Ci∗, X)p ∈ (1± )
∑
Ai∗∈A
u(Ai∗)d(Ai∗, X)p.
A similar notion of strong coreset can be defined for the (k, p)-subspace approximation as well.
Definition 7 ((α, β)-bicriteria approximation). Given an input matrix A ∈ Rn×d for the (k, p)-subspace
approximation problem, we say that a subspace Q is an (α, β)-bicriteria approximation if dim(Q) ≤ β and
n∑
i=1
d(Ai∗, Q)p ≤ α min
P :dim(P )=k
d(Ai∗, P )p.
Definition 8 (`p subspace embedding). Let A ∈ Rn×d, Π ∈ Rs×n. We call Π an `p subspace embedding
with t distortion if for all x ∈ Rd, ‖Ax‖p ≤ ‖ΠAx‖p ≤ t‖Ax‖p.
2.1 Technical Overview
Let A ∈ Rn×d be the input matrix. Let OPT denote the optimum value of the (k, p)-subspace approximation
to A. [SW18] show that if a subspace S satisfies
‖A(I − PS)‖pp,2 − ‖A(I − PS∪W )‖pp,2 ≤ max(2/p,1)OPT (1)
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for any k-dimensional subspace W , where S ∪W denotes the span of S ∪W , we can reduce the dimension
of the input points by projecting the points onto S, and then construct a coreset of the n points in the
lower dimensional space. The resulting strong coreset will still be a strong coreset for the original space.
[SW18] construct such a subspace S by directly computing a ((1 + ), poly(k/)) bicriteria approximation for
the (k, p) subspace approximation problem on A. This introduces the exp(poly(k/)) term in their running
time. We show that we can adaptively compute (1 + , poly(k/))-bicriteria solutions for the (k, p)-subspace
approximation problem on A and that with constant probability, the final bicriteria solution we compute has
the desired property (1).
Towards that end, we solve the problem of finding a (1 + , poly(k/))-bicriteria solution for the (k, p)-
subspace approximation problem on the input A(I − P ) where P is an arbitrary projection matrix onto
a subspace of dimension at most poly(k/). We solve this problem in two stages. First we compute a
(poly(k/), poly(k/))-approximation, i.e., we find a subspace Xˆ of dimension at most poly(k/) such that
‖A(I − P )(I − PXˆ)‖pp,2 ≤ poly(k/) mindim(H)=k ‖A(I − P )(I − PH)‖
p
p,2.
To achieve this, we first right multiply A(I − P ) by a so-called random lopsided embedding matrix R to
get a matrix A(I − P )R that is of much smaller dimension, and then we sample the rows of this new matrix
by left multiplying by a sampling matrix S based on the so-called `p-leverage scores of A(I − P )R. Finally
we find an orthonormal basis of the rowspace of SA(I − P ) which gives a (poly(k/), poly(k/))-bicriteria
solution.
Next, based on our bicriteria solution, we perform non-adaptive residual sampling. This was shown to
give a (1 + , poly(k/))-bicriteria subspace in [CW15]. Thus, we obtain a subspace Sˆ for which
‖A(I − P )(I − PSˆ)‖pp,2 ≤ (1 + ) mindim(H)=k ‖A(I − P )(I − PH)‖
p
p,2.
Starting with P = 0, we obtain a (1 + , poly(k/)) bicriteria approximate subspace Sˆ. However, the
coreset construction requires a subspace that satisfies (1). To obtain this guarantee, we crucially run this
algorithm adaptively Θ(1/max(2/p,1)) times. Let Sˆj be the subspace obtained in the j-th iteration. In the
i-th iteration we find a bicriteria solution for the problem on A(I − P∪i−1j=1Sˆj ). We then show that the final
subspace Sˆ = ∪jSˆj satisfies (1) with constant probability. We can then project A onto Sˆ and use an existing
coreset construction but applied to a much smaller dimension.
For p = 1 and dense inputs A, our first algorithm gives a running time of O(nd/2 + (n+d)poly(k/)). We
observe that most of the time is taken by the computation of the `1-leverage scores for sampling. We propose
a novel alternate sampling schema which computes leverage scores of n/poly(k/) rows in each iteration, as
compared to n which is done by the naïve algorithm. We achieve this by partitioning the matrix A(I − P )R
into nearly equal sized partitions and computing the sum of probabilities of rows in the partition without
computing the individual probabilities. We also show that we need not look inside many partitions and hence
can save on the computation time for computing the leverage scores. This lets us save a factor of 2 in the
overall running time.
For the sum of pth powers of Euclidean distances with p > 2, we run our adaptive residual sampling
algorithm O(1/) times, each time storing all the rows in A picked so far, and sample a new subspace with
respect to these rows.
3 Near Linear Time Coreset Construction When p ∈ [1, 2)
In this section we show how to obtain a nearly linear time algorithm for strong coreset construction, with an
algorithm that is well-suited for sparse input matrices A.
3.1 (poly(k/), poly(k/))-bicriteria Subspace Approximation
We first show how to obtain a (poly(k/), poly(k/))-bicriteria subspace approximation, that is, a subspace
S′ with dimension poly(k/), such that it contains a subspace S that is a poly(k/)-approximation to the
(k, p)-subspace approximation problem.
The key tools we use are lopsided embeddings and well-conditioned bases, defined as follows.
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Definition 9 (Lopsided embedding). S is a lopsided -embedding for matrices A and B of appropriate
dimensions, with respect to the matrix norm ‖ · ‖ and constraint set C, if
1. For all X of appropriate dimension: ‖S(AX −B)‖ ≥ (1− )‖AX −B‖.
2. Let X∗ = arg minX∈C ‖AX −B‖ and B∗ = AX∗ −B, we have ‖SB∗‖ ≤ (1 + )‖B∗‖.
If a lopsided embedding S contains only s non-zero elements, we also refer to S as a sparse lopsided
embedding with sparsity parameter s.
Definition 10 (Well-conditioned basis and `p leverage scores). An n × d matrix U is an (α, β, p)-well-
conditioned basis for the column space of A if
1. (
∑
i∈[n]
∑
j∈[d] |Uij |p)1/p ≤ α.
2. For all x ∈ Rd, ‖x‖q ≤ β‖Ux‖p, where 1/p+ 1/q = 1.
3. The column span of U is equal to the column span of A.
For such a well conditioned basis ‖Ui∗‖pp is defined as `p leverage score of ith row. `p leverage scores are not
invariant to the choice of Well-conditioned basis.
As proven by [CW15], for subspace approximation, given an input A, one can right multiply it by a
lopsided embedding R. A well-conditioned basis U of AR can be efficiently computed. To further decrease
the computation cost, we can right multiply U with a Gaussian vector (or matrix) G, and then it suffices to
sample A using the so-called `1 leverage scores of UG. We extend this procedure so that its running time
is proportional to nnz(A), rather than nnz(A(I − P )) which may be larger, even if the input A is replaced
with A(I − P ). With the above mentioned theorems and definitions we can present our main lemma for
Algorithm 1: ConstructSamplingMatrix
Input : A(I − PB)R.
Output : Sampling matrix S.
1 Compute a well-conditioned basis A(I − PB)RW−1 of A(I − PB)R.
2 Compute `p-leverage scores defined as: q′i = |Ai∗(I − PB)RW−1G|p, where G ∈ Rpoly(k/) has
independent Gaussian entries with mean 0 and variance 1.
3 Let r = poly(k/)
∑
i q
′
i be sufficiently large.
4 Let S be a sampling matrix of A(I − PB)R using probability qi = min{1, rq′i/
∑
i q
′
i}.
5 return S.
Algorithm 2: PolyApprox
Input :A ∈ Rn×d, projection matrix PB = WWT for W with poly(k/) columns, k,  > 0.
Output : poly(k/)-approximate projection PS ∈ Rd×d as UUT for U with poly(k/) rows.
1 Let R ∈ Rd×poly(k/) be a sparse lopsided -embedding matrix.
2 Compute sampling matrix S as in Algorithm 1 ConstructSamplingMatrix.
3 UT ← orthonormal basis for the rowspace of SA(I − PB).
4 return PS = UUT .
(poly(k/), poly(k/))-bicriteria approximation:
Lemma 1. Given matrix A ∈ Rn×d and a matrix PB ∈ Rd×d which is a projection onto a poly(k/)
dimensional subspace B, in O(nnz(A) + (n+ d)poly(k/)) time Algorithm 2 PolyApprox returns a matrix
PS = UU
T which is a projection matrix onto a poly(k/)-dimensional subspace S orthogonal to B for which
‖A(I − PB)(I − PS)‖pp,2 ≤ poly(k/) minH:dim(H)=k ‖A(I − PB)(I − PH)‖pp,2.
We provide the following auxiliary theorems from [CW15] for the proof of Lemma 1.
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Theorem 4 (Theorem 8 in [CW15]). Given A ∈ Rn×d, if R ∈ Rd×m is a sparse embedding matrix
[BDN15, CW17, MM13, NN13] with sparsity parameter s, there is s = O(p3/) and m = poly(k/) such that
with constant probability over the randomness of R we have minrank−k X ‖ARX −A‖pp,2 ≤ (1 + )‖A−Ak‖pp,2
for X of appropriate dimension. Here Ak ≡ arg minrank−k Y ‖Y −A‖p,2.
Theorem 5 (Theorem 14 in [CW15]). Suppose H ∈ Rd×m. Suppose Π ∈ Rs×n is an `p subspace embedding
for the column space of AH, i.e., for all x ∈ Rm, ‖ΠAHx‖pp = (1 ± 1/2)‖AHx‖pp. Suppose we compute a
QR-factorization of ΠAH = QR, where Q has orthonormal columns. Then AHR−1 is a (poly(m), 2, p)-well-
conditioned basis for the column space of AH. There are `p subspace embeddings Π with s = poly(m) for
p ∈ [1, 2) that can be applied in O(nnz(A)) time, so that R−1 can be computed in O(nnz(A) + poly(m/))
time.
Here Theorem 4 shows us that a sparse lopsided embedding matrix R, if right multiplied with A, can be
used to well approximate the best rank-k projection Ak. Keep in mind that we try to find a k-dimensional
subspace, and thus the theorem justifies why lopsided embeddings are useful. Moreover, many existing sketch
matrices, like CountSketch, are lopsided embeddings.
Theorem 5 shows how to efficiently compute a well-conditioned basis, which we use in Algorithm 2
PolyApprox. We are now ready to prove Lemma 1.
Proof of Lemma 1. The correctness of Algorithm 2 PolyApprox is given by the following theorem:
Theorem 6 (Theorem 47 in [CW15]). With constant probability, the matrix U output by
Algorithm 2 PolyApprox(A, ∅, k, ) has:
‖A(I − UUT )‖pp,2 ≤ poly(k/) min
X:dim(X)=k
‖A(I − PX)‖pp,2.
We apply this theorem with A = A(I−PB) and the approximation follows. As proven in [CW15], PXˆ = UUT
has poly(k/) rows with high probability.
We now turn to show that this algorithm runs in O(nnz(A) + (n+ d)poly(k/)) time. For computing PXˆ ,
we need to estimate the `p leverage scores of rows of A(I−PB)R. As mentioned in Theorem 5, we can compute
a well-conditioned base for A(I−PB)R by doing a QR factorization of ΠA(I−PB)R = QW , using a subspace
embedding Π ∈ Rpoly(k/)×n. We can calculate W−1 in time O(nnz(A) + poly(k/)). For the leverage score
estimation, we also right multiply by a Gaussian vector G ∈ Rpoly(k/)×1 and compute A(I − PB)RW−1G.
Recall that PB is always given in terms of PB = UUT for some U ∈ Rd×poly(k/). Therefore, calculating
PBRW
−1G from right to left takes O(dpoly(k/)) time. Similarly, calculating RW−1G from right to left also
takes O(dpoly(k/)) time. Since A is sparse, we only need to check the non-zero entries of A, and subtract the
corresponding entry of APBRW−1G from ARW−1G to get A(I − PB)RW−1G. This process in total takes
O(nnz(A) + dpoly(k/)) time, where the nnz(A) term comes from checking which entry of A is non-zero.
For computing the leverage score of A(I − PB)RW−1G, we have n rows, but each row is a scalar, so
leverage score computation takes O(n).
Calculating SA(I − PB) takes O(dpoly(k/)) time since S is a sampling matrix and PB is a projection
matrix with rank poly(k/). The row span of SA(I − PB) can be computed in time O(dpoly(k/)). Finally
the projection matrix Xˆ is given by UUT (we do not compute this matrix multiplication).
Combining everything, the total running time is O(nnz(A) + (n+ d)poly(k/)).
3.2 (1 + , poly(k/))-bicriteria Subspace Approximation
Using the (poly(k/), poly(k/))-bicriteria subspace approximation solution found, we design a finer sampling
process based on [CW15] to further pick a subspace with dimension poly(k/) that contains a (1 + )-
approximate solution.
We first prove the following auxiliary theorems and lemmas:
Lemma 2. Given matrix A ∈ Rn×d, projection matrix PB ∈ Rd×d given as PB = W1WT1 with W1 ∈
Rd×poly(k/), projection matrix PXˆ ∈ Rd×d given as PXˆ = WWT with W ∈ Rd×dW (dW ≤ poly(k)), K ≥ 1
such that
||A(I − PB)(I − PXˆ)||pp,2 ≤ K min
X:dim(X)=k
||A(I − PB)(I − PX)||pp,2 (2)
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Algorithm 3: EpsApprox
Input : A ∈ Rn×d, projection matrix PB ∈ Rd×d given as W1WT1 with W1 ∈ Rd×poly(k/),
problem parameter k > 0, projection matrix PXˆ ∈ Rd×d given as WWT with W ∈ Rd×dW
for some dW , accuracy  > 0, K ≥ 1 be the approximation bound for PXˆ .
Output : U ∈ Rd×rM with orthonormal columns, for a parameter rM = poly(k/) and
colspan(U) ⊆ B⊥.
1 Let tM ← 1.
2 Let G ∈ Rd×tM have independent Gaussian entries with mean 0 and variance 1/tM .
3 Let r1 be a large enough value in O(Kk3−2 log(k/)).
4 Let r ← r21.
5 For i ∈ [n], let q′i = |Ai∗(I − PB)(I − PXˆ)G|p.
6 For i ∈ [n], let qi ← min (1,K2rq′i/
∑
i q
′
i), for a large enough constant K2.
7 Let S be a sampling matrix for q.
8 Compute U ′ such that U ′T is an orthogonal basis for the linear span of the rows of SA combined
with those of PXˆ .
9 return PS = UUT such that UT is an orthonormal basis for rowspan(U ′T ) ∩B⊥.
then Algorithm 3 EpsApprox(A,PB , k, PXˆ , ,K) returns a projection matrix PS given as UU
T with U having
poly(K, k, 1/) columns in expectation which projects onto a subspace S ⊆ B⊥ such that
||A(I − PB)(I − PS)||pp,2 ≤ (1 + ) min
X:dim(X)=k
||A(I − PB)(I − PX)||pp,2 (3)
in time O(nnz(A) + dpoly(K, k, 1/))
Proof. Let U ′ be the the matrix with orthonormal columns computed in step 8 of Algorithm 3 EpsApprox.
Let S′ be colspan(U ′). Let PS′ = U ′U ′T be the corresponding projection matrix. We can write PS′ =
PS′∩B + PS′∩B⊥ . From Theorem 46 of [CW15], we obtain that
||A(I − PB)(I − PS′)||pp,2 ≤ (1 + ) min
X:dim(X)=k
||A(I − PB)(I − PX)||pp,2. (4)
We also have
A(I − PB)(I − PS′) = A(I − PB)(I − (PS′∩B + PS′∩B⊥))
= A(I − PB)−A(I − PB)PS′∩B −A(I − PB)PS′∩B⊥
= A(I − PB)− 0−A(I − PB)PS′∩B⊥ (Since PBPS′∩B = PS′∩B)
= A(I − PB)(I − PS′∩B⊥).
Thus
||A(I − PB)(I − PS′∩B⊥)||pp,2 ≤ (1 + ) min
X:dim(X)=k
||A(I − PX)||pp,2. (5)
We also have that U computed in step 9 of Algorithm 3 EpsApprox is an orthonormal basis for S′ ∩B⊥
and hence satisfies the conditions of the theorem.
In step 5 of Algorithm 3 EpsApprox, q′i for all i ∈ [n] such that Ai has at least 1 non-zero entry can be
computed in O(nnz(A) + poly(k/) · d) time and hence, qi for all such i can be computed in O(nnz(A)) time.
The sampling matrix S can now be computed in time nnz(A). In expectation, S samples poly(K, k, 1/) rows
and hence an orthonormal basis for the rowspan of SA can be computed in d · poly(K, k, 1/) time using any
standard orthogonalization techniques and U can be then computed in d · poly(K, k, 1/) time. Thus, the
total time required for Algorithm 3 EpsApprox is O(nnz(A) + d · poly(K, k, 1/)).
Lemma 3. Given a subspace B, for any V ∈ B⊥, let a be a vector, and aB⊥ be a’s projection onto B⊥, we
have d(a, V ∪B) = d(aB⊥ , V ).
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Proof. Let aB be a’s projection onto B. Then we can write a = aB + aB⊥ , and hence d(a, V ∪ B) =
d(aB + aB⊥ , V ∪B) = d(aB⊥ , V ∪B) = d(aB⊥ , V ).
We are now ready to state our main theorem and proof in this section.
Theorem 7. For a matrix A ∈ Rn×d, for any projection matrix PB ∈ Rd×d given as W1WT1 with W1 ∈
Rd×poly(k/) corresponding to a subspace B, Algorithm 3 EpsApprox outputs a projection matrix PS given
as UUT with U ∈ Rd×poly(k/) corresponding to a subspace S ⊆ B⊥ such that ‖A(I − PB∪S)‖pp,2 ≤ (1 +
) mindim(H)=k ‖A(I − PB∪H)‖pp,2, and such a U can be obtained in O(nnz(A) + n · poly(k/)) time.
Proof. From Lemma 1, we obtain a projection matrix PXˆ = WW
T such that
||A(I − PB)(I − PXˆ)||pp,2 ≤ poly(k/) min
X:dim(X)=k
||A(I − PB)(I − PH)||pp,2. (6)
Hence by Lemma 2, Algorithm 3 EpsApprox(A,PB , k, PXˆ , , poly(k/)) returns a projection matrix PS
which projects onto a subspace S ⊆ B⊥
||A(I − PB)(I − PS)||pp,2 ≤ (1 + ) min
X:dim(X)=k
||A(I − PB)(I − PH)||pp,2. (7)
We note that A(I − PB) is never explicitly computed. By Lemma 3, we have the following
||A(I − PB)(I − PS)||pp,2 =
∑
i
d(ai(I − PB), S)p =
∑
i
d(ai, B ∪ S)p = ‖A(I − PB∪S)‖pp,2 (8)
and
min
X:dim(X)=k
||A(I − PB)(I − PH)||pp,2 = min
H:dim(H)=k
∑
i
d(ai(I − PB), H)p
= min
H:dim(H)=k
∑
i
d(ai, B ∪H)p = min
H:dim(H)=k
‖A(I − PB∪H)‖pp,2
and hence we obtain
‖A(I − PB∪S)‖pp,2 ≤ (1 + ) min
H:dim(H)=k
‖A(I − PB∪H)‖pp,2. (9)
3.3 Strong Coreset Construction for k-Median and Subspace Approximation
With the (1 + , poly(k/))-bicriteria subspace in the previous section, we are now ready to construct a strong
coreset. Recall the crucial property for the subspace we need is Eq. (1):
For all k-dimensional W : ‖A(I − PS)‖pp,2 − ‖A(I − PS∪W )‖pp,2 ≤ max(2/p,1)OPT
To get such a subspace, we run Algorithm 2 PolyApprox and Algorithm 3 EpsApprox adaptively, until
the desired subspace is obtained:
Algorithm 4: DimensionReduction
Input : A ∈ Rn×d, k,  > 0.
Output : Projection matrix PS = WWT with W ∈ Rd×dW where E[dW ] = poly(k/).
1 τ ← Θ(max(2/p,1)).
2 i∗ ← uniformly random integer from [10/τ ].
3 Initialize W ← ∅, PS ← 0.
4 for i = 0; i < i∗; i = i+ 1 do
5 PXˆ(= W
′W ′T )← PolyApprox(A,PS , k, ).
6 PS′(= UU
T )← EpsApprox(A,PS , k, PXˆ , , poly(k/)).
7 W ← [W |U ].
8 PS(= WW
T )← PS + PS′ .
9 end
10 return PS(= WWT ).
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Note we write PS(= WWT ) to indicate that PS is given in the form of a matrix product, yet the actual
matrix product is never explicitly calculated. By projecting the original points onto the subspace returned by
Algorithm 4 DimensionReduction, we can construct a strong coreset:
Algorithm 5: CoresetConstruction
Input : A ∈ Rn×d, problem parameter k > 0, accuracy  > 0.
Output : -strong coreset for A.
1 Let PS = DimensionReduction(A, k, ).
2 Initialize a 0 vector v ∈ Rn.
3 for i = 1, . . . , n do
4 Let vi be a (1 + )-approximation to ‖Ai(I − PS)‖2. Using the algorithm in [CW17], each
regression problem succeeds with probability at least 1− 1n2 .
5 end
6 Let B = [APS , v] ∈ Rn×(d+1), and construct an -strong coreset K as in [SW18] using B.
7 return K.
In fact, from [SW18], the only property one needs is Eq. (1) for dimension reduction. In particular, the
following condition is all we need to successfully construct a strong coreset if dimension reduction is achieved
by projecting onto a low dimensional subspace.
Lemma 4. Let OPT , minrank−k X ‖A−X‖p,2. With probability at least 4/5, Algorithm 4 DimensionReduction
finds a poly(k/)-dimensional subspace S for which all k-dimensional spaces W, we have ‖A(I − PS)‖p,2 −
‖A(I − PS∪W )‖p,2 ≤ Θ(τ)OPT.
Proof. With probability at least 9/10, after i∗k iterations of the for-loop in Algorithm 4 DimensionRe-
duction, by the guarantee of Algorithm 3 EpsApprox, S contains a k-dimensional subspace that is a
(1 + )-approximation of OPT. For each j ∈ {1, 2, . . . , 10/τ + 1}, let Sj be the jk′-dimensional subspace
that Algorithm 4 DimensionReduction produces, where k′ = O((k/)p · k2/ · log(k/)). Consider the
telescoping sum:
(1 + )OPT− ‖A(I − PS10/τ+1)‖pp,2 ≥ ‖A(I − PS1)‖pp,2 − ‖A(I − PS10/τ+1)‖pp,2
=
10/τ+1∑
i=2
(‖A(I − PSi−1)‖pp,2 − ‖A(I − PSi)‖pp,2)
≥ 0.
We can see that a 9/10 fraction of the summands must be at most (1 + )τOPT. Let i∗ be the index sampled
by the algorithm. With probability at least 9/10, we have
‖A(I − PSi∗ )‖p,2 − ‖A(I − PSi∗+1)‖p,2 ≤ τ(1 + )OPT.
By Theorem 7, and letting W be any k-dimensional subspace, we have that with vanishing probability
that (1 + )‖A(I − PSi∗∪W )‖p,2 ≥ ‖A(I − PSi∗+1)‖p,2.
So, for any k−dim W
‖A(I − PSi∗ )‖p,2 − ‖A(I − PSi∗∪W )‖p,2
≤ ‖A(I − PSi∗ )‖p,2 −
1
1 + τ
‖A(I − PSi∗+1)‖p,2
≤ ‖A(I − PSi∗ )‖p,2 − (1− τ)‖A(I − PSi∗+1)‖p,2
By Bernoulli’s inequality
≤ O(τ)OPT.
Using the subspace returned by Lemma 4, we have the following coreset results.
9
Theorem 8 (Strong coresets for subspace approximation). There exists TB ∈ Rpoly(k/)×(d+1) such that for
any rank− k orthogonal projection P , we have:
|‖A−AP‖pp,2 − ‖TB − TBIPIT ‖pp,2| ≤ ‖A−AP‖pp,2.
We can find such TB in O˜(nnz(A)/+ (n+ d)poly(k/)) time.
Theorem 9 (Strong coresets for k-median). Let p = 1. Let  ∈ (0, 1]. Given a matrix A ∈ Rn×d, we can
compute in time O˜(nnz(A)/2+(n+d)poly(k/)) a strong coreset S of size O( poly(k/)k
2 log k
2 ) and non-negative
weights w1, . . . , ws such that with probability at least 3/5 for every query set C of k centers, we have:
|
∑
i∈[n]
d(Ai∗, C)−
∑
i∈[s]
wi‖Si∗ − SCi∗‖2| ≤ 
∑
i∈[n]
d(Ai∗, C),
where SC denotes the nearest center in C with respect to each row of SIT .
Since the actual coreset construction after getting a subspace S by Lemma 4 follows the same steps as in
[SW18]. We defer the proofs to Appendix A.
4 Linear Time Algorithm for Dense Matrices for p = 1
Our first algorithm has a running time of O(nnz(A)/2 + (n+ d)poly(k/)) for p = 1, and therefore gives an
O(nd/2 + (n+ d)poly(k/)) time algorithm for any matrix A ∈ Rn×d. We show that it is possible to obtain
an improved running time of O(nd+ (n+ d) · poly(k/)), i.e., the 1/2 term no longer multiplies our leading
order term. This is a significant improvement for small values of .
In Algorithm 2 PolyApprox, given matrices A,PB and a lopsided embedding matrix R we would like to
compute the `1-leverage scores of rows of the matrix A(I − PB)R, and then form a sampling matrix with
probabilities proportional to the `1-leverage scores. A crucial observation is that in expectation the sampling
matrix S formed selects only poly(k/) rows. Hence, computing the `1-leverage scores of all n rows is wasteful.
Here we use the fact that pre-multiplying a matrix by a Cauchy matrix preserves the information about the
sum of `1 norms of the rows. Concretely, if C is a matrix of i.i.d. Cauchy random variables, then the sum
of absolute values of the medians of the columns of the matrix CA is approximately equal to the sum of `1
norms of the rows of the matrix A. To use this, we partition the rows of the well-conditioned basis, then
multiply each partition by a Cauchy matrix, and then estimate the sum of the `1-norms of the rows of each
partition. This gives us an estimate of the expected number of rows that are sampled from each part in the
partition.
Next, we show that only a few parts have a significant number of rows that are sampled by `1-leverage
score sampling. So, we compute the leverage scores of all the rows in these partitions and sample the rows
based on their corresponding probabilities. We then sample the rest of our rows from a distribution that has
small total variation distance to the `1-leverage score distribution.
Lemma 5. Given A ∈ Rn×d, a projection matrix P given as WWT where W ∈ Rd×poly(k/) and ΠA ∈
Rpoly(k/)×d already computed, where Π is an `1 subspace embedding with O˜(d) distortion, we can compute the
matrix W−11 such that A(I − P )RW−11 is a well conditioned basis of A(I − P )R in time O(d · poly(k/)).
Proof. To compute a well-conditioned basis for the matrix A(I−P )R, we first compute a QW1 decomposition
of the matrix ΠA(I−P )R for a Π which is an `1 subspace embedding. Then, A(I−P )RW−11 is the required well
conditioned basis. Given that ΠA is already computed, ΠA(I −P )R = ΠAR−ΠAPR = ΠAR−ΠAWWTR
can be computed in O(d·poly(k/)) time. Now, ΠA(I−P )R is a small matrix and hence its QW1 decomposition
as well as W−11 can be computed in time poly(k/). Hence, the total time required to compute W
−1
1 is
O(d · poly(k/)).
Lemma 6. Given a partition P1, P2, . . . , Ppoly(k/) of [n] and products CiA[Pi] where Ci is a random Cauchy
Matrix with poly(k/) rows, we can compute 1± 1/poly(k/) approximations to the sum of leverage scores of
rows of matrix A(I − PB)R in each partition in time O(d log(n) · poly(k/)).
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Proof. Sum of `1 leverage scores of rows of A(I − P )R in a partition Pi is given by∑
j
‖(A[Pi](I − PB)RW−1)j∗‖1 (10)
where A(I − P )RW−1 is a well conditioned basis for the matrix A(I − PB)R. We can re-write this as∑
j
‖(A[Pi](I − PB)RW−1)j∗‖1 =
∑
j
∑
k
|(A[Pi](I − PB)RW−1)jk|
=
∑
k
∑
j
|(A[Pi](I − PB)RW−1)jk|
=
∑
k
‖(A[Pi](I − PB)RW−1)∗k‖1.
Now, a 1+ approximation to the `1 norm of a column can be computed by pre-multiplying it by a Cauchy
Matrix and then taking the median of absolute values of coordinates of the product. Using a Cauchy matrix
with poly(k/) log(n) rows, the norms are preserved up to 1± 1/poly(k/) with probability ≥ 1− 1/poly(k/).
So, we can use the same C matrix for all of the poly(k/) columns and union bound the error probability over
all the poly(k/) columns of the matrix A[Pi](I − PB)RW−1 to get that the estimates of the `1 norms are
within 1± 1/poly(k/) of the actual values with probability at least ≥ 1− 1/poly(k/). Given that CiA[Pi]
has been computed, 1 ±  approximations for the `1-norms of all columns of A[Pi](I − PB)RW−1 can be
computed in O(d · poly(k/)) time.
Thus, we approximate ‖(A[Pi](I −PB)RW−1)∗k‖ by median(abs((CiA[Pi](I −PB)RW−1)∗k)) for all the
columns and hence can compute the approximate sum of `1 leverage scores of rows in a partition.
Thus, we can compute an approximate sum of leverage scores of rows in each part of the partition very
quickly. In expectation, Algorithm 2 PolyApprox samples
∑
i poly(k/)`1(i) ≤ p(k/) rows where p(·) is a
polynomial. Now, we classify the parts in the partition into heavy and light parts based on the expected
number of rows sampled from a part by Algorithm 2 PolyApprox.
Definition 11. A subset S of rows is called heavy if
∑
i∈S pi ≥ 1/p(k/)5. A row in a heavy subset is called
a heavy row. If a subset is not heavy, it is light and any row in a light subset is a light row.
As the sum of all probabilities is at most p(k/), there are at most p(k/)6 heavy parts. Now, if [n] is
partitioned into p(k/)8 equal sized parts, we have that there are at most (n/p(k/)8) · p(k/)6 = n/p(k/)2 =
O(n/2) heavy rows. Thus, we sample the heavy rows based on their exact leverage scores which can be done
in O˜(nd/2 + (n+ d) · poly(k/)) time.
Lemma 7. Suppose the `1-leverage score sampling algorithm succeeds with probability at least 1− c (c < 1/2)
and suppose that the algorithm, in expectation over its randomness, samples at most poly1(k/) light rows. Let
Succeeds be the event that `1 leverage score sampling succeeds. Now, Pr[Succeeds | # of light rows sampled ≤
10 · poly1(k/)] ≥ (4/5) · (1− c).
Proof. Let S be the random variable denoting the number of light rows sampled by `1 leverage score sampling.
Let Succeeds be the event that leverage score sampling succeeds. We have the following
E[S] = E[S|Succeeds] · Pr[Succeeds] + E[S|¬Succeeds] · Pr[¬Succeeds]
≥ E[S|Succeeds] · Pr[Succeeds]
Hence, E[S|Succeeds] ≤ E[S]/Pr[Succeeds] ≤ 2E[S].
Pr[S ≥ 10 · poly1(k/)|Succeeds] ≤ E[S|Succeeds]/(10 · poly1(k/))
≤ 2 · poly1(k/)/(10 · poly1(k/))
= 1/5 (11)
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Finally we have
Pr[Succeeds|S ≤ 10 · poly1(k/)] (12)
=
Pr[S ≤ 10 · poly1(k/)|Succeeds] · Pr[Succeeds]
Pr[S ≤ 10 · poly1(k/)]
≥ Pr[S ≤ 10 · poly1(k/)|Succeeds] · Pr[Succeeds]
≥
(
1− 1
5
)
· (1− c).
As the expected number of rows sampled is at most p(k/), the expected number of light rows sampled is
also at most p(k/). Therefore, from the above lemma, there is a constant probability that the `1-leverage
score sampling succeeds and samples at most 10 · p(k/) light rows. For i = 1, . . . , 10p(k/), we sample
light rows from a distribution that has a small total variation distance with respect to the `1-leverage score
sampling distribution, conditioned on sampling i light rows. This can be done quickly using the following
lemma.
Lemma 8 (Sampling Light Rows). Given a partition P of [n], let Pl ⊆ P be the set of light parts. Let
r ≤ 10 ·p(k/) be a non-negative integer. We can sample r light rows from a distribution having total variation
distance at most 1/Θ(p(k/))2 with respect to the `1- leverage score sampling distribution conditioned on
sampling r rows. Given that the appropriate matrices are already computed, this sampling can be done in
O˜(nd/p(k/)7 + (n+ d) · poly(k/)).
Proof. For P ∈ Pl, let act(P ) be the actual sum of probabilities of rows in P and approx(P ) be the
approximation of act(P ) computed as in Lemma 6. So, we have that for all P ∈ Pl(
1− 1
βp(k/)3
)
≤ approx(P )
act(P )
≤
(
1 +
1
βp(k/)3
)
, (13)
where β ≥ 103. Consider the interval [0,∑P∈Pl approx(P )] subdivided into intervals each of length approx(P )
for each P in Pl. Now choose r points uniformly at random in this interval. Consider each P ∈ Pl which
contains at least one of the r `1 leverage scores. There are at most r such partitions and exact leverage scores
are computed for at most n/p(k/)8 · r ≤ 10 · n/p(k/)7 rows as r ≤ 10 · p(k/). Now further subdivide the
interval corresponding to a light partition into intervals proportional to the probabilities of sampling the rows
in those intervals. Then choose the rows corresponding to the sub-intervals that contain r sampled points.
Using the fact that approx(P ) ≤ 1/p(k/)5 for P ∈ Pl and assuming
∑
P∈Pl approx(P ) ≥ 1, we can show
that no sub-interval contains more than 2 sampled points with probability ≥ 1−O(1/p(k/)3). We assume
that the event that the r sampled points correspond to r distinct intervals holds, and add to our overall
failure probability.
Let pi be the event that the i-th row is sampled by `1 leverage score sampling for i ∈ [n]. Let R ⊆ [n] be
an arbitrary subset of r light rows sampled by `1 leverage score sampling. We have that the probability that
the set of light rows sampled by leverage score sampling conditioned on leverage score sampling sampling r
light rows is
∝
∏
i∈R
(
pi
1− pi
)
= C
∏
i∈R
(
pi
1− pi
)
,
where C is a normalization constant. Using the fact that pi ≤ 1/p(k/)5 and |R| = r ≤ 10 · p(k/), we obtain
that (
1 +
1
Θ(p(k/)4)
)∏
i∈R
pi ≥
∏
i∈R
(
pi
1− pi
)
≥
∏
i∈R
pi. (14)
The probability that the set of rows sampled by the sampling process described above is R is
∝
∏
i∈R
pi
approx(part(i))
act(part(i))
= D
∏
i∈R
pi
approx(part(i))
act(part(i))
,
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where part(i) denotes the P ∈ Pl that contains i and D is a normalization constant. From (13), we obtain
that
1− 1
Θ(p(k/)2)
≤
∏
i∈R
approx(part(i))
act(part(i))
≤ 1 + 1
Θ(p(k/)2)
. (15)
From this we can conclude that the total variation distance between leverage score sampling conditioned on r
rows being sampled and the above sampling process is ≤ 1/Θ(p(k/)2). The running time arguments follow
from the fact that only O(nd/p(k/)7) leverage scores have to be calculated and that given all the matrices
required, this can be done in O˜(nd/p(k/)7 + (n+ d)poly(k/)).
After obtaining a sampling matrix Si corresponding to the sampled heavy rows and sampling i light rows
for each i = 1, . . . , 10 · p(k/), which can be done in time O˜(nd/p(k/)6 + (n+ d)poly(k/)), we show that we
can choose the best Si very quickly.
Lemma 9 (Picking the best Sj). Given candidate sampling matrices Sj for j = 1 . . . poly(k/), we can find the
sampling matrix Sj with cost at most (1+O()) times the best sampling matrix in O(d log(d) log(n) ·poly(k/))
time.
Proof. Let S be a Cauchy matrix with O(log(n)/) rows and G be a random Rd×log(npoly(k/))/2 random
Gaussian matrix. With high probability ‖xG‖2 = g(1± )‖xG‖1 for some constant g for any O(n · poly(k/))
vectors (Lemma 5.3 of [PV13]). Also note that G preserves the 2-norm of any O(n · poly(k/)) vectors with
some scaling factor with high probability. We condition on the event that both the properties hold. Let Xj
be the projection matrix corresponding to the solution for the problem with the sampling matrix Sj . Given
that SA is already computed, we can compute SA(I −PB)XjG−SA(I −PB)G in time O(d · poly(k/)). We
can then compute an approximation of the cost
‖A(I − PB)Xj −A(I − PB)‖1,2
=
∑
i
‖Ai∗(I − PB)Xj −Ai∗(I − PB)‖2
= c(1± )
∑
i
‖Ai∗(I − PB)XjG−Ai∗(I − PB)G‖2
(Conditioned on the event G that it preserves the 2-norm)
= (c/g)(1± )2
∑
i
‖Ai∗(I − PB)XjG−Ai∗(I − PB)G‖1
(Since, ‖ · ‖1 and ‖ · ‖2 are related as above)
= (c/g)(1± )2
∑
columns t
‖(A(I − PB)XjG−A(I − PB)G)∗t‖1
= (c/g)(1± )2
∑
columns t
med(abs((SA(I − PB)XjG− SA(I − PB)G)∗t)).
Here, med(v) denotes the median absolute value among the coordinates of vector v. Thus we can compute
the approximate cost of a solution given that SA has already been computed in time O(d log n log dpoly(k/)),
and hence can find the sampling matrix Sj with cost at most (1 + O()) times that of the best sampling
matrix, in time O(d log n log dpoly(k/)).
Given precomputed matrices, the following result shows that a (poly(k/), poly(k/))-bicriteria solution
can be computed in time O˜(nd/poly(k/) + (n + d) · poly(k/)), which thus lets us compute the bicriteria
solutions in time O˜(nd) over Θ(1/2) iterations of Algorithm 4 DimensionReduction.
Theorem 10. Given a partition P of [n] having p(k/)8 parts and the product matrices CiA[Pi] for i =
1, . . . , p(k/)8, where Ci is a Cauchy Matrix with poly(k/) rows, projection matrix PB given as WWT where
W ∈ Rd×poly(k/), and a sketching matrix R ∈ Rd×poly(k/) we can sample and scale a subset of rows of A with
a matrix S such that, with high probability, the row span of SA(I − PB) is a (poly(k/), poly(k/))-bicriteria
solution for minX:dim(X)=k ‖A(I − PB)(I − PX)‖1,2. This can be done in time O(nd/2 + (n+ d) · poly(k/)).
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Proof. Proof of correctness follows directly from the correctness of Algorithm 1 ConstructSamplingMatrix
and the running time arguments follow from Lemmas 8 and 9.
Similar to the above theorem which shows that a (poly(k/), poly(k/))-bicriteria solution can be found in
time O˜(nd/2 + (n+ d) · poly(k/)), we can compute a (1 + , poly(k/)) approximation in time O˜(nd/2 +
(n + d) · poly(k/)). The following theorem states this result and the proof is largely similar to proof of
Theorem 10.
Theorem 11. Given a partition P of [n] having poly(k/) subsets and the product matrices TiA[Pi] where Ti
is a Cauchy matrix with poly(k/) rows, and a (poly(k/), poly(k/))-bicriteria solution Xˆ, we can compute a
sampling matrix S which gives a (1 + , poly(k/))-bicriteria solution, and such a solution can be computed in
O(nd/2 + (n+ d) · poly(k/)) time.
Finally, we show the precomputed matrices required by the above theorems across all the iterations of
Algorithm 4 DimensionReduction can be computed in O˜(nd+ poly(k log(n)/)) time.
Theorem 12 (Precomputing All Essential Matrices). In the algorithm, we used ΠA, SiA[Pi], TiA[Pi], SA
for poly(k/) values of i and for Θ(1/2) different iterations. All of these can be computed in O(nd log2(d) +
(n+ d) · poly((k + log(n))/)) time.
Proof. All the matrices which are pre-multiplied with A have poly(k/) or log(n)/ rows. So, we can form a
big matrix having at most O(poly((k + log(n))/)) rows and n columns. Let this matrix be called P. Divide
P into n/d block matrices each having d columns and divide A into n/d block matrices each having d rows.
Now, P ·A is the sum of n/d product matrices PiAi where Pi is a poly((k + log(n))/)× d matrix and Ai is
a d× d matrix. We can assume that poly((k + log(n))/) ≤ d0.1. Otherwise, we can just do the computation
in poly((k + log(n))/) time for some polynomial and the results will still hold. Now, we can use a fast
multiplication algorithm for rectangular matrices from [Cop82], which runs in time O(d2 log2(d))). So, all
of the n/d products can be computed in O(nd log(d)) + n · poly((k + log(n))/) time, and their sum can be
computed in O(d · poly(k/)) time.
Thus, all of the precomputation and computation in Θ(1/2) iterations can be done in O˜(nd+ (n+ d) ·
poly(k/)) time, and similar to Theorem 9 in Section 3, we can find strong coresets of size poly(k/) for
subspace approximation and k-Median using the solution given by Theorem 11.
5 Sum of pth Powers of Euclidean Distance When p > 2
For clustering using p < 2 we can use the non-adaptive algorithm in [CW15] because we can compute `p
leverage scores efficiently. However, for p > 2, there is no oblivious subspace embedding so this technique
cannot be adopted. In this section, we provide an adaptive algorithm that runs in time O( 1
2/p
ndpoly(k/)),
based on the adaptive sampling technique in [DV07].
The proof of the correctness of Algorithm 6 SamplingSubspace is very similar to the proof in the original
paper, except we start with a poly(k/)-approximation instead of an O(1)-approximation. We also need to
carefully check that we can take the union with the “base” subspace B without affecting the result. For
completeness, we include the modified theorems here.
Lemma 10 (Modified Theorem 9 in [DV07]). Define
H∗k = arg min
H⊆A−B,H k−dim
‖A(I − PB∪H)‖p,2.
Using a subspace V of dimension at least k such that
(
n∑
i=1
d(ai, V ∪B)p)1/p ≤ 2poly(k/)(
n∑
i=1
d(ai, H
∗
k ∪B)p)1/p,
SamplingDimReduce finds, with probability at least 1− (/2k)2k2/, S such that span(V ∪B ∪HS) contains
a k-dimensional subspace H ′ such that
(
n∑
i=1
d(ai, H
′ ∪B)p)1/p ≤ (1 + )(
n∑
i=1
d(ai, H
∗
k ∪B)p)1/p.
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Algorithm 6: SamplingSubspace
Input : A ∈ Rn×d with row vectors a1, . . . , an, k > 0, a “base” approximate subspace projection
PB ∈ Rd×d we have found so far, a problem parameter k > 0, an approximately good
projection PXˆ ∈ Rd×d, accuracy  > 0, approximation factor K of PXˆ .
Output : Subspace approximation S ⊆ [n] of O((poly(k)/)p · k2/ · log(poly(k)/)).
1 Find subspace V of dimension at least k using Algorithm 2 PolyApprox such that
2
‖A(I − PB∪V )‖p,2 ≤ 2poly(k) min
H⊆A−B,dim(H)=k
‖A(I − PB∪H)‖p,2.
Initialize S = B.
3 while |S −B| < O((20k/)p · k2/ · log(k/)) do
4 Pick ai according to: P (picking ai) ∝ d(ai, span(V ∪ S)).
5 S ← S ∪ {ai}.
6 end
7 return S.
To prove this lemma, we need the following two auxiliary lemmas from [DV07]:
Lemma 11 (Lemma 12 in [DV07], proven in [SV07]). Let F be a k−dimensional subspace in Rn for some
k > 0, l′ be any line, α(l′) be the sine of the angle that l′ makes with F , l the projection of l′ onto F (if
α(l′) = 1 then take l to be any line in F ), E the orthogonal complement of l in F , and Fˆ the subspace
spanned by E and l′. Suppose that a ∈ Rn is such that d(a, Fˆ ) > (1 + δ/2)d(a, F ). Then there is a line l′′
in the subspace spanned by l′ and a such that α(l′′), the sine of the angle made by l′′ with F , is at most
(1− δ/4)α(l′).
Lemma 12 (Modified Lemma 10 in [DV07]). Suppose that the our algorithm is in phase j < k. Then
with probability at least (δ/10poly(k))p, the point ai sampled in the step has the property that d(a◦i , Fˆ ◦) >
(1 + δ/2)d(a◦i , F
◦
j ).
Proof. We must have
(
n∑
i
d(ai, Fˆ ∪B)p)1/p > (1 + δ)(
n∑
i
d(ai, Fj ∪B)p)1/p
otherwise we would not be in phase j. We call a point ai a “witness” if
d(ai, Fˆ ) > (1 + δ/2)d(ai, Fj).
Let W ⊆ [n] corresponds to the set of all “witness” points. We claim that
(
n∑
i∈W
d(ai, V ∪HS ∪B)p)1/p > δ
10
(
n∑
i
d(ai, V ∪HS ∪B)p)1/p.
for the current sample S. That is, with probability at least (δ/10)p our algorithm picks a “witness” point ai
in the next step. Suppose this is not the case. Then let hi be the projection of ai onto span(V ∪HS ∪B).
We have d(ai, Fˆ ) ≤ (1 + δ/2)d(ai, Fj) for i ∈ [n]\W , and for i ∈W , we have
d(ai, Fˆ ) ≤ d(ai, hi) + d(hi, Fˆ )
≤ d(ai, hi) + d(hi, Fj)
≤ 2d(ai, hi) + d(ai, Fj)
≤ 2d(ai, hi) + (1 + δ/2)d(ai, Fj).
By Minkowski’s inequality, we have
(
n∑
i
d(ai, Fˆ )
p)1/p ≤ (1 + δ/2)(
n∑
i
d(ai, Fj)
p)1/p + 2(
n∑
i∈W
d(ai, hi)
p)1/p
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≤ (1 + δ/2)(
n∑
i
d(ai, Fj)
p)1/p +
2δ
10poly(k)
(
n∑
i=1
d(ai, span(V ∪HS ∪B))p)1/p
≤ (1 + δ/2)(
n∑
i
d(ai, Fj)
p)1/p +
2δ
5
(
n∑
i=1
d(ai, span(H∗k ∪B))p)1/p
≤ (1 + δ)(
n∑
i
d(ai, Fj)
p)1/p,
which is a contradiction to our assumption that this is in phase j.
Hence with probability at least (δ/10poly(k))p, the point ai picked in the next step is a “witness” point.
This means that
d(a◦i , Fˆ
◦) = d(ai, Fˆ )
> (1 +
δ
2
d(ai, Fj))
= (1 +
δ
2
d(a◦i , F
◦
j )).
We are now ready to prove Lemma 10.
Proof of Lemma 10. Let δ = 2k . Let phase j for some 0 ≤ j ≤ k be such that for the current sample S, there
is a k-dimensional subspace Fj such that dim(Fj ∩ span(V ∪HS)) ≥ j and
(
n∑
i=1
d(ai, Fj ∪B)p)1/p ≤ (1 + δ)j(
n∑
i=1
d(ai, H
∗
k ∪B)p)1/p.
Once we enter phase j, all the following steps will be in phase at least j. Reaching phase k means we are
done since we then find Fk ⊆ span(V ∪HS) and
(
n∑
i=1
d(ai, Fk ∪B)p)1/p ≤ (1 + δ)k(
n∑
i=1
d(ai, H
∗
k ∪B)p)1/p ≤ (1 + )(
n∑
i=1
d(ai, H
∗
k ∪B)p)1/p.
At the beginning we start with dim(V ∪H∗k) = j and Fj = H∗k .
When we are about to execute the first step in phase j, let G = span(Fj ∪ B) ∩ span(H∗k ∪ B). Let
dim(B) = b. Then G is a (j + b)-dim subspace. Let F ◦j and V ◦ be the orthogonal complement of G in
Fj ∪ B and span(V ∪ B ∪ HS) respectively. Note that B ⊆ G, so our notation makes sense here. Let l
be a line in F ◦j that makes the smallest angle with V ◦ and l◦ a line in V ◦ that makes this angle with
l. This angle must be bigger than 0 since otherwise we will be executing a phase j′ > j. Let Fˆ ◦ be the
rotation of F ◦j to contain l◦, and let Fˆ be the k-dimensional subspace given by span(Fˆ ◦ ∪ G − B). Note
that dim(Fˆ ∩ span(V ∪HS)) = j′ > j. If (
∑n
i=1 d(ai, Fˆ ∪B)p)1/p ≤ (1 + δ)(
∑n
i=1 d(ai, Fj ∪B)p)1/p, then we
execute in phase j′ with Fj′ = Fˆ .
Otherwise we execute after more than one step in phase j and we added a few dimensions to obtain a
new span(V ∪HS). Let l be a line in F ◦j that is closest to the new V ◦, i.e., the orthogonal complement of
the old G in the new span(V ∪HS). Let l◦ be a line in C◦ that makes the smallest angle with l, and let α′j
be the sine between l and l◦. There are several cases:
1. α′j = 0. Then dim(Fj ∩ span(V ∪HS)) = j′ > j and we will execute in phase j′ with Fj′ = Fj .
2. α′j > 0. Let Fˆ ◦ be the rotation of F ◦j that contains l◦, and hatF be the k−dimensional subspace given
by span(Fˆ ◦ ∪G−B).
(a) If it is the case that
(
n∑
i=1
d(ai, Fˆ ∪B)p)1/p ≤ (1 + δ)(
n∑
i=1
d(ai, Fj ∪B)p)1/p,
we execute in phase j′ > j such that Fj′ = Fˆ .
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(b) Otherwise we execute the next step in phase j.
Once we attempt to execute a step in phase k, then all subsequent steps will simply execute in phase k. Thus
we have completely classified all the steps of our algorithm into (k + 1) phases. Now we will show that the
algorithm succeeds, i.e., it executes some step in phase k, with high probability. To do this, we need to show
that each phase contains only a few steps. Let us call a step of the algorithm good if (i) either the step
executes in phase k, or (ii) the step executes in some phase j < k and the point ai sampled in the step has
the property that d(a◦i , Fˆ ◦) > (1 + δ/2)d(a◦i , F ◦j ), where for any point ai, a◦i is the projection of ai into the
orthogonal complement of G.
Consider some phase j < k in which we execute one or more steps. We bound the number of good steps
in phase j. Let us use αj to denote the sine of the angle between l and l◦ before the execution of the first
step in the phase, and α′j to denote the same quantity at any subsequent point in the phase. We first bound
αj . Let a¯i denote the projection of ai onto Fj ∪B, and a¯◦i denote the projection of a¯i onto the orthogonal
complement of G. Focusing on the beginning of phase j, we have
αj(
n∑
i
‖a¯◦i ‖p)1/p ≤ (
n∑
i
d(a¯◦i , V
◦)p)1/p
= (
n∑
i
d(a¯i, span(V ∪B ∪HS))p)1/p
≤ (
n∑
i
d(a¯i, ai))
1/p + (
n∑
i
d(ai, span(V ∪B ∪HS))p)1/p
= (
n∑
i
d(a¯i, Fj ∪B))1/p + (
n∑
i
d(ai, span(V ∪B ∪HS))p)1/p
≤ (poly(k) + (1 + δ)j)(
n∑
i
d(a¯i, H
∗
k ∪B))1/p
≤ 2poly(k)(
n∑
i
d(a¯i, H
∗
k ∪B))1/p. (16)
where the second to last inequality was because δ < 1/2k and our initial assumption about V . If a step in
phase j is good, then by Lemma 11, there is a line in span(a◦i , l◦) for which the sine of its angle with F ◦j is at
most (1− δ/4) times the value of α′j before the step. Taking O(1/δ log poly(k)/δ) good steps in phase j, then
after these steps we have α′j ≤ (δ/8poly(k))αj . Hence
(
n∑
i
d(ai, Fˆ ∪B)p)1/p ≤ (
n∑
i
d(ai, a¯i)
p)1/p + (
n∑
i
d(a¯i, Fˆ ∪B)p)1/p
≤ (
n∑
i
d(ai, Fj ∪B)p)1/p + (
n∑
i
d(a¯i, Fˆ ∪B)p)1/p
≤ (
n∑
i
d(ai, Fj ∪B)p)1/p + (
n∑
i
d(a¯◦i , Fˆ
◦)p)1/p
≤ (
n∑
i
d(ai, Fj ∪B)p)1/p + α′j(
n∑
i
‖a¯◦i ‖p)1/p
≤ (
n∑
i
d(ai, Fj ∪B)p)1/p + δ
8poly(k)
αj(
n∑
i
‖a¯◦i ‖p)1/p
≤ (1 + δ)(
n∑
i
d(ai, Fj ∪B)p)1/p.
where the last step is from equation 16. This says that we have reached phase j′ > j. SamplingDimReduce
runs N = O((poly(k)/δ)p · k/δ · log(poly(k)/δ)) steps. Failing to reach phase k means it encounters fewer
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than O(k/δ log poly(k)/δ) good steps. From Lemma 12, we have that a step is good with probability at least
(δ/10poly(k))p. Thus the probability that the algorithm fails to reach phase k in N steps is bounded by δk/δ.
Thus with probability at least 1− δk/δ, in the end the span(V ∪HS) contains a subspace H ′ of dimension
k such that
(
n∑
i=1
d(ai, H
′ ∪B)p)1/p ≤ (1 + δ)k(
n∑
i=1
d(ai, H
∗
k ∪B)p)1/p ≤ (1 + )(
n∑
i=1
d(ai, H
∗
k ∪B)p)1/p.
For our coreset construction, we follow the same procedure in Section 3, but here we sample the subspace
iteratively.
Algorithm 7: SamplingDimensionReduction
Input : A ∈ Rn×d, k,  > 0
Output : Projection matrix PS = WWT with W ∈ Rd×dW where E[dW ] = poly(k/)
1 τ ← Θ(2/p).
2 i∗ ← uniformly random integer from [10/τ ].
3 Initialize W1 ← ∅, PS ← 0.
4 for i = 0; i < i∗; i = i+ 1 do
5 PXˆ(= WW
T )← Algorithm 2 PolyApprox(A,PS , k, ).
6 PS′(= UU
T )← Algorithm 6 SamplingSubspace(A,PS , k, PXˆ , , poly(k/)).
7 W1 ← [W1|U ].
8 PS(= W1W
T
1 )← PS + PS′ .
9 end
10 return PS(= W1WT1 ).
Algorithm 8: SamplingCoresetsConstruction
Input : A ∈ Rn×d, k,  > 0.
Output : -strong coreset B.
1 Let PS =Algorithm 7 SamplingDimensionReduction(A, k, ).
2 Let v ∈ Rd be an all 0 vector.
3 for i = 1, . . . , n do
4 Let vi be a (1 + )-approximation to ‖Ai(I − PS)‖2. Using the algorithm in [CW17], each
regression problem succeeds with probability at least 1− 1n2 .
5 end
6 Construct a strong coreset B using [SW18] on [APS , v].
7 return B.
Using Algorithm 7 SamplingDimensionReduction, we obtain the following strong coresets for subspace
approximation and k-Median.
Theorem 13 (Strong coresets for subspace approximation, modified Theorem 17 in [SW18], p > 2). For
p > 2, there exists TB ∈ Rpoly(k/)×d+1 such that for any rank− k orthogonal projection P , we have:
|‖A−AP‖pp,2 − ‖TB − TBIPIT ‖pp,2| ≤ ‖A−AP‖pp,2
We can find such a TB in O˜(ndpoly(k/)) time.
Proof. The correctness of the statement is proven in Theorem 8 and [SW18]. The time complexity follows
from the original proof and the time complexity of Algorithm 8 SamplingCoresetsConstruction.
Theorem 14 (Strong coresets for k-median, modified Theorem 18 in [SW18]). Let  ∈ (0, 1]. Given a matrix
A ∈ Rn×d, Algorithm 8 SamplingCoresetsConstruction compute in time O˜(ndpoly(k/)) a matrix
18
B ∈ Rs×(d+1) where s = O( poly(k/)k2 log k2 ) and non-negative weights w1, . . . , ws such that with probability at
least 3/5 for every set C of k centers, we have
|‖A−AC‖pp,2 −
∑
i∈[s]
wi‖Si∗ − SCi∗‖p2| ≤ ‖A−AC‖pp,2.
Proof. As proven in [DV07], one iteration of SamplingDimReduce runs in time O(ndpoly(k/)). Since we
run Θ(1/2/p) times, in total it results in O(ndpoly(k/)) time. The subspace S returned by Algorithm 7
SamplingDimensionReduction satisfies Lemma 4, so the correctness of the statement follows from
Theorem 9.
6 Conclusion
We have shown how to efficiently construct strong coresets for (k, p)-subspace approximation and (k, p)-
clustering. In particular, if p ∈ [1, 2), when the input A ∈ Rn×d is sparse, we provide an algorithm that
produces a strong coreset independent of n and d, which runs in O˜(nnz(A)/2/p + (n + d) · poly(k/))
time. When A is dense, a fast sampling strategy is used to give an O(nd log2(nd) + (n + d) · poly(k/))
time method. Finally, for p > 2, we extend the previous adaptive residual sampling technique to give an
O(nd/(2/p) + (n+ d) · poly(k/)) time algorithm.
References
[ANW14] Haim Avron, Huy L. Nguyen, and David P. Woodruff. Subspace embeddings for the polynomial
kernel. In Proceedings of the 27th International Conference on Neural Information Processing
Systems - Volume 2, NIPS’14, page 2258–2266, Cambridge, MA, USA, 2014. MIT Press.
[BDN15] Jean Bourgain, Sjoerd Dirksen, and Jelani Nelson. Toward a unified theory of sparse dimensionality
reduction in euclidean space. Geometric and Functional Analysis, 25(4):1009–1088, 2015.
[BFL16] Vladimir Braverman, Dan Feldman, and Harry Lang. New frameworks for offline and streaming
coreset constructions. arXiv preprint arXiv:1612.00889, 2016.
[BHPI02] Mihai Ba¯doiu, Sariel Har-Peled, and Piotr Indyk. Approximate clustering via core-sets. In
Proceedings of the thiry-fourth annual ACM symposium on Theory of computing, pages 250–257.
ACM, 2002.
[CEM+15] Michael B Cohen, Sam Elder, Cameron Musco, Christopher Musco, and Madalina Persu. Dimen-
sionality reduction for k-means clustering and low rank approximation. In Proceedings of the
forty-seventh annual ACM symposium on Theory of computing, pages 163–172. ACM, 2015.
[Che09] Ke Chen. On coresets for k-median and k-means clustering in metric and euclidean spaces and
their applications. SIAM Journal on Computing, 39(3):923–947, 2009.
[Cop82] D. Coppersmith. Rapid multiplication of rectangular matrices. SIAM Journal on Computing,
11(3):467–471, 1982.
[CW15] Kenneth L Clarkson and David P Woodruff. Input sparsity and hardness for robust subspace
approximation. In 2015 IEEE 56th Annual Symposium on Foundations of Computer Science,
pages 310–329. IEEE, 2015.
[CW17] Kenneth L Clarkson and David P Woodruff. Low-rank approximation and regression in input
sparsity time. Journal of the ACM (JACM), 63(6):54, 2017.
[DRVW06] Amit Deshpande, Luis Rademacher, Santosh Vempala, and Grant Wang. Matrix approximation
and projective clustering via volume sampling. In Proceedings of the seventeenth annual ACM-
SIAM symposium on Discrete algorithm, pages 1117–1126. Society for Industrial and Applied
Mathematics, 2006.
19
[DV07] Amit Deshpande and Kasturi Varadarajan. Sampling-based dimension reduction for subspace
approximation. In Proceedings of the thirty-ninth annual ACM symposium on Theory of computing,
pages 641–650. ACM, 2007.
[FL11] Dan Feldman and Michael Langberg. A unified framework for approximating and clustering data.
In Proceedings of the forty-third annual ACM symposium on Theory of computing, pages 569–578.
ACM, 2011.
[FMSW10] Dan Feldman, Morteza Monemizadeh, Christian Sohler, and David P Woodruff. Coresets and
sketches for high dimensional subspace approximation problems. In Proceedings of the twenty-first
annual ACM-SIAM symposium on Discrete Algorithms, pages 630–649. Society for Industrial and
Applied Mathematics, 2010.
[FS05] Gereon Frahling and Christian Sohler. Coresets in dynamic geometric data streams. In Proceedings
of the thirty-seventh annual ACM symposium on Theory of computing, pages 209–217. ACM,
2005.
[FS08] Gereon Frahling and Christian Sohler. A fast k-means implementation using coresets. International
Journal of Computational Geometry & Applications, 18(06):605–625, 2008.
[FS12] Dan Feldman and Leonard J Schulman. Data reduction for weighted and outlier-resistant clustering.
In Proceedings of the twenty-third annual ACM-SIAM symposium on Discrete Algorithms, pages
1343–1354. Society for Industrial and Applied Mathematics, 2012.
[FSS13] Dan Feldman, Melanie Schmidt, and Christian Sohler. Turning big data into tiny data: Constant-
size coresets for k-means, pca and projective clustering. In Proceedings of the twenty-fourth
annual ACM-SIAM symposium on Discrete algorithms, pages 1434–1453. Society for Industrial
and Applied Mathematics, 2013.
[HPK07] Sariel Har-Peled and Akash Kushal. Smaller coresets for k-median and k-means clustering.
Discrete & Computational Geometry, 37(1):3–19, 2007.
[HPM04] Sariel Har-Peled and Soham Mazumdar. On coresets for k-means and k-median clustering. In
Proceedings of the thirty-sixth annual ACM symposium on Theory of computing, pages 291–300.
ACM, 2004.
[HV20] Lingxiao Huang and Nisheeth K. Vishnoi. Coresets for clustering in euclidean spaces: Importance
sampling is nearly optimal. CoRR, abs/2004.06263, 2020.
[LS10] Michael Langberg and Leonard J Schulman. Universal ε-approximators for integrals. In Proceedings
of the twenty-first annual ACM-SIAM symposium on Discrete Algorithms, pages 598–607. SIAM,
2010.
[MM13] Xiangrui Meng and Michael W Mahoney. Low-distortion subspace embeddings in input-sparsity
time and applications to robust linear regression. In Proceedings of the forty-fifth annual ACM
symposium on Theory of computing, pages 91–100. ACM, 2013.
[MMR19] Konstantin Makarychev, Yury Makarychev, and Ilya Razenshteyn. Performance of johnson-
lindenstrauss transform for k-means and k-medians clustering. In Proceedings of the 51st Annual
ACM SIGACT Symposium on Theory of Computing, pages 1027–1038. ACM, 2019.
[NN13] Jelani Nelson and Huy L Nguyên. Osnap: Faster numerical linear algebra algorithms via sparser
subspace embeddings. In 2013 IEEE 54th Annual Symposium on Foundations of Computer
Science, pages 117–126. IEEE, 2013.
[PV13] Yaniv Plan and Roman Vershynin. One-bit compressed sensing by linear programming. Commu-
nications on Pure and Applied Mathematics, 66(8):1275–1297, 2013.
20
[Sar06] Tamas Sarlos. Improved approximation algorithms for large matrices via random projections. In
Proceedings of the 47th Annual IEEE Symposium on Foundations of Computer Science, FOCS
’06, page 143–152, USA, 2006. IEEE Computer Society.
[SV07] Nariankadu D Shyamalkumar and Kasturi Varadarajan. Efficient subspace approximation
algorithms. In SODA, volume 7, pages 532–540, 2007.
[SW18] Christian Sohler and David P Woodruff. Strong coresets for k-median and subspace approximation:
Goodbye dimension. In 2018 IEEE 59th Annual Symposium on Foundations of Computer Science
(FOCS), pages 802–813. IEEE, 2018.
[VX12] Kasturi Varadarajan and Xin Xiao. On the sensitivity of shape fitting problems. arXiv preprint
arXiv:1209.4893, 2012.
[Woo14] David P. Woodruff. Sketching as a tool for numerical linear algebra. Found. Trends Theor.
Comput. Sci., 10(1–2):1–157, October 2014.
21
Appendices
A Proofs of Strong Coreset Construction
Given the desired subspace S in Lemma 4, one of the steps is to calculate APS , but this is too expensive.
[SW18] provides a way to efficiently approximate this value, but the original proof has a minor error. We
state the original lemma and the corrected proof here as well.
Lemma 13 (Lemma 14 in [SW18]). Given S, the subspace guaranteed by Lemma 4, we can compute in time
O(nnz(A) log n+ (n+ d) · poly(k/)) a matrix B˜ of rank poly(k/) such that with probability at least 9/10 we
have for every set C contained in a k-dimensional subspace |‖B −B′I‖pp,2 − ‖B˜ − B˜′I‖pp,2| ≤ ‖A−A′‖pp,2.
Here B′ and B˜′ are the matrices that contain in the i-th row in the first d coordinates the point from (the
closure of) C that is closest to the i-th row of BI and B˜I respectively and have d+ 1-st coordinate 0.
Proof. The original proof in [SW18] (proof of Lemma 14) had a minor error in Equation (2). We present
here how to get the same requirement of Equation (2) in their paper.
Let P = V V T be the orthogonal projection onto S. Instead of computing the product AP , we solve the
regression problems
min
x
‖V x−ATi ‖2 (17)
and then obtain A˜i = XiV T where XTi is an approximate solution to the above regression problem for all
values of i. We run the algorithm of [ANW14] (see also Section 2.3 of [Woo14]) which gives us Xi for all
values of i given by
Xi = AiR
T [(RV )−]T
in time O(nnz(A) log(n)+(n+d) log(n)poly(k/)) where R is a Count-Sketch matrix with O(poly(k/) · log(n))
rows (R maybe different for different values of i. But there are only O(log n) distinct R′s used by the algorithm)
such that with probability 9/10, for all values of i, R obtained for that particular i is a subspace embedding
for [V ATi ] and
‖V XTi − V (X∗i )T ‖2 ≤ O()OPTi
where
(X∗i )
T = argminx‖V x−ATi ‖2 = V TATi
and
OPTi = ‖V V TATi −ATi ‖2 = ‖Ai −AiV V T ‖2 = ‖Ai −AiP‖2.
See [Sar06], which gives the above guarantee for any subspace embedding.
Hence, we obtain
‖A˜i −AiP‖2 = ‖A˜i −AiV V T ‖2 = ‖XiV T −X∗i V T ‖2 ≤ O()‖Ai −AiP‖2.
From here, the proof proceeds as is in the proof of Lemma 14 in [SW18].
A.1 Strong Coreset for Subspace Approximation
For the proof of a coreset construction for subspace approximation, we state the following lemma:
Lemma 14 (Lemma 16 in [SW18]). Given S, let B = [APS , v] where vi = (1± )‖Ai∗ − (APS)i∗‖. Then in
n · poly(k log n/) time it is possible to find a sampling and rescaling matrix T with O(poly(rank(S)/)) rows
for which for all rank-k orthogonal projection matrices P :
‖TB − TBIPIT ‖pp,2 = (1± )‖B −BIPIT ‖pp,2.
Letting S be the output of Algorithm 5 CoresetConstruction, T would have O(poly(k/)) rows.
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Proof of Theorem 8. Let B be the output of Algorithm 5 CoresetConstruction. We represent B =
[APS , v], where PS is the projection onto S and it is given in the form PS = UUT , and vi = (1±)‖Ai∗−A′i∗‖2,
A′ = APS for i ∈ [n].
By Lemma 4, we obtain (see Remark 7 in [SW18] for detail)
|‖A−AP‖pp,2 − ‖B −BIPIT ‖pp,2| ≤ ‖A−AP‖pp,2
By Lemma 14, we can find a sampling and rescaling matrix T such that for all rank-k orthogonal projections
P ,
∥∥TB − TBIPIT∥∥p
p,2
= (1± )∥∥B −BIPIT∥∥p
p,2
. Therefore:
|‖A−AP‖pp,2 − ‖TB − TBIPIT ‖pp,2| = ‖‖A−AP‖pp,2 − ‖B −BIPIT ‖pp,2| ± ‖B −BIPIT ‖pp,2
≤ ‖A−AP‖pp,2 + ‖B −BIPIT ‖pp,2
≤ ‖A−AP‖pp,2 + (‖A−AP‖pp,2 + ‖A−AP‖pp,2)
≤ (2+ 2)‖A−AP‖pp,2
For the time complexity, Algorithm 5 CoresetConstruction outputs s in O˜(nnz(A)/+ (n+ d)poly(k/))
time. By Lemma 14, T is found in npoly(k log n/) time. T selects poly(k/) rows of A, and for each we
project onto S, which takes dpoly(k/) time in total. The construction of the coreset TB then yields the
claimed running time.
A.2 Strong Coreset for k-Median
We remark that Algorithm 5 CoresetConstruction satisfies:
Theorem 15 (Theorem 8 in [SW18]). Let  ∈ (0, 1]. Let A ∈ Rn×d be the input matrix, B ∈ Rn×(d+1) be the
rank poly(k/) matrix output by CoresetConstruction. Let c ∈ Rd be any non-empty set that is contained
in a k-dimensional subspace. Let A′ and B′ be the matrices whose rows are the closest points in the closure of C
with respect to the rows of A and BI respectively. Then we have
∣∣‖A−A′‖1,2 − ‖B −B′I‖1,2∣∣ ≤ ‖A−A′‖1,2.
Proof of Theorem 9. This proof is essentially the same as the proof in [SW18], except we need to change the
running time and coreset size carefully.
With /10, T returned by Algorithm 4 DimensionReduction satisfies Lemma 4 with probability at least
9/10. T has rank poly(k/) and can be computed in O(nnz(A)/+ (n+ d)poly(k/)). By Lemma 13, with
probability at least 9/10, we compute B˜ of rank poly(k/) in time O(nnz(A) log n+ (n+ d)poly(k/)).
Using the coreset construction in [BFL16, FL11], in time O˜(npoly(k log(1/δ) )) we obtain a coreset S
∗ of
size O( poly(k/)k
2 log k
2 ) = poly(k/). For each point in S
∗, we calculate its coordinates in the original space,
which takes O(dpoly(k/)) time.
Theorem 15 and Lemma 13 guarantee the following:
|‖B −B′I‖1,2 − ‖B˜ − (B˜I)C‖1,2| ≤ ‖A−A′‖1,2∣∣‖A−A′‖1,2 − ‖B −B′I‖1,2∣∣ ≤ ‖A−A′‖1,2.
By the definition of coresets we also have:
|‖B˜ − (B˜I)C‖1,2 −
∑
i∈[|S|]
wi‖Si∗ − SCi∗‖1,2| ≤ ‖B˜ − (B˜I)C‖1,2.
These three inequalities imply:
|‖A−A′‖1,2 −
∑
i∈[|S|]
wi‖Si∗ − SCi∗‖1,2|
≤ 2‖A−A′‖1,2 + ‖B˜ − (B˜I)C‖1,2
≤ 2‖A−A′‖1,2 + (1 + 2)‖A−A′‖1,2
≤ 5‖A−A′‖1,2
as desired.
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