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COMPLETE LR-STRUCTURES ON SOLVABLE LIE ALGEBRAS
DIETRICH BURDE, KAREL DEKIMPE, AND KIM VERCAMMEN
Abstract. An LR-structure on a Lie algebra g is a bilinear product on g, satisfying certain
commutativity relations, and which is compatible with the Lie product. LR-structures arise in
the study of simply transitive affine actions on Lie groups. In particular one is interested in
the question which Lie algebras admit a complete LR-structure. In this paper we show that a
Lie algebra admits a complete LR-structure if and only if it admits any LR-structure.
1. Introduction
A Lie admissible algebra (A, ·) is an algebra with a bilinear product x · y such that the
commutator [x, y] = x · y− y · y defines a Lie bracket. Several Lie admissible algebra structures
arise in geometry in a very natural way. Particular examples are so called left symmetric
structures and LR-structures, appearing in the study of left-invariant affine structures on Lie
groups, and simply transitive affine actions of Lie groups. There exists a large literature, we
refer to [2, 3, 9, 12, 13, 15, 16, 17, 18] and the references given therein.
Definition 1.1. A vector space A over a field k together with a bilinear product A×A→ A,
(x, y) 7→ x · y is called a left symmetric algebra (A, ·) if
x · (y · z)− (x · y) · z = y · (x · z)− (y · x) · z(1)
for all x, y, z ∈ A. An algebra (A, ·) is called an LR-algebra, if the product satisfies the identities
x · (y · z) = y · (x · z)(2)
(x · y) · z = (x · z) · y(3)
for all x, y, z ∈ A.
It is well known that every left symmetric algebra, and every LR-algebra is a Lie admissible
algebra, see [6], with associated Lie algebra denoted by gA. Conversely, given a Lie algebra g, it
is an important question, whether there exists a left-symmetric algebra (resp. an LR-algebra)
(A, ·), such that x ·y−y ·y coincides with the Lie bracket [x, y] of g, i.e., with gA = g. If so, it is
said that g admits a left symmetric structure, resp. an LR-structure. This algebraic existence
question usually is a very deep question in connection with the existence of certain geometric
structures on Lie groups. For example, the existence of left-invariant affine structures on Lie
groups is directly related to the existence of left symmetric structures on the corresponding Lie
algebras, and this is a very hard question for solvable Lie algebras, see [16]. For a long time, it
was thought that all solvable real Lie algebras would admit a left symmetric structure. However,
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in 1995 Y. Benoist [2] gave the first example of a nilpotent Lie algebra in dimension 11 not
admitting any left symmetric structure. Later easier examples, and families of examples were
constructed, see [8, 3]. Also, the completeness of left invariant affine structures on Lie groups
was studied. As left-invariant affine structures correspond to torsion-free, flat connections ∇
in the tangent bundle, completeness means that the corresponding connection ∇ is complete.
It is known that a left-invariant affine structure on a Lie group G is complete if and only if the
right multiplications R(x) in the corresponding left symmetric algebra (A, ·) of g = Lie(G) are
nilpotent for all x ∈ g, see [18]. Here the linear operators R(x) are defined by R(x)y = y · x.
The following definition therefore makes sense.
Definition 1.2. A left symmetric algebra structure (A, ·) on a Lie algebra g is said to be
complete if the right multiplication operators R(x) are nilpotent for all x ∈ A.
It is known that a given connected and simply connected Lie group G admits a representation
ρ : G → Aff(Rn) letting G act simply transitively on Rn if and only if the Lie algebra g of G
admits a complete left symmetric structure, see [10, 11, 14]. In particular, the question of which
Lie groups G admit a simply transitive and affine action reduces to the question of which Lie
algebras g (over R) admit a complete left symmetric structure. By a result of L. Auslander, such
a Lie group G, and hence also the Lie algebra g, has to be solvable. There was the hope, that
conversely every connected and simply connected solvable Lie group would admit a complete
left symmetric structure. As mentioned above, this was answered later in the negative. But
before the counter examples it was also asked whether a complete left symmetric structure
would exist automatically, once there was any such structure at all. Mizuhara showed that in
the nilpotent case this is indeed the case:
Theorem 1.3. [17] Let g be a complex nilpotent Lie algebra. If g admits a left symmetric
structure, then g also admits a complete left symmetric structure.
Because of the counter examples mentioned, one has broadened the geometric context and
studied affine actions on simply connected nilpotent Lie groups: let N be such a connected and
simply connected nilpotent Lie group, then the affine group of N is defined as the semi-direct
product Aff(N) = N ⋊ Aut(N), where Aff(N) acts on N via
∀m,n ∈ N, ∀α ∈ Aut(N) : (m,α) · n = mα(n).
It is easy to see that in case N = Rn, the unique n-dimensional connected and simply connected
abelian Lie group, this concept of affine group coincides with the usual one.
In contrast to the fact that there are simply connected connected solvable Lie groups G not
allowing a simply transitive affine action, all of them do admit a simply transitive affine action
on a nilpotent Lie group.
Theorem 1.4. ([1],[9]) Let G be a connected and simply connected solvable Lie group, then there
exists a connected and simply connected nilpotent Lie group N and a representation ρ : G →
Aff(N) letting G act simply transitively on N .
In order to get a better understanding of such simply transitive affine actions ρ : G→ Aff(N),
we started in [5] and [6] to investigate the situation for G = Rn, an abelian connected and
simply connected Lie group, i.e. we have been considering the case of abelian simply transitive
subgroups of Aff(N) for a given nilpotent Lie group. Also in this case a translation to the Lie
algebra level is possible, and leads to LR-structures defined above. Just as for left symmetric
structures, we define the notion of complete LR-structures.
LR-ALGEBRAS 3
Definition 1.5. An LR-structure (A, ·) on a Lie algebra g is called complete, if all right mul-
tiplications R(x) are nilpotent.
Remark 1.6. We note that g admits an LR-structure such that all right multiplications are
nilpotent, if and only if g admits an LR-structure for which all left multiplications are nilpotent.
Indeed, let x · y denote a complete LR-structure, then the opposite product x ◦ y := −y · x
defines an LR-structure where all left multiplications are nilpotent.
As already announced above, also these structures have a geometrical meaning:
Theorem 1.7. Let N be a connected and simply connected nilpotent Lie group with Lie algebra
n. Then N admits a simply transtive abelian action ρ : Rn → Aff(N) if and only n admits a
complete LR-structure.
In [6] we already obtained some general properties of LR-algebras. One of these results says
that a Lie algebra g admitting an LR-structure has to be 2-step solvable. However, not every
2-step solvable Lie algebra admits an LR-structure.
One goal of this paper is to obtain the analogue of Mizuhara’s result for LR-algebras. We
will show that if a Lie algebra g admits any LR-structure, then g also admits a complete
LR-structure.
Although the definitions introduced above also make sense in the infinite-dimensional case,
we will always assume in this paper, even if we do not mention this explicitly, that all algebras
are finite-dimensional, and defined over a field k of characteristic zero.
Acknowledgement: The authors thank Nansen Petrosyan for his helpful suggestions.
2. LR-algebras
In an LR-algebra several commutation rules hold. If we denote by L(x), R(x) the left respec-
tively right multiplication operator then (2) and (3) are equivalent to the requirement that all
left and all right multiplications commute:
[L(x), L(y)] = [R(x), R(y)] = 0.
We can derive more commutation rules:
Lemma 2.1. Let (A, ·) be an LR-algebra. Then the following identities hold in A:
L(x)R(y) = R(x · y),(4)
R(x)L(y) = L(y · x),(5)
L(x)R(y · z) = R(x · (y · z)),(6)
R(x)L(y · z) = L((y · z) · x),(7)
L(x)L(y · z) = L(y · (x · z)),(8)
R(x)R(y · z) = R((y · x) · z).(9)
Proof. Let x, y, z, a ∈ A. Using (2) we have
L(x)R(y)(a) = x · (a · y)
= a · (x · y) = R(x · y)(a),
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so that L(x)R(y) = R(x · y). Rewriting y as y · z we obtain (6). In the same way, using (3) we
have
R(x)L(y)(a) = (y · a) · x
= (y · x) · a = L(y · x)(a),
so that R(x)L(y) = L(y · x). This implies (7). Furthermore, using (4) and (5), we have
L(x)L(y · z) = L(x)R(z)L(y)
= R(x · z)L(y)
= L(y · (x · z)),
which shows (8). In the same way follows (9). 
Proposition 2.2. Let (A, ·) be an LR-structure on a Lie algebra g. Then any two of the
statements below imply the third one.
(a) All left multiplications L(x) are nilpotent operators.
(b) All right multiplications R(x) are nilpotent operators.
(c) The Lie algebra g is nilpotent.
Proof. Assume that (a) and (b) hold. We will show that (c) holds. For all n ≥ 1 consider the
identity
ad(x)n = (L(x)−R(x))n.
By assumption all left and right multiplications, and their powers, have zero trace. We claim
that the right hand side of the above identity has zero trace for all n ≥ 1. For this it is enough
to show that all summands between L(x)n and R(x)n are of the form L(y · z) or R(y · z), where
y, z are certain powers of x, with various bracketings. We prove this by induction on n. The
case n = 1 is clear. Assume this for n. Then ad(x)n+1 = (L(x) − R(x))(L(x) − R(x))n. The
inner summands are of the form
L(x)R(x)n, R(x)L(x)n, L(x)L(y · z), L(x)R(y · z), R(x)R(y · z), R(x)L(y · z).
They are all of the form L(y · z) or R(y · z). This follows from lemma 2.1. For the last four
summands this is obvious, and for the first two summands we obtain
L(x)R(x)n = R(y · x),
R(x)L(x)n = L(x · z)
for certain y, z ∈ A. For example, L(x)R(x) = R(x · x) and R(x)L(x) = L(x · x). This can be
seen again by induction on n and lemma 2.1. It follows that tr(ad(x)n) = 0 for all n ≥ 1, so
that all ad(x) are nilpotent, because the field has characteristic zero. By Engel’s theorem g is
nilpotent.
Assume that (b) and (c) hold. We will prove that (a) holds. Now we consider the identity
L(x)n = (ad(x) +R(x))n,
where n ≥ 1 and x ∈ g. We claim that the right hand side of this identity has zero trace for all
n ≥ 1. This follows because it can be expressed as a linear combination of the terms
ad(x)n, R(x)n, L(y · z), R(y · z),
where y and z are certain powers of x with various bracketings. To verify this, one does a very
similar calculation as in the previous case. By assumption all ad(x) and all R(x) are nilpotent.
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Because L(x) = ad(x) +R(x), all L(x) have zero trace. Then all terms listed above have zero
trace, so that L(x)n has zero trace for all n ≥ 1, and we are done.
Finally, assume that (a) and (c) hold. We have to show that (b) holds. This case follows from
the above case using remark 1.6. 
3. Nilpotent Lie algebras
For the study of LR-structures on g we repeatedly need the following proposition, which can
be found in [4, Proposition 5.3]:
Proposition 3.1. Let g be a nilpotent Lie algebra over a field k of characteristic zero, and
let V be a finite dimensional g-module. Then V can be written as a direct sum of g-modules
V = Vn⊕V0 where Vn is the unique maximal nilpotent submodule of V andH
i(g, V0) = 0, ∀i ≥ 0.
Our first main result is the following:
Proposition 3.2. Let g be a finite-dimensional nilpotent Lie algebra over k. If g admits an
LR-structure then it also admits a complete LR-structure.
Proof. Let (A, ·) be an LR-structure on g. We will first assume that k is algebraically closed.
Denote by a = im(L) the subalgebra of gl(g) generated by all L(x). Since these operators all
commute this subalgebra is abelian, in particular nilpotent. Denote by
ρ : a →֒ gl(g)
the representation of a given by inclusion. Since k is algebraically closed we can apply the
weight subspace decomposition for ρ. We have
A =
s⊕
i=1
Aαi(a),
where αi ∈ Hom(a, k) are the different weights of ρ and Aαi(a) = Ai are the (nonzero) weight
subspaces. We may identify ρ(L(x)) with L(x). In a suitable basis of the vector space A the
operators L(x) have a block matrix, where each block is of the form
L(x)|Ai =


αi(L(x))
∗
αi(L(x))
0
. . .
αi(L(x))

 .
A first consequence is that each Ai is a left ideal in A = A1 ⊕ · · · ⊕ As. For each 1 ≤ i ≤ s let
(ei,1, . . . , ei,ni) be a basis of Ai. Then {ei,1, . . . , ei,ni}i=1,...,s is a suitable basis for A as mentioned
above. Let Ai,k = 〈ei,1, . . . ei,k〉 for k = 1, . . . , ni. We obtain a a filtration of Ai by left ideals:
Ai = Ai,ni ⊇ Ai,ni−1 ⊇ · · · ⊇ Ai,2 ⊇ Ai,1 ⊇ Ai,0 = 0.
We can write each x ∈ A uniquely as x = x1 + · · ·+ xs with xi ∈ Ai, i.e., as
x =
s∑
i=1
(xi,1ei,1 + . . .+ xi,niei,ni).
Lemma 3.3. Suppose that we have in the representation of x ∈ A that xi ∈ Ai,ni−1 for some
i, i.e., xi,ni = 0. Then αi(L(x)) = 0.
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Proof. Assume that αi(L(x)) 6= 0. We will show that this is impossible. For z ∈ A the
condition xi ∈ Ai,ni−1 implies that L(z)xi ∈ Ai,ni−1, because Ai,ni−1 is a left ideal. This means
that (L(z)x)i,ni = 0 for all z ∈ A.
We can choose an element y ∈ A satisfying yi,ni = 1 with respect to its basis representation.
Consider the elements y(0) = y and y(k) = [x, y(k−1)] for all k ≥ 1. Using induction it is easy to
see that (y(k))i,ni = (αi(L(x)))
k. Indeed,
(y(k+1))i,ni = (L(x)y
(k))i,ni − (L(y
(k))x)i,ni
= (L(x)y(k))i,ni
= αi(L(x)) (y
(k))i,ni
= (αi(L(x)))
k+1.
This shows that all elements y(k) are nonzero. In particular, the operator ad(x) for this element
x ∈ A is not nilpotent. Hence the Lie algebra g is not nilpotent, which is a contradiction. 
Case 1: One weight. We first assume now that ρ has only a single nonzero weight α. Then
there is a basis (e1, . . . , en) of A such that the operators L(x) are upper-triangular with α(L(x))
on the diagonal. For x ∈ A we write x = x1e1 + · · ·+ xnen. Lemma 3.3 says that α(L(x)) = 0
for elements x with xn = 0, i.e., α(L(ek)) = 0 for k = 1, . . . , n− 1. Since α is nonzero it follows
that α(L(en)) 6= 0, and we may normalize it to 1. We may write the operators L(ek) as follows:
L(ek) = (a
k
i,j)1≤i,j≤n, k = 1, . . . , n,
with the conditions
aki,j = 0 for all 1 ≤ j ≤ i ≤ n, 1 ≤ k ≤ n− 1,
ani,j = 0 for all 1 ≤ j < i ≤ n,
ani,i = 1 for all 1 ≤ i ≤ n.
We want to show that A in this case is commutative. For this we need two lemmas.
Lemma 3.4. We have akn−1,n = 0 for all k = 1, . . . , n−2. In particular, the subspace generated
by e1, . . . , en−2 is a two-sided ideal in A.
Proof. The operators R(ej) for 1 ≤ j ≤ n are given as follows:
R(ej) =


a11,j a
2
1,j · · · a
n−1
1,j a
n
1,j
a12,j a
2
2,j · · · a
n−1
2,j a
n
2,j
. . . . . . . . . . . . . . .
a1j−1,j a
2
j−1,j · · · a
n−1
j−1,j a
n
j−1,j
0 0 · · · 0 1
0 0 · · · 0 0
. . . . . . . . . . . . . . .
0 0 · · · 0 0


Suppose that it is not true that a1n−1,n = a
2
n−1,n = · · · = a
n−2
n−1,n = 0. Then there is a minimal
k ≤ n − 2 such that akn−1,n 6= 0, and a
j
n−1,n = 0 for all 1 ≤ j ≤ k − 1. Then we consider the
matrix identity
[R(ek), R(en)] = 0.
Looking at the (n − 1, n)-th entry of the left hand side, we find that akn−1,n = 0, which is a
contradiction. Hence we have akn−1,n = 0 for all k = 1, . . . , n− 2. This implies that R(en) maps
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〈e1, . . . , en−2〉 into itself. This, together with the particular form of the operators R(ej) now
shows that 〈e1, . . . , en−2〉 is also a right ideal in A, which finishes the proof. 
Lemma 3.5. There is an idempotent a 6= 0 in A, i.e., satisfying a · a = a.
Proof. We will use induction on n. For n = 1 we have L(e1) = (1), so that e1 · e1 = e1. For
n = 2 the left multiplications have the form
L(e1) =
(
0 a11,2
0 0
)
, L(e2) =
(
1 a21,2
0 1
)
.
We have a11,2 = 1. Indeed, tr(ad(e2)) = tr(L(e2)) − tr(R(e2)) = 1 − a
1
1,2 has to be zero. Now
a := −a21,2e1 + e2 is the desired non-trivial idempotent.
Suppose n ≥ 3. By lemma 3.4 the subspace B = 〈e1, . . . , en−2〉 is an ideal in A such that A/B
is an LR-structure on the associated Lie algebra gA/B, which is again nilpotent. The associated
homomorphism ρ again has one single nonzero weight. Since dim(A/B) = 2 there is a non-
trivial idempotent a = a+B in A/B. We have a ·a+B = a ·a = a, hence a ·a = a+ b for some
b ∈ B. Note that a 6∈ B. For such an element a let Ba = 〈B, a〉. This is an LR-algebra with
associated nilpotent Lie algebra and homomorphism having again one single nonzero weight.
Since dimBa < dimA we can apply the induction hypothesis: there is a non-trivial idempotent
e ∈ Ba, hence also in A. 
Now we can show that A is commutative:
Proposition 3.6. If ρ has only a single nonzero weight α, then A is commutative. Hence the
zero product defines a complete LR-structure on g.
Proof. Let a 6= 0 be an idempotent in A. Then L(a) is not nilpotent. Because L(a) is upper-
triangular with nonzero diagonal elements α(L(a)), the operator L(a) is invertible. Lemma 2.1
implies that R(a)L(a) = L(a · a) = L(a). Multiplying with L(a)−1 yields R(a) = id. This
means, a is a right identity for A. Again using lemma 2.1 we obtain
L(x) = L(x)R(a) = R(x · a) = R(x),
so that A is commutative, and g is abelian. 
Case 2: We now consider the general case, i.e., where A = A1 ⊕ · · · ⊕ As is the direct
sum of weight spaces Ai corresponding to the weights αi. We may assume that all αi with
i ≥ 2 are nonzero, and that α1 = 0, possibly setting A1 = 0 if there is no zero weight. The
spaces Ai for i ≥ 2 are left ideals, hence LR-algebras with associated nilpotent Lie algebra and
homomorphism ρ|L(Ai) having one single weight. It is a consequence of lemma 3.3 that this
weight is nonzero. Now it follows from the first case that all Ai for i ≥ 2 are commutative and
have non-trivial right identities ai ∈ Ai. In particular, if x ∈ Ai and y ∈ Aj for i 6= j with
2 ≤ i ≤ s and 1 ≤ j ≤ s we have
x · y = (x · ai) · y = (x · y) · ai ∈ Ai ∩Aj = 0.(10)
Now define a bilinear product x ◦ y on A as follows. On basis vectors we set
ei,k ◦ ej,l =
{
0 ∀ i = j ≥ 2, 1 ≤ k, l ≤ ni
ei,k · ej,l in all other cases.
8 D. BURDE, K. DEKIMPE, AND K. VERCAMMEN
The proof is finished if we can show that this product defines a complete LR-structure on g.
Note that for 1 ≤ k ≤ ni and 1 ≤ l ≤ nj we have
ei,k ◦ ej,l = 0 ∀ i ≥ 2, ∀j ≥ 1,(11)
[ei,k, ej,l] = 0 ∀i, j ≥ 2.(12)
From this it follows easily that
[ei,k, ej,l] = ei,k ◦ ej,l − ej,l ◦ ei,k.
Indeed, if i, j ≥ 2 then both sides are equal to zero, while in the other cases the product x ◦ y
coincides with the original LR-product x · y.
Next we will show that all left multiplications for this product commute, i.e., that
ei,p ◦ (ej,q ◦ ek,r) = ej,q ◦ (ei,p ◦ ek,r).
If j ≥ 2 or i ≥ 2 then both sides are equal to zero by (11). In the other cases the product x ◦ y
coincides with the original LR-product x · y, which satisfies this identity.
Next we show that all right multiplications commute, i.e., that
(ei,p ◦ ej,q) ◦ ek,r = (ei,p ◦ ek,r) ◦ ej,q.
For i ≥ 2 both sides are equal to zero by (11). Thus we can assume that i = 1. Then if both
j ≥ 2 and k ≥ 2 we obtain 0 = 0, because Aj and Ak are left ideals, and we can apply (11).
In the case j = k = 1 we can replace the product x ◦ y by x · y, and the identity is satisfied.
It remains to check the cases with i = 1 and either j or k equal to 1. By symmetry we may
assume that j = 1 and k ≥ 2. Then the identity to show is
(e1,p · e1,q) ◦ ek,r = (e1,p · ek,r) ◦ e1,q.
The left hand side equals (e1,p · e1,q) · ek,r, because A1 is a left ideal. The right hand side is zero,
because Ak is a left ideal. But by (10) we have 0 = (e1,p · ek,r) · e1,q, so that the above identity
reduces to
(e1,p · e1,q) · ek,r = (e1,p · ek,r) · e1,q,
which holds true. Finally we prove that the new LR-structure is complete. Denote by ℓ(x) the
left multiplications, i.e., ℓ(x)y = x ◦ y, and by r(x) the right multiplications. We see that all
ℓ(ei,p) are nilpotent, because each of its restrictions to one of the left ideals Aj is nilpotent.
Indeed, for j = 1 we have ℓ(ei,p)|A1 = L(ei,p)|A1, which is nilpotent since A1 is the weight space
corresponding to the weight zero. If j ≥ 2 then we have ℓ(ei,p)|Aj = 0 for i ≥ 2. If i = 1 then
ℓ(e1,p)|Aj = L(e1,p)|Aj is nilpotent by lemma 3.3. Because all ℓ(ei,p) commute, we obtain that
all ℓ(x), x ∈ A are nilpotent. Since g is nilpotent, proposition 2.2 implies that also all right
multiplications r(x) are nilpotent. Hence the new LR-structure is complete.
Finally let us consider the case where g is a nilpotent Lie algebra over an arbitrary field k
of charactersitic 0. It is still true that a = im(L) is an abelian Lie algebra and that A is an
a-module. By proposition 3.1 we know that A splits as a direct sum of a-modules: A = Vn⊕V0
where Vn is the unique maximal nilpotent submodule of A. Stated differently, Vn is the unique
maximal left ideal of A on which A acts nilpotently by multiplications from the left.
If we denote the algebraic closure of k, by k¯, then g ⊗ k¯ is a Lie algebra over k¯ having an
LR-structure (A ⊗ k¯, ·). Note that Vn ⊗ k¯ is the unique maximal left ideal of A ⊗ k¯ on which
A⊗ k¯ acts nilpotently by multiplications from the left.
It follows that when we decompose A ⊗ k¯ as a direct sum A1 ⊕ A2 ⊕ · · · ⊕ As of its weight
spaces as we did before, then the subspace corresponding to the weight zero is A1 = Vn⊗ k¯ and
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A2⊕· · ·⊕As = V0⊗ k¯. So any element x ∈ A⊗ k¯ can be uniquely written as a sum x = xn+x0,
with xn ∈ Vn ⊗ k¯ and x0 ∈ V0 ⊗ k¯. Moreover, such an element belongs to A = A⊗ k ⊆ A⊗ k¯
if and only if xn ∈ Vn = Vn ⊗ k and x0 ∈ V0 = V0 ⊗ k.
Now, let ◦ again denote the complete LR-structure on g⊗ k¯ as constructed above. Using the
definition of ◦ and (11), we see that
∀xn, yn ∈ Vn ⊗ k¯, ∀x0, y0 ∈ V0 ⊗ k¯ : (xn + x0) ◦ (yn + y0) = xn · yn + xn · y0.
From this, it is obvious that ◦ restricts to a k-bilinear product on A = A⊗ k, which is then of
course a complete LR-structure on A. 
Remark 3.7. For use later on, we note that the last part of the above proof shows that the
complete LR-product x ◦ y on g, which was constructed from the original LR-product x · y
satisfies g ◦ g ⊆ g · g.
4. Solvable Lie algebras
For any Lie algebra g, we denote by g1 = g and gi+1 = [g, gi] for i ≥ 1 the ideals of the lower
central series of g. As we always assume that g is finite dimensional, this series stabilizes after
finitely many steps, with
g∞ =
∞⋂
i=1
gi.
Let n := g/g∞. This is a nilpotent Lie algebra.
Lemma 4.1. Let g be a two-step solvable Lie algebra. Then the extension
0→ g∞ → g→ g/g∞ → 0
splits, so that g = g∞ ⋊ n.
Proof. As g∞ ⊂ [g, g], it follows that [g∞, g∞] ⊆ [[g, g], [g, g]] = 0, because g is two-step solvable.
So g∞ is abelian. The above short exact sequence induces a Lie algebra homomorphism
ϕ : n → Der(g∞) = End(g∞).
Recall that for all n ∈ n and all x ∈ g∞: ϕ(n)(x) = [n˜, x], where n˜ is any pre-image of n in g.
Since n is nilpotent, we can apply proposition 3.1, where we view g∞ as a n-module via the
representation ϕ. Since [g, g∞] = g∞, the unique maximal nilpotent submodule of g∞ is trivial
and hence
H i(n, g∞) = 0.
for all i ≥ 0. For i = 2 this means that the above extension splits. 
We are now ready to prove the main theorem of this paper.
Theorem 4.2. Let g be a Lie algebra over a field k of characteristic 0. If g admits an LR-
structure, then g also admits a complete LR-structure.
Proof. As g admits an LR-structure x · y, we know that g is 2-step solvable, see [6, Proposition
2.1]. By the lemma above, we have that g = g∞ ⋊ n, where n = g/g∞ is a nilpotent Lie
algebra. Since all terms of the lower central series of g are 2-sided ideals for the LR-product,
see [6, Corollary 2.9], g∞ is a 2-sided ideal of g and hence the LR-structure on g induces an
LR-structure on n = g/g∞. Let us denote this induced product on n by x•y. By proposition 3.2
and remark 3.7 we know that n also admits a complete LR-structure x ◦ y with n ◦ n ⊆ n • n.
When we now view n as a subspace of g = g∞ ⋊ n, we get that n ◦ n ⊆ n · n+ g∞.
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As above, let ϕ : n → Der(g∞) denote the homomorphism induced by the split-extension,
i.e. ϕ(n)(x) = [n, x] for all n ∈ n and x ∈ g∞.
We claim that ϕ(n ◦ n) = 0. Indeed, since ,g∞ is abelian, and g∞ ⊆ [g, g] ⊆ g · g, we have
[n ◦ n, g∞] ⊆ [n · n+ g∞, g∞]
⊆ [n · n, g∞]
⊆ [g · g, g · g]
= 0
where the last equality follows from the fact that in any LR-algebra A, we have the identity
(x · y) · (u · v)− (u · v) · (x · y) = 0 for all x, y, u, v ∈ A, see the proof of Proposition 2.1 in [6].
It now follows from Corollary 5.2 of [6], that g admits a complete LR-structure ⋆, which is
given by the following formula:
∀(a, x), (b, y) ∈ g = g∞ ⋊ n : (a, x) ⋆ (b, y) = (ϕ(x)b, x ◦ y).

We already saw that if a solvable Lie algebra g admits an LR-structure, then also n = g/g∞
admits an LR-structure. The proof above also suggests a partial converse of this.
Theorem 4.3. Let g be a two-step solvable Lie algebra and assume that n = g/g∞ admits an
LR-structure satisfying
n · n ⊆ [n, n].(13)
Then, this LR-structure can be lifted to an LR-structure on g.
Proof. As before, g = g∞ ⋊ n, where the action of n on g∞ is given by ϕ : n → End(g∞). By
assumption [[n, n], g∞] ⊆ [[g, g], [g, g]] = 0, so that ϕ(n·n) = 0. If (n, ·) denotes the LR-structure
on n, then the same formula (a, x) ⋆ (b, y) = (ϕ(x)b, x · y) as before defines an LR-structure on
g. 
Remark 4.4. By an induction argument, as in the proof of [6, Lemma 2.10], one can show that
(13) implies
ni · nj ⊆ ni+j
for all i, j ≥ 1. From this, it follows easily that the LR-structure ⋆ defined above is a complete
structure.
Corollary 4.5. Let g be a two-step solvable Lie algebra with g∞ = g3. Then g admits an
LR-structure.
Proof. By assumption n = g/g∞ = g/g3 is two-step nilpotent. By proposition 4.3 of [6],
x · y = 1
2
[x, y] defines an LR-structure on n. It satisfies n · n ⊆ [n, n], so the claim follows from
the above theorem. 
Remark 4.6. There are two-step solvable Lie algebras with g∞ = g4 without any LR-structure,
see proposition 4.7 of [6]. In this sense the corollary cannot be improved.
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5. Two-step solvable two-generated Lie algebras
Among the two-step solvable Lie algebras with two generators are the filiform nilpotent Lie
algebras of solvability class 2. For this class of Lie algebras we have constructed an explicit
LR-structure in [6]. We want to generalize this construction here to all two-generated, two-step
solvable Lie algebras. We need two lemmas.
Lemma 5.1. Let g be a two-step solvable Lie algebra, xi, y ∈ g for 1 ≤ i ≤ n and σ a
permutation in Sn. Then
ad(x1) · · ·ad(xn) ad(y) = ad(xσ(1)) · · ·ad(xσ(n)) ad(y).
Proof. We use induction on n ≥ 1, where the case n = 1 is clear. For n ≥ 2 we consider σ ∈ Sn
with σ(1) = 1. Then by the induction hypothesis we have
ad(x1) ad(xσ(2)) · · ·ad(xσ(n)) ad(y) = ad(x1) ad(x2) · · ·ad(xn) ad(y).(14)
For z ∈ g the Jacobi identity and the solvability class 2 imply
ad(x1) ad(x2) ad(y)(z) = [x1, [x2, [y, z]]]
= −[x2, [[y, z], x1]]− [[y, z], [x1, x2]]
= [x2, [x1, [y, z]]]
= ad(x2) ad(x1) ad(y)(z).
In the same way we obtain
ad(x1) ad(x2) · · ·ad(xn) ad(y)(z) = ad(x2) ad(x1) · · ·ad(xn) ad(y)(z).(15)
The general case follows from (14) and (15). 
Lemma 5.2. Let g be a two-step solvable Lie algebra and x, y ∈ g. Then the subspace spanned
by x and
{ad(y)k ad(x)ℓy | k, l ≥ 0}
is a Lie subalgebra of g.
Proof. The bracket of each two generators is again in this subspace. If ℓ ≥ 1 then lemma 5.1
implies
[x, ad(y)k ad(x)ℓy] = ad(x) ad(y)k ad(x)ℓy
= ad(y)k ad(x)ℓ+1y.
For ℓ, n ≥ 1 we have
[ad(y)k ad(x)ℓy, ad(y)m ad(x)ny] = 0,
because g is two-step solvable. The other cases are trivial. 
Now we can show the following result.
Theorem 5.3. Let g be a two-generated, two-step solvable Lie algebra. Then g admits a
complete LR-structure.
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Proof. Let g be generated as a Lie algebra by x and y. Then g is spanned by x and all vectors
ad(y)k ad(x)ℓy with k, ℓ ≥ 0. Let us fix a basis consisting of x, y and a subset of the above
vectors satisfying ℓ ≥ 1. Using this basis we define a k-bilinear product on g as follows
L(x) = 0,
L(ad(y)k ad(x)ℓy) = ad(y)k ad(x)ℓ ad(y).
In particular, L(y) = ad(y). We have to verify that this defines an LR-structure on g. First of
all we have a · b − b · a = [a, b] for all basis vectors a, b ∈ g: for a = x and b = ad(y)k ad(x)ℓy
this means
a · b− b · a = L(a)b− L(b)a
= 0− ad(y)k ad(x)ℓ ad(y)x
= ad(y)k ad(x)ℓ+1y
= ad(x)b
= [a, b]
by lemma 5.1. For a = ad(y)k ad(x)ℓy and b = ad(y)m ad(x)ny with ℓ, n ≥ 1 this means
a · b− b · a = ad(y)k ad(x)ℓ ad(y) ad(y)m ad(x)ny
− ad(y)m ad(x)n ad(y) ad(y)k ad(x)ℓy
= ad(y)k+m+1 ad(x)ℓ+ny − ad(y)m+k+1 ad(x)ℓ+ny
= 0
= [a, b],
since g is two-step solvable. The other cases are similar. Next we verify that [L(a), L(b)] = 0
for all basis vectors a, b ∈ g. For a = ad(y)k ad(x)ℓy and b = ad(y)m ad(x)ny with ℓ, n ≥ 1 this
means
L(a)L(b) = ad(y)k+m+1 ad(x)ℓ+n ad(y)
= L(b)L(a).
The other cases are similar. Finally we have to show that [R(a), R(b)] = 0 for all basis vectors
a, b ∈ g. We have R(a) = L(a)− ad(a), so that
R(x) = − ad(x),
R(y) = 0.
It is not difficult to see that, for a = ad(y)k ad(x)ℓy with ℓ ≥ 1 we have
R(a) = ad(y)k+1 ad(x)ℓ.
For a = ad(y)k ad(x)ℓy and b = ad(y)m ad(x)ny with ℓ, n ≥ 1 we have
R(a)R(b) = ad(y)k+1 ad(x)ℓ ad(y)m+1 ad(x)n
= ad(y)m+1 ad(x)n ad(y)k+1 ad(x)ℓ
= R(b)R(a).
The other cases are similar. It follows that g admits an LR-structure. By theorem 4.2 it admits
also a complete LR-structure. 
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