A key strength of twin studies arises from the fact that there are two types of twins, monozygotic and dizygotic, that share differing amounts of genetic information. Accurate differentiation of twin types allows efficient inference on genetic influences in a population. However, identification of zygosity is often prone to errors without genotying. In this study, we propose a novel pairwise feature representation to classify the zygosity of twin pairs of resting state functional magnetic resonance images (rsfMRI). For this, we project an fMRI signal to a set of basis functions and use the projection coefficients as the compact and discriminative feature representation of noisy fMRI. We encode the relationship between twins as the correlation between the new feature representations across brain regions. We employ hill climbing variable selection to identify brain regions that are the most genetically affected. The proposed framework was applied to 208 twin pairs and achieved 94.19% classification accuracy in automatically identifying the zygosity of paired images.
Introduction
The extent by which genetic factors shape brain function is still largely unknown. Twin brain imaging studies provide a valuable information for quantifying such extend in-vivo. The power of twin studies arises from the fact that there are only two types of twins, identical (or monozygotic, MZ) and fraternal (or dizygotic, DZ), that share differing amounts of genetic information. In average, MZ twins are expected to share 100% of genes, and DZ twins are expected to share only 50% of genes (Neale & Cardon 2013) . By comparing the similarity between MZ and DZ twins, we can quantify the genetic influence in a population.
Unfortunately, zygosity identification of twins is prone to errors even for the obstetricians delivering babies. As many as twenty percent of all twin births are misidentified according to Minnesota Center for Twin and Family Research (2007) . Recently, a dataset containing high-quality brain images of twins has become available through the Human Connectome Project (http://www.humanconnectome.org, HCP). In HCP, 35 pairs originally selfreported as DZ twins were later confirmed to be MZ twins after genotyping.
Out of 243 twin pairs, this produces the error rate of 14%. Such a high misclassification rate most likely contributed significantly to mislabeling in many past twin studies without genotyping. In this paper, we explore the feasibility of developing a reliable pipeline for automatic zygosity classification without genotyping.
The significance of genetic contribution in twin studies has been reliably shown for a wide range of functional brain imaging studies (Jansen et al. 2015 , Richmond et al. 2016 , including heritability of neural activation during simple visuomotor task (Park et al. 2012 ), calculation (Pinel & Dehaene 2013) , oral reading recognition and picture vocabulary comprehension (Babajani-Feremi 2017) , estimating genetic contribution to brain activation in neural networks supporting working memory tasks (Karlsgodt et al. 2007 , Blokland et al. 2008 , Koten et al. 2009 ). Several studies involving resting state functional MRI have also discovered significant genetic contributions to functional network con-nectivity architecture of the human brain (Glahn et al. 2010 , Fornito et al. 2011 , van den Heuvel et al. 2013 , Gao et al. 2014 , Yang et al. 2016 . These studies mainly utilized the concept of functional connectivity to infer the heritability of brain regions using the Pearson's correlation coefficient between blood-oxygenlevel dependent (BOLD) contrasts. Inference on a region's heritability is then typically performed using the ACE model, which factors all differences in population to three components: additive genetic effects, common and unique environments (Maes 2005 , Falconer et al. 1996 . In this study, we design a new framework to determine heritability of brain regions in a model-free setting.
The idea of using functional MRI data for individual identification and prediction has been successfully applied in several recent studies. For example, Miranda-Dominguez et al. (2014) described a model-based approach capable of identifying a functional fingerprint, 'connectotype', in individual participants through predicting resting state brain activity of each ROI as the weighted sum of all other ROIs. Finn et al. (2015) investigated this further and showed that individual connectotype of brain activity is preserved not only across scan sessions but also between task and rest conditions. Smith et al. (2015) used Canonical Correlation Analysis (CCA) to demonstrate a strong covariation link between brain connectivity and demographics, psychometrics and behavioral subject measures. However, these approaches are not directly applicable in their original form to our specific problem of zygosity classification. In these papers, the main aim is to accurately distinguish each subject from the rest of population, while our goal is a more general classification scheme of classifying paired images into two categories.
In the past, machine learning methods such as artificial neural networks (ANN), support vector machines, k-nearest neighbor, Gaussian naïve Bayes and fuzzy classifiers , Singh et al. 2007 , Pereira et al. 2009 , Peltier et al. 2009 , Vergun et al. 2013 , Wang et al. 2014 , Honorio 2015 , Wang et al. 2017 ) have been used to analyze fMRI data. However, none of them have been used for classifying paired twin images. It is unclear how to apply existing classifiers to twin rs-fMRI. For the first time, we propose a unified classification framework that automatically determines the zygosity of a twinpair using resting-state fMRI and identifies specific brain regions with significant genetic influence. The framework combines the algebraic representation of fMRI time series at the voxel-level with the sparse version of a multi-layer artificial neural network.
For our non-trivial classification problem setting, where each classification identity is represented by a pair of twin images, a special type of neural network is required, specifically designed to process paired data through a comparative analysis. This type of neural networks is related to siamese neural network (SNN) (Bromley et al. 1994 , Zagoruyko & Komodakis 2015 and has recently gained interest in the medical imaging community (Kouw et al. 2017 , Ktena et al. 2017 , Wang & Yang 2018 , Ktena et al. 2018 . One of the main features of SNN is the ability to learn the suitable embedding space of the original data, that is usually composed of highly abstract and semantic information. The drawback of SNN is that it is difficult to obtain a meaningful biological interpretation of this abstract embedding. Instead of learning paired representation through a blackbox approach like SNN, we propose to introduce a parametric algebraic framework that provides an easy-to-comprehend twin representation.
In our framework, a new compact feature representation for the fMRI signal at each voxel is obtained using the cosine series representation (CSR). The correlation between twins at voxel level computed using CSR features is feed into in a two-layer ANN. Currently, the majority of brain image analysis studies compute correlation directly from resting state fMRI signal (Biswal et al. 1997 , Peltier et al. 2005 , Rogers et al. 2007 , Liang et al. 2012 , Finn et al. 2015 , Joshi et al. 2017 ). In contrast, CSR compactly represent fMRI components into frequency components, which provides a superior performance with respect to the classification accuracy. Our framework can further incorporate a variable selection procedure and able to localize the brain regions that are most heritable.
The main contributions of the paper are: (1) we introduce a new feature representation in characterizing twin-wise relationships in the whole brain that substantially improves classification performance; (2) for the first time, we de- The proposed framework is applied to HCP, one of the largest publicly available twin datasets, that contains rs-fMRI data of 131 MZ and 77 DZ twin pairs.
Material and Methods

Dataset
We use resting-state fMRI scans collected as part of the Washington UniversityMinnesota Consortium Human Connectome Project (HCP) . All participants gave informed consent. The HCP dataset provides information about both self-reported and genotyping-verified zygosity of each twin pair. Subjects' genotyping data has All subjects were scanned on a customized Siemens 3T Connectome Skyra scanner housed at Washington University in St. Louis, using a standard 32- We used fMRI scans that undergone spatial ) and temporal ) preprocessing correcting including : removal of spatial distortions, realigning volumes to compensate for subject motion, registering the fMRI data to the structural MNI template, minimal highpass temporal frequency filtering, independent component analysis (ICA)-based artifact removal.
The resulting volumetric data contains resting-state functional time series with 91 × 109 × 91 = 902629 2-mm isotropic voxels at 1200 imaging volumes.
Cosine Series Representation
Given the fMRI time series ζ(ν, t) at the voxel ν and time t, we scale it to the unit interval [0, 1], ans then subtract its mean over time
and translated time series is subsequently represented as
where ψ 0 (t) = 1, ψ l (t) = √ 2 cos(lπt) are orthonormal cosine basis functions
where δ lm is the Kronecker's delta. The coefficients c l,ν are estimated in the least squares fashion, i.e.,
For our study, the expansion degree k = 119 is used such that fMRI is compressed into 10% of its original data size. The choice of k = 119 expansion increases the signal-to-noise ratio (SNR) as measured by the ratio of variabilities by 73% in average over all voxels in 416 subjects, i.e., SNR = 1.73. The resulting
is then used to represent the fMRI in voxel v. The CSR for multiple time series can be computed by solving for p = 1200 time points
The least squares estimate of C is given by
Correlations between CSR
Consider the CSR of fMRI obtained from the first and second subjects in a twin pair at the same voxel ν (Figure 1 )
where
are CSR coefficients. Since fMRI was normalized with respect to the mean over time, the variance of ζ(ν, t) and η(ν, t) is given by
The correlation ρ(ζ, η) between ζ(ν, t) and η(ν, t) is then given by
are vectors of cosine series representation coefficients.
Note ρ is the correlation of low frequency components of time series in the frequency domain. In task-related twin fMRI studies, correlation between twins can be computed in a straightforward manner in the temporal domain because the timing of neuronal activation is comparable across subjects due to the exterior task. However, in the resting-state fMRI there is no external anchor that will lock brain activation of twin subjects across time. Thus, we utilize cosine series representation of fMRI signals to compute correlation between twin subjects in the frequency domain. Similar approaches were used in (Curtis et al. 2005 , Ombao & Van Bellegem 2008 , where frequency components of signals are correlated using coherence.
Twin Classification with Artificial Neural Network
Given paired twin images represented as a vector of region-level correlations between CSR coefficients of the original twin fMRI, we use ANN to identify if they belong to a pair of MZ or DZ twins. Since we classify the relationship between paired images, this is not a traditional binary classification problem often performed in brain imaging. We use a two-layer feed-forward ANN, with 200 sigmoid hidden and 1 softmax output neurons to classify the vectors of average correlations (Møller 1993) .
We further employ AAL parcellation to compute pairwise twin correlation at region level by averaging across voxels in each parcellation. Since we cannot average correlations by taking the arithmetic mean without biasing, we transform correlations using the Fisher z-transform first:
Then, Fisher transformed correlations are averaged and back projected via the inverse transform (Vrbik 2005) . The result is the vector of 116 twin correlations that are feed into the neural network.
Due to possible dependencies between AAL regions, some AAL regions contribute differently to the classification accuracy.
We introduce an 1 -regularization term to the loss function:
where t i is the class label for the i-th twin pair ('1' for MZ twin pair, '0' for DZ twin pair), y i is the predicted class label for the i-th twin pair, N is the number of twin pairs in the training set, w κ is a vector of weights corresponding to a κ-th AAL region, and M = 116 is the number of regions of interest. Adding regularization to the ANN prevent model overfitting. Further, 1 -regularization increases the model's sparsity by penalizing large weights between neurons, thus implicitly removing unimportant features from the model. In brain imaging, regularization is mainly used for segmentation tasks and feature selection (Liu et al. 2018 , Sanroma et al. 2018 , Guo et al. 2017 , Wang et al. 2015 . However, here we use it to remove brain regions, whose contribution to zygosity identification can be neglected.
Solving a binary classification problem with artificial neural nets is equivalent to solving a regression problem with subsequent application of the thresholding rule:
where o i is numerical output of the neural network for the i-th pair of twins, and θ is the discrimination threshold.
Given a binary classification problem, we take the fMRI data from pairs of MZ twins belonging to the positive class (t i = 1) and the fMRI data from pairs of DZ twins belonging to the negative class (t i = 0). We use the holdout method to split dataset randomly into training (70% of the data), validation (15%) and test (15%) subsets. The validation dataset is used to avoid overtraining of the model, and to fine tune hyperparameters of the neural network, e.g., the number of hidden neurons and discrimination threshold θ. Splitting data into training, validation and test subsets in the proportion of 70:15:15 is considered as the gold standard (Hagan et al. 2014) . We trained 1000 independently initialized models without preserved class ratio and average performance across them. We employ classification accuracy, false-positive rate (FPR) and false-negative rate (FNR) to measure the performance of the proposed framework.
Boosting Accuracy with Variable Selection
To infer the contribution of different regions to classification accuracy of the model, we further implemented a hill climbing variable selection procedure considering each AAL parcellation as a variable (Russell & Norvig 2003 repeating until no further improvements can be found. With the application to variable selection, we implement hill climbing procedure as follows.
We start with the empty variable space and a pool of candidate variables.
At each iteration, we test candidate variables by picking one variable at a time,
adding it to the model and estimating the performance of the model. When all candidate variables are tested, the variable that provides the best performance, with respect to classification accuracy, false positive rate (FPR) and false negative rate (FNR), is removed from the pool of candidates and added to the variable space of the model. Variables are ranked with respect to classification accuracy. We continue the process iteratively until all variables are added to the model. We rank AAL regions with respect to the classification accuracy they provide to the model based on iterations, when the corresponding variables are added to the variable space. The higher the region is ranked by hill climbing, the more the region is affected by the genetic effect.
We validated the proposed twin classification framework using simulation studies with known ground truth. We first generated ground truth data that represents the underlying resting-state functional MRI signals from M = 5 distinct brain regions of interest using degree 5 CSR. The CSR coefficients are
We generate twin data in κ-th region using the mixed-effect model:
where ζ κ,i is the vector of CSR coefficients of the first twin in the i-th pair, η κ,i is the vector of CSR coefficients of the second twin in the i-th pair, α κ,T win is a twin-level noise distributed as N (0, σ 2 κ,T win ) and β κ,i is an individual-level noise distributed as N (0, σ 2 κ,Ind ). After the synthetic twin data is generated, we applied the proposed ANN framework: compute correlations between twins, train ANN to classify zygosity of twin pairs, and estimate the extent by which regions of interest are affected by the genetic effects using hill climbing variable selection procedure.
We perform three different simulation studies using the same ground truth coefficients c κ and individual-level variance σ 2 κ,Ind = 0.25 2 , but different twinlevel variances, σ 2 κ,M Z , σ 2 κ,DZ depending on the zygosity of twin pairs. In all three simulations, we generate 50 MZ pairs and 50 DZ pairs. To obtain stable results we repeated the simulation 1000 times and the average results are reported.
The simulation results are processed simultaneously by logistic regression model and our classification framework and averaged results are summarized in Table 2 and Study 2: Twin difference We forced all 5 regions to be equally highly heritable. We achieve this by simulating MZ twin data with smaller twin-level variance compared to DZ twin data:
The classification accuracy for the proposed framework is 79.79 ± 10.66% indicating we are classifying zygosity.
Study 3: Differential twin difference We forced 5 regions to have gradually decreasing heritability:
where {h κ } = {3, 2.5, 2, 1.5, 1} is a sequence of gradually decreasing numbers that control heritability of each κ-th region of interest. The classification accuracy for the proposed framework in Study 3 without hill climbing Figure 2 ).
Results
The proposed ANN framework was applied to the HCP rs-fMRI data from 208 twin pairs. The classification performance is reported in Table 3 . We 
Detecting the Most Heritable Regions
Hill climbing was used on ANN classification to further identify the most heri- 
Comparison Against Logistic Regression
We compared the performance of the proposed pipeline to an often used standard classifier -logistic regression. Given input data X = [x 1 , . . . , x N ] and class labels T, linear classifier is a model that maps X onto T, i.e. T = f X T w).
Here, w is a vector of model parameters, and f is a function that transforms X T w into desired output values. For logistic regression, f is a sigmoid function.
In our study, the input data X is correlation between paired fMRI data, and class labels T represent zygosity. To train a classifier, we need to find
where L(t i , y i ) is a log-loss function that measures the discrepancy between the classifier's prediction value y i = f (w T x i ) and the true class label t i for the i-th training example. Logistic regression algorithm finds maximum likelihood estimation of w using iteratively reweighted least squares (Murphy 2012) : where
N ] is a vector of classifier outputs,
is a diagonal weighting matrix. For the given HCP dataset, we achieved 47.99(±3.32)% classification accuracy with 61.62(±5.56)% false-positive rate and 38.24(±4.14)% false-negative rate employing logistic regression model. Performance wise, the logistic regression was not perform any better than ANN.
Conclusion and Discussion
For the first time, we addressed the problem of classifying the zygosity of twinpairs using resting state functional MRI. This is a more complex problem than the usual classification problem of labeling each image into distinct classes.
Here, we are interested in learning if the relationship between pairs of images is associated with the zygosity of twins.
There are two practical advantages for using CSR as a new feature representation of twin fMRI. First, employing cosine series representation allows to correlate fMRI signals in the frequency domain. Furthermore, representing Regions with significant genetic influence We report that the most genetically affected brain regions, as measured by their contribution to the classification accuracy of the zygosity type of twins, are mainly located in the temporo-parietal and frontal brain regions. In order to determine if our findings are consistent with previous studies, we examined previous twin imaging studies. Despite some discrepancy, there is a overlap of our findings with results reported in a number of twin studies of both task-based and resting-state functional MRI (Blokland et al. 2008 , Koten et al. 2009 , Glahn et al. 2010 , Park et al. 2012 , Gao et al. 2014 , Sinclair et al. 2015 , Yang et al. 2016 ). Cannon et al. (2002) found that genetic influences were isolated primarily to polar, inferior, and dorsolateral prefrontal brain areas, and also in the frontal regions. Matthews et al. (2007) found that dorsal anterior cingulate cortex activation is significantly influenced by genes. Pietiläinen et al. (2008) were significantly heritable. Sinclair et al. (2015) found that 47 out of 116 AAL regions are significantly heritable which overlap with most of our regions. Compared to previous twin literature, there is a strong consistency in the identifeid heritable brain regions. However disparities suggest that genetic influences may vary with task paradigms, which rs-fMRI is lacking.
AAL parcellation template
In the proposed framework, we computed pairwise correlation between twin subjects and then averaged them using the predefined AAL parcellation. However, from the review of several structural and functional voxel-based twin studies, it is apparent that genetic effects may carry across anatomical boundaries (Blokland et al. 2011 , Joshi et al. 2011 , van Soelen et al. 2012 . Therefore, voxel-based approaches may have preference in imaging genetic studies over ROI approaches that average measurements across brain parcels. The drawback of voxel-wise approaches in general is an extensive computational load resulting from the computation of pairwise correlations at voxel level. We overcame this drawback by utilizing 120-degree cosine series representation that drastically decreases computational time by compact signal representation. We take the advantage of both methods in increasing the classification accuracy. Although we demonstrated relatively high classification accuracy with a provided solution, there is a need for better parcellation method that balances the trade-off between pure voxel-wise and anatomical templatebased approaches. We leave this as a future study.
Variable selection To quantify the extent of genetic contribution of AAL parcellations, we used hill climbing -a greedy search algorithm that considers regions of interest as independent variables and tests one variable at a time.
Recent studies of both resting-state and task-related fMRI on the functional connectivity of brain regions has revealed that activity in some regions may have strong coherence (Jansen et al. 2015 , Yang et al. 2016 ). To get a more accurate inference on the optimal variable space, one may consider applying the concept of "connectivity of regions" and performing a group variable selection, i.e., combine variables in groups and test each group as a single instance (Russell & Norvig 2003) . Additionally, this will reduce computational load of variable selection procedure, whose computational complexity for brute-force approaches that test all possible combinations of variables is O(2 n ) (Yang et al. 2016 ). Other type of more complex variable selection methods are left as a future study.
