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a b s t r a c t
In this manuscript, we proved that the existence of best proximity points for the cyclic
operators T defined on a union of subsets A, B of a uniformly convex Banach space X with
T (A) ⊂ B, T (B) ⊂ A and satisfying the condition ∥Tx − Ty∥ ≤ α3 [∥x − y∥ + ∥Tx − x∥ +∥Ty − y∥] + (1 − α)diam(A, B) for α ∈ (0, 1) and ∀x ∈ A, ∀y ∈ B, where diam(A, B) =
inf{∥x− y∥ : x ∈ A, y ∈ B}.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Suppose that A and B are non-empty closed subsets of a complete metric space (X, d). A map T : A∪ B → A∪ B is called
cyclic if T (A) ⊂ B, T (B) ⊂ A. Such maps are introduced and discussed in [1] first. In this article, the author proves that if for
some α ∈ (0, 1), cyclic mapping T satisfies the condition:
d(Tx, Ty) ≤ αd(x, y), for all x ∈ A, y ∈ B, (1.1)
then A ∩ B ≠ ∅ and so T has a fixed point in the intersection of A and B. Notice that in (1.1), the continuity of T is not
necessary. Thus, this result is more general than the Banach Contraction Principle [2].
A point x in A∪ B is called a best proximity point of T : A∪ B → A∪ B if d(x, Tx) = diam(A, B)where A, B are non-empty
closed subsets of a complete metric space (X, d) and diam(A, B) = inf{d(a, b) : a ∈ A, b ∈ B}. Throughout the manuscript,
we define and use the following notions:
PA(x) = {y ∈ X : d(x, y) = d(x, A)},
A0 = {x ∈ A : d(x, y′) = diam(A, B), for some y′ ∈ B}
B0 = {y ∈ A : d(x′, y) = diam(A, B), for some x′ ∈ A}.
Eldered and Veeramani [3] discussed some sufficient conditions to guarantee that A0 and B0 are non-empty. They proved
that if A is compact and B is approximately compact with respect to A, then both A0 and B0 are non-empty.
Definition 1 (See e.g. [4]). A Banach space X is said to be uniformly convex if given ε > 0 there exists δ(ε) > 0 so that if
∥x∥ = ∥y∥ = 1 and ∥x+ y∥ > 2− δ then ∥x− y∥ < ε.
Definition 2. Let K ,M be subsets of a metric space (X, d).
(A) The subset K is called boundedly compact if each bounded sequence in K has a subsequence converging to a point K .
(B) The subset K is approximately compact with respect toM if each sequence {xn} of K with d(y, xn)→ d(y, K) for some
y in B has a convergent subsequence.
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In the past decade, in fixed point theory, the topics of cyclic mappings and best proximity point theorems attracted
interest of many authors and they get some results on these topics (see e.g. [5–10]).
Definition 3 (Cf. [6]). Let A and B be non-empty closed subsets of a complete metric space (X, d). A cyclic map T : A ∪ B →
A ∪ B is called cyclic contraction if for some α ∈ (0, 1) the condition
d(Tx, Ty) ≤ αd(x, y)+ (1− α)diam(A, B) (1.2)
holds for all x ∈ A, y ∈ B.
Example 4 (See e.g. [3]). Let k ∈ (0, 1) and A, B be subsets of lp, (1 ≤ p ≤ ∞) such that A = {((1 + k2n)e2n) : n ∈ N} and
B = {((1+ k2m−1)e2m−1) : m ∈ N}. Define T : A ∪ B → A ∪ B as follows:
T (1+ k2n)e2n = (1+ k2n+1)e2n+1 and T (1+ k2m−1)e2m−1 = (1+ k2m)e2m.
Then, T is a cyclic contraction on A ∪ B.
In this manuscript, Definition 3 is generalized and some new best proximity point theorems are observed.
2. Main results
In this section after giving a generalization of Definition 3, some new results are obtained.
Definition 5. Let A and B be non-empty closed subsets of a complete metric space (X, d). A cyclic map T : A∪ B → A∪ B is
called generalized cyclic contraction if for some α ∈ (0, 1) the condition
d(Tx, Ty) ≤ α
3
[d(x, y)+ d(Tx, x)+ d(Ty, y)] + (1− α)diam(A, B) (2.1)
holds for all x ∈ A, y ∈ B.
Proposition 6. Let A and B be non-empty subsets of a metric space (X, d). Suppose T : A ∪ B → A ∪ B is a generalized cyclic
contraction map then starting with any x0 ∈ A ∪ B we have d(xn, Txn)→ d(A, B) where Txn = xn+1, n = 0, 1, 2, 3, . . . .
Proof. Since T is a generalized cyclic contraction map, we have
d(xn+2, xn+1) ≤ k3 [d(xn+1, xn)+ d(xn+2, xn+1)+ d(xn+1, xn)]+ (1− k)d(A, B)
which is equivalent to
1− k
3

d(xn+2, xn+1) ≤ 2k3 d(xn+1, xn)+ (1− k)d(A, B)
and hence
d(xn+2, xn+1) ≤ 2k3− kd(xn+1, xn)+ (1− k)
3
3− kd(A, B) for n = 0, 1, 2, . . . .
Inductively, we have
d(xn+2, xn+1) ≤ 2k3− kd(xn+1, xn)+ (1− k)
3
3− kd(A, B)
≤ 2k
3− k

2k
3− kd(xn, xn−1)+ (1− k)
3
3− kd(A, B)

+ (1− k) 3
3− kd(A, B)
≤

2k
3− k
2
d(xn, xn−1)+

2k
3− k

(1− k) 3
3− k

d(A, B)+ (1− k) 3
3− kd(A, B)
≤

2k
3− k
2  2k
3− kd(xn−1, xn−2)+

(1− k) 3
3− k

d(A, B)

+

2k
3− k

(1− k) 3
3− k

d(A, B)+

(1− k) 3
3− k

d(A, B)
≤

2k
3− k
3
d(xn−1, xn−2)+

2k
3− k
2 
(1− k) 3
3− k

d(A, B)
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+

2k
3− k

(1− k) 3
3− k

d(A, B)+

(1− k) 3
3− k

d(A, B)
≤

2k
3− k
n+1
d(xn−1, xn−2)
+

2k
3− k
n
+ · · · +

2k
3− k
2
+

2k
3− k

(1− k) 3
3− k

d(A, B). (2.2)
As n →∞, the expression  2k3−k n+1 d(xn−1, xn−2) → 0 and 2k3−k n → 3−k3−3k . Hence the coefficient of d(A, B) tends to 1.
Thus, d(Txn+1, xn+1) = d(xn+2, xn+1)→ d(A, B). 
For the proof of the following three propositions, see [3].
Proposition 7. Let A and B be non-empty closed subsets of a uniformly convex Banach space (X, ∥ · ∥). Suppose A is convex. Take
sequences {xn}, {zn} in A and {yn} in B and suppose the following conditions are satisfied:
(1) ∥zn − yn∥ → diam(A, B),
(2) for every ε > 0, there exists N0 such that for all m > n ≥ N0, ∥xm − yn∥ ≤ diam(A, B)+ ε.
Then, for every ε > 0, there exists N1 such that for all m > n ≥ N1, ∥xm − zn∥ ≤ ε.
Proposition 8. Let A and B be non-empty closed subsets of a uniformly convex Banach space (X, ∥ · ∥). Suppose A is convex. Take
sequences {xn}, {zn} in A and {yn} in B and suppose the following conditions are satisfied:
(1) ∥xn − yn∥ → diam(A, B),
(2) ∥zn − yn∥ → diam(A, B).
Then, ∥xn − zn∥ → 0.
Proposition 9. Let A and B be non-empty closed subsets of a uniformly convex Banach space (X, ∥ · ∥). Suppose A is convex. Take
sequences {xn} in A and y0 ∈ B such that ∥xn − y0∥ → diam(A, B). Then xn → PA(y0).
Now, we give a theorem of existence and uniqueness of best proximity point.
Theorem 10. Let A and B be non-empty closed, convex subsets of a uniformly convex Banach space (X, ∥·∥). Let T : A∪B → A∪B
be a generalized cyclic contraction. Then there exists a unique best proximity point x ∈ A.
Proof. Set d(x, y) = ∥x− y∥. The case diam(A, B) = 0 can be easily obtained. Indeed, diam(A, B) = 0 ⇒ A ∩ B ≠ ∅. Thus,
T |A∩B : A ∩ B → A ∩ B satisfies the Reich type contraction (see [11]) which yields the results.
Assume diam(A, B) ≠ 0. Take x ∈ A and set xn+1 = Txn, (n = 1, 2, . . .) with x = x0. Notice that x2n ∈ A and Tx2n ∈ B
and by Proposition 6 ∥x2n − Tx2n∥ → diam(A, B) and ∥T 2x2n − Tx2n∥ → diam(A, B). Due to Proposition 8, ∥T 2x2n − x2n∥ =
∥x2(n+1)− x2n∥ → 0. By analogy, one can also get ∥Tx2(n+1)− Tx2n∥ → 0. To complete proof, we have to show that for every
ε > 0 there exists N0 such that ∥x2m − Tx2n∥ ≤ diam(A, B) + ε for all m > n ≥ N0. Use reductio ad absurdum to get the
result. Suppose not, that is, there exists an ε > 0 such that for all k ∈ N there existmk > nk ≥ k such that
∥x2mk − Tx2nk∥ ≥ diam(A, B)+ ε (2.3)
wheremk is chosen in such a way that it is the least integer greater than nk to satisfy (2.3). Thus,
diam(A, B)+ ε ≤ ∥x2mk − Tx2nk∥ ≤ ∥x2mk − x2(mk−1)∥ + ∥x2(mk−1) − Tx2nk∥. (2.4)
If k tends to∞, then (2.4) yields that limk→∞ ∥x2mk − Tx2nk∥ = diam(A, B)+ ε. Since T is a generalized cyclic contraction
diam(A, B)+ ε ≤ ∥x2mk+1 − Tx2nk+1∥
≤ α
3
[∥x2mk − Tx2nk∥ + ∥x2mk+1 − x2mk∥ + ∥Tx2nk+1 − Tx2nk∥] + (1− α)diam(A, B). (2.5)
As α →∞, the expression (2.4) and (2.5) imply that
diam(A, B)+ ε ≤ α
3
[diam(A, B)+ ε + diam(A, B)+ diam(A, B)] + (1− α)diam(A, B)
≤ diam(A, B)+ α
3
ε
which is a contradiction. Therefore {x2n} is a Cauchy sequence by Proposition 7. Hence, {x2n} converges to some z ∈ A.
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Let {x2nm} be a subsequence of {x2n}. Clearly we have
diam(A, B) ≤ ∥z − x2nm−1∥ ≤ ∥z − x2nm∥ + ∥x2nm − x2nm−1∥. (2.6)
Thus, (2.6) implies that limm→∞ ∥z − x2nm∥ = diam(A, B). Consider now
∥Tz − x2nm∥ = ∥Tz − x2nm−1∥ ≤
α
3
[∥z − x2nm−1∥ + ∥Tz − z∥ + ∥x2nm − x2nm−1∥] + (1− α)diam(A, B). (2.7)
Lettingm →∞ and regarding (2.6), the expression (2.7) yields that
∥Tz − z∥ ≤ α
3
[diam(A, B)+ ∥Tz − z∥ + diam(A, B)] + (1− α)diam(A, B). (2.8)
One can easily obtain from (2.8) that (1 − α3 )∥Tz − z∥ ≤ (1 − α3 )diam(A, B) and thus ∥z − Tz∥ ≤ diam(A, B). Since we
always have diam(A, B) ≤ ∥Tz − z∥, then diam(A, B) = ∥z − Tz∥.
Now we show z is the unique proximity point. Assume the contrary that there exist z, w with z ≠ w such that
diam(A, B) = ∥z−Tz∥ and diam(A, B) = ∥w−Tw∥. Observe that diam(A, B) = ∥T 2z−Tz∥ and diam(A, B) = ∥T 2w−Tw∥
by repeating the arguments of (2.8) and hence T 2z = z and T 2w = w. Thus,
diam(A, B) ≤ ∥Tz − w∥ = ∥Tz − T 2w∥
≤ α
3
[∥z − Tw∥ + ∥Tw − T 2w∥ + ∥z − Tz∥] + (1− α)diam(A, B)
= α
3
[∥z − Tw∥ + ∥Tw − w∥ + ∥z − Tz∥] + (1− α)diam(A, B)
≤ α
3
[∥z − Tw∥ + 2diam(A, B)] + (1− α)diam(A, B) (2.9)
diam(A, B) ≤ ∥z − Tw∥ = ∥T 2z − Tw∥
≤ α
3
[∥Tz − w∥ + ∥Tw − w∥ + ∥T 2z − Tz∥] + (1− k)diam(A, B)
= α
3
[∥z − Tw∥ + ∥Tw − w∥ + ∥z − Tz∥] + (1− k)diam(A, B)
≤ α
3
[∥z − Tw∥ + 2diam(A, B)] + (1− k)diam(A, B). (2.10)
After simple manipulations of (2.9) and (2.10), we get that ∥z− Ty∥ = ∥Tz− y∥ = diam(A, B). But this contradicts with the
observation ∥Tz − z∥ = ∥Ty− y∥ = diam(A, B) < ∥Tz − y∥. Hencew = z. 
Definition 11. Let A and B be non-empty closed subsets of complete metric space (X, d). A cyclic map T : A ∪ B → A ∪ B is
called Ćirić type cyclic contraction if for some α ∈ (0, 1) the condition
d(Tx, Ty) ≤ αmax

d(x, y),
1
2
[d(Tx, x)+ d(Ty, y)]

+ (1− α)diam(A, B) (2.11)
holds for all x ∈ A, y ∈ B.
Theorem 12. Let A and B be non-empty closed, convex subsets of a uniformly convex Banach space (X, ∥·∥). Let T : A∪B → A∪B
be a Ćirić type cyclic contraction. Then there exists a unique best proximity point x ∈ A.
Proof. The case diam(A, B) = 0 can be easily obtained. Indeed, diam(A, B) = 0⇒ A ∩ B ≠ ∅. Thus, T |A∩B : A ∩ B → A ∩ B
satisfies the special case of Ćirić Type contraction (see e.g. [12]) which yields the results. (Here, with T |A∩B we denote the
restriction of a self mapping T : X → X in [12].)
Assume diam(A, B) ≠ 0. Themax{d(x, y), 12 [d(Tx, x)+d(Ty, y)]} = d(x, y) is known (see [3]). Thus, assumemax{d(x, y),
1
2 [d(Tx, x) + d(Ty, y)]} = 12 [d(Tx, x) + d(Ty, y)]. Take x ∈ A and set xn+1 = Txn, (n = 1, 2, . . .) with x = x0. Notice that
∥x2n−Tx2n∥ → diam(A, B) and ∥T 2x2n−Tx2n∥ → diam(A, B) and due to Proposition 8, ∥T 2x2n−x2n∥ = ∥x2(n+1)−x2n∥ → 0.
By analogy, one can also get ∥Tx2(n+1) − Tx2n∥ → 0. To complete the proof, we have to show that for every ε > 0 there
exists N0 such that ∥x2m − Tx2n∥ ≤ diam(A, B)+ ε for allm > n ≥ N0. Use reductio ad absurdum to get result. Suppose not,
that is, there exists an ε > 0 such that for all k ∈ N there existmk > nk ≥ k such that
∥x2mk − Tx2nk∥ ≥ diam(A, B)+ ε (2.12)
where mk is chosen in such a way that it is the least integer greater than nk to satisfy (2.12). Since T is a Ćirić type cyclic
contraction
diam(A, B)+ ε ≤ ∥x2mk+1 − Tx2nk+1∥
≤ α
2
[∥x2mk+1 − x2mk∥ + ∥Tx2nk+1 − Tx2nk∥] + (1− α)diam(A, B). (2.13)
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As k →∞, the expression (2.13) implies that
diam(A, B)+ ε ≤ α
2
[diam(A, B)+ diam(A, B)] + (1− α)diam(A, B)
≤ diam(A, B)
which is a contradiction. Therefore {x2n} is a Cauchy sequence by Proposition 7. Hence, {x2n} converges to some z ∈ A.
Let {x2nm} be a subsequence of {x2n}. Regarding that T is a Ćirić Type cyclic contraction, then we have
∥Tz − x2nm∥ ≤
α
2
[∥Tz − z∥ + ∥x2nm − x2nm−1∥] + (1− α)diam(A, B). (2.14)
Lettingm →∞, the expression (2.14) yields that
∥Tz − z∥ ≤ α
2
[∥Tz − z∥ + diam(A, B)] + (1− α)diam(A, B). (2.15)
One can easily obtain from (2.15) that (1 − α2 )∥Tz − z∥ ≤ (1 − α2 )diam(A, B) and thus ∥z − Tz∥ ≤ diam(A, B). Since we
always have diam(A, B) ≤ ∥Tz − z∥, then diam(A, B) = ∥z − Tz∥.
Now we show z is the unique proximity point. Assume the contrary that there exist z, w with z ≠ w such that
diam(A, B) = ∥z−Tz∥ and diam(A, B) = ∥w−Tw∥. Observe that diam(A, B) = ∥T 2z−Tz∥ and diam(A, B) = ∥T 2w−Tw∥
by repeating the arguments of (2.15) and hence T 2z = z and T 2w = w. Thus,
diam(A, B) ≤ ∥Tz − w∥ = ∥Tz − T 2w∥
≤ α
2
[∥Tw − T 2w∥ + ∥z − Tz∥] + (1− α)diam(A, B)
= α
2
[∥Tw − w∥ + ∥z − Tz∥] + (1− α)diam(A, B)
≤ α
2
[2diam(A, B)] + (1− α)diam(A, B) (2.16)
diam(A, B) ≤ ∥z − Tw∥ = ∥T 2z − Tw∥
≤ α
2
[∥Tw − w∥ + ∥T 2z − Tz∥] + (1− α)diam(A, B)
= α
2
[∥Tw − w∥ + ∥z − Tz∥] + (1− α)diam(A, B)
≤ α
2
[2diam(A, B)] + (1− α)diam(A, B). (2.17)
After simple manipulations of (2.16) and (2.17), we get that ∥z − Ty∥ = ∥Tz − y∥ = diam(A, B). But this contradicts with
the observation ∥Tz − z∥ = ∥Ty− y∥ = diam(A, B) < ∥Tz − y∥. Hencew = z. 
Definition 13. Let A and B be non-empty closed subsets of a complete metric space (X, d). A cyclic map T : A ∪ B → A ∪ B
is called Kannan type cyclic contraction if for some α ∈ (0, 1) the condition
d(Tx, Ty) ≤ α
2
[d(Tx, x)+ d(Ty, y)] + (1− α)diam(A, B) (2.18)
holds for all x ∈ A, y ∈ B.
Corollary 14. Let A and B be non-empty closed, convex subsets of a uniformly convex Banach space (X, ∥·∥). Let T : A∪B → A∪B
be a Kannan type cyclic contraction. Then there exists a unique best proximity point x ∈ A.
Corollary 15. Let A and B be non-empty closed, convex subsets of a uniformly convex Banach space (X, ∥·∥). Suppose T : A∪B →
A ∪ B satisfies
d(Tx, Ty) ≤ αmax

d(x, y),
1
2
[d(Tx, x)+ d(Ty, y)], 1
3
[d(x, y)+ d(Tx, x)+ d(Ty, y)]

+ (1− α)diam(A, B) (2.19)
Then there exists a unique best proximity point x ∈ A.
Regarding the analogy, we omit the proofs of Corollaries 14 and 15.
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Example 16. Let A = [−1, 0] and B = [0, 1] in the metric space (R, d), where d(x, y) = |x− y|. Define
T (x) =

− x
2
if x ∈ A
−x if x ∈ B.
Then T (A) ⊆ B and T (B) ⊆ A and T is a generalized cyclic contraction for α = 19 . All conditions of Theorem 10 hold and
therefore T has a unique best proximity point, which is x = 0. Notice that d(A, B) = 0.
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