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Abstract
Panel data are modern statistical tools which are commonly used in all kinds
of econometric problems under various regularity assumptions. The panel
data models with changepoints are introduced together with atomic pursuit
methods and they are applied to estimate the underlying option price func-
tion. Robust estimates and complex insight into the data are both achieved
by adopting the quantile LASSO approach. The final model is produced in
a fully data-driven manner in just one single modeling step. In addition,
the arbitrage-free scenarios are obtained by introducing a set of well defined
linear constraints. The final estimate is, under some reasonable assump-
tions, consistent with respect to the model estimation and the changepoint
detection performance. The finite sample properties are investigated in a
simulation study and proposed methodology is applied for the Apple call
option pricing problem.
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1. Introduction
The panel data and changepoints are frequently discussed and hot topics
in theoretical and empirical econometrics. On the other hand, the option
pricing problem and the corresponding implied volatility surface estimation,
which both represent one of the most fundamental problem in financial math-
ematics and derivatives trading (see [3]), are mostly based on various ap-
proaches derived from the well-known Black-Scholes model [2]. This model
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is still popular among practitioners that it is considered to be unrealistic
from the theoretical point of view. In this paper we combine these two areas
and we propose the option pricing technique based on the idea of the panel
data models and the sparse estimation via atomic pursuit methods. A simi-
lar approach was recently studied in [13] but the authors only considered the
standard quadratic loss function. In our approach we use the quantile check
function which is, in general, more robust and it offers a more complex in-
sight into the data as it can estimate an arbitrary conditional quantile rather
than just the conditional mean.
From the theoretical point of view, our method is motivated by the con-
cept of a regularized changepoint detection proposed in [7] and further elabo-
rated for the conditional quantile estimation in [4] or [5]. The main advantage
of our approach relies on four pivots: Firstly, the method is robust respect
to the noise in the price observations caused by various market effects (for
instance, bid-ask spreads, discrete ticks in price, non-synchronous trading);
Second, the optimization problem is convex and the existence of the optimal
solution is, therefore, guaranteed; Third, the fully automated estimation pro-
cess is used with no need for any nuisance parameters to be pre-determined;
Finally, the overall simplicity allows for the arbitrage-free scenarios which
are obtained in a straightforward way by a set of some well imposed linear
constraints.
From the practical point of view, our method is motivated by various
semiparametric and nonparametric option pricing approaches used in econo-
metrics (see, for instance, [1], [6], or [10]) where the option price function or
the corresponding implied volatility function are usually obtained in terms
of some constrained minimization problem. Alternatively, the option price
function based can be also directly used to interpolate the implied volatility
surface (see [6] or [9]).
The rest of the paper is organized as follows: the quantile fussed LASSO
model is briefly introduced in Section 2. For illustration, the model is applied
in Section 3 to estimate the option price function for a fixed time and a given
maturity. The model is later generalized for the panel data structure in
Section 4 and this model is applied for the Apple call option pricing problem
in Section 5. A small simulation study is also presented in Section 5.
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2. Quantile fused LASSO
Consider a standard linear model, however, with the parameters which
can change along the available observations i ∈ {1, . . . , n}, such that
Yi = x
>
i βi + εi, i = 1, · · · , n, (1)
where βi ∈ Rp is a p-dimensional parameter (the dimension does not depend
on n ∈ N) and xi = (xi1, xi2, · · · , xip)> is the subject’s specific vector of ex-
planatory variables. The error terms {εi}ni=1 are supposed to be independent,
centered, and identically distributed with some generally unknown distribu-
tion function F . In addition, we assume that there is a specific sparsity struc-
ture in βi’s, such that βi = βi−1, for most of the indexes i ∈ {2, . . . , n}, but
some few exceptions—changepoints. Such model can be seen as a straight-
forward extension of a simple piece-wise constant model discussed in [7] or,
from the econometrics perspective, a generalization of a more common trend
model proposed in [11]. The same model as in (1), however, for the dependent
time series data, is also considered in [12].
The model in (1) is assumed to have K∗ ∈ N changepoints in total,
located at t∗1 < · · · < t∗K∗ ∈ {1, . . . , n}, such that
βi = βt∗k , ∀i = t
∗
k, t
∗
k + 1, · · · , t∗k+1 − 1, k = 0, 1, · · · , K∗, (2)
with t∗0 = 1, t
∗
K∗+1 = n, and βn = βt∗
K∗+1
. In general, the number of true
changepoints K∗ ∈ N and their locations t∗1, · · · , t∗K∗ are all unknown. The
true values of βi are denoted by β
∗
i and K
∗ ≡ Card{i ∈ {2, · · · , n}; β∗i 6=
β∗i−1}. The idea of the estimation method is to recover the unknown change-
point locations and to estimate the underlying model phases—the vector
parameters which are associated with the conditional quantiles of interest.
For this purpose, the following optimization problem is formulated
β̂n = Argmin
βi ∈ Rp; i = 1, . . . , n
n∑
i=1
ρτ (Yi − x>i βi) + nλn
n∑
i=2
‖βi − βi−1‖2, (3)
where, for simplicity, β̂n = (β̂
>
1 , · · · , β̂
>
n )
> ∈ Rnp, ρτ (u) = u(τ − I{u<0}), for
τ ∈ (0, 1), is the standard check function used for the quantile regression,
‖ · ‖2 stands for the classical L2 norm, and λn > 0 is the tuning parameter
which controls for the overall number of changepoints (the sparsity level)
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occurring in the final model: for λn → 0 there will be β̂i 6= β̂i−1 for each
i ∈ {2, . . . , n}, while for λn → ∞ no changepoints are expected to occur in
the final model and, thus, β̂i = β̂i−1 for all i ∈ {2, . . . , n}. The corresponding
estimators for the changepoint locations are the observations i ∈ {2, · · · , n},
where β̂i 6= β̂i−1. Let us, therefore, define the set
Ân ≡ {i ∈ {2, · · · , n}; β̂i 6= β̂i−1} = {tˆ1 < · · · < tˆ|Ân|}, (4)
and let |Ân| be the cardinality of Ân. For each k = 0, . . . , |Ân| we can
also define the (k + 1)-st model phase (observations indexed by the set
{tˆk, . . . , tˆk+1 − 1}, where tˆ0 = 1 and tˆÂn+1 = n), with the corresponding
vector of estimated parameters β̂tˆk . The minimization problem formulated
in (1) is convex and it can be effectively solved using some standard op-
timization toolboxes (see, for instance, [8]). The theoretical properties are
studied in detail in [5]. Under some reasonable assumptions, the method
achieves consistency in terms of the changepoint detection and, also, in terms
of the parameter estimation. Nevertheless, the regularization parameter in
the LASSO problems should be, in general, chosen differently when aiming
at the changepoint recovery or the underlying model estimation: for the for-
mer one, larger values are preferred to avoid the overestimation issue and
false changepoint detection. On the other hand, for the estimation purposes,
slightly smaller values of λn > 0 are needed in order to limit the shrink-
age effect and to improve the estimation bias performance. The value of
λn > 0 which satisfies the set of assumptions used in [5] is, for instance,
λn = (1/n) · (log n)5/2.
The role of the regularization parameter is crucial but its importance can
be suppressed by using some alternative source of the regularization. This is,
for instance, the case for the option pricing problem where the final model
must satisfy some shape constraints to comply with the financial theory on
the arbitrage-free markets. Prescribing the convex and non-increasing prop-
erty for the final estimate serves as an alternative regularization and thus,
the choice of λn > 0 becomes rather inferior. This is also demonstrated in
the next section.
3. Option price function for a fixed maturity
Let us start with a simple situation where the call option prices are ob-
served for some specific maturity at some fixed time. The data can be rep-
resented as {(Yi, xi); i = 1, . . . , n}, where Yi stands for the option intrinsic
4
value at the strike xi. In total, there are n ∈ N observations and the aim
is to estimate the option price function, which must be non-increasing and
convex. The quantile fused LASSO presented in Section 2 is adopted to
construct the estimate, however, a proper modification is needed to meet all
desired qualities of the final model. Firstly, the quantile level of τ = 0.5 is
used and, thus, the conditional median will be obtained as the solution of
(1). However, if the density of the error terms is symmetric, the conditional
median will, under some moment conditions, coincide with the conditional
mean. Moreover, the estimate will be robust with respect to possible out-
liers which is a convenient property in the derivatives trading. Second, the
monotonic and isotonic properties are not automatically guaranteed by min-
imizing (1), therefore, some additional constraints are needed. The desired
qualities can be, however, obtained in a straightforward way by introducing
a set of well defined linear constraints: the resulting minimization problem is
still convex and the same algorithm can be again used to obtain the solution.
Let us assume that the strikes {xi}ni=1 are all from some compact domain,
denoted as D. Let {ϕj(x); j = 1, . . . , p} be some functional basis constructed
on D and let xi = (ϕ1(xi), . . . , ϕp(xi))>. For instance, one can simply define
xi = (1, xi, x
2
i )
>, for i = 1, . . . , n, where p = 3, to obtain a standard quadratic
fit. The subject’s specific parameters, βi = (βi1, βi2, βi3)
> ∈ R3, induce o lot
of flexibility in the model, thus, the final model would be too haphazard if
no further restrictions on the parameter vectors were imposed.
For the subject’s specific vectors xi, for i = 1, . . . , n, we can define the
model matrix
X =

x>1 0 · · · 0
0 x>2 · · · 0
...
...
. . .
...
0 0 . . . x>n

and the overall model can be also expressed as
Y = Xβn + ε, (5)
where Y = (Y1, . . . , Yn)
>, ε = (ε1, . . . , εn)>, and β
n = (β>1 , . . . ,β
>
n )
> ∈ Rnp.
For the model in (5) we can directly use the minimization formulation in (3)
but the solution is, in general, not smooth and, moreover, the qualitative
properties known from the financial theory on the arbitrage-free markets
are not automatically guaranteed. In particular, the option price function
is supposed to be non-increasing and convex with respect to the strikes.
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These properties can be explicitly enforced by minimizing (3) with respect
to some well defined linear constraints. Specifically, the final solution (the
estimated option price function) will be non-increasing if the estimated vector
of parameters β̂n ∈ Rnp obeys
Dβ̂n ≤ 0, (6)
which holds element-wise for
D =

x˜>1 0 · · · 0
0 x˜>2 · · · 0
...
...
. . .
...
0 0 . . . x˜>n
 ,
where x˜i = (ϕ
′
1(xi), . . . , ϕ
′
p(xi))
> is the vector of the first derivatives of the
functional basis {ϕj(x); j = 1, . . . , p} evaluated at the strike xi ∈ D, for i =
1, . . . , n. For some reasonable degrees of the functional basis the condition
in (6) ensures that the final model is, indeed, non-increasing in the strikes.
Analogously, the convexity of the final model (the estimated option price
function) is enforced if the vector of the estimated parameters β̂n ∈ Rnp
satisfies
Cβ̂n ≥ 0, (7)
which again holds element-wise for
C =

˜˜x>1 0 · · · 0
0 ˜˜x>2 · · · 0
...
...
. . .
...
0 0 . . . ˜˜x>n
 ,
where ˜˜xi = (ϕ′′1(xi), . . . , ϕ′′p(xi))> denotes now the vector of the second deriva-
tives of the functional basis {ϕj(x); j = 1, . . . , p} evaluated again at the
strike xi ∈ D, for i = 1, . . . , n. The minimization problem in (3) together
with the shape constraints—the non-decreasing property enforced by (6),
and the convexity imposed by (7) is convex and it can be effectively solved
using the standard optimization toolboxes.
For illustration, the proposed estimation approach is applied for the Apple
Call Options with the expiration of 32 days (see Figure 1). The smoothness
6
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Figure 1: The illustration of the Quantile LASSO performance when applied to the Apple
Call Options with the maturity 32 days. In the left figure, the price function is estimated
without enforcing any shape constraints. In the middle figure, the non-increasing property
is used, however, without requiring convexity. Finally, the right figure shows the option
price function while enforcing the non-increasing property and also convexity with respect
to the strikes. The value of the regularization parameter is λn = n
−1(log n)5/2 which is
an example of a sequence which satisfies the assumptions in [5].
property is automatically achieved by using the third degree spline basis
{ϕj(x); j = 1, . . . , p}. The non-increasing property seems to be automati-
cally obtained by the nature of the data (see Figure 1(a))) without explicitly
enforcing it. On the other hand, the convexity is more challenging and it is
not directly guaranteed by the data (see Figure 1(a) or 1(b)) and it must be
enforced (see Figure 1(c)) by using the shape constraints in (7).
In practical applications, the estimated price function usually changes
over time as the time progresses towards the option’s maturity—the expiry
date. Because the expiry date is fixed, the follow-up period is limited and it
can be relatively short. In the next chapter we introduce a modification of
the quantile LASSO model which can be used for the panel data structure
with n ∈ N panels observed over some relatively short time period [0, T ], for
some fixed T > 0.
4. Panel data model for time dependent maturity
Let us now assume the data {(Yti, xit); t = 1, . . . , T ; i = 1, . . . , n} where
Yit represents the option intrinsic value at some specific time t ∈ {1, . . . , T}
and the strike xit ∈ D, for i = 1, . . . , n. As far as the strikes are common over
time, we can also assume that xit ≡ xi, for all i ∈ {1, . . . , n}. Thus, for each
available strike xi ∈ D we have a strike specific panel of the strike specific
intrinsic values observed over time t ∈ {1, . . . , T}, for some fixed T ∈ N. The
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underlying panel data model can be expressed as
Yti = x
>
i βt + εti, for t = 1, . . . , T and i = 1, . . . , n, (8)
where again xi = (ϕ1(xi), . . . , ϕp(xi))
> is some functional basis on D evalu-
ated at the given strike, βt = (βt1, . . . , βtp)
> ∈ Rp is the vector of unknown
parameters which can change over time t ∈ {1, . . . , T} and the error vectors
εi = [ε1i, . . . , εT i] are independently distributed over i ∈ {1, . . . , n}.
In order to estimate all panels simultaneously, such that the final model
will obey the shape restrictions required for the arbitrage-free market, the
following minimization problem is considered
Minimize
βt ∈ Rp
T∑
t=1
n∑
i=1
ρτ
(
Yti − x>i βt
)
+ nλN
T∑
t=2
‖βt − βt−1‖2 (9)
with respect to
Dβt ≤ 0, t = 1, . . . , T ; (non-increasing in the strike) (C1)
Cβt ≥ 0, t = 1, . . . , T ; (convexity in the strike) (C2)
}
(10)
where the matricesD and C are defined analogously as in (6) and (7) respec-
tively. The overall vector of the estimated parameters β̂n = (β̂
>
1 , . . . , β̂
>
T )
> ∈
RT×p represents the set of all panels while β̂t ∈ Rp is only associated with the
estimated of the option price function for the specific time t ∈ {1, . . . , T}.
The price function is obviously allowed to change over time to reflect pos-
sible changes at the market but due to the fused penalty term in (9) the
model only allows for some of these changes to occur in the final model.
The following sparsity structure is assumed: for situations where β̂t 6= β̂t−1
the option price function changes from time (t − 1) to time t to adapt for
the situation at the market, otherwise, the option price function remains the
same. The regularization parameter λn > 0 controls the amount of such
changes in the model and the shape constraints in (10) are responsible for
the additional source of the regularization by enforcing the non-increasing
and convex properties of the estimated option price function at each time
point t ∈ {1, . . . , T}. The minimization problem in (9) together with the set
of the linear constraints in (10) is again a convex minimization problem and
the optimal solution can be obtained by the standard optimization software.
The Karush-Kuhn-Tucker (KKT) optimality conditions can be easily derived
and they are formulated by the following lemma.
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Lemma 1
(a) For any l ∈ {1, . . . , |Ân|}, n ∈ N, and λn > 0 the following holds with
probability one:
τ(T − tˆl + 1)
n∑
i=1
xi −
n∑
i=1
T∑
k=tˆl
xi1 {Yik≤x′iβ̂k} = nλn
θ̂tˆl
‖θ̂tˆl‖2
;
(b) For any t = {1, . . . T}, n ∈ N, and λn > 0, the following holds with
probability one:∥∥∥∥∥τ(T − t+ 1)
n∑
i=1
xi −
n∑
i=1
T∑
k=t
xi1 {Yik≤x′iβ̂k}
∥∥∥∥∥
2
≤ nλn.
The proof of Lemma 1 is straightforward: Using a reparametrization of
the form θt = βt − βt−1, for t = 2, . . . , T , one just needs to realize that
βt =
∑t
k=1 θk, where θ1 ≡ β1. The rest already follows directly from the
definition of the quantile check function ρτ . Using a similar idea as in the
proofs in [5] the KKT conditions above can be used to derive some theoretical
properties. Let us just recall, that the follow-up period T ∈ N is assumed
to be fixed and relatively short (compared to the number of panels, n ∈ N,
which are allowed to tend to infinity). Thus, the theoretical results are
only derived for the situation where the number of panels increases. In the
following we focus on some consistency results when estimating the true time-
specific parameter βt, for t = 1, . . . , T . Let us firstly state some necessary
conditions which are required for the main result to hold.
Assumptions:
(A1) The errors εi = [ε1i, . . . , εT i] are independent copies of some strictly sta-
tionary sequence ε = [ε1, . . . , εT ] with the continuous marginal distri-
bution functions Fεt(x) and F(εt,εt+k)(x, y), for x, y ∈ R, t,∈ {1, . . . , T},
and k ≥ 1. Moreover, Fεt(0) = P[εt < 0] = τ , for τ ∈ (0, 1). The cor-
responding density functions f(·) and f(·, ·) are bounded and strictly
positive in the neighborhood of zero;
(A2) There exist two constants c, C ∈ R such that
0 < c ≤ µmin(E [Xn]) ≤ µmax(E [Xn]) ≤ C <∞,
9
where µmin and µmax stand for the minimum and maximum eigenvalue
of the matrix in the argument and Xn = 1n
∑n
i=1 xix
>
i . Moreover,
max1≤i≤n ‖xi‖∞ <∞.
(A3) There are two deterministic positive sequences (λn) and (δn), such that
λn → 0, δn → 0, n1/2δn →∞, and λn/δn → 0 as n→∞.
Let us recall that in similar models (see, for instance, [5], [4], or [13]) there
is an additional assumption which requires that the span between two con-
secutive changepoints increases. Analogously, the overall number of chances
in the model is usually considered to be fixed. However, as far as the follow-
up period T ∈ N is assumed to be fixed these two assumptions are irrelevant
for our situation. The main consistency results is given by the next theorem.
Theorem 1 Let the assumptions in (A1)–(A3) be all satisfied. Then, for
any t = 1, . . . , T , it holds that
‖β̂t − β∗t‖1 = OP
(√
log n
n
)
,
where β̂t ∈ Rp denotes the vector of estimated parameters obtained by mini-
mizing (9) and β∗t is the corresponding vector of the true values.
The theorem above shows the consistency achieved by the estimation
procedure defined by (9). An example of two sequences, which satisfy As-
sumption (A3) are, for instance, λn = n
−1 · (log n)1/2 and δn = (n−1 log n)1/2.
The sketch of the proof is postponed to the appendix section.
Finally, let briefly discuss some options for the selection of the functional
basis constructed on the strike domain D. This basis implicitly occurs in (9)
via the term
x>i βt =
p∑
`=1
ϕ`(xi)βt`, (11)
where βt = (βt1, . . . , βtp)
> ∈ Rp is the time specific vector of unknown pa-
rameters which defines the option price function at the time t ∈ {1, . . . , T}.
Natural candidates for the basis selection are, for instance, polynomials
{ϕ`(x) = x`; ` = 0, . . . , d} of some degree d ∈ N (for instance, d = 2 or
d = 3). Such basis, however, does not automatically enforce the overall con-
tinuity and smoothness of the final estimate. Therefore, truncated splines
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defined with respect to some set of inner knots in D are more appropriate.
They can be easily defined in a way that the continuity and smoothness
conditions are both achieved automatically and one just needs to minimize
(9) with respect to the linear constraints (C1)–(C2) in (10). The selection
of the inner knot points is not crucial either. The overestimation issue is
controlled by the shape constraints in (10) which regularize the final fit even
if the number of knots used for the spline basis is very large.
5. Application to Apple option pricing
The proposed panel data model is applied to estimate the Apple Inc.
(AAPL) Call Option price function using the real market data from August
2019. The call options with the initial maturity of 32 days were observed on
a daily basis (except weekends and holidays) until they reached their expiry
date (September 6th, 2019). All together, there are 36 different strikes and
the corresponding intrinsic values are fully observed for 21 consecutive day
(see Figure 2). The second degree truncated spline basis is used and the
overall time-dependent option price function is estimated all-at-once using
the minimization formulation in (9) together with the linear constraints in
(10). The Mosek 9 solver and the R software (Team Development Core,
2019) with the Mosek to R interface (library Rmosek) is used to obtain the
solution presented in Figure 3.
It is obvious, that at each time point t ∈ {1, . . . , T}, the estimated
price function obeys all qualitative properties required for the arbitrage-free
market: the price function is continuous, non-increasing, and convex in the
strikes. The sparsity structure is also obvious as the option price function be-
haves same in some segments over time: the price function slightly increases
after the time t = 3 reaching its maximum in between t = 11 and t = 13.
Finally, it again drops down and it stays stable until the end of the follow-up
period, t = 21. Thus, four changes in the price function are estimated over
the follow-up period of 21 days with the time segments [1, 3], [4, 6], [7, 10],
[11, 13], and [14, 21].
Let us just briefly mention that due to the spline basis used in (11) the
panels in Figure 3 can be immediately interpolated for any available strike in
between two panels. The overall time dependent price surface again satisfies
the qualitative restrictions required for the arbitrage-free market. This nicely
corresponds with the financial theory and practical applications where the
price function should be defined for any arbitrary strike x ∈ D. The model
11
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Figure 2: The daily development of the Apple Call option intrinsic values (from August
2019) with the initial maturity of 32 days given for 36 different strikes (panels). The
intrinsic values are observed for 21 consecutive days (except weekends and holidays). The
last observed values correspond with the option intrinsic values at the day of the maturity
(September 6th, 2019). Given the financial theory for the call options, the intrinsic values
are high for small strikes and they are close to zero for high strikes.
Figure 3: The estimated panels for the Apple Call Option price function based on 36
available strikes and the follow up period of 21 days (options with the initial maturity of
32 days observed daily except weekends and holidays). The estimated panels satisfy all
qualitative properties required by the financial theory for the arbitrage-free market: the
price function is always non-increasing and convex in the strikes at any given time point.
It is also obvious that the price function slightly changes in the middle of the follow-up
period. This change is allowed by the time-specific vectors of parameters used in (9). The
corresponding time segments are [1, 3], [4, 6], [7, 10], [11, 13], and [14, 21]
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D T = 10 Model with 2 phases Model with 5 phases
n MED MAD Recovery MED MAD Recovery
N 20 -0.03 0.17 1.00/9.87 0.02 1.00 0.65/1.11
Model from [12] 100 0.00 0.05 1.00/62.67 0.00 0.08 1.00/6.72
200 0.00 0.02 1.00/87.79 -0.07 0.07 1.00/11.03
20 -0.04 0.18 1.00/9.92 0.08 1.01 0.57/1.02
Model from (9) 100 -5.79 2.05 1.00/99.00 -4.86 0.91 1.00/10.08
200 -0.01 0.02 1.00/29.92 -0.02 0.03 1.00/4.73
C 20 0.00 3.24 0.73/10.85 0.01 3.54 0.65/1.21
Model from [12] 100 -0.08 3.36 0.86/71.60 -0.22 3.12 0.82/7.64
200 -0.03 2.29 0.79/128 -0.12 2.30 0.80/14.52
20 -0.02 0.55 0.76/9.84 0.05 1.17 0.56/1.09
Model from (9) 100 -8.20 2.03 1.00/97.88 -7.85 1.62 0.98/10.38
200 -2.66 0.39 1.00/109 -1.27 0.22 1.00/6.18
Table 1: The finite sample comparison of the method from [12] and the proposed quantile
LASSO approach. Two goodness-of-fit quantities are used: the median (MED) of (Yti−Ŷti)
and the mean absolute difference (MAD) between the true parameter vector β∗t and the
corresponding empirical estimate β̂
∗
t . The Recovery column is given in terms of two values:
the proportion of truly discovered changepoints (value 1 stands for all true changes being
discovered) and the proportion between the number of estimated changepoints and the
true changepoints (value 1 stands for the situation where the number of estimated changes
equals the number of true changes). An ideal situation is 1.00/1.00 which means that all
true changes are discovered with no other detections in addition. The results are averaged
over 1000 Monte Carlo simulation runs.
can be also easily generalized for high frequency data when the intrinsic
values are observed on a more dense grind than just on a daily basis.
Finally, a small simulation was conducted to demonstrate the robustness
of the proposed method. The finite sample performace is also compared with
the method from [12]. The follow-up period is T = 10 and the sample size
n ∈ {20, 100, 200}. There is either one changepoint (two time segments)
located in the middle of the follow-up period or there are 4 changepoints (5
time segments) equidistantly spaced within the follow-up period. For brevity,
the independent error terms are only considered but two error distributions
are used: the standard normal distribution and the Cauchy distribution.
The performance of both methods is assessed by using the median of
(Yti− Ŷti) quantities denoted as MED, the mean absolute difference between
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the true parameter vectors and their corresponding estimates (denoted as
MAD). The changepoint detection is assessed in terms of two quantities:
the proportion of truly discovered changepoints (value 1 stands for all true
changes being discovered) and the proportion between the number of esti-
mated changepoints and the true changepoints (value 1 stands for the sit-
uation where the number of estimated changes equals the number of true
changes). An ideal situation is 1.00/1.00 which means that all true change-
points are discovered with no other detections in addition. The results sum-
marized in Table 1 are averaged over 1000 Monte Carlo simulation runs.
6. Conclusion
The option price function and the implied volatility surface are both
fundamental tools for the empirical econometrics, the financial derivatives
markets in particular. A new method, based on the panel data structures, is
proposed to estimate the time dependent option price function which can be
later used to interpolate the implied volatilities.
The idea to avoid some standard multistage techniques or nonparamet-
ric (semiparametric) smoothing which usually perform slowly and, moreover,
additional tuning parameters are required to be specified. Instead, the spar-
sity principle and the LASSO-type penalty are used to estimate the option
price function which may develop over time. The final model complies with
the arbitrage-free conditions required by the financial theory.
The main advantage of the proposed method is that it does not apri-
ori assume the arbitrage-free input data. The estimated option price func-
tion, which satisfies the arbitrage-free conditions, is obtained automatically
in a straightforward way by using the estimation procedure together with
some well defined linear constraints. These constraints are used to enforce
the arbitrage-free scenario. This is crucial for the price computation be-
cause the price estimates violating the natural market conditions could have
hazardous consequences.
The estimated option price function can be later used to derive the im-
plied volatility function (see [6] or [10]). Alternatively, the proposed method
can be also directly used to estimate the volatility function using the market
observed daily volatilities. Unrestricted market scenarios can be obtained im-
mediately, however, the arbitrage-free scenarios are slightly more complicated
and nonlinear constraints must be used to obtain the final implied volatility
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function which is compliant with the arbitrage-free conditions derived form
the financial theory.
The proposed quantile LASSO method for the panel data structures
serves as an innovative and pioneering approach for the option pricing prob-
lem and the following implied volatility estimation. If properly defined, it
can effectively handle the estimation under the arbitrage-free criteria which
are automatically fulfilled.
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Appendix A. Proof of Theorem 1
Let us define the quantile proces
Gn(B) ≡ Gn(β1, . . . ,βT ) =
T∑
t=1
n∑
i=1
ρτ (Yti − x>i βt),
for B = (β1, . . . ,βT ) ∈ Rp×T and let B˜n ≡ (β˜1, . . . , β˜T ) = arg minGn(β1, . . . ,βT ).
Firstly, we show that for any  > 0 there is a constant C > 0 such that
P
[
inf
u1,...,uT∈Rp,‖ut‖1=1
Gn
(
B∗ + Cδn(u1, . . . ,uT )
)
> Gn(B∗)
]
≥ 1− ,
for n → ∞, where B∗ = (β∗1, . . . ,β∗T ) are the true parameter vectors and δn > 0 is the
sequence defined in Assumption (A3). Equivalently we can write, for any c > 0, that
Gn
(
B∗ + cδn(u1, . . . ,uT )
)−Gn(B∗) = E [Gn(B∗ + cδn(u1, . . . ,uT ))−Gn(B∗)] (A.1)
+ cδn
T∑
t=1
n∑
i=1
Ztix
>
i ut (A.2)
+
T∑
t=1
n∑
i=1
(Wti − E [Wti]), (A.3)
where the random variables Zti and Wti are defined as Zti = (1−τ)I{εti<0}−τI{εti≥0} and
Wti = ρτ (εti − cδnx>i ut) − ρτ (εti) − cδnZtix>i ut. The random variables Zti and Wti are
independent with respect to i ∈ {1, . . . , n} for some fixed t ∈ {1, . . . , T} but they might
be dependent with respect to t = 1, . . . , T , where T ∈ N is fixed. We need to study the
three terms in (A.1)–(A.3).
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Using the facts that ρτ (x − y) − ρτ (x) = y(I{x<0} − τ) +
∫ y
0
(I{x≤v} − I{x≤0})dv, for
any x, y ∈ R, EZti = 0 for any i = 1, . . . , n and t = 1, . . . , T , the distributional properties
from Assumption (A1), and the Taylor expansion, we get
E
[
Gn
(
B∗ + cδn(u1, . . . ,uT )
)−Gn(B∗)] = f(0)
2
c2δ2n
T∑
t=1
n∑
i=1
(x>i ut)
2
+ o
(
δ2n
T∑
t=1
n∑
i=1
u>t (xix
>
i )ut
)
.
Thus, due to Assumptions (A1) and (A3), using also the fact that T ∈ N is fixed, it also
holds that
1
n
E
[
Gn
(
B∗ + cδn(u1, . . . ,uT )
)−Gn(B∗)] = Cf(0)δ2n
n
T∑
t=1
n∑
i=1
(x>i ut)
2 (1 + oP (1)) > 0,
where C > 0 is some positive constant.
For the term in (A.2), we can use the Central Limit Theorem for the independent
random variables {∑Tt=1 Ztix>i ut}1≤i≤n and, again, the fact that T ∈ N is fixed, to obtain
cδn
n∑
i=1
T∑
t=1
Ztix
>
i ut = OP (n
1/2δn).
Similarly, for the term in (A.3), we have
E
[
n∑
i=1
T∑
t=1
(Wti − E [Wti])
]2
=
n∑
i=1
E
[
T∑
t=1
(Wti − E [Wti])
]2
≤
n∑
i=1
T∑
t=1
E [Wti]2 + 2
n∑
i=1
∑
t 6=l
E [WtiWli]
 , (A.4)
where the first term in (A.4) can be further bounded by using the moment properties of
Wti, the distributional assumptions in (A1), and the Taylor expansion for F (cδn|x>i ut|)
and F (−cδn|x>i ut|) to get
n∑
i=1
T∑
t=1
E [Wti]2 ≤ Cδ2n
n∑
i=1
T∑
t=1
u>t (xix
>
i )utE
[
I{|εti|≤cδn|x>i ut|}
] ≤ Cδ3n n∑
i=1
T∑
t=1
(x>i ut)
2,
for some positive constant C > 0. Slightly more computational effort is needed to apply
the same bound also for the second term in (A.4). The Davydov’s inequality for strictly
stationary processes can be used together with the fact that for any i = 1, . . . , n and
t = 1, . . . , T it holds that E |I{εti<0}|2+χ = E [I{εti<0}] = P [εti < 0] = τ . Using also the
fact that T ∈ N is fixed, we obtain
E [WtiWli] ≤ Cδ2n[u>t (xix>i )ul] · E
{[
I{|εti|≤cδn|x>i ut|}
] · [I{|εli|≤cδn|x>i ul|}]} ,
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and the Taylor expansion for the two-dimensional marginal distributions Fεt,εt+k(x, y), for
k = 1, . . . , T − 1, and Assumption (A1) are needed to get that
n∑
i=1
T∑
t=1
E [WtiWli] = O(nδ3n).
Finally, using the fact that 1n
∑n
i=1 u
>
t (xix
>
i )ul is bounded by Assumption (A2) for
any ut,ul ∈ Rp, such that ‖ut‖ = ‖ul‖ = 1, and the fact that T ∈ T is fixed, we obtain
Gn
(
B∗ + cδn(u1, . . . ,uT )
)−Gn(B∗) = Cnδ2n( 1n
n∑
i=1
[ T∑
t=1
ut(xix
>
i )ut
]) · (1 + oP (1)) > 0,
which also implies that ‖β˜t − β∗t ‖1 = OP (δn) for any t = 1, . . . , T . To finish the proof we
will consider another quantile process
G?n(B) ≡ Gn(B) + nλn
T∑
t=2
‖βt − βt−1‖2
where, again, B = (β1, . . . ,βT ) ∈ Rp×T . It is easy to see that
G?n(B∗ + cδn(u1, . . . ,uT ))−G?n(B∗) = Gn(B∗ + cδn(u1, . . . ,uT ))−Gn(B∗)
+ nλn
T∑
t=2
[
‖(β∗t + cδnut)− (β∗t−1 + cδnut−1)‖2 − ‖β∗t − β∗t−1‖2
]
,
again for some positive constant c > 0. Moreover, from the previous, we already have that
Gn(B∗ + cδn(u1, . . . ,uT ))−Gn(B∗) ≥ Cnδ2n > 0,
therefore, using also the triangular inequality, and the fact that ‖x − y‖2 ≤ ‖x − y‖1 ≤
‖x‖1 + ‖y‖1, for any x,y ∈ Rp, we have
nλn
T∑
t=2
[
‖(β∗t + cδnut)− (β∗t−1 + cδnut−1)‖2 − ‖β∗t − β∗t−1‖2
]
≥ nλn
∑
t∈A∗
[
‖(β∗t + cδnut)− (β∗t−1 + cδnut−1)‖2 − ‖β∗t − β∗t−1‖2
]
≥ −cnλnδn
∑
t∈A∗
‖ut − ut−1‖2 = −Cnλnδn,
for some positive constant C > 0, where A∗ = {t ∈ {2, . . . , T}; β∗t 6= β∗t−1}. Using now
Assumption (A3) we conclude that
G?n(B∗ + cδn(u1, . . . ,uT )) > G?n(B∗),
which holds with probability converging to one, as n→∞. This also implies, that
‖β̂t − β∗t ‖1 = OP (δn),
for any t ∈ {1, . . . , T}, which completes the proof of Theorem 1. 
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