In this paper we study curve-restricted min-# simplification of polygonal curves, in which the vertices of the simplified curve can be placed at any place on the input curve, provided that they respect the order along the input curve. For local directed Hausdorff distance from the input to the simplified curve, we present an approximation algorithm that computes a curve whose number of vertices is at most twice the number of the vertices of the curve-restricted simplification with the minimum number of vertices.
Introduction
The goal of the classical curve simplification problem is to reduce the number of the vertices of a polygonal curve, without changing its shape significantly. There are two important reasons for this reduction. First, it reduces the storage and bandwidth requirements for storing and transferring huge and growing collections of trajectory data. Second, and probably more importantly, the complexity of most trajectory analysis algorithms depends on the number of the vertices of input curves, and simplifying trajectories can greatly reduce the running time of these algorithms.
Curve simplification is usually studied in two settings. In the min-ǫ setting the maximum number of the vertices of the simplified curve is specified and the amount of distance between the original and the simplified curves is minimised, and in the min-# setting the maximum distance between the curves is specified while the number of the vertices is minimised. The distance between the original and simplified curves is either global and computed for the curves as a whole, or is local and computed as the maximum distance of the corresponding sub-curves. The distance between curves is computed using measures such as Fréchet or Hausdorff.
The simplified curve may be vertex-restricted, i.e. its vertices should coincide with the vertices of the input curve, or it may be curve-restricted, i.e. its vertices can be placed anywhere on the input curve. In both cases, the vertices of the simplified curve should appear in order on the input curve. There are numerous results on vertex-restricted curve simplification in the min-# setting, some of which provide a guarantee on the number of the vertices of the simplification and some that do not do so. Zhang et al. [1] surveyed some of these results, concentrating especially on heuristic algorithms.
The well-known algorithm presented by Douglas and Peucker [2] is among non-optimal algorithms, which is both simple and effective. It assumes local directed Hausdorff distance from the input curve to the simplified curve. For simplifying curve P = p 1 , p 2 , ..., p n with maximum distance ǫ, it finds the most distant vertex p k from segment p 1 p n ; if their distance is at most ǫ, this segment is a link of the simplification. Otherwise, the algorithm recursively simplifies p 1 , ..., p k and p k , ..., p n . Hershberger and Snoeyink [3] improved the running time of this algorithm to O(n log n).
Among optimal algorithms, the one presented by Imai and Iri [4] is probably the most popular for local Hausdorff distance. It creates a shortcut graph, the vertices of which represent the vertices of the input curve. An edge p i p j shows that the distance between link p i p j and sub-curve p i , p i+1 , ..., p j is not greater than ǫ. A shortest path algorithm on this graph, finds the simplification with the minimum number of vertices. Chan and Chin [5] improved the running time of this algorithm to O(n 2 ).
There are many other results on vertex-restricted simplification that consider different distance measures, such as Fréchet [6] , or under different assumptions, such as streaming input [7] . Despite the number of results on vertex-restricted curve simplification, curve-restricted simplification, which has attracted little attention, can yield a curve with much fewer vertices, as in Figure 1 . For global directed Hausdorff distance, van de Kerkhof et al. [8] showed that curve-restricted simplification is NP-hard and provided an O(n) algorithm for global Fréchet distance in R 1 .
In this paper, we study the min-# curve-restricted simplification prob- lem with maximum local Hausdorff distance ǫ from the input curve to the simplified curve. We present an algorithm that computes a simplified curve, the number of the vertices of which is at most twice the minimum possible. This paper is organized as follows: In Section 2 we introduce the notation used in this paper and in Section 3 we present our algorithm.
Preliminaries and Notation
A two-dimensional polygonal curve is represented as a sequence of vertices on the plane, with line segments as edges between contiguous vertices. The directed Hausdorff distance between curves P and P ′ , denoted as H(P, P ′ ), is defined as the maximum of the distance between any point of P to the curve P ′ . Given a parameter ǫ, the goal in the min-# simplification is to find a curve with the minimum number of vertices, such that the distance between the original and the simplified curve is at most ǫ. In what follows, we use links to distinguish the edges of the simplified curve from the edges of the input curve. The simplification is curve-restricted, if its vertices are on the input curve and appear in order along P .
Let P ′ be a curve-restricted simplification of curve P = p 1 , p 2 , ..., p n . For a link ℓ of P ′ , suppose x and y on P are points corresponding to the start and end points of ℓ and suppose x is on edge p i p i+1 and y is on p j p j+1 . Then, ℓ covers all edges p k p k+1 for i ≤ k ≤ j. Let P ℓ be the sub-curve of P corresponding to link ℓ, i.e. the sub-curve of P from point x to y. The local Hausdorff distance from P to P ′ is the maximum of H(P ℓ , ℓ) over all links ℓ of P ′ . In this paper we assume local Hausdorff distance to measure the distance between the input and simplified curves.
In the next section, we refer to the ǫ-neighbourhood of a vertex of P , which is defined as follows. 
The Main Result
For the converse, suppose s intersects p i p i+1 at x and p j p j+1 at y, as well as N (p) for every vertex of C, the sub-curve of P from x to y. It is enough to show that H(C, s) ≤ ǫ. For each edge, since the distance between its end points and s is at most ǫ, the distance of other points of the edge cannot be greater. This holds for every internal edge of C and implies H(C, s) ≤ ǫ as required. Proof. Let L be the line resulting from extending the segment ℓ. If none of the mentioned properties hold for any value of k, we move L downwards until one of them holds for some value k, i.e. it becomes tangent to the ǫ-neighbourhood of p k or passes through the intersection of the ǫ-neighbourhood of p k and the last or the first edge covered by the s. We then rotate L around p k for case i, or the intersection of case ii, until one of the conditions holds for another index. Let s be the segment on line L with endpoints on p i p i+1 and p j p j+1 ; such a segment surely exist, since the movement or rotation stops at the endpoints of these edges.
Clearly L cannot leave N (p k ) for any possible index k for both the downward movement and the rotation; just before leaving N (p k ), L becomes its tangent. The only problem may be that although N (p k ), for some k where i < k ≤ j, is intersected by both ℓ and L, s may be too short to intersect N (p k ); this is demonstrated in Figure 2 . However, since the rotation stops at the intersection the first or the last edge and N (p k ), this case never happens. Proof. We find a line for which the condition mentioned in Lemma 3.2 holds.
To do so, we find three parallel lines at distance ǫ on the plane, L 1 , L 2 , and L 3 , such that a link can be found on line L 2 . We consider possible placements of these lines according to Lemma 3.2 and check for which of them the condition of Lemma 3.1 holds for a segment on L 2 . If L 2 is a tangent to N (p k ) for some value of k where i < k ≤ j, then either L 1 or L 3 should pass through p k . We therefore try different placements of these three lines such that the following property holds for two values of k for i < k ≤ j: either i) L 1 or L 3 passes through p k , or ii) L 2 passes through the intersection N (p k ) and one of p i−1 p i or p j p j+1 or the endpoints of these edges. Since there are O(m) choices for the first and the second conditions, the number of total cases to consider is O(m 2 ). For each of O(n 2 ) possible placements of these lines, we have to verify if there exists a segment s on L 2 such that H(C, s) is at most ǫ. Let x be the intersection of L 2 and p i p i+1 and let y be the intersection of L 2 and p j p j+1 ; if x or y do not exist, L 2 cannot contain a link. Based on Lemma 3.1, if the segment xy intersects N (p k ) for every i < k ≤ j, it is a valid link. This can be checked with the time complexity O(m).
To force the link to start from p i , instead of any point on edge p i p i+1 in Lemma 3.3, we can fix this point on L 2 and try condition mentioned in the proof of the lemma for only one value of k. Since the line containing a link can be moved or rotated to obtain a new link, unless the conditions mentioned in Lemma 3.2 holds for it, Lemma 3.3 yields the following corollary. In Theorem 3.6 we present an algorithm for computing a curve-restricted simplification of an input curve P with maximum local directed Hausdorff distance ǫ. Based on Corollary 3.5, filling these arrays can be done with the time complexity O(n 6 ). Let m be the lowest index, such that D[n][m] is filled. By following the links backwards using array L, we obtain a sequence S of links covering all edges from p 1 p 2 to p n−1 p n . These links can be merged to obtain the simplified curve as follows. Let a link ℓ of S end at point x of edge p i−1 p i and suppose the next link starts from point y on the same edge; because of the way arrays D and L are filled, x is surely before y. For the last link, let y be p m . We merge ℓ with its next link by adding the link xy; this is demonstrated in Figure 3 . Since these new links are on the edges of P , the local Hausdorff distance for these links is zero. Therefore, the curve that results from merging all contiguous pairs of links in S is a valid curve-restricted simplification. Note that the vertices of this curve appear in order along P . [m] is also filled. Therefore, the sequence S in the proof of Theorem 3.6 has at most m entries. Merging the links in Theorem 3.6 would make the number of the links of the resulting curve at most 2m, as required.
