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vVorwort
Sei −∆ die Diskriminante des imagina¨r-quadratischen Zahlko¨rpers K = Q(√−∆), o der
Ganzheitsring in K und U2(o) =
{
M ∈ GL4(o) | M tr ( 0 −11 0 )M = ( 0 −11 0 )
}
die Hermitesche
Modulgruppe zweiten Grades zum Ko¨rper K. U2(o) operiert als Gruppe biholomorpher
Automorphismen auf dem Hermiteschen Halbraum H2(C) =
{
Z ∈ C2×2 | 1
2ι˙
(Z − Ztr) > 0}
vermo¨ge Z 7→ M · Z = (AZ + B)(CZ + D)−1, M = ( A BC D ) ∈ U2(o). Im Mittelpunkt
der vorliegenden Arbeit stehen Hermitesche Modulformen zweiten Grades, also holomorphe
Funktionen f : H2(C)→ C mit dem Transformationsverhalten
f(M · Z) = ν(M) det(CZ +D)kf(Z), M = ( ∗ ∗C D ) ∈ U2(o),
wobei k ∈ Z das Gewicht und ν ein abelscher Charakter von U2(o) ist. Der Vektorraum
[U2(o), k, ν] dieser Funktionen ist von endlicher Dimension. Ziel der Arbeit ist es, in einigen
Fa¨llen bei kleinen Werten von ∆ den graduierten Ring [DU2(o),Z, 1] =
⊕
k,ν [U2(o), k, ν] der
Hermiteschen Modulformen zur Kommutatorgruppe DU2(o) sowie einige Unterringe explizit
zu beschreiben. Dies gelingt fu¨r ∆ = 3 und ∆ = 4. Im Fall ∆ = 8 zeigen wir beispielhaft,
dass die verwendete Methode im Prinzip auch allgemeiner angewandt werden kann, wobei die
Ergebnisse hier jedoch weniger vollsta¨ndig sind. Zum einen liegt dies daran, dass die Kom-
plexita¨t des Problems mit ∆ erheblich ansteigt. Andererseits werden analoge Ergebnisse fu¨r
entsprechende graduierte Ringe von Modulformen auf dem Siegelschen Halbraum zu ortho-
gonalen Gruppen der Signatur (2, 3) beno¨tigt, die bisher nur in wenigen Fa¨llen zur Verfu¨gung
stehen.
Um geeignete Erzeuger zu finden, werden zuna¨chst systematisch Hermitesche Modulformen
mit beliebigen Charakteren konstruiert. Hier kommen zwei Methoden zum Zuge: Einerseits
der so genannte Maaß-Lift und andererseits Borcherds-Produkte. Beiden Methoden zu Eigen
ist, dass sie von vektorwertigen Modulformen zu SL2(Z) mit gewissen Darstellungen ρ ausge-
hen. Daher werden nach einem einfu¨hrenden Kapitel zuna¨chst die Darstellungen ρ sowie die
zugeho¨rigen vektorwertigen Modulformen untersucht. Die weiteren Kapitel behandeln den
Maaß-Lift und Borcherds-Produkte. Im Zusammenhang mit Borcherds-Produkten mu¨ssen
wir auch auf Modulformen zu orthogonalen Gruppen der Signatur (2, 4) eingehen, da die zu-
grunde liegende Theorie im Rahmen von Modulformen zu orthogonalen Gruppen formuliert
ist, so wie im U¨brigen ja auch der Maaß-Lift in einem gewissen Sinne seine natu¨rliche For-
mulierung im orthogonalen Kontext hat. Zum Schluss werden dann in den erwa¨hnten Fa¨llen
graduierte Ringe untersucht.
Der Inhalt der Kapitel ist im Einzelnen wie folgt:
Im ersten Kapitel werden die Grundlagen u¨ber Hermitesche Modulformen zweiten Grades zu-
sammengetragen, insbesondere bei nicht-trivialem Charakter, da dieser Fall in der Literatur
bisher kaum betrachtet wurde. Bis auf die Fa¨lle mit Ausnahme-Einheiten, also ∆ = 3 und
∆ = 4, tritt nur ein nicht-trivialer Charakter ν℘ auf, wenn ∆ ≡ 0 mod 4Z gilt. Insbesondere
wird der Einfluss von ν℘ auf die Fourier- und Fourier-Jacobi-Entwicklung Hermitescher Mo-
dulformen untersucht. Hier treten analog zum Siegelschen Fall Jacobi-Formen mit halbgan-
zem Index auf. Via
”
Theta-Korrespondenz“ kommt man dann wie u¨blich von Jacobi-Formen
zu vektorwertigen Modulformen zu gewissen Darstellungen ρ der Gruppe SL2(Z). Bei trivia-
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lem Charakter ν ist ρ die Weil-Darstellung des quadratischen Moduls (o]/o,−| · |2 mod Z),
bei nicht-trivialem Charakter bis auf einen Twist zumindest Unterdarstellung einer solchen.
Im zweiten Kapitel werden die Darstellungen ρ na¨her untersucht, d. h. es wird die Zerlegung
in irreduzible Unterdarstellungen explizit bestimmt. Danach werden noch einige Parameter,
die in der Dimensionsformel fu¨r den Raum der vektorwertigen Modulformen zu ρ auftreten,
berechnet.
Das dritte Kapitel bescha¨ftigt sich zuna¨chst allgemein mit vektorwertigen Modulformen zu
SL2(Z). Die wesentlichen Ergebnisse, insbesondere die Dimensionsformel, werden hier aus der
Literatur zusammengetragen. Danach werden als fundamentale Konstruktionsprinzipien fu¨r
vektorwertige Modulformen Thetareihen und Eisenstein-Reihen vorgestellt. Speziell fu¨r die
uns interessierenden Darstellungen ρ werden Thetareihen und Eisenstein-Reihen explizit, d.
h. mit ihrer Fourier-Entwicklung, bestimmt. Diese Ergebnisse sind vor allem fu¨r die explizite
Konstruktion von Borcherds-Produkten in Kapitel 6 von entscheidender Bedeutung.
Im vierten Kapitel wird der Maaß-Lift eingefu¨hrt, den wir als Liftung vektorwertiger Modul-
formen zu den Darstellungen ρ aus dem ersten Kapitel auffassen. Der Maaß-Raum ist das Bild
dieser Liftung. Dies ist die erste Methode zur Konstruktion Hermitescher Modulformen in
[U2(o), k, ν]. Insbesondere betrachten wir den Maaß-Lift zu Formen mit nicht-trivialem Cha-
rakter. Obwohl der Maaß-Lift mit trivialem Charakter in der Literatur bereits ha¨ufiger un-
tersucht wurde, erha¨lt man aus der konsequenten Anwendung der Ergebnisse der vorherigen
Kapitel auch hier noch neue Ergebnisse, wie etwa antisymmetrische Anteile im Maaß-Raum.
Als zweite Methode zur Konstruktion Hermitescher Modulformen werden im fu¨nften Kapitel
Borcherds-Produkte betrachtet. Hier treten wie im vierten Kapitel vektorwertige Modul-
formen zu Darstellungen ρ auf, die nun jedoch Gewicht −1 und einen Pol in der Spitze ∞
haben. Man kann Borcherds-Produkte als eine (im Gegensatz zum additiven Maaß-Lift) mul-
tiplikative Liftung solcher vektorwertige Modulformen zu, i. A. meromorphen, Hermiteschen
Modulformen betrachten. Die Bedeutung der Borcherds-Produkte liegt in der Tatsache, dass
man bei diesen vollsta¨ndige Information u¨ber die Null- und Polstellen in Termen der Fourier-
Koeffizienten des Hauptteils der vektorwertigen Modulform erha¨lt. Die Null- und Polstellen
liegen auf rational-quadratischen Divisoren, also insbesondere auf eingebetteten Siegelschen
Halbra¨umen zweiten Grades. Da Borcherds Theorie allgemein im Rahmen der Theorie der
Modulformen zu orthogonalen Gruppen formuliert ist, besteht die wesentliche Arbeit hier
darin, die Ergebnisse in die Sprache der Hermiteschen Modulformen zu u¨bertragen.
Im sechsten Kapitel zeigen wir beispielhaft, wie man mit Borcherds-Produkten und Maaß-
Lifts Erzeuger fu¨r den graduierten Ring [DU2(o),Z, 1] der Hermiteschen Modulformen (mit
beliebigem Multiplikatorsystem) finden kann. In den Fa¨llen ∆ = 3 und ∆ = 4 sind die Er-
gebnisse im Prinzip vollsta¨ndig, d. h. es werden Erzeuger mit Relationen bestimmt. Entschei-
dend ist dabei, dass man in diesen Fa¨llen rational-quadratische Divisoren durch Borcherds-
Produkte trennen kann. Insbesondere findet man holomorphe Borcherds-Produkte φ9 bzw. φ4,
die genau auf dem Siegelschen Halbraum H2(R) ⊂ H2(C) und seinen Translaten unter U2(o)
verschwinden, und zwar jeweils nur in erster Ordnung. Daher la¨sst sich dann ein Reduktion-
sargument analog zum Siegelschen Fall durchfu¨hren: Wir setzen jeweils Erzeuger des Ringes
der Siegelschen Modulformen geraden Gewichts (also z. B. die Siegelschen Eisenstein-Reihen
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vom Gewicht 4, 6, 10 und 12) als Maaß-Lifts zu Hermiteschen Modulformen fort. Bis auf
eine Linearkombination mit diesen gelifteten Erzeugern verschwindet dann jede Hermitesche
Modulform geraden Gewichts mit trivialem Charakter auf H2(R) und ist somit durch φ9 bzw.
φ4 teilbar. Da diese Borcherds-Produkte selbst nicht-triviale Charaktere haben, betrachten
wir von vornherein Modulformen mit beliebigem Charakter. Bei Hermiteschen Modulformen
mit nicht-trivialem Charakter bzw. ungeradem Gewicht treten neben H2(R) weitere rational-
quadratische Divisoren als Zwangsnullstellen auf. Die zugeho¨rigen Borcherds-Produkte liefern
dementsprechend weitere Erzeuger von [DU2(o),Z, 1]. Es ist dann jeweils ein Leichtes, auch
Erzeuger fu¨r [U2(o),Z, 1] anzugeben.
Aus Gru¨nden, die i. W. in der mit ∆ wachsenden Dimension des Obstruktionsraumes liegen,
sind die Fa¨lle ∆ = 3 und ∆ = 4 die einzigen, die eine solch einfache Lo¨sung zulassen. So
kann man i. A. rational-quadratische Divisoren nicht mehr durch Borcherds-Produkte tren-
nen. Welche Probleme dadurch entstehen, zeigen wir zum Schluß exemplarisch im Fall ∆ = 8.
Trotzdem liefert eine Modifikation der Methode aus den ersten beiden Fa¨llen auch hier noch
Ergebnisse.
Durch Verwendung geeigneter rational-quadratischer Divisoren ist die skizzierte Methode
zumindest prinzipiell auch noch in weiteren Fa¨llen anwendbar. Hier ist zu beachten, dass
die Restriktion Hermitescher Modulformen auf rational-quadratische Divisoren allgemein zu
Modulformen zu orthogonalen Gruppen der Signatur (2, 3) fu¨hrt. Man beno¨tigt daher ex-
plizite Kenntnisse der zugeho¨rigen Modulformen. Diese Kenntnisse sind bisher aber nur in
vergleichsweise wenigen Fa¨llen vorhanden. Im Prinzip ließen sich genauso wie hier auch Er-
zeuger von Ringen von Modulformen zu orthogonalen Gruppen ho¨heren Grades bestimmen,
wenn man die Formen auf geeigneten rational-quadratischen Divisoren bereits kennt. In die-
sem Sinne dienen die hiesigen Ergebnisse selbst wieder der Lo¨sung analoger Probleme fu¨r
gewisse orthogonale Gruppen der Signatur (2, 5).
Die vorliegende Arbeit entstand am Lehrstuhl A fu¨r Mathematik der Rheinisch-Westfa¨lischen
Technischen Hochschule Aachen bei Prof. Dr. A. Krieg. Fu¨r die Anregung zu dieser Arbeit,
sein stetes Interesse und seine Unterstu¨tzung mo¨chte ich mich herzlich bedanken. Herrn Prof.
Dr. N.-P. Skoruppa gilt mein Dank fu¨r die U¨bernahme des Koreferats.
Fu¨r vielfa¨ltige Diskussionen im Laufe der Jahre gilt mein Dank auch den anderen (z. T.
ehemaligen) Mitarbeitern der
”
Arbeitsgruppe Zahlentheorie“ am Lehrstuhl A fu¨r Mathematik
der RWTH Aachen, insbesondere Herrn Dr. J. Dulinski und Herrn Dr. F. Bu¨hler.
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11 Modulformen auf dem Hermiteschen Halbraum
Nachdem zuna¨chst einige Notationen fixiert worden sind, stellen wir in den ersten beiden
Abschnitten dieses Kapitels bekannte Tatsachen u¨ber Hermitesche Modulformen und die zu-
grunde liegenden Strukturen zusammen. Im dritten Abschnitt wird dann der Zusammenhang
mit Hermiteschen Jacobi-Formen und vektorwertigen Thetareihen hergestellt. Fu¨r Hermite-
sche Modulformen mit trivialem Multiplikatorsystem ist dies ebenfalls bekannt, so dass wir
im wesentlichen nur beschreiben, wie die bisher verwendeten Techniken bei nicht-trivialem
Multiplikatorsystem anzupassen sind.
1.0 Notationen
Wir bezeichnen mit N = {1, 2, 3, . . .}, Z, Q, R bzw. C die Menge der natu¨rlichen, ganzen,
rationalen, reellen bzw. komplexen Zahlen und setzten N0 := {0} ∪ N.
Fu¨r Mengen A, B ist AB = {f : B → A} die Menge der Abbildungen B → A sowie ]A die
Kardinalita¨t von A (hier immer endlich).
Fu¨r eine Gruppe G sei Gab = Hom(G,C×) die Gruppe der abelschen Charaktere von G und
DG die Kommutatorgruppe von G. Ist S ⊂ G, so bezeichnet 〈S〉 die von den Elementen von
S erzeugte Gruppe. Falls S = {s1, . . . , sn} schreiben wir auch 〈s1, . . . , sn〉 := 〈S〉.
Fu¨r eine abelsche Gruppe A mit a, b, c ∈ A und eine Untergruppe H von A schreiben wir
a ≡ b mod H, falls a+H = b+H und a ≡ b mod c, falls a ≡ b mod 〈c〉 (meist ergibt sich A
indirekt aus a, b und H bzw. c; fu¨r c ∈ Z× ist etwa H = cZ).
Wir verwenden fu¨r eine Aussage A ein verallgemeinertes Kronecker-δ, definiert durch δA = 1,
falls A wahr ist, und δA = 0 sonst (das u¨bliche Kronecker-δ ist hier also δi=j).
Ist n ∈ N, so bezeichnen wir mit Rn×n die R-Algebra der n × n-Matrizen u¨ber einem
Ring R (mit Eins). Atr ist die zu A ∈ Rn×n transponierte Matrix und 1n ∈ Rn×n die
Einheitsmatrix (wir schreiben 1 statt 1n, wenn die Dimension aus dem Kontext ersichtlich
ist). ei,j = (δi=kδj=l)
n
k,l=1 sind die u¨blichen Elementarmatrizen in R
n×n. Weiter setzten wir
diag(d1, . . . , dn) =
∑n
j=1 djej,j. Ist R ⊂ C, so bezeichnet A die (komponentenweise) konju-
gierte Matrix und A[B] = BtrAB.
Fu¨r einen Ring R ⊂ C, von dem im Folgenden stets 1 ∈ R und R ⊂ R vorausgesetzt sei, be-
zeichne R× die Einheitengruppe von R und Hern(R) :=
{
M ∈ Rn×n | M tr = M} die Gruppe
der hermiteschen Matrizen u¨ber R. Fu¨r H ∈ Hern(R) schreiben wir H > 0 (H ≥ 0), falls H
positiv (semi-)definit ist und 0  H, falls H ≥ 0 und H 6= 0.
Ist Z ∈ Cn×n, so nennen wir <(Z) := 1
2
(Z + Ztr) bzw. =(Z) := 1
2ι˙
(Z − Ztr) den (Hermi-
teschen) Real- bzw. Imagina¨rteil von Z. Dann gilt offensichtlich Z = <(Z) + ι˙=(Z) und
<(Z), =(Z) ∈ Hern(C). Wenn Z symmetrisch ist, also insbesondere wenn Z ∈ C ein Ska-
lar ist, stimmen <(Z) bzw. =(Z) mit dem u¨blichen, eintragsweise genommenen Real- bzw.
Imagina¨rteil u¨berein.
Alle u¨brigen Notationen sind im Text erkla¨rt (das Symbolverzeichnis auf Seite 153 entha¨lt
in der Regel Verweise auf die entsprechende Textstelle).
2 1 Modulformen auf dem Hermiteschen Halbraum
1.1 Hermitescher Halbraum und Hermitesche Modulgruppe
Fu¨r n ∈ N ist Hn := Hn(C) := {Z ∈ Cn×n | =(Z) > 0} der Hermitesche Halbraum (vom
Grad n). Wir setzen Jn :=
(
0 −1n
1n 0
)
. Dann ist
Un(R) :=
{
M ∈ R2n×2n ∣∣ M trJnM = Jn} bzw. SUn(R) := Un(R) ∩ SL2n(C).
die unita¨re bzw. spezielle unita¨re Gruppe (vom Grad n) u¨ber R. Bekanntlich gilt (soweit nicht
explizit Anderes angegeben, ist hier wie im Folgenden mit M = ( A BC D ) stets die Zerlegung
von M ∈ C2n×2n in n× n-Blo¨cke gemeint)
1.1 Lemma. Fu¨r M = ( A BC D ) ∈ C2n×2n ist
M ∈ Un(C) ⇐⇒ AtrC, BtrD ∈ Hern(C) und AtrD − CtrB = 1n.
In diesem Fall gilt M , M tr ∈ Un(C) und M−1 =
(
Dtr −Btr
−Ctr Atr
)
.
Speziell gilt U1(C) = S1 · SL2(R) und Un(R) = Spn(R), falls R ⊂ R. Neben Jn sind folgende
Matrizen typische, oft beno¨tigte Elemente von Un(R):
Rot(U) =
(
U tr 0
0 U−1
)
fu¨r U ∈ GLn(R),
Trans(H) =
(
1n H
0 1n
)
fu¨r H ∈ Hern(R).
Wie in [45] bezeichnen wir die bekannten Einbettungen
Um(C)× Un(C) ↪→ Um+n(C), (M1,M2) 7→M1 ×M2 :=
( A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2
)
,
von unita¨ren Gruppen. Weitere Eigenschaften von M1×M2 entnimmt man [45, Prop. II 1.3].
Es ist zuweilen vorteilhaft, mo¨glichst
”
elementare“ Erzeuger der unita¨ren Gruppen zur
Verfu¨gung zu haben. Daher verscha¨rfen wir die Aussage von [45, Lem. II 1.4] im Fall der
Hermiteschen Modulgruppe hier noch insoweit, dass man auf
”
fast alle“ Rotationen verzich-
ten kann.
1.2 Lemma. Sei K ⊂ C ein konjugationsstabiler Ko¨rper, also K ⊂ K. Dann gilt:
1) SUn(K) wird erzeugt von den Elementen Jn,
(
1n H
0 1n
)
mit H ∈ Hern(K) und
(
U tr 0
0 U−1
)
mit U = diag(ε, 1, . . . , 1) ∈ GLn(K), ε ∈ K× ∩ R.
2) Un(K) wird erzeugt von den Elementen Jn,
(
1n H
0 1n
)
mit H ∈ Hern(K) und
(
U tr 0
0 U−1
)
mit U = diag(ε, 1, . . . , 1) ∈ GLn(K), ε ∈ K×.
Beweis: 2) Sei G ⊂ Un(K) die von den gegebenen Elementen erzeugte Untergruppe. Wie in
[45, Lem. II 1.4] im Fall K = C sieht man, dass Un(K) von G und allen Rotationen Rot(U),
U ∈ GLn(K), erzeugt wird. Nach [21, Satz A 5.3] beno¨tigt man zur Erzeugung von GLn(K)
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neben den Elementen diag(ε, 1, . . . , 1), ε ∈ K×, nur noch Permutationsmatrizen und die spe-
ziellen oberen Dreiecksmatrizen 1n + r ei,j, 1 ≤ i < j ≤ n, r ∈ K. Wie weiter in [21, Satz
A 5.4] ausgefu¨hrt wird, liegen die Rotationen Rot(U) bereits in Spn(Z) ⊂ G, wenn U eine
Permutationsmatrix ist oder U = 1n + ei,j mit i 6= j gilt. Insbesondere entha¨lt G also alle
Rotationen Rot(U), falls U ∈ GLn(K) eine Diagonalmatrix ist. Fu¨r r ∈ K× und eine geeignet
gewa¨hlte Diagonalmatrix Ur = 1n + (r − 1)ei,i gilt nun Ur(1n + ei,j)U−1r = 1n + r ei,j, falls
i 6= j. Also ist Rot(U) ∈ G fu¨r alle U ∈ GLn(K) und damit G = Un(K).
1) Wegen 2) kann man jedes Element M ∈ Un(K) in der Form M = Rot(Uε)M ′ schreiben,
wobei Uε = diag(ε, 1, . . . , 1) eine Diagonalmatrix und M
′ ∈ SUn(K) ein Produkt von Elemen-
ten der Form Jn und Trans(H) mit H ∈ Hern(K) ist. Dabei ist zu beachten, dass Rot(Uε)Jn =
Jn Rot(Uε−1) und Rot(Uε) {Trans(H) | H ∈ Hern(K)} = {Trans(H) | H ∈ Hern(K)}Rot(Uε)
gilt. Außerdem ist mit Rot(Uε) auch Rot(Uε−1) in Un(K) enthalten, da K nach Annahme
konjugationsstabil ist. Ist nun M ∈ SUn(K) und M = Rot(Uε)M ′ wie oben, so ist also auch
Rot(Uε) ∈ SUn(K). Dies ist gleichbedeutend mit 1 = εε−1 = |ε|2 ε−2, also ε ∈ K× ∩ R.
Un(C) operiert auf Hn als Gruppe biholomorpher Automorphismen vermo¨ge
(M,Z) 7→M ·Z := (AZ +B)(CZ +D)−1, M = ( A BC D ) .
Dabei operiert M dann und nur dann trivial auf Hn, wenn M = ε12n mit ε ∈ S1 :=
{u ∈ C | |u|2 = 1} ist. Sei Bihol(Hn) die Gruppe aller biholomorphen Automorphismen von
Hn. Wir haben also einen Homomorphismus β : Un(C) → Bihol(Hn), dessen Kern das
Zentrum S1 · 12n von Un(C) ist. Fu¨r n ≥ 2 wird durch Itr : Z 7→ Ztr eine nicht-triviale
biholomorphe Involution auf Hn definiert, die nicht in β(Un(C)) liegt. Tatsa¨chlich gilt mit
PSUn(C) := Un(C)/(S1 · 12n) nach [45, Th. II 1.8]
1.3 Lemma.
Bihol(Hn(C)) ∼=
{
PSU1(C), falls n = 1,
PSUn(C)o 〈Itr〉, falls n ≥ 2.
Hier operiert Itr in dem semidirekten Produkt durch M 7→ M auf PSUn(C), d. h. es ist
β(M) ◦ Itr = Itr ◦ β(M) fu¨r M ∈ Un(C).
Fu¨r n = 1 ist H1 die gewo¨hnliche obere Halbebene in C und U1(C) = S1 · SL2(R), also
PSU1(C) ∼= PSL2(R), was dem bekannten Ergebnis fu¨r Bihol(H1(C)) entspricht.
Im Folgenden bezeichne ∆ ∈ N stets eine natu¨rliche Zahl, so dass −∆ die Diskriminante des
imagina¨r-quadratischen Zahlko¨rpers K = Q(
√−∆) ⊂ C ist. Es treten also zwei Fa¨lle auf:
1) ∆ ≡ 3 mod 4 und ∆ quadratfrei,
2) ∆ ≡ 0 mod 4, ∆/4 ≡ 1, 2 mod 4 und ∆/4 quadratfrei.
Sei o der ganze Abschluß von Z in Q(
√−∆) mit Einheitengruppe o× ⊂ S1. Wir unterdru¨cken
die Abha¨ngigkeit von ∆ in der Notation hier wie im Folgenden, da wir ∆ stets als fest gewa¨hlt
annehmen, so dass keine Mißversta¨ndnisse zu befu¨rchten sind. Selbstversta¨ndlich werden alle
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U¨berlegungen im Folgenden jedoch ganz entscheidend von ∆ abha¨ngen, was sich z. B. in
ha¨ufigen Fallunterscheidungen a¨ußert.
Bekanntlich ist o = Z+ ωZ mit
ω =
ι˙
√
∆/2, falls ∆ ≡ 0 mod 4,
1 + ι˙
√
∆
2
, falls ∆ ≡ 3 mod 4,
ein Gitter in C ∼= R2, welches bezu¨glich der Normform N(x) = |x|2 ganz ist. Die zugeho¨rige
Bilinearform ist (x, y) 7→ 2<(xy). Das zu o duale Gitter o] (die inverse Differente) ist gegeben
durch
o] = ι˙√
∆
o =
{
ι˙√
∆
Z+ 1
2
Z, falls ∆ ≡ 0 mod 4,
ι˙√
∆
Z+ 1
2
(1 + ι˙√
∆
)Z, falls ∆ ≡ 3 mod 4.
Da o gerade bezu¨glich der Normform ist, gilt o ⊂ o]. Im Fall ∆ ≡ 0 mod 4 ist aber offen-
sichtlich sogar 1
2
o ⊂ o]. Dies wird spa¨ter entscheidend sein fu¨r die Behandlung Hermitescher
Modulformen mit nicht-trivialem Multiplikatorsystem. Fu¨r die Einheitengruppe o× von o gilt
o× =

{±1, 1
2
(±1± ι˙√3)} = µ6, falls ∆ = 3,
{±1,±ι˙} = µ4, falls ∆ = 4,
{±1} = µ2, sonst,
wobei µn ⊂ S1 die Gruppe der n-ten Einheitswurzeln ist. Wir bezeichnen die Fa¨lle mit
∆ ∈ {3, 4} daher auch als die Fa¨lle mit Ausnahme-Einheiten.
Die Hermitesche Modulgruppe bzw. die spezielle Hermitesche Modulgruppe zu K = Q(
√−∆)
ist Un(o) bzw. SUn(o). Erzeuger fu¨r SUn(o) und Un(o) wurden in [15] angegeben. Aus den
dortigen Ergebnissen ergibt sich unmittelbar das folgende Lemma, welches aber im Gegensatz
zu Lemma 1.2 i. A. wohl nicht
”
elementar“ zu beweisen ist (in [15] wird seinerseits nur ein
Spezialfall eines viel allgemeineren Ergebnisses u¨ber elementare Erzeugbarkeit bestimmter
klassischer Gruppen zitiert, das im Rahmen K-theoretischer Methoden bewiesen wird; es
scheint, dass sich dieses vergleichsweise tief liegende Ergebnis nur in Spezialfa¨llen, etwa wenn
K Klassenzahl 1 hat, vermeiden la¨sst).
1.4 Lemma. 1) SUn(o) wird erzeugt von den Elementen Jn und
(
1n H
0 1n
)
mit H ∈ Hern(o).
2) Un(o) wird erzeugt von den Elementen Jn,
(
1n H
0 1n
)
mit H ∈ Hern(o) und
(
U tr 0
0 U−1
)
mit U = diag(ε, 1, . . . , 1), ε ∈ o×/{±1}. Insbesondere ist fu¨r M ∈ Un(o) stets det(M) ein
Quadrat in o× und Un(o)/ SUn(o) ∼= o×/{±1}.
Das Lemma zeigt auch, dass bis auf die beiden Fa¨lle mit Ausnahme-Einheiten stets Un(o) =
SUn(o) ist. Die Gruppe SU
ab
n (o) der abelschen Charaktere von SUn(o) la¨sst sich einfach
beschreiben (vergl. [15]): Im Fall ∆ ≡ 0 mod 4 bezeichne ℘ ⊂ o stets das Primideal mit ℘|2.
Konkret ist
℘ =
{
t ∈ o ∣∣ |t|2 ≡ 0 mod 2Z} = (2, ∆
4
+ ι˙
√
∆
2
)
.
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Dann gibt es einen nicht-trivialen Charakter ν℘ ∈ Uab2 (o) der Ordnung 2, definiert durch
ν℘ : U2(o)→ U2(o/℘) ∼= S6 Signum−−−−−→ {±1}.
Einen Isomorphismus von U2(o/℘) in die symmetrische Gruppe S6 erha¨lt man ganz analog
zum Siegelschen Fall [38] durch die Operation von U2(o) auf den sechs ungeraden Thetacha-
rakteristiken. Tatsa¨chlich ist ν℘ eine Fortsetzung des nicht-trivialen Charakters der Siegel-
schen Modulgruppe Sp2(Z) = U2(Z) auf U2(o). Die Restriktion von ν℘ auf SU2(o) und Sp2(Z)
bezeichnen wir ebenfalls mit ν℘. Nach [15, Th. 4.1] gilt dann
1.5 Lemma. Sei n ≥ 2. Dann gilt
SUabn (o) =
{
〈ν℘〉 ∼= C2, falls n = 2 und ∆ ≡ 0 mod 4,
{1}, falls n ≥ 3 oder ∆ ≡ 3 mod 4.
Ist ∆ 6≡ 0 mod 4Z, so setzen wir ν℘ := 1, um spa¨ter unno¨tige Fallunterscheidungen zu vermei-
den. Nur in den beiden Fa¨llen mit Ausnahme-Einheiten ist o× 6= {±1} und Un(o) 6= SUn(o).
In diesen Fa¨llen wird der Kern der Restriktion Uabn (o)→ SUabn (o) von der Determinante det
erzeugt. Daher kennt man auch in den Fa¨llen mit Ausnahme-Einheiten alle Charaktere von
Un(o):
1.6 Lemma. Sei n ≥ 2. Dann gilt
Uabn (o) =
{
〈ν℘, det〉 ∼= C2 × o×/{±1}, falls n = 2 und ∆ ≡ 0 mod 4,
〈det〉 ∼= o×/{±1}, falls n ≥ 3 oder ∆ ≡ 3 mod 4.
Im Fall ∆ ≡ 0 mod 4Z gilt fu¨r den Charakter ν℘ nach [53, (37)]
ν℘(J2) = 1,
ν℘(Trans(H)) = (−1)h1+h4+|h2|2 , H =
(
h1 h2
∗ h4
) ∈ Her2(o),(1.1)
ν℘(Rot(U)) = (−1)|1+u1+u4|2|1+u2+u3|2+|u1u4|2 , U = ( u1 u2u3 u4 ) ∈ GL2(o).
Insbesondere ist ν℘(Rot(U)) = (−1)|u|2 fu¨r U = ( ∗ u0 ∗ ) ∈ GL2(o) und ν℘(Rot ( 0 11 0 )) = −1.
Außerdem folgt (man beachte x ≡ x mod ℘ fu¨r alle x ∈ o und u ≡ 1 mod ℘ fu¨r alle u ∈ o×)
ν℘(M
tr) = ν℘(M) = ν℘(M), M ∈ U2(o),
ν℘(εI4) = 1, ε ∈ o×.
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Fu¨r M = ( A BC D ) ∈ Un(C) ist bekanntlich j(M,Z) := det(CZ + D) ein Automorphiefaktor,
d. h. j(M, · ) ∈ CHn ist eine globale Einheit und es gilt die Cozykel-Bedingung
j(M1M2, Z) = j(M1,M2 ·Z)j(M2, Z).
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Allgemeiner betrachtet man fu¨r eine Untergruppe Γ ⊂ Un(C) und k ∈ C Automorphiefak-
toren der Form α(M,Z) = µ(M)j(M,Z)k, wobei µ(M) ∈ C× fu¨r alle M ∈ Γ. Hier ist die
Potenz fu¨r k 6∈ Z definiert durch j(M, ι˙1)k = ek log(j(M,ι˙1)) (mit dem Hauptwert des Loga-
rithmus) und allgemein durch holomorphe Fortsetzung in dem einfach zusammenha¨ngenden
Gebiet Hn. In diesem Fall nennt man µ(M) ein Multiplikatorsystem vom Gewicht k zu Γ.
Fu¨r k ∈ Z ist ein Multiplikatorsystem vom Gewicht k zu Γ ein (abelscher) Charakter von Γ,
da in diesem Fall bereits j(M,Z)k ein Automorphiefaktor ist.
Aus [15] ist bekannt, dass Multiplikatorsysteme zu Un(o) und SUn(o) fu¨r n ≥ 2 immer ganzes
Gewicht k ∈ Z haben (dies liegt einfach daran, dass man in diesen Fa¨llen durch Restriktion
auf Spn(Z) × Hn(R) Multiplikatorsysteme zur Siegelschen Modulgruppe Spn(Z) erha¨lt, die
ihrerseits immer ganzes Gewicht haben [12]). Wir werden meist Multiplikatorsysteme ganzen
Gewichts betrachten, jedoch gelegentlich auch Multiplikatorsysteme halbganzen Gewichts,
vor allem spa¨ter im Zusammenhang mit (vektorwertigen) elliptischen Modulformen.
Jeder Automorphiefaktor α einer Untergruppe Γ ⊂ Un(C) fu¨hrt zu einer (Rechts-)Operation
von Γ auf CHn vermo¨ge (f,M) 7→ (Z 7→ α(M,Z)f(M ·Z)). Fu¨r f : Hn → C und M ∈ Un(C)
definieren wir
f kM(Z) := det(CZ +D)
−kf(M ·Z).(1.2)
Ist k ∈ Z, so ist also (M, f) 7→ f kM eine Operation von Un(C) auf CHn , die wir im Folgenden
die k-Operation nennen. (Im Allgemeinen ist (M, f) 7→ f kM jedoch keine Operation.) Wir
setzen nun
f Itr(Z) := f(Z
tr)(1.3)
und bestimmen, wie sich die Operation von Itr zur k-Operation von Un(C) auf CHn verha¨lt:
1.7 Lemma. Sei k ∈ Z. Dann gilt: Die k-Operation von Un(C) und die Operation von Itr
auf CHn genu¨gen der Vertauschungsrelation
(f Itr)kM = det(M)
−k(f kM)Itr.
Beweis: Sei M = ( A BC D ) ∈ Un(C). Dann ist zu zeigen:
det(CZ +D)−kf((M ·Z)tr) = det(M)−k det(CZtr +D)−kf(M ·(Ztr)).
Wegen Lemma 1.3 ist M·(Ztr) = (M·Z)tr. Daher genu¨gt es, det(CZ+D) = det(M) det(CZtr+
D) zu zeigen. Hier kann man sich wiederum auf die Erzeuger aus Lemma 1.2 zuru¨ckziehen,
denn gilt det(Ml)j(M l, Z
tr) = j(Ml, Z) fu¨r l ∈ {1, 2}, so folgt
det(M1M2)j(M1M2, Z
tr) = det(M1)j(M1,M2 · Ztr) det(M2)j(M2, Ztr)
= det(M1)j(M1, (M2 · Z)tr)j(M2, Z) = j(M1,M2 · Z)j(M2, Z) = j(M1M2, Z).
Fu¨r die Erzeuger Jn und Trans(H) ist die Behauptung direkt einsichtig. Fu¨r U ∈ GLn(C)
und M = Rot(U) gilt ferner det(M)j(M,Ztr) = det(U)−1 = j(M,Z).
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Als Involution hat Itr auf CHn die Eigenwerte±1. Wir nennen f : Hn → C ε-symmetrisch, falls
f Itr = εf (wir verwenden manchmal auch die Bezeichnung symmetrisch fu¨r 1-symmetrisch
und antisymmetrisch fu¨r (−1)-symmetrisch). Ferner setzen wir
f+ = 1
2
(f + f Itr) und f
− = 1
2
(f − f Itr)
und nennen f+ den symmetrischen und f− den antisymmetrischen Anteil von f . Offensicht-
lich ist f = f+ + f− und f 7→ f± die Projektion von f in die Eigenra¨ume von Itr (im Raum
CHn).
Ist a ⊂ o ein Ideal, so ist die Hauptkongruenzgruppe Un(o)[a] ⊂ Un(o) definiert durch
Un(o)[a] = {M ∈ Un(o) | M ≡ 1 mod a} .
Eine Untergruppe Γ ⊂ Un(K) ist eine Kongruenzgruppe, falls Un(o)[a] ⊂ Γ fu¨r ein Ideal a ⊂ o
endlichen Index in Γ hat. Z. B. ist die Kommutatorgruppe DUn(o) eine Kongruenzgruppe.
Ein Multiplikatorsystem ν zu Γ hat endliche Ordnung, falls ν = 1 auf einer Hauptkongru-
enzgruppe Un(o)[a] ⊂ Γ. Insbesondere haben alle Charaktere ν ∈ Uabn (o) in diesem Sinne
endliche Ordnung. Mit Un(o) ist auch jede Kongruenzgruppe Γ ⊂ Un(o) eine diskrete Unter-
gruppe von Un(C) und operiert eigentlich diskontinuierlich auf Hn. Daher kann man sinnvoll
definieren:
1.8 Definition. Sei Γ ⊂ Un(K) eine Kongruenzgruppe und ν : Γ → C× ein Multiplikator-
system vom Gewicht k ∈ Z mit endlicher Ordnung.
f : Hn → C ist eine Hermitesche Modulform vom Gewicht k zu Γ, falls gilt:
1) f ist holomorph auf Hn (und im Fall n = 1 zusa¨tzlich in allen Spitzen),
2) f(M ·Z) = ν(M)j(M,Z)kf(Z) fu¨r alle M ∈ Γ.
Der Vektorraum der Hermiteschen Modulformen mit Multiplikatorsystem ν vom Gewicht k
zu Γ wird mit [Γ, k, ν] bezeichnet.
Offensichtlich gibt es nicht-triviale Formen in [Γ, k, ν] nur dann, wenn fu¨r alle ε ∈ C× mit
ε12n ∈ Γ
ν(ε12n) det(ε1n)
k = ν(ε12n)ε
nk = 1(1.4)
gilt. Der Fall n = 1 fu¨hrt wegen U1(o) = o
× · SL2(Z) im Wesentlichen unabha¨ngig von ∆ auf
die Theorie der elliptischen Modulformen auf H1 zu Kongruenzgruppen von SL2(Z).
Eine Hermitesche Modulform f ∈ [Γ, k, ν] hat nach [7] fu¨r jedes R ∈ Un(K) eine Fourier-
Entwicklung der Form
f kR(Z) =
∑
0≤T∈Λn
α(T,R)e2piι˙ Spur(TZ)/b,(1.5)
wobei b ∈ Q von f undM abha¨ngt und Λn := Hern(o)] das duale Gitter von Hern(o) bezu¨glich
der Spurform ist (also explizit Λn = {H ∈ Hern(C) | Spur(TH) ∈ Z fu¨r alle T ∈ Hern(o)}).
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Die Einschra¨nkung auf positiv semi-definite T in der Summation ist eine Folge des Koecher-
Effektes. Insbesondere ist unter den genannten Voraussetzungen der Siegelsche Φ-Operator
fΦ(Zn−1) := lim
y→∞
f
(
Zn−1 0
0 ι˙y
)
, Zn−1 ∈ Hn−1
wohldefiniert. Dabei ist dann fΦ eine Hermitesche Modulform vom Gewicht k zur Kongru-
enzgruppe {M ∈ Un−1(K) | M × 1 ∈ Γ} mit einem gewissen Multiplikatorsystem.
1.9 Definition. f ∈ [Γ, k, ν] ist eine (Hermitesche) Spitzenform, falls fu¨r alle R ∈ Un(K)
gilt
f kRΦ = 0.(1.6)
Der Unterraum der Spitzenformen in [Γ, k, ν] wird mit [Γ, k, ν]0 bezeichnet.
Tatsa¨chlich ist es nach [8, Lem. 1] ausreichend, (1.6) nur fu¨r endlich viele geeignet gewa¨hlte
Matrizen der Form R = M Rot(U) mit M ∈ Un(o) und ganzem U ∈ GLn(K) zu fordern.
Es gibt also in jedem Fall nur endlich viele Spitzenbedingungen. Die effektive Anzahl ha¨ngt
neben der Stufe von Γ von der Klassenzahl des Ko¨rpers K ab. Aus [7] ist allgemein der
folgende Basissatz bekannt:
1.10 Satz. Ist Γ ⊂ Un(K) eine Kongruenzgruppe, ν ∈ Γab und k ∈ Z, so ist dim[Γ, k, ν] <
∞. Genauer gilt fu¨r k ≤ 0
[Γ, k, ν] =
{
0, falls k < 0 oder k = 0 und zugleich ν 6= 1,
C, falls k = 0 und ν = 1.
Unser Interesse gilt im Weiteren Hermiteschen Modulformen vom Grad n = 2 zur speziel-
len Modulgruppe SU2(o) bzw. in den Fa¨llen mit Ausnahme-Einheiten auch U2(o), jeweils
mit beliebigen Multiplikatorsystemen. Wie bereits bemerkt ist unter diesen Voraussetzungen
das Gewicht k ganzzahlig und Multiplikatorsysteme sind jeweils abelsche Charaktere der zu-
grunde liegenden Gruppe. Fu¨r n = 2 und Γ = U2(o) bzw. Γ = SU2(o) ist die notwendige
Bedingung (1.4) dann im Fall ∆ > 4 fu¨r alle k ∈ Z und ν ∈ Γab erfu¨llt. In den Fa¨llen mit
Ausnahme-Einheiten ergibt sich dagegen, dass die folgenden Relationen erfu¨llt sein mu¨ssen:
k ≡ 0 mod 2Z, falls ∆ = 4,(1.7)
k ≡ j mod 3Z, falls ∆ = 3 und ν = detj ∈ Γab.(1.8)
Bezeichne 1 6= γ ∈ Aut(C/R) die komplexe Konjugation, die wir elementweise auf Cn×n
fortsetzen. Ist Γ ⊂ Un(o) eine Kongruenzgruppe und f ∈ [Γ, k, ν], so gilt f Itr ∈ [γ(Γ), k, (ν ◦
γ) det−k] nach Lemma 1.7. Ist Γ konjugationsstabil, also γ(Γ) = Γ, und (ν ◦ γ) det−k = ν,
so zerlegt die Operation von Itr den Raum [Γ, k, ν] in einen symmetrischen Anteil [Γ, k, ν]
+1
und einen antisymmetrischen Anteil [Γ, k, ν]−1. Man beachte, dass wir im Fall n = 2 und
Γ = Un(o) bzw. Γ = SUn(o) wegen (1.7) und (1.8) ohne Einschra¨nkung davon ausgehen
ko¨nnen, dass die Bedingung (ν ◦ γ) det−k = ν erfu¨llt ist.
1.2 Hermitesche Modulformen, insbesondere zweiten Grades 9
Ist Γ ⊂ Un(o) eine Kongruenzgruppe, so ko¨nnen wir jede Modulform f ∈ [Γ, k, ν] als Modul-
form zur Kommutatorgruppe DΓ von Γ mit trivialem Multiplikatorsystem auffassen, denn es
ist DΓ ⊂ Kern(ν). Andererseits operiert Γ/DΓ auf [DΓ, k, 1] vermo¨ge f 7→ f kM als Gruppe
kommutierender Operatoren. Also zerlegt sich [DΓ, k, 1] in die Eigenra¨ume dieser Operatoren,
d. h.
[DΓ, k, 1] =
⊕
ν∈Γab
[Γ, k, ν].
Die Projektoren in die Ra¨ume [Γ, k, ν] sind gegeben durch f 7→ 1
]Γab
∑
M :Γ/DΓ
ν(M)−1f kM .
1.11 Lemma. Sei k ∈ Z, Γ ⊂ Un(o) eine konjugationsstabile Kongruenzgruppe und (ν ◦
γ) det−k = ν fu¨r alle ν ∈ Γab, die die notwendige Bedingung (1.4) erfu¨llen. Dann vertauschen
die Operationen von Γab und Itr auf [DΓ, k, 1]. Insbesondere zerlegt sich [DΓ, k, 1] simultan
in die Eigenra¨ume dieser Operatoren, also
[DΓ, k, 1] =
⊕
ν∈Γab, ε∈{±1}
[Γ, k, ν]ε
(wobei in der Summe nicht-triviale Beitra¨ge ho¨chstens von denjenigen ν ∈ Γab herkommen,
die (1.4) erfu¨llen).
Insbesondere sind die Voraussetzungen im Lemma 1.11 fu¨r Γ = SUn(o) und Γ = Un(o) erfu¨llt,
d. h. die k-Operation von Un(o) vertauscht mit der Operation von Itr auf [DU2(o), k, 1] und
es gilt (beachte DU2(o) = DSU2(o))
[DU2(o), k, 1] =
⊕
ν∈SUab2 (o), ε∈{±1}
[SU2(o), k, ν]
ε =
⊕
ν∈Uab2 (o), ε∈{±1}
[U2(o), k, ν]
ε.
Neben DU2(o) definieren wir im Fall ∆ ≡ 0 mod 4 noch folgende Untergruppen von U2(o):
U+2 (o) := Kern(ν℘) und SU
+
2 (o) := Kern(ν℘) ∩ SU2(o) = DU2(o).
Nur fu¨r ∆ = 4 sind die Gruppen SU+2 (o), U
+
2 (o), SU2(o) und U2(o) tatsa¨chlich alle verschie-
den.
Fu¨r f1 ∈ [Γ, k1, ν1]ε1 und f2 ∈ [Γ, k2, ν2]ε2 ist f1f2 ∈ [Γ, k1 + k2, ν1ν2]ε1ε2 . Daher tragen die
restringierten formalen Summen
[Γ, nZ, 1] :=
⊕
k∈nZ
[Γ, k, 1] und [Γ, nZ, 1]+1 :=
⊕
k∈nZ
[Γ, k, 1]+1
die Struktur graduierter Ringe (wenn die Charaktere νk die Relationen νkνl = νk+l erfu¨llen,
kann man allgemeiner graduierte Ringe der Form
⊕
k∈nZ[Γ, k, νk] betrachten). Beispielsweise
ist
[DU2(o),Z, 1] =
⊕
k∈Z
[DU2(o), k, 1] =
⊕
k∈Z
⊕
ν∈Uab2 (o), ε∈{±1}
[U2(o), k, ν]
ε
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der Ring der Hermiteschen Modulformen mit beliebigem Multiplikatorsystem,
[DU2(o),Z, 1]+1 =
⊕
k∈Z
[DU2(o), k, 1]
+1 =
⊕
k∈Z
⊕
ν∈Uab2 (o)
[U2(o), k, ν]
+1
der Ring der symmetrischen Hermiteschen Modulformen mit beliebigem Multiplikatorsystem
und
[U2(o), 2Z, 1]+1 =
⊕
k∈2Z
[U2(o), k, 1]
+1
der Ring der symmetrischen Hermiteschen Modulformen geraden Gewichts mit trivialem
Multiplikatorsystem. Im Fall ∆ = 4 hat Freitag [20] Erzeuger fu¨r [U2(o), 2Z, 1]+1 bestimmt.
Ziel dieser Arbeit ist, diese Ergebnisse in beispielhaften Fa¨llen zu verallgemeinern (siehe
Kapitel 6).
Im letzten Teil dieses Abschnitts stellen wir einige bekannte bzw. einfache Tatsachen u¨ber
Hermitesche Modulformen zusammen. Manche Aussagen gelten entsprechend fu¨r Formen von
beliebigem Grad n ≥ 2. Da wesentliche Hilfsmittel in den na¨chsten Kapiteln (wie Maaß-Lift
und Borcherds-Produkte) aber nur im Fall n = 2 zur Verfu¨gung stehen, beschra¨nken wir uns
schon jetzt auf Formen zweiten Grades. Dann existiert im Fall ∆ ≡ 0 mod 4 insbesondere
(genau) ein nicht-triviales Multiplikatorsystem fu¨r SU2(o). Im Wesentlichen dient dieser Ab-
schnitt daher dem Zweck, die fu¨r Modulformen mit trivialem Multiplikatorsystem bekannten
Ergebnisse auf diesen neuen Fall zu u¨bertragen. Der Vollsta¨ndigkeit halber werden wir die Er-
gebnisse auch fu¨r das triviale Multiplikatorsystem mit aufnehmen. Wenn daher im Folgenden
das Multiplikatorsystem als nicht-trivial angenommen wird, ist implizit stets ∆ ≡ 0 mod 4
vorausgesetzt.
Fu¨r f ∈ [SU2(o), k, ν] gilt f(Z +H) = ν(Trans(H))f(Z) fu¨r alle H ∈ Her2(o). Wir setzen
Her2(o, ν) := {H ∈ Her2(o) | ν(Trans(H)) = 1}
und
Λ(ν) := Her2(o, ν)
] = {H ∈ Her2(C) | Spur(TH) ∈ Z fu¨r alle T ∈ Her2(o, ν)} .
Das Dual ist hier also bezu¨glich der Spurform zu nehmen. Wir setzen ferner Λ = Λ(1). In
der Notation wie auf Seite 7 ist also Λ = Λ2. Explizit ist fu¨r die Charaktere von SU2(o)
Λ(1) =
{( t1 t2
t2 t4
) ∈ Her2(K) ∣∣ t1, t4 ∈ Z und t2 ∈ o]} ,
Λ(ν℘) =
{( t1 t2
t2 t4
) ∈ Her2(K) ∣∣ t1, t4 ∈ 12Z, t2 ∈ ℘] mit t1 + t4 ∈ Z und ∆ |t2|2 ≡ t1 mod Z} .
Hier ist ℘] = {y ∈ K | 2<(xy) ∈ Z fu¨r alle x ∈ ℘} das Dual von ℘ bezu¨glich der der Norm-
form zugeordneten Bilinearform (wie auf Seite 4).
Λ ist ein Untergitter in Λ(ν℘) vom Index 2, denn ν℘ ist ein Charakter der Ordnung 2. Fu¨r
m ∈ 1
2
+N0 bezeichne λm im Folgenden stets einen Vertreter der nicht-trivialen Nebenklasse
Λ(ν℘)−Λ von Λ(ν℘)/Λ und αm stets einen Vertreter der nicht-trivialen Nebenklasse ℘] − o]
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von ℘]/o] (die zuna¨chst ungewo¨hnliche Indizierung mit m ∈ 1
2
+ N0 wird sich spa¨ter im
Zusammenhang mit Jacobi-Formen als nu¨tzlich erweisen). Es ist also Λ(ν℘) = Λ ∪ (λm + Λ)
und ℘] = o]∪(αm+o]). Um auch in den Fa¨llen mit trivialem Multiplikatorsystem einheitliche
Notationen verwenden zu ko¨nnen, bezeichnen wir ferner fu¨r m ∈ N mit αm bzw. λm Vertreter
der trivialen Nebenklasse o]/o] bzw. Λ/Λ. Explizit kann man αm bzw. λm beispielsweise
wa¨hlen als
αm =

0, falls m ∈ N,
1
4
, falls m ∈ 1
2
+ N0 und ∆/4 ≡ 2 mod 4,
1+ι˙
√
∆/2
4
, falls m ∈ 1
2
+ N0 und ∆/4 ≡ 1 mod 4,
(1.9)
λm =
0, falls m ∈ N,( 1/2 αm
αm 1/2
)
, falls m ∈ 1
2
+ N0.
(1.10)
Wichtige Eigenschaften von αm bzw. λm im Fall m ∈ 12 + N0 sind:
2αm ∈ o],(1.11)
1
2
|t|2 ± 2<(αmt) ≡ 0 mod Z fu¨r alle t ∈ o,(1.12)
∆ |αm|2 ∈ 12 + N0.(1.13)
Nach einer festen Wahl von m ∈ 1
2
N schreiben wir im Folgenden oft auch einfach α statt αm
bzw. λ statt λm.
Die Fourier-Entwicklung von f ∈ [SU2(o), k, ν] gema¨ß (1.5) ko¨nnen wir nun auch in der Form
f(Z) =
∑
0≤T∈Λ(ν)
α(T )e2piι˙ Spur(TZ)(1.14)
schreiben. Wenn die Abha¨ngigkeit der Fourier-Koeffizienten α(T ) von f hervorgehoben wer-
den soll, so schreiben wir statt α(T ) auch αf (T ). Fu¨r Charaktere ν 6= 1 verschwinden notwen-
digerweise
”
viele“ der Koeffizienten αf (T ), denn es ist e
2piι˙ Spur(TH)α(T ) = ν(Trans (H))α(T )
fu¨r alle H ∈ Her2(o). Daher erha¨lt man allgemein
1.12 Lemma. Sei ν ∈ SUab2 (o) und 0 ≤ m ∈ 12Z mit ν(Trans ( 1 00 0 )) = e2piι˙m. Dann hat
f ∈ [SU2(o), k, ν] eine Fourier-Entwicklung
f(Z) =
∑
0≤T∈λm+Λ
α(T )e2piι˙ Spur(TZ).
Ist insbesondere ν 6= 1, so ist [SU2(o), k, ν] = [SU2(o), k, ν]0, d. h. [SU2(o), k, ν℘] entha¨lt nur
Spitzenformen.
Beweis: Im Fall ν = 1 ist dies wohlbekannt.
Sei nun ν = ν℘ 6= 1 und m = 12 . Dann verschwinden die Fourier-Koeffizienten α(T ) zu T ∈ Λ,
da e2piι˙ Spur(TH) = 1 6= −1 = ν(Trans(H)) z. B. fu¨r H = ( 0 11 0 ) ∈ Her2(o). Also hat die Fourier-
Entwicklung (1.14) die Form wie im Lemma. Fu¨r T =
(
t1 t2∗ t4
) ∈ λ1/2 +Λ mit T ≥ 0 gilt jedoch
bereits T > 0, denn dann ist t1 ≥ 0 und t1 ≡ 12 mod Z, also t1 > 0, sowie det(T ) ≥ 0 und
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det(T ) ≡ − |αm|2 ≡ 12∆ mod 1∆Z (denn fu¨r t2 ∈ αm + o] ist |t2|2 ≡ |αm|2 mod 1∆Z), also auch
det(T ) > 0. Die genauere Beschreibung der Spitzenbedingungen nach Definition 1.9 zeigt
jedoch, das nur die Koeffizienten α(T ) mit T ∈ λm + Λ, T ≥ 0 und det(T ) = 0 u¨berhaupt zu
f kRΦ beitragen ko¨nnen.
Auch das Transformationsverhalten unter den Rotationen fu¨hrt wie u¨blich zu Relationen
unter den Fourier-Koeffizienten einer Hermiteschen Modulform. Dies ist im na¨chsten Teilab-
schnitt wichtig fu¨r die Transformationseigenschaften der Fourier-Jacobi-Formen.
1.13 Lemma. Sei ν ∈ Uab2 (o) und 0 ≤ m ∈ 12Z mit ν(Trans ( 1 00 0 )) = e2piι˙m. Sind dann α(T ),
0 ≤ T ∈ λm + Λ, die Fourier-Koeffizienten von f ∈ [SU2(o), k, ν], so gilt fu¨r alle U ∈ GL2(o)
α(T [U ]) = det(U)kν(Rot(U−tr))α(T ).
Beweis: Fu¨r f ∈ [SU2(o), k, ν] und U ∈ GL2(o) ist
det(U)kf(Z[U ]) = f k Rot (U)(Z) = ν(Rot (U))f(Z).
Beru¨cksichtigt man nun, dass T 7→ U−1TU−tr fu¨r alle U ∈ GL2(o) eine Bijektion von λm + Λ
ist, so folgt aus einem Vergleich der Fourier-Entwicklungen auf beiden Seiten
det(U)kα(T [U−tr]) = ν(Rot (U))α(T ).
Ersetzt man nun in dieser Gleichung U durch U−tr, so ergibt sich die Behauptung.
1.3 Hermitesche Jacobi-Formen und Thetareihen
Wir schreiben Z ∈ H2 stets als Z = ( τ zw τ∗ ). Wie beispielsweise in [49] oder [33] ausgefu¨hrt,
erha¨lt man aus f ∈ [U2(o), k, 1] durch Fourier-Jacobi-Entwicklung
f(Z) =
∑
m∈N0
ϕm(τ, z, w)e
2piι˙mτ∗
Hermitesche Jacobi-Formen ϕm, m ∈ N0, auf H1×C2. Explizit ist also
ϕm(τ, z, w) =
∑
0≤T=
(
l t
t m
)
∈Λ
α(T )e2piι˙(lτ+tw+tz).
Wir nennen ϕm die Jacobi-Form vom Index m zu f . In diesem Abschnitt werden entspre-
chende Jacobi-Formen zu f ∈ [U2(o), k, ν℘] untersucht. Sei also f ∈ [U2(o), k, ν℘]. Dann ist
f(Z) =
∑
m∈ 1
2
+N0
ϕm(τ, z, w)e
2piι˙mτ∗
mit ϕm : H1×C2 → C, m ∈ 12 + N0, definiert durch
ϕm(τ, z, w) :=
∑
0≤T=
(
l t
t m
)
∈λm+Λ
α(T )e2piι˙(lτ+tw+tz).
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Analog zu den bisher untersuchten Fa¨llen mit trivialem Multiplikatorsystem nennen wir ϕm
die Jacobi-Form vom Index m zu f . Der Index ist in diesem Fall also halbganz.
Vermo¨ge der Einbettung U1(o) ↪→ U2(o), M 7→M×12, induziert jeder Charakter ν ∈ Uab2 (o)
einen Charakter ν∗ ∈ Uab1 (o), definiert durch ν∗(M) := ν(M × 12). Fu¨r ν℘ gilt speziell
ν∗℘ ( 1 10 1 ) = ν
∗
℘ (
0 −1
1 0 ) = −1
(man beachte, dass J ≡ T 9 mod DSL2(Z)). ν∗℘ ist hierdurch auf SU1(o) = SL2(Z) eindeutig
bestimmt. Im Fall ∆ = 4 ist ferner ν∗℘ ( ι˙ 00 ι˙ ) = 1 und det
∗ ( ι˙ 00 ι˙ ) = −1 = det ( ι˙ 00 ι˙ ), also
det∗ = det.
Bekanntlich lassen sich (Hermitesche) Jacobi-Formen auf verschiedene Weisen definieren [33,
Absch. 1]. Wir geben eine Definition, die fu¨r unsere Zwecke (Anwendungen auf Hermitesche
Modulformen) besonders geeignet ist. Dazu beno¨tigen wir folgende parabolische Untergruppe
von U2(o):
Γ∞ :=
{
M ∈ U2(o)
∣∣M = ( ∗
0 0 0 1
)}
.
Ferner definieren wir fu¨r eine Funktion ϕ : H1×C2 → C und 0 < m ∈ Q die Funktion
ϕ∗m : H2 → C durch ϕ∗m ( τ zw τ∗ ) := e2piι˙mτ∗ϕ(τ, z, w).
1.14 Definition. Sei ν∗ ∈ Γab∞ ein Charakter von Γ∞. Eine Hermitesche Jacobi-Formen vom
Gewicht k ∈ Z, Index 0 < m ∈ Q zu ν∗ ist eine holomorphe Funktion ϕ : H1×C2 → C mit
ϕ∗mkM = ν
∗(M)ϕ∗m, fu¨r alle M ∈ Γ∞ und(J1)
ϕ hat eine Fourier-Entwicklung ϕ(τ, z, w) =
∑
n∈Q,
n≥0
∑
t∈K,
|t|2≤mn
αϕ(n, t)e
2piι˙(nτ+tw+tz).(J2)
Gilt in (J2) sogar αϕ(n, t) = 0, falls |t|2 = mn, so ist ϕ eine Spitzenform.
Ist ϕ(τ, w, z) = εϕ(τ, z, w) fu¨r ein ε ∈ {±1} und alle (τ, z, w) ∈ H1×C2, so nennen wir ϕ
ε-symmetrisch.
Beispiele fu¨r Hermitesche Jacobi-Formen vom Gewicht k mit Charakter ν∗ im Sinne von
Definition 1.14 sind die einer Hermiteschen Modulform f ∈ [U2(o), k, ν] oben zugeordneten
Jacobi-Formen ϕm. Man beachte jedoch, dass man auf diese Art nur Jacobi-Formen zu den
vergleichsweise speziellen Charakteren ν∗ = νΓ∞ mit ν ∈ Uab2 (o) erha¨lt. Die Gruppe Γab∞ ist
offensichtlich reichhaltiger: Definiert man HC(o) = { [u, v, w] | u, v ∈ o, w − uv ∈ Z} mit dem
Produkt [u, v, w][u′, v′, w′] = [u+ u′, v + v′, w + w′ + uv′ − vu′], so ist vermo¨ge
[u, v, w] 7→ Rot ( 1 u0 1 ) Trans ( 0 vv w−uv ) =
(
1 0 0 v
u 1 v w
0 0 1 −u
0 0 0 1
)
eine Einbettung HC(o) ↪→ Γ∞ gegeben. Dann ist Γ∞ das semidirekte Produkt von U1(o)× 1
und HC(o), wobei wir HC(o) vermo¨ge der eben angegebenen Einbettung als Untergruppe
von Γ∞ auffassen. Also gilt Γ∞ ∼= U1(o) n HC(o). Insbesondere ko¨nnen wir die Charaktere
von U1(o) auch als Charaktere von Γ∞ auffassen, indem man sie trivial auf den Heisenberg-
Anteil HC(o) fortsetzt. Offensichtlich ist U
ab
1 (o)
∼= o×/{±1} × SLab2 (Z) ∼= o×/{±1} × C12.
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Erzeuger von Uab1 (o) sind z. B. die Determinante det und der Charakter χη, definiert durch
χη(εM) = εν
2
η(M) fu¨r ε ∈ o× und M ∈ SL2(Z), wobei νη das Multiplikatorsystem der
Dedekindschen η-Funktion ist. Im Fall ∆ ≡ 0 mod 4Z findet man durch die Restriktion
von ν℘ auf Γ∞ einen zusa¨tzlichen Charakter von Γ∞, der auch auf dem Heisenberg-Anteil
nicht-trivial ist. Tatsa¨chlich erzeugen diese Charaktere bereits Γab∞, denn man findet durch
Berechnung einiger Kommutatoren
1.15 Satz. Γab∞ ∼=
{
o×/{±1} × C12, falls ∆ ≡ 3 mod 4Z,
o×/{±1} × C12 × C2, falls ∆ ≡ 0 mod 4Z.
Insbesondere haben Jacobi-Formen immer halbganzen Index und im Fall ∆ ≡ 3 mod 4Z
sogar immer ganzen Index.
Wir interessieren uns speziell fu¨r Jacobi-Formen zu Charakteren ν∗ ∈ Γab∞, die sich zu Cha-
rakteren von U2(o) fortsetzen lassen. Die fraglichen Charaktere sind von der Form det
j bzw.
detj ν℘ und jeweils eindeutig zu Charakteren von U2(o) fortsetzbar. Im Wesentlichen, d. h. bis
auf die Fa¨lle mit Ausnahme-Einheiten, gibt es also nur in den Fa¨llen mit ∆ ≡ 0 mod 4Z einen
solchen nicht-trivialen Charakter. Im Weiteren wird es nun darum gehen, die fu¨r triviale Cha-
raktere bekannten Zusammenha¨nge mit vektorwertigen Modulformen auch fu¨r nicht-triviale
Charaktere zu formulieren. Dazu fu¨hren wir zuna¨chst noch folgende Notation ein:
1.16 Definition. Sei k ∈ Z und m ∈ 1
2
Z. Fu¨r eine Funktion ϕ : H1×C2 → C, εM ∈ U1(C)
mit M ∈ SL2(R) und [u, v, x] ∈ HC(C) werden die Funktionen ϕk,m[εM ] und ϕm[u, v, x] auf
H1×C2 definiert durch
e2piι˙mτ
∗
ϕk,m[εM ](τ, z, w) := ϕ
∗
mk ((εM)× 1) ( τ zw τ∗ ) ,
e2piι˙mτ
∗
ϕm[u, v, x](τ, z, w) := ϕ
∗
mk (Rot (
1 u
0 1 ) Trans (
0 v
v x−uv )) (
τ z
w τ∗ ) .
Vermo¨ge ϕ 7→ ϕk,m[εM ] operiert die Gruppe S1 ·SL2(R) auf den Funktionen CH1×C
2
. Explizit
erha¨lt man fu¨r ϕk,m[εM ] die Formel
ϕk,m[εM ](τ, z, w) = ε
−k(cτ + d)−ke−2piι˙m
czw
cτ+dϕ
(
M ·τ, εz
cτ+d
, εw
cτ+d
)
.
Ebenso operiert die Gruppe HC(C) vermo¨ge ϕ 7→ ϕm[u, v, w] auf den Funktionen CH1×C
2
,
was fu¨r uns aber weniger entscheidend ist. Der Vollsta¨ndigkeit halber notieren wir auch fu¨r
ϕm[u, v, x] die explizite Formel
ϕm[u, v, x](τ, z, w) = e
2piι˙m(|u|2τ+uz+uw+x)ϕ(τ, z + uτ + v, w + uτ + v) .
Wir kommen nun zur Theta-Korrespondenz im Falle eines nicht-trivialen Charakters der
Form χ = detj ν∗℘. Sei also ϕm eine Jacobi-Formen vom Gewicht k, Index m ∈ 12 + N0 zu
detj ν∗℘. Dann gilt insbesondere
ϕm(τ, z + h,w + h) = (−1)|h|2ϕm(τ, z, w) fu¨r alle h ∈ o,
ϕm(τ + h, z, w) = (−1)hϕm(τ, z, w) fu¨r alle h ∈ Z.
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Dies ergibt eine Fourier-Entwicklung
ϕm(τ, z, w) =
∑
n∈ 1
2
+N0
∑
t∈αm+o],
|t|2≤mn
αϕ(n, t)e
2piι˙(nτ+tw+tz).
Mit Hilfe der Gleichung
ϕm(τ, z + uτ, w + uτ)e
2piι˙m(|u|2τ+uw+uz) = (−1)|u|2ϕm(τ, z, w) fu¨r alle u ∈ o(1.15)
folgt fu¨r die Koeffizienten αϕ(n, t) die Gleichung
αϕ(n, t+mu) = (−1)|u|2αϕ(n− tu− tu−m |u|2 , t) fu¨r alle t ∈ αm + o], u ∈ o.(1.16)
Beachtet man nun, dass |u|2 ≡ 4<(αu) mod 2Z fu¨r alle u ∈ o, so ist also e4piι˙<(αt)/mαϕ(n, t)
nur von t+mo und mn− |t|2 abha¨ngig. Mit dieser Gleichung wird die Fourier-Entwicklung
von ϕm nun folgendermaßen umgeordnet:
ϕm(τ, z, w) =
∑
s∈α+o]/mo
∑
n∈ 1
2
+N0
∑
t≡s mod mo,
|t|2≤mn
αϕ(n, s+m
t− s
m
)e2piι˙(nτ+tw+tz)
=
∑
s∈α+o]/mo
∑
t≡s mod mo
(−1)|t−s|2/m2e2piι˙(|t|2τ/m+tw+tz)
∑
n∈ 1
2
+N0, |t|2≤mn
αϕ(n− |t|2 /m+ |s|2 /m, s)e2piι˙(n−|t|2/m)τ
=
∑
s∈α+o]/mo
( ∑
t≡s mod mo
e2piι˙(|t|
2τ/m+tw+tz+2<(αt)/m)
)
( ∑
n≡ 1
2
− |s|2
m
mod Z, n≥0
e−4piι˙<(αs)/mαϕ(n+ |s|2 /m, s)e2piι˙nτ
)
.
(1.17)
Hier ist wieder zu beachten, dass |u|2 ≡ 4<(αu) mod 2Z fu¨r alle u ∈ o und |t|2 /m ≡
|s|2 /m mod Z fu¨r alle t, s ∈ α+ o] mit t ≡ s mod mo. Die Reihen in den Klammern ha¨ngen
tatsa¨chlich jeweils nur von s+mo, und nicht von s ab. Jedoch sind beide Klammern abha¨ngig
von der Wahl von α. Die hier auftretenden Funktionen
ϑm,s,α(τ, z, w) :=
∑
t≡s mod mo
e2piι˙(|t|
2τ/m+tw+tz+2<(αt)/m)(1.18)
fu¨r (m, s) ∈ (1
2
+ N0)× (αm + o]) sind spezielle Thetareihen. Fu¨r α, α′ ∈ ℘] − o] ist
ϑm,s,α′ = e
4piι˙<((α′−α)s)/mϑm,s,α.
Daher wa¨re zwar e−4piι˙<(αs)/mϑm,s,α unabha¨ngig von der Wahl von α, aber dann seinerseits
keine Funktion von s ∈ (℘] − o])/mo. Im Zusammenhang mit Hermiteschen Jacobi-Formen
kamen analoge Thetareihen bereits in [33] und im Fall m = 1 auch in [49] vor. Ist (m, s) ∈
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N×o] und ϑm,s eine Thetareihen wie in [33, Absch. 4], so ergibt sich aus der Definition (1.18)
der Zusammenhang
ϑm,s,α(τ, z, w) = e
4piι˙<(αs)/mϑm,s(τ, w, z).
Setzt man also fu¨r f ∈ CH1×C2 allgemein f tr(τ, z, w) := f(τ, w, z), so stimmen im Fall m ∈ N
die Thetareihen ϑm,s,α mit den ”
transponierten“ Thetareihen ϑtrm,s aus [33] u¨berein, wenn
man in diesem Fall den Vertreter speziell als α = 0 wa¨hlt. In [33] wurde fu¨r ein Gitter Λ ⊂ C,
Q > 0 und r, σ, s ∈ C sowie (τ, z, w) ∈ H1×C2 ferner die allgemeinere Thetareihe
ΘQ,r,σ,Λ,s(τ, w, z) =
∑
t≡s mod Λ
epiι˙(Q|t|
2τ+rQtw+tQrz+2<(σt))
eingefu¨hrt. Mit den Notationen aus [33] ist im Fall m ∈ 1
2
+ N0 also
ϑm,s,α(τ, z, w) = Θ
tr
2
m
,m,2α/m,mo,s
(τ, z, w) = ϑtr2m,2s(τ/2, (z + α/m)/2, (w + α/m)/2).
Hier ist ϑ2m,2s wegen (2m, 2s) ∈ N × o] dann eine Thetareihe aus [33]. Man verifiziert fu¨r
M = ( a bc d ) ∈ SL2(R) und M˜ =
(
a b/2
2c d
)
unmittelbar
ϑm,s,αk,m[M ](τ, z, w)
= e2piι˙c|α|
2 d−2
m ϑtr2m,2sk,2m
[
M˜
]
2m
[
c
α
m
,
d− 1
2
α
m
, 0
]
(
τ
2
,
z + α
m
2
,
w + α
m
2
).
(1.19)
Daher kann man die Ergebnisse aus [33] u¨ber die Thetareihen ϑm,s mit (m, s) ∈ N× o] nun
leicht auf den neuen Fall u¨bertragen und erha¨lt so zuna¨chst
1.17 Lemma. Fu¨r (m, s) ∈ 1
2
N× (α + o]) gilt
ϑm,s,α1,m[ε12] = εe
4piι˙<(α(1−ε)s)/mϑm,εs,α, ε ∈ o×,(1.20)
ϑm,s,α1,m[T ] = e
2piι˙|s|2/mϑm,s,α,(1.21)
ϑm,s,α1,m[J ] =
−ι˙
m
√
∆
e4piι˙<(αs)/m
∑
s′∈α+o]/mo
e−4piι˙<(ss
′)/me−4piι˙<(αs
′)/mϑm,s′,α.(1.22)
Beweis: Im Fall m ∈ N folgt dies (bis auf eine U¨bergang von ϑm,s zu ϑtrm,s) aus [33, Kor.
4.4]. Wir beschra¨nken uns daher auf den Fall m ∈ 1
2
+ N0.
Zuna¨chst erha¨lt man ϑm,s,α1,m[ε12] (τ, z, w) = εϑm,s,α(τ, εz, εw) direkt aus der Definition. Nun
gilt
ϑm,s,α(τ, εz, εw) =
∑
t≡s mod mo
e2piι˙(|t|
2τ/m+tεw+tεz+2<(αt)/m)
=
∑
t≡εs mod mo
e2piι˙(|t|
2τ/m+tw+tz+2<(αt)/m+2<(α(ε−1)t)/m)
=
∑
t≡εs mod mo
e2piι˙(|t|
2τ/m+tw+tz+2<(αt)/m+2<(α(1−ε)s)/m)
= e4piι˙<(α(1−ε)s)/mϑm,εs,α(τ, z, w),
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denn wegen ε−1 ∈ ℘ ist fu¨r t ≡ εs mod mo bereits 2<(α(ε−1)t)/m ≡ 2<(α(1−ε)s)/m mod
Z. Dies beweist (1.20).
(1.21) folgt aus ϑm,s,α1,m[(
1 1
0 1 )] (τ, z, w) = ϑm,s,α(τ + 1, z, w) und der Tatsache, dass fu¨r m ∈
1
2
+ N0 und s, t ∈ α + o] mit t ≡ s mod mo stets |t|2 /m ≡ |s|2 /m mod Z ist.
(1.22) ergibt sich im Wesentlichen aus [33, Satz 4.2]: Zuna¨chst ist
ϑm,s,α1,m[(
0 1−1 0 )] (τ, z, w) = Θ
tr
2
m
,m, 2
m
α,mo,s1,m
[( 0 1−1 0 )] (τ, z, w)
=
ι˙m
2 vol(mo)
e4piι˙<(αs)/mΘtrm
2
,2,s, 2
m
o],− 2
m
α
(τ, z, w) =
ι˙
m
√
∆
e4piι˙<(αs)/mΘtr2
m
,m, 2
m
s,o],−α(τ, z, w)
=
ι˙
m
√
∆
e4piι˙<(αs)/m
∑
s′:−α+o]/mo
∑
t≡s′ mod mo
e4piι˙(<((s−α)s
′)+<((s−α)(t−s′)))/me2piι˙(|t|
2τ/m+tw+tz+2<(αt))
=
ι˙
m
√
∆
e4piι˙<(αs)/m
∑
s′:α+o]/mo
e4piι˙<((s−α)s
′)/mϑm,s′,α(τ, z, w).
Hier ist −α + o] = α + o] sowie e4piι˙<((s−α)(t−s′))/m = 1 fu¨r s ∈ α + o] und t ∈ s′ + mo zu
beachten. Auf diese Gleichung operiert man nun mit −1 und verwendet (1.20).
Im Folgenden werden weitere wichtige Eigenschaften der Thetareihen beschrieben.
1.18 Lemma. Fu¨r (m, s) ∈ 1
2
N× (α + o]) gilt
ϑm,s,α(τ, w, z) = e
4piι˙<((α−α)s)/mϑm,s,α(τ, z, w).(1.23)
Beweis: Aus der Definition der Thetareihen ϑm,s,α folgt
ϑm,s,α(τ, w, z) =
∑
t≡s mod mo
e2piι˙(|t|
2τ/m+tz+tw+2<(αt)/m)
=
∑
t≡s mod mo
e2piι˙(|t|
2τ/m+tw+tz+2<(αt)/m+2<(α(t−t))/m)
= e4piι˙<(α(s−s))/mϑm,s,α(τ, z, w),
denn fu¨r t ≡ s mod mo ist im Fall m ∈ 1
2
+ N0 sogar t − t ≡ s − s mod m℘, also 2<(α(t −
t))/m ≡ 2<(α(s− s))/m mod Z. Nun verwendet man noch <(α(s− s)) = <((α− α)s).
1.19 Lemma. Sei m ∈ 1
2
N. Fu¨r festes τ ∈ H1 sind die m2∆ Funktionen
C2 → C, (z, w) 7→ ϑm,s,α(τ, z, w), s : (℘] − o])/mo,
C-linear unabha¨ngig.
Beweis: Im Fall m ∈ N ist die Behauptung in [33, Prop. 5.1] bewiesen. Fu¨r m ∈ 1
2
+ N0 ist
]
(
(℘] − o])/mo) = ]((1
2
Z+ ι˙√
∆
Z)/2m(1
2
Z+ ι˙√
∆
∆
4
Z)
)
= (2m)(2m∆/4) = m2∆.
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Da 2s ein Vertretersystem von 2(℘] − o])/2mo ⊂ o]/2mo durchla¨uft, wenn s ein Vertreter-
system von (℘] − o])/mo durchla¨uft, folgt die Behauptung aus dem Zusammenhang mit den
Thetareihen in [33] und [33, Prop. 5.1]
Fu¨r n ∈ N sei wie u¨blich Γ[n] = {M ∈ SL2(Z) | M ≡ 12 mod nZ} die Hauptkongruenzgrup-
pe der Stufe n von SL2(Z) und Γ0[n] = {( a bc d ) ∈ SL2(Z) | c ≡ 0 mod nZ}. Zuna¨chst leiten
wir noch eine Formel fu¨r das Transformationsverhalten der Thetareihen unter der Kongru-
enzgruppe Γ0[m∆] her. Sei χ−∆ der primitive reelle Dirichletsche Charakter modulo ∆ mit
χ−∆(−1) = −1. Wir fassen χ−∆ wie u¨blich vermo¨ge χ−∆ ( a bc d ) = χ−∆(d) auch als Charak-
ter von Γ0[∆] (und damit auch von Γ0[m∆] fu¨r m ∈ N) auf. Im Fall m ∈ 12 + N0, also
∆ ≡ 0 mod 4Z, la¨sst sich χ−∆ auf diese Weise zumindest als nullstellenfreie Funktion auf
Γ0[m∆] definieren, denn ( a bc d ) ∈ Γ0[m∆] impliziert in diesem Fall immer noch ggT(d,∆) = 1,
da 2 dann mindestens quadratisch in ∆ aufgeht.
1.20 Proposition. Sei m ∈ 1
2
N und M ∈ Γ0[m∆]. Dann gilt
ϑm,s,α1,m[M ] = e
2piι˙(b+1)c|α|2/me4piι˙(d−1)a<(αs)/mχ−∆(M)e2piι˙ab|s|
2/mϑm,as,α.
Beweis: Fu¨r m ∈ N und α = 0 lautet die Aussage
ϑm,s,α1,m[M ] = χ−∆(M)e
2piι˙ab|s|2/mϑm,as,α.
Diese Gleichung folgt aus [33, Satz 4.5]. Sei nun m ∈ 1
2
+N0. Im Prinzip la¨sst sich der Beweis
von [33, Satz 4.5] auf diesen Fall u¨bertragen. Da die Rechnungen aber sehr umfangreich
werden, fu¨hren wir diesen Fall mit Hilfe der Formel (1.19) direkt auf [33, Satz 4.5] zuru¨ck.
Sei M = ( a bc d ) ∈ Γ0[m∆]. Falls b gerade ist, gilt M˜ =
(
a b/2
2c d
) ∈ Γ0[2m∆]. Dann liefert [33,
Satz 4.5]
ϑtr2m,2s1,m
[
M˜
]
= χ−∆(M˜)e2piι˙a(b/2)|2s|
2/2mϑtr2m,a2s = χ−∆(M)e
2piι˙ab|s|2/mϑtr2m,a2s.
Weiter ist cα/m ∈ o, also
ϑtr2m,2s2m
[
c
α
m
,
d− 1
2
α
m
, 0
]
= e4piι˙(d−1)<(αs)/mϑtr2m,2s.
Also folgt fu¨r gerades b insgesamt
ϑm,s,α1,m[M ] (τ, z, w) = e
2piι˙c|α|2 d−2
m ϑtr2m,2sk,2m
[
M˜
]
2m
[
c
α
m
,
d− 1
2
α
m
, 0
]
(
τ
2
,
z + α
m
2
,
w + α
m
2
)
= e2piι˙c|α|
2 d−2
m χ−∆(M)e2piι˙ab|s|
2/mϑtr2m,a2s2m
[
c
α
m
,
d− 1
2
α
m
, 0
]
(
τ
2
,
z + α
m
2
,
w + α
m
2
)
= e2piι˙c|α|
2 d−2
m χ−∆(M)e2piι˙ab|s|
2/me4piι˙(d−1)<(αas)/mϑtr2m,2as(
τ
2
,
z + α
m
2
,
w + α
m
2
)
= χ−∆(M)e2piι˙c|α|
2 d−2
m e2piι˙ab|s|
2/me4piι˙(d−1)<(αas)/mϑm,as,α(τ, z, w)
= χ−∆(M)e2piι˙
c
2m∆ e2piι˙ab|s|
2/me4piι˙(d−1)a<(αs)/mϑm,as,α(τ, z, w).
denn hier ist d− 2 ungerade, also c |α|2 d−2
m
= c
m∆
(d− 2)∆ |α|2 ≡ c
2m∆
mod Z.
Sei nun b ungerade. Dann ist M =
(
a b−a
c d−c
)
( 1 10 1 ). Wegen m∆ ≡ 0 mod 2Z ist a ungerade, also
b− a gerade. Daher ist in diesem Fall
ϑm,s,α1,m[M ] = χ−∆(
(
a b−a
c d−c
)
)e2piι˙
c
2m∆ e2piι˙a(b−a)|s|
2/me4piι˙(d−c−1)a<(αs)/mϑm,as,α1,m[T ]
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= (−1)c/m∆χ−∆(M)e2piι˙ c2m∆ e2piι˙a(b−a)|s|2/me4piι˙(d−c−1)a<(αs)/me2piι˙|as|2/mϑm,as,α
= (−1)c/m∆e−4piι˙ac<(αs)/mχ−∆(M)e2piι˙ c2m∆ e2piι˙ab|s|2/me4piι˙(d−1)a<(αs)/mϑm,as,α,
denn χ−∆(
(
a b−a
c d−c
)
) = χ−∆(d − c) = χ−∆(d − cm∆ ∆2 ) = (−1)c/m∆χ−∆(M). Hier ist zu beach-
ten, dass χ−∆(d + ∆2 ) = −χ−∆(d) nach Lemma 1.23. Wegen ∆α ∈ o ist 2ac<(αs)/m =
c
m∆
2a<(α∆s) ≡ c
m∆
2<(α∆s) ≡ c
m∆
2∆ |α|2 ≡ 0 mod Z. Daher folgt nun (beachte b ≡
1 mod Z)
ϑm,s,α1,m[M ] = (−1)bc/m∆χ−∆(M)e2piι˙
c
2m∆ e2piι˙ab|s|
2/me4piι˙(d−1)a<(αs)/mϑm,as,α
= (−1)(b+1) cm∆χ−∆(M)e2piι˙ab|s|2/me4piι˙(d−1)a<(αs)/mϑm,as,α.
Diese Formel ist auch im Fall b ≡ 0 mod 2Z gu¨ltig. Jetzt beachte man wieder c
m∆
≡
2c |α|2 /m mod 2Z.
Fu¨r n, n′ ∈ N mit n′|n definieren wir nun folgende Kongruenzgruppen von SL2(Z):
Γ1[n, n
′] := {M = ( a bc d ) ∈ SL2(Z) |M ≡ ( 1 ∗0 1 ) mod n′Z, c ≡ 0 mod nZ} ⊂ Γ0[n].
Fu¨r Γ1[n, n] schreiben wir wie u¨blich auch Γ1[n]. Im Fall m ∈ N folgt dann aus Proposition
1.20 unmittelbar
1.21 Korollar. Sei m ∈ N. Dann gilt
1) Fu¨r M = ( a bc d ) ∈ Γ1[m∆] ist
ϑm,s,01,m[M ] = e
2piι˙b|s|2/mχ−∆(M)ϑm,s,0.
Insbesondere ist χs,m∆(M) = e
2piι˙b|s|2/mχ−∆(M) ein Charakter von Γ1[m∆] und ϑm,s,0 invari-
ant unter Γ[m∆].
2) Fu¨r M ∈ Γ0[m∆] ist
ϑm,0,01,m[M ] = χ−∆(M)ϑm,0,0.
Im Fall m ∈ 1
2
+ N0 werden die analogen Formeln um einiges komplizierter. Man beachte
auch, dass in diesem Fall a priori keiner der Vertreter s von (αm + o
])/mo durch besonders
einfaches Transformationsverhalten der Thetareihe ϑm,s,α, vergleichbar mit ϑm,0,0 im Fall
m ∈ N, ausgezeichnet ist, da eben stets |s| 2, |α| 2 6= 0 gilt.
1.22 Korollar. Sei (m, s) ∈ (1
2
+ N0)× (αm + o]). Dann gilt
1) Fu¨r M = ( a bc d ) ∈ Γ1[m∆] ist
ϑm,s,α1,m[M ] = e
2piι˙(b+1) c
2m∆χ−∆(M)e2piι˙(b|s|
2/m+ a−1
2m∆
b)ϑm,s,α.
Insbesondere ist χs,m∆(M) = e
2piι˙(b|s|2/m+ a−1
2m∆
b+(b+1) c
2m∆
)χ−∆(M) ein Charakter von Γ1[m∆]
und ϑm,s,α invariant unter Γ[2m∆].
2) Sei α der gema¨ß (1.9) gewa¨hlte spezielle Vertreter von ℘] − o] mit 4α ∈ o. Dann gilt fu¨r
M = ( a bc d ) ∈ Γ1[m∆, 2m]
ϑm,α,α1,m[M ] = e
2piι˙((b+1)c+2(d−1)a+ab)|α|2/mχ−∆(M)ϑm,α,α.
Damit ist χα,2m(M) = e
2piι˙((b+1)c+2(d−1)a+ab)|α|2/mχ−∆(M) insbesondere ein Charakter von
Γ1[m∆, 2m].
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Beweis: 1) Sei M = ( a bc d ) ∈ Γ1[m∆], s ∈ ℘] − o] und α′ der gema¨ß (1.9) gewa¨hlte spezielle
Vertreter von ℘]−o] mit 4α′ ∈ o. Sei ferner s′ ∈ o] mit s = α′+s′. Dann gilt ∆s = 4α′∆
4
−∆s′ ∈
o, also insbesondere as ≡ s mod mo, da a ≡ 1 mod m∆. Daher ist die Thetareihe ϑm,s,α
bis auf den Skalar aus Proposition 1.20 invariant unter Γ1[m∆]. Dieser Skalar ist daher
notwendigerweise ein Charakter von Γ1[m∆]. Nun gilt fu¨r s = α+ s
′ mit s′ ∈ o] nach (1.13),
dass ∆ |α|2 ≡ ∆ |s|2 ≡ 1
2
mod Z. Insbesondere ist also
∆2<(αs) = 2∆ |α|2 + 2<(α∆s′) ∈ Z,
denn ∆s′ = 2 ι˙
√
∆
2
(
√
∆
ι˙
s′) ∈ ℘. Daher erha¨lt man fu¨r den Skalar aus Proposition 1.20 den oben
angegebenen Wert χs,m∆(M). Außerdem sieht man χs,m∆(M) = 1 fu¨r M ∈ Γ1[2m∆].
2) Sei α der angegebene spezielle Vertreter von ℘] − o] mit 4α ∈ o und M = ( a bc d ) ∈
Γ1[m∆, 2m]. Mit m∆ ist dann auch a − 1 gerade und daher a−1m = 2a−12m ≡ 0 mod 4Z,
also aα ≡ α mod mo. Wie eben ist daher die Thetareihe ϑm,α,α bis auf den Skalar aus
Proposition 1.20 invariant unter Γ1[m∆, 2m] und dieser Skalar daher wieder ein Charakter
von Γ1[m∆, 2m].
Die Thetareihe ϑm,α,α mit dem speziellen Vertreter α gema¨ß (1.9) ist in einem gewissen Sinne
eine ausgezeichnete Komponente. Man beachte, dass im Fall m = 1
2
speziell Γ1[m∆, 2m] =
Γ0[∆/2] gilt. Man kann ϑ1/2,α,α daher als Analogon von ϑ1,0,0 betrachten. Wir kommen darauf
in Kapitel 4 zuru¨ck.
Mit den expliziten Formeln aus Korollar 1.22 la¨sst sich direkt verifizieren, dass χs,m∆ bzw.
χα,2m Charaktere sind. Dabei beno¨tigt man das folgende kleine Lemma, das auch zeigt, dass
χ−∆ fu¨r m ∈ 12 +N0 ein nicht-trivialer Charakter von Γ[m∆], aber kein Charakter von Γ0[m∆]
ist.
1.23 Lemma. Fu¨r d ∈ Z gilt χ−∆(d+ ∆/2) = −χ−∆(d).
Beweis: Wenn ggT(∆, d) > 1 ist, so ist auch ggT(∆, d + ∆/2) > 1, denn ∆ ≡ 0 mod 4Z.
Daher sei nun ggT(∆, d) = 1 angenommen. Dann ist
χ−∆(d+ ∆/2)χ−∆(1 + ∆/2) = χ−∆(d+ (d+ 1)∆/2 + ∆2/4) = χ−∆(d),(1.24)
denn (d+1)∆/2+∆2/4 ≡ 0 mod ∆Z. Es reicht also, χ−∆(1+∆/2) = −1 zu zeigen. Dies folgt
aus der Primitivita¨t von χ−∆ als Charakter modulo ∆. Wa¨re na¨mlich χ−∆(1 + ∆/2) = 1, so
wu¨rde aus (1.24) folgen, dass d 7→ χ−∆(d) ein Charakter modulo ∆/2 ist. Insbesondere wa¨re
χ−∆ als Charakter modulo ∆ induziert und damit nicht primitiv.
Sei V ein Vektorraum C-wertiger Funktionen auf X. Dann ist auf V in kanonischer Weise
eine komplexe Struktur gegeben durch f 7→ f , wobei f fu¨r f ∈ V definiert ist durch
f(x) = f(x) fu¨r alle x ∈ X.
Fu¨r A ∈ GL(V ) ist dann A : V → V , definiert durch
Av = Av fu¨r alle v ∈ V ,
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wieder in GL(V ) und es gilt A1A2 = A1A2. Ist ρ : G → GL(V ) eine Darstellung, so ist auch
ρ : G → GL(V ), definiert durch ρ(g)v = ρ(g)v, eine Darstellung. Dann gilt ρ(g)v = ρ(g)v.
Ist X endlich, so wird durch
〈f, g〉 :=
∑
t∈X
f(t)g(t)
ein Skalarprodukt auf V definiert. Durch
〈f, g〉H := 〈f, g〉
ist dann eine positiv definite Sesquilinearform (ein Hermitesches Skalarprodukt) auf V ge-
geben. Identifiziert man in diesem Fall V in kanonischer Weise mit seinem Dualraum V ∗
(vermo¨ge g 7→ lg mit lg(f) = 〈f, g〉), so ist ρ ∼= ρ∗, wobei ρ∗ die zu ρ duale Darstellung ist.
(Man kann ρ∗ auch als contragrediente Darstellung von ρ bzgl. 〈·, ·〉 auffassen). Ein Operator
A ∈ GL(V ) heißt unita¨r (bzgl. 〈·, ·〉H), falls 〈Af,Ag〉H = 〈f, g〉H fu¨r alle f , g ∈ V .
Sei nun V αm2∆ = C
(α+o])/mo der Vektorraum der C-wertigen Funktionen auf (α+ o])/mo. Wir
definieren Operatoren in GL(V αm2∆): Fu¨r t ∈ o] sei At ∈ GL(V αm2∆) gegeben durch
(Atf)(s) := e
4piι˙<(ts)/mf(s), s ∈ (α + o])/mo.
Offensichtlich ist At wohldefiniert und unita¨r (bezu¨glich 〈 · , · 〉H). Es gilt A−1t = A−t. Weiter
seien Wγ und Wε ∈ GL(V αm2∆) fu¨r ε ∈ o× definiert durch
(Wγf)(s) := f(s), s ∈ (α + o])/mo,
(Wεf)(s) := f(εs), s ∈ (α + o])/mo.
Offensichtlich sind auch Wγ und Wε unita¨r. Es gelten die Relationen WγAt = AtWγ, WεAt =
AεtWε und WεWγ = WγWε. Wir fassen nun die Thetareihen ϑm,s,α, s : (α+ o
])/mo, zu einer
V αm2∆-wertigen Thetareihe
Θm,α =(ϑm,s,α)s:(α+o])/mo : H1×C2 → V αm2∆,
definiert durch Θm,α(τ, z, w)(t) = ϑm,t,α(τ, z, w), zusammen. Dann gilt
1.24 Proposition. 1) Es gibt eine eindeutig bestimmte Darstellung ρm2∆,α : SL2(Z) →
GL(V αm2∆) mit
Θm,α1,m[M ] = ρm2∆,α(M)Θm,α fu¨r alle M ∈ SL2(Z).
Fu¨r α, α′ ∈ αm + o] ist Aα−α′ρm2∆,α′A−1α−α′ = ρm2∆,α, d. h., ρm2∆,α ha¨ngt bis auf Isomorphie
nicht von der Wahl von α, sondern nur von m, ab.
2) ρm2∆,α ist unita¨r (bezu¨glich 〈 · , · 〉H).
3) Ist m ∈ N, so gilt Γ[m∆] ⊂ Kern(ρm2∆,α). I. A. gilt zumindest Γ[2m∆] ⊂ Kern(ρm2∆,α).
4) ρm2∆,α besitzt eine Fortsetzung auf U1(o) = o
× · SL2(Z), die durch ρm2∆,α(ε12) =
εAα(1−ε)Wε fu¨r ε ∈ o× bestimmt ist.
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Beweis: 1) Aus Lemma 1.17 folgt, dass fu¨r die Erzeuger T = ( 1 10 1 ) und J = (
0 −1
1 0 ) von
SL2(Z) gelten muss:
(ρm2∆,α(T )f) (s) = e
2piι˙|s|2/mf(s),
(ρm2∆,α(J)f) (s) =
−ι˙
m
√
∆
e4piι˙<(αs)/m
∑
s′∈(α+o])/mo
e−4piι˙<(ss
′)/me−4piι˙<(αs
′)/mf(s′).
Fu¨r beliebige Matrizen M ∈ SL2(Z) definieren wir nun ρm2∆,α(M) durch Fortsetzung von den
Erzeugern. Die lineare Unabha¨ngigkeit der Thetareihen in Lemma 1.19 sichert die Existenz
und Eindeutigkeit dieser Fortsetzung. Die Isomorphie ist direkt einsichtig.
2) Die Operatoren ρm2∆,α(T ) und ρm2∆,α(J) sind unita¨r bezu¨glich 〈 · , · 〉H .
3) Folgt aus Korollar 1.21 bzw. Korollar 1.22.
4) Folgt aus Lemma 1.17.
Wie Lemma 1.17 bzw. Korollar 1.22 la¨sst sich nun auch Lemma 1.18 als Aussage u¨ber eine
Darstellung auf dem Raum V αm2∆ interpretieren. Wir stellen fest:
1.25 Lemma. Fu¨r (m,α) ∈ 1
2
N× (αm + o]) ist
Θm,α(τ, w, z) = Aα−αWγΘm,α(τ, z, w).(1.25)
Insbesondere kommutiert ρα(Itr) := Aα−αWγ mit der Operation von SL2(Z) via ρm2∆,α auf
V αm2∆. In den Fa¨llen mit Ausnahme-Einheiten, also ∆ = 3 und ∆ = 4, kommutiert ρα(Itr)
sogar mit U1(o), wenn m ≤ 1 gilt.
Beweis: (1.25) ist eine Umformulierung von Lemma 1.18. Dass ρα(Itr) mit der Operation
von SL2(Z) kommutiert, folgt dann aus f trk,m[M ] = (f k,m[M ])tr fu¨r M ∈ SL2(R). In den
Fa¨llen mit Ausnahme-Einheiten gilt fu¨r ε ∈ o× weiter
ρα(Itr)ρm2∆,α(ε1)ρα(Itr) = Aα−αWγ εAα(1−ε)WεAα−αWγ = εAα(1−ε)Wε = ε
2ρm2∆,α(ε1).
Da fu¨r jede Einheit ε ∈ o× aber ε − ε ∈ ι˙√∆o gilt, folgt fu¨r m ≤ 1 jeweils Aαε = Aαε und
Wε = Wε, also ρα(Itr)ρm2∆,α(ε1) = ρm2∆,α(ε1)ρα(Itr).
Die Darstellung ρm2∆,α respektiert (als Darstellung der SL2(Z)) fu¨r m ≤ 1 also die Zerlegung
von V αm2∆ in die (simultanen) Eigenra¨ume der Operatoren ρα(Itr) und ρm2∆,α(ε1) fu¨r ε ∈
o×. Entsprechendes gilt natu¨rlich auch fu¨r die duale Darstellung ρm2∆,α. Davon werden wir
erstmals in der na¨chsten Proposition und spa¨ter vor allem im Kapitel 4 Gebrauch machen.
Man sieht am Beweis von Lemma 1.25 ferner, dass ρm2∆,α(ε1) und ρα(Itr) fu¨r ε 6= ±1 und
m > 1 i. A. nicht mehr kommutieren.
Mit Lemma 1.25 kann man die Darstellung ρm2∆,α sogar noch auf eine geeignet definierte
Erweiterung U1(o)o 〈Itr〉 fortsetzen. Fasst man ρm2∆,α spezieller als Darstellung auf dem von
den Thetareihen ϑm,s,α, s ∈ αm + o], erzeugten Raum auf, so kann man ρm2∆,α auch auf die
Gruppe U1(o) n HC(o]), die die Hermitesche Jacobi-Gruppe entha¨lt, fortsetzen. Als solche
ist die Darstellung ρm2∆,α dann irreduzibel und es stellt sich die Frage, wie die Restriktion
auf SL2(Z) in irreduzible Darstellungen zerfa¨llt. Diese Fragestellung wurde in der analogen
Situation fu¨r die gewo¨hnliche Jacobi-Gruppe in [66] untersucht.
1.3 Hermitesche Jacobi-Formen und Thetareihen 23
Analog zu den Thetareihen fassen wir auch die Koeffizienten der Thetareihen in der Gleichung
(1.17) als Komponenten einer
”
vektorwertigen Modulform“ auf. Zuna¨cht definieren wir daher
diesen Begriff.
Sei V ein endlichdimensionaler C-Vektorraum. Wir nennen dann eine Darstellung ρ :
SL2(Z) → GL(V ) endlich, wenn ρ u¨ber eine geeignete Hauptkongruenzgruppe Γ[n] fakto-
risiert, wenn also Γ[n] ⊂ Kern(ρ) fu¨r ein hinreichend großes n ∈ N ist. In diesem Fall kann
man ρ auch als Darstellung der endlichen Gruppe SL2(Cn) ∼= SL2(Z)/Γ[n] auffassen. Die in
dieser Arbeit betrachteten Darstellungen von SL2(Z) sind stets endlich in diesem Sinne. Bei-
spiele fu¨r solche endlichen Darstellungen sind etwa die abelschen Charaktere von SL2(Z), also
die eindimensionalen Darstellungen, oder auch die eben definierten Darstellungen ρm2∆,α und
daraus abgeleitete Darstellungen, wie etwa ihr Dual. Fu¨r eine Funktion f : H1 → V und eine
Basis B von V sind die Komponenten fv : H1 → C definiert durch f(τ) =
∑
v∈B fv(τ)v. Da-
bei ist offensichtlich f genau dann holomorph, wenn alle Komponenten fv, v ∈ B holomorph
sind.
1.26 Definition. Sei ρ : SL2(Z) → GL(V ) eine endliche Darstellung. Eine holomorphe
Funktion f : H1 → V ist eine V -wertige Modulform vom Gewicht k ∈ Z zum Multiplikator-
system ρ, falls
f kM = ρ(M)f
fu¨r alle M ∈ SL2(Z) und f in der Spitze ∞ keinen Pol hat.
Den Raum der V -wertigen Modulformen vom Gewicht k zur Darstellung ρ bezeichnen wir
mit [SL2(Z), k, ρ].
Ist B eine Basis von V , so besagt die Regularita¨tsbedingung in der Spitze offenbar gerade,
dass jede Komponente fv, v ∈ B, von f ∈ [SL2(Z), k, ρ] eine Fourier-Entwicklung der Art
fv(τ) =
∑
m∈N0
αv(m/n)e
2piι˙mτ/n(1.26)
hat, wobei n ∈ N so zu wa¨hlen ist, dass Γ[n] ⊂ Kern(ρ) gilt. Gilt fu¨r f ∈ [SL2(Z), k, ρ] sogar
lim=(z)→∞ f(z) = 0, d. h. treten in (1.26) tatsa¨chlich nur Fourier-Koeffizienten zu positiven m
auf, so ist f eine Spitzenform. Den Eigenschaften vektorwertiger Modulformen ist im u¨brigen
Kapitel 3 gewidmet.
Mit den bisher eingefu¨hrten Notationen ko¨nnen wir Gleichung (1.17) nun in der Form
ϕm(τ, z, w) =
∑
s∈α+o]/mo
ϕm,s,α(τ)ϑm,s,α = 〈Φm,α,Θm,α〉(1.27)
mit Φm,α : H1 → V αm2∆, definiert durch
Φm,α(τ)(s) = ϕm,s,α(τ) :=
∑
n≡ 1
2
− |s|2
m
mod Z, n≥0
e−4piι˙<(αs)/mαϕ(n+ |s|2 /m, s)e2piι˙nτ
fu¨r s ∈ (αm + o])/mo, schreiben. Wie im Fall eines trivialen Multiplikatorsystems impliziert
nun das Transformationsverhalten der vektorwertigen Thetareihe im Wesentlichen, dass die
der Jacobi-Form ϕm auf diese Weise zugeordnete V
α
m2∆-wertige Funktion Φm,α eine vektor-
wertige Modulform im Sinne von Definition 1.26 ist. Genauer gilt
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1.27 Proposition. Sei k ∈ Z, m ∈ 1
2
N und ν = detj χlην2m℘ ∈ Γab∞. Sei ε ein Erzeuger der
Einheitengruppe o× und ρν die Restriktion von ρm2∆,α auf den Eigenraum von WεAα(1−ε) =
ερm2∆,α(ε1) zum Eigenwert ε
2j+l+k.
Stehen die Funktionen F : H1 → V αm2∆ und ϕ : H1×C2 → C in dem Zusammenhang ϕ =
〈F,Θm,α〉, so ist ϕ genau dann eine Jacobi-Form vom Gewicht k, Index m mit Charakter ν,
falls F ∈ [SL2(Z), k − 1, ν∗ρν ].
In diesem Fall ist ϕ genau dann (±1)-symmetrisch, wenn F nur Werte im Eigenraum von
ρα(Itr) = WγAα−α zum Eigenwert ±1 annimmt. Außerdem ist ϕ eine Spitzenform, genau
dann wenn F eine Spitzenform ist.
Beweis: Im Fall m ∈ N mit trivialem Charakter ν ist dies die Aussage von [33, Satz 4.2].
Insbesondere folgt auch fu¨r allgemeinen Charakter ν wie dort, dass sich die Regularita¨t der
Fourier-Entwicklungen in der Spitze ∞ gegenseitig bedingt. Wir zeigen daher nur, wie sich
jeweils das speziellere Transformationsverhalten ergibt.
Sei zuerst ϕ eine Jacobi-Form vom Gewicht k, Index m mit Charakter ν = detj χlην
2m
℘ . Dann
ist fu¨r εM ∈ U1(o)
ε2j+lχlη(M)ν
2m
℘ (M × 1)〈F,Θm,α〉 = ν(εM)ϕ = ϕk,m[εM ]
= ε−(k−1)〈F k−1M,Θm,α1,m[εM ]〉
= ε−(k−1)〈F k−1M, εAα(1−ε)Wε ρm2∆,α(M)Θm,α〉
= ε−k〈ρm2∆,α(M)−1WεAα(1−ε)F k−1M,Θm,α〉
Also ist wegen Lemma 1.19
ε2j+l+kχlη(M)ν
2m
℘ (M × 1)A−α(1−ε)Wε ρm2∆,α(M)F = F k−1M.
Speziell mit ε = 1 folgt F k−1M = ν
∗(M)ρm2∆,α(M)F mit ν
∗(M) = ν2(l+12m)η (beachte
ν∗℘ = ν
24m
η ). Fu¨r M = 1 erha¨lt man ε
2j+l+kA−α(1−ε)WεF = F , also ε2j+l+kF = WεAα(1−ε)F ,
d. h. die Werte von F liegen im Eigenraum von WεAα(1−ε) zum Eigenwert ε2j+l+k. Also ist
F ∈ [SL2(Z), k − 1, ν∗ρν ].
Ist andererseits F ∈ [SL2(Z), k − 1, ν∗ρν ], so kann man die obige Argumentation umkehren
und erha¨lt so, dass sich ϕ (genauer ϕ∗) unter U1(o)×1 wie eine Jacobi-Form vom Gewicht k
mit Charakter ν = detj χlην
2m
℘ transformiert. Fu¨r die Thetareihe ϑm,s,α und [u, v, x] ∈ HC(o)
gilt ferner
ϑm,s,αm[u, v, x] = e
2piι˙(2<(αu)+2<(αv)+mx)ϑm,s,α
= e2piι˙m(|u|
2+|v|2+x)ϑm,s,α = ν2m℘ ([u, v, x])ϑm,s,α,
(1.28)
so dass sich ϕ auch unter dem Heisenberg-Anteil der Gruppe Γ∞ mit dem richtigen Charakter
transformiert. Da U1(o)×1 und HC(o) die Gruppe Γ∞ erzeugen, ist ϕ insgesamt eine Jacobi-
Form vom Gewicht k, Index m mit Charakter ν.
Der Zusatz bezu¨glich ε-Symmetrie von ϕ folgt aus Lemma 1.25. Dass sich Spitzenformen
entsprechen, ist klar.
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Der Eigenraum WεAα(1−ε) zum Eigenwert ε2j+l+k in Proposition 1.27 ist in den Fa¨llen mit
Ausnahme-Einheiten i. A. nicht unabha¨ngig von der Wahl von ε. Die Werte von F liegen
daher u. U. sogar gleichzeitig in verschiedenen Eigenra¨umen, d. h. es ist F = 0. Dem ent-
spricht, dass es nicht zu jedem Gewicht k nicht-verschwindende Jacobi-Formen mit beliebig
vorgegebenem Charakter ν gibt.
Fu¨r die Untersuchung der Darstellungen ρm2∆,α ist es auch im Fall α 6= 0, also m ∈ 12 + N0,
zweckma¨ßig, eine Realisierung dieser Darstellungen auf dem Raum V 0m2∆ := C
o]/mo zu haben.
Fu¨r jedes β ∈ ℘] − o] ist durch die Translation
Tβ : V
α
m2∆ → V 0m2∆, (Tβf)(u) := f(u+ β)
ein Isomorphismus der Vektorra¨ume gegeben. Offensichtlich ist T−1β = T−β und Tβ = Tβ′ , falls
β − β′ ∈ mo, d. h. Tβ ha¨ngt nur von β mod mo ab. Vermo¨ge Tβρm2∆,αT−1β operiert SL2(Z)
auf V 0m2∆:(
Tβρm2∆,α(T )T
−1
β f
)
(s) = e2piι˙|s+β|
2/mf(s),(
Tβρm2∆,α(J)T
−1
β f
)
(s) =
−ι˙
m
√
∆
e4piι˙(<((α−β)s)−|β|
2)/m
∑
s′∈o]/mo
e−4piι˙<((s+α+β)s
′)/mf(s′).
Offenbar ist die Operation von ρ+m2∆,α := T−αρm2∆,αT
−1
−α durch besonders einfache Formeln
ausgezeichnet: (
ρ+m2∆,α(T )f
)
(s) = e2piι˙|s−α|
2/mf(s),(1.29) (
ρ+m2∆,α(J)f
)
(s) =
−ι˙
m
√
∆
e4piι˙(2<(αs)−|α|
2)/m
∑
s′∈o]/mo
e−4piι˙<(ss
′)/mf(s′).(1.30)
Natu¨rlich ist ρ+m2∆,α wieder bis auf Isomorphie unabha¨ngig von der Wahl des Vertreters in
α ∈ ℘] − o]. Fu¨r α, α′ ∈ ℘] − o] ist T−1α−α′Aα−α′ρ+m2∆,α′A−1α−α′Tα−α′ = ρ+m2∆,α. In dieser Form
werden wir die Darstellung im na¨chsten Kapitel in den Spezialfa¨llen m = 1
2
und m = 1 na¨her
untersuchen.
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2 Die Darstellungen ρ∆ und ρ∆/4
Fu¨r die spa¨teren Anwendungen auf Hermitesche Modulformen ist eine genauere Kenntnis der
Darstellungen ρm2∆,α fu¨r m ∈ {12 , 1} entscheidend. In diesem Kapitel werden die beno¨tigten
Tatsachen zusammengetragen. Dazu bestimmen wir im ersten Abschnitt in den Spezialfa¨llen
m ∈ {1
2
, 1} die Zerlegung der Darstellungen ρ+m2∆,α in ihre irreduziblen Bestandteile.
Im zweiten Abschnitt berechnen wir einige Charakterwerte der Darstellungen ρm2∆,α auf den
Eigenra¨umen von ρm2∆,α(−1), die fu¨r die Dimensionsformeln im Kapitel 4 beno¨tigt werden.
Die Rechnungen sind hier z. T. fu¨r allgemeines m ∈ 1
2
N durchgefu¨hrt, obwohl wir auch diese
Ergebnisse spa¨ter nur in den Spezialfa¨llen m ∈ {1
2
, 1} beno¨tigen.
2.1 Zerlegung in irreduzible Komponenten
Ziel dieses Abschnitts ist die Zerlegung der Darstellung ρ+m2∆,α, die im Abschnitt 1.3 bis auf
Isomorphie als Darstellung der vektorwertigen Thetareihe Θm,α auftrat, in den Spezialfa¨llen
m ∈ {1
2
, 1}. Die Beschra¨nkung auf m ∈ {1
2
, 1} erleichtert die U¨berlegungen an vielen Stellen,
da m2∆ dann bis auf den 2-Bestandteil quadratfrei ist. Im Fall der gewo¨hnlichen Jacobi-
Formen wurden die analogen Darstellungen fu¨r beliebiges m ∈ Z in [66] untersucht. Mit
vergleichbaren Methoden ließen sich hier sicherlich im Allgemeinen entsprechende Resultate
beweisen.
Wir fixieren nochmals einige Notationen: Wir schreiben T = ( 1 10 1 ) und J = (
0 −1
1 0 ) fu¨r
die Standarderzeuger von SL2(Z). Mit P bezeichnen wir die Menge der Primzahlen. In die-
sem Abschnitt sei wie bisher −∆ die Diskriminante eines beliebigen imagina¨r-quadratischen
Zahlko¨rpers K ⊂ C und m ∈ {1
2
, 1}, so dass m2∆ ganzzahlig ist. Mit ω wie in Abschnitt 1.1
ist o = Z+ Zω der Ganzheitsring in K und o] = ι˙√
∆
o die inverse Differente, also
o]/mo ∼=

Z/∆Z, falls ∆ ≡ 3 mod 4 vermo¨ge ι˙√
∆
k ↔ k,
Z/m2∆Z, falls ∆ ≡ 0 mod 4 und m = 1
2
vermo¨ge ι˙√
∆
k ↔ k,
Z/2Z⊕ Z/∆
2
Z, falls ∆ ≡ 0 mod 4 und m = 1 vermo¨ge 1
2
j + ι˙√
∆
k ↔ (j, k),
(2.1)
o/mι˙
√
∆o ∼= ι˙√
∆
o/mo = o]/mo vermo¨ge x↔ ι˙√
∆
x.
Wir wa¨hlen ferner fu¨r diesen Abschnitt einen festen Vertreter α von (℘] − o])/mo (im Fall
m = 1
2
) bzw. o]/mo (im Fall m = 1) gema¨ß
α =

0, falls m = 1,
1
4
, falls m = 1
2
und m2∆ ≡ 2 mod 4,
1+ι˙
√
∆/2
4
, falls m = 1
2
und m2∆ ≡ 1 mod 4.
(2.2)
Da α nun fest gewa¨hlt ist, unterdru¨cken wir in diesem Abschnitt das Auftreten von α in den
Notationen des vorherigen Kapitels. Sei also Vm2∆ = Co
]/mo der C-Vektorraum der C-wertigen
Funktionen auf o]/mo.
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2.1 Lemma. Durch
(ρm2∆(T )f) (x) = e
2piι˙|α|2/me2piι˙(|x|
2+2<(αx))/mf(x), x ∈ o]/mo,
(ρm2∆(J)f) (x) = e
−4piι˙|α|2/m −ι˙
m
√
∆
∑
x′:o]/mo
e−4piι˙<(xx
′)/mf(x′), x ∈ o]/mo,
wird eine unita¨re Darstellung ρm2∆ : SL2(Z) → GL(Vm2∆) mit Γ[2m∆] ⊂ Kern(ρm2∆) defi-
niert.
Beweis: In der Notation von Abschnitt 1.3 ist ρm2∆ die durch (1.29) und (1.30) definierte
Darstellung ρ+m2∆,−α. Dabei ist zu beachten, dass wegen der speziellen Wahl von α im Fall
m = 1
2
fu¨r x ∈ o] stets 4<(αx)/m = 2<(4αx) ∈ Z gilt.
Man kann Lemma 2.1 auch noch anderweitig einsehen. So ist ρm2∆ im Fall m = 1 die Weil-
Darstellung des quadratischen Moduls (o]/mo, | · |2 mod Z), die wegen dim o = 2 u¨ber SL2(Z)
faktorisiert (vergl. [60], [3], [18]). Obwohl zuna¨chst nicht sofort offensichtlich, ist ρm2∆ im Fall
m = 1
2
zumindest als Konstituent einer geeigneten getwisteten Weil-Darstellung realisier-
bar (im Termen von Jacobi-Formen vom Index m ∈ 1
2
+ N0 wendet man einen geeigneten
Hecke-Operator an, der den Charakter auf dem Heisenberg-Anteil eliminiert, z. B. Ux fu¨r
ein x ∈ ℘ in der Notation von [33]). Eine weitere Mo¨glichkeit, Lemma 2.1 zu beweisen, be-
steht darin, die definierenden Relationen fu¨r die Erzeuger von SL2(Z) zu verifizieren. Wegen
(ρm2∆(−1)f)(x) = −e−8piι˙|α|2/mf(−x) findet man ρm2∆(J)4 = idVm2∆ . Aus der A¨quivalenz
(2.10) folgt ferner
(
ρm2∆((−TJ)3)f
)
(x) =
−ι˙S(0)
m
√
∆
f(x) mit S(0) =
∑
x′∈α+o]/mo
e2piι˙|x
′|2/m.
Also ist ρm2∆(−TJ)3 = idVm2∆ und ρm2∆ damit insgesamt eine Darstellung, wenn S(0) =
ι˙m
√
∆ gilt.
Die Darstellung ρm2∆ ist (typisch fu¨r Weil-Darstellungen) fast nie irreduzibel, da sie mit
einer
”
orthogonalen“ Gruppe Om2∆ vertauscht. Diese Operatoren sind durch Isomorphismen
von o]/mo induziert: Da o ein Ring ist, erha¨lt man fu¨r t ∈ o durch x + mo 7→ tx + mo
eine Abbildung von o]/mo in sich. Die von dieser Abbildung durch Operation im Argument
induzierte lineare Abbildung auf Vm2∆ bezeichnen wir mit W (t), also
(W (t)f) (x) = f(tx), x ∈ o]/mo.
2.2 Lemma. 1) Fu¨r t, t′ ∈ o gilt
t ≡ t′ mod mι˙
√
∆o ⇐⇒ W (t) = W (t′).
Insbesondere gilt fu¨r t ∈ o stets W (t) = W (t).
2) Fu¨r t ∈ o gilt
W (t) ∈ GL(Vm2∆) ⇐⇒ ggT(|t|2 ,m2∆) = 1.
Ist in diesem Fall a ∈ Z mit a |t|2 ≡ 1 mod m2∆, so gilt W (t)−1 = W (at).
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Beweis: 1) Wegen mι˙
√
∆oo] ⊂ mo impliziert t ≡ t′ mod mι˙√∆o bereits W (t) = W (t′).
Gilt dagegen W (t) = W (t′), so ist tx ≡ t′x mod mo fu¨r alle x ∈ o]. Mit x = ι˙/√∆ folgt
t ≡ t′ mod mι˙√∆o. Schließlich ist fu¨r t ∈ o stets t − t = 2ι˙=(t) ∈ ι˙√∆Z ⊂ mι˙√∆o, also
W (t) = W (t).
2) W (t) ist invertierbar genau dann, wenn W (t)2 = W (t)W (t) = W (|t|2) invertierbar ist,
also genau dann, wenn die Abbildung x + mo 7→ |t|2 x + mo ein Isomorphismus von o]/mo
ist, d. h. wenn
x 6∈ mo =⇒ |t|2 x 6∈ mo
fu¨r alle x ∈ o] gilt. Indem man hier fu¨r x Vertreter von o]/mo wa¨hlt, sieht man, dass diese
Aussage genau fu¨r ggT(|t|2 ,m2∆) = 1 erfu¨llt ist. In diesem Fall gibt es a ∈ Z mit a |t|2 ≡
1 mod m2∆. Mit 1) und m2∆Z ⊂ mι˙√∆o folgt W (at)W (t) = W (a |t|2) = W (1) = idVm2∆ ,
also W (t)−1 = W (at).
Unser Ziel ist die Zerlegung der Darstellung ρm2∆ durch diejenigen Operatoren W (t), die mit
ρm2∆ vertauschen. Es wird sich herausstellen, dass wir dafu¨r statt ggT(|t|2 ,m2∆) = 1 sogar
|t|2 ≡ 1 mod m2∆ voraussetzen mu¨ssen. Wir definieren daher
Om2∆ :=
{
t ∈ o/mι˙
√
∆o
∣∣∣ |t|2 ≡ 1 mod m2∆}
(als multiplikative Gruppe). Lemma 2.2 besagt, dass W : Om2∆ → GL(Vm2∆), t 7→ W (t) eine
treue Darstellung ist. In diesem Sinn ko¨nnen wir Om2∆ mit der Untergruppe W (Om2∆) von
GL(Vm2∆) identifizieren. Offensichtlich ist Om2∆ abelsch. Lemma 2.2 besagt zudem, dass fu¨r
t ∈ Om2∆ stets t2 = 1 ist, d. h. Om2∆ ist nilpotent von der Ordnung 2. Wir bestimmen jetzt
kanonische Erzeuger von Om2∆:
Falls m2∆ quadratfrei ist, ko¨nnen wir als Vertretersystem von o/mι˙
√
∆ ein Vertretersystem
von Z/m2∆Z wa¨hlen. Fu¨r einen Vertreter t ∈ o ∩ Z gilt dann
|t|2 ≡ 1 mod m2∆ ⇐⇒ t2 ≡ 1 mod p fu¨r alle p ∈ P mit p|m2∆
⇐⇒ t ≡ εp mod p mit εp ∈ {±1} fu¨r alle p ∈ P mit p|m2∆.
Da in diesem Fallm2∆ =
∏
p∈P, p|m2∆ p ist, hat die letzte Kongruenz fu¨r jede Wahl der εp genau
eine Lo¨sung in Z/m2∆Z. Da −1 6≡ 1 mod p fu¨r alle Primzahlen p 6= 2, aber −1 ≡ 1 mod 2,
ergibt sich log2(]Om2∆) = ] {p ∈ P | p|m2∆, p 6= 2}. Fu¨r p ∈ P mit p|m2∆ sei tp ∈ Z/m2∆Z
mit
tp ≡ 1 mod q fu¨r alle q ∈ P mit q|m2∆ und q 6= p,
tp ≡ −1 mod p.
Dann ist die Menge {tp | p ∈ P mit p|m2∆ und p 6= 2} ein Erzeugendensystem fu¨r Om2∆, wo-
bei wir tp als das Element tp + mι˙
√
∆o von Om2∆ auffassen (die leere Menge erzeugt hier
definitionsgema¨ß die triviale Gruppe {1 +mι˙√∆o}).
Falls m2∆ nicht quadratfrei ist, gilt m = 1 und ∆ ≡ 0 mod 4. Wir setzen m2∆ =
2ν2
∏
2 6=p∈P, p|∆ p, also ν2 ∈ {2, 3}. Als Vertretersystem von o/mι˙
√
∆ ko¨nnen wir dann die
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Menge ι˙
√
∆
2
j+k mit Vertretern j ∈ Z/2Z und k ∈ Z/∆
2
Z wa¨hlen. Fu¨r einen solchen Vertreter
t = ι˙
√
∆
2
j + k gilt dann
|t|2 ≡ 1 mod m2∆ ⇐⇒ ∆
4
j2 + k2 ≡ 1 mod pνp fu¨r alle p ∈ P mit p|m2∆
⇐⇒
k
2 ≡ 1 mod p fu¨r alle p ∈ P mit p|m2∆, p 6= 2 und
∆
4
j2 + k2 ≡ 1 mod 2ν2
Bei gegebenem k ∈ Z hat die Kongruenz ∆
4
j2 + k2 ≡ 1 mod 2ν2 ho¨chstens eine Lo¨sung fu¨r
j ∈ Z/2Z, na¨mlich j ≡ k + 1 mod 2Z (unterscheide die Fa¨lle k ≡ 0, 1 mod 2Z und beachte
k2 ≡ 0, 1, 4 mod 8Z). Nun ist fu¨r k ∈ Z
∆
4
(k + 1)2 + k2 ≡

(k + 1)2 + k2 ≡ 1 mod 4, falls ∆
4
≡ 1 mod 4 (also ν2 = 2),
k2 ≡ 1 mod 8, falls k ≡ 1 mod 2 und ∆
4
≡ 2 mod 4 (also ν2 = 3),
∆
4
+ k2 6≡ 1 mod 8, falls k ≡ 0 mod 2 und ∆
4
≡ 2 mod 4 (also ν2 = 3).
Daher erhalten wir insgesamt
|t|2 ≡ 1 mod m2∆ ⇐⇒

j ≡ k + 1 mod 2Z und
k ≡
{
ε2 mod 2
ν2−1 mit ε2 ∈ {1, 0}, falls ∆4 ≡ 1 mod 4,
ε2 mod 2
ν2−1 mit ε2 ∈ {1, 3}, falls ∆4 ≡ 2 mod 4,
und
k ≡ εp mod p mit εp ∈ {±1} fu¨r alle 2 6= p ∈ P mit p|m2∆.
Da 1
2
∆ = 2νp−1
∏
2 6=p∈P, p|m2∆ p ist, haben diese Kongruenzen fu¨r jede Wahl der εp genau
eine Lo¨sung in Z/1
2
∆Z. Wegen 0 6≡ 1 mod 2, 1 6≡ 3 mod 4 und −1 6≡ 1 mod p fu¨r alle
Primzahlen p 6= 2 sind diese Lo¨sungen paarweise verschieden. Also ergibt sich log2(]Om2∆) =
] {p ∈ P | p|m2∆}.
Fu¨r p ∈ P mit p|m2∆ und p 6= 2 sei tp ∈ Z/12∆Z mit
tp ≡ 1 mod q fu¨r alle q ∈ P mit q|m2∆ und q 6= p,
tp ≡ 1 mod 2ν2−1,
tp ≡ −1 mod p.
Wir fassen tp auch als das Element tp + mι˙
√
∆o von Om2∆ auf (beachte, dass tp ungerade
ist). Außerdem sei t˜2 ∈ Z/12∆Z mit
t˜2 ≡ 1 mod q fu¨r alle q ∈ P mit q|m2∆ und q 6= 2,
t˜2 ≡
{
0 mod 2ν2−1, falls ∆
4
≡ 1 mod 4,
3 mod 2ν2−1, falls ∆
4
≡ 2 mod 4.
Ein expliziter Vertreter ist in beiden Fa¨llen durch t˜2 = 1 +
∆
4
gegeben. Jetzt setzen wir
t2 =
ι˙
√
∆
2
(t˜2 + 1) + t˜2 und fassen t2 wie eben auch als das Element t2 +mι˙
√
∆o von Om2∆ auf.
Mit dieser Konvention ist dann {tp | p ∈ P mit p|m2∆} ein Erzeugendensystem fu¨r Om2∆.
Wir notieren die wichtigen Fa¨lle, in denen Om2∆ zyklisch ist:
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2.3 Bemerkung. Om2∆ ist zyklisch, falls ]Om2∆ ≤ 2 ist. Es gilt
]Om2∆ = 1 ⇐⇒ m2∆ ∈ {1, 2},
]Om2∆ = 2 ⇐⇒ m2∆ ∈ {4, 8} oder m2∆ = p oder m2∆ = 2p mit p ≥ 3 prim.
Durch ε 7→ ε + mι˙√∆o wird ein Homomorphismus φ∗ : o× → Om2∆ definiert. Vermo¨ge φ∗
ko¨nnen wir die Einheiten von o als Elemente in Om2∆ auffassen.
2.4 Lemma. 1) −1 ≡ 1 mod mι˙
√
∆o ⇐⇒ m2∆ ∈ {1, 2, 4}.
2) φ∗ ist injektiv fu¨r m2∆ 6∈ {1, 2, 3, 4}.
3) φ∗ ist surjektiv fu¨r m2∆ ∈ {1, 3, 4, 8} oder m2∆ = p oder m2∆ = 2p mit p prim.
4) φ∗ ist bijektiv fu¨r m2∆ = 8 oder m2∆ = p oder m2∆ = 2p mit p ≥ 5 prim.
5) φ∗(−1) =

∏
p∈P
tp, falls m
2∆ quadratfrei oder m = 1,
∆
4
≡ 2 mod 4,∏
2 6=p∈P
tp, falls m = 1,
∆
4
≡ 1 mod 4.
(Das leere Produkt hat hier definitionsgema¨ß den Wert 1).
Beweis: 1) folgt aus
mι˙
√
∆o ∩ Z =
m
∆
2
Z, falls ∆ ≡ 0 mod 4,
∆Z, falls ∆ ≡ 3 mod 4.
2) Wenn m2∆ 6∈ {1, 2, 3, 4} ist, gilt insbesondere o× = {±1}. Nach 1) ist dann φ∗ injektiv.
Andererseits ist fu¨r m2∆ ∈ {1, 3, 4} zwar ]o× > 2 (Ausnahme-Einheiten!), aber ]Om2∆ ≤ 2.
Wegen 1) ist φ∗ auch fu¨r m2∆ = 2 nicht injektiv.
3) φ∗ ist surjektiv ho¨chstens dann, wenn ]o× > 2 oder ]Om2∆ ≤ 2, also m2∆ ∈ {1, 2, 3, 4, 8}
oder m2∆ = p oder m2∆ = 2p mit p ≥ 3 prim, gilt. Fu¨r diese m2∆ ist immer ]Om2∆ ≤ 2.
Bis auf m2∆ ∈ {1, 2, 4} ist φ∗ wegen 1) dann tatsa¨chlich surjektiv. Falls m2∆ ∈ {1, 2} ist
jedoch ]Om2∆ = 1 und fu¨r m
2∆ = 4 ist ι˙ 6≡ 1 mod mι˙√∆o.
4) folgt mit 2) und 3).
5) Folgt aus der Definition der tp’s.
2.5 Bemerkung. Ist 1 6= γ ∈ Aut(C/R), so wird durch
(W (γ)f) (x) = f(x), x ∈ o]/mo
ein weiterer Operator in GL(Vm2∆) definiert, der mit ρm2∆ vertauscht. Tatsa¨chlich ist jedoch
W (γ) = W (−1), also bereits W (γ) ∈ W (Om2∆). (Man beachte die explizite Gestalt der
Vertreter von o]/mo.)
Als na¨chstes geben wir einige Ergebnisse an, die die Operation von Om2∆ auf o
]/mo betreffen.
In vielen Fa¨llen ist es von Vorteil, die Operation wie folgt zu beschreiben: Wie bereits oben
bemerkt, ist
o]/mo ∼=
∏
p∈P, p|m2∆
Ap mit Ap =
{
Z/pZ, falls p > 2,
Z/2Z× Z/2ν2−1Z, falls p = 2 und 2ν2‖m2∆.
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Definieren wir fu¨r x+mo ∈ o]/mo und p ∈ P mit p|m2∆
xp =
{
2
√
∆=(x) + pZ, falls p > 2,
(2<(x)/m+√∆=(x) + 2Z,√∆=(x) + 2ν2−1Z), falls p = 2 und 2ν2‖m2∆,
so ist ein expliziter Isomorphismus gegeben durch x + mo 7→ (xp)p∈P, p|m2∆. Wir nennen xp
den p-Anteil von x+mo. Die Erzeuger tp von Om2∆ sind nun gerade so gewa¨hlt, dass sie nur
im p-Anteil operieren:
2.6 Lemma. Fu¨r x+mo ∈ o]/mo und p, q ∈ P mit p|m2∆ gilt
(tpx)q =

xq, falls p 6= q oder p = 2, 2‖m2∆,
−xq, falls p = q > 2,
(w, v), falls p = q = 2, 4‖m2∆ und x2 = (v, w),
(v,−w), falls p = q = 2, 8‖m2∆ und x2 = (v, w).
Beweis: Die Operation von tp, insbesondere t2, explizit ausrechnen.
2.7 Lemma. Ein Vertretersystem der Om2∆-Orbits in o
]/mo ist
1) im Fall m2∆ quadratfrei gegeben durch ι˙√
∆
k mit k ∈ Z/m2∆Z und
k ≡ 0, . . . , p− 1
2
mod p fu¨r alle 2 6= p ∈ P mit p|m2∆;
2) im Fall m = 1, ∆
4
≡ 1 mod 4 gegeben durch 1
2
j + ι˙√
∆
k mit j ∈ Z/2Z, k ∈ Z/∆
2
Z und
k ≡ 0, . . . , p− 1
2
mod p fu¨r alle 2 6= p ∈ P mit p|m2∆,
j ≡ 0 mod 2 oder j ≡ k ≡ 1 mod 2;
3) im Fall m = 1, ∆
4
≡ 2 mod 4 gegeben durch 1
2
j + ι˙√
∆
k mit j ∈ Z/2Z, k ∈ Z/∆
2
Z und
k ≡ 0, . . . , p− 1
2
mod p fu¨r alle 2 6= p ∈ P mit p|m2∆,
k ≡ 0, 1, 2 mod 4.
Insbesondere ist die Anzahl ]
(
Om2∆ \o]/mo
)
der Om2∆-Orbits in o
]/mo gegeben durch
a2
∏
2 6=p∈P, p|m2∆
p+ 1
2
mit a2 =

ggT(2,m2∆), falls m2∆ quadratfrei,
3, falls m = 1 und ∆
4
≡ 1 mod 4,
6, falls m = 1 und ∆
4
≡ 2 mod 4.
Beweis: Folgt aus Lemma 2.6, indem man Vertreter von o]/mo modulo allen tp ∈ P mit
p|m2∆ reduziert.
Im Weiteren sei fu¨r eine Gruppe G und eine G-Menge X mit x ∈ X der Stabilisator
StabG(x) ⊂ G definiert durch StabG(x) := {g ∈ G | gx = x}.
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2.8 Lemma. 1) Fu¨r x = 1
2
j + ι˙√
∆
k ∈ o]/mo mit j, k ∈ Z und 2 < p ∈ P mit p|m2∆ gilt
tp ∈ StabOm2∆(x) ⇐⇒ k ≡ 0 mod p
sowie im Fall 4|m2∆ zusa¨tzlich
t2 ∈ StabOm2∆(x) ⇐⇒
{
k ≡ j mod 2, falls m = 1 und ∆
4
≡ 1 mod 4,
k ≡ 0 mod 2 falls m = 1 und ∆
4
≡ 2 mod 4.
2) Sei x ∈ o]/mo. Dann gilt
StabOm2∆(x) = 〈tp | p ∈ P mit p|m2∆ und tpx = x〉.
Beweis: 1) Folgt aus Lemma 2.6.
2) Die Inklusion
”
⊃“ ist offensichtlich. Nun zu
”
⊂“: Sei x ∈ o]/mo, t ∈ StabOm2∆(x) und
t = tp1 · · · tpr eine ku¨rzeste Darstellung von t in den Erzeugern von Om2∆ (d. h. es ist pi 6= pj
fu¨r i 6= j). Fixiere eine Primzahl pj. Nach Lemma 2.6 ist (x)pj = (tx)pj = (tpjx)pj . Fu¨r
alle anderen Primzahl q 6= pj mit q|m2∆ ist aber erst recht (x)q = (tpjx)q, also insgesamt
x = tpjx, d. h. tpj ∈ StabOm2∆(x).
Ein entscheidendes Resultat ist (als Analogon zu [33, Prop. 1.4])
2.9 Lemma. Fu¨r x, y ∈ o] gilt |x+ α|2 /m ≡ |y + α|2 /m mod Z genau dann, wenn es ein
t ∈ o mit |t|2 ≡ 1 mod m2∆ und tx ≡ y mod mo gibt.
Beweis: Zuna¨chst zur Implikation
”
⇐“: Sei also t ∈ o mit |t|2 ≡ 1 mod m2∆ und x ∈ o].
Da |x+ α|2 /m mod Z nur von der Klasse x mod mo abha¨ngt, genu¨gt es |tx+ α|2 /m ≡
|x+ α|2 /m mod Z zu zeigen. Dabei ko¨nnen wir x auf Vertreter von o]/mo und t auf Erzeuger
von Om2∆ beschra¨nken. Es ist
|tx+ α|2 /m− |x+ α|2 /m = (|t|2 − 1) |x|2 /m+ 2<((t− 1)xα)/m.(2.3)
Im Fall m = 1 ist α = 0 und wir erhalten fu¨r die rechte Seite (|t|2 − 1) |x|2 =
|t|2 − 1
∆
∣∣∣ι˙√∆x∣∣∣2 ∈ Z, da ι˙√∆x ∈ o. Im Fall m = 1/2 ist m2∆ quadratfrei. Dann sei x = ι˙√
∆
k
mit k ∈ Z Vertreter einer Klasse von o]/mo und t = tp ∈ Z wobei tp +mι˙
√
∆o fu¨r 2 6= p ∈ P
mit p|m2∆ einer der Erzeuger von Om2∆ wie oben ist. Damit erhalten wir fu¨r die rechte Seite
(|t|2 − 1) |x|2 /m+ 2<((t− 1)xα)/m = (t2p − 1)
1
m∆
k2 + 2(tp − 1)k<( ι˙√
∆
α)/m
=
{
1
∆
{
2(t2p − 1)k2 + ∆2 (tp − 1)k
}
, falls ∆
4
≡ 1 mod 4,
1
∆
{
2(t2p − 1)k2
}
, falls ∆
4
≡ 2 mod 4.
Per Definition von tp ist t
2
p − 1 ≡ 0 mod m2∆. Daher ist der Term in den geschweiften
Klammern in beiden Fa¨llen durch m2∆ teilbar. Falls ∆
4
≡ 2 mod 4, ist tp ≡ 1 mod 2, also
t2p ≡ 1 mod 8 und insgesamt t2p−1 ≡ 0 mod ∆. Falls ∆4 ≡ 1 mod 4, ist 2(t2p−1)k2+ ∆2 (tp−1)k ≡
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2(t2pk
2 + tpk− k2 − k) ≡ 0 mod 4 und insgesamt wieder 2(t2p − 1)k2 + ∆2 (tp − 1)k ≡ 0 mod ∆.
Also liegt auch im Fall m = 1/2 die rechte Seite der Gleichung (2.3) in Z.
Jetzt zur Implikation
”
⇒“: Fu¨r x = 1
2
j + ι˙√
∆
k ∈ o] mit j, k ∈ Z gilt
∆ |x+ α|2 /m ≡

k2 mod pZ, falls p ∈ P mit 2 < p|∆,
j2 + k2 mod 4Z, falls 4‖∆ und m = 1,
∆
4
j2 + k2 mod 8Z, falls 8‖∆ und m = 1,
∆
8
+ 2k2 mod 8Z, falls 8‖∆ und m = 1/2.
Sind daher x, y ∈ o] mit ∆ |x+ α|2 /m ≡ ∆ |y + α|2 /m mod ∆Z, so gilt fu¨r alle p ∈ P
mit p|m2∆ bereits xp = yp oder xp = (tpy)p, in jedem Fall aber x = ty fu¨r ein geeignetes
t ∈ Om2∆.
Aus der Definition der Darstellung ρm2∆ sieht man sofort, dass die Zahlen e
2piι˙|x+α|2/m, x ∈
o]/mo, die Eigenwerte des Operators ρm2∆(T ) auf Vm2∆ sind. Lemma 2.9 besagt dann, dass
die Eigenra¨ume von ρm2∆(T ) den Om2∆-Bahnen in o
]/mo entsprechen:{
f ∈ Vm2∆
∣∣∣ ρm2∆(T )f = e2piι˙|x+α|2/mf } = {f ∈ Vm2∆ | supp(f) ⊂ Om2∆ ·x} .
Als na¨chstes untersuchen wir die Operation von Om2∆ auf Vm2∆ genauer. Sei O
ab
m2∆ =
Hom(Om2∆,C×) die zu Om2∆ duale Gruppe. Da Om2∆ nilpotent von der Ordnung 2 ist,
gilt dies auch fu¨r Oabm2∆. Insbesondere ist χ(Om2∆) ⊂ {±1} fu¨r alle χ ∈ Oabm2∆. Sei χp ∈ Oabm2∆
definiert durch
χp(tq) =
{
1, falls p 6= q,
−1, falls p = q.
Dann ist {χp | p ∈ P mit p|m2∆} die zu {tp | p ∈ P mit p|m2∆} duale Basis von Oabm2∆. Fu¨r
χ ∈ Oabm2∆ sei
Vχ = {f ∈ Vm2∆ | W (t)f = χ(t)f fu¨r alle W (t) ∈ Om2∆}
der Eigenraum zum Charakter χ. Da Om2∆ abelsch ist, zerlegt sich Vm2∆ simultan in Ei-
genra¨ume
Vm2∆ =
⊕
χ∈Oab
m2∆
Vχ.(2.4)
2.10 Proposition. Sei t ∈ o. W (t) vertauscht mit der Operation von SL2(Z) auf Vm2∆
vermo¨ge ρm2∆ genau dann, wenn |t|2 ≡ 1 mod m2∆ gilt.
Beweis: Sei t ∈ o und f ∈ Vm2∆. Dann ist
((W (t)ρm2∆(T )− ρm2∆(T )W (t)) f) (x) =
(
e2piι˙|tx+α|
2/m − e2piι˙|x+α|2/m
)
f(tx).
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Also vertauscht W (t) mit ρm2∆(T ), falls
|tx+ α|2 /m ≡ |x+ α|2 /m mod Z fu¨r alle x ∈ o].(∗)
Nach Lemma 2.9 ist (∗) fu¨r t ∈ o mit |t|2 ≡ 1 mod m2∆ erfu¨llt. Gelte nun (∗). Dann folgt im
Fall m = 1, also α = 0,
(|t|2 − 1) |x|2 ∈ Z fu¨r alle x ∈ o].
Speziell mit x = ι˙√
∆
∈ o] ergibt sich |t|2 ≡ 1 mod m2∆. Im Fall m = 1/2 ist (∗) a¨quivalent
zu
2(|t|2 − 1) |x|2 + 4<((t− 1)xα) ∈ Z fu¨r alle x ∈ o].
Wegen 4α ∈ o liegt hier der zweite Summand immer in 1
2
Z. Also muss auch 2(|t|2−1) |x|2 ∈ 1
2
Z
fu¨r alle x ∈ o] sein. Dies impliziert wieder |t|2 ≡ 1 mod m2∆. Insgesamt gilt also
W (t)ρm2∆(T ) = ρm2∆(T )W (t) ⇐⇒ |t|2 ≡ 1 mod m2∆.
Sei nun t ∈ o mit |t|2 ≡ 1 mod m2∆. Dann ist x 7→ tx eine Bijektion von o]/mo mit
Umkehrabbildung x 7→ tx. Daher gilt
((W (t)ρm2∆(J)− ρm2∆(J)W (t)) f) (x)
= e−4piι˙|α|
2/m −ι˙
m
√
∆
 ∑
x′:o]/mo
e−4piι˙<(txx
′)/mf(x′)−
∑
x′:o]/mo
e−4piι˙<(xx
′)/mf(tx′)

= e−4piι˙|α|
2/m −ι˙
m
√
∆
∑
x′:o]/mo
(
e−4piι˙<(txx
′)/m − e−4piι˙<(xtx′)/m
)
f(x′)
= 0 fu¨r alle x ∈ o]/mo.
Also impliziert W (t)ρm2∆(T ) = ρm2∆(T )W (t) bereits W (t)ρm2∆(J) = ρm2∆(J)W (t) und
damit W (t)ρm2∆(M) = ρm2∆(M)W (t) fu¨r alle M ∈ SL2(Z).
Wegen Proposition 2.10 sind alle Eigenra¨ume Vχ invariant unter ρm2∆. Daher erhalten wir
durch Restriktion von ρm2∆ auf Vχ eine Darstellung ρχ = ρm2∆Vχ von SL2(Z). Unser Ziel
ist nun zu zeigen, dass die Darstellungen (ρχ, Vχ) irreduzibel sind. Dazu beno¨tigen wir noch
einige Vorbereitungen.
Wir betrachten nun fu¨r χ ∈ Oabm2∆ den Projektor Prχ : Vm2∆ → Vχ, definiert durch
Prχ(f) =
1
]Oabm2∆
∑
t∈Oab
m2∆
χ(t)W (t)−1f.
Offensichtlich ist Prχ(f) ∈ Vχ fu¨r f ∈ Vm2∆ und PrχVχ = idVχ . Im Folgenden beno¨tigen wir
die charakteristischen Funktionen fx ∈ Vm2∆, definiert durch fx(y) = δx=y. Fu¨r t ∈ Om2∆ gilt
dann W (t)fx = ftx (denn t
2 = 1 fu¨r t ∈ Om2∆).
2.11 Lemma. Sei χ ∈ Oabm2∆ und seien f und g Eigenfunktionen von ρm2∆(T ) zum gleichen
Eigenwert. Dann sind die Projektionen Prχ(f) und Prχ(g) linear abha¨ngig.
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Beweis: Sei x ∈ o]/mo so dass f und g Eigenfunktionen von ρm2∆(T ) zum Eigenwert
e2piι˙|x+α|
2/m sind. Die charakteristischen Funktionen fy, y ∈ Om2∆ ·x bilden eine Basis des
Eigenraumes von ρm2∆(T ) zum Eigenwert e
2piι˙|x+α|2/m. Es genu¨gt dann zu zeigen, dass die Pro-
jektionen Prχ(fy) und Prχ(fx) fu¨r alle y ∈ Om2∆ ·x linear abha¨ngig sind. Sei dazu t ∈ Om2∆
mit tx = y. Dann ist W (t)fx = fy, also Prχ(fy) = Prχ(W (t)fx) = χ(t) Prχ(fx).
Jeder Eigenraum von ρm2∆(T ) liefert unter der Projektion Prχ also ho¨chstens einen eindi-
mensionalen Beitrag zu Vχ. Es bleibt zu kla¨ren, welche Eigenra¨ume von ρm2∆(T ) tatsa¨chlich
zu Vχ beitragen. Ein Kriterium dafu¨r ist
2.12 Lemma. Sei x ∈ o]/mo und χ ∈ Oabm2∆. Der ρm2∆(T )-Eigenraum zum Eigenwert
e2piι˙|x+α|
2/m liefert unter Prχ einen nicht-trivialen (also eindimensionalen) Beitrag zu Vχ, falls
χStabO
m2∆
(x) = 1, also StabOm2∆(x) ⊂ Kernχ ist.
Beweis: Sei x ∈ o]/mo und V|x+α|2/m der ρm2∆(T )-Eigenraum zum Eigenwert e2piι˙|x+α|
2/m. Ist
t ∈ Om2∆ so gilt fu¨r die charakteristische Funktion ftx die Beziehung Prχ(ftx) = χ(t) Prχ(fx).
Da die charakteristischen Funktionen ftx, t ∈ Om2∆ / StabOm2∆(x) eine Basis von V|x+α|2/m
bilden gilt insgesamt
Prχ(V|x+α|2/m) = 0 ⇐⇒ Prχ(fx) = 0.
Fu¨r y ∈ o]/mo mit y 6∈ Om2∆ ·x ist Prχ(fx)(y) = 0, da Prχ(fx) Eigenfunktion von ρm2∆(T )
zum Eigenwert e2piι˙|x+α|
2/m ist. Ist dagegen y = tx mit t ∈ Om2∆, so gilt
Prχ(fx)(y) =
1
]Oabm2∆
∑
t′∈Oab
m2∆
χ(t′) (W (t′)−1fx)(tx) =
1
]Oabm2∆
∑
t′∈Oab
m2∆
χ(t′) fx(t′tx)
=
1
]Oabm2∆
∑
t′∈Oab
m2∆
,
t′tx=x
χ(t′) = χ(t)
1
]Oabm2∆
∑
t′∈StabO
m2∆
(x)
χ(t′).
Wegen der Orthogonalita¨tsrelationen ist also Prχ(fx) 6= 0 genau dann, wenn χ als Charakter
auf der Untergruppe StabOm2∆(x) trivial ist.
2.13 Korollar. Sei χ ∈ Oabm2∆. Dann gilt
dimVχ = a2
∏
2 6=p∈P, p|m2∆
p+ χ(tp)
2
mit a2 =

ggT(2,m2∆), falls m2∆ quadratfrei,
2 + χ(t2), falls m = 1 und
∆
4
≡ 1 mod 4,
2(2 + χ(t2)), falls m = 1 und
∆
4
≡ 2 mod 4.
Beweis: Sei χ ∈ Oabm2∆. Nach Lemma 2.12 ist
dimVχ = ]
{
x ∈ Om2∆ \o]/mo
∣∣ StabOm2∆(x) ⊂ Kernχ} .
Nun gilt fu¨r den Kern von χ stets
Kernχ = 〈{tp | χ(tp) = 1} ∪ {tptq | χ(tp) = χ(tq) = −1}〉.
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Nach Lemma 2.8 wird StabOm2∆(x) von den tp’s mit tpx = x erzeugt. Also ist
StabOm2∆(x) ⊂ Kernχ ⇐⇒ χ(tp) = 1 fu¨r alle tp mit tpx = x.
Die Vertreter der Om2∆-Orbits in o
]/mo aus Lemma 2.7, die diese Bedingung erfu¨llen, za¨hlt
man ab und kommt zu obigem Ergebnis.
2.14 Satz. Sei m ∈ {1
2
, 1}. Fu¨r alle χ ∈ Oabm2∆ ist die Darstellung ρχ irreduzibel.
Beweis: Sei B = {x ∈ Om2∆ \o]/mo ∣∣ StabOm2∆(x) ⊂ Kernχ} ein Vertretersystem der
Om2∆-Orbits, deren zugeho¨rige Eigenra¨ume V|x+α|2/m den Raum Vχ nicht-trivial schneiden.
Dann ist {Prχ(fx) | x ∈ B} eine Basis von Vχ.
Wir zeigen, dass der Zentralisator von ρχ gleich C× idVχ und ρχ somit irreduzibel ist. Sei
daher A ∈ GL(Vχ) mit Aρχ(M) = ρχ(M)A fu¨r alle M ∈ SL2(Z). Dann la¨sst A auch die
ρχ(T )-Eigenra¨ume in Vχ invariant. Diese sind nach Lemma 2.11 eindimensional, so dass A
auf jedem ρχ(T )-Eigenraum als Skalar operiert, d. h. zu x ∈ B gibt es eine Zahl 0 6= cx ∈ C,
so dass APrχ(fx) = cx Prχ(fx) gilt.
Sei nun x ∈ B. Dann ist ρχ(J) Prχ(fx) ∈ Vχ. Daher gibt es (eindeutig bestimmte) Zahlen
bx,y, y ∈ B, so dass
ρχ(J) Prχ(fx) =
∑
y∈B
bx,y Prχ(fy)(2.5)
ist. Wenn wir A auf diese Gleichung anwenden und Aρχ(J) = ρχ(J)A beachten, erhalten wir
nach Division durch cx
ρχ(J) Prχ(fx) =
∑
y∈B
bx,y
cy
cx
Prχ(fy).(2.6)
Wir zeigen im folgenden, dass bei geeigneter Wahl von x alle Koeffizienten bx,y, y ∈ B, nicht
verschwinden. Dann ergibt ein Vergleich der Koeffizienten in den Gleichungen (2.5) und (2.6),
dass cy = cx fu¨r alle y ∈ B, also A = cx idVχ ist.
Wir nehmen nun an, dass der Stabilisator von x ∈ B maximal ist, d. h. fu¨r alle p ∈ P mit
p|m2∆ gilt
χ(tp) = 1 =⇒ tpx = x.
Sei Pr|x+α|2/m der Projektor auf den Eigenraum V|x+α|2/m von ρm2∆(T ) zum Eigenwert
e2piι˙|x+α|
2/m. Vermo¨ge Restriktion fassen wir Pr|x+α|2/m auch als Projektor von Vχ auf
V|x+α|2/m ∩ Vχ auf. Der Projektor Pr|x+α|2/m hat eine sehr einfache Realisierung: Es ist
Pr|x+α|2/m =
1
∆
∆−1∑
j=0
(
e2piι˙|x+α|
2/m
)−j
ρm2∆(T
j)
die Restriktion auf den Orbit von x unter Om2∆, also Pr|x+α|2/m(f) = fOm2∆ ·x fu¨r f ∈ Vm2∆.
Pr|y+α|2/m auf die Gleichung (2.5) angewandt ergibt nun
Pr|y+α|2/m ρχ(J) Prχ(fx) = bx,y Prχ(fy).
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Aus dem Beweis von Lemma 2.12 wissen wir, dass Prχ(fy)(y) 6= 0 ist. Daher ist sicherlich
bx,y 6= 0, falls auch Pr|y+α|2/m ρχ(J) Prχ(fx)(y) 6= 0 ist. Jetzt rechnet man(
Pr|y+α|2/m ρm2∆(J) Prχ(fx)
)
(y) = (ρm2∆(J) Prχ(fx)) (y)
= e−4piι˙|α|
2/m −ι˙
m
√
∆
∑
x′:o]/mo
e−4piι˙<(yx
′)/m Prχ(fx)(x
′)
= e−4piι˙|α|
2/m −ι˙
m
√
∆
∑
x′∈Om2∆ ·x
e−4piι˙<(yx
′)/m Prχ(fx)(x
′),
denn es ist supp(Prχ(fx)) ⊂ Om2∆ ·x. Der Faktor vor der Summe ist nicht 0 und spielt
daher fu¨r unsere U¨berlegungen keine Rolle. Fu¨r die Summe erha¨lt man wegen Om2∆ ·x ={
tx | t ∈ Om2∆ / StabOm2∆(x)
}
den Wert (beachte StabOm2∆(x) ⊂ Kernχ nach Vorausset-
zung) ∑
t′∈Om2∆ / StabOm2∆ (x)
t∈Om2∆
e−4piι˙<(yt
′x)/mχ(t)fx(tt
′x) =
∑
t′∈Om2∆ / StabOm2∆ (x)
t∈t′ StabO
m2∆
(x)
χ(t)e−4piι˙<(yt
′x)/m
=]StabOm2∆(x)
∑
t′∈Om2∆ / StabOm2∆ (x)
χ(t′)e−4piι˙<(yt
′x)/m,
Wegen der Maximalita¨t von StabOm2∆(x) wird Om2∆ / StabOm2∆(x) erzeugt von den Klas-
sen tp StabOm2∆(x) mit χ(tp) = −1. Sei
{
tpj
∣∣ j = 1, . . . , r} die Menge dieser tp’s. Fu¨r
ν = (ν1, . . . , νr) ∈ {0, 1}r ist∏
j=1,...,r
tνjpj −
∑
j=1,...,r
tνjpj + r − 1 ≡ 0 mod mι˙
√
∆o.(2.7)
Hierzu beachte man, dass z ∈ mι˙√∆o a¨quivalent ist zu <(z), <(ωz) ∈ m∆
2
Z. Da die Rest-
klassen der tp bekannt sind, kann man dies fu¨r die linke Seite in (2.7) einfach, aber mit vielen
Fallunterscheidungen, verifizieren. (2.7) impliziert in allen Fa¨llen
2<(yx
∏
j=1,...,r
tνjpj)/m ≡ 2<((1− r +
∑
j=1,...,r
tνjpj)yx)/m mod Z.
Damit erhalten wir∑
t′∈Om2∆ / StabOm2∆ (x)
χ(t′)e−4piι˙<(yt
′x)/m =
∑
ν∈{0,1}r
χ(
∏
j=1,...,r
tνjpj)e
−4piι˙<(yx ∏
j=1,...,r
t
νj
pj
)/m
=
∑
ν∈{0,1}r
χ(
∏
j=1,...,r
tνjpj)e
−4piι˙<((1−r)yx)/me
−4piι˙<( ∑
j=1,...,r
t
νj
pj
yx)/m
= e−4piι˙<((1−r)yx)/m
∏
j=1,...,r
(
e−4piι˙<(yx)/m − e−4piι˙<(tpj yx)/m
)
= e−4piι˙<(yx)/m
∏
j=1,...,r
(
1− e−4piι˙<((tpj−1)yx)/m
)
.
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Das ganze Problem ist nun reduziert auf die Behauptung
χ(tp) = −1 =⇒ 2<(tpyx)/m 6≡ 2<(yx)/m mod Z.(2.8)
Seien also x, y ∈ B und p ∈ P mit p|m2∆. Wenn m2∆ quadratfrei ist, ko¨nnen wir Vertreter
x = ι˙√
∆
k, y = ι˙√
∆
k′ mit k, k′ ∈ Z wa¨hlen und tp ∈ Z annehmen. Aus 2<(tpyx)/m ≡
2<(yx)/m mod Z folgt dann tpk′k ≡ k′k mod m∆2 Z, also insbesondere k′ ≡ 0 mod pZ oder
k ≡ 0 mod pZ. Damit ist jedoch tp ∈ StabOm2∆(x) ∪ StabOm2∆(y) ⊂ Kernχ, d. h. χ(tp) = 1.
Falls 4|m2∆, so ko¨nnen wir Vertreter x = 1
2
j + ι˙√
∆
k, y = 1
2
j′ + ι˙√
∆
k′ mit j, j′, k, k′ ∈ Z
wa¨hlen. Fu¨r p > 2 mit 2<(tpyx)/m ≡ 2<(yx)/m mod Z folgt dann χ(tp) = 1 wie eben.
Erfu¨llt t2 diese Kongruenz, so folgt
−1
2
(t˜2 + 1)(kj
′ − jk′) + 1
2
t˜2jj
′ +
2
∆
t˜2kk
′ ≡ 1
2
jj′ +
2
∆
kk′ mod Z.
Ist ∆
4
≡ 1 mod 4Z, so impliziert dies (j + k)(j′ + k′) ≡ 0 mod 2Z, also t2 ∈ StabOm2∆(x) ∪
StabOm2∆(y). Ist
∆
4
≡ 2 mod 4Z, so folgt 2kk′ ≡ 0 mod 4Z, also wieder t2 ∈ StabOm2∆(x) ∪
StabOm2∆(y). In beiden Fa¨llen ist χ(tp) = 1.
2.15 Korollar. Sei m ∈ {1
2
, 1}. Die Zerlegung der Darstellung ρm2∆ in irreduzible Darstel-
lungen ist gegeben durch
ρm2∆ =
⊕
χ∈Oab
m2∆
ρχ.
Insbesondere ist ρm2∆ nur in der Fa¨llen m
2∆ = 1 und m2∆ = 2 irreduzibel.
2.16 Bemerkung. Sei m2∆ =
∏
p∈P, p|m2∆ p
νp . Wegen Γ[∆] ⊂ Kern(ρm2∆) (nach Korollar
1.21 bzw. Korollar 1.22) ko¨nnen wir ρm2∆ in natu¨rlicher Weise als Darstellung der endlichen
Gruppe SL2(Z/∆Z) auffassen. Als solche zerlegt sich ρm2∆ als Tensorprodukt
ρm2∆ =
⊗
p|∆
ρpνp ,(2.9)
wobei ρpνp eine Darstellung der Gruppe SL2(Z/pνpZ) ist. Da in unserem Fall ν2 ≤ 3 und
νp = 1 fu¨r p > 2 ist, sind die irreduziblen Faktoren der hier auftretenden Darstellungen
ρpνp seit Langem gut bekannt (siehe etwa [64] im Fall νp = 1 oder allgemeiner [60], [61]).
Tatsa¨chlich la¨sst sich daher z. B. mit Hilfe der Charakterwerte des na¨chsten Abschnitts die
Anzahl der Mo¨glichkeiten, wie sich ρpνp zerlegt, sehr weit einschra¨nken. Mit etwas mehr
Aufwand du¨rfte es sicherlich mo¨glich sein, zuerst die Isomorphietypen und die Zerlegung der
Faktoren in einem Tensorprodukt der Art (2.9) zu bestimmen. Man wu¨rde dann Satz 2.14 und
Korollar 2.15 entsprechend als einfache Folgerungen erhalten und gleichzeitig noch wesentlich
mehr Information u¨ber die irreduziblen Konstituenten, wie z. B. detailliertere Charakterwerte
als die, die wir im na¨chsten Abschnitt bestimmen, erhalten.
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2.2 Einige spezielle Charakterwerte
In diesem Abschnitt kehren wir wieder zu den Notationen von Kapitel 1 zuru¨ck, d. h. ρm2∆,α
ist die in Proposition 1.24 definierte Darstellung auf V αm2∆, wobei m ∈ 12N, so dass m2∆
ganzzahlig ist und α = 0, falls m ∈ N bzw. α ∈ ℘] − o], falls m ∈ 1
2
+ N.
Fu¨r die Auswertung der Dimensionsformeln aus Abschnitt 3.1 in Kapitel 4 werden die Spu-
ren von ρm2∆,α(J) und ρm2∆,α(JT ) auf den Eigenra¨umen von ρm2∆,α(−12) beno¨tigt. Es stellt
sich heraus, dass sich die Berechnung dieser Spuren reduzieren la¨sst auf die Bestimmung von
Spur(ρm2∆,α(T
k)) fu¨r k ∈ {1, 2, 3} auf V αm2∆. In diesem Abschnitt stellen wir diese Informa-
tionen zusammen.
Zuna¨chst zeigen wir analog zu [33, Lemma 0.1]:
2.17 Lemma. Sei m ∈ 1
2
N. Fu¨r x ∈ o] ist
e−4piι˙<(αx)/m
∑
x′∈α+o]/mo
e4piι˙<(xx
′)/m =
{
0, falls x 6∈ mo,
m2∆, falls x ∈ mo.
Beweis: Sei A(x) = e−4piι˙<(αx)/m
∑
x′∈α+o]/mo
e4piι˙<(xx
′)/m. Offensichtlich ist A(x) wohldefiniert
und fu¨r y ∈ o] gilt
A(x) = e−4piι˙<(αx)/m
∑
x′∈α+o]/mo
e4piι˙<(x(x
′+y))/m = e4piι˙<(xy)/mA(x).
Also ist A(x) = 0 oder x/m ∈ o. Im zweiten Fall ist e4piι˙<(xx′)/m = e4piι˙<(xα)/m fu¨r alle
x′ ∈ α + o].
2.18 Lemma. Sei m ∈ 1
2
N. Dann gilt
Spur(ρm2∆,α(T )) = mι˙
√
∆.
Beweis: Bekanntlich ist (−TJ)3 = 12. Andererseits gilt
(ρm2∆,α(−TJ)f) (x) = −e8piι˙<(αx)/m (ρm2∆,α(TJ)f) (−x)
=− e8piι˙<(αx)/me2piι˙|−x|2/m (ρm2∆,α(J)f) (−x)
=− e2piι˙(4<(αx)+|x|2)/m −ι˙
m
√
∆
e−4piι˙<(αx)/m
∑
x′∈α+o]/mo
e4piι˙<(xx
′)/me−4piι˙<(αx
′)/mf(x′)
=− e2piι˙(2<(αx)+|x|2)/m −ι˙
m
√
∆
∑
x′∈α+o]/mo
e4piι˙(<(xx
′)−<(αx′))/mf(x′).
Also ist(
ρm2∆,α((−TJ)2)f
)
(x)
=− e2piι˙(2<(αx)+|x|2)/m −ι˙
m
√
∆
∑
x′∈α+o]/mo
e4piι˙(<(xx
′)−<(αx′))/m (ρm2∆,α(−TJ)f) (x′)
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=
−1
m2∆
e2piι˙(2<(αx)+|x|
2)/m
∑
x′∈α+o]/mo
e2piι˙(2<(xx
′)+|x′|2)/m ∑
x′′∈α+o]/mo
e4piι˙(<(x
′x′′)−<(αx′′))/mf(x′′)
=
−1
m2∆
e2piι˙(2<(αx)+|x|
2)/m
∑
x′′∈α+o]/mo
 ∑
x′∈α+o]/mo
e2piι˙(2<((x+x
′′)x′)+|x′|2)/m
 e−4piι˙<(αx′′)/mf(x′′)
=
−1
m2∆
e2piι˙(2<(αx)+|x|
2)/m
∑
x′′∈α+o]/mo
S(x+ x′′)e−4piι˙<(αx
′′)/mf(x′′)
mit
S(x) =
∑
x′∈α+o]/mo
e2piι˙(2<(xx
′)+|x′|2)/m, x ∈ o]/mo.
Fu¨r x, y ∈ o] ist dann
S(x) =
∑
x′∈α+o]/mo
e2piι˙(2<(x(x
′+y))+|x′+y|2)/m
= e4piι˙<(xy)/m
∑
x′∈α+o]/mo
e2piι˙(2<(xx
′)+|x′|2+2<(yx′)+|y|2)/m
= e2piι˙(2<(xy)+|y|
2)/m
∑
x′∈α+o]/mo
e2piι˙(2<((x+y)x
′)+|x′|2)/m = e2piι˙(2<(xy)+|y|
2)/mS(x+ y),
also S(x) = e2piι˙(−2<(xx)+|−x|
2)/mS(0) = e−2piι˙|x|
2/mS(0). Daher ergibt sich schließlich(
ρm2∆,α((−TJ)3)f
)
(x)
=− e2piι˙(2<(αx)+|x|2)/m −ι˙
m
√
∆
∑
x′∈α+o]/mo
e4piι˙(<(xx
′)−<(αx′))/m (ρm2∆,α((−TJ)2)f) (x′)
=e2piι˙(2<(αx)+|x|
2)/m −ι˙
(m
√
∆)3
∑
x′∈α+o]/mo
e2piι˙(2<(xx
′)+|x′|2)/m
∑
x′′∈α+o]/mo
S(x′ + x′′)e−4piι˙<(αx
′′)/mf(x′′)
=e2piι˙(2<(αx)+|x|
2)/m −ι˙
(m
√
∆)3∑
x′′∈α+o]/mo
 ∑
x′∈α+o]/mo
e2piι˙(2<(xx
′)+|x′|2)/me−2piι˙|x
′+x′′|2/mS(0)
 e−4piι˙<(αx′′)/mf(x′′)
=e2piι˙(2<(αx)+|x|
2)/m −ι˙S(0)
(m
√
∆)3∑
x′′∈α+o]/mo
 ∑
x′∈α+o]/mo
e2piι˙(2<((x−x
′′)x′)−|x′′|2)/m
 e−4piι˙<(αx′′)/mf(x′′)
=e2piι˙(4<(αx)+|x|
2)/m −ι˙S(0)
(m
√
∆)3
m2∆e−2piι˙|x|
2/me−8piι˙<(αx)/mf(x) =
−ι˙S(0)
m
√
∆
f(x).
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Also ist Spur(ρm2∆,α(T )) = S(0) = ι˙m
√
∆.
Aus dem Beweis von Lemma 2.18 geht offensichtlich auch hervor, dass
ρm2∆,α((−TJ)3) = idV α
m2∆
⇐⇒ S(0) = ι˙m
√
∆.(2.10)
Wie bereits in Abschnitt 2.1 im Spezialfall m ∈ {1
2
, 1} erwa¨hnt, ergibt sich so eine weite-
re Beweismo¨glichkeit fu¨r die Tatsache, dass ρm2∆,α eine Darstellung von SL2(Z) ist: Wegen
(ρm2∆,α(−1)f)(x) = −e4piι˙<(2αx)/mf(−x) ist na¨mlich ρm2∆,α(J)4 = idV α
m2∆
, so dass die defi-
nierenden Relationen genau dann erfu¨llt sind, wenn S(0) = ι˙m
√
∆. Wegen Proposition 1.24
ko¨nnen wir also das folgende Korollar formulieren:
2.19 Korollar. Sei m ∈ 1
2
N. Dann gilt
∑
x′∈α+o]/mo
e2piι˙|x
′|2/m = ι˙m
√
∆.
Fu¨r die Bestimmung der weiteren Werte von Spur(ρm2∆,α(T
k)) bleibt uns leider nichts ande-
res, als die entsprechenden Gauß-Summen explizit zu berechnen (von allgemeinen Spurfor-
meln einmal abgesehen). Im Weiteren beschra¨nken wir uns der Einfachheit halber wieder auf
die Fa¨lle m ∈ {1
2
, 1} (obwohl man entsprechende Ergebnisse natu¨rlich auch fu¨r allgemeines
m ∈ 1
2
N beweisen ko¨nnte). Fu¨r k, j ∈ Z werden die quadratischen Gauß-Summen mit
G(j, k) =
∑
x:Z/kZ
e2piι˙jx
2/k
bezeichnet. Fu¨r m = 1 ist folgendes Lemma ein Spezialfall von [33, Lemma 0.6].
2.20 Lemma. Fu¨r m ∈ {1
2
, 1} und k ∈ Z ist
Spur(ρm2∆,α(T
k)) =

G(k,∆), falls m = 1, ∆ ≡ 3 mod 4Z,
(1 + ι˙k)2G(k,∆/4), falls m = 1, ∆/4 ≡ 1 mod 4Z,
(1 + ι˙k)
(
1 + (−1)k + 2
(
1 + ι˙√
2
)k∆/8)
G(2k,∆/8),
falls m = 1, ∆/4 ≡ 2 mod 4Z,
ι˙k
1+∆/4
8 G(2k,∆/4), falls m = 1
2
, ∆/4 ≡ 1 mod 4Z,(
1 + ι˙√
2
)k
(1 + ι˙k
∆
8 )G(4k,∆/8), falls m = 1
2
, ∆/4 ≡ 2 mod 4Z.
Beweis: Es genu¨gt die Fa¨lle fu¨r m = 1
2
zu verifizieren. Dazu setzt man α explizit ein und
rechnet.
Fu¨r spa¨tere Anwendungen bestimmen wir explizite Formeln fu¨r Spur(ρm2∆,α(T
k)), k ∈ {2, 3}.
2.21 Lemma. Fu¨r m ∈ {1
2
, 1} ist
Spur(ρm2∆,α(T
2)) =
{
0, falls m2∆ ≡ 0 mod 2Z,
−χ−∆(2m)e−piι˙mι˙m
√
∆, falls m2∆ ≡ 1 mod 2Z.
Spur(ρm2∆,α(T
3)) =
{
(−1)2m3m
√
∆/3, falls ∆ ≡ 0 mod 3Z,
χ−∆(3)ι˙m
√
∆, falls ∆ 6≡ 0 mod 3Z,
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Beweis: Fu¨r 2 6= p ∈ N prim ist bekanntlich G(1, p)2 = (−1)(p−1)/2p, also fu¨r ungerades,
quadratfreies d ∈ N und k ∈ Z mit ggT(k, d) = 1
G(1, d)G(k, d) =
∏
p|d
(
k
p
)(
1
p
)(
d/p
p
)2
G(1, p)2 = (−1)(d−1)/2
(
k
d
)
d.
Nun zu Spur(ρm2∆,α(T
2)): Falls m2∆ ≡ 0 mod 2Z, folgt Spur(ρm2∆,α(T 2)) = 0 aus Lemma
2.20. Falls m = 1 und ∆ ≡ 3 mod 4Z ist
Spur(ρm2∆,α(T
2)) = G(2,∆)
G(1,∆)
ι˙
√
∆
= −ι˙(−1)(∆−1)/2
(
2
∆
)√
∆
= (−1)(∆2−1)/8ι˙
√
∆ = (−1)(∆2−1)/8ι˙
√
∆ = (−1)(∆+1)/4ι˙
√
∆,
da dann ∆
2−1
8
≡ ∆+1
4
mod 2Z. Falls m = 1
2
und ∆/4 ≡ 1 mod 4Z ist
Spur(ρm2∆,α(T
2)) = ι˙2
1+∆/4
2 G(4,∆/4)
ι˙
1+∆/4
2 G(2,∆/4)
ι˙m
√
∆
=
(
2
∆/4
)
(∆/4)2
G(1,∆/4)2
ι˙3
1+∆/4
2
ι˙m
√
∆
= (−1)((∆/4)2−1)/8∆/4(−1)
− 3+∆/4
4
m
√
∆
= (−1)((∆/4)2−1)/8− 3+∆/44 m
√
∆ = −m
√
∆,
da dann (∆/4)
2−1
8
− 3+∆/4
4
≡ 1 mod 2Z.
Nun zu Spur(ρm2∆,α(T
3)): Falls m = 1 und ∆ ≡ 3 mod 4Z ist
Spur(ρm2∆,α(T
3)) =
3G(1,∆/3) = 3
√
∆/3, falls 3|∆,
G(3,∆)
G(1,∆)
ι˙
√
∆
=
(
3
∆
)
ι˙
√
∆, falls 3 - ∆.
Falls m = 1 und ∆/4 ≡ 1 mod 4Z, ist
Spur(ρm2∆,α(T
3)) =

(1− ι˙)23G(1,∆/12) = −2ι˙3ι˙
√
∆/12 = 3
√
∆/3, falls 3|∆,
(1− ι˙)2G(3,∆/4)(1 + ι˙)
2G(1,∆/4)
ι˙
√
∆
= −ι˙
(
3
∆/4
)√
∆, falls 3 - ∆.
Sei nun m = 1 und ∆/4 ≡ 2 mod 4Z. Dann gilt
(1 + ι˙3)
(
1 + (−1)3 + 2
(
1 + ι˙√
2
)3∆/8)
=−
√
8
(−1 + ι˙√
2
)∆/8+1
= −
√
8(−ι˙)(∆/8+1)/2
=
{
ι˙(−1)(∆/8−1)/4√8, falls ∆/8 ≡ 1 mod 4Z,
−(−1)(∆/8+1)/4√8, falls ∆/8 ≡ 3 mod 4Z.
Ist zusa¨tzlich ∆/8 6≡ 0 mod 3Z, so gilt
G(6,∆/8) = (−1)∆/8−12
(
6
∆/8
)
∆
8
1
G(1,∆/8)
=

(−1) (∆/8)
2−1
8
(
3
∆/8
)√
∆/8, falls ∆/8 ≡ 1 mod 4Z,
(−1) (∆/8)
2−1
8
(
3
∆/8
)
ι˙
√
∆/8, falls ∆/8 ≡ 3 mod 4Z.
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Ist dagegen ∆/8 ≡ 0 mod 3Z, so gilt
G(6,∆/8) = 3G(2,∆/24) = 3(−1)∆/24−12
(
2
∆/24
)
∆
24
1
G(1,∆/24)
=
3(−1)
(∆/24)2−1
8
√
∆/24, falls ∆/24 ≡ 1 mod 4Z,
3(−1) (∆/24)
2−1
8 ι˙
√
∆/24, falls ∆/24 ≡ 3 mod 4Z.
Daher ergibt sich schließlich
Spur(ρm2∆,α(T
3)) =

(
3
∆/8
)
ι˙
√
∆, falls ∆ 6≡ 0 mod 3Z, ∆/8 ≡ 1 mod 4Z,
−
(
3
∆/8
)
ι˙
√
∆, falls ∆ 6≡ 0 mod 3Z, ∆/8 ≡ 3 mod 4Z,
3
√
∆/3, falls ∆ ≡ 0 mod 3Z.
Sei nun m = 1
2
und ∆/4 ≡ 1 mod 4Z. Dann ergibt sich (analog zu den bisherigen Fa¨llen)
Spur(ρm2∆,α(T
3)) =
−
(
3
∆/4
)
ι˙m
√
∆, falls ∆ 6≡ 0 mod 3Z,
−3m
√
∆/3, falls ∆ ≡ 0 mod 3Z.
Als letztes sei m = 1
2
und ∆/4 ≡ 2 mod 4Z. Dann ist
(
1 + ι˙√
2
)3
(1 + ι˙3
∆
8 ) =

−1 + ι˙√
2
(1− ι˙) = ι˙
√
2, falls ∆/8 ≡ 1 mod 4Z,
−1 + ι˙√
2
(1 + ι˙) = −
√
2, falls ∆/8 ≡ 3 mod 4Z.
Ist zusa¨tzlich ∆/8 6≡ 0 mod 3Z, so gilt
G(12,∆/8) = (−1)∆/8−12
(
12
∆/8
)
∆
8
1
G(1,∆/8)
=

(
3
∆/8
)
m
√
∆/2, falls ∆/8 ≡ 1 mod 4Z,(
3
∆/8
)
mι˙
√
∆/2, falls ∆/8 ≡ 3 mod 4Z.
Ist dagegen ∆/8 ≡ 0 mod 3Z, so gilt
G(12,∆/8) = 3G(4,∆/24) = 3(−1)∆/24−12
(
4
∆/24
)
∆
24
1
G(1,∆/24)
=
{
3m
√
∆/6, falls ∆/24 ≡ 1 mod 4Z,
3mι˙
√
∆/6, falls ∆/24 ≡ 3 mod 4Z.
Daher ergibt sich schließlich
Spur(ρm2∆,α(T
3)) =

(
3
∆/8
)
ι˙m
√
∆, falls ∆/8 ≡ 1 mod 4Z,
−
(
3
∆/8
)
ι˙m
√
∆, falls ∆/8 ≡ 3 mod 4Z,
−3m
√
∆/3, falls ∆ ≡ 0 mod 3Z.
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Damit ist im Fall ∆ ≡ 0 mod 3Z die Behauptung fu¨r Spur(ρm2∆,α(T 3)) gezeigt. Mit dem
quadratischen Reziprozita¨tsgesetz erha¨lt man im Fall ∆ 6≡ 0 mod 3Z weiter(
3
∆
)
= χ−∆(3), falls ∆ ≡ 3 mod 4Z,(
3
∆/4
)
= −χ−∆(3), falls ∆/4 ≡ 1 mod 4Z,(
3
∆/8
)
= (−1)∆/8−12 χ−∆(3), falls ∆/4 ≡ 2 mod 4Z.
und so auch in diesem Fall den angegebenen Wert fu¨r Spur(ρm2∆,α(T
3)).
Fu¨r x ∈ α+ o]/mo sei wieder fx ∈ V αm2∆ die charakteristische Funktion von x. Fu¨r ε ∈ {±1}
sei Vε ⊂ V αm2∆ der Eigenraum zum Eigenwert ε von ρm2∆,α(−12). Fu¨r
f εx :=
fx + ερm2∆,α(−12)fx, falls 2x 6∈ mo,1
2
(fx + ερm2∆,α(−12)fx) , falls 2x ∈ mo,
ist dann f εx ∈ Vε und wegen ρm2∆,α(−12) = −A2αW−1 gilt
f εx = 0 ⇐⇒ 2x ∈ mo und ε = e8piι˙<(αx)/m.
Setzt man daher
Bε1 := {f εx |x ∈ α + o]/±mo, 2x 6∈ mo},
Bε2 := {f εx |x ∈ α + o]/±mo, 2x ∈ mo, ε = −e8piι˙<(αx)/m}
(wobei α + o]/±mo ein Vertretersystem von α + o] unter der A¨quivalenzrelation x ∼ y ⇔
x ≡ ±y mod mo bezeichnet), so ist Bε := Bε1∪Bε2 eine Basis von Vε. Fu¨r f εx ∈ Bε ist f εx(x) = 1.
Setzt man daher Iεj = {x : α + o]/±mo | f εx ∈ Bεj} und Iε = Iε1 ∪ Iε2 , so ist fu¨r jedes g ∈ Vε
g =
∑
x∈Iε
g(x)f εx.
Da ρm2∆,α(−12) offensichtlich mit ρm2∆,α vertauscht, ist fu¨r M ∈ SL2(Z)
ρm2∆,α(M)g =
∑
x∈Iε
(ρm2∆,α(M)g) (x)f
ε
x.
Insbesondere gilt
Spur(ρm2∆,α(M)Vε) =
∑
x∈Iε
(ρm2∆,α(M)f
ε
x) (x).
Bevor wir das endgu¨ltige Resultat dieses Abschnitts formulieren, bestimmen wir, welche
x ∈ α + o]/mo zu Iε2 beitragen:
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2.22 Lemma. Sei m ∈ {1
2
, 1}. Im Fall m = 1
2
bezeichne α0 ∈ ℘] − o] den wie in (2.2)
gewa¨hlten speziellen Vertreter (mit der Eigenschaft 4α0 ∈ o). Dann gilt fu¨r x ∈ α + o]/mo
2x ∈ mo ⇐⇒

x = 0, falls m2∆ ≡ 3 mod 4Z,
x =
j
2
+
ι˙√
∆
∆
4
k, j, k ∈ {0, 1}, falls m2∆ ≡ 0 mod 4Z,
x = α0, falls m
2∆ ≡ 1 mod 4Z,
x = α0 +
ι˙√
∆
∆
8
k, k ∈ {0, 1}, falls m2∆ ≡ 2 mod 4Z.
In diesem Fall ist
ρm2∆,α(−12)fx =
{
−fx, falls m2∆ 6≡ 2 mod 4Z,
fx, falls m
2∆ ≡ 2 mod 4Z.
Beweis: Den ersten Teil der Behauptung erha¨lt man, indem man x aus einem Vertretersystem
von α + o]/mo (etwa gema¨ß (2.1)) wa¨hlt. Der zweite Teil ist fu¨r m = 1 klar, denn dann ist
ρm2∆,α(−12) = −W−1. Fu¨r m = 12 ist dann
ρm2∆,α(−12)fx = −e8piι˙<(αx)/mfx = −e−piι˙|2x/m|
2
fx.
Hier setzt man die eben bestimmten Vertreter ein und erha¨lt die Behauptung.
Im Fall m = 1 sind die Ra¨ume Vε offensichtlich die Unterra¨ume der geraden (im Fall ε = −1)
bzw. ungeraden Funktionen (im Fall ε = 1) in V αm2∆ (wir nennen dabei wie u¨blich eine Funtion
f gerade bzw. ungerade, falls f(−x) = f(x) bzw. f(−x) = −f(x) gilt). Im Fall m = 1
2
stimmen die Ra¨ume Vε wegen des Faktors e
8piι˙<(αx)/m in der Formel fu¨r die Operation von
ρm2∆,α(−12) i. A. nicht mit denen der geraden oder ungeraden Funktionen u¨berein. Speziell
fu¨r α = α0 wie in Lemma 2.22 ist aber e
8piι˙<(αx)/m = e16piι˙|α0|
2
= (−1)|4α0|2 unabha¨ngig von x
und entsprechend V1 der Unterraum der geraden bzw. ungeraden Funktionen, je nachdem ob
|4α0|2 ≡ 1 mod 2Z oder |4α0|2 ≡ 0 mod 2Z ist (und umgekehrt fu¨r V−1). Wir kommen nun
zum wesentlichen Ergebnis dieses Abschnitts.
2.23 Lemma. Sei ε ∈ {±1} und ρεm2∆,α = ρm2∆,αVε die Restriktion von ρm2∆,α auf Vε. Dann
gilt
Spur(ρεm2∆,α(J)) =
0, falls m
2∆ ≡ 0 mod 2Z,
χ−∆(2m)
1
2
(
epiι˙m + εe−piι˙m
)
, falls m2∆ ≡ 1 mod 2Z.
Spur(ρεm2∆,α(JT )) =
−
1− ε(−1)2mι˙√3
2
, falls ∆ ≡ 0 mod 3Z,
−1 + εχ−∆(3)
2
, falls ∆ 6≡ 0 mod 3Z.
Beweis: Ist f ∈ Vε, so ist f(−x) = −εe−8piι˙<(αx)/mf(x). Fu¨r x ∈ α+ o]/mo mit 2x 6∈ mo gilt
daher
(ρm2∆,α(J)f
ε
x) (x) =
−ι˙
m
√
∆
e4piι˙<(αx)/m
∑
x′∈α+o]/mo
e−4piι˙(<(xx
′)+<(αx′))/mf εx(x
′)
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=
−ι˙
m
√
∆
e4piι˙<(αx)/m
(
e−4piι˙(|x|
2+<(αx))/mf εx(x) + e
4piι˙(|x|2+<(αx))/mf εx(−x)
)
=
−ι˙
m
√
∆
(
e−4piι˙|x|
2/m − εe4piι˙|x|2/m
)
,
(ρm2∆,α(JT )f
ε
x) (x) = e
2piι˙|x|2/m (ρm2∆,α(J)f
ε
x) (x) =
−ι˙
m
√
∆
(
e−2piι˙|x|
2/m − εe6piι˙|x|2/m
)
.
Fu¨r x ∈ α + o]/mo mit 2x ∈ mo und ε = −e8piι˙<(αx)/m gilt dagegen f εx = fx, also
(ρm2∆,α(J)f
ε
x) (x) =
−ι˙
m
√
∆
e4piι˙<(αx)/m
∑
x′∈α+o]/mo
e−4piι˙(<(xx
′)+<(αx′))/mfx(x′)
=
−ι˙
m
√
∆
e−4piι˙|x|
2/m,
(ρm2∆,α(JT )f
ε
x) (x) = e
2piι˙|x|2/m (ρm2∆,α(J)f
ε
x) (x) =
−ι˙
m
√
∆
e−2piι˙|x|
2/m.
Daher gilt
Spur(ρ1m2∆,α(J)) + Spur(ρ
−1
m2∆,α(J)) = Spur(ρm2∆,α(J))
=
−ι˙
m
√
∆
∑
x∈α+o]/mo
e−4piι˙|x|
2/m =
−ι˙
m
√
∆
Spur(ρm2∆,α(T 2)),
Spur(ρ1m2∆,α(J))− Spur(ρ−1m2∆,α(J))
=
−ι˙
m
√
∆
 ∑
x∈α+o]/±mo
2x 6∈mo
−2e4piι˙|x|2/m +
∑
x∈α+o]/±mo
2x∈mo
−e8piι˙<(αx)/me−4piι˙|x|2/m

=
ι˙
m
√
∆
 ∑
x∈α+o]/mo
2x 6∈mo
e4piι˙|x|
2/m +
∑
x∈α+o]/±mo
2x∈mo
(
e8piι˙<(αx)/me−4piι˙|x|
2/m − e4piι˙|x|2/m
)
=
ι˙
m
√
∆
Spur(ρm2∆,α(T
2)),
denn die zweite Summe verschwindet in jedem Fall, wie man mit Hilfe der Vertreter aus dem
vorangegangenen Lemma explizit nachrechnet. Also ist mit Lemma 2.21
Spur(ρεm2∆,α(J)) =
−ι˙
2m
√
∆
(
Spur(ρm2∆,α(T 2))− ε Spur(ρm2∆,α(T 2))
)
=
0, falls m
2∆ ≡ 0 mod 2Z,
χ−∆(2m)
1
2
(
epiι˙m + εe−piι˙m
)
, falls m2∆ ≡ 1 mod 2Z.
Fu¨r JT geht man nun analog vor:
Spur(ρ1m2∆,α(JT )) + Spur(ρ
−1
m2∆,α(JT )) = Spur(ρm2∆,α(JT ))
=
−ι˙
m
√
∆
∑
x∈α+o]/mo
e−2piι˙|x|
2/m =
−ι˙
m
√
∆
Spur(ρm2∆,α(T )),
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Spur(ρ1m2∆,α(JT ))− Spur(ρ−1m2∆,α(JT ))
=
−ι˙
m
√
∆
 ∑
x∈α+o]/±mo
2x 6∈mo
−2e6piι˙|x|2/m +
∑
x∈α+o]/±mo
2x∈mo
−e8piι˙<(αx)/me−2piι˙|x|2/m

=
ι˙
m
√
∆
 ∑
x∈α+o]/mo
2x 6∈mo
e6piι˙|x|
2/m +
∑
x∈α+o]/±mo
2x∈mo
(
e8piι˙<(αx)/me−2piι˙|x|
2/m − e6piι˙|x|2/m
)
=
ι˙
m
√
∆
Spur(ρm2∆,α(T
3)),
denn auch hier verschwindet die zweite Summe in jedem Fall. Mit Lemma 2.21 folgt wieder
Spur(ρεm2∆,α(JT )) =
−ι˙
2m
√
∆
(
Spur(ρm2∆,α(T ))− ε Spur(ρm2∆,α(T 3))
)
=
−
1− ε(−1)2mι˙√3
2
falls ∆ ≡ 0 mod 3Z,
−1 + εχ−∆(3)
2
, falls ∆ 6≡ 0 mod 3Z.
Zum Schluss notieren wir noch einige Parameter, die in der Dimensionsformel fu¨r die Ra¨ume
[SL2(Z), k, ρεm2∆,α] in Kapitel 3 auftreten. Fu¨r eine endliche Darstellung ρ : SL2(Z)→ GL(V )
der Dimension n seien dazu λ1, . . . , λn ∈ R, so dass die Zahlen e2piι˙λ1 , . . . , e2piι˙λn die Eigenwerte
von ρ(T ) (mit Vielfachheit) durchlaufen. Dann definiert man (vergl. [19, Theorem 4.2], [66])
A(ρ) =
∑
j=1,...,n, λj∈Z
e2piι˙λj und B(ρ) =
∑
j=1,...,n
B1(λj).(2.11)
Hierbei ist B1(x) = x − bxc − 1/2 fu¨r x ∈ R− Z sowie B1(x) = 0 fu¨r x ∈ Z (mit der Gauß-
Klammer bxc := max {n ∈ Z | n ≤ x}). A(ρ) ist also nichts anderes als die Vielfachheit des
Eigenwertes 1 von ρ(T ). Man beachte auch B1(−x) = −B1(x). Dies impliziert A(ρ) = A(ρ)
und B(ρ) = −B(ρ).
2.24 Lemma. Sei m ∈ {1
2
, 1} und ε ∈ {±1}.
1) Fu¨r die Dimensionen der Eigenra¨ume Vε von ρm2∆,α(−12) gilt
dimVε =

m2∆− 1
2
+
1− ε
2
, falls m2∆ ≡ 1 mod 2Z,
m2∆− 4
2
+ 4
1− ε
2
, falls m2∆ ≡ 0 mod 4Z,
m2∆− 2
2
+ 2
1 + ε
2
, falls m2∆ ≡ 2 mod 4Z.
2) Fu¨r die gema¨ß (2.11) definierten Parameter A(ρεm2∆,α) und B(ρ
ε
m2∆,α) gilt
A(ρεm2∆,α) =
1− ε1/m
2
,
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B(ρεm2∆,α) =
∑
x∈α+o]/±mo
2x 6∈mo
B1(|x|2 /m) +
∑
x∈α+o]/±mo
2x∈mo
1− εe−8piι˙<(αx)/m
2
B1(|x|2 /m)
=

(∆−1)/2∑
j=1
B1( j
2
∆
) falls m2∆ ≡ 3 mod 4Z,
∆/4−1∑
j=1
(
B1( j
2
∆
) + B1(14 +
j2
∆
)
)
+
1− ε
2
(
B1(14) + B1(
∆
16
) + B1(14 +
∆
16
)
)
,
falls m2∆ ≡ 0 mod 4Z,
(m2∆−1)/2∑
j=1
B1( 116 +
(∆/8+j)2
∆
), falls m2∆ ≡ 1 mod 4Z,
m2∆−1∑
j=1
B1( 116 +
j2
∆
) +
1 + ε
2
(
B1( 116) + B1(
1
16
+ ∆
64
)
)
, falls m2∆ ≡ 2 mod 4Z.
Beweis: 1) folgt aus Lemma 2.22.
2) Zu A(ρεm2∆,α): 1 tritt als Eigenwert von ρm2∆,α(T ) nur im Fall m = 1 und zwar mit einfacher
Vielfachheit auf. Auf dem zugeho¨rigen Eigenraum operiert ρm2∆,α(−1) dann als −1.
Zu B(ρεm2∆,α): Da fx, x ∈ Iε, eine Basis von Vε ist, sind die Eigenwerte von ρεm2∆,α(T ) auf
Vε gegeben durch e
2piι˙|x|2/m, x ∈ Iε. Dies ergibt die erste Gleichung. Die zweite Gleichung
folgt, indem man geeignete Vertreter von o]/ ± mo wa¨hlt, die man sehr einfach mit (2.1)
bestimmt. Im Fall m = 1
2
ist dann zu beachten, dass α0 + (o
]/ ± mo) mit dem speziellen
Vertreter α0 wie in Lemma 2.22 ein Vertretersystem von α+ o
]/±mo liefert. Weiter ist wie
bei 1) zu beachten, dass die Vertreter x mit 2x ∈ mo nur zum (−e8piι˙<(αx)/m)-Eigenraum von
ρεm2∆,α(−1) beitragen. Wegen B1(0) = B1(12) = 0 liefern außerdem die Eigenwerte 1 und ι˙
von ρεm2∆,α(T ) keinen Beitrag zu B(ρ
ε
m2∆,α) (die zugeho¨rigen Eigenfunktionen liegen stets in
Bε2; dies sind f0 im Fall m = 1 bzw. fα0 im Fall m = 12). So erha¨lt man mit Lemma 2.22 in
jedem der Fa¨lle die angegebene Formel.
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3 Vektorwertige Modulformen auf H1
In diesem Kapitel bescha¨ftigen wir uns mit vektorwertigen Modulformen auf der oberen
Halbebene H1 im Sinne von Definition 1.26. Wir verstehen hier unter einer vektorwertigen
Modulform also genauer Modulformen auf H1 mit vektorwertigen Multiplikatorsystemen, d.
h. die Modulformen haben Werte in einem endlich-dimensionalen Vektorraum V und der
zugeho¨rige Automorphiefaktor hat die Form j(M, τ)−kρ(M)−1 mit einer endlichen Darstel-
lung ρ : SL2(Z) → GL(V ) (allgemeiner kann man auf Γ × Hg Automorphiefaktoren der
Form α(M,Z) = (κ(CZ +D)⊗ ρ(M))−1 mit einer geeigneten Darstellung κ von GLg(C) be-
trachten; die zugeho¨rigen Modulformen werden in der Literatur ebenfalls als
”
vektorwertige
Modulformen“ bezeichnet).
Die meisten der Ergebnisse dieses Kapitels findet man (z. T. wesentlich allgemeiner) in der Li-
teratur oder sie sind elementar einsichtig. Nur die Behandlung der vektorwertigen Eisenstein-
Reihen scheint so bisher nicht durchgefu¨hrt zu sein. Mit anderen Methoden wurden a¨hnliche
Probleme ku¨rzlich in [11] behandelt, was in gewissen Fa¨llen zu U¨berschneidungen der Er-
gebnisse fu¨hrt, auch wenn die Formeln (fu¨r die Fourier-Koeffizienten) nicht ohne weiteres
vergleichbar sind.
3.1 Allgemeine Eigenschaften und die Dimensionsformel
In diesem Kapitel sind Darstellungen stets endlich im Sinne von Abschnitt 1.3, d. h. eine
Darstellung ist ein Gruppenhomomorphismus ρ : SL2(Z) → GL(V ), wobei V ein endlichdi-
mensionaler C-Vektorraum und Kern(ρ) ⊂ SL2(Z) eine Kongruenzgruppe ist. Insbesondere
ist ρ auch eine Darstellung der endlichen Gruppe SL2(Z)/Kern(ρ) und als solche unita¨r. Fu¨r
eine holomorphe Funktion f : H1 → V ist nach Definition 1.26 genau dann f ∈ [SL2(Z), k, ρ],
falls f kM = ρ(M)f fu¨r alle M ∈ SL2(Z) und limy→∞ f(ι˙y) existiert. Wir nennen f eine Spit-
zenform, falls sogar limy→∞ f(ι˙y) = 0 gilt. Den Unterraum der Spitzenformen bezeichnen
wir mit [SL2(Z), k, ρ]0. Wie bereits erwa¨hnt (vergl. (1.26)), besitzt jede Komponente fv von
f ∈ [SL2(Z), k, ρ] eine Fourier-Entwicklung der Art
fv(τ) =
∑
m∈N0
αv(m/n)e
2piι˙mτ/n,
wobei n ∈ N so zu wa¨hlen ist, dass Γ[n] ⊂ Kern(ρ) gilt. f ist also genau dann eine Spitzenform,
wenn alle Komponenten in der Spitze ∞ verschwinden.
Wir notieren zuna¨chst einige einfache Eigenschaften vektorwertiger Modulformen:
3.1 Lemma. 1) Sind (V1, ρ1) und (V2, ρ2) isomorphe Darstellungen der SL2(Z) und ist I :
V1 → V2 ein Vertauschungsoperator, so sind auch [SL2(Z), k, ρ1] und [SL2(Z), k, ρ2] isomorph.
Ein Isomorphismus [SL2(Z), k, ρ1]→ [SL2(Z), k, ρ2] ist gegeben durch f 7→ I ◦ f .
2) Zerlegt sich die Darstellung (ρ, V ) als (endliche) direkte Summe (ρ, V ) = ⊕j(ρj, Vj), so
zerlegt sich [SL2(Z), k, ρ] als
[SL2(Z), k, ρ] ∼=
⊕
j
[SL2(Z), k, ρj], f 7→ ⊕j PrVj(f).
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3) Sind (Vj, ρj) fu¨r j = 1, 2 Darstellungen der SL2(Z) und sind fj ∈ [SL2(Z), kj, ρj] fu¨r
j = 1, 2, so ist f1⊗f2 : H1 → V1⊗V2, τ 7→ f1(τ)⊗f2(τ) eine Form in [SL2(Z), k1 +k2, ρ1⊗ρ2].
Die Abbildung [SL2(Z), k1, ρ1]× [SL2(Z), k2, ρ2]→ [SL2(Z), k1 +k2, ρ1⊗ρ2], (f1, f2) 7→ f1⊗f2
in Lemma 3.1, 3) ist i. A. weder injektiv noch surjektiv. Als Mo¨glichkeit der Konstruktion
von Modulformen durch Tensorprodukte ist Lemma 3.1, 3) aber trotzdem ha¨ufig anwendbar,
da bekanntlich jede endliche Darstellung ρ mit Γ[l] ⊂ Kern(ρ), zu einem Tensorprodukt von
Darstellungen ρp von SL2(Z/pkpZ) isomorph ist (wenn l =
∏
p|l p
kp die Primfaktorzerlegung
von l ist).
Wegen Lemma 3.1, 2) ist es keine wesentliche Einschra¨nkung, wenn wir im Folgenden ρ
zuweilen als irreduzibel voraussetzen, da jede endliche Darstellung insbesondere vollsta¨ndig
reduzibel ist. Ein erster Schritt in diese Richtung ist die Zerlegung von ρ in die Eigenra¨ume
von ρ(−1): Da Z(SL2(Z)) = {±1} das Zentrum von SL2(Z) ist, kommutiert ρ(−1) mit
der Operation von SL2(Z) auf V (via ρ). Entsprechend zerlegt sich V = V1 ⊕ V−1 in die
(invarianten) Eigenra¨ume von ρ(−1), also ρ(−1)v = εv fu¨r v ∈ Vε. Anstatt Irreduzibilita¨t
von ρ ist es oft ausreichend vorauszusetzen, dass ρ(−1) als Skalar operiert (etwa fu¨r die
Dimensionsformel in Satz 3.5 unten), also ρ(−1) = c idV fu¨r ein c ∈ C× bzw. c ∈ {±1}.
Wenn ρ(−1) als Skalar operiert, so ist eine notwendige Bedingung dafu¨r, dass [SL2(Z), k, ρ]
nicht-triviale Formen entha¨lt, dass ρ(−1) = (−1)k idV . Der Skalar legt also in diesem Fall
sozusagen die Parita¨t des Gewichts fest. Allgemein kommen bei festem Gewicht k alle Formen
in [SL2(Z), k, ρ] bereits von einem der beiden Eigenra¨ume her:
[SL2(Z), k, ρ] = [SL2(Z), k, ρε] mit ε = (−1)k,
wobei ρε = ρVε die Restriktion von ρ auf den Eigenraum Vε ist.
Fu¨r v ∈ V und eine Linearform l ∈ V ∗ auf V sei 〈l, v〉 die Auswertung von l in v. Einen
Zusammenhang vektorwertiger Modulformen mit (skalarwertigen) Modulformen zu Kongru-
enzgruppen beschreibt das folgende Lemma.
3.2 Lemma. Sei f ∈ [SL2(Z), k, ρ] und l ∈ V ∗ eine Linearform auf V . Sei ferner Γ ⊂ SL2(Z),
so dass ρΓ = χ idV mit einem abelschen Charakter χ von Γ ist. Dann liegt die Abbildung
〈l, f〉 : H1 → C, τ 7→ 〈l, f(τ)〉
in [Γ, k, χ]. Ist l 6= 0 und ρ irreduzibel, so ist die Projektion Prl : [SL2(Z), k, ρ] → [Γ, k, χ],
f 7→ 〈l, f〉 ein injektiver Homomorphismus der Vektorra¨ume.
Beweis: Der erste Teil ist offensichtlich. Sei also 0 6= l ∈ V ∗, ρ irreduzibel und f ∈
[SL2(Z), k, ρ]. Ist dann 〈l, f(τ)〉 = 0 fu¨r alle τ ∈ H1, so folgt fu¨r M ∈ SL2(Z)
〈l, ρ(M)f(τ)〉 = 〈l, j(M, τ)−kf(Mτ)〉 = j(M, τ)−k 〈l, f(Mτ)〉 = 0.
Fu¨r festes τ ∈ H1 ist daher Vf(τ) := spanC {ρ(M)f(τ) | M ∈ SL2(Z)} ⊂ l⊥ ein ρ-invarianter
Teilraum von V . Wegen l 6= 0 ist l⊥ & V , also auch Vf(τ) & V . Da ρ irreduzibel ist, folgt
Vf(τ) = {0} und insbesondere f(τ) = 0. Also ist f = 0. .
Jede Koordinate 〈l, f〉 von f ∈ [SL2(Z), k, ρ] hat also mindestens Kern(ρ) als Invarianzgruppe.
Insbesondere folgt
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3.3 Korollar. 1) Ist k < 0, so ist [SL2(Z), k, ρ] = {0}.
2) [SL2(Z), 0, ρ] ∼= Cg, wobei g die Vielfachheit des trivialen Charakters im Charakter von ρ
ist.
3) Fu¨r jedes k ∈ Z ist dim([SL2(Z), k, ρ]) endlich.
Beweis: Wir ko¨nnen jeweils annehmen, dass ρ irreduzibel ist. 1) und 3) folgen dann aus
Lemma 3.2 und entsprechenden Eigenschaften (skalarwertiger) elliptischer Modulformen.
Daher nun zu 2): Alle Komponenten von f ∈ [SL2(Z), 0, ρ] sind Modulformen zur Kon-
gruenzgruppe Kern(ρ), also konstant. Daher ist f konstant. Ist f 6= 0, so ist {0} 6=
spanC {ρ(M)f | M ∈ SL2(Z)} ⊂ V ein ρ-invarianter Teilraum von V . Da ρ irreduzibel ist,
muss bereits V = C · f und ρ ein abelscher Charakter von SL2(Z) sein. Dann ist aber ρ = 1
oder [SL2(Z), 0, ρ] = {0}.
Die Stufe von 〈l, f〉 kann bei geeigneter Wahl von l ∈ V ∗ viel gro¨ßer sein als Kern(ρ). Diese
Fa¨lle sind in gewissem Sinne die interessanten. So folgt z. B. aus Korollar 1.21 bzw. Korol-
lar 1.22, dass gewisse Komponenten der Darstellung ρm2∆,α auf V
α
m2∆ jeweils bis auf einen
Charakter Γ0[m∆] bzw. Γ1[m∆, 2m] als Invarianzgruppe haben. Wie man l bei konkret ge-
gebener Darstellung ρ zu wa¨hlen hat und welche Stufe optimal erreichbar ist, scheint in
voller Allgemeinheit ein recht schwieriges Problem zu sein, ganz abgesehen von der genau-
en Charakterisierung des Bildes unter einer solchen Projektion. Fu¨r Darstellungen, die von
(gewo¨hnlichen) Jacobi-Formen herkommen, wurden dieses Problem in [66] behandelt. In der
entsprechenden Situation fu¨r Jacobi-Formen wurde dieses Problem in [49] fu¨r die Kompo-
nente maximaler Dimension von ρ∆,0 gelo¨st. Weitere Ergebnisse in diesem Fall findet man in
[33]. In diesen Fa¨llen wird meist noch ein geeigneter Isomorphismus von [Γ, k, χ] (wie z. B.
die Fricke-Involution) auf die Projektion 〈l, f(τ)〉 angewandt, um danach das Bild anhand
der Fourier-Koeffizienten zu charakterisieren.
Sei nun V mit einer komplexen Struktur versehen, die durch die Konjugation v 7→ v gegeben
ist. Fu¨r f : H1 → V sei fγ : H1 → V definiert durch
fγ(τ) := f(−τ).
Mit f ist dabei auch fγ holomorph, sowohl auf H1 als auch in der Spitze ∞.
3.4 Lemma. Sei f ∈ [SL2(Z), k, ρ]. Dann ist fγ ∈ [SL2(Z), k, ργ], wobei ργ die durch
ργ(M)v := ρ(M ′)v
definierte Darstellung sei. Hier ist M ′ =
(
a −b
−c d
)
= ( 1 00 −1 )M ( 1 00 −1 ), falls M = ( a bc d ) ∈
SL2(Z).
Beweis: Da die Konjugation auf V eine C-antilineare Abbildung ist, hat man fu¨r M =
( a bc d ) ∈ SL2(Z)
fγ kM(τ) = (cτ + d)
−kf(−Mτ) = (cτ + d)−kf(−Mτ)
= ((−c)(−τ) + d)−kf(M ′ · (−τ)) = f kM ′(−τ)
= ρ(M ′)f(−τ) = ργ(M)f(−τ) = ργ(M)fγ(τ).
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Da fγ die Holomorphie (auf H1 und in der Spitze ∞) von f erbt, ist fγ ∈ [SL2(Z), k, ργ].
Die folgende Dimensionsformel aus [66, Satz 5.1] (siehe auch [19, Th. 4.2], [4, Sec. 4]) folgt
aus einer Anwendung der Eichler-Selbergschen Spurformel und gilt allgemeiner auch fu¨r vek-
torwertige Modulformen halbganzen Gewichts zur metaplektischen Gruppe. Da wir hier nur
mit Modulformen ganzen Gewichts zu tun haben, formulieren wir nur diesen Spezialfall.
Wir erinnern nochmals an die Definition der Parameter A(ρ) und B(ρ) am Ende von Ab-
schnitt 2.2: Sind e2piι˙λ1 , . . . , e2piι˙λn die Eigenwerte von ρ(T ), so seien
A(ρ) =
∑
j=1,...,n, λj∈Z
e2piι˙λj und B(ρ) =
∑
j=1,...,n
B1(λj),(3.1)
wobei B1(x) = x − bxc − 1/2 fu¨r x ∈ R − Z sowie B1(x) = 0 fu¨r x ∈ Z. Mit diesen so
definierten Parametern gilt
3.5 Satz. Sei (ρ, V ) eine endliche Darstellung von SL2(Z), so dass ρ(−1) als Skalar operiert.
Fu¨r alle k ∈ Z mit ρ(−1) = (−1)k idV gilt die Dimensionsformel
dim([SL2(Z), k, ρ])− dim([SL2(Z), 2− k, ρ]0) =
dim(V )
k − 1
12
+
1
4
<(e2piι˙k/4 Spur ρ(J)) + 2
3
√
3
<(e2piι˙(k/6+1/12) Spur ρ(JT )) + 1
2
A(ρ)−B(ρ).
(Falls ρ(−1) 6= (−1)k idV ist wie oben gesehen dim([SL2(Z), k, ρ]) = 0).
Zuna¨chst ist zu bemerken, dass die Formel fu¨r dim([SL2(Z), k, ρ]) in Satz 3.5 explizit ist,
sobald k ≥ 2 gilt (denn dann ist dim([SL2(Z), 2 − k, ρ]0) = 0). Da man dim([SL2(Z), k, ρ])
nach Korollar 3.3 auch fu¨r k ≤ 0 kennt, fehlt nur im Fall k = 1 eine explizite Formel. Eine
solche ist scheinbar bisher nicht gefunden worden (oder zumindest dem Autor nicht bekannt).
Man beachte, dass die allgemeinere Dimensionsformel fu¨r die metaplektische Gruppe bei
halbganzem Gewicht k = 1
2
bzw. k = 3
2
zwar ebenfalls
”
nicht explizit“ ist, aber die Dimension
in diesen Fa¨llen trotzdem bestimmt werden kann (siehe [66], [65]).
Sei R := ⊕k∈2Z[SL2(Z), k, 1] = C[g4, g6] der graduierte Ring der elliptischen Modulformen,
der bekanntlich von den Eisenstein-Reihen g4 und g6, definiert durch
gk(τ) = 1− 2k
Bk
∑
n∈N
σk−1(n)e2piι˙nτ , 4 ≤ k ∈ 2Z,
erzeugt wird (hier ist Bk die k-te Bernoulli-Zahl und σk(n) =
∑
d∈N, d|n d
k). Der Raum der
k-graduierten Elemente von R ist Rk := [SL2(Z), k, 1]. Wegen Lemma 3.1, 3) ko¨nnen wir
die restringierte formale Summe [SL2(Z),Z, ρ] :=
⊕
k∈Z[SL2(Z), k, ρ] in kanonischer Weise
als R-Modul auffassen. Als erste wichtige Anwendung ergibt sich aus Satz 3.5 die folgende
Rangaussage fu¨r [SL2(Z),Z, ρ]:
3.6 Satz. Sei (ρ, V ) eine endliche Darstellung von SL2(Z) der Dimension n = dim(V ). Dann
gilt:
1) [SL2(Z),Z, ρ] ist ein freier, endlich erzeugter Modul vom Rang n u¨ber R.
2) Alle Elemente einer Basis von [SL2(Z),Z, ρ] u¨ber R haben ho¨chstens Gewicht 11.
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Beweis: 1) Zuna¨chst sieht man wie in [17, Th. 8.4], dass [SL2(Z),Z, ρ] als R-Modul frei ist.
Dazu zeigt man induktiv, dass es keine nicht-trivialen Relationen in
⊕
l<k Rk−l[SL2(Z), l, ρ] ⊂
[SL2(Z), k, ρ] gibt und wa¨hlt dann ein Komplement dieses Unterraumes.
Jetzt kann man wie im Beweis von [66, Satz 7.3] argumentieren: Wir ko¨nnen ohne Ein-
schra¨nkung annehmen, dass ρ(−1) als Skalar operiert. Sei daher k0 ∈ Z mit ρ(−1) =
(−1)k0 idV . Wegen der Dimensionsformel in Satz 3.5 ist dann dim([SL2(Z), k, ρ]) = n k12 +O(1)
fu¨r k → ∞, k ≡ k0 mod 2Z. Wa¨re nun M := [SL2(Z),Z, ρ] als R-Modul nicht endlich
erzeugt, so wa¨re dim([SL2(Z), k, ρ]) ≥ c k12 + O(1) fu¨r k → ∞, k ≡ k0 mod 2Z, mit je-
der Konstanten c > 0. Denn sei N ∈ N mit N > c und f1, . . . , fN Elemente einer Ba-
sis von M vom Gewicht k1, . . . , kN . Fu¨r k ≥ max{k1, . . . , kN} mit k ≡ k0 mod 2Z ist
dann
⊕N
j=1Rk−kjfj ⊂ [SL2(Z), k, ρ]. Daher folgt mit dim(Rk) = k12 + O(1) fu¨r k → ∞,
k ≡ 0 mod 2Z, dass
dim([SL2(Z), k, ρ]) ≥
N∑
j=1
dim(Rk−kj) =
N∑
j=1
k − kj
12
+O(1) = N k
12
+O(1)
fu¨r k → ∞, k ≡ k0 mod 2Z. Also ist M endlich erzeugt. Ist dann r der Rang von M als
R-Modul, so folgt ganz analog dim([SL2(Z), k, ρ]) = r k12 +O(1) fu¨r k →∞, k ≡ k0 mod 2Z.
Durch Vergleich mit dem Ergebnis von Satz 3.5 folgt n = dim(V ).
2) Wir ko¨nnen wieder ohne Einschra¨nkung annehmen, dass ρ(−1) als Skalar (−1)k0 operiert.
Die Dimensionsformel in Satz 3.5 impliziert dim([SL2(Z), k+12, ρ]) = n+dim([SL2(Z), k, ρ])
fu¨r k ≥ 2, k ≡ k0 mod 2Z. Sei nun {f1, . . . , fn} eine R-Basis von [SL2(Z),Z, ρ] und fj
vom Gewicht kj. Setzt man n(k) := {j | kj = k oder kj ≤ k − 4} und N(k) := ]n(k), so gilt
(beachte dim(R12+k) ≤ 1 + dim(Rk) fu¨r alle k ∈ Z)
dim([SL2(Z), k + 12, ρ]) =
∑
j∈n(k+12)
dim(Rk+12−kj) ≤ N(k + 12) +
∑
j∈n(k+12)
dim(Rk−kj)
≤ N(k + 12) + dim([SL2(Z), k, ρ]).
Fu¨r k ≥ 2 mit k ≡ k0 mod 2Z folgt also N(k + 12) = n. Im Fall ρ(−1) = idV folgt die
Behauptung nun aus N(14) = N(16) = n, im Fall ρ(−1) = − idV analog aus N(15) =
N(17) = n.
Nach Satz 3.6 ist es zur Beschreibung von [SL2(Z),Z, ρ] ausreichend, die dim(ρ) vielen Ele-
mente einer Basis u¨ber R anzugeben. Fu¨r Darstellungen kleiner Dimension ist das mit den
Methoden des na¨chsten Abschnitts in gewissen Fa¨llen mo¨glich. Auch kann man dann durch
die Abscha¨tzung des Gewichtes der Erzeuger die Dimension des Raumes der Formen vom
Gewicht 1 oft indirekt erhalten bzw. zumindest nach oben beschra¨nken. Wir geben dafu¨r in
Kapitel 6 einige Beispiele.
Die Parameter A(ρ) und B(ρ) aus der Dimensionsformel in Satz 3.5 ha¨ngen von ρ natu¨rlich
nur bis auf Isomorphie ab und erfu¨llen A(ρ) = A(ρ) und B(ρ) = −B(ρ) (beachte B1(−x) =
−B1(x)). Insbesondere ist B(ρ) = 0, falls ρ ∼= ρ. Weniger offensichtlich ist zuna¨chst folgende
Eigenschaft: Sei g = kgV(2, ord(ρ(T ))) das kleinste gemeinsame Vielfache von 2 und der
Ordnung von ρ(T ). Dann ist ggT(g, 12)B(ρ) ∈ Z. Dies ist folgendermaßen einzusehen: Seien
αj = e
2piι˙λj mit 0 ≤ λj < 1 die Eigenwerte von ρ(T ). Fu¨r αj 6= 1 ist dann e2piι˙B1(λj) =
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e2piι˙(λj−1/2) = −αj. Daher ist
e2piι˙B(ρ) =
∏
αj 6=1
(−αj) = (−1)n−A(ρ) det(ρ(T )).
Da χρ : M 7→ det(ρ(M)) ein abelscher Charakter von SL2(Z) ist, muss det(ρ(T )) ∈ µ12 eine
zwo¨lfte Einheitswurzel sein. Also ist 12B(ρ) ∈ Z und nach Wahl von g ebenso g B(ρ) ∈ Z,
insgesamt also ggT(g, 12)B(ρ) ∈ Z.
Mit den eben notierten Eigenschaften der Parameter A(ρ) und B(ρ) kann man alle Summan-
den in der Dimensionsformel in Satz 3.5 sowohl in Termen von ρ als auch in Termen von ρ
schreiben. Wenn man dann noch 2 − k an Stelle von k einsetzt und die sich so ergebenden
Gleichungen geeignet kombiniert, erha¨lt man z. B. eine Dimensionsformel fu¨r den Raum der
Spitzenformen:
3.7 Korollar. Sei (ρ, V ) eine endliche Darstellung der Dimension n = dim(V ) von SL2(Z),
so dass ρ(−1) als Skalar operiert.
1) Fu¨r alle 2 ≤ k ∈ Z mit ρ(−1) = (−1)k idV gilt
dim([SL2(Z), k, ρ]) = n
k − 1
12
+
1
4
<(e2piι˙k/4 Spur ρ(J))
+
2
3
√
3
<(e2piι˙(k/6+1/12) Spur ρ(JT )) + 1
2
A(ρ)−B(ρ).
2) Sei g die Vielfachheit des trivialen Charakters im Charakter von ρ ist. Dann gilt fu¨r alle
2 ≤ k ∈ Z mit ρ(−1) = (−1)k idV
dim([SL2(Z), k, ρ]0) =
{
dim([SL2(Z), k, ρ])− (A(ρ)− g), falls k = 2,
dim([SL2(Z), k, ρ])− A(ρ), falls k ≥ 3.
3) Ist ρ(−1) = − idV , so gilt
dim([SL2(Z), 1, ρ]) = dim([SL2(Z), 1, ρ]0)− 1
4
=(Spur ρ(J))
− 2
3
√
3
=(Spur ρ(JT )) + 1
2
A(ρ)−B(ρ),
dim([SL2(Z), 1, ρ⊕ ρ]0) = dim([SL2(Z), 1, ρ⊕ ρ])− A(ρ).
Beweis: 2) Ersetzt man in der Dimensionsformel in Satz 3.5 k durch 2 − k und ρ durch ρ,
so erha¨lt man dim([SL2(Z), k, ρ]0)− dim([SL2(Z), 2− k, ρ]) = dim([SL2(Z), k, ρ])−A(ρ). Mit
Korollar 3.3 folgt die Behauptung.
Wenn die Eigenwerte von ρ(T ) nicht zu große Ordnung haben (was bei irreduziblen Dar-
stellungen heuristisch bei kleiner Dimension der Fall sein sollte), so la¨sst sich u. U. auch
dim([SL2(Z), 1, ρ]0) = 0 zeigen (weil man dann durch die Dedekindsche η-Funktion dividie-
ren kann, ohne die Regularita¨t in der Spitze∞ zu verlieren). In solchen Fa¨llen ist dann auch
dim([SL2(Z), 1, ρ]) bekannt. Beispiele findet man in den Tabellen im Anhang.
Mit Hilfe eines Hermiteschen Skalarproduktes auf V la¨sst sich wie im skalaren Fall ein
Petersson-Skalarprodukt auf [SL2(Z), k, ρ] mit entsprechenden Eigenschaften definieren. Wir
gehen darauf nicht na¨her ein.
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3.2 Konstruktion vektorwertiger Modulformen
Dieser Abschnitt bescha¨ftigt sich mit der Konstruktion vektorwertiger Modulformen. Die hier
zusammengetragenen Tatsachen sind (mindestens im Prinzip) sa¨mtlich bekannt und in der
Literatur zu finden. Wir ko¨nnen uns daher kurz fassen.
Wir erwa¨hnen drei Mo¨glichkeiten der Konstruktion vektorwertiger Modulformen. Die erste
ist eher eine Umformulierung des Problems auf Kongruenzgruppen. Es zeigt sich na¨mlich,
dass die Theorie vektorwertiger Modulformen nichts anderes ist als die Theorie der (ska-
larwertigen) elliptischen Modulformen zu Kongruenzgruppen. Die weiteren Methoden sind
Thetareihen und Eisenstein-Reihen. Nicht na¨her behandelt wird hier die Konstruktion neuer
vektorwertiger Modulformen aus bereits bekannten, etwa mittels Lemma 3.1 (insbesondere
als Tensorprodukt) oder Lemma 3.4.
Wie bekannt (vergl. etwa [3, Ex. 2.2]), kann man Modulformen zu Kongruenzgruppen als
vektorwertige Modulformen auffassen: Sei Γ ⊂ SL2(Z) eine Kongruenzgruppe und χ ∈ Γab.
Sei
CSL2(Z)χ = {φ : SL2(Z)→ C | φ(NM) = χ(N)φ(M) fu¨r alle N ∈ Γ} .
Wie u¨blich operiert SL2(Z) durch die (von Γ nach SL2(Z)) induzierte Darstellung χSL2(Z)Γ :
SL2(Z)→ GL(CSL2(Z)χ ) auf CSL2(Z)χ vermo¨ge Rechtstranslation, d. h. man definiert(
χ
SL2(Z)
Γ (M)φ
)
(N) = φ(NM) fu¨r φ ∈ CSL2(Z)χ , und M , N ∈ SL2(Z).
Ist dann f ∈ [Γ, k, χ] eine (skalarwertige) elliptische Modulformen mit Charakter χ zur
Kongruenzgruppe Γ, so ko¨nnen wir f vermo¨ge
fInd : H1 → CSL2(Z)χ , fInd(τ)(M) = f kM(τ).
auch als CSL2(Z)χ -wertige Funktion fInd auf der oberen Halbebene H1 auffassen. Dann ist fInd ∈
[SL2(Z), k, χSL2(Z)Γ ], denn fInd ist in der Spitze ∞ regula¨r und erfu¨llt fIndkM = χSL2(Z)Γ fInd fu¨r
alle M ∈ SL2(Z), da(
fIndkM(τ)
)
(M ′) =
(
j(M, τ)−kfInd(Mτ)
)
(M ′) = j(M, τ)−kf kM
′(Mτ)
= f k(M
′M)(τ) = fInd(τ)(M ′M) =
(
χ
SL2(Z)
Γ (M)fInd(τ)
)
(M ′).
Aus der CSL2(Z)χ -wertigen Funktion fInd erha¨lt man natu¨rlich die urspru¨ngliche elliptische
Modulform f zuru¨ck: Ist z. B. FM die charakteristische Funktion der Nebenklasse ΓM ∈
Γ\ SL2(Z) und FM,χ ∈ CSL2(Z)χ definiert durch FM,χ(M ′) := χ(M ′M−1)FM(M ′), so ist
fInd(τ) =
∑
M∈Γ\ SL2(Z)
f kM(τ)FM,χ,
also f die Komponente zu F1,χ von fInd. Man kann die Induktion also als Umkehrung der
Projektion von Lemma 3.2 betrachten. Diese Konstruktion ist hinreichend allgemein: Jede
endliche irreduzible Darstellung (ρ, V ) kommt bekanntlich in der von Kern(ρ) nach SL2(Z)
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induzierten Darstellung 1
SL2(Z)
Kern(ρ) vor. Fu¨r 0 6= l ∈ V ∗ und v ∈ V definiert man nun φv durch
φv(M) = 〈l, ρ(M)v〉 fu¨r M ∈ SL2(Z) und setzt Vl := {φv | v ∈ V }. Dann realisiert v 7→ φv ∈
CSL2(Z)1 eine Einbettung V ↪→ CSL2(Z)1 (die Injektivita¨t ist eine Folge der Irreduzibilita¨t von
ρ), so dass 1
SL2(Z)
Kern(ρ)Vl
∼= ρ, denn(
1
SL2(Z)
Kern(ρ)(M)φv
)
(M ′) = φv(M ′M) = 〈l, ρ(M ′M)v〉 = 〈l, ρ(M ′) (ρ(M)v)〉 = φρ(M)v(M ′).
Geht man daher umgekehrt von einer V -wertigen Modulform f ∈ [SL2(Z), k, ρ] aus, so ist
〈l, f〉 ∈ [Kern(ρ), k, 1] und 〈l, f〉Ind ∈ [SL2(Z), k, 1SL2(Z)Kern(ρ)Vl ] mit φf(τ) = 〈l, f〉Ind (τ), also
f = 〈l, f〉Ind bis auf Isomorphie.
Insgesamt ist also sozusagen die Theorie vektorwertiger Modulformen (zu endlichen Darstel-
lungen von SL2(Z)) a¨quivalent zur Theorie der Modulformen zu Kongruenzgruppen. Insbe-
sondere kann man die Konstruktion vektorwertiger Modulformen prinzipiell auf die Konstruk-
tion von Modulformen zu Kongruenzgruppen zuru¨ckfu¨hren (und umgekehrt). Dieser Ansatz
ist z. B. in [3, Lemma 2.6], vor allem aber wohl im Zusammenhang mit sog. Maaß-Lifts
verwendet worden, etwa in [49], [51] oder [14] (eine der ersten und einfachsten Anwendun-
gen du¨rfte im Falle halbganzen Gewichts Kohnens +-Raum [43] sein; in diesem Fall hat die
zugeho¨rige Darstellung Dimension 2.) Fu¨r die Charakterisierung des Unterraumes auf der
Seite der elliptischen Formen werden dabei meist Hecke-Operatoren verwendet. Eine allge-
meine Beschreibung, welche Unterra¨ume den vektorwertigen Modulformen zu irreduziblem ρ
entsprechen, scheint es aber nicht zu geben.
Wir stellen nun als erste von zwei expliziten Methoden die Konstruktion von Thetareihen
vor. Die hier angegebenen Tatsachen sind (mindestens im Prinzip) seit langem bekannt [56,
§4.9], [18], [3, Sec. 4]. Wir ko¨nnen uns daher kurz fassen.
Sei L ein Gitter in dem reellen Vektorraum VL = L ⊗ R ∼= Rn gerader Dimension n, q
eine ganze, positiv definite quadratische Form auf L, b die assoziierte Bilinearform (also
b(x, y) = q(x+ y)− q(x)− q(y)) und L] ⊂ VL das zu L duale Gitter (bzgl. b). Dann ist M =
(L]/L, q mod Z) ein sogenannter quadratischer Modul. Sei CL]/L der Raum der C-wertigen
Funktionen auf L]/L. Zu M assoziiert ist die Weil-Darstellung WM : SL2(Z) → GL(CL]/L),
definiert durch
(WM(T )f) (x) = e
2piι˙q(x)f(x) und (WM(J)f) (x) =
1
c(M)
∑
x′∈L]/L
e−2piι˙b(x,x
′)f(x′)
mit c(M) =
∑
y∈L]/L e
2piι˙q(y) (die Weil-Darstellung ist hier nicht nur eine projektive Darstel-
lung, da wir dim(VL) als gerade angenommen haben.) Ist l = min
{
l ∈ N | l q ganz auf L]}
die Stufe von q, so gilt Γ[l] ⊂ Kern(WM). Insbesondere ist WM eine endliche Darstellung.
Sei nun Harmq,r der Raum der homogenen und bzgl. q harmonischen Polynome vom Grad
r auf VL. Nach Wahl einer Orthonormalbasis v1, . . . , vn von b ist also p ∈ Harmq,r genau
dann, wenn das gewo¨hnliche Polynom p˜ : Rn → C, (x1, . . . , xn) 7→ p(
∑
j xjbj) homogen vom
Grad r und harmonisch (bezu¨glich dem Laplace-Operator
∑
j ∂
2
xj
) ist. Man definiert nun fu¨r
p ∈ Harmq,r die CL]/L-wertige Thetareihe θp auf H1 durch
θp(τ)(x) :=
∑
x′∈x+L
p(x′)e2piι˙q(x
′)τ .
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Die Reihe ist mit den u¨blichen Argumenten auf jedem Bereich der Form {τ ∈ H1 | =(τ) ≥ δ}
mit δ > 0 absolut gleichma¨ßig konvergent, also insbesondere auf H1 holomorph. Zudem ist
θp auch in der Spitze ∞ regula¨r und erfu¨llt θp(τ + 1) = WM(T )θp(τ). Eine Anwendung der
Poissonschen Summationsformel liefert daher
3.8 Satz. Sei p ∈ Harmq,r. Dann ist θp ∈ [SL2(Z), n/2 + r,WM]. Ist r > 0, so ist θp eine
Spitzenform.
Die Darstellungen WM sind — wie ja schon beilspielhaft in Abschnitt 2.1 gesehen — im
Allgemeinen nicht irreduzibel. Tatsa¨chlich la¨sst sich zeigen, dass jede irreduzible endliche
Darstellung (ρ, V ) als Konstituent in der Weil-Darstellung WM zu einem geeignet gewa¨hl-
ten quadratischen Modul M auftritt [60], [18]. Satz 3.8 ist daher allgemeiner anwendbar als
zuna¨cht offensichtlich. Um etwa in dem Fall, dass (ρ, V ) in WM auftritt, mittels Satz 3.8
vektorwertige Modulformen zur Darstellung ρ zu konstruieren, muß man zuna¨chst den qua-
dratischen Modul M zu einem Modul der Form (L]/L, q mod Z) ∼= M liften, wobei L und
q die oben angegebenen Eigenschaften haben. Als isomorphe quadratische Moduln haben
(L]/L, q mod Z) und M dann isomorphe Weil-Darstellungen und es gibt einen invarianten
Unterraum Vρ ⊂ CL]/L sowie einen Isomorphismus pi : V → Vρ, so dass pi ◦ ρ = WMVρ ◦ pi.
Ist dann p ∈ Harmq,r so gilt pi−1 ◦ PrVρ(θp) ∈ [SL2(Z), n/2 + r, ρ]. Natu¨rlich erha¨lt man nur
dann nicht-triviale Formen zur Darstellung ρ, wenn die Vρ-Komponente von θp nicht-trivial
ist. Dazu hat man z. B. die Liftung (L]/L, q mod Z) und p geeignet zu wa¨hlen. Ob man so je-
doch immer nicht-triviale Formen erhalten kann, sei hier einmal dahingestellt. Wir verwenden
Satz 3.8 spa¨ter nur im Fall (ρ, V ) = (ρ∆,Co
]/o), so dass sich die mit der Liftung verbundenen
Probleme erst gar nicht ergeben.
Es sei noch erwa¨hnt, dass man Harmq,r konkret angeben kann [41, V, §4.1], [56, §4.9]. Ist n =
dim(q), so ist im Fall r = 1 jedes Polynom p ∈ Harmq,r von der Form p(x) = b(x,w) fu¨r ein
w ∈ Cn. Betrachtet man q als komplexes Polynom auf L⊗C, so wird Harmq,r im Fall r ≥ 2 von
den speziellen Polynomen b(x,w)r mit w ∈ Cn, so dass q(w) = 0, erzeugt. Da dim(Harmq,r)
fu¨r n ≥ 2 wie rn−2 wa¨chst, gibt es unter den Thetareihen mit harmonischen Polynomen festen
Gewichts i. A.
”
sehr viele“ Relationen (die Dimension der Ra¨ume [SL2(Z), k, ρ] wa¨chst ja nur
wie dim(ρ)k/12). Die genaue Dimension des von diesen Thetareihen aufgespannten Raumes
scheint sich daher i. A. nicht einfach bestimmen zu lassen. Im na¨chsten Abschnitt geben wir
in dem (wegen dim(o) = 2 untypischen) Beispiel M = (o]/o, | · |2 mod Z) eine Lo¨sung dieses
Problems an.
Als dritte Methode stellen wir die Konstruktion von Eisenstein-Reihen vor. Anfangs kann man
dabei weitgehend wie im skalaren Fall argumentieren. Sobald es jedoch z. B. um die konkrete
Berechnung von Fourier-Koeffizienten geht, werden die Rechnungen wesentlich komplizierter,
wie man beispielhaft in [11] oder im na¨chsten Abschnitt sieht.
Sei ρ : SL2(Z) → GL(V ) wieder eine endliche Darstellung und l ∈ N mit Γ[l] ⊂ Kern(ρ).
Wir definieren Γρ∞ = {T n | ρ(T n) = idV } ⊂ Γ1∞ (also insbes. Γ1∞ = {( 1 n0 1 ) | n ∈ Z}) und
nρ = [Γ
1
∞ : Γ
ρ
∞] = ord(ρ(T )). Sei nun k ∈ N mit k ≥ 3 und v ∈ V . Da wir ρ ohne
60 3 Vektorwertige Modulformen auf H1
Einschra¨nkung als unita¨r annehmen ko¨nnen, konvergiert die Reihe∑
M :Γρ∞\ SL2(Z)
1kM(τ) ρ(M)
−1v
(bezu¨glich einer geeigneten und dann auch jeder anderen Norm auf V ) wie im skalaren Fall
absolut gleichma¨ßig in jedem Vertikalstreifen {τ ∈ H1 | =(τ) ≥ ε, |<(τ)| ≤ ε−1} mit ε > 0
und stellt somit eine holomorphe Funktion auf H1 mit Werten in V dar. Die folgende Defini-
tion ist daher sinnvoll:
3.9 Definition. Fu¨r k ∈ Nmit k ≥ 3 und v ∈ V ist die Eisenstein-Reihe Eρ,k( · ; v) : H1 → V
gegeben durch
Eρ,k(τ ; v) :=
∑
M :Γρ∞\ SL2(Z)
1kM(τ) ρ(M)
−1v.
Wegen der Analogie zum skalaren Fall ist es nicht u¨berraschend, dass Eρ,k( · ; v) eine vektor-
wertige Modulform ist:
3.10 Proposition. Fu¨r k ∈ N mit k ≥ 3 und v ∈ V ist Eρ,k( · ; v) ∈ [SL2(Z), k, ρ].
Beweis. Fu¨r jedes M ∈ SL2(Z) durchla¨uft mit M ′ auch M ′M ein Vertretersystem von
Γρ∞\ SL2(Z). Daher ist fu¨r M ∈ SL2(Z)
Eρ,k( · ; v)kM(τ) =1kM(τ)
∑
M ′:Γρ∞\ SL2(Z)
1kM
′(M ·τ) ρ(M ′)−1v
=
∑
M ′:Γρ∞\ SL2(Z)
1kM
′M(τ) ρ(M)ρ(M ′M)−1v = ρ(M)Eρ,k(τ ; v).
Schließlich gilt mit n = nρ = min {j ∈ N | ρ(T j) = idV }
lim
y→∞
Eρ,k(ι˙y; v) =
∑
j∈Z/nZ, ε=±1
εkρ(εT j)−1v.
Also hat Eρ,k(∗; v) eine Fourier-Entwicklung der Form
Eρ,k(τ ; v) =
∑
n∈N0
αρ,k(n/l)e
2piι˙nτ/l, αρ,k(n/l) ∈ V,
und ist daher auch in der Spitze ∞ regula¨r.
Fu¨r n ∈ N setzen wir nun Gn = {(x, y) ∈ (Z/nZ)2 | ord(x, y) = n}, d. h. fu¨r x, y ∈ Z ist
(x, y) mod nZ ∈ Gn genau dann, wenn ggT(x, y, n) = 1 gilt.
3.11 Lemma. Fu¨r n ∈ N induziert die Abbildung M = ( a bc d ) 7→ (c, d) mod nZ eine Bijekti-
on
Γ1∞\ SL2(Z)/Γ[n]→ Gn.
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Beweis. Bie Behauptung folgt z. B. aus [56, Theorem 4.2.10]. Man beachte, dass im Fall
n ≥ 3 alle Spitzen von Γ[n] regula¨r sind.
Fu¨r x = (x, y) ∈ Gn und 3 ≤ k ∈ N sei
fx,k(τ) =
∑
(c,d)∈Z2, ggT(c,d)=1
(c,d)≡x mod n
(cτ + d)−k.
Ist v ∈ V und Γ[l] ⊂ Kern(ρ), so ist Pr0(v) := 1l
∑l−1
j=0 ρ(T
j)v ein Vektor zum Eigenwert
1 von ρ(T ). Offensichtlich ist Pr0 ein Projektor, also Pr0 ◦Pr0 = Pr0. Im Allgemeinen wird
natu¨rlich Pr0(v) = 0 und daher Pr0(v) kein Eigenvektor sein, etwa immer dann, wenn 1
nicht als Eigenwert von ρ(T ) vorkommt. Da v0 = Pr0(v) unter ρ(T ) invariant ist, gilt dann
ρ(M ′)−1v0 = ρ(M)−1v0, falls M ′ ∈ Γ1∞MΓ[l]. Da diese Doppelnebenklasse nach Lemma 3.11
durch das Bild (c, d) mod lZ der zweiten Zeile von M = ( ∗ ∗c d ) in Gl bestimmt ist, schreiben
wir auch ρ ( ∗ ∗x y )
−1 v0 fu¨r ρ(M)−1v0, falls (x, y) = (c, d) mod lZ.
3.12 Satz. Sei Γ[l] ⊂ Kern(ρ) sowie v ∈ V und v0 = Pr0(v) die Projektion von v auf den
Eigenraum zum Eigenwert 1 von ρ(T ). Dann ist
Eρ,k(τ ; v) = nρ
∑
x=(x,y)∈Gl
fx,k(τ) ρ (
∗ ∗
x y )
−1 v0.
Insbesondere ist Eρ,k(τ ; v) = Eρ,k(τ ; v0), d. h. die Eisenstein-Reihe ha¨ngt nur von der Pro-
jektion v0 von v ab.
Beweis. Wegen Γ[l] ⊂ Kern(ρ) ist zuna¨chst l/nρ ∈ N und
Eρ,k(τ ; v) =
nρ
l
∑
M :Γ[l]∩Γ1∞\ SL2(Z)
1kM ρ(M)
−1v.
Als Vertretersystem von (Γ[l] ∩ Γ1∞)\ SL2(Z) ko¨nnen wir die Produkte NM mit M :
Γ1∞\ SL2(Z) und N : (Γ[l] ∩ Γ1∞)\Γ1∞ wa¨hlen. Dann erha¨lt man
Eρ,k(τ ; v) =
nρ
l
∑
M :Γ1∞\ SL2(Z)
∑
N :(Γ[l]∩Γ1∞)\Γ1∞
1kNM ρ(NM)
−1v
= nρ
∑
M :Γ1∞\ SL2(Z)
1kM ρ(M)
−1 1
l
∑
N :(Γ[l]∩Γ1∞)\Γ1∞
ρ(N)−1v.
Hier realisiert die innere Summe den Projektor Pr0 auf den Eigenraum von ρ(T ) zum Ei-
genwert 1. Daher ist Eρ,k(τ ; v) = Eρ,k(τ ; v0). Nach Voraussetzung ha¨ngt dann ρ(M)
−1v0 nur
noch von der Doppelnebenklasse Γ1∞MΓ[l] ab. Ein Vertretersystem dieser Klassen erha¨lt man
aus Lemma 3.11. Jetzt faßt man die Vertreter von Γ1∞\ SL2(Z) zusammen, die in derselben
Doppelnebenklasse Γ1∞MΓ[l] liegen.
Wir fu¨hren nun fu¨r k ≥ 3 die normierte Eisenstein-Reihe
E∗ρ,k(τ ; v) :=
1
2nρ
Eρ,k(τ ; v)
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ein. Nehmen wir dann (ohne Einschra¨nkung) zusa¨tzlich an, dass ρ(−1) = (−1)k idV
als Skalar operiert, so ergibt sich aus Satz 3.12 der Grenzwert limy→∞E∗ρ,k(ι˙y; v) =
limy→∞E∗ρ,k(ι˙y; v0) = v0. Ist daher V0 der Eigenraum zum Eigenwert 1 von ρ(T ), n0 = dim(V0)
und w1, . . . , wn0 eine Basis von V0, so sind also die Eisenstein-Reihen E
∗
ρ,k(τ ;wj), j = 1, . . . , n0,
linear unabha¨ngige Nichtspitzenformen. Im Hinblick auf die Dimensionsformel in Korollar
3.7, 2) wird also [SL2(Z), k, ρ] u¨ber dem Unterraum der Spitzenformen von diesen Eisenstein-
Reihen erzeugt (man beachte n0 = A(ρ)).
Die Funktionen fx,k, x ∈ Gn, 3 ≤ k ∈ N sind offensichtlich n-periodisch. Die Fourierkoeffi-
zienten scheinen aber zumindest fu¨r allgemeines n nicht einfach zu berechnen zu sein. Wir
zeigen im na¨chsten Abschnitt beispielhaft in den fu¨r unsere Anwendungen relevanten Fa¨llen,
wie man die Fourier-Koeffizienten der Eisenstein-Reihen analog zum klassischen Fall (mit
trivialer Darstellung ρ = idC) bestimmen kann.
Die Dimensionsformeln in Korollar 3.7 implizieren, dass es i. A. auch fu¨r k = 1 und k = 2
Nichtspitzenformen in [SL2(Z), k, ρ] gibt (jedoch nicht fu¨r die triviale Darstellung ρ = idC).
Mit Hilfe des Hecke-Tricks (holomorphe Fortsetzung im konvergenzerzeugenden Parameter)
kann man bei Kongruenzgruppen in diesen Fa¨llen bekanntlich immer noch Eisenstein-Reihen
definieren und zeigen, dass diese das Orthokomplement der Spitzenformen aufspannen [56,
Chap. 7]. Wegen des anfangs beschriebenen Zusammenhangs von vektorwertigen Modul-
formen und Modulformen zu Kongruenzgruppen findet man also auch fu¨r Gewicht k ≤ 2
hinreichernd viele Nichtspitzenformen in [SL2(Z), k, ρ]. Nicht zufriedenstellend ist bei dieser
Argumentation jedoch, dass man nicht u¨berblickt, wie sich diese Nichtspitzenformen in die
irreduziblen Komponenten der (von Γ[l] nach SL2(Z)) induzierten Darstellung 1SL2(Z)Γ[l] zerle-
gen. Insbesondere bleibt offen, wie sich bei Gewicht k = 1 die (nach Korollar 3.7, 3)) A(ρ)
vielen Eisenstein-Reihen zu ρ⊕ ρ auf die Eigenwerte der beiden Komponenten verteilen. Da-
her du¨rfte eine U¨bertragung der bei kleinem Gewicht fu¨r Kongruenzgruppen angewandten
Techniken auf den vektorwertigen Fall immer noch von einigem Interese sein.
3.3 Beispiele und Fourier-Entwicklung
In diesem Abschnitt bestimmen wir speziell fu¨r die Darstellungen ρ∆ und ρ∆ (mehr oder
weniger) explizite Formeln fu¨r die Fourier-Koeffizienten einiger der im vorherigen Abschnitt
konstruierten vektorwertigen Modulformen. Fu¨r die Thetareihe wird das Ergebnis hier nur
als Referenz fu¨r spa¨tere Anwendungen festgehalten. Die meiste Mu¨he bereiten die Eisenstein-
Reihen. Fourier-Koeffizienten von Eisenstein-Reihen zu Weil-Darstellungen wurden (auf an-
derem Wege) ku¨rzlich auch in [11] berechnet. Die Ergebnisse u¨berschneiden sich teilweise.
Bezu¨glich der Standardform q(x) := |x|2 ist o ⊂ C ∼= R2 (identifiziert vermo¨ge z ↔
(<(z),=(z))tr) ein gerades Gitter und ρ∆ die Weil-Darstellung des quadratischen Moduls
(o]/o, q mod Z). Daher kann man mit Satz 3.8 unmittelbar Modulformen zu ρ∆ konstru-
ieren. Wegen dimR(o) = 2 ist hier (nach [41, Kor. V 4.1]) dim(Harmq,r) = 2 unabha¨ngig
von r ∈ N (fu¨r dim(q) ≥ 3 gilt dagegen dim(Harmq,r) → ∞, r → ∞). Bis auf skalare
Vielfache sind die Nullstellen von q(x1, x2) = x
2
1 + x
2
2 gegeben durch (1,±ι˙). Daher wird
Harmq,r von den (offensichtlich linear unabha¨ngigen) Polynomen p+(x1, x2) = (x1 + ι˙x2)
r
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und p−(x1, x2) = (x1− ι˙x2)r erzeugt. Als Polynome auf dem Vektorraum C sind p± (vermo¨ge
obiger Identifizierung) gegeben durch p+(z) = z
r und p−(z) = zr. Wir definieren nun fu¨r
τ ∈ H1 und ε ∈ {±1} mit der Standardbasis fx, x ∈ o]/o, von Co]/o
θεr(τ) :=
∑
x∈o]
(xr + εxr) e2piι˙|x|
2τfx.
Die Komponenten θεr,x von θ
ε
r =
∑
x∈o]/o θ
ε
r,xfx bezu¨glich der Standardbasis sind also gege-
ben durch θεr,x(τ) =
∑
y∈x+o (y
r + εyr) e2piι˙|y|
2τ . Da fu¨r x ∈ o] stets −x ≡ x mod o gilt, ist
insbesondere
θεr(τ)(−x) =
∑
y∈−x+o
(yr + εyr) e2piι˙|y|
2τ =
∑
y∈x+o
(yr + εyr) e2piι˙|y|
2τ = εθεr(τ)(x).
Wegen ρ∆(−1) = −W−1 liegen die Werte von θεr also im Eigenraum zum Eigenwert −ε von
ρ∆(−1). Insbesondere ist θεr(τ) = 0, falls −ε 6= (−1)1+r. Durch Thetareihen mit harmonischen
Polynomen erha¨lt man in diesem Fall also ho¨chstens einen 1-dimensionalen Unterraum von
[SL2(Z), k, ρ∆]. Bezeichnet Vε wie gehabt den Eigenraum zum Eigenwert ε von ρ∆(−1) und
ρε∆ die Restriktion von ρ∆ auf Vε, so folgt nun zusammen mit Satz 3.8
3.13 Satz. Sei r ∈ N0 und ε = (−1)r. Dann ist θεr ∈ [SL2(Z), 1 + r, ρ−ε∆ ] fu¨r r = 0 bzw.
θεr ∈ [SL2(Z), 1 + r, ρ−ε∆ ]0 fu¨r r ≥ 1. Die Fourier-Entwicklung der Komponenten θεr,x von θεr ist
gegeben durch
θεr,x(τ) =
∑
0≤n≡|x|2 mod Z
ar,x(n)e
2piι˙nτ mit ar,x(n) =
∑
y∈x+o, |y|2=n
yr + εyr.
Insbesondere ist θεr 6= 0 genau dann, wenn r ≡ 0 mod κ/2 gilt, wobei κ = ]o× die Ord-
nung der Einheitengruppe ist. Die Komponenten (−ι˙√∆)rθεr,x haben ganz-rationale Fourier-
Koeffizienten.
Beweis. Bis auf das Verschwinden der Thetareihe sind die behaupteten Eigenschaften aus
den obigen Bemerkungen klar. In den Fa¨llen ohne Ausnahme-Einheiten (also ∆ > 4) sind
±ι˙√
∆
die einzigen Elemente der Norm 1
∆
in o] und modulo o verschieden. Daher ist dann fu¨r
x = ±ι˙√
∆
jeweils ar,x(1/∆) = x
r + εxr = xr + ε(−1)rxr = 2xr 6= 0.
In den Fa¨llen mit Ausnahme-Einheiten folgt das Verschwinden der θεr fu¨r r 6≡ 0 mod κ/2Z
aus den Kongruenzen ξ2x ≡ x mod o, x ∈ o], wobei ξ ∈ µκ eine primitive κ-te Einheitswurzel
ist. Unter der Voraussetzung r ≡ 0 mod κ/2Z erha¨lt man dagegen ar,ι˙/√3(1/3) = 3(1 +
ε(−1)r)(ι˙/√3)r 6= 0 im Fall ∆ = 3 bzw. ar,1/2(1/4) = 2(1 + ε)(1/2)r = 22−r 6= 0 im Fall
∆ = 4.
Fu¨r y = ι˙√
∆
y′ ∈ o] mit y′ ∈ o ist schließlich (−ι˙√∆)r(yr +εyr) = y′r +ε(−1)ry′r = 2<(y′r) ∈
Z, also auch (−ι˙√∆)rar,x(n) ∈ Z fu¨r alle x ∈ o].
Als na¨chstes bestimmen wir eine Formel fu¨r die Fourier-Koeffizienten der Eisenstein-Reihen
vom Gewicht k ≥ 3 zu ρ∆ und ρ∆. Wegen A(ρ∆) = 1, gibt es in beiden Fa¨llen i. W.
nur eine Eisenstein-Reihe, na¨mlich die zum Eigenvektor f0 ∈ Co]/o (wobei fx wieder die
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charakteristische Funktion von x + o ist). Wir setzen daher in diesem Abschnitt Eρ,k(τ) =
Eρ,k(τ ; f0) bzw. E
∗
ρ,k(τ) = E
∗
ρ,k(τ ; f0) fu¨r die normierte Reihe.
Ausgangspunkt unserer U¨berlegungen ist die Formel in Korollar 1.21 2), nach der die Kon-
gruenzgruppe Γ0[∆] vermo¨ge ρ∆ auf f0 durch den Charakter χ−∆ operiert. Ausserdem wirkt
Γ±∞ := {±T n | n ∈ Z} auf jedem Eigenraum von ρ∆(T ) als Charakter. Daher kennen wir
ρ∆(M)
−1f0 im wesentlichen, wenn wir ρ∆(M ′)−1f0 fu¨r ein M ′ ∈ Γ0[∆]MΓ±∞ kennen. Wir
formulieren daher zuna¨chst das folgende vorbereitende Lemma. Darin bezeichnet b = (a)−1n
fu¨r n ∈ N und a ∈ (Z/nZ)× einen Vertreter der bzw. die Nebenlasse b ∈ (Z/nZ)× mit
ab = 1 mod nZ.
3.14 Lemma. 1) Die Menge der Matrizen {( 1 0δ 1 ) | δ|∆} ist ein (minimales) Vertretersystem
der Doppelnebenklassen Γ0[∆]\ SL2(Z)/Γ±∞.
2) Sei M = ( a bc d ) ∈ SL2(Z) und δ = ggT(c,∆). Dann ist M ∈ Γ0[∆] ( 1 0δ 1 ) Γ±∞.
3) Sei δ|∆, M ∈ Γ0[∆] und n ∈ Z. Dann ist M ( 1 0δ 1 )T n = ( 1 0δ 1 ) genau dann, wenn n ≡
0 mod ∆/δ
ggT(δ,∆/δ)
und M =
(
1+nδ −n
nδ2 1−nδ
)
.
4) Sei M = ( a bc d ) ∈ SL2(Z), δ = ggT(c,∆), j = ggT(δ,∆/δ), M ′ =
(
a′ b′
c′ d′
) ∈ Γ0[∆] und n ∈ Z
mit M = M ′ ( 1 0δ 1 )T
n. Dann gilt:
i) M = M ′J−1T−δJT n bzw. M ′ = MT−n ( 1 0−δ 1 ) =
( ∗ ∗
c(1+δn)−δd d−nc
)
.
ii) n = n(c, d) ist eindeutig bestimmt modulo ∆
δj
mit
n(c, d) ≡ (δ/j)−1∆/δj
(
j−1((c/δ)−1∆/δ d− 1)
)
mod ∆
δj
Z.(3.2)
Beweis. 1) Die angegebenen Matrizen liegen in verschiedenen Nebenklassen. Dann folgt aus
[56, Theorem 4.2.7], das diese Matrizen bereits ein vollsta¨ndiges Vertretersystem durchlaufen.
Hierbei ist entscheidend, dass fu¨r δ|∆ stets ggT(δ,∆/δ) ≤ 2 ist.
2) Die Abbildung M = ( ∗ ∗c ∗ ) 7→ ggT(c,∆) ist invariant auf den Klassen Γ0[∆]\ SL2(Z)/Γ±∞.
3) Sei δ|∆, M ∈ Γ0[∆] und n ∈ Z. Dann ist
M ( 1 0δ 1 )T
n = ( 1 0δ 1 ) ⇐⇒ M = ( 1 0δ 1 )T−n ( 1 0δ 1 )−1 =
(
1+nδ −n
nδ2 1−nδ
)
⇐⇒ nδ ≡ 0 mod ∆/δ
⇐⇒ n ≡ 0 mod ∆/δ
ggT(δ,∆/δ)
.
4) i) ist eine direkte Umformulierung der Voraussetzung M = M ′ ( 1 0δ 1 )T
n. Aus i) folgt, dass
es fu¨r n ∈ Z genau dann eine Lo¨sung M ′ ∈ Γ0[∆] der Matrixgleichung M ′ = MT−n ( 1 0−δ 1 )
gibt, falls ∆|c(1 + δn)− δd, also cn ≡ d− c/δ mod ∆/δZ. Da c/δ und ∆/δ teilerfremd sind,
ist dies a¨quivalent zu δn ≡ (c/δ)−1∆/δ (d− c/δ) ≡ (c/δ)−1∆/δ d− 1 mod ∆/δZ. Hier ist die rechte
Seite durch j teilbar, da im Fall j = 2 sowohl d als auch c/δ ungerade sind (sonst wa¨re δ 6=
ggT(c,∆)). Also ist die letzte Kongruenz a¨quivalent zu nδ/j ≡ j−1 (c/δ)−1∆/δ d− 1) mod ∆δjZ.
Dies zeigt ii)
Sei nun ρ : SL2(Z) → GL(Co]/o) eine Darstellung mit den folgenden Eigenschaften: Es gibt
ε ∈ {±1}, so dass
(ρ(T )f) (x) = e2piι˙ε|x|
2
f(x),(3.3)
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(ρ(J)f) (x) =
−ει˙√
∆
∑
x′:o]/o
e−4piι˙ε<(xx
′)f(x′),(3.4)
und einen primitiven Charakter χmodulo ∆, so dass Γ0[∆] auf dem von der charakteristischen
Funktion f0 ∈ Co]/o erzeugten Unterraum durch χ operiert, also
(ρ(M)f0) (x) = χ(d)f0(x) fu¨r M = (
∗ ∗
∗ d ) ∈ Γ0[∆].(3.5)
Konkret ist also ρ = ρ∆, falls ε = 1 und ρ = ρ∆, falls ε = −1 sowie χ = χ−∆ unabha¨ngig
von ε. Ebenso ist dann (ρ(−1)f) (x) = −f(−x) unabha¨ngig von ε, also ρ(−1) = −W−1. Fu¨r
M = ( a bc d ) ∈ SL2(Z) und δ = ggT(c,∆), j = ggT(δ,∆/δ) sowie M ′ = ( ∗ ∗∗ d′ ) ∈ Γ0[∆] und
n ∈ Z mit M = M ′ ( 1 0δ 1 )T n ergibt sich aus den angegebenen Eigenschaften von ρ(
ρ(M)−1f0
)
(x) =
(
ρ(T−nJ−1T δJM ′−1)f0
)
(x)
= −e−2piι˙εn|x|2χ(d′) (ρ(J1T δJ)f0) (−x)
= −e−2piι˙εn|x|2χ(d′)−ει˙√
∆
∑
x′∈o]/o
e−4piι˙ε<(−xx
′) (ρ(T δJ)f0) (x′)
= −e−2piι˙εn|x|2χ(d′)−ε
2
∆
∑
x′∈o]/o
e4piι˙ε<(xx
′)e2piι˙εδ|x
′|2 ∑
x′′∈o]/o
e−4piι˙ε<(x
′x′′)f0(x
′′)
= e−2piι˙εn|x|
2
χ(d′)
1
∆
∑
x′∈o]/o
e2piι˙ε(2<(xx
′)+δ|x′|2).
Da f0 nach Voraussetzung ρ(T )-invariant ist, ha¨ngt dieser Wert nur von der zweiten Zei-
le (c, d) von M = ( ∗ ∗c d ) ab. Wir ko¨nnen daher fu¨r x ∈ o]/o die Funktion γx auf Z2tf :=
{(c, d) ∈ Z2 | ggT(c, d) = 1} durch γx(c, d) :=
(
ρ ( ∗ ∗c d )
−1 f0
)
(x) definieren. Dann gilt also
ρ ( ∗ ∗c d )
−1 f0 =
∑
x∈o]/o
γx(c, d)fx.
Wir definieren nun die
”
gemischte Gauß-Summe“ Go(h, x) fu¨r (h, x) ∈ N× o] durch
Go(h, x) =
1
∆
∑
x′∈o]/o
e2piι˙(2<(xx
′)+h|x′|2).
Offensichtlich ha¨ngt Go(h, x) nur von x modulo o und daher sogar nur vom O∆-Orbit von
x + o in o]/o ab. Wegen Lemma 2.9 ha¨ngt Go(h, x) in der zweiten Variablen also nur von
|x|2 mod Z ab. In der ersten Variablen ha¨ngt Go(h, x) nur von h modulo ∆Z ab und es ist
Go(h, x) = Go(−h, x). Weiter findet man fu¨r y ∈ o] (indem man in der Summe x′ durch x′+y
ersetzt), dass Go(h, x) = e
2piι˙(2<(xy)+h|y|2)Go(h, x+ hy). Ist speziell δ|∆ und j = ggT(δ,∆/δ),
so folgt
Go(δ, x) = 0 falls
∆
δj
|x|2 6≡ 1
j
mod Z,(3.6)
indem man diese Relation fu¨r geeignete y ∈ o] mit δy ∈ o ausnutzt. Im Folgenden werden
weitere Eigenschaften der Funktionen γx beno¨tigt:
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3.15 Lemma. 1) γx(c, d) ha¨ngt nur von (c, d) modulo ∆ ab, d. h. fu¨r (c1, d1), (c2, d2) ∈ Z2tf
mit (c1, d1) ≡ (c2, d2) mod ∆Z ist γx(c1, d1) = γx(c2, d2).
2) Fu¨r d = ±1 ist γx(0, d) = δx∈oχ(d).
3) Ist (c, d) ∈ Z2tf , δ = ggT(c,∆), j = ggT(δ,∆/δ) und n = n(c, d) ∈ Z eine Lo¨sung der
Kongruenz (3.2), so gilt fu¨r x ∈ o]
γx(c, d) =
{
0, falls ∆
δj
|x|2 6≡ 1
j
mod Z,
χ(d− n(c, d)c)e−2piι˙εn(c,d)|x|2Go(εδ, εx), falls ∆δj |x|2 ≡ 1j mod Z.
Der Faktor χ(d − n(c, d)c)e−2piι˙εn(c,d)|x|2 ist im zweiten Fall wohldefiniert, d. h. unabha¨ngig
von der speziellen Wahl von n. Insbesondere ha¨ngt γx(c, d) nur von |x|2 mod Z ab.
Beweis. 1) Ist klar, da die Restriktion von ρ auf Γ[∆] nach Voraussetzung trivial ist.
2) Es gilt γx(0,±1) = (ρ(±12)−1f0) (x) = χ(±1)f0(x) = δx∈oχ(±1).
3) Nach Lemma 3.14 gibt es zu jeder Lo¨sung n = n(c, d) ∈ Z der Kongruenz (3.2) eine
Matrix M ′ ∈ Γ0[∆] mit M ′ ( 1 0δ 1 )T n = ( ∗ ∗c d ). Dann ist d′ = d−nc und die Behauptung ergibt
sich unter Beru¨cksichtigung von (3.6) aus der Definition von γx oben. Damit ha¨ngt γx(c, d)
nur von |x|2 mod Z ab, da entsprechendes fu¨r Go(εδ, εx) gilt. Fu¨r die Wohldefiniertheit des
angegebenen Faktors ist zu beachten, dass n(c, d) modulo ∆
δj
Z bestimmt ist. Also beno¨tigt nur
der Fall j = 2 u¨berhaupt eine Begru¨ndung. Dann ist jedoch c/δ ungerade und χ(d+ ∆/2) =
−χ(d) wegen der Primitivita¨t des Charakters χ (vergl. Lemma 1.23).
Wir mo¨chten nun den Definitionsbereich der Funktionen γx (von Z2tf) auf Z2 − {(0, 0)} aus-
dehnen. Ist z. B. t ∈ Z mit ggT(t,∆) = 1, so gibt es M ′ = ( ∗ ∗∗ t ) ∈ Γ0[∆] und es gilt
M ′ ( ∗ ∗c d ) ≡ ( ∗ ∗tc td ) mod ∆Z. Fu¨r (c′, d′) ≡ (tc, td) mod ∆Z ist daher γx(c′, d′) = χ(t)γx(c, d).
Im Hinblick auf Lemma 3.15 1) setzen wir daher fu¨r (0, 0) 6= (c, d) ∈ Z2
γx(c, d) :=
{
0, falls ggT(c, d,∆) > 1,
χ(t)γx(c/t, d/t), falls ggT(c, d,∆) = 1 und t = ggT(c, d).
(3.7)
Die so fortgesetzten Funktionen erben sozusagen die (spa¨ter entscheidenden) Eigenschaften
aus Lemma 3.15:
3.16 Lemma. 1) γx(c, d) ha¨ngt nur von (c, d) modulo ∆ ab.
2) Fu¨r t ∈ Z mit ggT(t,∆) = 1 ist γx(tc, td) = χ(t)γx(c, d).
Beweis. 1) Sei t = ggT(tc, td) und t′ = ggT(t′c′, t′d′) sowie (tc, td) ≡ (t′c′, t′d′) mod ∆Z. Wir
ko¨nnen annehmen, dass t und t′ zu ∆ teilerfremd sind. Dann ist (c′, d′) ≡ s(c, d) mod ∆Z
mit s = (t′)−1∆ t mod ∆Z. Mit M ′ = ( ∗ ∗∗ s ) ∈ Γ0[∆] ist M ′ ( ∗ ∗c d ) ≡ ( ∗ ∗c′ d′ ) mod ∆Z,
also χ(s)γx(c, d) = γx(c
′, d′). Es folgt γx(tc, td) = χ(t)γx(c, d) = χ(t′)χ(s)γx(c, d) =
χ(t′)γx(c′, d′) = γx(t′c′, t′d′).
2) Sei t ∈ Z mit ggT(t,∆) = 1 und t′ = ggT(c, d). Dann ist γx(tc, td) = χ(tt′)γx(c/t′, d/t′) =
χ(t)χ(t′)γx(c/t′, d/t′) = χ(t)γx(c, d).
Nach diesen Vorbereitungen ko¨nnen wir nun die Fourier-Entwicklung der Eisenstein-Reihe
E∗ρ,k(τ) = E
∗
ρ,k(τ ; f0) bestimmen. Aus der Definition folgt
E∗ρ,k(τ) =
1
2
∑
M :Γ1∞\SL2(Z)
1kM ρ(M)
−1f0
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=
1
2
∑
(c,d)∈Z2, ggT(c,d)=1
(cτ + d)−kρ ( ∗ ∗c d )
−1 f0
=
1
2
∑
(c,d)∈Z2, ggT(c,d)=1
(cτ + d)−k
∑
x:o]/o
γx(c, d)fx
=
1
2
∑
x:o]/o
( ∑
(c,d)∈Z2, ggT(c,d)=1
(cτ + d)−kγx(c, d)
)
fx.
Wir haben also die Fourier-Entwicklungen der Komponenten
E∗ρ,k,x(τ) =
1
2
∑
(c,d)∈Z2, ggT(c,d)=1
(cτ + d)−kγx(c, d), x ∈ o],
zu bestimmen. Mit Hilfe der in Lemma 3.15 und Lemma 3.16 zusammengetragenen Eigen-
schaften der Funktionen γx gelingt dies nun im Prinzip wie im skalaren Fall: Zuna¨chst
ist E∗ρ,k,x(τ) = (−1)kχ(−1)E∗ρ,k,x(τ), also E∗ρ,k,x(τ) = 0, falls (−1)kχ(−1) 6= 1. Sei nun
L(s, χ) =
∑
n∈N χ(n)n
−s die L-Reihe zum Charakter χ. Dann ergibt sich mit Lemma 3.15
L(k, χ)E∗ρ,k,x(τ) =
1
2
∑
t∈N, (c,d)∈Z2, ggT(c,d)=1
χ(t)t−kγx(c, d)(cτ + d)−k
=
1
2
∑
t∈N, (c,d)∈Z2, ggT(c,d)=1
γx(tc, td)(tcτ + td)
−k =
1
2
∑
0 6=(c,d)∈Z2
γx(c, d)(cτ + d)
−k
=
1
2
∑
0 6=d∈Z
γx(0, d)d
−k +
1
2
∑
0 6=c∈Z
∑
d′:Z/∆Z
γx(c, d
′)
∑
d∈Z
(cτ + ∆d+ d′)−k
denn γx(c, d) ha¨ngt nur von d modulo ∆ ab
=
1
2
δx∈o
(
1 + (−1)kχ(−1))L(k, χ)
+
1
2
∑
c∈N
∑
d′:Z/∆Z
∆−k
(
γx(c, d
′) + (−1)kγx(−c,−d′)
) (−2piι˙)k
(k − 1)!
∑
r∈N
rk−1e2piι˙r
cτ+d′
∆
denn γx(0, d) = δx∈oχ(d)
=
1
2
(
1 + (−1)kχ(−1))δx∈oL(k, χ) + (−2piι˙)k
∆k(k − 1)!
∑
n∈N
∑
r|n
(n/r)k−1
∑
d′:Z/∆Z
γx(r, d
′)e2piι˙(n/r)d
′/∆
 e2piι˙nτ/∆
 .
Nach Voraussetzung ist E∗ρ,k,x(τ + 1) = e
2piι˙ε|x|2E∗ρ,k,x(τ). Also verschwindet der Koeffizient
von e2piι˙nτ/∆ in der Fourierentwicklung von E∗ρ,k,x, falls n 6≡ ε∆ |x|2 mod ∆Z. Fu¨r die Werte
der L-Reihe L(s, χ) an den Stellen k ∈ N gilt nach [56, Theorem 3.3.4]
L(k, χ) =
0, falls (−1)
k 6= χ(−1),
−W (χ)(−2piι˙)
k
2∆kk!
Bk,χ, sonst.
Hier ist W (χ) =
∑∆
a=1 χ(a)e
2piι˙a/∆ die Gauß-Summe des Charakters χ und Bk,χ die k-te
verallgemeinerte Bernoulli-Zahl zu χ. Damit erhalten wir also insgesamt
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3.17 Satz. Die Komponenten der Eisenstein-Reihe E∗ρ,k(τ ; f0) =
∑
x∈o]/oE
∗
ρ,k,x(τ)fx haben
die Fourier-Entwicklung
E∗ρ,k,x(τ) =

0, falls (−1)k 6= χ(−1),
δx∈o − 2k
Bk,χW (χ)
∑
n∈N,
n≡ε∆|x|2 mod ∆
αx(n)e
2piι˙nτ/∆, sonst.
Hierbei ist
αx(n) =
∑
r|n, δ=ggT(r,∆)
∆
δ
|x|2≡1 mod ggT(δ,∆/δ)Z
(n/r)k−1
∑
d′:Z/∆Z
γx(r, d
′)e2piι˙(n/r)d
′/∆.
Insbesondere liegen die Werte der Eisenstein-Reihe E∗ρ,k(τ ; f0) in der irreduziblen Komponente
V1 (zum trivialen Charakter 1 ∈ Oab∆ ) von V = Co]/o, d. h. es ist E∗ρ,k(τ ; f0) ∈ [SL2(Z), k, ρ1],
oder a¨quivalent E∗ρ,k,x = E
∗
ρ,k,x′ fu¨r alle x, x
′ ∈ o] mit |x|2 ≡ |x′|2 mod Z.
Die Formel fu¨r die Fourier-Koeffizienten der Eisensten-Reihe ist eigentlich nicht hinreichend
explizit, aber bei kleinem ∆ zumindest fu¨r numerische Rechnungen geeignet. Man erkennt
z. B. an der angegebenen Formel fu¨r αx(n) nur schwerlich, dass die Fourier-Koeffizienten bei
obiger Normierung sogar rationale Zahlen mit beschra¨nktem Nenner sind. Diese (wichtige)
Aussage ließe sich hier durchaus mit einigem zusa¨tzlichen Aufwand herleiten (indem geeignete
Eigenschaften Gaußscher Summen wie etwa (3.6) ausgenutzt werden). Da wir spa¨ter jedoch
nur wenige (und vergleichsweise einfache) Spezialfa¨lle beno¨tigen, verzichten wir auf gro¨ßere
Allgemeinheit.
Fu¨r Anwendungen in den Beispielen berechnen wir im folgenden speziell die Fourierkoeffizi-
enten der Eisenstein-Reihen zu ρ∆ und ρ∆ fu¨r ∆ = 4, ∆ = 8 und ∆ = p prim. Im Folgenden
ist wie bisher χ = χ−∆. Wegen χ(−1) = −1 ist die Eisenstein-Reihe zu ρ∆ bzw. ρ∆ nur fu¨r
k ≡ 1 mod 2Z nicht-trivial. Die Formeln vereinfachen sich weiterhin wie folgt:
Der Fall ∆ = p prim: Dann ist (bachte [2, ex. 9.9])
∑
x′:o]/o
e2piι˙ε|x
′|2 = χ(ε)W (χ), also
1
∆
∑
x′:o]/o
e2piι˙ε(δ|x
′|2+2<(xx′)) =
{
δx∈o, falls δ = ∆,
∆−1χ(ε)W (χ)e−2piι˙ε|x|
2
, falls δ = 1,
n(c, d) = (δ)−1∆/δ
(
(c/δ)−1∆/δ d− 1
)
=
{
0 mod 1, falls ggT(c,∆) = ∆,
(c)−1∆ d− 1 mod ∆, falls ggT(c,∆) = 1.
Damit ergibt sich
γx(c, d) =
{
δx∈oχ(d), falls ggT(c,∆) = ∆,
W (χ)e−2piι˙ε(c)
−1
∆ d|x|2χ(εc)/∆, falls ggT(c,∆) = 1.
Wir erhalten also fu¨r n, r ∈ N mit n ≡ 0 mod ∆Z und r|n
∑
d′:Z/∆Z
γ0(r, d
′)e2piι˙(n/r)d
′/∆ =

W (χ)χ(n/r), falls ggT(r,∆) = ∆ und ∆ - n
r
,
W (χ)χ(εr), falls ggT(r,∆) = 1 und ∆ | n
r
,
0, sonst,
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und damit
a0(n)
W (χ)
=
∑
r|n, ggT(r,∆)=1
(n/r)k−1χ(εr) +
∑
r|n, ggT(r,∆)=∆
(n/r)k−1χ(n/r)
= χ(ε)nk−1σ1−k,χ(n/∆) + σk−1,χ(n/∆).
Hier ist σk,χ(n) =
∑
r|n χ(r)r
k die k-te Teilersumme von n zum Charakter χ. Sei nun x ∈ o]
mit |x|2 6∈ Z. Fu¨r n, r ∈ N mit n ≡ ε∆ |x|2 mod ∆ und r|n erhalten wir dann
∑
d′:Z/∆Z
γx(r, d
′)e2piι˙(n/r)d
′/∆ =

0,
W (χ)χ(εr)
1
∆
∑
d′:Z/∆Z
e2piι˙((n/r)−ε(r)
−1
∆ ∆|x|2)d′/∆,
=

0, falls ggT(r,∆) = ∆,
W (χ)χ(εr)
1
∆
∑
d′:Z/∆Z
e2piι˙((n/r)−n(r)
−1
∆ )d′/∆, falls ggT(r,∆) = 1,
=
{
0, falls ggT(r,∆) = ∆,
W (χ)χ(εr), falls ggT(r,∆) = 1
denn im zweiten Fall ist n/r ≡ n(r)−1∆ mod ∆. Also folgt
ax(n)
W (χ)
=
∑
r|n, ggT(r,∆)=1
(n/r)k−1χ(εr) = χ(ε)nk−1σ1−k,χ(n).
3.18 Lemma. Sei 3 ≤ k ∈ N mit k ≡ 1 mod 2Z und ∆ prim. Dann ist die Fourier-
Entwicklung der Komponenten der Eisenstein-Reihe E∗ρ,k(τ ; f0) =
∑
x∈o]/oE
∗
ρ,k,x(τ)fx ge-
geben durch
E∗ρ,k,x(τ) =

1− 2k
Bk,χ
∑
n∈N
(
χ(ε)(∆n)k−1σ1−k,χ(n) + σk−1,χ(n)
)
e2piι˙nτ ,
falls x ∈ o,
−χ(ε) 2k
Bk,χ
∑
n∈N,
n≡ε∆|x|2 mod ∆
nk−1σ1−k,χ(n)e2piι˙nτ/∆, falls x 6∈ o.
Insbesondere sind die Fourier-Koeffizienten von E∗ρ,k (bzgl. der Basis
{
fx | x ∈ o]/o
}
) ratio-
nale Zahlen mit beschra¨nktem Nenner. Die Werte der Eisenstein-Reihe liegen im Unterraum
der symmetrischen Funktionen, d. h. es ist E∗ρ,k ∈ [SL2(Z), k, ρ1].
Der Fall ∆ = 4: Wieder ist
∑
x′:o]/o
e2piι˙ε|x
′|2 = ε2ι˙ = χ(ε)W (χ), also
1
∆
∑
x′:o]/o
e2piι˙ε(δ|x
′|2+2<(xx′)) =

δx∈o, falls δ = ∆,
δx∈ 1+ι˙
2
+o, falls δ = 2,
∆−1χ(ε)W (χ)e−2piι˙ε|x|
2
, falls δ = 1,
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n(c, d) = (δ/j)−1∆/δj
(
j−1((c/δ)−1∆/δ d− 1)
)
=
{
0 mod 1, falls ggT(c,∆) ≥ 2,
(c)−1∆ d− 1 mod ∆, falls ggT(c,∆) = 1.
Damit ergibt sich
γx(c, d) =

δx∈oχ(d), falls ggT(c,∆) = ∆,
δx∈ 1+ι˙
2
+oχ(d), falls ggT(c,∆) = 2,
W (χ)e−2piι˙ε(c)
−1
∆ d|x|2χ(εc)/∆, falls ggT(c,∆) = 1.
Wir erhalten also fu¨r x ∈ o] und n, r ∈ N mit n ≡ ε∆ |x|2 mod ∆Z und r|n
∑
d′:Z/∆Z
γx(r, d
′)e2piι˙(n/r)d
′/∆ =

δx∈o
∑
d′:Z/∆Z
χ(d′)e2piι˙(n/r)d
′/∆, falls ggT(r,∆) = ∆,
δx∈ 1+ι˙
2
+o
∑
d′:Z/∆Z
χ(d′)e2piι˙(n/r)d
′/∆, falls ggT(r,∆) = 2,
W (χ)χ(εr)/∆
∑
d′:Z/∆Z
e2piι˙((n/r)−ε(r)
−1
∆ ∆|x|2)d′/∆,
falls ggT(r,∆) = 1,
(man beachte nun, dass die Gauß-Summen in den ersten beiden Fa¨llen separabel sind [2, Th.
8.15])
=

δx∈oW (χ)χ(n/r), falls ggT(r,∆) = ∆,
δx∈ 1+ι˙
2
+oW (χ)χ(n/r), falls ggT(r,∆) = 2,
W (χ)χ(εr), falls ggT(r,∆) = 1.
Damit wird
a0(n)
W (χ)
=
∑
r|n, ggT(r,∆)=1
(n/r)k−1χ(εr) +
∑
r|n, ggT(r,∆)=∆
(n/r)k−1χ(n/r)
= χ(ε)nk−1σ1−k,χ(n/∆) + σk−1,χ(n/∆),
a 1+ι˙
2
(n)
W (χ)
=
∑
r|n, ggT(r,∆)=1
(n/r)k−1χ(εr) +
∑
r|n, ggT(r,∆)=2
(n/r)k−1χ(n/r)
= χ(ε)nk−1σ1−k,χ(n/2) + σk−1,χ(n/2)
und fu¨r x ∈ 1/2 + o oder x ∈ ι˙/2 + o
ax(n)
W (χ)
=
∑
r|n, ggT(r,∆)=1
(n/r)k−1χ(εr) = χ(ε)nk−1σ1−k,χ(n).
3.19 Lemma. Sei 3 ≤ k ∈ N mit k ≡ 1 mod 2Z und ∆ = 4. Dann ist die Fourier-
Entwicklung der Komponenten der Eisenstein-Reihe E∗ρ,k(τ ; f0) =
∑
x∈o]/oE
∗
ρ,k,x(τ)fx ge-
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geben durch
E∗ρ,k,x(τ) =

1− 2k
Bk,χ
∑
n∈N
(
χ(ε)(∆n)k−1σ1−k,χ(n) + σk−1,χ(n)
)
e2piι˙nτ , falls x ∈ o,
− 2k
Bk,χ
∑
n∈N,
n≡ε∆|x|2 mod ∆
(
χ(ε)nk−1σ1−k,χ(n/2) + σk−1,χ(n/2)
)
e2piι˙nτ/∆,
falls x ∈ 1+ι˙
2
+ o,
−χ(ε) 2k
Bk,χ
∑
n∈N,
n≡ε∆|x|2 mod ∆
nk−1σ1−k,χ(n)e2piι˙nτ/∆,
falls x ∈ 1
2
+ o oder x ∈ ι˙
2
+ o.
Insbesondere sind die Fourier-Koeffizienten von E∗ρ,k (bzgl. der Basis
{
fx | x ∈ o]/o
}
) ratio-
nale Zahlen mit beschra¨nktem Nenner. Die Werte der Eisenstein-Reihe liegen im Unterraum
der symmetrischen Funktionen, d. h. es ist E∗ρ,k ∈ [SL2(Z), k, ρ1].
Der Fall ∆ = 8: Dann ist auch wieder
∑
x′:o]/o
e2piι˙ε|x
′|2 = ε
√
8ι˙ = χ(ε)W (χ), also
1
∆
∑
x′:o]/o
e2piι˙ε(δ|x
′|2+2<(xx′)) =

δx∈o, falls δ = ∆,
δx∈ 2ι˙√
8
+o, falls δ = 4,
1 + ει˙
2
δx∈ 1
2
+o +
1− ει˙
2
δx∈ 1
2
+ 2ι˙√
8
+o, falls δ = 2,
∆−1χ(ε)W (χ)e−2piι˙ε|x|
2
, falls δ = 1,
n(c, d) =

0 mod 1, falls ggT(c,∆) ≥ 4,
1
2
(
(c/2)−1∆/2d− 1
)
mod 2, falls ggT(c,∆) = 2,
(c)−1∆ d− 1 mod ∆, falls ggT(c,∆) = 1.
Hier ko¨nnen wir im Fall ggT(c,∆) = 2 explizit (c/2)−1∆/2 = c/2 und im Fall ggT(c,∆) = 1
explizit (c)−1∆ = c wa¨hlen. Dann ist sogar (c/2)
−1
∆/2c/2 ≡ 1 mod ∆Z. Damit ergibt sich
γx(c, d) =

δx∈oχ(d), falls ggT(c,∆) = ∆,
δx∈ 2ι˙√
8
+oχ(d), falls ggT(c,∆) = 4,
χ(c/2)e−2piι˙ε
1
2
(cd/2−1)|x|2
(
1 + ει˙
2
δx∈ 1
2
+o +
1− ει˙
2
δx∈ 1
2
+ 2ι˙√
8
+o
)
,
falls ggT(c,∆) = 2,
W (χ)e−2piι˙εcd|x|
2
χ(εc)/∆, falls ggT(c,∆) = 1,
=

δx∈oχ(d), falls ggT(c,∆) = ∆,
δx∈ 2ι˙√
8
+oχ(d), falls ggT(c,∆) = 4,
χ(εc/2)e−2piι˙εcd|x|
2/4 2
∆
W (χ)
(
δx∈ 1
2
+o + δx∈ 1
2
+ 2ι˙√
8
+o
)
,
falls ggT(c,∆) = 2,
W (χ)e−2piι˙εdc|x|
2
χ(εc)/∆, falls ggT(c,∆) = 1.
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Hier ist zu beachten, dass im Fall ggT(c,∆) = 2 der Faktor e2piι˙ε|x|
2/2 fu¨r x ≡ 1
2
mod o
und x ≡ 1
2
+ 2ι˙√
8
+ o wohldefiniert ist. Wir erhalten also fu¨r x ∈ o] und n, r ∈ N mit
n ≡ ε∆ |x|2 mod ∆Z und r|n (man beachte wieder, dass die Gauß-Summen in den ersten
beiden Fa¨llen separabel sind)
∑
d′:Z/∆Z
γx(r, d
′)e2piι˙(n/r)d
′/∆ =

δx∈oW (χ)χ(n/r), falls ggT(r,∆) = ∆,
δx∈ 2ι˙√
8
+oW (χ)χ(n/r), falls ggT(r,∆) = 4,
χ(εr/2)W (χ)2δn≡ε∆|x|2 mod 2∆Z
(
δx∈ 1
2
+o + δx∈ 1
2
+ 2ι˙√
8
+o
)
,
falls ggT(r,∆) = 2,
W (χ)χ(εr), falls ggT(r,∆) = 1.
Damit wird
a0(n)
W (χ)
=
∑
r|n, ggT(r,∆)=1
(n/r)k−1χ(εr) +
∑
r|n, ggT(r,∆)=∆
(n/r)k−1χ(n/r)
= χ(ε)nk−1σ1−k,χ(n/∆) + σk−1,χ(n/∆),
a 2ι˙√
8
(n)
W (χ)
=
∑
r|n, ggT(r,∆)=1
(n/r)k−1χ(εr) +
∑
r|n, ggT(r,∆)=4
(n/r)k−1χ(n/r)
= χ(ε)nk−1σ1−k,χ(n/4) + σk−1,χ(n/4),
und fu¨r x ∈ 1
2
+ o bzw. x ∈ 1
2
+ 2ι˙√
8
+ o
ax(n)
W (χ)
=
∑
r|n, ggT(r,∆)=1
(n/r)k−1χ(εr) + δn≡ε∆|x|2 mod 2∆Z
∑
r|n, ggT(r,∆)=2
(n/r)k−12χ(εr/2)
= χ(ε)
(
nk−1σ1−k,χ(n/2) + δn≡ε∆|x|2 mod 2∆Z2(n/2)
k−1σ1−k,χ(n/2)
)
= χ(ε)nk−1σ1−k,χ(n/2)
(
1 + δn≡ε∆|x|2 mod 2∆Z2
2−k
)
sowie ansonsten (also fu¨r x ∈ ± ι˙√
8
+ o oder x ∈ 1
2
± ι˙√
8
+ o)
ax(n)
W (χ)
=
∑
r|n, ggT(r,∆)=1
(n/r)k−1χ(εr) = χ(ε)nk−1σ1−k,χ(n).
3.20 Lemma. Sei 3 ≤ k ∈ N mit k ≡ 1 mod 2Z und ∆ = 8. Dann ist die Fourier-
Entwicklung der Komponenten der Eisenstein-Reihe E∗ρ,k(τ ; f0) =
∑
x∈o]/oE
∗
ρ,k,x(τ)fx ge-
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geben durch
E∗ρ,k,x(τ) =

1− 2k
Bk,χ
∑
n∈N
(
χ(ε)(∆n)k−1σ1−k,χ(n) + σk−1,χ(n)
)
e2piι˙nτ , falls x ∈ o,
− 2k
Bk,χ
∑
n∈N,
n≡ε∆|x|2 mod ∆
(
χ(ε)nk−1σ1−k,χ(n/4) + σk−1,χ(n/4)
)
e2piι˙nτ/∆,
falls x ∈ 2ι˙√
8
+ o,
−χ(ε) 2k
Bk,χ
∑
n∈N,
n≡ε∆|x|2 mod ∆
nk−1σ1−k,χ(n/2)
(
1 + δ n
∆
−ε|x|2∈2Z2
2−k
)
e2piι˙nτ/∆,
falls x ∈ 1
2
+ o oder x ∈ 1
2
+ 2ι˙√
8
+ o,
−χ(ε) 2k
Bk,χ
∑
n∈N,
n≡ε∆|x|2 mod ∆
nk−1σ1−k,χ(n)e2piι˙nτ/∆,
falls x ∈ ± ι˙√
8
+ o oder x ∈ 1
2
± ι˙√
8
+ o.
Insbesondere sind die Fourier-Koeffizienten von E∗ρ,k (bzgl. der Basis
{
fx | x ∈ o]/o
}
) ratio-
nale Zahlen mit beschra¨nktem Nenner. Die Werte der Eisenstein-Reihe liegen im Unterraum
der symmetrischen Funktionen, d. h. es ist E∗ρ,k ∈ [SL2(Z), k, ρ1].
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4 Maaß-Ra¨ume Hermitescher Modulformen
In diesem Kapitel beschreiben wir als erste Methode zur Konstruktion Hermitescher Mo-
dulformen eine Liftung von vektorwertigen Modulformen in [SL2(Z), k − 1, ρ] (mit gewissen
Multiplikatorsystemen ρ) zu Hermiteschen Modulformen in [SU2(o), k, ν], wie sie in der analo-
gen Situation fu¨r Siegelsche Modulformen zweiten Grades erstmals von Maaß [53] angegeben
wurde. Der Maaß-Raum ist das Bild dieser Liftung.
Insbesondere fu¨r das triviale Multiplikatorsystem wurden Maaß-Ra¨ume Hermitescher Modul-
formen bereits vielfach betrachtet, z. B. in [67], [49]. Die Ergebnisse sind in diesem Fall daher
auch zum großen Teil bereits bekannt und werden hier nur der Vollsta¨ndigkeit halber mit
aufgenommen. Neu sind einige Anwendungen der Zerlegung von ρm2∆ aus Abschnitt 2.1 auf
den Maaß-Raum, insbesondere die Konstruktion antisymmetrischer Formen als Maaß-Lifts.
Fu¨r nicht-triviale Multiplikatorsysteme wurde eine analoge Liftung auch bereits von Maaß
[55] untersucht. Die dort verwendeten Methoden mu¨ssen wir hier nur geeignet anpassen. Fu¨r
Paramodulformen zweiten Grades wurden analoge Liftungen inzwischen auch von Gritsenko
und Nikulin [28] untersucht.
Die Technik dieser
”
arithmetischen Liftungen“ la¨sst sich in Rahmen von orthogonalen Grup-
pen in natu¨rlicher Weise verallgemeinern [50], [23], [3]. In einem gewissen Sinn ist daher
die Existenz dieser Liftungen keine origina¨r
”
Hermitesche“ Konstruktion, sondern kommt
vermo¨ge sog.
”
exzeptioneller Isogenien“ aus der Theorie der Modulformen zu orthogonalen
Gruppen heru¨ber (vergl. Kapitel 5).
4.1 Der Hermitesche Maaß-Lift
Zuna¨chst ziehen wir erste Folgerungen aus den bisherigen Ergebnissen:
4.1 Lemma. In den Fa¨llen mit Ausnahme-Einheiten gilt:
1) Ist ∆ = 3 und ϕ eine nicht-triviale Hermitesche Jacobi-Form vom Gewicht k, Index m = 1
mit Charakter ν = detrχlη, so ist r ≡ k + l mod 3Z.
2) Ist ∆ = 4 und ϕ eine nicht-triviale Hermitesche Jacobi-Form vom Gewicht k, Index m = 1
2
mit Charakter ν = detrχlην℘, so ist 2r + k + l ≡ 2 mod 4Z.
3) Ist ∆ = 4 und ϕ eine nicht-triviale Hermitesche Jacobi-Form vom Gewicht k, Index m = 1
mit Charakter ν = detrχlη, so ist k ≡ l mod 2Z (und r nicht na¨her bestimmt).
Beweis: 1) Sei ε ein Erzeuger von o×. In diesem Fall ist dann εx ≡ −x mod o fu¨r alle x ∈ o],
also Wε = W−1. Fu¨r die zu ϕ = 〈F,Θ1,0〉 assoziierte vektorwertige Modulform F vom Gewicht
k−1 zur Darstellung νρ∆,0 gilt dann nach Proposition 1.27, dass F nur Werte im Eigenraum
von Wε zum Eigenwert ε
2r+l+k annimmt. Auf diesem Eigenraum operiert ρ∆,0(−1) = −W−1
durch den Skalar −ε2r+l+k. Ist nun ϕ 6= 0, so muss andererseits (νρ∆,0)(−1) durch den Ska-
lar (−1)k−1 operieren, d. h. −ε2r+l+k = (−1)l+k−1, also 2r + l + k ≡ 3(l + k) mod 6Z oder
a¨quivalent r ≡ l + k mod 3Z.
2) In diesem Fall ist εx ≡ x mod mo fu¨r alle x ∈ o], also Wε = id und folglich WεAα(1−ε) =
− id sowie ρ∆,m(−1) = −A2αW−1 = − id. Ist daher ϕ 6= 0, so muss ι˙2r+l+k = −1 und
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(−1)l+1 = (−1)k−1 erfu¨llt sein.
3) In diesem Fall ist W−1 = id. Daher operiert (νρ∆,m)(−1) = (−1)l+1 id auf beiden Ei-
genra¨umen von Wε durch den selben Skalar (−1)l+1. Ist dann ϕ 6= 0, so muss allein
(−1)l+1 = (−1)k−1 erfu¨llt sein. Unter dieser Voraussetzung gibt es i. A. sowohl Jacobi-Formen
(vom Index 1) mit Charakter χlη als auch mit Charakter detχ
l
η.
Der Fall (∆,m) = (4, 1) ist insofern ein Besonderer, als nur dann ρm2∆,α(−1) als Skalar ope-
riert (na¨mlich als −1), aber die Darstellung ρm2∆,α trotzdem noch reduzibel ist. In den Fa¨llen
∆ > 4 besagt die Bedingung aus Proposition 1.27 (dass na¨mlich bei Charakter detrχlην
2m
℘
die Werte von F im Eigenraum von W−1A2α = −ρm2∆,α(−1) zum Eigenwert (−1)l+k liegen)
nichts anderes, als dass
(
νρm2∆,α
)
(−1) auf dem zugeho¨rigen Unterraum durch den Skalar
(−1)k−1 operiert.
4.2 Proposition. 1) Fu¨r m ∈ {1
2
, 1} ist ρm2∆,α(−12) = epiι˙/mWγAα−α.
2) Jede Hermitesche Jacobi-Form vom Gewicht k und Index m ∈ {1
2
, 1} ist ε-symmetrisch
mit ε = epiι˙/m(−1)k−1.
Beweis: 1) Im Fall m = 1
2
ist ρm2∆,α(−12) = −A−2αW−1 nach Proposition 1.24 und W−1 =
Wγ. Daher ist WγAα−α = −A−2αW−1 zu zeigen. Nun gilt fu¨r x ∈ ℘]−o] stets x+x ∈ 12 +Z ⊂
1
2
o. Also ist Aα+α = − idV α
m2∆
und fu¨r f ∈ V αm2∆ gilt(
(WγAα−α)−1(−A−2αW−1)f
)
(x) = (WγW−1(−Aα−αA2αf)) (x) = − (Aα+αf) (−x) = f(x).
Im Fall m = 1 ist ρm2∆,α(−12) = −W−1 und fu¨r x ∈ o] stets x+ x ∈ Z ⊂ o. Also ist auch in
diesem Fall W−1 = Wγ.
2) Folgt wegen 1) aus Proposition 1.27 und der Tatsache, dass die Werte der Modulformen
vom Gewicht k− 1 zu ρm2∆,α bereits im Eigenraum von ρm2∆,α(−12) zum Eigenwert (−1)k−1
liegen.
4.3 Proposition. Die einzigen nicht-trivialen Hermiteschen Jacobi-Formen vom Gewicht 1
und Index m ∈ {1
2
, 1} sind (bis auf skalare Vielfache) gegeben durch
ϑ1/2,α,α im Fall ∆ = 4, m =
1
2
und Charakter ν = χ9ην℘,
ϑ1, 1
2
,0 − ϑ1, ι˙
2
,0 im Fall ∆ = 4, m = 1 und Charakter ν = detχ
3
η,
ϑ1,ι˙/
√
3,0 − ϑ1,−ι˙/√3,0 im Fall ∆ = 3, m = 1 und Charakter ν = det2χ4η.
Insbesondere gibt es keine nicht-trivialen Hermiteschen Jacobi-Formen vom Gewicht 1 und
Index m ∈ {1
2
, 1} mit Charakter detj ν2m℘ .
Beweis: Nach Proposition 1.27 entspricht jeder Hermiteschen Jacobi-Formen ϕ vom Gewicht
1 und Index m mit Charakter ν = detj χlην
2m
℘ vermo¨ge ϕ = 〈f,Θm,α〉 eine vektorwertige Mo-
dulform f vom Gewicht 0 zur Darstellung ν∗ρm2∆. Nach Korollar 3.3 existieren nicht-triviale
vektorwertige Modulformen vom Gewicht 0 zu einer Darstellung ρ nur, falls die triviale Dar-
stellung idC mindestens mit Vielfachheit 1 in ρ vorkommt. Nun wissen wir aus Korollar
2.13, dass in den Darstellungen ρm2∆ fu¨r m ∈ {12 , 1} eindimensionale Konstituenten u¨ber-
haupt nur in den drei genannten Fa¨llen auftreten, und zwar jeweils nur genau eine: Im Fall
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(∆,m) = (4, 1
2
) ist die Darstellung ρm2∆ selbst eindimensional, in den Fa¨llen (∆,m) = (4, 1)
und (∆,m) = (3, 1) ist die Darstellung auf dem Unterraum der ungeraden Funktionen je-
weils eindimensional. Aus dem Wert von ρm2∆(T ) sieht man direkt, dass ρ1 ∼= ρ4,−1 ∼= ν6η
und ρ3,−1 ∼= ν8η gilt. Durch die Forderung ν∗ρm2∆ ∼= idC ist ν∗ und damit l jeweils eindeutig
bestimmt (modulo 12). Da WεAα(1−ε) jeweils durch den Skalar ε2j+l+k wirkt, ist dann auch j
(modulo ]o×/2) eindeutig bestimmt.
Wegen dim([SL2(Z), 0, idC]) = 1 existiert andererseits in jedem der drei Fa¨lle ein eindimen-
sionaler Raum von Jacobi-Formen vom Gewicht 1, jeweils erzeugt von der in der Proposition
angegebenen Linearkombination von Thetareihen.
Wie in Proposition 4.3 ist die Existenz nicht-trivialer Jacobi-Formen vom Gewicht 1 und
Index m allgemein a¨quivalent zum Auftreten eindimensionaler Konstituenten in den Darstel-
lungen ρm2∆. Ha¨tte man also Korollar 2.13 fu¨r allgemeines m zur Verfu¨gung, so ko¨nnte man
auch Proposition 4.3 verallgemeinern. Analog zu den Ergebnissen in [66] ist zu erwarten, dass
es Hermitesche Jacobi-Formen vom Gewicht 1 und Index m ∈ 1
2
N allgemein nicht (bzw. nur
in gewissen
”
alten Anteilen“, die durch Hecke-Operatoren von Formen mit kleinerem Index
herkommen) gibt. Dann folgte insbesondere, dass es keine nicht-trivialen Hermiteschen Mo-
dulformen vom Gewicht 1 ga¨be, da a priori
”
hinreichend viele“ Fourier-Jacobi-Koeffizienten
verschwinden mu¨ssten. Leider ist diese Aussage wie gesagt mit den hiesigen Ergebnissen nicht
zu beweisen.
Eine Mo¨glichkeit, die Idee des Maaß-Lifts kurz zusammenzufassen, ist, dass man man solche
Hermiteschen Modulformen sucht, die bereits durch ihren Fourier-Jacobi-Koeffizienten von
kleinstem positiven Index bestimmt sind. Man hat dann anzugeben, wie sich die u¨brigen
Fourier-Jacobi-Koeffizienten aus diesem ersten Koeffizienten ergeben. Dies geschieht mittels
Hecke-Operatoren, die den Index erho¨hen. Fu¨r ganzen Index m ∈ N ist dies wieder bekannt
[33]. Bei nicht-trivialem Charakter treten zusa¨tzliche Schwierigkeiten auf. In dem uns inter-
essierenden Spezialfall, in dem der Charakter auf Γ∞ ∩ SU2(o) Ordnung 2 hat, kann man
dabei wie im Siegelschen Fall in [55] vorgehen. Allgemeiner sind solche Hecke-Operatoren fu¨r
gewo¨hnliche Jacobi-Formen mit beliebigem Charakter in [29] beschrieben worden.
Sei GL+2 (R) := {M ∈ R2×2 | det(M) > 0}. Fu¨r ε ∈ S1, M ∈ GL+2 (R), k ∈ Z, m ∈ 12Z und
ϕ ∈ CH1×C2 setzen wir
ϕk,m[εM ] := ϕk,m[ε
√
det(M)
−1
M ],
wobei die rechte Seite durch Definition 1.16 erkla¨rt ist. Auf diese Weise operiert S1 ·GL+2 (R)
vermo¨ge ϕ 7→ ϕk,m[εM ] auf CH1×C
2
. Fu¨r l ∈ N sei nun
Tl :=
{
M ∈ Z2×2 ∣∣ det(M) = l} .
Ist l ≡ 1 mod 2Z, so kann man fu¨r jedes S ∈ Tl in der Linksnebenklasse SL2(Z)S einen
Vertreter MS mit MS ≡ 12 mod 2Z finden. Dies ist entscheidend fu¨r folgende
4.4 Definition. Sei ϕ : H1×C2 → C eine Jacobi-Form vom Gewicht k ∈ Z, Index m ∈ 12N
mit Charakter detj ν2m℘ . Sei δ ∈ {1, 2} mit m ≡ 1/δ mod Z und l ∈ N mit l ≡ 1 mod δZ.
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Dann wird ϕk,mTl auf H1×C2 definiert durch
ϕk,mTl(τ, z, w) := lk/2−1
∑
S:SL2(Z)\Tl
S≡12 mod δZ
ϕk,m[S](τ,
√
l z,
√
l w).(4.1)
Im Fall m ∈ 1
2
+ N0 ist in Definition 4.4 zu beachten, dass ϕk,mTl wegen des geforderten
Transformationsverhaltens wohldefiniert ist, denn es gilt ν∗℘(M) = 1 falls M ≡ 12 mod 2Z.
4.5 Lemma. Sei ϕ : H1×C2 → C eine Jacobi-Form vom Gewicht k ∈ Z, Index m ∈ 12N mit
Charakter ν = detr ν2m℘ . Sei l ∈ N mit lm ≡ m mod Z. Dann ist ϕk,mTl eine Jacobi-Form
vom Gewicht k, Index ml ∈ 1
2
N mit Charakter ν. Die Fourier-Entwicklung von ϕk,mTl ist
gegeben durch
ϕk,mTl(τ, z, w) =
∑
0≤n∈m+Z
∑
t∈α+o]
N(t)≤mln
 ∑
a∈N,a|(l,n,t)
ak−1αϕ( nla2 ,
1
a
t)
 e2piι˙(nτ+tw+tz).
Hier steht a|(l, n, t) in der letzten Summe als Abku¨rzung fu¨r a| ggT(l, δn) und t/a ∈ α + o],
wobei δ ∈ {1, 2} so zu wa¨hlen ist, dass m ≡ 1/δ mod Z.
Ist ϕ daru¨berhinaus ε-symmetrisch, so gilt dies auch fu¨r ϕk,mTl.
Beweis: Im Fall m ∈ N folgen die Behauptungen aus [32, Prop. 6.2], bis auf die Tatsache,
dass dort nur Jacobi-Formen mit trivialem Charakter betrachtet werden. Dies ist jedoch keine
nennenswerte Einschra¨nkung, denn es gilt fu¨r ε ∈ o× allgemein
ϕk,mTl k,lmε1 = ϕk,mε1 k,mTl.(4.2)
Sei nun m ∈ 1
2
+ N0. Wir wa¨hlen als Vertretersystem von SL2(Z)\Tl die Matrizen ( a b0 d ) mit
a, d > 0, ad = l und b = 2j, j = 0, . . . , d − 1. Da l wegen m ∈ 1
2
+ N0 ungerade ist, sind
diese Matrizen ina¨quivalent modulo SL2(Z). Außerdem erfu¨llen diese Vertreter offenbar die
Nebenbedingung in (4.1). Also gilt nach Definition 1.16
ϕk,mTl(τ, z, w) = lk/2−1
∑
a,d∈N, ad=l,
j=0,...,d−1
ϕk,m[
(
a 2j
0 d
)
](τ,
√
l z,
√
l w)
= lk−1
∑
a,d∈N, ad=l, j=0,...,d−1
d−kϕ
(
aτ+2j
d
, l
d
z, l
d
w
)
= lk−1
∑
a,d∈N, ad=l,
j=0,...,d−1
d−k
∑
n∈ 1
2
+N0
∑
t∈α+o]
N(t)<ml
αϕ(n, t)e
2piι˙(n
aτ+2j
d
+taw+taz)
=
∑
a,d∈N, ad=l
lk−1
dk−1
∑
n∈ 1
2
+N0
d|2n
∑
t∈α+o]
N(t)<mn
αϕ(n, t)e
2piι˙(naτ/d+taw+taz)
=
∑
a∈N, a|l
ak−1
∑
n∈ 1
2
+N0
∑
t∈α+o]
N(t)<mnl/a
αϕ(nl/a, t)e
2piι˙(naτ+taw+taz)
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=
∑
n∈ 1
2
+N0
∑
t∈α+o]
N(t)<mln
 ∑
a∈N,a|(l,n,t)
ak−1αϕ( nla2 ,
1
a
t)
 e2piι˙(nτ+tw+tz).
Hier steht a|(l, n, t) in der letzten Zeile als Abku¨rzung fu¨r a| ggT(l, 2n) und t/a ∈ α + o].
Damit hat ϕk,mTl auch im Fall m ∈ 12 +N0 die angegebene Fourier-Entwicklung. Insbesondere
erfu¨llt ϕk,mTl die Regularita¨tsbedingung (J2) aus Definition 1.14.
Wir haben noch das Transformationsverhalten von ϕk,mTl (genauer (ϕk,mTl)∗) unter der
Gruppe Γ∞ zu verifizieren. Fu¨r x ∈ C× sei Ux ∈ GL(CH1×C2) definiert durch ϕUx(τ, z, w) =
ϕ(τ, xz, xw). Zuna¨chst gilt dann allgemein
ϕ Uxm|x|2 [u, v, y] = ϕm[xu, xv, |x|2 y] Ux.
Fu¨r N ∈ GL2+(R) und l = det(N) ist dann
ϕk,m[N ] U√lml[u, v, y] = ϕk,m[
√
l−1N ]m[
√
lu,
√
lv, ly] U√l
= ϕm[(
√
lu,
√
lv)
√
lN−1, ly]k,m[
√
l−1N ] U√l = ϕm[(u, v)lN−1, ly]k,m[N ] U√l,
denn fu¨r M ∈ SL2(R) gilt die Identita¨t (M × 1)[u, v, y](M × 1)−1 = [(u, v)M−1, y] in U2(C).
Ist speziell N ∈ Tl mit N ≡ 1 mod 2Z, so ist auch lN−1 ≡ 1 mod 2Z, also [(u, v)lN−1, ly] ≡
[u, v, y] mod ℘ und daher ν℘([(u, v)lN
−1, ly]) = ν℘([u, v, y]). Dies impliziert
ϕk,mTl ml[u, v, y] = ν℘([u, v, y])ϕk,mTl.
Wegen (4.2) bleibt nur noch das Transformationverhalten unter SL2(Z) zu pru¨fen. Sei daher
M ∈ SL2(Z). Ist dann Nj, j = 1, . . . , σ1(l), ein Vertretersystem von SL2(Z)\Tl, dass die
Nebenbedingung Nj ≡ 1 mod 2Z aus (4.1) erfu¨llt, so ist auch M−1NjM , j = 1, . . . , σ1(l), ein
solches spezielles Vertretersystem. Daher gilt
ϕk,mTlk,lm[M ] = lk/2−1
∑
j
ϕk,m[Nj]k,m[M ] U√l
= lk/2−1
∑
j
ϕk,m[M ]k,m[M
−1NjM ] U√l = ϕk,m[M ]k,mTl.
Insgesamt ergibt sich also, dass sich ϕk,mTl unter (Erzeugern von) Γ∞ mit dem gleichen
Charakter ν wie ϕ transformiert.
Wie in [33] erga¨nzen wir die Definition der Hecke-Operatoren Tl fu¨r l = 0 durch
ϕk,0T0(τ, z, w) = −αϕ(0, 0)
(
Bk
2k
−
∑
n∈N
σk−1(n)e2piι˙nτ
)
fu¨r eine Jacobi-Form ϕ vom Gewicht k. ϕk,0T0 ist also eine Jacobi-Form vom Index 0 und nur
dann nicht-trivial, wenn αϕ(0, 0) 6= 0 ist. In diesem Fall ist m = 1, und −k ≡ 2r mod ]o×Z,
wenn ν = detr der Charakter von ϕ ist. Insbesondere ist 4 ≤ k gerade und ϕk,0T0 hat den
gleichen Charakter ν wie ϕ.
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Sei nun speziell ϕ eine Jacobi-Form vom Gewicht k ∈ N, Index m ∈ {1
2
, 1} mit Charakter
ν = detr ν2m℘ . Fu¨r Z = (
τ z
w τ∗ ) ∈ H2 setzen wir
Fϕ(Z) :=
∑
l∈N0,m≡ml mod Z
ϕk,mTl(τ, z, w)e2piι˙mlτ
∗
=− αϕ(0, 0)Bk
2k
+
∑
0T=
(
n t
t l
)
∈λ+Λ
 ∑
a∈N,a|(l/m,n/m,t)
ak−1αϕ(
nl/m
a2
, 1
a
t)
 e2piι˙ Spur(TZ),(4.3)
wobei wir zuna¨chst voraussetzen, dass die letzte Reihe absolut lokal gleichma¨ßig konvergiert.
Fu¨r die Summationsbedingung in der Klammer schreiben wir auch kurz a|T , d. h. fu¨r 0 6= T =(
n t
t l
) ∈ λ+ Λ und m ∈ {1
2
, 1} ist a|T genau dann, wenn a| ggT(l/m, n/m) und t/a ∈ α+ o].
Da die Jacobi-Formen ϕk,mTl(τ, z, w) den gleichen Charakter wie ϕ haben, genu¨gt Fϕ unter
der Gruppe Γ∞ dem Transformationsverhalten einer Hermiteschen Modulform vom Gewicht
k mit Charakter detr ν2m℘ . Da nun fu¨r t ∈ α+o] stets −t ≡ t mod mo ist, gilt fu¨r die Fourier-
Koeffizienten von ϕ nach (1.16) die Gleichung αϕ(n,−t) = e4piι˙(<(αt)+<(αt))/mαϕ(n, t) =
e2piι˙<(2α)2<(t)/mαϕ(n, t) = e2piι˙4<(α)
2/mαϕ(n, t) = e
2piι˙mαϕ(n, t). Damit folgt aus der speziel-
len Form der Fourier-Entwicklung von Fϕ (durch Umordnung der Reihe)
Fϕ(Rot (
0 −1
1 0 )Z) = Fϕ
(
τ∗ −w
−z τ
)
= e2piι˙mFϕ(Z),
d. h. es gilt FϕkM = ν(M)Fϕ auch fu¨r M = Rot (
0 −1
1 0 ) und damit fu¨r alle M in G =
〈{Rot ( 0 −11 0 )} ∪ Γ∞〉, der von Rot ( 0 −11 0 ) und Γ∞ erzeugten Untergruppe von U2(o). Diese
Untergruppe ist jedoch bereits U2(o), denn mittels der Matrizen aus {Rot ( 0 −11 0 )}∪Γ∞ lassen
sich alle elementaren Erzeuger aus Lemma 1.4 darstellen: Fu¨r die Translationen ist dies
sofort einsichtig und auch die beno¨tigten Rotationen (der Form (ε1) × 1 fu¨r ε ∈ o×) liegen
offensichtlich bereits in Γ∞. Daher ist es offenbar ausreichend, J2 = (J × 1)(1 × J) in den
Erzeugern von G darzustellen. Dies gelingt wegen 1 × J = Rot ( 0 11 0 ) (J × 1) Rot ( 0 11 0 ).
(Man beachte, dass die von den
”
elementaren“ Matrizen in GL2(o) erzeugte Untergruppe
von GL2(o) im Allgemeinen nicht gleich GL2(o) ist. Daher kann man sich an dieser Stelle
im Allgemeinen nicht auf die vergleichsweise einfach zu beweisende Aussage, dass U2(o) von
J2, Trans(H) mit H ∈ Hern(o) und Rot(U) mit U ∈ GL2(o) erzeugt wird, zuru¨ckziehen. Die
Verwendung der tiefer liegenden Aussage u¨ber die elementare Erzeugbarkeit von SU2(o), die
zum Beweis von Lemma 1.4 verwendet wurde, la¨sst sich hier offenbar nicht vermeiden. Dies
ist in der Literatur bisher nicht immer so dargestellt worden.)
Insgesamt folgt also Fϕ ∈ [U2(o), k, ν] (solange die Reihe (4.3) absolut lokal gleichma¨ßig
konvergiert).
Unter Verwendung von Proposition 1.27 setzen wir die Abbildungen f 7→ ϕ 7→ Fϕ nun zum
Maaß-Lift zusammen. Der Fall m = 1 mit trivialem Multiplikatorsystem ist i. W. in [67], [33],
[34] und in gewissen Fa¨llen auch in [49] enthalten. In Rahmen der Theorie der Modulformen
zu orthogonalen Gruppen ist der folgende Satz (im Fall m = 1) auch ein Spezialfall von [3,
Th. 14.3].
4.6 Satz. Sei k ∈ N und m ∈ {1
2
, 1}, so dass m2∆ ∈ N. Dann ist die Abbildung
M : [SL2(Z), k − 1, ν2m℘ ρm2∆,α]→ [SU2(o), k, ν2m℘ ],
4.1 Der Hermitesche Maaß-Lift 81
definiert durch∑
x∈o]/o
∑
0≤n≡m−|x|2/m mod Z
cx(n)e
2piι˙nτ
7→ −Bk
2k
c0(0) +
∑
0T∈λm+Λ
 ∑
a∈N, a|T
ak−1ct/a(
det(T )
ma2
)
 e2piι˙ Spur(TZ),(4.4)
ein injektiver Homomorphismus der Vektorra¨ume. Spitzenformen werden dabei auf Spitzen-
formen abgebildet.
Beweis: Fu¨r 0  T ∈ λm + Λ sei αf (T ) =
∑
a∈N, a|T a
k−1ct/a(det(T )/a2). Zuna¨chst zur
Konvergenz der Reihe. Fu¨r n ∈ N ist
] {T ∈ λm + Λ | T ≥ 0, Spur(T ) = n} ≤ (n+ 1) ]
{
t ∈ αm + o]
∣∣ |t| 2 ≤ n2} = O(n3).(4.5)
Ferner impliziert T ≥ 0 auch det(T ) ≤ Spur(T )2. Ist nun f ∈ [SL2(Z), k − 1, ν2m℘ ρm2∆,α]0
eine Spitzenform, so gilt cx(n) = O(n(k−1)/2) nach [56, Cor. 2.1.6] (denn die Fourier-
Koeffizienten cx(n) sind insbesondere auch die Fourier-Koeffizienten der Komponenten fx ∈
[Γ[2m∆], k, 1]0). Mit geeigneten Konstanten h1, h2 > 0 ist daher
|αf (T )| ≤
∑
a∈N, a|T
ak−1h1
(
det(T )
a2
)(k−1)/2
≤ h1σ0(Spur(T )) Spur(T )k−1,
denn a|T impliziert a| Spur(T ) (sowohl fu¨r m = 1 als auch fu¨r m = 1
2
). Sei nun y > 0. Wir
definieren By := {Z ∈ H2 | =(Z) ≥ y12}. Ist dann Z = X + ι˙Y ∈ H2 mit Z ∈ By, so gilt
=(Spur(TZ)) = Spur(TY ) ≥ Spur(Ty12) = y Spur(T ) fu¨r alle T ≥ 0. Also folgt mit (4.5)∑
0<T∈λm+Λ
∣∣αf (T )e2piι˙ Spur(TZ)∣∣
≤
∑
0<T∈λm+Λ
h1σ0(Spur(T )) Spur(T )
k−1e−2piy Spur(T ) ≤ h1
∑
n∈N
h2n
3σ0(n)n
k−1e−2piyn.
Also ist die Reihe fu¨r M(f) auf By absolut gleichma¨ßig konvergent.
Sei nun f ∈ [SL2(Z), k − 1, ν2m℘ ρm2∆,α] beliebig (wobei wir ohne Einschra¨nkung m = 1
annehmen ko¨nnen). In diesem Fall lassen sich die Beitra¨ge von positiven T ∈ λm + Λ ge-
nauso wie eben behandeln, wobei allerdings fu¨r die Fourier-Koeffizienten nun die schwa¨chere
Abscha¨tzung cx(n) = O(n1), falls k = 2, bzw. cx(n) = O(nk−2), falls k ≥ 3, zu verwenden ist
[56, §7.2]. Fu¨r die Beitra¨ge von den nicht-positiven T ∈ Λ mit 0  T rechnet man zuna¨chst
|αf (T )| ≤
∑
a∈N, a|T
ak−1
∣∣ct/a(0)∣∣ ≤ σk−1(Spur(T )) |c0(0)| .
Wie eben ist also fu¨r Z ∈ By∑
0T∈Λ, det(T )=0
∣∣αf (T )e2piι˙ Spur(TZ)∣∣
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≤
∑
0T∈Λ, det(T )=0
σk−1(Spur(T )) |c0(0)| e−2piy Spur(T ) ≤ |c0(0)|
∑
n∈N
h2n
3σk−1(n)e−2piyn.
Also konvergiert die Reihe fu¨r M(f) auch in diesem Fall auf dem Bereich By absolut
gleichma¨ßig. Daher ist M(f) insbesondere eine holomorphe Funktion auf H2.
Sei nun f ∈ [SL2(Z), k − 1, ν2m℘ ρm2∆,α] mit f(τ) =
∑
x∈o]/o
∑
0≤n≡m−|x|2/m mod Z cx(n)e
2piι˙nτ .
Dann hat die Jacobi-Form ϕ = 〈f,Θm,α〉 die Fourier-Entwicklung
ϕ(τ, z, w) =
∑
0≤n∈m+Z
∑
t∈α+o], |t|2≤mn
ct(n− |t|2 /m)e2piι˙(nτ+tw+tz).
In der Notation von (4.3) ist alsoM(f) = Fϕ. Da die Reihe fu¨rM(f) wie eben gesehen abso-
lut lokal gleichma¨ßig konvergiert, folgt aus obigen U¨berlegungen nunM(f) ∈ [SU2(o), k, ν2m℘ ].
Ist ferner f eine Spitzenform, so hat F = M(f) nicht-triviale Fourier-Koeffizienten αF (T )
nur fu¨r positiv definite T und ist daher ebenfalls eine Spitzenform (vergl. die Bemerkung zu
Definition 1.9).
4.7 Definition. Die Abbildung M aus Satz 4.6 nennen wir den (Hermiteschen) Maaß-Lift.
Der (Hermitesche) Maaß-Raum vom Gewicht k mit Charakter ν2m℘ ist das Bild Mk,m :=
M([SL2(Z), k − 1, ν2m℘ ρm2∆,α]) des Maaß-Lifts.
Die Qualita¨t der Abscha¨tzungen fu¨r |αf (T )| im Beweis von Satz 4.6 ist schlecht. Mit genauerer
Kenntnis der Fourier-Koeffizienten der vektorwertigen Modulform f kann man i. A. deutlich
bessete Abscha¨tzungen fu¨r das Wachstum von αf (T ) erhalten, wie es z. B. in gewissen Fa¨llen
in [49] ausgefu¨hrt ist.
Aus den Ergebnissen der vorherigen Kapitel ko¨nnen wir nun einfache Folgerungen ziehen.
Dazu erinnern wir zuna¨chst an die Zerlegung der Darstellung ρ+m2∆,−α0 in Abschnitt 2.1,
wobei α0 der wie in (2.2) gewa¨hlte spezielle Vertreter von (℘
] − o])/mo bzw. o]/mo ist.
Fu¨r einen beliebigen Vertreter α besteht nach Definition (am Ende von Abschnitt 1.3) die
Gleichung
ρm2∆,α = A
−1
−α0−αT
−1
α0
ρ+m2∆,−α0Tα0A−α0−α.
Die orthogonale Gruppe Om2∆ operiert daher durch W
α(ε) := A−1−α0−αT
−1
α0
W (ε)Tα0A−α0−α
fu¨r ε ∈ Om2∆ auf V αm2∆. Explizit ist also fu¨r f ∈ V αm2∆ und x ∈ α + o]
(Wα(ε)f) (x) = e−4piι˙<((α0+α)(ε−1)(x−α0))/mf(εx+ (ε− 1)α0).(4.6)
Ist nun χ ∈ Oabm2∆, so sei V αm2∆,χ der Eigenraum zum Charakter χ und ρm2∆,α,χ = ρm2∆,αV α
m2∆,χ
bzw. ρm2∆,α,χ = ρm2∆,αV α
m2∆,χ
die Restriktion von ρm2∆,α bzw. ρm2∆,α auf V
α
m2∆,χ (man beachte,
dass die Charaktere von Om2∆ sa¨mtlich reell sind). Nach den Ergebnissen von Abschnitt 2.1
sind diese restringierten Darstellungen irreduzibel. Die irreduzible Zerlegung der Darstellung
ν2m℘ ρm2∆,α =
⊕
χ∈Oab
m2∆
ν2m℘ ρm2∆,α,χ
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fu¨hrt durch den IsomorphismusM zu einer Zerlegung des Maaß-RaumesMk,m. Die entspre-
chenden Unterra¨ume bezeichnen wir mit Mk,m,χ, d. h.
Mk,m,χ =M([SL2(Z), k − 1, ν2m℘ ρm2∆,α,χ]).
Weiterhin sei fu¨r ε ∈ {±1} wieder (wie in Abschnitt 2.2) ρεm2∆,α bzw. ρεm2∆,α die Restriktion
von ρm2∆,α bzw. ρm2∆,α auf den Eigenraum zum Eigenwert ε von ρm2∆,α(−1) = −A2αW−1. Ein
Vergleich mit der Formel (4.6) zeigt also ρm2∆,α(−1) = −e8piι˙|α0|2/mWα(−1). Fu¨r die irredu-
ziblen Komponenten gilt daher ρm2∆,α,χ ⊂ ρεm2∆,α genau dann, wenn ε = −e8piι˙|α0|
2/mχ(−1).
Wegen ν℘(−1) = 1 gilt das selbe Kriterium auch fu¨r ν2m℘ ρm2∆,α an Stelle von ρm2∆,α.
4.8 Korollar. Sei k ∈ N und m ∈ {1
2
, 1}, so dass m2∆ ∈ N.
1) Fu¨r ε = epiι˙/m(−1)k−1 gilt
Mk,m ⊂ [SU2(o), k, ν2m℘ ]ε,
d. h., Mk,m entha¨lt nur ε-symmetrische Formen.
2) Fu¨r ε = (−1)k−1 und κ = −e8piι˙|α0|2/mε = e8piι˙|α0|2/m(−1)k gilt
Mk,m =M([SL2(Z), k − 1, ν2m℘ ρεm2∆,α]) =
⊕
χ∈Oab
m2∆
χ(−1)=κ
M([SL2(Z), k − 1, ν2m℘ ρm2∆,α,χ]).
3) In den Fa¨llen mit Ausnahme-Einheiten zerlegt sich Mk,m wie folgt in Ra¨ume zur vollen
Modulgruppe U2(o): Ist ∆ = 3 (und m = 1), so gilt
Mk,m ⊂ [U2(o), k, det k].
Ist dagegen ∆ = 4, so hat man
Mk,m = {0}, falls k 6≡ 0 mod 2Z,
Mk,m ⊂ [U2(o), k, det k/2+1ν℘], falls k ≡ 0 mod 2Z und m = 12 ,
Mk,m,χ ⊂ [U2(o), k, det k/2], falls k ≡ 0 mod 2Z, m = 1 und χ = 1,
Mk,m,χ ⊂ [U2(o), k, det k/2+1], falls k ≡ 0 mod 2Z, m = 1 und χ 6= 1.
(Man beachte, dass Oabm2∆ fu¨r ∆ = 3, 4 jeweils Ordnung 2 hat.)
Beweis: 1) Folgt aus Proposition 4.2.
2) Folgt aus der Tatsache, dass es nicht-triviale vektorwertige Modulformen vom Gewicht
k − 1 zu ν2m℘ ρm2∆,α nur auf dem Unterraum zum Eigenwert ε von ρm2∆,α(−1) gibt und der
Zerlegung von ρm2∆,α in Korollar 2.15.
3) Folgt im wesentlichen aus Lemma 4.1 und Lemma 4.5. Im Fall (∆,m) = (4, 1) ist weiter zu
beachten, dass die Formen inMk,m,χ von vektorwertigen Modulformen mit Werten im Eigen-
raum von Wι˙ zum Eigenwert χ(−1) herkommen. Diese Modulformen haben also Charakter
detr mit χ(−1) = ι˙2r+k.
Nach Korollar 4.8 2) ist dim(Mk,m) = dim([SL2(Z), k − 1, ν2m℘ ρεm2∆,α]) mit ε = (−1)k−1.
Fu¨r die Bestimmung dieses Wertes kann man nun die Formel aus Satz 3.5 verwenden. Die
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Parameter in der Dimensionsformel haben wir im Wesentlichen, d. h. fu¨r ρεm2∆,α an Stelle
von ν2m℘ ρ
ε
m2∆,α, bereits in Abschnitt 2.2 bestimmt. Wegen ν℘(T ) = ν℘(J) = −1 gilt na¨mlich
dim(ν2m℘ ρ
ε
m2∆,α) = dim(ρ
ε
m2∆,α),
Spur((ν2m℘ ρ
ε
m2∆,α)(J)) = −epiι˙/mSpur(ρεm2∆,α(J)),
Spur((ν2m℘ ρ
ε
m2∆,α)(JT )) = Spur(ρ
ε
m2∆,α(JT )),
A(ν2m℘ ρ
ε
m2∆,α) = A(ρ
ε
m2∆,α).
Fu¨r die Dimension und die Werte der Spuren ist dies nach Definition direkt einsichtig.
Fu¨r den Wert von A ist zu beachten, dass ρm2∆,α(T ) im Fall m =
1
2
keinen Eigen-
wert −1 (und auch keinen Eigenwert 1) hat, also entsprechend (ν℘ρm2∆,α) (T ) keinen Ei-
genwert 1 (und auch keinen Eigenwert −1). Fu¨r die Werte B(ν2m℘ ρεm2∆,α) und B(ρεm2∆,α)
ist offenbar kein vergleichbarer einfacher Zusammenhang gegeben (man erha¨lt direkt nur
B(ν2m℘ ρ
ε
m2∆,α) ≡ B(ρεm2∆,α) mod 12Z). Da die Auswertung von B(ρεm2∆,α) in Lemma 2.24 aber
ohnehin nicht wirklich explizit ist, ko¨nnen wir im Fall m = 1
2
direkt die entsprechende Formel
fu¨r B(ν2m℘ ρ
ε
m2∆,α) verwenden. Zusammen ergibt dies
4.9 Korollar. Sei k ∈ N und m ∈ {1
2
, 1}, so dass m2∆ ∈ N.
1) dim(Mk,m) = 0, falls k = 1 oder ∆ = 4 und k ≡ 1 mod 2Z.
2) Ist k ≥ 3 und im Fall ∆ = 4 zusa¨tzlich k ∈ 2Z, so gilt mit ε = (−1)k−1
dim(Mk,m) = 1− ε
1/m
4
+
k − 2
12

m2∆− ε
2
, falls m2∆ ≡ 1 mod 2Z,
m2∆− 4ε
2
, falls m2∆ ≡ 0 mod 4Z,
m2∆ + 2ε
2
, falls m2∆ ≡ 2 mod 4Z,
− epiι˙/m
0, falls m
2∆ ≡ 0 mod 2,
χ−∆(2m)
8
<(ι˙k−1(e−piι˙m + εepiι˙m)) , falls m2∆ ≡ 1 mod 2,
− 1
3
√
3
<
(
epiι˙(2k−1)/6(1 + ε(−1)2mι˙
√
3)
)
, falls ∆ ≡ 0 mod 3,
(1 + εχ−∆(3))<(epiι˙(2k−1)/6), falls ∆ 6≡ 0 mod 3,
−

(∆−1)/2∑
j=1
B1(m+ j
2
∆
) falls m2∆ ≡ 3 mod 4Z,
∆/4−1∑
j=1
(
B1(m+ j
2
∆
) + B1(m+ 14 +
j2
∆
)
)
+
1− ε
2
(
B1(m+ 14) + B1(m+
∆
16
) + B1(m+ 14 +
∆
16
)
)
, falls m2∆ ≡ 0 mod 4Z,
(m2∆−1)/2∑
j=1
B1(m+ 116 +
(∆/8+j)2
∆
), falls m2∆ ≡ 1 mod 4Z,
m2∆−1∑
j=1
B1(m+ 116 +
j2
∆
) +
1 + ε
2
(
B1(m+ 116) + B1(m+
1
16
+ ∆
64
)
)
,
falls m2∆ ≡ 2 mod 4Z.
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Beweis: 1) Folgt aus Proposition 4.3 bzw. Korollar 4.8 3).
2) Der Eigenraum von (ν2m℘ ρ
ε
m2∆,α)(−1) zum Eigenwert κ ∈ {±1} ist nur dann trivial, wenn
∆ = 4 und κ = 1 ist. In allen anderen Fa¨llen ist also fu¨r k ≥ 3 die explizite Formel aus Satz
3.5 bzw. Korollar 3.7 fu¨r dim([SL2(Z), k − 1, ν2m℘ ρεm2∆,α]) anwendbar.
4.10 Bemerkung. 1) Die Formel in Korollar 4.9 ist fu¨r numerische Rechnungen durchaus
hinreichend explizit. Wir haben beispielhaft fu¨r die Diskriminanten ∆ und m ∈ {1
2
, 1} mit
m2∆ ≤ 40 die Dimensionen der Ra¨ume Mk,m,χ fu¨r χ ∈ Oabm2∆ bestimmt (die orthogonale
Gruppe hat in diesen Fa¨llen ho¨chstens Ordnung 4). Die Ergebnisse sind in Abschnitt 7.1
tabelliert.
2) Fu¨r dim(Mk,m) fehlt also nur noch im Fall k = 2 eine explizite Formel. In Beispielen
(bei kleiner Diskriminante) kann man auch dim(M2,m) durch zusa¨tzliche U¨berlegungen etwa
mittels Satz 3.6 bestimmen. Dies ist z. T. in den genannten Tabellen festgehalten.
3) Die Formel fu¨r dimMk,m in Korollar 4.9 ist nur bis auf den Summanden −B(ν2m℘ ρεm2∆,α)
wirklich explizit. Dies war nicht anders zu erwarten, da z. B. in der Dimensionsformel in
[33] Klassenzahlen eingehen. Dass Zusammenha¨nge zwischen Summen der Art B(ρ) und
Klassenzahlen bestehen, ist seit langem bekannt, wie etwa in [66] erwa¨hnt wurde.
Wie in in den bisher untersuchten Fa¨llen mit Charakteren der Form detr lassen sich Formen
f ∈ Mk,m durch ihre Fourier-Entwicklung charakterisieren. Wir geben zwei derartige Cha-
rakterisierungen an: Die erste ist das direkte Analogon zu der urspru¨nglichen Definition im
Siegelschen Fall in [53], die zweite gibt eine feinere Beschreibung der Teilra¨ume vonMk,m,χ,
die viaM von den vektorwertigen Modulformen mit irreduziblen Multiplikatorsystemen her-
kommen.
4.11 Lemma. Sei k ∈ N und m ∈ {1
2
, 1}, so dass m2∆ ∈ N. Fu¨r f ∈ [SU2(o), k, ν2m℘ ] sind
a¨quivalent:
1) f ∈Mk,
2) αf (T ) =
∑
d|T
dk−1αf
(
t1t4/md2 t2/d
t2/d m
)
fu¨r alle 0  T =
( t1 t2
t2 t4
) ∈ λm + Λ.
Beweis: Fu¨r m = 1 ist dies bekannt ([33, Prop. 7.4] bzw. in den Fa¨llen mit Ausnahme-
Einheiten auch [52], [14]). Wir beschra¨nken uns daher auf den Fall m = 1
2
.
1) ⇒ 2): Ist f =M(g) und ϕ = 〈g,Θm,α〉, so folgt aus (dem Beweis von) Satz 4.6, dass fu¨r
n ∈ 1
2
+ N0 stets αf
( n t
t 1/2
)
= ct((n/2− |t|2)/m) ist. Also gilt fu¨r 0  T = ( n tt l ) ∈ λm + Λ
αf (
n t
t l ) =
∑
a∈N,a|T
ak−1ct/a(
det(T )
ma2
) =
∑
a∈N,a|T
ak−1αf
(
2nl/a2 t/a
t/a 1/2
)
.
2)⇒ 1): Dann gilt fu¨r die Fourier-Jacobi-Koeffizienten ϕl von f nach Lemma 4.5 offensichtlich
ϕl = ϕ1/2k,1/2T2l. Ist daher g ∈ [SL2(Z), k − 1, ν℘ρm2∆,α] die vektorwertige Modulform mit
ϕ1/2 = 〈g,Θm,α〉, so folgt f =M(g).
Fu¨r die genauere Charakterisierung von Mk,m,χ beno¨tigen wir sog. ”generische Funktionen“
im Raum V αm2∆,χ. Jede Funktion f ∈ V αm2∆,χ hat gewisse Zwangsnullstellen: Ist x ∈ α+o]/mo
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und ε ∈ Stab(x) mit χ(ε) = −1, so ist f(x) = 0 (die Operation von Om2∆ auf V αm2∆,χ ist
gegeben durch x 7→ εx+ (ε− 1)α0 mit dem speziellen Vertreter α0 wie in (2.2)). f ∈ V αm2∆,χ
heißt nun generisch, wenn supp(f) maximal ist. Dann ist
supp(f) ={s |χStab(s) = 1}.
Generische Funktionen in V αm2∆,1 sind genau die nullstellenfreien Funktionen in V
α
m2∆,1. Die
generischen Funktionen in V αm2∆,χ unterscheiden sich nur um generische Funktionen in V
α
m2∆,1
(denn V αm2∆,1 ist ja gerade der Raum der Funktionen, die nicht von s direkt, sondern nur vom
Orbit von s unter Om2∆ abha¨ngen):
f, g ∈ V αm2∆,χ generisch =⇒ es gibt h ∈ V αm2∆,1 generisch mit g = hf .
Mit Hilfe einer generischen Funktion g ∈ V αm2∆,χ ko¨nnen wir nun Mk,m,χ charakterisieren:
4.12 Lemma. Sei k ∈ N und m ∈ {1
2
, 1}, so dass m2∆ ∈ N. Sei ferner κ = e8piι˙|α0|2/m(−1)k
und χ ∈ Oabm2∆ mit χ(−1) = κ sowie gχ ∈ V αm2∆,χ generisch. Fu¨r f ∈ [SU2(o), k, ν2m℘ ] sind
a¨quivalent:
1) f ∈Mk,m,χ =M([SL2(Z), k − 1, ν2m℘ ρm2∆,α,χ]),
2) Es gibt eine Funktion α∗f : {n ∈ m+ Z | n ≥ 0} → C mit
αf (T ) =
∑
d|T
dk−1gχ(t2/d)α∗f (∆ det(T )/d
2) fu¨r alle 0  T =
( t1 t2
t2 t4
) ∈ λm + Λ.
Beweis: Zuerst bemerkt man fu¨r T =
( t1 t2
t2 t4
) ∈ λm + Λ mit t2 = α + t′2 und t′2 ∈ o] wegen
(1.12) und (1.13), dass
∆ det(T ) = ∆(t1t4 − |α + t′2|2) ≡ −∆ |α|2 − 2<(α∆t′2)− |
√
∆t′2|2
≡ −m−m |∆t′2|2 ≡ m mod Z.
Fu¨r 0  T ∈ λm + Λ und d ∈ N mit d|T ist also stets 0 ≤ ∆ det(T )/d2 ≡ m mod Z. Nun zum
Beweis:
1)⇒ 2): Sei g ∈ [SL2(Z), k− 1, ν2m℘ ρm2∆,α,χ] mit Fourier-Koeffizienten cx(n) fu¨r x ∈ α+ o]/o
und 0 ≤ n ∈ m − |x|2 /m + Z. Es gelte also cεx(n) = χ(ε)cx(n) fu¨r alle ε ∈ Om2∆. Ist nun
0 ≤ n ∈ m+Z mit n = ∆ det(T ) fu¨r ein 0  T = ( l t∗ m ) ∈ λm + Λ und ct( nm∆) 6= 0, so setzen
wir
α∗f (n) := gχ(t)
−1ct( nm∆).
Dies ist tatsa¨chlich eine Definition. Zuerst ist na¨mlich gχ(t) 6= 0, da gχ generisch und
ct(
n
m∆
) 6= 0. Ist danach auch 0  T ′ = ( l′ t′∗ m ) ∈ λm + Λ mit n = ∆ det(T ′), so gilt
|t|2 /m − |t′|2 /m = n − n′ ≡ 0 mod Z. Nach Lemma 2.9 liegen dann t und t′ in dersel-
ben Om2∆-Bahn, d. h. es gibt ε ∈ Om2∆ mit εt′ ≡ t mod mo. Gema¨ß der Voraussetzung
ist daher ct′(
n
m∆
) = cεt(
n
m∆
) = χ(ε)ct(
n
m∆
), also gχ(t
′)−1ct′( nm∆) = gχ(t)
−1ct( nm∆). Fu¨r alle
0 ≤ n ∈ m + Z, die obige Voraussetzungen nicht erfu¨llen, setzen wir einfach α∗f (n) = 0
(diese Werte sind insofern unerheblich, da sie in der Gleichung in 2) nicht bzw. eben nur
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als triviale Summanden vorkommen). Fu¨r die Fourier-Koeffizienten αf (T ) von f =M(g) zu
0  T = ( l t∗ n ) ∈ λm + Λ gilt dann nach Satz 4.6
αf (T ) =
∑
a∈N,a|T
ak−1ct/a(det(T )/ma2) =
∑
a∈N,a|T
ak−1ct/a(det
(
ln/ma2 t/a
∗ m
)
/m)
=
∑
a∈N,a|T
ak−1gχ(t/a)α∗f (∆ det
(
ln/ma2 t/a
∗ m
)
) =
∑
a∈N,a|T
ak−1gχ(t/a)α∗f (∆ det(T )/a
2).
2)⇒ 1): Erfu¨llt f ∈ [SU2(o), k, ν2m℘ ] die Bedingung 2), so auch die Bedingung 2) aus Lemma
4.11. Daher ist zumindest f ∈ Mk,m, also f ein Maaß-Lift. Sei daher g ∈ [SL2(Z), k −
1, ν2m℘ ρm2∆,α] mit f = M(g). Fu¨r die Fourier-Koeffizienten cx(n) von g mit 0 ≤ n ≡ m −
|x|2 /m mod Z gilt dann cx(n) = αf (T ) = gχ(x)α∗f (∆ det(T )) = gχ(x)α∗f (m∆n) mit 0 
T =
(
n+|x|2/m x
∗ m
) ∈ λm + Λ. Folglich ist cεx(n) = χ(ε)cx(n) fu¨r alle ε ∈ Om2∆, also sogar
g ∈ [SL2(Z), k − 1, ν2m℘ ρm2∆,α,χ] und damit f ∈Mk,m,χ.
4.13 Bemerkung. Die Bedingung 2) in Lemma 4.12 ist (wegen Lemma 2.9 und der obigen
Bemerkung, dass sich generische Funktionen in V αm2∆,χ nur um generische Funktionen in
V αm2∆,1 unterscheiden) unabha¨ngig von der Wahl der generischen Funktion gχ. Speziell fu¨r
den trivialen Charakter χ = 1 erha¨lt man im Fall m = 1 mit der konstanten Funktion gχ = 1
die Bedingung aus [49] oder [33, Kor. 7.5]. Der dort untersuchte Raum ist also gerade der
Raum Mk,m,1 (wenn man in den Fa¨llen ∆ = 3, 4 mit Ausnahme-Einheiten jeweils noch
k ≡ 0 mod ]o× fordert, da dort jeweils Formen zu U2(o) betrachtet werden).
Da die Darstellungen ν2m℘ ρm2∆,α,χ stets irreduzibel und auf Γ[∆] trivial sind, folgt sofort aus
Lemma 3.2, dass die Ra¨umeMk,m,χ jeweils zu einem geeigneten Unterraum von [Γ[∆], k−1, 1]
isomorph sind: Jede nicht-triviale Linearform auf V αm2∆,χ induziert einen injektiven Homomor-
phismus [SL2(Z), k−1, ν2m℘ ρm2∆,α,χ]→ [Γ[∆], k−1, 1]. Wie bereits in Kapitel 3 bemerkt, ist die
genaue Beschreibung dieser Ra¨ume elliptischer Modulformen i. A. recht schwierig (vergl. [49]
im FallMk,1,1 oder [10] fu¨r solche Fa¨lle, die von Gittern mit Primdiskriminante herkommen).
Man kann sich jedoch auch auf den Standpunkt stellen, dass die Beschreibung von Mk,m,χ
durch vektorwertige Modulformen mit irreduziblem Multiplikatorsystem an Stelle von ellipti-
schen Modulformen zu Kongruenzgruppen im Hinblick auf die Ergebnisse von Abschnitt 3.2
nicht weniger explizit, aber dafu¨r in gewisser Hinsicht sogar einfacher, ist. Trotzdem geben
wir im na¨chsten Abschnitt in den einfachsten Fa¨llen eine solche Beschreibung von Mk,1/2,χ
durch elliptische. Modulformen.
Eine weitere Frage ist, inwieweit der Maaß-Lift Hecke-invariant ist. Fu¨r Mk,1,1 findet man
Ergebnisse dazu in [49]. Obwohl wir dieser Frage hier nicht weiter nachgehen wollen, du¨rfte ge-
rade dieses Problem fu¨r weitere Anwendungen (Eisenstein-Reihen, L-Reihen usw.) besonders
interessant sein. Ein gewisses Hindernis ist, dass es bisher scheinbar keine Hecke-Theorie fu¨r
vektorwertige Modulformen gibt (obwohl dabei keine gravierenden Schwierigkeiten zu erwar-
ten sind; die Hecke-Theorie fu¨r vektorwertige Modulformen mit irreduziblem Multiplikator-
system sollte in etwa der Theorie der Neuformen auf der Seite der elliptischen Modulformen
zu Kongruenzgruppen entsprechen).
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4.2 Beispiele: Maaß-Lifts mit Charakter ν℘ zu SU2(o)
In diesem Abschnitt betrachten wir den Maaß-Raum in [SU2(o), k, ν℘] in den beiden einfach-
sten Fa¨llen, na¨mlich ∆ = 4 und ∆ = 8, genauer. Fu¨r ∆ = 4 ist die Darstellung ν℘ρ∆/4,α
eindimensional. Dies macht den Fall ∆ = 4 so einfach, dass er kaum als typisch angesehen
werden kann. Fu¨r ∆ = 8 treten jedoch bereits im Prinzip einige der Probleme des allgemeinen
Falls auf (obwohl die fragliche Darstellung auch in diesem Fall noch irreduzibel ist).
Der Fall m = 1
2
, ∆ = 4: In diesem Fall ist o] = 1
2
o, also die Darstellung ρ := ν℘ρ∆/4,α
eindimensional (und insbesondere irreduzibel). Wegen (ν℘ρ∆/4,α)(T ) = −e−2piι˙|α|
2/m = ι˙ ist
also ρ ∼= ν6η . Jede ”vektorwertige“ Modulform mit Multiplikatorsystem ρ ist also (bis auf
Isomorphie) einfach eine elliptische Modulform mit Charakter ν6η . Wegen des Charakters
haben solche Modulformen in der Spitze mindestens eine Nullstelle der Ordnung 1
4
, sind also
durch η6 teilbar, ohne die Holomorphie auf H1 und in ∞ zu verlieren. Es gilt daher (vergl.
[16, Lemma 5.1])
[SL2(Z), k, ρ] ∼= [SL2(Z), k, ν6η ] = η6[SL2(Z), k − 3, 1].
In diesem Fall ko¨nnen wir α = 1+ι˙
4
als Vertreter von ℘]−o] wa¨hlen. Mit der klassischen Jaco-
bischen Thetareihe ϑ1(z, τ) wie in [62, Sec. 76] ist dann ϑ1/2,α,α(τ, z, w) = ϑ1(
z+w
2
, τ)ϑ1(
z−w
2ι˙
τ).
Damit verifiziert man in diesem Spezialfall nochmals leicht die Eigenschaften von ϑ1/2,α,α aus
Lemma 1.17. Aus den Ergebnissen des vorherigen Abschnitts, insbesondere Korollar 4.8, folgt
nun
4.14 Lemma. Sei ∆ = 4 und m = 1
2
. Dann ist die Abbildung
Rk−4 →Mk,1/2 ⊂ [U2(o), k, det k/2+1ν℘]−1, g(τ) 7→ M(g η6),
ein Isomorphismus der Vektorra¨ume. Insbesondere entha¨lt der Maaß-RaumMk,1/2 nur anti-
symmetrische Modulformen.
Nach Lemma 4.14 gibt es eine im wesentlichen (d. h. bis auf skalare Vielfache) eindeutig
bestimmte antisymmetrische Modulformen f4 ∈ M4,1/2 vom Gewicht 4. Diese Form ist in
einem gewissen Sinne das Analogon zur Siegelschen Modulform vom Gewicht 5 zu Sp2(Z).
Beide Formen sind Maaß-Lifts kleinsten Gewichts mit nicht-trivialem Multiplikatorsystem.
Und beide Formen haben einen minimalen kanonischen Divisor. Dies kann man fu¨r f4 mit den
in Kapitel 5 beschreiben Methoden einsehen. Wir kommen darauf im Abschnitt 6.2 zuru¨ck.
Wegen diesen Gemeinsamkeiten ist es nicht u¨berraschend, dass sich f4 ganz analog zum
Siegelschen Fall dazu verwenden la¨sst, Erzeuger fu¨r den Ring [DU2(o),Z, 1] der Hermitesche
Modulformen zur Kommutatorgruppe DU2(o) zu bestimmen (siehe Abschnitt 6.2).
Der Fall m = 1
2
, ∆ = 8: Nach Lemma 1.19 ist dann
∣∣o∗/1
2
o
∣∣ = ∆/4 = 2 und ein Vertreter-
system von o∗/1
2
o ist gegeben durch {0, ι˙/√8}. Die Darstellung ρ := ν℘ρ∆/4,α ist also zweidi-
mensional. In diesem Fall ko¨nnen wir α = 1
4
als Vertreter von ℘] − o] wa¨hlen. Wir schreiben
als Abku¨rzung x0 = α und x1 = α + ι˙/
√
8 fu¨r die Vertreter von α + o]/1
2
o. Bezu¨glich der
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aus den charakteristischen Funktionen bestehenden Basis (fx0 , fx1) von V := V
α
∆/4 hat die
Darstellung ρ die folgende Matrix-Realisierung ρ̂ : SL2(Z) → U(2,C) (hier ist U(2,C) die
Gruppe der unita¨ren Matrizen in C2×2)
ρ̂(T ) = −
(
e−4piι˙|α|
2
0
0 e−4piι˙|α+ι˙/
√
8|2
)
=
(
e3piι˙/4 0
0 epiι˙/4
)
, ρ̂(J) =
−1√
2
(
1 1
1 −1
)
.(4.7)
Insbesondere ist ρ̂(T )4 = −1 und ρ̂(−1) = 1. Man erkennt hier auch nochmals direkt die
Irreduzibilita¨t von ρ bzw. ρ̂. Wir wissen, dass ρ̂ auf Γ[8] trivial ist. Da aber fx0 nach Korollar
1.22 einen unter Γ0[4] invarianten Unterraum aufspannt (und ρ unita¨r ist), muss die Darstel-
lung ρ, und damit auch ρ̂, bereits auf Γ0[4] vollsta¨ndig zerlegen. Dem entspicht die einfache
Tatsache, dass Γ0[4] von T = ( 1 10 1 ), J
−1T−4J = ( 1 04 1 ) und −12 erzeugt wird. Offensichtlich
ist ρ̂ ( 1 04 1 ) = −1.
Ist nun f ∈ [SL2(Z), k, ρ] eine vektorwertige Modulform, so sind also beide Komponenten
fx0(τ) und fx1(τ) elliptische Modulformen zu Γ0[4] mit gewissen Charakteren χ0 bzw. χ1.
Nach obigem ist
χ0(T ) = e
3piι˙/4, χ1(T ) = e
piι˙/4, χ0( 1 04 1 ) = χ1(
1 0
4 1 ) = −1 und χ0(−1) = χ1(−1) = 1,
also insbesondere χ0 = χ
3
1 bzw. χ1 = χ
3
0. Fu¨r den Charakter χ0 erha¨lt man aus Korollar 1.22
und ν℘( a bc d ) = (−1)a(b+c)+(a+1)(d+1) die explizite Formel
χ0(M) = (−1)c/4+b+(a−1)/2e−piι˙bd/4χ−8(d), M = ( a bc d ) ∈ Γ0[4].
Wegen
χ−8(d) =
{
1, falls d ≡ 1 mod 8 oder d ≡ 3 mod 8,
−1, falls d ≡ 5 mod 8 oder d ≡ 7 mod 8,
ist diese Formel in U¨bereinstimmung mit den eben bestimmten Werten von χ0 auf den Erzeu-
gern von Γ0[4]. Auf dem Raum [Γ0[4], k, χ0] kann man nun ”
Hecke-Operatoren“ Hl, l ∈ 1+2Z,
erkla¨ren durch
f kHl :=
1
4
∑
j∈Z/4Z
e−piι˙lj/4f kJT
j.
Man beachte, dass fu¨r f ∈ [Γ0[4], k, χ0] nach Voraussetzung f kJT 4 = −f kJ gilt. Der Operator
Hl filtert also aus der Fourier-Entwicklung von f kJ den Anteil der Koeffizienten a(n) mit n ≡
l/8 mod Z heraus. Insbesondere gilt nach (4.7) fu¨r die Komponente fx0 einer vektorwertigen
Modulform f ∈ [SL2(Z), k, ρ]
fx0 kH3 =
1√
2
fx0 und fx0 kH5 = fx0 kH7 = 0.
Definiert man nun andererseits den Unterraum Ak ⊂ [Γ0[4], k, χ0] durch
Ak :=
{
g ∈ [Γ0[4], k, χ0] | gkH3 = 1√2g, gkH5 = gkH7 = 0
}
,
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so erha¨lt man aus g ∈ Ak auf folgende Weise eine vektorwertige Modulform f ∈ [SL2(Z), k, ρ̂]:
Man definiert g0 := g, g1 :=
√
2g0kJ − g0 und setzt f = (g0, g1)tr. Wegen der Definition
von Ak ist dann g1kT = epiι˙/4g1. Da man wegen χ0(−1) = 1 ferner ohne Einschra¨nkung
k ≡ 0 mod 2Z annehmen kann, folgt weiter g1kJ =
√
2g0 − g0kJ =
√
2−1(g0 − g1) und
g0kJ =
√
2g1 + g1kJ =
√
2−1(g0 + g1). Also gilt f kM = ρ̂(M)f fu¨r M = T , J und damit
sogar f ∈ [SL2(Z), k, ρ̂]. Man hat also einen Isomorphismus
[SL2(Z), k, ρ]→ Ak, f 7→ fx0 .(4.8)
Man beachte, dass in der Literatur (aus gutem Grund) in der Regel Hecke-Opratoren nur fu¨r
Modulformen mit Charakteren, die via ( ∗ ∗∗ d ) 7→ χ(d) von einem Dirichletschen Charakter χ
herkommen, betrachtet werden. Offensichtlich ist χ0 nicht von dieser Form und man ha¨tte f ∈
[Γ0[4], k, χ0] als Form ho¨herer Stufe aufzufassen, um die u¨bliche Hecke-Theorie anzuwenden
(z. B. ist f(8τ) ∈ [Γ0[64], k, χ8], wobei χ8 der primitive Dirichletsche Charakter modulo 8
mit χ8(−1) = 1 ist). Dann lassen sich die definierenden Bedingungen von Ak auch durch
u¨bliche Hecke-Operatoren ausdru¨cken. In diesem Sinne sind die Hl’s also spezielle Hecke-
Operatoren fu¨r Γ0[4]-Formen mit Charakter χ0. Man kann (4.8) als den ersten Fall einer zu
[49] analogen Beschreibung der speziellen KomponenteMk,m,1 des Maaß-Raumes im Fall mit
nicht-trivialem Multiplikatorsystem auffassen.
Fu¨r die konkrete Beschreibung von [SL2(Z), k, ρ] ist es einfacher, eine Basis des R-Moduls
[SL2(Z),Z, ρ] anzugeben. Man bemerkt dazu, dass ρ = ν℘ρ∆/4,α isomorph ist zu der zwei-
dimensionalen Komponente ρ∆,0,χ der Weil-Darstellung ρ∆,0 (hier ist also χ 6= 1 der nicht-
triviale Charakter von Om2∆; ein Isomorphismus ist z. B. gegeben durch (fα, fα+ι˙/
√
8) 7→
(f−1
1/2+ι˙/
√
8
, f−1
ι˙/
√
8
)). Diese Komponente ist die Restriktion von ρ∆,0 auf den 1-Eigenraum von
ρ∆,0(−1). Daher erha¨lt man mit den Thetareihen θεr, r ∈ 1 + 2N0 und ε = −1, aus Satz 3.13
Modulformen in [SL2(Z), k, ρ]. Die Thetareihen θε1 und θε3 vom Gewicht 2 bzw. 4 bilden eine
R-Basis von [SL2(Z), k, ρ], wie man sofort der Dimensionsformel (bzw. der entsprechenden
Tabelle in Abschnitt 7.1) entnimmt. Daher gilt
4.15 Lemma. Sei ∆ = 8 und m = 1
2
sowie ε = −1. Dann ist die Abbildung
Rk−3 ×Rk−5 →Mk,1/2 ⊂ [U2(o), k, ν℘]1, (f, g) 7→ M(f θε1 + g θε3)
ein Isomorphismus der Vektorra¨ume. Insbesondere entha¨lt der Maaß-RaumMk,1/2 nur sym-
metrische Modulformen.
4.3 Beispiele: Maaß-Lifts mit trivialem Charakter zu SU2(o)
In diesem Abschnitt werden beispielhaft einige der Komponenten Mk,1,χ der Maaß-Ra¨ume
Mk,1 in [SU2(o), k, 1] in den einfachsten Fa¨llen ∆ = 3, ∆ = 4 und ∆ = 8 genauer beschrieben,
d. h. wir geben jeweils Basen der R-Moduln [SL2(Z),Z, ρ∆,0,χ] an. Die zugeho¨rige Darstellung
ρ∆,0 hat dann jeweils genau zwei irreduzible Komponenten. Fu¨r die KomponentenMk,1,1 zum
trivialen Charakter der orthogonalen Gruppe Om2∆ findet man diese Beispiele z. T. auch in
der Literatur. Die Komplexita¨t des Problems steigt sozusagen linear mit ∆, da man jeweils
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dim(ρ∆,0) = ∆ Basiselemente bestimmen muss. Fu¨r kleines ∆ findet man mit den in Kapitel 3
beschriebenen Verfahren hinreichend viele vektorwertige Modulformen, um [SL2(Z),Z, ρ∆,0,χ]
als R-Modul zu erzeugen, im Allgemeinen (schon bei ∆ = 7) reichen diese jedoch nicht mehr
aus.
Zuna¨chst notieren wir einige allgemeinere Beobachtungen: Wir setzen ρ = ρ∆,0 und ρχ =
ρ∆,0,χ fu¨r χ ∈ Oabm2∆. Nach Satz 3.17 gibt es (in der Notation von Abschnitt 3.3) fu¨r jedes
ungerade k ≥ 3 eine Eisenstein-Reihe E∗ρ,k ∈ [SL2(Z),Z, ρ1]. Da 1 immer mit Vielfachheit
1 als Eigenwert von ρ∆,0(T ) auftritt, ist E
∗
ρ,k (bis auf Normierung) die einzige Eisenstein-
Reihe in [SL2(Z),Z, ρ]. Es gibt keine Eisenstein-Reihe vom Gewicht 1 zu ρ∆,0, d. h. je-
des f ∈ [SL2(Z), 1, ρ∆,0] ist eine Spitzenform. Fu¨r ein derartiges f ist na¨mlich 〈f,Θ1,0〉 ∈
[SL2(Z), 2, 1] = {0}. Insbesondere ist dim([SL2(Z), 1, ρ∆,0]) ≤ dim([SL2(Z), 5, ρ∆,0])−1. Daher
folgt [SL2(Z), 1, ρ∆,0] = {0} fu¨r ∆ ∈ {2, 4, 7} aus den Tabellen in Abschnitt 7.1. Tatsa¨chlich
ist [SL2(Z), 1, ρ∆,0] = {0} fu¨r alle ∆ ≤ 35. In diesen Fa¨llen hat na¨mlich jede Spitzenform in
∞ mindestens eine Nullstelle der Ordnung 1
12
und ist daher jeweils durch η2 teilbar.
Die in Kapitel 3 beschriebene Methoden liefern nicht unmittelbar Spitzenformen zur ρ∆,0.
Um etwa die Methode der Thetareihen mit harmonischen Polynomen anzuwenden, muss man
z. B. zuna¨chst den quadratischen Modul (o]/o,−|·|2 mod Z) (oder zumindest eine irreduzible
Komponente der assoziierten Weil-Darstellung) wie in Abschnitt 3.2 beschrieben liften. Aus
Milgrams Formel (siehe etwa [3, Cor. 4.2]) folgt, dass dies nur zu Gittern der Dimension
d ≡ 6 mod 8Z mo¨glich ist. Ist ∆ ungerade, so kann man etwa folgendermaßen vorgehen: Man
wa¨hlt a, b ∈ Z, so dass a2 + b2 ≡ −1 mod ∆Z und ggT(b,∆) = 1 gilt (dies ist unter der
Voraussetzung an ∆ immer mo¨glich, da man das Problem fu¨r jede Primzahl p mit p|∆ lokal
lo¨sen kann, etwa mit [48, Ch. II.4]). Dann ist
La,b =
{
l = (l1, l2, l3) ∈ (o])3
∣∣ l2 ≡ al1 mod o, l3 ≡ bl1 mod o}
ein Gitter in C3 ∼= R6. Die quadratische Form q(l) = |l1|2 + |l2|2 + |l3|2 ist positiv definit und
wegen der Wahl von a und b ganz auf La,b. Fu¨r l = (l1, l2, l3) ∈ La,b ist na¨mlich
q(l) ≡ |l1|2 + |al1|2 + |bl1|2 ≡ (1 + a2 + b2) |l1|2 ≡ 0 mod Z.
Wegen o3 ⊂ La,b ist also La,b ⊂ L]a,b ⊂ (o])3. Man findet daher
L]a,b =
{
l = (x1, x2, x3) ∈ (o])3
∣∣ x1 + ax2 + bx3 ∈ o} .
Wegen der Voraussetzung ggT(b,∆) = 1 findet man b′ ∈ Z mit b′b ≡ 1 mod ∆Z. Durchla¨uft
dann x2 ein Vertretersystem von o
]/o, so durchla¨uft entsprechend (0, x2,−b′ax2) ein Vertre-
tersystem von L]a,b/La,b, d. h. es ist o
]/o ∼= L]a,b/La,b (als endliche abelsche Gruppen). Fu¨r
l = (0, bx2,−ax2) ∈ L]a,b mit x2 ∈ o] ist nun
q(l) = b2 |x2|2 + a2 |x2|2 ≡ − |x2|2 mod Z.
Durch (o]/o,−| · |2 mod Z)→ (L]a,b/La,b, q mod Z), x 7→ (0, bx,−ax) wird daher ein Isomor-
phismus quadratischer Moduln induziert, d. h. (L]a,b/La,b, q mod Z) ist eine Liftung des qua-
dratischen Moduls (o]/o,−| · |2 mod Z) im Sinne von Abschnitt 3.2. Thetareihen zu (La,b, q)
liefern also vektorwertige Modulformen zum Multiplikatorsystem ρ∆,0.
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Im Fall ∆ ≡ 0 mod 4Z ist diese Konstruktion offensichtlich nicht durchfu¨hrbar, da es dann
keine Lo¨sungen der Kongruenz a2 + b2 ≡ −1 mod ∆Z gibt. Ob und wie eine solche Lif-
tung dann ggf. anderweitig durchfu¨rbar ist, soll hier nicht weiter verfolgt werden. Trotzdem
kann man — wie wir zeigen wollen — in speziellen Fa¨llen (bei kleinem ∆) hinreichend viele
Spitzenformen finden.
Der Fall m = 1, ∆ = 3: Wie fu¨r jede Primzahl ∆ ≡ 3 mod 4Z ist ρ∆,0,1 = ρ−1∆,0 die Dar-
stellung auf den geraden Funktionen bzw. dem (−1)-Eigenraum von ρ∆,0(−1). In diesem
einfachsten Fall ist sie zweidimensional. Da wie oben gesehen [SL2(Z), 1, ρ∆,0] = {0} gilt,
liefern die beiden Eisenstein-Reihen E∗ρ,3 und E
∗
ρ,5 vom Gewicht 3 bzw. 5 eine R-Basis
von [SL2(Z),Z, ρ∆,0,1]. Fu¨r den nicht-trivialen Charakter χ 6= 1 von Om2∆ ist entsprechend
ρ∆,0,χ = ρ
1
∆,0 die Darstellung auf den ungeraden Funktionen bzw. dem 1-Eigenraum von
ρ∆,0(−1). Fu¨r ∆ = 3 ist daher ρ∆,0,χ eindimensional, also ein abelscher Charakter von SL2(Z).
Konkret ist ρ∆,0,χ
∼= ν16η , wie man an ρ∆,0,χ(T ) = e−2piι˙/3 sieht. Die V 03,χ-wertige Modulform
kleinsten Gewichts ist daher (bis auf Skalare) F8(τ) := η
16(τ)(fι˙/
√
3 − f−ι˙/√3) und als solche
eine R-Basis von [SL2(Z),Z, ρ∆,0,χ].
4.16 Lemma. Sei ∆ = 3 und m = 1. Dann sind die Abbildungen
Rk−4 ×Rk−6 →Mk,1,1 ⊂ [U2(o), k, detk]+1, (f, g) 7→ M(f E∗ρ,3 + g E∗ρ,5)
und
Rk−9 →Mk,1,χ ⊂ [U2(o), k, detk]−1, g 7→ M(g F8)
Isomorphismen der Vektorra¨ume. Insbesondere entha¨lt die Komponente Mk,1,χ des Maaß-
Raums nur antisymmetrische Modulformen.
Auf die im wesentlichen (d. h. bis auf skalare Vielfache) eindeutig bestimmte antisymmetri-
sche Modulformen f9 ∈ M9,1,χ vom Gewicht 9 trifft die Bemerkung zu Lemma 4.14 oben
sinngema¨ß zu, wie wir in Abschnitt 6.1 sehen werden.
Der Fall m = 1, ∆ = 4: Da nicht-triviale Hermitesche Modulformen in diesem Fall immer
gerades Gewicht haben, sind alle Formen im Maaß-LiftMk,1 symmetrisch. Mit 1 6= χ ∈ Oabm2∆
ist wie fu¨r Primzahlen ρ∆,0 = ρ∆,0,1⊕ ρ∆,0,χ die Zerlegung in die Darstellung auf den geraden
bzw. ungeraden Funktionen (diese Zerlegung entspricht aber nicht den Eigenra¨umen von
ρ∆,0(−1) = − idV 04 ). Es ist dim(ρ∆,0,1) = 3 und entsprechend dim(ρ∆,0,χ) = 1. Aus der
Dimensionsformel (bzw. der Tabelle in Abschnitt 7.1) folgt, dass die Elemente einer R-Basis
von [SL2(Z),Z, ρ∆,0,1] Gewicht 3, 5 und 7 haben mu¨ssen (da wieder dim([SL2(Z), 1, ρ∆,0]) = 0
ist). Konkret bilden die Eisenstein-Reihen E∗ρ,k fu¨r k = 3, 5 und 7 eine solche R-Basis. Dazu
ist nur zu verifizieren, dass die Formen g4E
∗
ρ,3 und E
∗
ρ,7 in [SL2(Z), 7, ρ∆,0,1] linear unabha¨ngig
sind. Dies ergibt sich aus den folgenden Fourier-Koeffizienten der f0-Komponenten (mit q =
e2piι˙τ fu¨r =(τ)→∞):
g4(τ)E
∗
ρ,3,0(τ) = (1 + 240 q + 2160 q
2 +O(q3))(1 + 60 q + 252 q2 +O(q3))
= 1 + 300 q + 16812 q2 +O(q3),
E∗ρ,7,0(τ) = 1 +
16380
61
q + 1048572
61
q2 +O(q3).
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Da eindimensional, ist ρ∆,0,χ wieder ein abelscher Charakter von SL2(Z). Wegen ρ∆,0,χ(T ) =
e−2piι˙/4 ist genauer ρ∆,0,χ ∼= ν18η und F9(τ) := η18(τ)(f1/2 − fι˙/2) (bis auf Skalare) die V 04,χ-
wertige Modulform kleinsten Gewichts, also eine R-Basis von [SL2(Z),Z, ρ∆,1,χ].
4.17 Lemma. Sei ∆ = 4 und m = 1. Dann sind die Abbildungen
Rk−4 ×Rk−6 ×Rk−8 →Mk,1,1 ⊂ [U2(o), k, detk/2]+1,
(f, g, h) 7→ M(f E∗ρ,3 + g E∗ρ,5 + hE∗ρ,7)
und
Rk−10 →Mk,1,χ ⊂ [U2(o), k, detk/2+1]+1, g 7→ M(g F9)
Isomorphismen der Vektorra¨ume.
Im Fall ∆ = 7 kann man den R-Modul [SL2(Z),Z, ρ∆,0,1] wie in obigen Beispielen wieder mit
Eisenstein-Reihen erzeugen. Fu¨r [SL2(Z),Z, ρ∆,0,χ] mit χ 6= 1 sind die bisher benutzten Kon-
stuktionsmethoden (wie bereits anfangs angedeutet) nicht mehr ausreichend. Mo¨glicherweise
erha¨lt man geeignete Spitzenformen (vom Gewicht k ∈ {6, 8, 10}) durch Thetareihen zu L3,2
mit harmonischen Polynomen (vom Grad k− 3). Im Hinblick auf Anwendungen in Kapitel 6
beschra¨nken wir uns jedoch als letztes Beispiel auf
Der Fall m = 1, ∆ = 8: Mit 1 6= χ ∈ Oabm2∆ ist wieder ρ∆,0 = ρ∆,0,1 ⊕ ρ∆,0,χ die Zerlegung
in die Darstellung auf den geraden bzw. ungeraden Funktionen, die der Zerlegung in die
Eigenra¨ume von ρ∆,0(−1) entspricht Es ist dim(ρ∆,0,1) = 6 und dim(ρ∆,0,χ) = 2. Aus der
Dimensionsformel (bzw. der Tabelle in Abschnitt 7.1) und dim([SL2(Z), 1, ρ∆,0]) = 0 folgt,
dass die Elemente einer R-Basis von [SL2(Z),Z, ρ∆,0,1] Gewicht 3, 5, 5, 7, 7 und 9 haben
mu¨ssen. Eine R-Basis von [SL2(Z),Z, ρ∆,0,χ] besteht dagegen aus Formen vom Gewicht 8
und 10.
Wir behandeln zuna¨chst die 6-dim. Komponente: Die Eisenstein-Reihen E∗ρ,k, k ∈ {3, 5, 7, 9},
sind wieder unabha¨ngig u¨ber R. Dies folgt in Gewicht 7 (wie oben) aus
g4(τ)E
∗
ρ,3,0(τ) = 1 + 282 q + 12410 q
2 +O(q3),
E∗ρ,7,0(τ) = 1 +
58254
307
q + 3728270
307
q2 +O(q3)
und in Gewicht 9 aus
g6(τ)E
∗
ρ,3,0(τ) = 1− 462 q − 37630 q2 − 660828 q3 +O(q4),
g4(τ)E
∗
ρ,5,0(τ) = 1 +
1830
19
q − 657850
19
q2 − 16478580
19
q3 +O(q4),
E∗ρ,9,0(τ) = 1− 1118481083579 q − 286331153083579 q2 − 7339472322083579 q3 +O(q4).
Die fehlenden Basiselemente vom Gewicht 5 und 7 kommen nun im Prinzip von Jacobi-
Formen ϕ vom Index 1
2
mit Charakter ν℘ her. Sind na¨mlich ϕ, ϕ
′ derartige Jacobi-Formen,
so ist ϕϕ′ eine Jacobi-Spitzenform vom Index 1 mit trivialem Charakter, der nach Proposition
1.27 eine vektorwertige Form zu ρ∆,0 entspricht. Man hat also eine Abbildung
[SL2(Z), k, ν℘ ρ∆/4,α]× [SL2(Z), k′, ν℘ ρ∆/4,α]→ [SL2(Z), k + k′ + 1, ρ∆,0]0,
(f, g) 7→ F (f, g),(4.9)
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wobei F (f, g) bestimmt ist durch
〈
f,Θ∆/4,α
〉 〈
g,Θ∆/4,α
〉
= 〈F (f, g),Θ∆,0〉. Mit Lemma 4.15
erhalten wir so aus den Thetareihen θε1 und θ
ε
3 Spitzenformen F5 = F (θ
ε
1, θ
ε
1) ∈ [SL2(Z), 5, ρ∆,0]
und F7 = F (θ
ε
1, θ
ε
3) ∈ [SL2(Z), 7, ρ∆,0].
Fu¨r ∆ ≡ 0 mod 4Z und einen Vertreter α ∈ ℘]−o] gilt nun mit x, y ∈ (℘]−o])/1
2
o allgemein
ϑ 1
2
,x,α(τ, z, w)ϑ 1
2
,y,α(τ, z, w)
=
( ∑
t≡x mod 1
2
o
e2piι˙(2|t|
2τ+tw+tz+4<(αt))
)( ∑
s≡y mod 1
2
o
e2piι˙(2|s|
2τ+sw+sz+4<(αs))
)
=
∑
u∈x+y+ 1
2
o
( ∑
t∈x+ 1
2
o, s∈y+ 1
2
o
t+s=u
e2piι˙((2|t|
2+2|s|2−|u|2)τ+4<(αu))
)
e2piι˙(|u|
2τ+uw+uz)
=
∑
u∈x+y+ 1
2
o
e2piι˙4<(αu)
( ∑
t∈x+ 1
2
o, s∈y+ 1
2
o
t+s=u
e2piι˙|t−s|
2τ
)
e2piι˙(|u|
2τ+uw+uz)
=
∑
u∈x+y+ 1
2
o
e2piι˙4<(αu)
( ∑
t∈x+ 1
2
o
e2piι˙|2t−u|
2τ
)
e2piι˙(|u|
2τ+uw+uz)
=
∑
z∈o]/o, z≡x+y mod 1
2
o
e2piι˙4<(αz)
∑
u∈z+o
( ∑
t∈x+ 1
2
o
e2piι˙|2t−z|
2τ
)
e2piι˙(|u|
2τ+uw+uz)
=
∑
z∈o]/o, z≡x+y mod 1
2
o
e2piι˙4<(αz)ϑ1,2x−z,0(τ)ϑ1,z,0(τ, z, w),
wobei ϑ1,x′,0(τ) = ϑ1,x′,0(τ, 0, 0) fu¨r x
′ ∈ o] der zugeho¨rige Thetanullwert ist. Fu¨r Formen f
und g zu ν℘ρ∆/4,α mit Koordinaten fx bzw. gy ist daher( ∑
x∈α+o]/ 1
2
o
fx(τ)ϑ 1
2
,x,α(τ, z, w)
)( ∑
y∈α+o]/ 1
2
o
gy(τ)ϑ 1
2
,y,α(τ, z, w)
)
=
∑
x,y∈α+o]/ 1
2
o
fx(τ)gy(τ)
∑
z∈o]/o, z≡x+y mod 1
2
o
e2piι˙4<(αz)ϑ1,2x−z,0(τ)ϑ1,z,0(τ, z, w)
=
∑
z∈o]/o
(
e2piι˙4<(αz)
∑
x∈α+o]/ 1
2
o
fx(τ)gz−x(τ)ϑ1,2x−z,0(τ)
)
ϑ1,z,0(τ, z, w).
In Termen der Koordinaten ist die Abbildung (f, g) 7→ F (f, g) in (4.9) also gegeben durch
F (f, g)z(τ) = e
2piι˙4<(αz) ∑
x∈α+o]/ 1
2
o
fx(τ)gz−x(τ)ϑ1,2x−z,0(τ), z ∈ o]/o.(4.10)
Mit dieser Formel la¨sst sich nun verifizieren, dass F5 und F7 zusammen mit den Eisenstein-
Reihen E∗ρ,k fu¨r k ∈ {3, 5, 7, 9} unabha¨ngig u¨ber R sind. Aus (4.10) erha¨lt man na¨mlich
wegen Satz 3.13 (wobei wir hier durch I : (α, α+ ι˙/
√
8) 7→ (1/2+ ι˙/√8, ι˙/√8) zusa¨tzlich den
Isomorphismus ν℘ρ∆/4,α
∼= ρ∆,0,χ, wie vor Lemma 4.15 angegeben, beru¨cksichtigen)
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(−ι˙
√
8)4F7,0(τ) =
∑
x∈α+o]/ 1
2
o
θε1,I(x)(τ) θ
ε
3,I(−x)(τ)ϑ1,2x,0(τ)
= −144 q − 992 q2 + 1056 q3 +O(q4),
g4(τ)(−ι˙
√
8)2F5,0(τ) = g4(τ)
∑
x∈α+o]/ 1
2
o
θε1,I(x)(τ) θ
ε
1,I(−x)(τ)ϑ1,2x,0(τ)
= (1 + 240 q + 2160 q2 + 6720 q3 +O(q4))(48 q − 224 q2 + 288 q3 +O(q4))
= 48 q + 11296 q2 + 50208 q3 +O(q4).
Man kann Gleichung (4.10) in gewissem Sinne auch als Ersatz fu¨r die anfangs beschriebene
Liftung des quadratischen Moduls (o]/o,−| · |2 mod Z) im Fall von ungeradem ∆ sehen. Die
arithmetischen Hindernisse fu¨r die Liftung bedingen eben andererseits die Existenz eines
nicht-trivialen Multiplikatorsystems bei geradem ∆.
Um Formen zur 2-dim. Komponente ρ∆,0,χ zu finden, bemerkt man zuna¨chst die Isomorphie
ρ∆,0,χ ∼= ν15η ⊗pi2, wobei pi2 die Weil-Darstellung des quadratischen Moduls (12Z/Z, x2 mod Z)
ist (wegen o]/o ∼= Z/4Z × Z/2Z ist allgemeiner ρ∆,0 ∼= pi4 ⊗ pi2 mit einer geeigneten Weil-
Darstellung pi4, in der ν
15
η als (irreduzibler) Konstituent auftritt). pi2 und ν
15
η sind dabei
keine Darstellungen der SL2(Z), sondern der U¨berlagerung Mp2(Z). Entsprechend haben die
zugeho¨rigen Modulformen halbganzes Gewicht. Als natu¨rliche Verallgemeinerung des Kon-
zeptes einer vektorwertigen Modulformen zu SL2(Z), sind (fast) alle wesentlichen Resulta-
te fu¨r Modulformen zu SL2(Z) Spezialfa¨lle entsprechender Aussagen u¨ber Modulformen zu
Mp2(Z). Insbesondere kann man vektorwertige Modulformen (immer noch) als elliptische
Modulformen zu Kongruenzgruppen auffassen. Als solche sind vektorwertigen Modulformen
insbesondere auch zur Darstellung pi2 intensiv behandelt worden [43] (pi2 tritt analog zu
ρ∆,α im Zusammenhang mit gewo¨hnlichen Jacobi-Formen vom Index 1 auf). So wird etwa
[Mp2(Z), 12Z, pi2] als R-Modul erzeugt von der Thetareihe Θ(1)4 zu (Z, x2) vom Gewicht 12 und
einer Eisenstein-Reihe H5/2 vom Gewicht
5
2
, deren 0-Komponente urspru¨nglich von Cohen
[13] eingefu¨hrt wurde. Die Fourier-Entwicklung von H5/2 erha¨lt man aus [17, Th. 2.1].
Man kann nun Modulformen zu ρ∆,0,χ (i. W. nach Lemma 3.1) als Tensorprodukte von Formen
zu ν15η und pi2 konstruieren. Eine R-Basis von [SL2(Z),Z, ρ∆,0,χ] besteht (nach Dimensions-
formel) aus Formen vom Gewicht 8 und 10. Dies sind z. B. η15Θ
(1)
4 und η
15H5/2. Insgesamt
folgt
4.18 Lemma. Sei ∆ = 8 und m = 1. Die Abbildungen
Rk−4 ×R2k−6 ×R2k−8 ×Rk−10 →Mk,1,1 ⊂ [U2(o), k, 1]+1,
(h1, . . . , h6) 7→ M(h1 E∗ρ,3 + h2 E∗ρ,5 + h3 F5 + h4 E∗ρ,7 + h5 F7 + h6 E∗ρ,9)
und
Rk−9 ×Rk−11 →Mk,1,χ ⊂ [U2(o), k, 1]−1, (f, g) 7→ M(f η15Θ(1)4 + g η15H5/2)
sind Isomorphismen der Vektorra¨ume.
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4.4 Zusammenhang mit dem Siegelschen Maaß-Raum
Da Sp2(Z) ⊂ SU2(o) die Untervarieta¨t H2(R) = {Z ∈ H2(C) | Z = Ztr} ⊂ H2(C) (als Menge)
in sich abbildet, erha¨lt man durch Restriktion Hermitescher Modulformen auf den Siegelschen
Halbraum H2(R) Siegelsche Modulformen. Dabei wird der Maaß-Raum wieder auf den Maaß-
Raum abgebildet. Dies erkennt man am einfachsten auf dem Niveau der Jacobi-Formen:
Die Hecke-Operatoren, die die Jacobi-Formen liften, vertauschen mit der Restriktion auf die
Untervarieta¨t {(τ, z1, z2) | z1 = z2} ⊂ H1×C2, d. h., das Diagramm
ϕm
Res−−−→ ϕmz1=z2
M
y yMR
f
Res−−−→ fH2(R)
kommutiert. Hier bezeichnet MR den Maaß-Lift gewo¨hnlicher Jacobi-Formen vom Index
m ∈ {1
2
, 1}. Offensichtlich ist die Restriktion kompatibel mit der Struktur der Ra¨ume der
Hermiteschen bzw. gewo¨hnlichen Jacobi-Formen (von beliebigem Index) als R-Moduln, d. h.
fu¨r g ∈ Rk und eine Hermitesche Jacobi-Form ϕm ist (gϕm)z1=z2 = g(ϕmz1=z2).
Da der R-Modul der gewo¨hnlichen Jacobi-Formen vom Index 1 nach [17, Thm. 3.5] von den
Eisenstein-Reihen vom Gewicht 4 und 6 erzeugt wird, ist die Restriktion Mk,1 →MRk , f 7→
fH2(R) (auf den Siegelschen Maaß-RaumMRk vom Gewicht k) surjektiv, falls es Hermitesche
Jacobi-Formen ϕk,1 vom Gewicht k = 4 und k = 6 (sowie Index 1) gibt, so dass ϕk,1z1=z2 6= 0
ist. Unabha¨ngig von ∆ hat fu¨r jedes Gewicht k ≥ 4 z. B. die der Eisenstein-Reihe E∗ρ,k−1
entsprechende Hermitesche Jacobi-Form Ek,1 = 〈E∗ρ,k−1,Θ1,0〉 diese Eigenschaft, denn es ist
stets limy→∞Ek,1(ι˙y, 0, 0) = 1 6= 0. Daher gilt
4.19 Lemma. Sei k ∈ N. Dann ist die Restriktionsabbildung Mk,1 → MRk , f 7→ fH2(R)
surjektiv.
Da die Eisenstein-Reihen immer einen nicht-trivialen Anteil im UnterraumMk,1,1 (zum Cha-
rakter 1 ∈ Oabm2∆) haben, ist die Restriktionsabbildung sogar aufMk,1,1 surjektiv. Die Ra¨ume
Mk,1,χ, die nur antisymmetrische Formen enthalten, liegen dagegen im Kern der Restriktion
(nach Korollar 4.8 ist dies grob gesagt fu¨r die Ha¨lfte der χ’s gegeben). Im Allgemeinen ist
jedoch nicht auszuschließen, dass die Restriktion auch auf Komponenten Mk,m,χ mit χ 6= 1
nicht-trivial ist.
Im Fall m = 1/2 ist die Restriktionsabbildung z. B. fu¨r ∆ = 4 schon aus Dimensionsgru¨nden
nicht surjektiv.
Man sollte Lemma 4.19 eigentlich als Spezialfall allgemeinerer Restriktionen (auf sog.
”
rational-quadratische Divisoren“) betrachten. Dies wird u. A. Thema der beiden na¨chsten
Kapitel sein. Dabei wird die Restriktionen zwar generell sicherlich nicht surjektiv sein, aber
man wird erwarten ko¨nnen, dass das Bild stets wieder aus “arithmetische Liftungen“ (d. h.
verallgemeinerten Maaß-Ra¨umen) besteht.
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Sogenannte
”
exzeptionelle Isogenien“ zwischen bestimmten Lie-Gruppen kleiner Dimension
fu¨hren bekanntlich zur Identifikation von (geeigneten) Automorphismengruppen der assozi-
ierten Halbra¨ume. So operiert z. B. die orthogonale Gruppe 0(2, 4)+ auf H2. Daher lassen sich
Hermitesche Modulformen zweiten Grades auch als Modulformen zu orthogonalen Gruppen
auffassen. Diese Identifikation ist insofern von Bedeutung, als nun mittels neuerer Resultate
von Borcherds [3] Hermitesche Modulformen mit bekannten Divisoren konstruiert werden
ko¨nnen.
In gewissem Sinne sind Hermitesche Modulformen zweiten Grades tatsa¨chlich Modulformen
zur orthogonalen Gruppe: Die hier verwendeten Techniken (wie z. B. Maaß-Lift, Borcherds-
Produkte, Modulformen auf Divisoren) lassen sich i. W. auf alle orthogonalen Gruppen der
Signatur (2, b) anwenden. Eine Verallgemeinerung dieser Konstruktionen auf Hermitesche
Modulgruppen vom Grad ≥ 3 (bzw. Modulformen auf Hermitesch-symmetrischen Gebieten,
die nicht von orthogonalen Gruppen herkommen) ist jedoch bisher unbekannt.
Dieser Abschnitt dient nur der Anwendung von Borcherds Theorie auf den speziellen Fall
der Hermiteschen Modulformen zweiten Grades und entha¨lt dementsprechend keine neuen
Ergebnisse. Vieles der hier zusammengetragenen Ergebnisse findet man (meist wesentlich
allgemeiner) in [3], [9] oder [22].
5.1 Modulformen zur orthogonalen Gruppe O(2, 4)+
Wir betrachten das Gitter L := Z2×Z2× o in dem reellen Raum V = R2×R2×C ∼= L⊗R,
versehen mit der quadratischen Form q(λ) = l1l2 + l3l4 − |β|2, λ = (l1, l2, l3, l4, β) ∈ V . Als
quadratischer Raum ist (V, q) also die orthogonale Summe zweier hyperbolischer Ebenen mit
dem negativ definiten Raum (C,−|·|2). Insbesondere hat (V, q) Signatur (2, 4). Die assoziierte
Bilinearform ist gegeben durch
b(λ, µ) = q(λ+ µ)− q(λ)− q(µ) = l1m2 +m1l2 + l3m4 +m3l4 − 2<(βγ)
fu¨r λ = (l1, l2, l3, l4, β), µ = (m1,m2,m3,m4, γ) ∈ V . Das duale Gitter von L (bzgl. q) ist also
L] = Z2 × Z2 × o]. Die Abbildung
L]/L→ o]/o, (l1, l2, l3, l4, β) + L 7→ β + o,
ist daher ein Isomorphismus quadratischer Moduln im Sinne von Abschnitt 3.2. Vermo¨ge
dieser Abbildung identifizieren wir (L]/L, q mod Z) mit (o]/o,−|· |2 mod Z). Die orthogonale
Gruppe O(2, 4) ist die Invarianzgruppe von q, d. h. O(2, 4) = {σ ∈ GL(V ) | q ◦ σ = q}. Die
Invarianzgruppe des Gitters L bezeichnen wir mit O(L), also O(L) = {σ ∈ O(2, 4) | σL ⊂ L}.
Sei nun
VK = {λ ∈ V | l1 = l2 = 0}
und K = VK ∩ L. Die ersten beiden Komponenten eines Elementes λ ∈ VK werden im
Folgenden stets unterdru¨ckt. Wir schreiben also einfach (t1, t2, t3) ∈ VK an Stelle von
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(0, 0, t1, t2, t3) ∈ L. Der quadratische Raum (VK , q) hat Signatur (1, 3), d. h. K ist ein Lorentz-
Gitter (in Borcherds Terminologie haben wir Norm-0-Vektoren z := (1, 0, 0, 0, 0) ∈ L und
z] := (0, 1, 0, 0, 0) ∈ L] mit b(z, z]) = 1 gewa¨hlt; dann ist VK = L ⊗ R ∩ z⊥ ∩ (z])⊥). Sei
K = {Y ∈ VK | q(Y ) > 0} die Menge der Vektoren positiver La¨nge in VK . K zerfa¨llt daher in
zwei Zusammenhangskomponenten. Wir zeichnen eine dieser Komponenten aus und nennen
diese den positiven Kegel:
K+ := {Y = (y1, y4, y2) ∈ VK | q(Y ) > 0, y1 > 0}.
Die zweite Zusammenhangskomponente ist dann gegeben durch K− := −K+, also K =
K+ ∪ K−. Zu V geho¨rt der Halbraum H+V := VK + ι˙K+, ein beschra¨nktes symmetrisches
Gebiet vom Typ IV. Tatsa¨chlich ist H+V bis auf biholomorphe A¨quivalenz nichts anderes als
der Hermitesche Halbraum zweiten Grades:
ι1 : H
+
V → H2, (z1, z4, z2) = (x1, x4, x2) + ι˙(y1, y4, y2) 7→
(
z1 x2 + ι˙y2
x2 + ι˙y2 z4
)
.
Ist ZV = (z1, z4, z2) ∈ H+V , so gilt
q(ZV ) = det(ι1(ZV )).(5.1)
Diese Identita¨t ist entscheidend fu¨r die Identifikation der Modulformen spa¨ter. Um die Ope-
ration (einer geeigneten Untergruppe) von O(2, 4) auf H+V zu beschreiben, ist eine weitere
Realisierung von H+V als Untervarieta¨t des projektiven Raumes P(V ) = { [Z] | Z ∈ V ⊗ C}
hilfreich. Dazu sei
N = { [Z] ∈ P(V ) | q(Z) = 0} ⊂ P(V )
die Nullquadrik in P(V ). Sei HV = VK + ι˙K und ι2(ZV ) := (1,−q(ZV ), z1, z4, z2) ∈ V ⊗C fu¨r
ZV = (z1, z4, z2) ∈ HV . Dann ist q(ι2(ZV )) = 0, also [ι2(ZV )] ∈ N . Vermo¨ge der Abbildung
[ι2] : VK + ι˙K → N , ZV 7→ [ι2(ZV )]
wird daher H+V als Untervarieta¨t der Nullquadrik N realisiert. Auf P(V ), und damit auch
auf N , operiert O(2, 4) in natu¨rlicher Weise. Im Gegensatz zur Nullquadrik N wird dabei
[ι2](H
+
V ) jedoch nicht in sich abgebildet. Fu¨r Z = X + ι˙Y ∈ N mit q(Y ) > 0 ist aber in
jedem Fall b(Z, z]) 6= 0, denn VZ = 〈X, Y 〉 ⊂ V ist dann ein maximaler, positiv definiter
Teilraum, so dass VZ ⊥ z] unmo¨glich ist. Im Allgemeinen ist daher fu¨r ZV ∈ H+V zumin-
dest σ([ι2](ZV )) ∈ [ι2](VK + ι˙K). Daher bezeichnen wir mit O(2, 4)+ die Untergruppe von
O(2, 4), die den Halbraum H+V (als Untervarieta¨t von P(V )) in sich u¨berfu¨hrt. O(2, 4)+ ist
eine Untergruppe vom Index 2. Vermo¨ge der biholomorphen Transformation
ι : H2(C)→ [ι2](H+V ) ⊂ N , ι = [ι2] ◦ ι−11 ,
operiert daher O(2, 4)+ auf dem Hermiteschen Halbraum H2(C) als Gruppe biholomorpher
Automorphismen. Fu¨r σ ∈ O(2, 4)+ und ZV ∈ H+V ist also σZV ∈ H+V definiert durch
ι2(σZV ) = b(σ(ι2(ZV )), z
])−1 σ(ι2(Z)).(5.2)
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Der Faktor b(σ(ι2(Z)), z
])−1 sorgt hier gerade dafu¨r, dass die linke Seite wieder in ι2(H+V ) liegt
(man beachte b(σ(ι2(ZV )), z
]) 6= 0, wie eben gesehen). Man erha¨lt also wie bei der unita¨ren
Gruppe in Kapitel 1 durch die Operation von O(2, 4)+ auf H2(C) einen Homomorphismus
O(2, 4)+ → Bihol(H2(C)). Dieser Homomorphismus ist nur auf ±1 ∈ O(2, 4)+ trivial und man
erha¨lt so — anders als bei der unita¨ren Gruppe — durch O(2, 4)+ bereits alle biholomorphen
Automorphismen von H2(C). Er gilt also O(2, 4)+/{±1} ∼= Bihol(H2(C)). Die Surjektivita¨t
folgt z. B. aus folgendem Lemma, das man etwa durch direkte Rechnung verifizieren kann
(vergl. [22, Prop. 2.6])
5.1 Lemma. Sei λ = (l1, l2, l3, l4, β) ∈ V , t ∈ R, h ∈ C und ε1, ε2 ∈ C×. Dann operiert die
orthogonale Transformation σ auf H2 gema¨ß folgender Tabelle als φσ, wobei
σ φσ b(σ(ι2(Z)), z
])
λ 7→ (l1, l2 − tl4, l3 + tl1, l4, β) Z 7→ Z + ( t 00 0 ) 1
λ 7→ (l1, l2 − tl3, l3, l4 + tl1, β) Z 7→ Z + ( 0 00 t ) 1
λ 7→ (l1, l2 + 2<(hβ) + l1 |h|2 , l3, l4, β + hl1) Z 7→ Z +
(
0 h
h 0
)
1
λ 7→ (l1, l2, l3, l4 + 2<(hβ) + l3 |h|2 , β + hl3) Z 7→ Z [( 1 h0 1 )] 1
λ 7→ (l1, l2, l3 + 2<(hβ) + l4 |h|2 , l4, β + hl4) Z 7→ Z [( 1 0h 1 )] 1
λ 7→ ( 1|δε| l1, |δε| l2,
∣∣ δ
ε
∣∣ l3, ∣∣ εδ ∣∣ l4, δε|δε|β) Z 7→ Z [( δ 00 ε )] |δε|−1
λ 7→ (l1, l2, l4, l3, β) Z 7→ Z [( 0 11 0 )] 1
λ 7→ (l2, l1, l4, l3,−β) Z 7→ J · Z − det(Z)
λ 7→ (l1, l2, l3, l4, β) Z 7→ Ztr 1
Insbesondere liegen diese orthogonalen Transformationen sa¨mtlich in O(2, 4)+ und bis auf
die letzte sogar in SO(2, 4)+ = O(2, 4)+ ∩ SO(2, 4).
Man kann daru¨berhinaus zeigen, dass die Transformation Z 7→ (N × 1)Z auf H2 fu¨r N ∈
SL2(R) auf der orthogonalen Seite realisiert wird durch
λ 7→ (l′1, l′2, l′3, l′4, β) mit
(
l′3
l′1
)
= N
(
l3
l1
)
und
(
l′4
l′2
)
= N−tr
(
l4
l2
)
.
Wegen der ersten Zeile in Lemma 5.1 muß man dies offenbar nur fu¨r J × 1 verifizieren.
Sei nun O(L)+ := O(2, 4)+ ∩ O(L) und Γ ≤ O(L)+ eine Untergruppe von endlichem Index
sowie χ ein Charakter von Γ. Eine automorphe Form vom Gewicht k ∈ Z im Sinne von
Borcherds [3, Sec. 13] ist eine meromorphe Funktion F auf C×ι2(HV ) ⊂ N , die homogen
vom Grad −k ist und F (σZ) = χ(σ)F (Z) fu¨r alle σ ∈ Γ erfu¨llt. Wegen der Homogenita¨t ist
jeder solchen Modulform vermo¨ge f(ZV ) := F (ι2(ZV )) eine meromorphe Funktion f auf HV
zugeordnet. Das Transformationsverhalten von f unter Γ ergibt sich dann mit (5.2) zu
f(σZ) = χ(σ) b(σ(ι2(Z)), z
])kf(Z).
Hier ist zu beachten, dass die Funktion jV (σ, Z) := b(σ(ι2(Z)), z
]) ein Automorphiefaktor ist,
also die Cozykel-Bedingung jV (σ1σ2, Z) = jV (σ1, σ2Z)jV (σ2, Z) erfu¨llt (was man direkt mit
(5.2) verifiziert). Wir ko¨nnen nun ohne Einschra¨nkung davon ausgehen, dass − id ∈ Γ und
χ(− id) = (−1)k gilt. Es ist na¨mlich jV (− id, Z) = −1 und damit f = 0, falls χ(− id) 6= (−1)k.
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Zu M ∈ SU(C) sei nun σM ∈ O(2, 4)+ so gewa¨hlt, dass MZ = σMZ fu¨r alle Z ∈ H2 gilt.
Damit ist σM bis auf Multiplikation mit − id bestimmt. Der Gruppe Γ wird nun auf der
unita¨ren Seite die Untergruppe
ΓHer := {M ∈ SU(C) | σM = σ fu¨r ein σ ∈ Γ} ∩ SU(o)
der Hermiteschen Modulgruppe sowie der Automorphiefaktor
α(M,Z) := χ(σM) b(σM(ι(Z)), z
])k
auf ΓHer × H2 zugeordnet. Wegen χ(− id) = (−1)k und σM ′M = ±σM ′σM verifiziert man
leicht, dass α(M,Z) tatsa¨chlich wieder ein Automorphiefaktor ist. Fassen wir die orthogonale
Modulform f (auf HV ) daher via ι1 als Funktion fHer(Z) := f(ι
−1
1 (Z)) auf dem Hermiteschen
Halbraum H2 auf, so gilt
fHer(MZ) = α(M,Z)fHer(Z).(5.3)
Aus den in Lemma 5.1 angegebenen Werten fu¨r jV (σ, Z) ergibt sich, dass die Quotienten
c(M) := jV (σM , Z)/j(M,Z) auf H2 konstant sind. Man kann daher (5.3) auch schreiben als
fHerkM(Z) =
α(M,Z)
j(M,Z)k
fHer(Z) = χ(σM)c(M)
kfHer(Z).(5.4)
Insbesondere ist χHer(M) := χ(σM)c(M)
k ein Charakter von ΓHer, falls f bzw. fHer nicht-
trivial ist. Via ι1 la¨sst sich also jede Modulform f vom Gewicht k zu Γ im Sinne von [3,
Sec. 13] als i. A. meromorphe Hermitesche Modulform zu ΓHer im Sinne von Definition 1.8
auffassen. Dabei ist — und das ist hier entscheidend — das Gewicht k jeweils dasselbe.
Sei nun O(L)+d der Diskriminanten-Kern, also die Untergruppe von O(L)
+, die auf L]/L
trivial operiert. Wie man an Lemma 5.1 sieht, operiert jedes σ ∈ O(L)+ auf L]/L ∼= o]/o
durch Multiplikation mit einer Einheit ε ∈ o×. Also ist O(L)+d immer eine Untergruppe vom
Index 2, aber nur im Fall ∆ = 4 gibt es Einheiten, die nicht durch Multiplikation mit ±1 auf
L]/L operieren.
Im Folgenden werden fu¨r uns nur noch die Fa¨lle Γ = O(L)+ bzw. Γ = O(L)+d , wenn ∆ = 4 ist,
von Interesse sein. Dann ist jeweils ΓHer = SU2(o) und entsprechend χHer ho¨chstens im Fall
∆ ≡ 0 mod 4Z nicht-trivial, wenn χHer = ν℘ mo¨glich ist. Zusa¨tzlich haben solche orthogona-
len Modulformen auf der Hermiteschen Seite aber a priori ein definiertes Transformations-
verhalten unter der Transposition Itr. Selbstversta¨ndlich sind in den Fa¨llen mit Ausnahme-
Einheiten auch die U¨berlegungen aus Kapitel 1 bezu¨glich Transformations-Verhalten unter
U2(o) anwendbar. Insbesondere folgt, dass es im Fall ∆ = 4 orthogonale Modulformen zu
O(L)+ nur fu¨r gerades Gewicht geben kann.
5.2 Rational-quadratische Divisoren auf H2(C)
Rational-quadratische Divisoren sind ausgezeichnete Untervarieta¨ten von H2(C) und als sol-
che vor allem auch in der Geometrie der Quotienten Γ\H2(C) mit Γ ⊂ U2(o) von Interesse
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(siehe etwa [4]). Im Zusammenhang mit Modulformen treten rational-quadratische Divisoren
einerseits als Komponenten von Nullstellengebilden auf. Andererseits fu¨hrt die Restriktion
auf solche Divisoren zu Modulformen niedrigeren Grades. Wir stellen hier nur die fu¨r spa¨te-
re Anwendungen beno¨tigten Eigenschaften zusammen (und gehen z. B. auf geometrische
Aspekte nicht weiter ein).
Fu¨r 0 6= λ = (l1, l2, l3, l4, β) ∈ V ∼= L⊗ R sei
λ⊥ :=
{
Z ∈ H2
∣∣∣ l2 − l1 det(Z) + Spur(( l4 −β−β l3 )Z) = 0}(5.5)
der quadratische Divisor zu λ. Offensichtlich ha¨ngt λ⊥ nur von R×λ ab. Ist λ ∈ L], so
nennen wir λ⊥ einen rational-quadratischer Divisor. Zu jedem rational-quadratischen Divisor
λ⊥ existiert genau ein primitives λp ∈ L]/{±1} mit λ⊥ = λ⊥p . Die Diskriminante von λ⊥ ist
dann δ(λ⊥) = −∆q(λp) ∈ Z.
U2(C) operiert vermo¨ge (M,λ⊥) 7→ Mλ⊥ :=
{
MZ | Z ∈ λ⊥} auf der Menge der quadrati-
schen Divisoren. Hier beachte man, dass sich die definierende Bedingung in (5.5) auch als
Z ∈ λ⊥ ⇐⇒ b(λ, ι(Z)) = b((l1, l2, l3, l4, β), (1,− det(Z), z1, z4, z2)) = 0
schreiben la¨sst. Wegen (5.2) gilt also Mλ⊥ = (σMλ)⊥. Offensichtlich bleibt die Diskriminante
bei dieser Operation ungea¨ndert, d. h. es ist δ(Mλ⊥) = δ(λ⊥). Mit Lemma 5.1 sieht man
leicht, dass jeder quadratische Divisor λ⊥ unter der Operation von SU2(C) a¨quivalent ist zu
einem Divisor der Form κ⊥ mit κ = (0, 0, l′3, l
′
4, 0). Insbesondere erkennt man hier, dass
λ⊥ 6= ∅ ⇐⇒ q(λ) < 0
gilt. Man betrachtet daher nur quadratische Divisoren λ⊥ mit q(λ) < 0, also mit positi-
ver Diskriminante δ(λ⊥). Jeder solche quadratische Divisor λ⊥ ist unter SU2(C) wiederum
a¨quivalent zu (0, 0, 0, 0, ι˙)⊥ = {( ∗ z2z3 ∗ ) ∈ H2(C) | z3 = z2} = H2(R). Insbesondere liefert je-
des M ∈ SU2(C) mit Mλ⊥ = (0, 0, 0, 0, ι˙)⊥ eine biholomorphe Abbildung λ⊥ → H2(R). Als
Untervarieta¨ten von H2(C) sind quadratischen Divisoren also nichts anderes als eingebettete
Siegelsche Halbra¨ume (zweiten Grades).
Von besonderer Bedeutung sind im Folgenden die rational-quadratischen Divisoren (siehe
auch [22, Sec. 4]). Auf diesen operiert U2(o). Die Bahnen der rational-quadratischen Diviso-
ren unter sog. Eichler-Transformationen lassen sich (in der speziellen Situation der Signatur
(2, n+ 2)) nach [22, Lemma 4.4] einfach beschreiben. Zusammen mit Lemma 5.1 folgt daraus
5.2 Lemma. Seien λ1, λ2 ∈ L] primitiv mit q(λ1), q(λ2) < 0. Dann sind die rational-
quadratischen Divisoren λ⊥1 und λ
⊥
2 genau dann a¨quivalent unter SU2(o) (d. h. es gibt ein
M ∈ SU2(o) mit λ⊥1 = Mλ⊥2 ), falls δ(λ⊥1 ) = δ(λ⊥2 ) und λ1 ≡ ±λ2 mod L gilt.
In den Fa¨llen mit Ausnahme-Einheiten sind λ⊥1 und λ
⊥
2 genau dann unter U2(o) a¨quivalent,
falls δ(λ⊥1 ) = δ(λ
⊥
2 ) und λ1 ≡ ελ2 mod L fu¨r ein ε ∈ o× gilt.
Mit Lemma 2.9 kann man nun auch die genaue Anzahl der U2(o)-Bahnen der rational-
quadratischen Divisoren gegebener Diskriminante bestimmen:
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5.3 Korollar. Sei n ∈ N und Dn die Menge der rational-quadratischen Divisoren mit Dis-
kriminante n. Ist x ∈ o]/o mit −∆ |x|2 ≡ n mod ∆Z, so stehen die U2(o)-Bahnen in Dn in
Bijektion zu den Elementen von (O∆ ·x)/o×.
Ist insbesondere w die Anzahl der Primteiler von ∆, so zerfa¨llt die Menge Dn nach Korollar
5.3 ho¨chstens in 2w−1 Bahnen unter U2(o). In den Fa¨llen mit w = 1, d. h. wenn ∆ eine
”
Primdiskriminante“ ist, sind daher stets alle rational-quadratischen Divisoren gleicher Dis-
kriminante unter U2(o) a¨quivalent (dies wird sich in den Beispielen in Kapitel 6 als hilfreich
erweisen).
Im u¨brigen erha¨lt man durch die Operation von U2(o) auf den rational-quadratischen Divi-
soren a priori eine Realisierung von U2(o) als Untergruppe von PO(L) = O(L)/{± id}. Fu¨r
M ∈ U2(o) definiert man Mλ zuna¨chst bis auf skalare Vielfache u¨ber (Mλ)⊥ = Mλ⊥ und
normiert dann Mλ so, dass q(Mλ) = q(λ) ist. Damit ist Mλ dann bis auf ein Vorzeichen
eindeutig bestimmt. In obiger Notation ist dies einfach die Abbildung M 7→ {± id}σM .
Ist Γ ⊂ U2(o) eine Kongruenzgruppe und λ⊥ ein rational-quadratischer Divisor, so erha¨lt man
durch Restriktion von Modulformen f ∈ [Γ, k, ν] auf λ⊥ ∼= H2(C) im Prinzip Modulformen auf
dem Siegelschen Halbraum, und zwar zu einer Untergruppe der orthogonalen Gruppe O(Lλ)
+
der Signatur (2, 3), die zum Gitter Lλ := L ∩ λ⊥ mit der von M induzierten quadratischen
Form geho¨rt (hier wird mit λ⊥ auch das Orthokomplement von λ in V bezeichnet, was jedoch
nicht zu Verwechslungen mit dem quadratischen Divisor λ⊥ ⊂ H2(C) fu¨hren du¨rfte). U. a. fu¨r
Anwendungen in Kapitel 6 fu¨hren wir einige Beispiele genauer aus: Wegen Bihol(H2(R)) ∼=
Sp2(R)/{±1} kann man die Gruppe O(Lλ)+ i. W. mit einer diskreten Untergruppe von Sp2(R)
identifizieren. Wa¨hlt man etwa Mλ ∈ U2(C) mit Mλλ⊥ = H2(R), so gilt fu¨r M ∈ U2(o)
Mλ⊥ ⊂ λ⊥ ⇐⇒ MλMM−1λ ∈ S1 · Sp2(R).
Also ist dann fλ := f kM
−1
λ eine Modulform auf H2(R) vom Gewicht k zur Gruppe Γλ :=
MλΓM
−1
λ ∩ S1 · Sp2(R). Ist f zusa¨tzlich ε-symmetrisch und Γ konjugations-stabil, so erha¨lt
man unter bestimmten Umsta¨nden sogar Formen zu einer Erweiterung von Γλ vom Grad 2.
Gibt es unter diesen Voraussetzungen na¨mlich Mtr ∈ Γ, so dass MtrItrλ⊥ ⊂ λ⊥ gilt, so ist M∗tr :
Z 7→ MλMtrItrM−1λ Z ein biholomorpher Automorphismus von H2(R) und als solcher durch
eine gebrochen-rationale Transformation M∗tr ∈ Sp2(R) realisierbar. Offensichtlich erzeugt
dann M∗tr eine (i. A. nicht-triviale) Erweiterung von Γλ vom Grad ≤ 2.
Wir interessieren uns vor allem fu¨r den Fall, dass Γ = U2(o) oder Γ = SU2(o) die volle
bzw. spezielle Hermitesche Modulgruppe ist. Man kann dann ohne Einschra¨nkung (d. h. bis
auf SU2(o)-A¨quivalenz) annehmen, dass λ = (0, 0, l3, l4, β) ist. Man setzt Dλ =
(
l4 −β
−β l3
)
und wa¨hlt Uλ ∈ GL2(C) mit U trλDλUλ ∈ C×( 0 −11 0 ). Dann induziert Mλ = Rot(U−trλ ) eine
biholomorphe Abbildung λ⊥ → H2(R), Z 7→MλZ. U. U. ist es jedoch auch vorteilhaft, andere
Vertreter in der SU2(o)-A¨quivalenzklasse eines rational-quadratischen Divisors zu wa¨hlen,
etwa wenn sich dadurch Γλ einfacher beschreiben la¨sst.
Ist z. B. β ∈ o] primitiv und λ = (0, 0, 0, 0, β), so ist λ⊥ ein rational-quadratischer Divisor mit
Diskriminante δ = δ(λ) = ∆ |β|2. Man kann in diesem Fall Uλ = ( 1 00 u ) mit u = ι˙
√
∆ β ∈ o
wa¨hlen. Dann ist mit Γ = SU2(o)
Γλ = MλΓM
−1
λ ∩ S1 Sp2(R) = Sp2( 1 00 δ )
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die Paramodulgruppe der Stufe ( 1 00 δ ). Man erha¨lt also durch Restriktion in diesem Fall Pa-
ramodulformen. Wegen Rot( 0 11 0 ) Itrλ
⊥ = λ⊥ hat man weiterhin M∗tr = Rot
(
0
√
δ
1/
√
δ 0
)
, so
dass man aus ε-symmetrischen Formen im Fall δ > 1 sogar Paramodulformen zu der von
M∗tr erzeugten Erweiterung von Sp2(
1 0
0 δ ) erha¨lt. Die Restriktion ist in diesem Fall sozusa-
gen die Umkehrung der von Ko¨hler [42] allgemeiner untersuchten automorphen Einbettung
paramodularer Gruppen in Hermitesche Modulgruppen.
Bei allgemeinem β ∈ o] ist λ = (0, 1, 0, 0, β) ∈ L] primitiv. Die Restriktion auf λ⊥ fu¨hrt hier
z. B. fu¨r β = n ι˙√
∆
mit n > 1 auf Modulformen zu (Untergruppen von) Kongruenzgruppen
der Art Γ0[n] ⊂ Sp2(Z), wie sie etwa in [36] oder [63] untersucht wurden.
Im Gegensatz zu den bisherigen Beispielen ist Γλ i. A. eine zur Siegelschen Modulgruppe
Sp2(Z) inkommensurable Untergruppe von Sp2(R). Die weitere Restriktion auf die Diago-
nale H1×H1 ⊂ H2(R) fu¨hrt na¨mlich i. A. auf Hilbertsche Modulgruppen bzw. Hilbertsche
Modulformen zu reell-quadratischen Zahlko¨rpern.
Umgekehrt erha¨lt man auf diese Weise in gewissem Sinne eine (grobe) Klassifikation der
Gruppen Γλ: Ist d ∈ N quadratfrei, so ist Γλ eine Untergruppe vom Typ d, je nachdem wie
die Restriktion auf die Diagonale operiert: Als Untrgruppe von SL2(Z)× SL2(Z) (bei Typ 1,
d. h. Γλ ist kommensurabel zu Sp2(Z)) oder als Untrgruppe der Hilbertschen Modulgruppe
zu Q(
√
d). Wir werden in Abschnitt 6.3 sehen, dass Modulformen zu Gruppen des Typs d > 1
im Zusammenhang mit Hermiteschen Modulformen durchaus von Interesse sein du¨rften.
5.3 Borcherds-Produkte als Hermitesche Modulformen
Borcherds Konstruktion von (meromorphen) automorphen Formen zu orthogonalen Gruppen
mit explizit bekanntem Divisor durch sog. Borcherds-Produkte ist von fundamentaler Bedeu-
tung in der Theorie dieser Modulformen und stellt Verbindungen zu verschiedenen anderen
Gebieten (wie z. B. Kac-Moody-Algebren) her. U¨ber den in Abschnitt 5.1 beschriebenen Zu-
sammenhang von orthogonalen zu Hermiteschen Modulformen la¨sst sich Borcherds Methode
auch hier gewinnbringend einsetzen. In diesem Abschnitt stellen wir einige der wesentlichen
Ergebnisse — auf unseren Spezialfall zugeschnitten — zusammen.
Sei VL := CL
]/L und ρL : SL2(Z) → GL(VL) die zum quadratischen Modul (L]/L, q mod
Z) assoziierte Weil-Darstellung. Wenn wir (L]/L, q mod Z) wie am Anfang von Abschnitt
5.1 beschrieben mit (o]/o,−| · |2 mod Z) identifizieren, so ist ρL = ρ∆. In diesem Sinne ist
uns ρL (vergleichsweise gut) bekannt. Ist λ ∈ L], so schreiben wir wieder fλ ∈ VL fu¨r die
charakteristische Funktion der Nebenklasse λ+ L.
In der Theorie der Borcherds-Produkte spielen meromorphe Modulformen (sowohl als
”
Input“
wie als
”
Output“) eine wichtige Rolle. Wir verallgemeinern daher Definition 1.26 und bezeich-
nen fu¨r k ∈ Z mit [SL2(Z), k, ρL]mer den Raum der holomorphen Funktion f : H1 → VL, die
f kM = ρ(M)f fu¨r alle M ∈ SL2(Z) erfu¨llen und in der Spitze∞ ho¨chstens einen Pol haben.
Wir bezeichnen f ∈ [SL2(Z), k, ρL]mer auch als meromorphe vektorwertige Modulform. Jede
solche Form besitzt eine Fourier-Entwicklung
f(τ) =
∑
λ∈L]/L
∑
n∈q(λ)+Z
cλ(n)e
2piι˙nτfλ,(5.6)
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in der nur endlich viele Fourier-Koeffizienten cλ(n) fu¨r n < 0 von 0 verschieden sind. Bezeich-
net ∆12 =
1
123
(g34 − g26) ∈ [SL2(Z), 12, 1] die normierte elliptische Spitzenform vom Gewicht
12, so ist also f ∈ [SL2(Z), k, ρL]mer a¨quivalent zu ∆l12f ∈ [SL2(Z), k + 12l, ρL] fu¨r hinrei-
chend großes l ∈ N. Insbesondere gibt es meromorphe vektorwertige Modulformen negativen
Gewichts.
Fu¨r einen Charakter χ ∈ SUab2 (o) und k ∈ Z bezeichne [SU2(o), k, χ]mer den Raum der
meromorphen Hermiteschen Modulformen vom Gewicht k mit Charakter χ zu SU2(o).
Der folgende Satz ist eine auf die hier betrachtete Situation Hermitescher Modulformen spe-
zialisierte Version von Ergebnissen aus [3] und [9].
5.4 Satz. Sei f ∈ [SL2(Z),−1, ρL]mer eine vektorwertige Modulform mit Fourier-Entwick-
lung (5.6), so dass cλ(n) ∈ Z, falls n ≤ 0. Dann gibt es ein Borcherds-Produkt φk, also eine
meromorphe Hermitesche Modulform φk ∈ [SU2(o), k, χ]mer, vom Gewicht k = c0(0)/2 mit
einem Charakter χ ∈ SUab2 (o) mit folgenden Eigenschaften:
1) Die Null- und Polstellen von φk liegen sa¨mtlich auf rational-quadratischen Divisoren. Ist
λ ∈ L] primitiv, so ist die Ordnung von φk entlang λ⊥ gegeben durch∑
r∈N
crλ(r
2q(λ)).
2) φk ist ε-symmetrisch mit ε = exp(piι˙
∑
x∈(ι˙/√∆)N cx(− |x|2)) ∈ {±1}.
3) Definiere
nW =
1
24
∑
x∈o]
cx(− |x|2), mW = nW −
∑
n∈N
σ1(n)
∑
x∈o]
cx(−n− |x|2),
tW = −1
2
∑
x∈o], x>0
cx(− |x|2)x, TW =
(
mW −tW
−tW nW
)
.
Fu¨r x = ι˙√
∆
(a + ωb) ∈ o] ist hier x > 0 definiert als b > 0 oder (b = 0, a > 0). Sei
n0 := min {n ∈ Q | cλ(n) 6= 0} und S =
⋃{
λ⊥
∣∣ λ ∈ Λ, q(λ) < 0, ∑r∈N crλ(r2q(λ)) < 0}
die Menge der Singularita¨ten von φk. Dann ist der Charakter χ von φk bestimmt durch
χ(Trans ( 1 00 0 )) = e
2piι˙mW und φk besitzt die auf dem Gebiet {Z | det(=(Z)) > −n0} − S
normal konvergente Produktentwicklung
φk(Z) = e
2piι˙ Spur(TWZ)
∏
T=( ∗ t∗ ∗ )∈Λ, b(T,W )>0
(1− e2piι˙ Spur(TZ))ct(det(T )).
Hier ist b(T,W ) > 0 fu¨r T = (m t∗ n ) ∈ Λ a¨quivalent zu m > 0 oder (m = 0, n > 0) oder
(m = n = 0, t > 0).
Beweis. Wir skizzieren hier nur, wie sich Satz 5.4 aus [3, Theorem 13.1] und [9, Theorem
3.19] ergibt.
1) Vermo¨ge der im Abschnitt 5.1 beschriebenen Interpretation von automorphen Formen zu
O(L)+ als Hermitesche Modulformen zu SU2(o) folgt dies aus [3, Theorem 13.1] und [9, Theo-
rem 3.19]. Man beachte, dass Z ∈ λ⊥ nach der hier gegebenen Definition gerade a¨quivalent
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ist zu ι−11 (Z) ∈ λ⊥ im Sinne von [9]. Nach [3, Theorem 13.1] existiert daher eine Hermitesche
Modulformen φk vom Gewicht k = c0(0)/2 mit den angegebenen Null- und Polstellen. Da je-
de vektorwertige Modulform f vom Gewicht −1 zu ρL tatsa¨chlich eine Form zu ρL,−1 ist (also
nur Werte im Unterraum der geraden Funktionen annimmt), ist f invariant unter σ ∈ O(L)+,
falls σ auf L]/L durch ±1 operiert. Man erha¨lt als Invarianzgruppe des Borcherds-Produktes
auf der orthogonalen Seite daher O(L)+ ∩ Aut(L, f) = O(L)+, bis auf den Fall ∆ = 4. In
diesem Ausnahme-Fall ist i. A. nur O(L)+∩Aut(L, f) = O(L)+d . Wie am Ende von Abschnitt
5.1 beschrieben, ist daher φk auf der Hermiteschen Seite (auch im Fall ∆ = 4) eine Modul-
form zu SU2(o) mit einem Charakter und Transformationsverhalten unter Z 7→ Ztr.
3) Fu¨r die explizite Darstellung von φk als Borcherds-Produkt ist zuna¨chst eine Weyl-
Kammer W ⊂ {Y ∈ VK | q(Y ) > 0} = K zu wa¨hlen, die dann den Weyl-Vektor TW und
die Positivita¨tsbedingung b(λ,W ) > 0 festlegt. Wir legen W wie folgt fest: Fu¨r x ∈ R sei
w(x) = (1, x, x2
√
∆(1 − ωx)) ∈ K ⊗ R. Dann ist W die Weyl-Kammer mit w(x) ∈ W
fu¨r alle 0 < x  1. Hier ist zu beachten, dass fu¨r positives, hinreichend kleines x ∈ R,
λ = (m,n, t) ∈ K mit q(λ) < 0 und ct(q(λ)) 6= 0 stets w(x) 6∈ λ⊥ ist. Denn ist b(λ,w(x)) = 0,
also mx+ n = 2x2<(αw2(x)) mit w2(x) =
√
∆(1− ωx), so gilt
q(λ) = mn− |t|2 ≤ mn− (mx+ n)
2
4x4 |w2(x)|2
−→ −∞ fu¨r x ↓ 0, falls (m,n) 6= (0, 0),
und mit t = ι˙√
∆
(a+ ωb) ansonsten 0 = <(tw2(x)) = −=(ω)(b+ ax), also
0 > q(λ) = − |t|2 = − 1
∆
(a2 + 2<(ω)ab+ |ω|2 b2)
= − 1
∆
(
1
x2
− 2<(ω) 1
x
+ |ω|2)b2 −→ −∞ fu¨r x ↓ 0.
Damit liegt {w(x) | 0 < x < x0} fu¨r hinreichend kleines x0 in einer Zusammenhangskompo-
nente von K−⋃{y ∈ λ⊥ ∣∣ q(λ) < 0, cλ(q(λ)) 6= 0}, also insbesondere in einer Weyl-Kammer
im Sinne von [3]. Mit der so gewa¨hlten Positivita¨tsbedingung ergibt sich dann aus [9, Theo-
rem 3.19] das angegebene Produkt, welches auf {Z = X + ι˙Y ∈ | det(Y ) > −n0}−S normal
konvergiert.
Die Komponenten des Weyl-Vektors TW ergeben sich nun aus [3, Theorem 10.4] (unter
Beru¨cksichtigung der Korrektur fu¨r die ρz′-Komponente aus der Einleitung von [5]).
Als Charakter von SU2(o) ist der Charakter χ von φk nach (1.1) bereits eindeutig bestimmt
durch den Wert χ(Trans ( 1 00 0 )). Wegen der Produktdarstellung ergibt sich χ(Trans (
1 0
0 0 )) =
e2piι˙ Spur((
1 0
0 0 )TW ) = e2piι˙mW .
2) Wie im Beweis zu 1) bereits gesehen, ist φk eine Modulform mit Transformationsverhalten
unter Z 7→ Ztr. Fu¨r T ∈ Λ mit b(T,W ) > 0 gilt nun stets b(T tr,W ) > 0 oder T = ( 0 t∗ 0 ) mit
t ∈ N(∆) := ι˙√
∆
N. Daher folgt mit der Produktdarstellung aus 2) fu¨r Z = ( z1 z2z3 z4 )
φk(Z
tr)
φk(Z)
= e2piι˙ Spur((T
tr
W−TW )Z)
∏
T=( 0 t∗ 0 )∈Λ, t∈N(∆)
(1− e2piι˙ Spur(T trZ))ct(det(T ))
(1− e2piι˙ Spur(TZ))ct(det(T ))
= e2piι˙(−z2(tW−tW )+z3(tW−tW ))
∏
t∈N(∆)
(
1− e2piι˙(−z2t−z3t)
1− e2piι˙(−z3t−z2t)
)ct(−|t|2)
.
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Wegen tW − tW = −12
∑
x∈o], x>0 cx(− |x|2)(x − x) = −
∑
x∈N(∆) cx(− |x|2)x, erha¨lt man ab-
schließend
φk(Z
tr)
φk(Z)
=
∏
t∈N(∆)
(
e2piι˙(z2t−z3t)
1− e2piι˙(−z2t+z3t)
1− e2piι˙(−z3t+z2t)
)ct(−|t|2)
= (−1)
∑
t∈N(∆) ct(−|t|2).
φk ist also ε-symmetrisch mit dem angegebenen Wert von ε ∈ {±1}.
5.5 Bemerkung. a) Sei f ∈ [SL2(Z),−1, ρL]mer eine vektorwertige Modulform, die die Be-
dingungen des Satzes 5.4 erfu¨lle. Dann ergeben sich aus den Formeln des Satzes nicht-triviale
Relationen fu¨r die Fourier-Koeffizienten cλ(n). Da wir z. B. bereits wissen, dass Multiplika-
torsysteme zu SU2(o) immer ganzes Gewicht haben, muss cλ(n) ≡ 0 mod 2 gelten. Ebenso
folgt aus der Kenntnis von SUab2 (o), dass
∑
x∈o]
cx(− |x|2) ≡ 0 mod
{
12, falls 2|∆,
24, falls 2 -∆,
gelten muss. Weitere Relationen kann man i. A. dadurch finden, dass man in der Produkt-
darstellung eine andere Weyl-Kammer W wa¨hlt. Damit erha¨lt man formal verschiedene For-
meln fu¨r dieselbe Funktion, was seinerseits zu gewissen Relationen zwischen den Fourier-
Koeffizienten von cλ(n) fu¨hrt.
b) Im Satz 5.4 la¨sst sich die vektorwertige Modulform f auch durch die entsprechende
”
schwa-
che“ Jacobi-Form 〈f,Θ1,0〉 ersetzen. In dieser Form wurden vergleichbare Aussagen fu¨r Pa-
ramodulformen von Gritsenko und Nikulin formuliert (siehe z. B. [27], [26], [28]). Die eben
erwa¨hnten Relationen zwischen Fourier-Koeffizienten von f lassen sich dann wie etwa in [28,
Lemma 2.2] auch im Rahmen der Theorie der Jacobi-Formen beweisen.
c) Der Borcherds-Lift f 7→ B(f) = φk in Satz 5.4 ist offensichtlich multiplikativ, d. h. fu¨r f ,
g ∈ [SL2(Z),−1, ρL]mer ist B(f + g) = B(f)B(g).
d) Es ist i. A. wohl recht umsta¨ndlich, die Fourier-Entwicklung eines (holomorphen)
Borcherds-Produktes aus der Produktentwicklung in Satz 5.4 herzuleiten (da die Exponen-
ten ct(det(T )) i. A. auch negativ sind; a priori ist ja auch nicht einmal offensichtlich, dass
diese Exponenten immer in Q oder gar in Z liegen). Manchmal ist es mo¨glich, Borcherds-
Produktes mit anderweitig konstruierten Modulformen zu identifizieren. Bei kleinem Gewicht
sind Borcherds-Produkte z. B. des o¨fteren auch Maaß-Lifts. Beispiele findet man in Kapitel
6.
Nach Satz 5.4 bleibt zu kla¨ren, wie man vektorwertige Modulformen f ∈ [SL2(Z),−1, ρL]mer
mit den geforderten Eigenschaften finden kann. Wir geben im Folgenden zwei Methoden an:
Zum einen ist fu¨r f ∈ [SL2(Z),−1, ρL]mer mit einem Pol der Ordnung ≤ n in∞ offensichtlich
∆n12f ∈ [SL2(Z), 12n− 1, ρL]. Daher ist
[SL2(Z),−1, ρL]mer =
∑
n∈N
∆−n12 [SL2(Z), 12n− 1, ρL].
Dieser Raum ist offensichtlich nicht von endlicher Dimension. Beschra¨nkt man sich jedoch auf
den Teilraum Ln = ∆−n12 [SL2(Z), 12n− 1, ρL] der vektorwertigen Modulformen vom Gewicht
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−1 mit einem Pol der Ordnung ≤ n in ∞, so folgt dimLn = dim[SL2(Z), 11, ρL] + (n −
1)∆+1
2
aus der Dimensionsformel in Satz 3.5. Hier ist wieder zu beachten, dass bei ungeradem
Gewicht Modulformen zu ρL nur von der Komponente ρ
−1
L , der Darstellung auf dem Raum
der geraden Funktionen, herkommen. Kennt man daru¨ber hinaus eine Basis des (freien) R-
Moduls
⊕
n∈N[SL2(Z), 2n − 1, ρ−1L ] der Dimension ∆+12 (vergl. Satz 3.6), so kennt man im
Prinzip auch Basen fu¨r die Ra¨ume Ln und kann die in Satz 5.4 geforderten Eigenschaften fu¨r
f ∈ Ln explizit testen.
Neben diesem direkten Verfahren gibt es auch ein indirektes Kriterium nach Borcherds [4].
Dazu beachte man, dass jede vektorwertige Modulform f ∈ [SL2(Z),−1, ρL]mer bereits durch
ihren Hauptteil
∑
λ∈o]/o
∑
0≥n∈q(λ)+Z cλ(n)e
2piι˙nτ eindeutig bestimmt ist. Tatsa¨chlich ha¨ngen
ja auch die Eigenschaften des Borcherds-Lifts φk in Satz 5.4 nur von diesem Hauptteil ab.
Daher ist es fu¨r die Anwendung von Satz 5.4 im Prinzip ausreichend zu wissen, welche
Hauptteile (mit ganzzahligen Koeffizienten) als Hauptteile von vektorwertigen Modulformen
f ∈ [SL2(Z),−1, ρL]mer auftreten. Dazu definiert man zuna¨chst eine Paarung 〈f, g〉0 formaler
Fourier-Reihen
f(τ) =
∑
λ∈L]/L
∑
−∞n∈q(λ)+Z
cf,λ(n)e
2piι˙nτ und g(τ) =
∑
λ∈L]/L
∑
0≤n∈−q(λ)+Z
cg,λ(n)e
2piι˙nτ
durch
〈f, g〉0 :=
∑
λ∈L]/L
∑
0≥n∈q(λ)+Z
cf,λ(n)cg,λ(−n).(5.7)
Die Paarung ist insbesondere erkla¨rt fu¨r f ∈ [SL2(Z),−1, ρL]mer und g ∈ [SL2(Z), 3, ρL].
〈f, g〉0 ist dann der konstante Term der meromorphen Modulform 〈f, g〉 ∈ [SL2(Z), 2, 1]mer
und als solcher gleich 0 (wie aus einer Anwendung des Residuensatzes auf das Konturintegral
von 〈f, g〉 u¨ber den Rand eines abgeschnittenen Fundamentalbereiches folgt). Fu¨r einen (end-
lichen) Hauptteil H =
∑
λ∈o]/o
∑
0≥n∈q(λ)+Z cλ(n)e
2piι˙nτ ist also sicherlich das Verschwinden
der Terme 〈H, g〉0 fu¨r alle g ∈ [SL2(Z), 3, ρL] notwendige Voraussetzung fu¨r die Fortsetz-
barkeit zu einer vektorwertigen Modulform. Tatsa¨chlich ist diese Voraussetzung auch bereits
hinreichend, wie das folgende Kriterium von Borcherds [4, Theorem 3.1] zeigt:
5.6 Satz. Genau dann existiert eine vektorwertige Modulform f ∈ [SL2(Z),−1, ρL]mer mit
Hauptteil H =
∑
λ∈o]/o
∑
0≥n∈q(λ)+Z hλ(n)e
2piι˙nτ , wenn die Obstruktionsbedingung
〈H, g〉0 =
∑
λ∈L]/L
∑
0≥n∈q(λ)+Z
hλ(n)cλ(−n) = 0(5.8)
fu¨r alle g ∈ [SL2(Z), 3, ρL] mit g(τ) =
∑
λ∈o]/o
∑
0≤n∈−q(λ)+Z cλ(n)e
2piι˙nτ erfu¨llt ist.
Wir bezeichnen [SL2(Z), 3, ρL] im Hinblick auf Satz 5.6 auch als den Obstruktionsraum fu¨r
[SL2(Z),−1, ρL]mer.
Im Vergleich mit der ersten Methode bietet Satz 5.6 eine deutlich einfachere Mo¨glich-
keit, eine den Voraussetzungen von Satz 5.4 genu¨gende vektorwertige Modulformen f ∈
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[SL2(Z),−1, ρL]mer (zumindest indirekt) zu finden, da man nur eine Basis des Obstruktions-
raums und nicht eine Basis des R-Moduls [SL2(Z),Z, ρ−1L ] beno¨tigt. Daru¨ber hinaus sind in
Satz 5.6 unabha¨ngig von der Ordnung des Hauptteils immer nur dim([SL2(Z), 3, ρL]) viele
Bedingungen zu testen, wa¨hrend die Dimensionen der Ra¨ume Ln ja mit n wachsen.
Da die orthogonale Gruppe O∆ (wie bisher) auch auf Hauptteilen operiert, ko¨nnen wir jeden
Hauptteil H wie in Satz 5.6 als Summe von Eigenfunktionen H =
∑
χ∈Oab∆ Hχ schreiben
(wegen ρL = ρ∆ erha¨lt man die Zerlegung von ρL in irreduzible aus Abschnitt 2.1). Fu¨r
die Komponenten Hχ sind dann die Obstruktionsbedingungen 〈Hχ, g〉0 = 0 fu¨r alle g ∈
[SL2(Z), 3, ρ∆,0,χ′ ] mit χ 6= χ′ ∈ Oab∆ trivialerweise erfu¨llt. Fu¨r Hχ ist daher ”nur noch“ das
reduzierte Obstruktionsproblem
〈Hχ, g〉0 = 0(5.9)
fu¨r alle g ∈ [SL2(Z), 3, ρ∆,0,χ] zu lo¨sen.
Borcherds Ergebnis in [4] ist natu¨rlich viel allgemeiner als Satz 5.6. Insbesondere kann man
durch Lo¨sen eines entsprechenden Obstruktionsproblems Borcherds-Produkte fu¨r alle ortho-
gonalen Gruppen O(L)+ (mit geeignetem Gitter L) konstruieren. Im hiesigen Spezialfall
findet man explizite Beispiele fu¨r Borcherds-Produkte im Kapitel 6, fu¨r andere orthogonale
Gruppen außer in [3] z. B. auch in [28], [16], [22]. Andere Borcherds-Produkte sind (zwar nicht
als solche) seit langem bekannt, etwa die Siegelsche Modulform ϑ5 ∈ [Sp2(Z), 5, ν℘] kleinsten
Gewichts mit nicht-trivialem Multiplikatorsystem, Freitags Hermitesche Modulform Θ10 zum
Gaußschen Zahlko¨rper aus [20] (wie wir in Abschnitt 6.2 sehen werden) oder auch Gundlachs
Hilbertsche Modulform Θ vom Gewicht 5 zu Q(
√
5) aus [30] (vergl. auch [57]), wie ku¨rzlich
in [10] festgestellt wurde (Θ entsteht sozusagen aus ϑ5 durch Restriktion auf einen rational-
quadratischen Divisor; auf diese Weise erha¨lt man allgemein aus Borcherds-Produkten ho¨her-
en Grades Borcherds-Produkte auf Schnitten rational-quadratischer Divisoren). In gewissem
Sinne kann man auch die Dedekindsche η-Funktion als Borcherds-Produkt betrachten. Dies
steht im Zusammenhang mit Ergebnissen von Bruinier [9, Th. 5.11], die (unter geeigneten Vor-
aussetzungen an L) im Wesentlichen besagen, dass jede meromorphe Modulform zu O(L)+,
deren Divisor eine Linearkombination von rational-quadratischen Divisoren ist, bereits als
Borcherds-Produkt auftritt.
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6 Beispiele graduierter Ringe Hermitescher Modulfor-
men
Mit Hilfe der in den letzten Kapiteln dargestellten Methoden ist es mo¨glich, in einigen Fa¨llen
mit kleiner Diskriminante ∆ Erzeuger fu¨r einige graduierte Ringe Hermitescher Modulformen
zu bestimmen. Die Komplexita¨t des Problems ha¨ngt — wie wir sehen werden — entscheidend
von der Dimension des Obstruktionsraumes [SL2(Z), 3, ρ∆,0] ab. Fu¨r diese Dimensionen erha¨lt
man mit den in Abschnitt 2.2 bestimmten Gro¨ßen die Werte
∆ 3 4 7 8 11 15 19 20 23 24 31 35 39 40
dim 1 1 + 1 2 2 2 2 + 1 3 3 + 1 4 3 + 1 5 3 + 2 4 + 2 4 + 2
Dort, wo in der Tabelle die Dimension als Summe angegeben ist, kommen die Formen von
zwei verschiedenen irreduziblen Unterdarstellungen von ρ∆,0 her (die man aus den Tabellen
in Abschnitt 7.1 ablesen kann). Der gro¨ßere Summand ist dabei jeweils die Dimension des
Unterraumes zum trivialen Charakter, also dim([SL2(Z), 3, ρ∆,0,1]).
Wenn die Dimension des Obstruktionsraumes 1 ist (also genau im Fall ∆ = 3), lassen sich
Divisoren unterschiedlicher Diskriminante durch Modulformen trennen. Dann la¨sst sich die
Struktur des Ringes im wesentlichen wie im Siegelschen Fall bestimmen. Tatsa¨chlich kann
man auch noch den Fall ∆ = 4 auf diese Weise behandeln. Im allgemeinen lassen sich Di-
visoren unterschiedlicher Diskriminante aber nicht mehr durch Modulformen trennen. Dies
bedingt, dass gro¨ßere Schwierigkeiten zu u¨berwinden sind. Wir zeigen dies exemplarisch am
Beispiel ∆ = 8 auf.
Inwieweit die verwendeten Methoden geeignet sind, auch schwierigere Fa¨lle zu lo¨sen, bleibt
offen. Jedenfalls kann man auf ganz analoge Weise Erzeuger graduierter Ringe orthogonaler
Modulformen auch zu anderen Gittern bestimmen, so wie dies z. B. in [15] fu¨r eine Gruppe
O(L)+ ⊂ O(2, 3)+ ausgefu¨hrt wurde. Heuristisch betrachtet sollte sich auf diese Weise fu¨r
Gitter L mit Signatur (2, b), b ≥ 3 und
”
kleiner Diskriminante“ die Bestimmung von Erzeu-
gern des graduierten Ringes der Modulformen zu O(L)+ auf Modulformen kleineren Grades
zuru¨ckfu¨hren lassen. In diesem Sinne sind die hier behandelten Fa¨lle als Glieder ganzer Ketten
von Beispielen zu sehen. Man findet diesen Ansatz z. B. auch in [22].
6.1 Modulformen zu Q(
√−3)
In diesem Abschnitt bestimmen wir Erzeuger fu¨r den graduierten Ring der Hermiteschen Mo-
dulformen zu Q(
√−3). Dieser Fall ist in jeder Hinsicht der einfachste: Der Obstruktionsraum
und die Darstellung ρ∆,0 haben jeweils minimale Dimension (na¨mlich 3 bzw. 1). Zuna¨chst
bemerkt man folgenden einfachen Zusammenhang
6.1 Lemma. Sei j ∈ N. Dann ist
[U2(o), k, det
j] =
{
[SU2(o), k, 1], falls k ≡ j mod 3,
{0}, sonst.
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Beweis. Die notwendige Bedingung (1.8) impliziert [U2(o), k, det
j] = {0}, falls k 6≡ j mod 3.
Ist andererseits k ≡ j mod 3 und f ∈ [SU2(o), k, 1], so gilt fu¨r M ∈ U2(o) mit det(M) = ε2
f kM = det(ε
−112)−kf k(ε14)M = det(M)
kf,
denn es ist det((ε14)M) = ε
4+2 = 1. Also ist dann [SU2(o), k, 1] = [U2(o), k, det
k].
Wir untersuchen daher ab jetzt Formen zu SU2(o) mit trivialem Charakter. Um Erzeu-
ger des graduierten Ringes [SU2(o),Z, 1] zu bestimmen, beno¨tigen wir Modulformen kleinen
Gewichts bzw. mit minimalem Divisor. Es ist daher heuristisch klar, das man holomorphe
Borcherds-Produkte zu vektorwertigen Modulformen mit Polen kleiner Ordnung bestimmen
sollte, denn solche Borcherds-Produkte haben entsprechend Nullstellen nur entlang rational-
quadratischer Divisoren kleiner Diskriminante. Nach Korollar 5.3 sind in diesem Fall alle
rational-quadratischen Divisoren gleicher Diskriminante a¨quivalent unter SU2(o). Wir wa¨hlen
jeweils ein primitives λj ∈ L] als Vertreter der rational-quadratischen Divisoren mit Diskri-
minante j ≤ 3. In der folgenden Tabelle sind in den letzten beiden Spalten die definierende
Gleichung fu¨r Z = ( z1 z2z3 z4 ) ∈ λ⊥j und die Ordnung entlang λ⊥j eines Borcherds-Produktes
φ = B(f) zu f ∈ [SL2(Z),−1, ρL]mer mit Polordnung ≤ 1 in ∞ aufgelistet:
j λj q(λj) Z ordφ(λ
⊥
j )
1 (0, 0, 0, 0, ι˙√
3
) −1
3
z3 = z2 c ι˙√
3
(−1
3
)
3 (0, 0, 0, 0, 1) −1 z3 = −z2 c0(−1)
Der Obstruktionsraum [SL2(Z), 3, ρ∆,0] hat in diesem Fall Dimension 1 und wird daher von
der vektorwertigen Eisenstein-Reihe E∗ρ,3 zur Darstellung ρ = ρ3,0 erzeugt. Die Fourier-
Entwicklung dieser Eisenstein-Reihe ist nach Satz 3.17 (oder auch [11]) gegeben durch (hier
verwenden wir q = e2piι˙τ )
E∗ρ,3,0(τ) = 1− 90 q1 − 216 q2 − 738 q3 +O(q4),
E∗
ρ,3,±ι˙√
3
(τ) = −9 q1/3 − 117 q4/3 − 450 q7/3 − 648 q10/3 +O(q13/3).
Die Hauptteile
H0 = 18, H0 = 1 q
−1 + 90,
H ι˙√
3
= H− ι˙√
3
= 1 q−1/3, H ι˙√
3
= H− ι˙√
3
= 0 q−1/3
erfu¨llen daher Borcherds Obstruktionsbedingung (5.8), sind also zu vektorwertigen Modul-
formen in [SL2(Z),−1, ρ∆,0]mer fortsetzbar (man beachte auch, dass diese Hauptteile die in
Bemerkung 5.5 gegebenen Kongruenzen erfu¨llen). Wir bezeichnen die zugeho¨rigen Borcherds-
Produkte vom Gewicht 9 bzw. 45 mit φ9 bzw. φ45. In der folgenden Tabelle ist die Nullstel-
lenordnung des Borcherds-Produktes φk entlang der rational-quadratischen Divisoren λ
⊥
j mit
Diskriminante j ≤ 3 aufgelistet. Die Ordnung entlang aller rational-quadratischen Divisoren
λ⊥ mit Diskriminante δ(λ⊥) > 3 ist 0. In den beiden letzten Spalten sind das Multiplikator-
system ν ∈ Uab2 (o) und der Symmetrie-Koeffizient ε der Borcherds-Produktes angegeben.
k λ⊥1 λ
⊥
3 ν ε
9 1 0 1 −1
45 0 1 1 1
6.1 Modulformen zu Q(
√−3) 111
Insbesondere sind also φ9 und φ45 holomorphe Modulformen. Die Bestimmung der Charak-
tere der Borcherds-Produkte ist hier kein Problem: Nach Lemma 6.1 haben φ9 und φ45 (als
Modulformen zu U2(o)) jeweils trivialen Charakter, da die Gewichte in beiden Fa¨llen durch 3
teilbar sind. Es bleibt das Transformationsverhalten unter der Transposition zu untersuchen.
Dies kann man zum einen aus Satz 5.4 ablesen. Andererseits folgt das Transformationsver-
halten auch schon auf der Konfiguration der Divisoren: Dazu beachtet man, dass geeignete
rational-quadratische Divisoren nicht-triviale (punktweise) Fixgruppen in Bihol(H2) haben.
So gilt etwa
Z ∈ λ⊥1 =⇒ Z = Ztr,
Z ∈ λ⊥3 =⇒ Z = (Ztr) [( 1 00 −1 )] .
Dies fu¨hrt wie u¨blich zu Zwangsnullstellen gewisser Formen:
f ∈ [SU2(o), k, 1]−1 =⇒ f = 0 auf λ⊥1 ,(6.1)
f ∈ [SU2(o), k, 1]ε =⇒ f = 0 auf λ⊥3 , falls (−1)kε 6= 1.(6.2)
Damit ko¨nnen wir z. B. φ9 (bis auf einen Skalar) mit f9, dem ersten Maaß-Lift ungeraden Ge-
wichts, identifizieren. Denn wegen (6.1) ist dann f9 = 0 auf λ
⊥
1 (und damit auf allen rational-
quadratischen Divisoren mit Diskriminante 1), also f9/φ9 eine nicht-triviale Modulform vom
Gewicht 0, d. h. eine nichtverschwindende Konstante. Da f9 nach Lemma 4.16 antisymme-
trisch ist, gilt dies auch fu¨r φ9. Insbesondere ist damit auch die Fourier-Entwicklung von φ9
(bis auf einen Skalar) bestimmt (vergl. Bemerkung 5.5). Nach Konstruktion veschwindet φ45
auf λ⊥1 nicht und kann daher nicht antisymmetrisch sein, da sonst eine Zwangsnullstelle bei
λ⊥1 vorla¨ge. Also ist φ45 symmetrisch. Im u¨brigen ist φ45 aus demselben Grund kein Maaß-Lift,
da Maaß-Lifts ungeraden Gewichts nach Lemma 4.16 stets antisymmetrisch sind.
Die vektorwertigen Modulformen mit den oben angegebenen Hauptteilen lassen sich natu¨rlich
auch explizit konstruieren. Sei dazu wieder ∆12 ∈ [SL2(Z), 12, 1] die (normierte) Diskriminan-
te. Ist dann f ∈ [SL2(Z),−1, ρ∆,0]mer mit einem Pol der Ordnung ho¨chstens 1 in der Spitze,
so ist ∆12 f ∈ [SL2(Z), 11, ρ∆,0]. Aus den Beispielen in Abschnitt 4.3 wissen wir, dass der
R-Modul [SL2(Z),Z, ρ∆,0,1] von den Eisenstein-Reihen E∗ρ,k vom Gewicht k = 3 und k = 5
(zur Darstellung ρ = ρ∆,0,1) erzeugt wird. Der Raum [SL2(Z), 11, ρ∆,0] wird daher von E∗ρ,3g8
und E∗ρ,5g6 aufgespannt. Die Fourier-Entwicklung der Eisenstein-Reihen E
∗
ρ,k ist aus Satz
3.17 bekannt (man findet diese vektorwertigen Eisenstein-Reihen im Fall ∆ = 3 implizit auch
schon in [14]). Daher lassen sich die Fourier-Entwicklungen von E∗ρ,kg11−k/∆12 berechnen.
Man erha¨lt
E∗ρ,3,0(τ)
g8(τ)
∆12(τ)
= −1
9
q−1 − 64− 12258 q − 8142848
9
q2 +O(q3),
E∗
ρ,3,±ι˙√
3
(τ)
g8(τ)
∆12(τ)
= −3 q−1/3 − 1536 q2/3 − 233439 q5/3 +O(q8/3),
E∗ρ,5,0(τ)
g6(τ)
∆12(τ)
=
1
3
q−1 − 240 + 27702 q + 7886240
3
q2 +O(q3),
E∗
ρ,5,±ι˙√
3
(τ)
g6(τ)
∆12(τ)
= −15 q−1/3 + 6576 q2/3 + 721725 q5/3 +O(q8/3),
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wobei die Entwicklung
1/∆12(τ) = q
−1 + 24 + 324 q + 3200 q2 + 25650 q3 +O(q4)
zu beachten ist. Durch geeignete Linearkombinationen (aE∗ρ,3g8 + bE
∗
ρ,5g6)/∆12 mit (a, b) =
(−1
8
,− 1
24
) bzw. (a, b) = (−45
8
, 9
8
) erha¨lt man Modulformen in [SL2(Z),−1, ρ∆,0]mer mit den
angegebenen Hauptteilen.
Fu¨r n ∈ N und x ∈ L]/L sei δ(n, x) ⊂ H2 die Vereinigung der rational-quadratischen Di-
visoren λ⊥ mit Diskriminante n und λ ≡ x mod L (bei primitivem λ ∈ L]). Der Divisor
div(φk) eines Borcherds-Produktes φk ist dann also eine Z-Linearkombination von Divisoren
der Form δ(n, x). Zusammenfassend ko¨nnen wir dann feststellen:
6.2 Satz. Es gibt Borcherds-Produkte
φ9 ∈ [U2(o), 9, 1]−1 mit div(φ9) = δ(1, ι˙√3) + δ(1,− ι˙√3) und
φ45 ∈ [U2(o), 45, 1]+1 mit div(φ45) = δ(3, 1).
Aus Lemma 4.19 wissen wir, dass die Restriktionsabbildung
Mk,1 →MRk ⊂ [Sp2(Z), k, 1], f 7→ fH2(R),
surjektiv ist (aus Dimensionsgru¨nden ist die Restriktionsabbildung in diesem Fall fu¨r gerades
k dann sogar ein Isomorphismus der Maaß-Ra¨ume; vergl. [14, Satz 10.4]). Fu¨r 4 ≤ k ∈ 2Z sei
Sk die (normierte) Siegelsche Eisenstein-Reihe vom Gewicht k (wie z. B. in [40]). Bekanntlich
ist Sk im Siegelschen Maaß-Raum MRk enthalten. Der graduierte Ring [Sp2(Z), 2Z, 1] der
Siegelschen Modulformen (vom Grad 2) mit geradem Gewicht wird bekanntlich von den
Eisenstein-Reihen S4, S6, S10 und S12 erzeugt [40, Th. 9]. Diese Erzeuger lassen sich also zu
Hermiteschen Modulformen zu Q(
√−3) liften (und zwar wiederum als Maaß-Lifts).
Fu¨r 6 ≤ k ∈ 2Z sei nun Ek die (normierte) Hermitesche Eisenstein-Reihe vom Gewicht k wie
in [14], also mit Γ0 = {M ∈ U2(o) | M = ( A B0 D )}
Ek(Z) =
∑
M :Γ0\U2(o)
det(M)k/21kM
(der Faktor det(M)k/2 beru¨cksichtigt hier die Ausnahme-Einheiten). Wie auch in den ande-
ren Fa¨llen mit Klassenzahl 1, kann man fu¨r ∆ = 3 im wesentlichen wie in [49] durch eine
Charakterisierung als Hecke-Eigenform zeigen, dass Ek ∈ Mk,1 im Maaß-Raum liegt [14].
Insbesondere la¨ßt sich die Fourier-Entwicklung von Ek bestimmen. In der hier verwendeten
Notation la¨ßt sich [14, Satz 9.1] dann formulieren als (hier ist wieder ρ = ρ∆,0,1)
Ek =
−2k
Bk
M(E∗ρ,k−1) fu¨r 6 ≤ k ∈ 2N.
Die
”
fehlende Eisenstein-Reihe“ E4 definieren wir jetzt einfach u¨ber diese Gleichung als Maaß-
Lift. Man erha¨lt daher folgende Tabelle fu¨r die Fourier-Koeffizienten αEk(T ) der Eisenstein-
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Reihen (mit x = ±ι˙/√3):
( 0 00 0 ) (
1 0
0 0 ) (
1 x
x 1 ) (
1 0
0 1 )
4 1 240 6480 17280
6 1 −504 22680 120960
10 1 −264 1817640
809
46759680
809
12 1 65520
691
201080880
1276277
11606474880
1276277
Aus den Werten dieser Fourier-Koeffizienten folgt insbesondere E10 6= E4E6 und E12 6=
bE34 + (1− b)E26 fu¨r jedes b ∈ C (fu¨r den Fourier-Koeffizienten α(T ) von E4E6 zu T = ( 1 xx 1 )
erha¨lt man na¨mlich beispielsweise α(T ) = 6480 + 22680 = 29160 6= 1817640
809
).
6.3 Lemma. Fu¨r k = 4, 6, 10 und 12 gibt es Hermitesche Modulformen fk vom Gewicht k
im Maaß-Raum Mk,1 ⊂ [SU2(o), k, 1]+1, deren Restriktionen auf den Siegelschen Halbraum
H2(R) den Ring [Sp2(Z), 2Z, 1] erzeugen.
Konkret kann man fk = Ek =
−2k
Bk
M(E∗ρ,k−1) wa¨hlen, d. h. fk ist fu¨r k = 6, 10 und 12 die
Hermitesche Eisenstein-Reihe vom Gewicht k.
Beweis. Die Existenz Hermitescher Modulformen mit der behaupteten Eigenschaft ist klar
nach obiger Bemerkung (wa¨hle Urbilder der Siegelschen Eisenstein-Reihen unter der Restrik-
tionsabbildung). Es bleibt also zu zeigen, dass man konkret E4, E6, E10 und E12 wa¨hlen
kann. Wegen dim(MRk ) = 1 fu¨r gerades k ≤ 8 ist zuna¨chst E4H2(R) = S4 und E6H2(R) = S6.
Weiter ist E10H2(R) = aS10 + b S4S6 mit a, b ∈ C und a + b = 1 (da alle Eisenstein-Reihen
normiert sind). Jetzt muß a = 0 ausgeschlossen werden. Andernfalls wa¨re E10 − E4E6 = 0
auf H2(R) = λ⊥1 , also (E10 − E4E6)/φ9 eine antisymmetrische Form vom Gewicht 1 und da-
mit nochmals durch φ9 teilbar. Also wu¨rde E10 = E4E6 (auf H2(C)) folgen, was wir jedoch
oben bereits ausgeschlossen hatten. Fu¨r E12 ist schließlich E12H2(R) = aS12 + b S
3
4 + c S
2
6 mit
a, b, c ∈ C und a + b + c = 1. Wieder muss a = 0 ausgeschlossen werden. Andernfalls wa¨re
E12 − bE34 − (1− b)E26 = 0 auf H2(R), also wie eben E12 = bE34 + (1− b)E26 auf H2(C), was
wiederum nicht mo¨glich ist.
Da Q(
√−3) Klassenzahl 1 hat, gibt es im Fall ∆ = 3 nur eine Spitzenklasse, d. h. f ∈
[SU2(o), k, 1] ist ein Spitzenform, falls fΦ = 0. Insbesondere sind φ9 und φ45 Spitzenformen,
da φ9 ja bereits auf H2(R) verschwindet und φ45 Φ eine elliptische Modulform ungeraden
Gewichts ist. Wegen der gewa¨hlten Normierung ist jeweils EkΦ = gk die elliptische Eisenstein-
Reihe vom Gewicht k. Daher sind auch f10 := E10 − E4E6 und f12 := E12 − 441691 E34 − 250691 E26
nicht-triviale Spitzenformen vom Gewicht 10 bzw. 12.
Nach diesen Vorbereitungen ko¨nnen wir jetzt unser Hauptergebnis u¨ber Hermitesche Modul-
formen zu Q(
√−3) beweisen:
6.4 Satz. 1) [SU2(o),Z, 1] wird erzeugt von dem Maaß-Lift E4, den Hermiteschen Eisenstein-
Reihen E6, E10, E12 sowie den Borcherds-Produkten φ9 und φ45. Unter diesen Erzeugern ist
nur φ45 kein Maaß-Lift.
2) Das Ideal der Spitzenformen wird erzeugt von φ9, f10, f12 und φ45.
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Beweis. 1) Wir zeigen induktiv, dass [SU2(o), k, 1] von den isobaren Polynomen vom Grad
k in den genannten Erzeugern aufgespannt wird. Fu¨r k ≤ 0 ist dies klar. Sei daher nun k ≥ 1
und f ∈ [SU2(o), k, 1].
Fall 1: k ∈ 2Z. Dann ist fH2(R) ein isobares Polynom in den Siegelschen Eisenstein-Reihen S4,
S6, S10 und S12, das wir nach Lemma 6.3 zu einem isobaren Polynom in E4, E6, E10 und E12
liften ko¨nnen. Also gibt es f˜ = P (E4, E6, E10, E12) ∈ [SU2(o), k, 1], so dass (f − f˜)H2(R) = 0
ist. Dann ist (f − f˜)/φ9 ∈ [SU2(o), k − 9, 1] eine Modulform vom Gewicht k − 9, also f ∈
f˜ + φ9[SU2(o), k − 9, 1].
Fall 2: k ∈ 1 + 2Z. Sei f± der symmetrische bzw. antisymmetrische Anteil von f . Dann ist
f−H2(R) = 0 nach (6.1), also f−/φ9 ∈ [SU2(o), k − 9, 1]+1 eine symmetrische Modulform vom
Gewicht k − 9. Der symmetrische Anteil f+ verschwindet dagegen nach (6.2) auf δ(3, 1).
Daher ist f+/φ45 ∈ [SU2(o), k − 45, 1]+1 eine symmetrische Modulform vom Gewicht k − 45.
Insgesamt folgt f = f+ + f− ∈ φ9[SU2(o), k − 9, 1]+1 + φ45[SU2(o), k − 45, 1]+1.
2) Sei Icusp ⊂ [SU2(o),Z, 1] das von den Spitzenformen φ9, f10, f12 und φ45 erzeugte Ideal
und f ∈ [SU2(o), k, 1]0 eine Spitzenform. Nach 1) ko¨nnen wir f als isobares Polynom in
den in 1) genannten Erzeugern schreiben. In dieser Darstellung kann man (nach Definition)
ebensogut E10 durch f10 und E12 durch f12 ersetzen. Man sieht daher, dass es ein isobares
Polynom P (X1, X2) gibt, so dass f − P (E4, E6) ∈ Icusp. Durch Anwendung des Φ-Operators
folgt P (g4, g6) = 0. Da die elliptischen Eisenstein-Reihen g4 und g6 algebraisch unabha¨ngig
sind, muß P = 0 und daher f ∈ Icusp sein.
Da da Transformationsverhalter der Erzeuger unter der Transposition bekannt ist, lassen sich
nun auch sehr einfach Erzeuger fu¨r verschiedene Unterringe von [SU2(o),Z, 1] angeben. Z. B.
gilt
6.5 Satz.
[SU2(o),Z, 1]+1 wird erzeugt von E4, E6, E10, E12, φ29 und φ45.1)
[SU2(o), 2Z, 1] wird erzeugt von E4, E6, E10, E12, φ29 und φ9φ45.2)
[SU2(o), 2Z, 1]+1 wird erzeugt von E4, E6, E10, E12 und φ29.3)
Beweis. Man geht jeweils analog zum Beweis von Satz 6.4 vor.
1): Sei f ∈ [SU2(o), k, 1]+1.
Fall 1: k ∈ 2Z. Nach Satz 6.4 gibt es ein Polynom P so dass f˜ = (f−P (E4, E6, E10, E12))/φ9 ∈
[SU2(o), k − 9, 1]−1 ist. Als antisymmetrische Form ist f˜ wieder durch φ9 teilbar, also (f −
P (E4, E6, E10, E12))/φ
2
9 ∈ [SU2(o), k − 18, 1]+1 eine symmetrische Modulform vom Gewicht
k − 18.
Fall 2: k ∈ 1 + 2Z. Da f nach Voraussetzung symmetrisch ist, folgt wie im Beweis von Satz
6.4, dass f/φ45 ∈ [SU2(o), k− 45, 1]+1 eine symmetrische Modulform vom Gewicht k− 45 ist.
Induktiv erha¨lt man fu¨r [SU2(o),Z, 1]+1 die genannten Erzeuger.
2) und 3): Analog zu 1).
Aus dem Beweis von Satz 6.4 folgt fu¨r k ∈ Z auch noch
[SU2(o), 2k, 1]
−1 = φ9φ45[SU2(o), 2k − 54, 1]+1,
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[SU2(o), 2k + 1, 1]
−1 = φ9[SU2(o), 2k − 8, 1]+1,
[SU2(o), 2k + 1, 1]
+1 = φ45[SU2(o), 2k − 44, 1]+1.
Insbesondere ist (jeweils bis auf skalare Vielfache) φ9φ45 die antisymmetrische Modulform
kleinsten geraden Gewichts und φ45 die symmetrische Modulform kleinsten ungeraden Ge-
wichts. Die Bestimmung der Dimensionen der Ra¨ume [SU2(o), k, 1]
±1 ist damit auf den Fall
[SU2(o), 2k, 1]
+1 zuru¨ckgefu¨hrt. Wegen Satz 6.5, 3) in Kombination mit 1) im folgenden Satz
6.6 ist dies effektiv durchfu¨hrbar.
Die Siegelschen Eisenstein-Reihen S4, S6, S10 and S12 sind bekanntlich algebraisch unabha¨ngig
[40]. Daher lassen sich auch die algebraischen Relationen zwischen den Erzeugern aus Satz
6.4 bestimmen. Dazu fu¨hren wir noch einige Notationen ein: Wir bezeichnen mit Xj, j ∈
N, (algebraisch unabha¨ngige) Unbestimmte und fu¨r n ∈ N mit Cn := C[X1, . . . , Xn] den
Polynomring in X1, . . . , Xn u¨ber C. Fu¨r m, n ∈ N mit m < n fassen wir Cm in natu¨rlicher
Weise als Unterring von Cn auf.
6.6 Satz. 1) Die Hermiteschen Modulformen E4, E6, E10, E12 und φ9 sind algebraisch un-
abha¨ngig.
2) Es gibt ein (eindeutig bestimmtes) Polynom p1 ∈ C5 mit
φ245 + p1(E4, E6, E10, E12, φ9) = 0.
3) Sei I = (P1) ⊂ C6 das von P1 := X26 + p1(X1, X2, X3, X4, X5) in C6 erzeugte Ideal. Dann
ist
[SU2(o),Z, 1] ∼= C6/I.
Beweis. 1) Die Restriktionen von E4, E6, E10 und E12 auf H2(R) sind algebraisch unabha¨ngig
und φ9H2(R) = 0.
2) Wegen φ245 ∈ [SU2(o), 2Z, 1]+1 folgt die Existenz von p1 aus Satz 6.5, 3). Die Eindeutigkeit
von p1 ergibt sich dann aus 1).
3) Sei Q ∈ C6 mit Q(E4, E6, E10, E12, φ9, φ45) = 0 auf H2(C). Seien Q0, Q1 ∈ C5 mit
Q−Q0−X6Q1 ∈ I, also Q0(E4, E6, E10, E12, φ9) +φ45Q1(E4, E6, E10, E12, φ9) = 0 auf H2(C).
Bis auf φ45 sind alle Erzeuger invariant unter der Substitution Z 7→ (Ztr) [( 1 00 −1 )] im Argu-
ment, wa¨hrend φ45((Z
tr) [( 1 00 −1 )]) = −φ45(Z) gilt. Daher mu¨ssen Q0(E4, E6, E10, E12, φ9) und
Q1(E4, E6, E10, E12, φ9) auf H2(C) einzeln verschwinden. Wegen 1) folgt jetzt Q0 = Q1 = 0
(in C5), also Q ∈ I.
Hermitesche Modulfunktionen, d. h. meromorphe Funktionen auf SU2(o)\H2(C), sind nach
Klingen [39] Quotienten von Modulformen gleichen Gewichts (tatsa¨chlich werden in [39] die
Diskriminanten −3 und −4 ausgeschlossen, die Ergebnisse bleiben aber in diesen Fa¨llen
richtig).
6.7 Satz. 1) Der Ko¨rper K+3 = [SU2(o), 0, 1]+1mer der symmetrischen Modulfunktionen auf
SU2(o)\H2(C) ist ein rationaler Funktionenko¨rper in den Erzeugern
E26
E34
,
E10
E4 E6
,
E12
E34
und
φ29
E36
.
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2) Der Ko¨rper K3 = [SU2(o), 0, 1]mer der Modulfunktionen auf SU2(o)\H2(C) ist ein alge-
braischer Funktionenko¨rper vom Grad 2 u¨ber K+3 . Ein Erzeuger der Erweiterung [K3 : K+3 ]
ist
φ45
φ59
.
Beweis. 1): Sei f eine symmetrische Modulfunktion und seien g, h ∈ [SU2(o), k, 1] mit f =
g/h. Man kann h ebenfalls als symmetrisch annehmen: Ist etwa h = h+ + h− die Zerlegung
von h in den symmetrischen bzw. antisymmetrischen Anteil, so ist
f =
g
h
=
g(h+ − h−)
h2+ − h2−
und h2+ − h2− ist symmetrisch. Ist jedoch f = g/h mit symmetrischen f und h, so ist auch
g symmetrisch. Symmetrische Modulfunktion sind also Quotienten symmetrischer Modulfor-
men gleichen Gewichts. Weiter kann man das Gewicht k als gerade annehmen. Dann ist f
nach Satz 6.5 Quotient von (isobaren) Polynomen in E4, E6, E10, E12 und φ
2
9. Nach Division
der Polynome durch eine geeignete Potenz El14 E
l2
6 vom Gewicht 4l1 +6l2 = k bleibt zu zeigen,
dass jedes Monom Ek14 E
k2
6 E
k3
10E
k4
12φ
2k5
9 mit kj ∈ Z und
∑
j njkj = 0 als rationale Funktion in
den genannten Modulfunktionen dargestellt werden kann. Dies folgt aus
Ek14 E
k2
6 E
k3
10E
k4
12φ
2k5
9 =
(
E26
E34
)−k1−k2−2k3−3k4−3k5 ( E10
E4 E6
)k3 (E12
E34
)k4 ( φ29
E36
)k5
.
Also ist K+3 ein Funktionenko¨rper in den genannten Erzeugern, die nach Satz 6.6 1) zudem
algebraisch unabha¨ngig sind.
2): φ45/φ
5
9 ist eine antisymmetrische Modulfunktion. Ist f eine antisymmetrische Modulfunk-
tion, so ist (φ45/φ
5
9)
−1f ∈ K+3 . Jede Modulfunktionen f zerlegt sich als f = f+ +f− in Eigen-
funktionen der Transposition. Also ist K3 = K+3 [φ45/φ59]. K3 ist eine Erweiterung vom Grad 2
u¨ber K+3 , denn φ45/φ59 erfu¨llt die quadratische Gleichung X2 +p1(E4, E6, E10, E12, φ9)/φ109 = 0
u¨ber K+3 .
Sei nun H+ = (SU2(o)o 〈Itr〉)\H2(C) die Satake-Kompaktifizierung des Quotienten von
H2(C) unter der Operation der erweiterten Modulgruppe SU2(o)n 〈Itr〉, etwa analog zu [20]
oder [21, Kap. II]. Eine unmittelbare Folgerung aus Satz 6.7 ist dann
6.8 Korollar. H+ ist eine rationale Varieta¨t.
6.2 Modulformen zu Q(
√−1)
In diesem Abschnitt bestimmen wir Erzeuger fu¨r einige graduierte Ringe Hermitescher Mo-
dulformen zu Q(
√−1). Nach ersten Ergebnissen von Freitag [20] wurde dieser Fall bisher
vergleichsweise intensiv behandelt, so z. B. in [58], [24], [44], [1]. Nach [35, 2.9] kennt man
sogar Erzeuger fu¨r einen graduierten Ring von Modulformen zur erweiterten Kongruenzgrup-
pe U2[℘] o 〈Itr〉. In [35] spielen Thetareihen mit Charakteristik wie auch schon in [20] eine
wesentliche Rolle. Die Ergebnisse dieses Abschnitts findet man daher zum Teil auch schon in
der Literatur. Neu ist im Wesentlichen die verwendete Methode. Im Gegensatz zu einigen der
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zitierten Arbeiten, die z. T. sehr spezielle Eigenschaften des Gaußschen Zahlko¨rpers verwen-
den, kann man hier ganz analog zum Fall ∆ = 3 vorgehen. Dies kann man als Hinweis auf
die Allgemeinheit der Methode sehen und mag als (schwache) Rechtfertigung fu¨r teilweise
Wiederholung bekannter Ergebnisse dienen.
Der Fall ∆ = 4 spielt insofern eine besondere Rolle, als o× nur in diesem Fall primitive vierte
Einheitswurzeln entha¨lt (wie im letzten Abschnitt gesehen, spielen die Ausnahme-Einheiten
im Fall ∆ = 3 fu¨r die Theorie der Hermiteschen Modulformen vom Grad 2 eigentlich keine
Rolle). Wie bereits in Abschnitt 1 bemerkt, gibt es daher in diesem Fall nur Formen geraden
Gewichts, d. h.
[DU2, k, 1] = {0}, falls k ≡ 1 mod 2Z.
Alle rational-quadratischen Divisoren gleicher Diskriminante sind in diesem Fall nach Korollar
5.3 unter U2(o) a¨quivalent, zerfallen aber i. A. in zwei SU2(o)-Bahnen: Die Divisoren λ
⊥ und
λ′⊥ der Diskriminante n ∈ N zu primitiven λ, λ′ ∈ L] sind genau dann SU2(o)-a¨quivalent, falls
n 6≡ 1 mod 4Z oder λ ≡ λ′ mod L. Wie im letzten Abschnitt wa¨hlen wir primitive λj ∈ L] als
Vertreter der U2(o)-A¨quivalenzklassen rational-quadratischer Divisoren mit Diskriminante
j ≤ 4 und listen die definierende Gleichung fu¨r Z ∈ λ⊥j und die Ordnung entlang λ⊥j eines
Borcherds-Produktes φ = B(f) zu f ∈ [SL2(Z),−1, ρL]mer mit Polordnung ≤ 1 in ∞ auf:
j λj q(λj) Z ordφ(λ
⊥
j )
1 (0, 0, 0, 0, 1
2
) −1
4
z3 = z2 c 1
2
(−1
4
) + c0(−1)
2 (0, 0, 0, 0, 1+ι˙
2
) −1
2
z3 = ι˙z2 c 1+ι˙
2
(−1
2
)
4 (0, 1, 0, 0, 1) −1 z3 = 1− z2 c0(−1)
Der Divisor (0, 0, 0, 0, ι˙
2
)⊥ (mit der definierenden Gleichung z3 = −z2) ist in diesem Fall U2(o)-
a¨quivalent zu λ⊥1 , da Rot ( 1 00 ι˙ )λ
⊥
1 = (0, 0, 0, 0,
ι˙
2
)⊥. Der Obstruktionsraum [SL2(Z), 3, ρ∆,0] hat
bereits Dimension 2 (wie am Anfang des Kapitels notiert), zerlegt sich jedoch (nicht-trivial) in
die jeweils 1-dimensionalen Unterra¨ume zu den irreduziblen Komponenten ρ∆,0,1 und ρ∆,0,χ
mit 1 6= χ ∈ Oab∆ (den Restriktionen von ρ∆,0 auf die Wι˙-Eigenra¨ume). Der Unterraum
[SL2(Z), 3, ρ∆,0,1] wird, da eindimensional, von der vektorwertigen Eisenstein-Reihe E∗ρ,3 zur
Darstellung ρ = ρ4,0 erzeugt. Die Fourier-Entwicklung dieser Eisenstein-Reihe ist nach Satz
3.17 (oder auch [11]) gegeben durch (hier verwenden wir wieder q = e2piι˙τ )
E∗ρ,3,0(τ) = 1− 68 q1 − 260 q2 − 480 q3 +O(q4),
E∗
ρ,3, 1+ι˙
2
(τ) = −20 q1/2 − 96 q3/2 − 520 q5/2 − 576 q7/2 +O(q4),
E∗
ρ,3, 1
2
(τ) = E∗
ρ,3, ι˙
2
(τ) = −4 q1/4 − 104 q5/4 − 292 q9/4 − 680 q13/4 +O(q4).
Da die Komponente ρ∆,0,χ ∼= ν6η eindimensional ist, kennt man auch [SL2(Z), 3, ρ∆,0,χ] explizit.
Dieser Unterraum ist jedoch im Folgenden unerheblich, da sich herausstellt, dass man fu¨r
unsere Zwecke nur Borcherds-Produkte zu f ∈ [SL2(Z),−1, ρ∆,0,1]mer beno¨tigt (so dass f die
Obstruktionen mit [SL2(Z), 3, ρ∆,0,χ] trivialerweise erfu¨llt).
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Die Hauptteile
H0 = 8, H0 = 20, H0 = 1 q
−1 + 60,
H 1+ι˙
2
= 0 q−1/2, H 1+ι˙
2
= 1 q−1/2, H 1+ι˙
2
= 0 q−1/2,
H 1
2
= H ι˙
2
= 1 q−1/4, H 1
2
= H ι˙
2
= 0 q−1/4, H 1
2
= H ι˙
2
= −1 q−1/4.
genu¨gen Borcherds Obstruktionsbedingung (5.8) und sind daher zu vektorwertigen Mo-
dulformen in [SL2(Z),−1, ρ∆,0,1]mer fortsetzbar. Wir bezeichnen die zugeho¨rigen Borcherds-
Produkte vom Gewicht k wieder mit φk. Da die obigen vektorwertigen Modulformen im Un-
terraum zu ρ∆,0,1 liegen, sind diese unter der Operation von O(L)
+ invariant. Die Borcherds-
Produkte φ4, φ10 und φ30 sind daher auf der Hermiteschen Seite sogar (meromorphe) Mo-
dulformen zu U2(o) mit gewissen Charakteren ν ∈ Uab2 (o) (vergl. den Bew. zu Satz 5.4).
In der folgenden Tabelle sind wieder die wichtigsten Eigenschaften der Borcherds-Produkte
φk, insbesondere die Nullstellenordnung entlang der rational-quadratischen Divisoren λ
⊥
j mit
Diskriminante j ≤ 4 aufgelistet (die Ordnung entlang aller rational-quadratischen Divisoren
λ⊥ mit Diskriminante δ(λ⊥) > 4 ist 0).
k λ⊥1 λ
⊥
2 λ
⊥
4 ν ε
4 1 0 0 ν℘ det −1
10 0 1 0 1 1
30 0 0 1 ν℘ det 1
Man erkennt wieder, dass die Borcherds-Produkte φ4, φ10 und φ30 holomorph sind. Die Be-
stimmung der Charaktere der Borcherds-Produkte ist hier aufwendiger, da Uab2 (o) vergleichs-
weise
”
groß“ ist. Wie eben in Fall ∆ = 3 haben wir wieder zwei Mo¨glichkeiten: Aus Satz 5.4
erhalten wie zumindest den Symmetrie-Faktor ε und die Charaktere der Borcherds-Produkte
als Modulformen zu SU2(o). Um den Charakter auf U2(o) zu bestimmen, genu¨gt es, das
Transformationsverhalten unter Rot ( 1 00 ι˙ ) zu kennen. Dieses kann man wie im Beweis von
Satz 5.4, 2) fu¨r die Transformation Z 7→ Ztr bestimmen. Man erha¨lt mit der Produktdarstel-
lung aus Satz 5.4 fu¨r U = ( ι˙ 00 1 )
φ(Z[U ])
φ(Z)
= e2piι˙ Spur(TW (Z[U ]−Z))
∏
T=( 0 t∗ 0 )∈Λ, b(T,W )>0
(
1− e2piι˙ Spur(TZ[U ])
1− e2piι˙ Spur(TZ)
)ct(det(T ))
=
∏
t∈A
(−1)ct(−|t|2)
mit A = { ι˙
2
(a+ ι˙b)
∣∣ a ∈ N, b ∈ N0} (man verwendet hier vorteilhaft {x ∈ o] ∣∣ x > 0} =
A ∪ ι˙A und nutzt dann aus, dass cι˙t(n) = ct(n) nach Voraussetzung).
Man kann aber auch wieder mit den Divisoren argumentieren, wobei wir hier z. T. auch
Ergebnisse von Freitag [20] heranziehen mu¨ssen. Dafu¨r erhalten wir wie eben zusa¨tzliche
Information u¨ber die Borcherds-Produkte durch Identifizierung mit bereits bekannten Mo-
dulformen. Zuerst notieren wir wieder geeignete rational-quadratische Divisoren, die (punkt-
weise) nicht-triviale Fixgruppen in Bihol(H2) haben:
Z ∈ λ⊥1 =⇒ Z = Ztr,
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Z ∈ λ⊥2 =⇒ Z = (Ztr) [( 1 00 −ι˙ )] ,
Z ∈ λ⊥4 =⇒ Z = (Ztr) [( 1 00 −1 )] + ( 0 11 0 ) .
Dies fu¨hrt wie eben zu Zwangsnullstellen gewisser Formen:
f ∈ [U2(o), k, χ]−1 =⇒ f = 0 auf λ⊥1 ,(6.3)
f ∈ [U2(o), k, χ]ε =⇒ f = 0 auf λ⊥2 , falls ε ι˙kχ(Rot ( 1 00 ι˙ )) 6= 1,(6.4)
f ∈ [U2(o), k, χ]ε =⇒ f = 0 auf λ⊥4 , falls ε χ(Trans ( 0 11 0 )) 6= 1.(6.5)
Man beachte hierbei, dass k ≡ 0 mod 2Z und χ(Rot ( 1 00 −1 )) = 1 fu¨r alle χ ∈ Uab2 (o).
Sei f4 der erste Maaß-Lift mit nicht-trivialem Charakter vom Gewicht 4. Da f4 antisym-
metrisch ist, gilt f4 = 0 auf λ
⊥
1 nach (6.3). Daher ist f4/φ4 eine nicht-triviale Hermitesche
Modulform vom Gewicht 0, also konstant. Daher ist φ4 auch ein antisymmetrischer Maaß-Lift.
Insbesondere hat φ4 den Charakter ν℘ det.
Da φ10 auf λ
⊥
1 nicht verschwindet, muss φ10 nach (6.3) eine symmetrische Modulform sein.
Genauso folgt aus (6.5), dass der Charakter von φ10 auf SU2(o) trivial ist. Nach Freitag
[20] ist das Produkt Θ10 der 10 Thetareihen mit gerader Charakteristik eine symmetrische
Hermitesche Modulform vom Gewicht 10 mit trivialem Charakter. Daher ist nach (6.4) not-
wendigerweise Θ10 = 0 auf λ
⊥
2 . Also ist Θ10/φ10 eine nicht-triviale Hermitesche Modulform
vom Gewicht 0. Somit ist φ10 (bis auf einen Skalar) Freitags Θ10. Insbesondere folgt, dass
φ10 symmetrisch mit trivialem Charakter ist und es ergibt sich ein neuer Beweis von Freitags
Satz u¨ber die Nullstellen von Θ10. Wegen des trivialen Charakters kann φ10 ho¨chstens ein
Maaß-Lift im Unterraum M10,1,χ zu χ 6= 1 sein (siehe Lemma 4.17). Aus Satz 6.12 2) folgt,
dass dies tatsa¨chlich der Fall ist, da dim([U2, 10, 1]
+1) = 1.
Wie fu¨r φ10 folgt, dass φ30 symmetrisch ist und dass der Charakter von φ30 auf Rot ( 1 00 ι˙ ) den
Wert −1 hat. Nach Freitag [20] la¨sst sich Igusas Siegelsche Modulform
”
Azy“ [38] (wieder
mittels Thetareihen mit Charakteristik) zu einer Hermiteschen Modulform Θ30 mit Charakter
ν℘ det fortsetzen. Nach (6.5) ist dann notwendig Θ30 = 0 auf λ
⊥
4 . Wieder ist Θ30/φ30 eine
nicht-triviale Hermitesche Modulform vom Gewicht 0, also φ30 (bis auf einen Skalar) gleich
Θ30. Wegen des Charakters in Kombination mit dem Symmetrieverhalten kann φ30 kein
Maaß-Lift sein (vergl. Lemma 4.14).
Die vektorwertigen Modulformen mit den oben angegebenen Hauptteilen lassen sich wieder
explizit konstruieren: Wir wissen bereits aus Abschnitt 4.3, dass [SL2(Z),Z, ρ∆,0,1] als R-
Modul von den Eisenstein-Reihen E∗ρ,k fu¨r k = 3, 5 und 7 zu ρ = ρ∆,0,1 erzeugt wird (man
findet diese vektorwertigen Eisenstein-Reihen im wesentlichen auch schon in [52]). Der Raum
[SL2(Z), 11, ρ∆,0,1] wird daher von E∗ρ,kg11−k fu¨r k = 3, 5 und 7 aufgespannt. Mit Satz 3.17
erha¨lt man dann (die Komponente zu f 1
2
ist wegen E∗
ρ,k, 1
2
= E∗
ρ,k, ι˙
2
redundant)
E∗ρ,3,0(τ)
g8(τ)
∆12(τ)
= 1 q−1 + 564 + 104256 q + 7248432 q2 +O(q3),
E∗
ρ,3, 1+ι˙
2
(τ)
g8(τ)
∆12(τ)
= 12 q−1/2 + 6208 q1/2 + 966120 q3/2 +O(q5/2),
E∗
ρ,3, ι˙
2
(τ)
g8(τ)
∆12(τ)
= 32 q−1/4 + 16320 q3/4 + 2457696 q7/4 +O(q11/4),
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E∗ρ,5,0(τ)
g6(τ)
∆12(τ)
= 1 q−1 − 684 + 66240 q + 6668208 q2 +O(q3),
E∗
ρ,5, 1+ι˙
2
(τ)
g6(τ)
∆12(τ)
= −12 q−1/2 + 4672 q1/2 + 855576 q3/2 +O(q5/2),
E∗
ρ,5, ι˙
2
(τ)
g6(τ)
∆12(τ)
= −64 q−1/4 + 28800 q3/4 + 2727744 q7/4 +O(q11/4),
E∗ρ,7,0(τ)
g4(τ)
∆12(τ)
= 1 q−1 +
32484
61
+
5875776
61
q +
432300912
61
q2 +O(q3),
E∗
ρ,7, 1+ι˙
2
(τ)
g4(τ)
∆12(τ)
=
252
61
q−1/2 +
255808
61
q1/2 +
55985160
61
q3/2 +O(q5/2),
E∗
ρ,7, ι˙
2
(τ)
g4(τ)
∆12(τ)
=
2912
61
q−1/4 +
1239360
61
q3/4 +
155329056
61
q7/4 +O(q11/4).
Durch Linearkombinationen (aE∗ρ,3g8 + bE
∗
ρ,5g6 + cE
∗
ρ,7g4)/∆12 mit (a, b, c) = (
−41
2880
, −1
144
, 61
2880
)
bzw. (a, b, c) = ( 71
720
, −1
72
, −61
720
) bzw. (a, b, c) = ( 55
192
, 19
48
, 61
192
) erha¨lt man Modulformen in
[SL2(Z),−1, ρ∆,0,1]mer mit den angegebenen Hauptteilen. Die Darstellung ρ∆,0,1 ist als Mul-
tiplikatorsystem der Thetareihe des Gitters o eng mit den Jacobischen Thetanullwerten ver-
knu¨pft. Daher ist es nicht verwunderlich, dass man die schwachen Modulformen in diesem
Fall auch mittels Thetanullwerten realisieren kann (ein vergleichbare Situation ist in [22]
untersucht worden). Bezeichnen ϑj, j = 0, 1, 2, 3 die ”
Thetanullwerte“ wie bei Rademacher
[62], so verifiziert man mit den Eigenschaften der ϑj aus [62] leicht, dass die Funktionen F ,
G : H1 → V 04 mit den Komponenten
F0(τ) = 4ϑ3(τ)
−2 + 4ϑ4(τ)−2 = 8 + 96 q1 + 608 q2 +O(q3),
F 1+ι˙
2
(τ) = 4ϑ3(τ)
−2 − 4ϑ4(τ)−2 = −32 q1/2 − 256 q3/2 +O(q5/2),
F ι˙
2
(τ) = 4ϑ2(τ)
−2 = q−1/4 − 2 q3/4 + 3 q7/4 +O(q11/4),
G0(τ) = 8
ϑ3(τ)
6
ϑ2(τ)4ϑ4(τ)4
− 8 ϑ4(τ)
6
ϑ2(τ)4ϑ3(τ)4
= 20 + 1200 q1 + 21744 q2 +O(q3),
G 1+ι˙
2
(τ) = 8
ϑ3(τ)
6
ϑ2(τ)4ϑ4(τ)4
+ 8
ϑ4(τ)
6
ϑ2(τ)4ϑ3(τ)4
= q−1/2 + 192 q1/2 + 5630 q3/2 +O(q5/2),
G ι˙
2
(τ) = −8 ϑ2(τ)
6
ϑ3(τ)4ϑ4(τ)4
= −512 q3/4 − 11264 q7/4 +O(q11/4).
und F 1
2
= F ι˙
2
bzw. G 1
2
= G ι˙
2
im Raum [SL2(Z),−1, ρ∆,0,1]mer liegen. Diese Funktionen liften
als Borcherds-Produkte offensichtlich gerade zu φ4 bzw. φ10. Fu¨r die meromorphe Modulform,
die zum Borcherds-Produkt φ30 liftet, sollte man eine entsprechende Darstellung mittels
Thetanullwerten erwarten ko¨nnen. Es scheint ein offenes Problem zu sein, ob und wie sich die
Komponenten der Thetareihen zum Gitter o fu¨r allgemeines ∆ systematisch zur Konstruktion
meromorpher Modulformen zur Darstellung ρ∆,0 verwenden lassen. Zusammenfassend stellen
wir fest:
6.9 Satz. Es gibt Borcherds-Produkte
φ4 ∈ [U2(o), 4, ν℘ det]−1 mit div(φ4) = δ(1, ι˙2) + δ(1, 12),
φ10 ∈ [U2(o), 10, 1]+1 mit div(φ10) = δ(2, 1+ι˙2 ) und
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φ30 ∈ [U2(o), 30, ν℘ det]+1 mit div(φ30) = δ(4, 1).
Durch die Existenz der Modulform φ4, die genau auf δ(1,
ι˙
2
) ∪ δ(1, 1
2
) in erster Ordnung
verschwindet, la¨ßt sich wieder ein Reduktionsargument wie im Fall ∆ = 3 durchfu¨hren. Dazu
werden also zuna¨chst Erzeuger des Rings der Siegelschen Modulformen geliftet:
Aus Lemma 4.19 (oder in diesem Spezialfall auch [32], [47]) ist bekannt, dass die Restrikti-
onsabbildung
Mk,1 →MRk ⊂ [Sp4(Z), k], f 7→ fH2(R)
ein Epimorphismus der Maaß-Ra¨ume ist. Daher lassen sich die Siegelschen Eisenstein-Reihen
Sk wieder zu Hermiteschen Modulformen liften. Wie im Fall ∆ = 3 kann man statt Urbildern
von S10 und S12 auch wieder Hermitesche Eisenstein-Reihen desselben Gewichts verwenden.
Wir setzen wieder
Ek =
−2k
Bk
M(E∗ρ,k−1) fu¨r 4 ≤ k ∈ 2N.
Fu¨r k ≥ 6 ist dann Ek ∈ [U2(o), k, detk/2]+1 wieder die Hermitesche Eisenstein-Reihe. Fu¨r
k = 4 ist hier E4 = Θ4 die Thetareihe zu Iyanagas Form I, einem Vertreter der (einzigen)
Klasse gerader positiv definiter unimodularer Hermitescher Fomen vom Grad 4 u¨ber o.
6.10 Lemma. Fu¨r k = 4, 6, 10 und 12 gibt es Hermitesche Modulformen fk vom Gewicht k
im Maaß-Raum Mk,1,1 ⊂ [U2(o), k, detk/2]+1, deren Restriktionen auf den Siegelschen Halb-
raum H2(R) den Ring [Sp4(Z), 2Z, 1] erzeugen.
Konkret kann man fk =
−2k
Bk
M(E∗ρ,k−1) wa¨hlen, d. h. es ist f4 = Θ4 die Iyanaga-Form und
fk = Ek fu¨r k = 6, 10, 12 die Hermitesche Eisenstein-Reihe vom Gewicht k.
Da Q(
√−1) Klassenzahl 1 hat, gibt es wieder nur eine Spitzenklasse, d. h. f ∈ [SU2(o), k, 1]
ist ein Spitzenform, falls fΦ = 0. Insbesondere sind φ4, φ10 und φ30 Spitzenformen, da φ9 und
φ10 bereits auf der Diagonalen
(
z1 0
0 z4
)
verschwinden und φ30 Charakter ν℘ det hat. Außerdem
sind wieder f10 := E10 −E4E6 und f12 := E12 − 441691 E34 − 250691 E26 nicht-triviale Spitzenformen
vom Gewicht 10 bzw. 12.
Mit den bisher konstruierten Formen haben wir wieder genu¨gend Modulformen an der Hand,
um unser Hauptresultat u¨ber Hermitesche Modulformen zu Q(
√−1) beweisen zu ko¨nnen:
6.11 Satz. 1) [DU2(o), 2Z, 1] wird erzeugt von
φ4, Θ4, E6, φ10, E10, E12 und φ30.
Unter diesen Erzeugern ist nur φ30 kein Maaß-Lift.
2) Das Ideal der Spitzenformen wird erzeugt von φ4, φ10, f10, f12 und φ30.
Beweis. 1) Sei f ∈ [DU2(o), k, 1]. Dann ist f =
∑
ν∈Uab2 (o), ε∈{±1}
fν,ε mit geeigneten fν,ε ∈
[U2(o), k, ν]
ε. Daher ko¨nnen wir bereits f ∈ [U2(o), k, ν]ε annehmen.
Fall 1: f ∈ [U2(o), k, ν]−1. Dann ist f λ⊥1 = 0, also f/φ4 ∈ [U2(o), k − 4, νν℘ det]+1.
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Fall 2: f ∈ [U2(o), k, 1]+1. Ist k ≡ 2 mod 4, so folgt f λ⊥2 = 0 aus (6.4), wie auch schon Freitag
[20] feststellte. Dann ist f/φ10 ∈ [U2(o), k−10, 1]+1. Im Fall k ≡ 0 mod 4 ist fH2(R) ein isoba-
res Polynom in S4, S6, S10 and S12. Da k ≡ 0 mod 4 ist, la¨ßt sich dieses Polynom als isobares
Polynom in Θ4, E
2
6 , E6E10, E
2
10 und E12 zu einer Hermiteschen Modulform liften. Diese For-
men haben sa¨mtlich trivialen Charakter. Also findet man f˜ = P (Θ4, E
2
6 , E6E10, E
2
10, E12) ∈
[U2(o), k, 1]
+1, so dass (f − f˜)H2(R) = 0, also (f − f˜)/φ4 ∈ [U2(o), k − 4, ν℘ det]−1.
Fall 3: f ∈ [U2(o), k, det]+1. Wenn k ≡ 0 mod 4 ist, folgt f λ⊥2 = 0 wieder aus (6.4). Also ist
f/φ10 ∈ [U2(o), k− 10, det]+1. Gilt k ≡ 2 mod 4, so ist fH2(R) ein isobares Polynom in S4, S6,
S10 und S12. Da k ≡ 2 mod 4 ist, la¨ßt sich dieses Polynom als isobares Polynom in Θ4, E6,
E10 and E12 liften. Dieser Lift hat denselben Charakter wie f , denn jedes Monom in Θ4, E6,
E10 und E12 vom Gewicht k ≡ 2 mod 4 entha¨lt eine ungerade Anzahl Faktoren von E6 and
E10. Also findet man f˜ = P (Θ4, E6, E10, E12) ∈ [U2(o), k, det]+1, so dass (f − f˜)H2(R) = 0,
also (f − f˜)/φ4 ∈ [U2(o), k − 4, ν℘]−1.
Fall 4: f ∈ [U2(o), k, ν℘ detl]+1. Dann ist f λ⊥4 = 0 nach (6.5). Also ist f/Θ30 ∈ [U2(o), k −
30, detl+1]+1.
2) Analog zu Satz 6.4.
Der Beweis von Satz 6.11 la¨ßt sich mit etwas mehr Aufwand auch ohne die Kenntnis der
Nullstellen von Θ30 fu¨hren, wenn man stattdessen verwendet, dass Θ30 Igusas Form ”
Azy“
zu einer Hermiteschen Modulform fortsetzt. Da alle Erzeuger von [DU2(o), 2Z, 1] bereits
Formen zu U2(o) sind, lassen sich wieder Erzeuger fu¨r einige Unterringe von [DU2(o), 2Z, 1]
bestimmen:
6.12 Satz.
[DU2(o), 2Z, 1]+1 wird erzeugt von φ24, Θ4, E6, φ10, E10, E12 und φ30.1)
[U2(o), 2Z, 1]+1 wird erzeugt von Θ4, φ24, φ10, E26 , E12 und E6E10.2)
[U2(o), 2Z, 1] wird erzeugt von Θ4, φ24, φ10, E26 , E12, E6E10 und φ4φ30.3)
Insbesondere ist φ4φ30 (bis auf skalare Vielfache) die antisymmetrische Modulform kleinsten
Gewichts mit trivialem Multiplikatorsystem zu U2(o).
Beweis. 1): Ein Blick auf den Beweis von Satz 6.11 zeigt, dass jede symmetrische Form in
[DU2(o), k, 1]
+1, die auf λ⊥1 verschwindet, bereits durch φ
2
4 teilbar ist. Daher la¨ßt sich fu¨r
symmetrische Formen zu DU2(o) ein Reduktionsargument wie im Beweis von Satz 6.11 mit
φ24 an Stelle von φ4 durchfu¨hren.
2): Aus dem Reduktionsprozess im Beweis von Satz 6.11 folgt, dass [U2(o), 2Z, 1]+1 erzeugt
wird von φ10 und φ
2
4 (den Formen, durch die wa¨hrend des Reduktionsprozesses dividiert wird)
sowie Θ4, E
2
6 , E6E10, E
2
10 und E12 (den Formen, die von λ
⊥
1 geliftet werden). Unter diesen
Erzeugern ist E210 u¨berflu¨ssig: Bezeichnet ϑ5 ∈ [Sp2(Z), 5, ν℘] das Produkt der 10 Siegelschen
Thetareihen mit gerader Charakteristik, so besteht eine Relation S10 − S4S6 = cϑ25 mit
c ∈ Q×. Nach [20] la¨ßt sich ϑ25 zu φ10 ∈ [U2(o), 10, 1]+1 liften, wa¨hrend S10 − S4S6 durch
E10 − Θ4E6 ∈ [U2(o), 10, det]+1 zu einer Hermiteschen Modulform fortgesetzt wird. Wegen
der unterschiedlichen Charaktere der Fortsetzungen ist E10 − Θ4E6 6= cφ10 auf H2(C), aber
die Modulform f = (E10 − Θ4E6)2 − c2φ210 ∈ [U2(o), 20, 1]+1 verschwindet auf H2(R) und
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ist daher durch φ24 teilbar. Durch Anwendung des Redukionsprozesses folgt, dass f/φ
2
4 =
Q0(Θ4, φ
2
4, E
2
6 , E12) ein isobares Polynom in Θ4, φ
2
4, E
2
6 und E12 ist. Insgesamt ist daher
E210 = 2Θ4E6E10 −Θ24E26 + c2φ210 + φ24 Q0(Θ4, φ24, E26 , E12),(6.6)
so dass sich E210 durch die u¨brigen Erzeuger darstellen la¨ßt
3): Aus dem Beweis von Satz 6.11 folgt [U2(o), k, 1]
−1 = φ4[U2(o), k − 4, det ν℘]+1 und
[U2(o), k, det ν℘]
+1 = φ30[U2(o), k − 30, 1]+1, also [U2(o), k, 1]−1 = φ4φ30[U2(o), k − 34, 1]+1.
Daher erzeugt φ4φ30 zusammen mit den in 2) bestimmten Erzeugern von [U2(o), 2Z, 1]+1
bereits [U2(o), 2Z, 1].
Teil 2) von Satz 6.12 ist im Prinzip ein wesentliches Resultat in [20]. Die Erzeuger hier
stimmen jedoch nicht mit Freitags Erzeugern u¨berein. Z. B. verschwindet der Erzeuger vom
Gewicht 8 in [20] nicht auf H2(R).
Wir setzen wieder Cn := C[X1, . . . , Xn] wie im Abschnitt 6.1. Fu¨r P ∈ Cn und j ≤ n
bezeichne degj(P ) den Grad von P bezu¨glich Xj.
Die Erzeuger von [DU2(o), 2Z, 1] sind (schon aus Kardinalita¨tsgru¨nden) nicht algebraisch un-
abha¨ngig: Indem man den Reduktionsprozess aus dem Beweis von Satz 6.11 auf φ230 anwendet,
sieht man, dass es ein isobares Polynom q1 ∈ C5 mit
φ230 = q1(φ4,Θ4, E6, E10, E12) ∈ [U2(o), 60, 1]+1
gibt. Allgemeiner hat das Quadrat jeder Modulform zu U2(o) mit beliebigem Multiplika-
torsystem triviales Multiplikatorsystem und ist daher ein isobares Polynom in den sieben
Erzeugern von [U2(o), 2Z, 1]. Eine weitere Relation wurde in (6.6) im Beweis von Satz 6.12
angegeben, die sich auch in der Form
φ210 = q2(φ4,Θ4, E6, E10, E12)(6.7)
mit einem isobaren Polynom q2 ∈ C5 schreiben la¨ßt. Dabei ist dann deg4(p2) = 2. Daher sind
bereits Θ4, φ4, E6, E10, φ10 und E12 algebraisch abha¨ngig. Andererseits zeigt sich:
6.13 Lemma. 1) φ4, Θ4, E6, E10 und E12 sind algebraisch unabha¨ngig.
2) φ4, Θ4, E6, φ10 und E12 sind algebraisch unabha¨ngig.
Beweis. 1) Sei P ∈ C5 ein Polynom mit P (φ4,Θ4, E6, E10, E12) = 0 auf H2(C). Schreibe P =∑
k∈N0 X
k
1 Pk mit Polynomen Pk ∈ C[X2, X3, X4, X5] und Pk 6= 0 nur fu¨r endlich viele k. Durch
Restriktion von P (φ4,Θ4, E6, E10, E12) auf H2(R) erha¨lt man 0 = P (0, S4, S6, S10, S12) =
P0(S4, S6, S10, S12) auf H2(R). Daher ist P0 = 0, denn die Siegelschen Eisenstein-Reihen S4,
S6, S10 und S12 sind bekanntlich algebraisch unabha¨ngig. Es folgt
P (X1, X2, X3, X4, X5) =
∑
k≥1
Xk1 Pk(X2, X3, X4, X5)
= X1
(∑
k∈N0
Xk1 Pk+1(X2, X3, X4, X5)
)
= X1 P˜ (X1, X2, X3, X4, X5)
mit P˜ (X1, X2, X3, X4, X5) =
∑
k∈N0 X
k
1 Pk+1(X2, X3, X4, X5) und P˜ (φ4,Θ4, E6, E10, E12) = 0
auf H2(C). Durch Induktion nach deg1(P ) folgt die Behauptung.
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2) Da auch S4, S6, ϑ
2
5 und S12 (auf H2(R)) algebraisch unabha¨ngig sind, kann man genau wie
in 1) vorgehen.
Jetzt lassen sich alle algebraischen Abha¨ngigkeiten unter den Erzeugern von [DU2(o), 2Z, 1]
bestimmen. Dazu werden Polynome Q1, Q2 ∈ C7 definiert durch Q1 = X27 − q1 und Q2 =
X26 − q2. Dabei ist wieder deg4(Q2) = 2.
6.14 Satz. Sei I = (Q1, Q2) ⊂ C7 das von Q1 und Q2 erzeugte Ideal. Dann gilt fu¨r P ∈ C7
P (φ4,Θ4, E6, E10, E12, φ10, φ30) = 0 auf H2(C) ⇐⇒ P ∈ I.
Insbesondere ist
[DU2(o), 2Z, 1] ∼= C7/I.
Beweis.
”
⇐“ ist nach Konstruktion von Q1 und Q2 erfu¨llt.
”
⇒“: Sei P ∈ C7 mit P (φ4,Θ4, E6, E10, E12, φ10, φ30) = 0 auf H2(C). Schreibe P als P =
P1 Q1 + P2 Q2 + R mit P1, P2, R ∈ C7, so dass der Grad von R bezu¨glich X6 und X7
ho¨chstens 1 ist. Dann ist R(φ4,Θ4, E6, E10, E12, φ10, φ30) = 0 auf H2(C). Jedes Monom in
φ4, Θ4, E6, E10, E12, φ10 and φ30 ist eine ε-symmetrische Modulform zu U2(o) mit einem
gewissen Charakter ν ∈ Uab2 (o). Schreibe daher R =
∑
k∈N0, ε∈{±1}, ν∈Uab2 (o) R
ε
k,ν mit R
ε
k,ν ∈ C7,
so dass Rεk,ν(φ4,Θ4, E6, E10, E12, φ10, φ30) ∈ [U2(o), k, ν]ε ist (die Polynome Rεk,ν sind eindeutig
bestimmt). Dann ist Rεk,ν(φ4,Θ4, E6, E10, E12, φ10, φ30) = 0 auf H2(C) fu¨r alle k, ν und ε. Wir
zeigen nun, dass die Polynome Rεk,ν sa¨mtlich durch X1 oder X7 teilbar sind:
Wenn ε = −1 ist, so ist Rεk,ν durch X1 teilbar, denn φ4 ist die einzige antisymmetrische Form
unter den Erzeugern.
Wenn ε = +1 ist, kommt X1 nur mit geraden Exponenten in R
ε
k,ν vor. Ist dann ν = ν℘ oder
ν = det ν℘, so ist R
ε
k,ν durch X7 teilbar, denn φ4 and φ30 sind die einzigen Modulformen mit
nicht-trivialem Charakter zu SU2(o) unter den Erzeugern. Daher nehmen wir nun ν = 1 oder
ν = det an. Dann kommt X7 u¨berhaupt nicht in R
ε
k,ν vor und R
ε
k,ν ist von der Form
Rεk,ν =
∑
l∈2N0
X l1
(
Sεl,k,ν(X2, X3, X4, X5) + T
ε
l,k,ν(X2, X3, X4, X5)X6
)
mit Polynomen Sεl,k,ν , T
ε
l,k,ν ∈ C[X2, X3, X4, X5] fu¨r l ∈ 2N0, so dass Sεl,k,ν 6= 0 oder T εl,k,ν 6= 0
nur fu¨r endlich viele l. Durch Restriktion von Rεk,ν(φ4,Θ4, E6, E10, E12, φ10, φ30) auf H2(R)
folgt (mit c ∈ Q×, so dass S10 − S4S6 = cϑ25)
0 = Sε0,k,ν(S4, S6, S10, S12) + T
ε
0,k,ν(S4, S6, S10, S12)ϑ
2
5
= Sε0,k,ν(S4, S6, S10, S12) + T
ε
0,k,ν(S4, S6, S10, S12)
1
c
(S10 − S4S6)
auf H2(R). Dies impliziert Sε0,k,ν(X2, X3, X4, X5) = −c−1T ε0,k,ν(X2, X3, X4, X5)(X4 − X2X3).
Aber der Charakter von Sε0,k,ν(Θ4, E6, E10, E12) ist nun ν (nach Annahme) und gleichzei-
tig ν det, denn T ε0,k,ν(Θ4, E6, E10, E12) hat ebenfalls Charakter ν und E10 − Θ4E6 hat Cha-
rakter det. Also ist Sε0,k,ν(Θ4, E6, E10, E12) = 0 auf H2(C), also wegen Lemma 6.13 auch
Sε0,k,ν = T
ε
0,k,ν = 0 (als Polynome). Daher ist R
ε
k,ν in diesem Fall durch X
2
1 teilbar.
Dasselbe Teilbarkeitsargument kann nun wieder auf R˜ = Rεk,ν/X1 bzw. R˜ = R
ε
k,ν/X7
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angewendet werden. Induktiv folgt Rεk,ν = 0 fu¨r alle k, ν, ε. Daher ist R = 0 und
P = P1 Q1 + P2 Q2 ∈ I.
Bereits in [20] bemerkte Freitag, dass die Erzeuger von [U2(o), 2Z, 1]+1 algebraisch abha¨ngig
sind. Nagaoka [58] hat spa¨ter eine explizite Relation fu¨r die Erzeuger angegeben und da-
bei angemerkt, dass dies im wesentlichen die einzige Relation zwischen den Erzeugern sein
sollte (was bis heute jedoch nicht bewiesen scheint). Im Beweis von Satz 6.12 haben wir
im wesentlichen bereits eine Relation zwischen den Erzeugern von [U2(o), 2Z, 1]+1 gefunden:
Multipliziert man (6.6) mit E26 , so erha¨lt man
(E6E10)
2 + 2c1Θ4E
2
6(E6E10) = −c21Θ24E46 + c22E26φ210 + E26φ24 Q0(Θ4, φ24, E26 , E12),(6.8)
wobei Q0 wie im Beweis von Satz 6.12 ist. Wir zeigen nun, dass dies die einzige Relation
zwischen den Erzeugern von [U2(o), 2Z, 1]+1 ist. Dazu sei Q ∈ C6 definiert durch
Q = X21 + 2c1X2X4X1 + c
2
1X
2
2X
2
4 − c22X4X26 −X4X3 Q0(X2, X3, X4, X5).
Q ist also so gewa¨hlt, dass Q(E6E10,Θ4, φ
2
4, E
2
6 , E12, φ10) = 0 auf H2(C) ist.
6.15 Proposition. Sei I = (Q) ⊂ C6 das von Q in C6 erzeugte Ideal. Dann gilt fu¨r P ∈ C6
P (E6E10,Θ4, φ
2
4, E
2
6 , E12, φ10) = 0 auf H2(C) ⇐⇒ P ∈ I.
Insbesondere ist
[U2(o), 2Z, 1]+1 ∼= C6/I.
Beweis.
”
⇐“ ist nach Konstruktion von Q erfu¨llt.
”
⇒“: Sei P ∈ C6 mit P (E6E10,Θ4, φ24, E26 , E12, φ10) = 0 auf H2(C). Schreibe P = P1 Q + R
mit P1, R ∈ C6, so dass der Grad von R bezu¨glich X1 ho¨chstens 1 ist. Dann ist
R(E6E10,Θ4, φ
2
4, E
2
6 , E12, φ10) = 0 auf H2(C). Seien R0, R1 ∈ C[X2, X3, X4, X5, X6] Polynome
mit R = R0 +X1 R1. Schreibe Rj =
∑
k∈N0 X
k
3Rj,k mit Polynomen Rj,k ∈ C[X2, X4, X5, X6].
Durch Restriktion von R0(Θ4, φ
2
4, E
2
6 , E12, φ10) = −E6E10 R1(Θ4, φ24, E26 , E12, φ10) auf H2(R)
folgt (man beachte wieder S10 = cϑ
2
5 + S4S6)
R0,0(S4, S
2
6 , S12, ϑ
2
5) = −S6(cϑ25 + S4S6)R1,0(S4, S26 , S12, ϑ25).
Auf der linken Seite der Gleichung erscheint S6 nur mit geraden Exponenten, auf der rechten
aber auch mit ungeraden Exponenten, falls R1,0 6= 0 ist. Im letzteren Fall wa¨re die Gleichung
dann eine nicht-triviale algebraisch Relation zwischen S4, S6, ϑ
2
5 and S12. Da diese Siegelschen
Modulformen jedoch algebraisch unabha¨ngig sind, muß R1,0 = 0 und dann aus demselben
Grund auch R0,0 = 0 sein. Aber jetzt ist R = X3 R˜ und dasselbe Argument kann nun auf
R˜ angewandt werden. So fortfahrend erha¨lt man Rj,k = 0 fu¨r alle j, k. Also ist R = 0 and
P = P1 Q ∈ I.
Das analoge Problem fu¨r die Erzeuger von [U2(o), 2Z, 1] kann auf die selbe Weise gelo¨st
werden. Sei Q1 = Q wie oben, wobei Q1 nun als Element in C7 aufgefasst wird. Sei weiter
Q2 ∈ C7 ein Polynom der Form
Q2 = X
2
7 +X1 q1 + q2
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mit q1, q2 ∈ C[X2, X3, X4, X5, X6], so dass Q2(E6E10,Θ4, φ24, E26 , E12, φ10, φ4φ30) = 0 auf
H2(C). Ein solches Polynom existiert, da (φ4φ30)2 ∈ [U2(o), 68, 1]+1 und E6E10 nach (6.8)
eine quadratische Gleichung u¨ber C[Θ4, φ24, E26 , E12, φ10] erfu¨llt.
6.16 Proposition. Sei I = (Q1, Q2) ⊂ C7 das von Q1 und Q2 in C7 erzeugte Ideal. Dann
gilt fu¨r P ∈ C7
P (E6E10,Θ4, φ
2
4, E
2
6 , E12, φ10, φ4φ30) = 0 auf H2(C) ⇐⇒ P ∈ I.
Insbesondere ist
[U2(o), 2Z, 1] ∼= C7/I.
Beweis.
”
⇐=“ ist nach Konstruktion von Q1 und Q2 erfu¨llt.
”
=⇒“: Sei P ∈ C7 mit P (E6E10,Θ4, φ24, E26 , E12, φ10, φ4φ30) = 0 auf H2(C). Schreibe P als
P = P1 Q1 + P2 Q2 + R mit P1, P2, R ∈ C7, so dass der Grad von R bezu¨glich X1 und
X7 ho¨chstens 1 ist. Seien Rj ∈ C[X2, X3, X4, X5, X6], j = 0, 1, 2, 3, Polynome mit R =
R0 + X1 R1 + X7 R2 + X1X7 R3. Wegen R(E6E10,Θ4, φ
2
4, E
2
6 , E12, φ10, φ4φ30) = 0 auf H2(C)
ist
R0(Θ4, φ
2
4, E
2
6 , E12, φ10) + E6E10 R1(Θ4, φ
2
4, E
2
6 , E12, φ10)
= −φ4φ30
(
R2(Θ4, φ
2
4, E
2
6 , E12, φ10) + E6E10 R3(Θ4, φ
2
4, E
2
6 , E12, φ10)
)
.
Hier ist die linke Seite eine symmetrische Form, aber die rechte Seite ist eine antisymmetrische
Form. Dies ist nur mo¨glich, wenn beide Seiten identisch verschwinden. Jetzt kann man das
im Beweis von Proposition 6.15 verwendete Argument auf R0 +X1 R1 und R2 +X1 R3 einzeln
anwenden und erha¨lt so Rj = 0 fu¨r alle j. Also ist R = 0 und P = P1 Q1 + P2 Q2 ∈ I.
Modulfunktionen auf U2(o)\H2(C) sind wieder Quotienten von Modulformen gleichen Ge-
wichts (mit trivialem Multiplikarorsystem). Teil 1) des folgenden Satzes wurde zuerst vom
Freitag [20] bewiesen.
6.17 Satz. 1) Der Ko¨rper K+4 = [U2(o), 0, 1]+1mer der symmetrischen Modulfunktionen auf
U2(o)\H2(C) ist ein rationaler Funktionko¨rper in den Erzeugern
φ24
Θ24
,
E26
Θ34
,
E12
Θ34
und
E6E10
Θ44
.
2) Der Ko¨rper K4 = [U2(o), 0, 1]mer der Modulfunktionen auf U2(o)\H2(C) ist ein algebrai-
scher Funktionenko¨rper vom Grad 2 u¨ber K+4 . Ein Erzeuger der Erweiterung [K4 : K+4 ] ist
φ4φ30
Θ64φ10
.
Beweis. 1): Sei f eine symmetrische Modulfunktion und seien g, h ∈ [U2(o), k, 1] mit f =
g/h. Wie im Satz 6.7 ko¨nnen wir g und h als symmetrisch voraussetzen. Außerdem ko¨nnen
wir k ≡ 0 mod 4 annehmen. Andernfalls ersetze man g und h durch gh und h2. Dann sind g
und h nach Satz 6.12 isobare Polynome in Θ4, φ
2
4, φ10, E
2
6 , E12 und E6E10. Tatsa¨chlich kann
man φ10 aus diesen Polynomen eliminieren: Da das Gewicht aller Erzeuger bis auf φ10 durch 4
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teilbar ist, kann φ10 in f bzw. g wegen k ≡ 0 mod 4 nur in geraden Potenzen auftreten. Dann
kann man φ210 mit Hilfe der Relation (6.8) durch die u¨brigen Erzeuger ersetzen. Nach Division
der Polynome durch Θ
k/4
4 bleibt zu zeigen, dass jedes Monom Θ
k1
4 φ
2k2
4 E
2k3
6 E
k4
12(E6E10)
k5 mit
kj ∈ Z und
∑
j njkj = 0 als rationale Funktion in den genannten Modulfunktionen dargestellt
werden kann. Dies folgt aus
Θk14 φ
2k2
4 E
2k3
6 E
k4
12(E6E10)
k5 =
(
φ24
Θ24
)k2 (E26
Θ34
)k3 (E12
Θ34
)k4 (E6E10
Θ44
)k5
.
Schließlich sind die Erzeuger in 1) nach Lemma 6.13 algebraisch unabha¨ngig.
2): f− := φ4φ30/Θ64φ10 ist eine antisymmetrische Modulfunktion und
[
K+4 [f−] : K+4
]
ist daher
eine quadratische Erweiterung. Wie im Beweis zu Satz 6.7 folgt K4 = K+4 [f−].
6.3 Modulformen zu Q(
√−2)
In diesem Abschnitt bestimmen wir Erzeuger fu¨r den graduierten Ring der symmetrischen
Hermiteschen Modulformen zu Q(
√−2). Der Obstruktionsraum hat in diesem Fall Dimension
2. Dies bedingt bereits eine erhebliche Zunahme der Schwierigkeiten im Vergleich zu den
Fa¨llen ∆ = 3 bzw. ∆ = 4 und die Ergebnisse sind hier daher auch nicht so vollsta¨ndig,
wie in den ersten beiden Bespielen. Trotzdem ließe sich prinzipiell wohl auch dieser Fall mit
der bisherigen Methode vollsta¨ndig lo¨sen. Dieses Beispiel zeigt daher auch exemplarisch auf,
welche Probleme man im Allgemeinen zu erwarten hat.
Nach Korollar 5.3 sind in diesem Fall wieder alle rational-quadratische Divisoren gleicher
Diskriminante a¨quivalent unter SU2(o). Wir wa¨hlen jeweils ein primitives λj ∈ L] als Vertreter
der rational-quadratischen Divisoren mit Diskriminante j ≤ 8 und zusa¨tzlich j = 10. In der
folgenden Tabelle sind dann wieder die definierende Gleichung fu¨r Z = ( z1 z2z3 z4 ) ∈ λ⊥j und
die Ordnung entlang λ⊥j eines Borcherds-Produktes φ = B(f) zu f ∈ [SL2(Z),−1, ρL]mer mit
Polordnung ≤ 1 in ∞ (bzw. Polordnung ≤ 2 in ∞ in der letzten Zeile) aufgelistet:
j λj q(λj) Z ordφ(λ
⊥
j )
1 (0, 0, 0, 0, ι˙√
8
) −1
8
z3 = z2 c ι˙√
8
(−1
8
) + c ι˙√
2
(−1
2
)
2 (0, 0, 0, 0, 1
2
) −1
4
z3 = −z2 c 1
2
(−1
4
) + c0(−1)
3 (0, 0, 0, 0, 1
2
+ ι˙√
8
) −3
8
c 1
2
+ ι˙√
8
(−3
8
)
4 (0, 1, 0, 0, 2 ι˙√
8
) −1
2
z3 = z2 − ι˙
√
2 c ι˙√
2
(−1
2
)
6 (0, 0, 0, 0, 1
2
+ 2 ι˙√
8
) −3
4
c 1
2
+2 ι˙√
8
(−3
4
)
8 (0, 1, 0, 0, 1) −1 z3 = 1− z2 c0(−1)
10 (0, 0,−1, 1, 1
2
) −5
4
z1 − 12(z2 + z3)− z4 = 0 c 12 (−
5
4
)
Der Obstruktionsraum [SL2(Z), 3, ρL] = [SL2(Z), 3, ρ∆,0] hat, wie bereits festgehalten, Dimen-
sion 2 und wird daher von der vektorwertigen Eisenstein-Reihe E∗ρ,3 zur Darstellung ρ = ρ3,0
und der Thetareihe θε2 mit ε = 1 erzeugt. Die Fourier-Entwicklung der Eisenstein-Reihe ist
aus Satz 3.17 (oder auch [11]) bekannt (hier ist wieder q = e2piι˙τ ):
E∗ρ,3,0(τ) = 1 q
0 −130
3
q1 −514
3
q2 −1300
3
q3 +O(q4),
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E∗ρ,3,1/2(τ) = −103 q1/4 −48 q5/4 −9103 q9/4 −336 q13/4 +O(q4),
E∗
ρ,3,ι˙/
√
2
(τ) = −34
3
q1/2−340
3
q3/2 −240 q5/2 −480 q7/2 +O(q4),
E∗
ρ,3,±ι˙/√8(τ) = −23 q1/8−1823 q9/8 −5803 q17/8−12023 q25/8 +O(q4),
E∗
ρ,3,1/2±ι˙/√8(τ) = −203 q3/8−2443 q11/8 −7243 q19/8−16403 q27/8 +O(q4),
E∗
ρ,3,1/2+ι˙/
√
2
(τ) =−100
3
q3/4 −96 q7/4 −1220
3
q11/4−480 q15/4 +O(q4).
Fu¨r die Komponenten θε2,x der Thetareihe θ
ε
2 erha¨lt man aus Satz 3.13 die Fourier-
Entwicklungen
θε2,0(τ) = 0 q
0 +4 q1 −8 q2 −8 q3 +O(q4),
θε2,1/2(τ) = 1 q
1/4 +0 q5/4 −5 q9/4 +0 q13/4 +O(q4),
θε
2,ι˙/
√
2
(τ) =−2 q1/2 +4 q3/2 +0 q5/2 +0 q7/2 +O(q4),
θε
2,±ι˙/√8(τ) =−14 q1/8+54 q9/8 −12 q17/8−254 q25/8 +O(q4),
θε
2,1/2±ι˙/√8(τ) =
1
2
q3/8−7
2
q11/8+17
2
q19/8 −7 q27/8 +O(q4),
θε
2,1/2+ι˙/
√
2
(τ) =−2 q3/4 +0 q7/4 +14 q11/4 +0 q15/4 +O(q4).
Die folgenden Hauptteile lo¨sen daher Borcherds Obstruktionsbedingung (5.8), sind also zu
vektorwertigen Modulformen in [SL2(Z),−1, ρ∆,0]mer fortsetzbar.
H0(τ) = 6 q
0 16 q0 18 q0 40 q0 48 q0 + 1 q−1 48 q0
H1/2(τ) = 1 q
−1/4 0 q−1/4 2 q−1/4 2 q−1/4 −1 q−1/4 1 q−5/4
Hι˙/
√
2(τ) = 0 q
−1/2 0 q−1/2 1 q−1/2 0 q−1/2 0 q−1/2 0 q−1/2
H±ι˙/√8(τ) = 2 q
−1/8 2 q−1/8 0 q−1/8 0 q−1/8 6 q−1/8 0 q−1/8
H1/2±ι˙/√8(τ) = 0 q
−3/8 1 q−3/8 0 q−3/8 0 q−3/8 0 q−3/8 0 q−3/8
H1/2+ι˙/
√
2(τ) = 0 q
−3/4 0 q−3/4 0 q−3/4 1 q−3/4 0 q−3/4 0 q−3/4
Wir bezeichnen die zugeho¨rigen Borcherds-Produkte vom Gewicht k wieder mit φk, falls die
Polordnung in ∞ ho¨chstens 1 ist, bzw. ψk sonst (dies betrifft also nur das Produkt vom
Gewicht 24, das zum letzten Hauptteil geho¨rt).
In der folgenden Tabelle sind wieder die wichtigsten Eigenschaften der Borcherds-Produkte
φk (bzw. ψk in der letzten Zeile), insbesondere die Nullstellenordnung entlang der rational-
quadratischen Divisoren λ⊥j mit Diskriminante j ≤ 8 und j = 10, aufgelistet. Die Ordnung
entlang aller rational-quadratischen Divisoren λ⊥ mit Diskriminante δ(λ⊥) > 8 und δ(λ⊥) 6=
10 ist 0.
k λ⊥1 λ
⊥
2 λ
⊥
3 λ
⊥
4 λ
⊥
6 λ
⊥
8 λ
⊥
10 ν ε
3 2 1 0 0 0 0 0 ν℘ 1
8 2 0 1 0 0 0 0 1 1
9 1 2 0 1 0 0 0 1 −1
20 0 2 0 0 1 0 0 1 1
24 6 0 0 0 0 1 0 ν℘ 1
24 0 0 0 0 0 0 1 1 1
6.3 Modulformen zu Q(
√−2) 129
Insbesondere sind alle Borcherds-Produkte also holomorphe Modulformen. Das Multiplika-
torsystem ν ∈ Uab2 (o) und den Symmetrie-Koeffizienten ε erha¨lt man wieder aus Satz 5.4.
Wegen
Z ∈ λ⊥1 =⇒ Z = Ztr,
Z ∈ λ⊥2 =⇒ Z = (Ztr) [( 1 00 −1 )] ,
Z ∈ λ⊥4 =⇒ Z = Ztr +
(
0 ι˙
√
2
−ι˙√2 0
)
,
Z ∈ λ⊥8 =⇒ Z = (Ztr) [( 1 00 −1 )] + ( 0 11 0 )
erha¨lt man folgende Zwangsnullstellen von Modulformen zu U2(o):
f ∈ [U2(o), k, ν]−1 =⇒ f = 0 auf λ⊥1 und f = 0 auf λ⊥4 ,(6.9)
f ∈ [U2(o), k, ν]ε =⇒ f = 0 auf λ⊥2 , falls (−1)kε 6= 1,(6.10)
f ∈ [U2(o), k, ν]ε =⇒ f = 0 auf λ⊥8 , falls (−1)kε ν(Trans ( 0 11 0 )) 6= 1.(6.11)
Man beachte hierbei, dass ν(Rot( 1 00 −1 )) = ν(Trans
(
0 ι˙
√
2
−ι˙√2 0
)
) = 1 fu¨r alle (beide) ν ∈
Uab2 (o). Die rational-qudratischen Divisoren mit Diskriminante 3 bzw. 6 treten scheinbar
nicht in dieser Weise als Zwangsnullstellen auf. Da hier insbesondere die Borcherds-Produkte
kleinen Gewichts i. A. Divisoren ho¨herer Odnung haben, ist es nicht ohne weiteres mo¨glich,
diese Produkte wie bisher mit Maaß-Lifts zu identifizieren. So ist zwar vielleicht plausibel,
dass φ3 der (nach Lemma 4.15 bis auf Skalare eindeutige) erste Maaß-Lift mit Charakter ν℘
ist, aber es ist nicht ohne weiteres klar, dass dieser Maaß-Lift auf λ⊥1 in doppelter Ordnung
verschwindet. Ebenso sollte φ9 der (nach Lemma 4.18 bis auf Skalare eindeutige) erste anti-
symmetrische Maaß-Lift sein, wobei diesmal jedoch die beno¨tigte Nullstellenordnung auf λ⊥2
a priori nicht gegeben ist. Dass φ3, φ8 und φ9 tatsa¨chlich auch Maaß-Lifts sind, folgt spa¨ter
aus Dimensionsgru¨nden.
Um einen Reduktionsprozess wie in den bisherigen Beispielen durchzufu¨hren, beno¨tigt man
i. W. eine Modulform mit
”
minimalem Divisor“, also z. B. ein Borcherds-Produkt, das auf
genau einem rational-quadratischen Divisor λ⊥ in erster Ordnung verschwindet. Von den an-
gegebenen Formen hat nur ψ24 diese Eigenschaft. Dies ist eine Konsequenzen der Existenz
von nicht-trivialen Spitzenformen im Obstruktionsraum, die eben bedingt, dass Borcherds-
Produkte i. A. kompliziertere Divisor-Konfigurationen haben mu¨ssen. Das Produkt ψ24 exi-
stiert in diesem Sinne nur, weil der Fourier-Koeffizient der Thetareihe θε2 zu q
5/4 verschwindet.
Nun fu¨hrt die Reduktion auf λ⊥10 auf Modulformen zu einer orthogonalen Gruppe, die im Sin-
ne von Abschnitt 5.2 vom Typ 5 ist, d. h. die Untergruppe von U2(o), die λ
⊥
10 (als Menge)
stabilisiert, operiert auf der Diagonalen von λ⊥10 ∼= H2(R) als Hilbertsche Modulgruppe zu
Q(
√
5). U¨ber Modulformen zu dieser orthogonalen Gruppe (wie u¨berhaupt zu orthogonalen
Gruppen der Signatur (2, 3) vom Typ d > 1) scheint vergleichsweise wenig bekannt zu sein,
sicherlich hinsichtlich Erzeugern des graduierten Ringes, die man aber fu¨r einen Reduktions-
prozess mittels ψ24 beno¨tigt. Prinzipiell ko¨nnte man nun zuna¨cht diese Erzeuger bestimmen,
und zwar seinerseits (wie hier oder auch wie in [16]) mittels Borcherds-Produkten und Re-
duktion auf geeignete Divisoren. Da man z. B. Hilbertsche Modulformen zu Q(
√
5) bereits
gut kennt [57], ko¨nnte dieser Ansatz durchaus erfolgreich sein (was wegen der zu erwartenden
Komplexita¨t aber den hiesigen Rahmen sicherlich sprengen wu¨rde).
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Mit den oben angegebenen Borcherds-Produkten φ3 und φ8 zusammen, la¨ßt sich jedoch
auch ein modifizierter Reduktionsprozess u¨ber den Divisor λ⊥3 durchfu¨hren: Ist na¨mlich
f ∈ [U2(o), k, ν]ε mit f = 0 auf λ⊥3 , so ist φ3f/φ8 wegen der Divisorkonfigurationen von
φ3 und φ8 immer noch holomorph auf H2, also φ3f/φ8 ∈ [U2(o), k − 5, ν℘ν]ε. In a¨hnlicher
Weise kann man auch die Divisoren λ⊥j mit j = 4, 6 oder 8 verwenden, nicht jedoch λ
⊥
1
und λ⊥2 . Man beno¨tigt nun wieder Erzeuger der Modulformen auf dem Divisor (um von die-
sen hinreichend viele zu Hermiteschen Modulformen zu liften). Im Fall λ⊥3 erha¨lt man, wie
in Abschnitt 5.2 ausgefu¨hrt wurde, Paramodulformen der Stufe ( 1 00 3 ). Diese wurden (spezi-
ell fu¨r die Anwendung an dieser Stelle) in [16] bestimmt. Wir beno¨tigen spa¨ter auch noch
die Restriktionen auf λ⊥2 , die entsprechend Paramodulformen der Stufe ( 1 00 2 ) liefern. Die
beno¨tigten Ergebnisse zu diesen Paramodulformen findet man in [37]. Wir fixieren zuna¨chst
die zugeho¨rigen automorphen Einbettungen:
Sei nun x ∈ C×, Mx := diag(1, x, 1, x−1) ∈ U2(C) und λ(x) := (0, 0, 0, 0, ι˙x) ∈ V = L ⊗ R.
Vermo¨ge
Υx : H2(R)→ H2(C), Z 7→Mx · Z =
( z1 xz2
xz2 |x|2z4
)
ko¨nnen wir H2(R) als Untervarieta¨t von H2(C) auffassen. Dabei ist Υx(H2(R)) = λ(x)⊥.
Die zugeho¨rige Einbettung der Automorphismengruppen bezeichnen wir (unmissversta¨nd-
lich) ebenfalls mit Υx, also
Υx : Sp2(R)→ U2(C), M 7→MxMM−1x .
Dann gilt Υx(M ·Z) = Υx(M)·Υx(Z). Im Sinne von [31] bzw. [42] ist Υx also eine automorphe
Einbettung (Sp4(R),H2(R)) → (U2(C),H2(C)). Ist f : H2(C) → C, so betrachten wir an
Stelle der Restriktion auf λ(x)⊥ den Witt-Operator Wx, definiert durch
(Wxf)(Z) = f(Υx(Z)) = f(Mx · Z), Z ∈ H2(R).
Wir nehmen nun x ∈ o an und setzen t = |x|2. Nach Ko¨hler [42] ist dann die (rationale)
Paramodulgruppe Sp2(
1 0
0 t ) ⊂ Sp2(Q) der Stufe ( 1 00 t ) via Υx eine Untergruppe von U2(o). Wir
setzen als Abku¨rzung Γt := Sp2(
1 0
0 t ). Bekanntlich erzeugt V
∗
t := Rot
(
0 1/
√
t√
t 0
)
∈ Sp2(R) u¨ber
Γt eine Erweiterung Γ
∗
t vom Grad ≤ 2 (denn Konjugation mit V ∗t ist ein Automorphismus der
Paramodulgruppe Γt). Gilt t > 1, so ist dies eine nicht-triviale, diskrete Erweiterung. Ist dann
f ∈ [U2(o), k, ν], so folgt Wxf ∈ [Γt, k, νx], wobei der Charakter νx auf Γt erkla¨rt wird durch
νx(M) = ν(MxMM
−1
x ). Man beachte, dass fu¨r den Automorphie-Faktor j(Υx(M),Υx(Z)) =
j(M,Z) gilt, so dass f und Wxf das gleiche Gewicht haben. Die Operation von V
∗
t ist auf
H2(C) gegeben durch Z 7→ (Ztr) [( 0 11 0 )], denn es gilt
Υx(Vt · Z) = Υx(Z)tr [( 0 11 0 )] .
Ist daher f sogar ε-symmetrisch, so gilt
(Wxf)kVt(Z) = (−1)kf(Υx(Vt · Z)) = (−1)k(−1)kν(rot ( 0 11 0 )) ε f(Υx(Z))
= ν(Rot ( 0 11 0 )) ε (Wxf)(Z).
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f ist dann also sogar eine Modulform zur erweiterten Paramodulgruppe Γ∗t mit einem Cha-
rakter νx,ε der Ordnung ≤ 2. νx,ε ist dabei eindeutig bestimmt durch die Werte
νx,ε(Trans ( 1 00 0 )) = ν(Trans (
1 0
0 0 )) und νx,ε(V
∗
t ) = ε ν(Rot (
0 1
1 0 )).
Ist speziell x ∈ o primitiv, so ist auch x′ = ι˙√
∆
x ∈ o] primitiv, also λ(x)⊥ = (0, 0, 0, 0, x′)⊥ =
λ⊥t ein Vertreter der rational-quadratischen Divisoren mit Diskriminante t. Dies zeigt noch-
mals die bereits in Abschnitt 5.2 festgehaltene Tatsache, dass Restriktionen auf rational-
quadratischen Divisoren der Form (0, 0, 0, 0, β)⊥ Paramodulformen liefern. Wir setzen nun
Paramodulformen zu Γ∗3 aus [16] mit Hermitesche Modulformen in Verbindung. Sei daher
nun x = 1
2
+ ι˙√
8
.
Da φ3 ∈ [U2(o), 3, ν℘]+1 auf λ⊥3 nicht verschwindet, muß Wx(φ3) (bis auf einen Skalar) die
Form ψ31 aus [16] sein, da der Raum [Γ
∗
3, 3, νx,1] eindimensional ist, wie sofort aus [16, Theorem
5.2] folgt. Wir normieren daher φ3 so, dass Wx(φ3) = ψ
3
1 gilt (und bezeichnen die so normierte
Form wieder mit φ3).
Weiter wa¨hlen wir 0 6= f5 ∈ M5,1/2 ⊂ [U2(o), 5, ν℘]+1. Dann ist f5 = 0 auf λ⊥2 wegen (6.10).
Daher ist f5 6= 0 auf λ⊥3 , denn andernfalls wa¨re φ3f5/φ8 holomorph vom Gewicht 0, also
eine Konstante 6= 0 und damit φ8 = 0 auf λ⊥2 . Auch hier folgt aus Dimensionsgru¨nden, dass
Wx(f5) (bis auf einen Skalar) die Form ψ1f4 aus [16] ist. Wir normieren daher f5 so, dass
Wx(f5) = ψ1f4 gilt.
Schließlich wa¨hlen wir Maaß-Lifts Ek ∈ Mk,1,1 ⊂ [U2(o), k, 1]+1 fu¨r k = 4, 6 und 12, so
dass Ek
(
z1 0
0 z4
)
= gk(z1)gk(z4). Da die Eisenstein-Reihen gk simultane Hecke-Eigenformen
sind, ist dies mo¨glich, wie man vo¨llig analog zu [16, Lemma 3.8] einsieht: Die Abbildung
[SL2(Z), k − 1, ρ∆,0] → [SL2(Z), k, 1], f 7→ Ψ0(f)(z) := 〈f(z),Θ∆,0(z, 0, 0)〉 ist surjektiv und
es gilt
M(f) ( z1 00 z4 ) = c0(0)−Bk2k gk(z1) +∑
l∈N
Ψ0(f)kTl(z1) e2piι˙lz2 ,
wobei hier Tl auf [SL2(Z), k, 1] als gewo¨hnlicher Hecke-Operator vom Index l (wie z. B. in
[41]) operiert. Die Modulformen E4, E6 und E12 sind damit insbesondere schon auf der
Diagonalen H1×H1 = λ⊥2 ∩ λ⊥3 ⊂ H2(C) algebraisch unabha¨ngig. Durch Restriktion von
E4, E6 bzw. E12 vermo¨ge Wx erha¨lt man im Wesentlichen die in [16] mit E4, E6 bzw. E12
bezeichneten Paramodulformen. Fu¨r E4 folgt dies wieder aus Dimensionsgru¨nden. Fu¨r E6
und E12 ist dies streng genommen nur richtig bis auf einen Anteil, der auf der Diagonalen
verschwindet (so wie etwa ψ61). Dies ist jedoch keine wesentliche Einschra¨nkung, da von den
Formen Ek in [16] nur vorausgesetzt wird, das ihre Restriktion auf die Diagonale (mittels
eines geeigneten Witt-Operators) gk(z1)gk(z4) ergibt, was nach unserer Wahl erfu¨llt ist.
Mit den so gewa¨hlten Formen lassen sich bereits geeignete Erzeuger der Paramodulformen
zu Γ∗3 liften:
6.18 Lemma. 1) Sei k gerade und f ∈ [U2(o), k, 1]+1. Dann gibt es ein isobares Polynom
P ∈ C6, so dass f − P (φ23, φ3f5, f25 , E4, E6, E12) = 0 auf λ⊥3 .
2) Sei k ungerade und f ∈ [U2(o), k, ν℘]+1. Dann gibt es isobare Polynome P1 ∈ C6 und
P2 ∈ C3, so dass f − φ3P1(φ23, φ3f5, f25 , E4, E6, E12)− f5P2(E4, E6, E12) = 0 auf λ⊥3 .
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Beweis. 1) Dies ist im wesentlichen [16, Lemma 5.3]. Die in [16] mit ψ31, ψ1f4, E4, E6 und
E12 bezeichneten Paramodulformen erha¨lt man wie oben gesehen durch Restriktion auf λ
⊥
3
via Wx aus φ3, f5, E4, E6 bzw. E12 (bwz. aus geeigneten Polynomen in diesen Formen). Da
der Ring [Γ∗3, 2Z, 1] nach [16, Lemma 5.3] von ψ61, ψ41f4, (ψ1f4)2, E4, E6 und E12 erzeugt wird,
folgt die Behauptung.
2) Ist f ∈ [U2(o), k, ν℘]+1, so ist der Charakter von Wx(f) wie oben gesehen gleich κχ (in
der Notation von [16], also sowohl auf Γ3 als auch auf 〈V ∗3 〉 ∼= C2 von zweiter Ordnung). Der
Beweis von [16, Theorem 5.2] zeigt dann, dass es h ∈ [Γ∗3, k − 3, 1] und P2 ∈ C3 gibt, so dass
Wx(f) = ψ
3
1h + ψ1f4P2(E4, E6, E12). Da wir h nach 1) als Polynom in φ
2
3, . . . , E12 und die
u¨brigen Formen auf der rechten Seite dieser Gleichung direkt zu Hermiteschen Modulformen
liften ko¨nnen (wie im Beweis zu 1) gesehen), folgt die Behauptung.
Der oben skizzierte modifizierte Reduktionsprozess ist nun in ausfu¨rlicher Form der Inhalt
der folgenden
6.19 Proposition. Ist f ∈ [DU2(o), k, 1], so gibt es ein j ∈ N0 mit
φj3 f ∈ C[φ3, f5, E4, E6, E12, φ8, φ9, φ24].
Ist f symmetrisch, so kann man j < max{1, k/5} wa¨hlen. I. A. existiert zumindest ein j mit
j < 2 + max{1, (k − 3)/5}.
Beweis. Sei f ∈ [DU2(o), k, 1]. Dann ist f =
∑
ν∈Uab2 (o), ε∈{±1} fε,ν mit fε,ν ∈ [U2(o), k, ν]ε.
Wir ko¨nnen daher ohne Einschra¨nkung direkt f = fε,ν annehmen.
Fall 1: ε = −1. Dann ist zwangsweise f = 0 auf λ⊥4 nach (6.9). Wegen der Nullstellenvertei-
lungen der Borcherds-Produkte φ3 und φ9 ist daher φ
2
3 f/φ9 auf H2 wieder holomorph, also
φ23 f/φ9 ∈ [U2(o), k − 3, ν]+1 (mit einer mindestens dreifachen Nullstelle entlang λ⊥1 ).
Fall 2: ε = 1, ν = ν℘ und k ≡ 0 mod 2Z. Dann ist zwangsweise f = 0 auf λ⊥8 nach (6.11),
also φ33 f/φ24 ∈ [U2(o), k − 15, ν℘]+1 (mit einer mindestens dreifachen Nullstelle entlang λ⊥2 ).
Fall 3: ε = 1, ν = 1 und k ≡ 1 mod 2Z. Dann ist wieder zwangsweise f = 0 auf λ⊥8 , aber dies-
mal zusa¨tzlich f = 0 auf λ⊥2 nach (6.10). Daher ist in diesem Fall φ
3
3 f/φ24 ∈ [U2(o), k−15, 1]+1
(mit einer mindestens vierfachen Nullstelle entlang λ⊥2 ).
Fall 4: ε = 1, ν = 1 und k ≡ 0 mod 2Z. Nach Lemma 6.18 gibt es ein Polynom P ∈ C6, so
dass f −P (φ23, φ3f5, f25 , E4, E6, E12) = 0 auf λ⊥3 , also (f −P (φ23, φ3f5, f25 , E4, E6, E12))φ3/φ8 ∈
[U2(o), k − 5, ν℘]+1 (mit einer mindestens einfachen Nullstelle entlang λ⊥2 ).
Fall 5: ε = 1, ν 6= 1 und k ≡ 1 mod 2Z. Nach Lemma 6.18 gibt es in diesem Fall Polynome
P1 ∈ C6 und P2 ∈ C3, so dass f − φ3P1(φ23, φ3f5, f25 , E4, E6, E12)− f5P2(E4, E6, E12) = 0 auf
λ⊥3 . Also ist (f −φ3P1(φ23, φ3f5, f25 , E4, E6, E12)−f5P2(E4, E6, E12))φ3/φ8 ∈ [U2(o), k−5, 1]+1
(mit einer mindestens doppelten Nullstelle entlang λ⊥2 ).
Ist f symmetrisch, so beno¨tigt man bei diesem Reduktionsprozess fu¨r die Reduktion des
Gewichtes um 5 genau eine Division durch φ3. Ist jedoch bereits k ≤ 5, so beno¨tigt man
keine weitere Division durch φ3, da jede Form vom Gewicht ≤ 0 mit einer Nullstelle identisch
verschwindet. Im Allgemeinen hat man im ersten Schritt auch antisymmetrische Anteile zu
reduzieren, wozu zwei Divisionen beno¨tigt werden. Dabei wird das Gewicht um 3 vermindert.
Danach sind aber immer nur symmetrische Formen zu reduzieren.
6.3 Modulformen zu Q(
√−2) 133
Wir zeigen noch am Beispiel [U2(o), 2Z, 1]+1, dass man mit genauerer Kenntnis der Restrik-
tionen der Formen aus [DU2(o), k, 1] auf λ
⊥
2 und λ
⊥
3 sogar die Nenner in Proposition 6.19
entfernen kann. Da die Reduktion in Proposition 6.19 zu Modulformen kleineren Gewichts
mit Nullstellen ho¨herer Ordnung auf λ⊥1 bzw. λ
⊥
2 fu¨hrt, hat man dazu offenbar die entspre-
chenden Verschwindungsideale zu kontrollieren. Wir setzen daher
Ij,r(k) :=
{
f ∈ [U2(o), k, 1]+1
∣∣ f = 0 auf λ⊥j von mindestens r-ter Ordnung}
und bezeichnen mit Ij,r =
⊕
k∈2Z Ij,r(k) das Ideal in [U2(o), 2Z, 1]+1 der auf λ⊥j in mind. r-ter
Ordnung verschwindenden Formen.
Bevor wir den na¨chsten Satz beweisen ko¨nnen, beno¨tigen wir genauere Kenntnis u¨ber eini-
ge Formen kleinen Gewichts. Da f5 auf λ
⊥
2 notwendig verschwindet, ist f10 := φ8 f5/φ3 ∈
[U2(o), 10, 1]
+1. Dies ist sozusagen das erste Beispiel einer Form, die nicht als Polynom in den
Formen aus Proposition 6.19 geschrieben werden kann, wie wir gleich sehen werden. Man
muß also sicherlich f10 in ein Erzeugersystem fu¨r [U2(o), 2Z, 1]+1 aufnehmen.
Der Reduktionsprozess aus Proposition 6.19 zeigt (wie im Beweis von Satz 6.21 unten aus-
gefu¨hrt) zuna¨chst, dass sich jede Modulform f ∈ [U2(o), k, 1]+1 mit geradem k ≤ 8 als
Polynom in φ23, φ3f5, E4, E6 und φ8 darstellen la¨ßt. Insbesondere sind die nicht-trivialen
Formen f ∈ I2,2(k) fu¨r k ≤ 8 (bis auf Multiplikation mit Skalaren) gegeben durch f = φ23 im
Fall k = 6, und f = φ3f5 im Fall k = 8. Der Reduktionsprozess aus Proposition 6.19 zeigt
daher weiter, dass sich jede Modulform f ∈ [U2(o), k, 1]+1 mit geradem k ≤ 18 als Polynom
in φ23, φ3f5, f
2
5 , E4, E6, E12, φ8 und f10 darstellen la¨ßt. Insbesondere ist
[U2(o), 10, 1]
+1 = CE4φ23 + Cf 25 + CE4E6 + Cf10.
Da aber bereits der Maaß-Raum M10,1,1 ⊂ [U2(o), 10, 1]+1 Dimension 4 hat, mu¨ssen die
Formen E4φ
2
3, f
2
5 , E4E6 und f10 linear unabha¨ngig sein. Es folgt aber noch mehr: Ganz analog
zu Lemma 4.19 induziert auch die Restriktion auf λ⊥2 einen surjektiven Homomorphismus von
Mk,1 auf den entsprechenden Maaß-Raum M(2)k,1 von Paramodulformen zu Sp2( 1 00 2 ) (wie in
[3], [25] und allgemeiner in [28] beschrieben). Daher mu¨ssen sogar die Restriktionen von E4E6
und f10 auf λ
⊥
2 linear unabha¨ngig sein. Der Maaß-RaumM(2)10,1 hat na¨mlich bereits Dimension
2, aber E4φ
2
3 und f
2
5 verschwinden auf λ
⊥
2 . Damit wird I2,2(10) von E4φ
2
3 und f
2
5 aufgespannt.
Außerdem kann f10 auf λ
⊥
2 nicht verschwinden. Dies impliziert offensichtlich, dass f5 auf λ
⊥
2
eine Nullstelle der Ordnung 1 hat.
Aus den Erzeugern fu¨r [U2(o), k, 1]
+1 bzw. I2,2(k) bei geradem k ≤ 18 bzw. k ≤ 10 erha¨lt man
mit Proposition 6.19 auch Erzeuger fu¨r [U2(o), k, ν℘]
+1 bei ungeradem k ≤ 15. Ein Vergleich
mit den Dimensionen der Maaß-Ra¨ume M10,1,1 bzw. Mk,1/2 zeigt dann
6.20 Lemma. 1) Sei k ≤ 10 gerade. Dann ist [U2(o), k, 1]+1 =Mk,1,1.
2) Sei k ≤ 9 ungerade. Dann ist [U2(o), k, ν℘]+1 =Mk,1/2.
Insbesondere sind auch die Borcherds-Produkte φ3 und φ8 Maaß-Lifts. Genauso folgt, dass
φ9 ein Maaß-Lift ist: Da φ
2
3 ∈ [U2(o), 6, 1]+1 (bis auf einen Skalar) die einzige Form mit einer
mindestens dreifachen Nullstelle entlang λ⊥1 ist, folgt dim([U2(o), 9, 1]
−1) = 1 aus Fall 1 im
Beweis von Proposition 6.19. Also ist [U2(o), 9, 1]
−1 =M9,1,χ = Cφ9.
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Die oben erwa¨hnten Paramodulformen zu Γ∗3 aus [16] genu¨gen nach [16, Theorem 5.2] ei-
ner algebraischen Relation f 34 = p˜0(ψ
6
1, ψ
4
1 f4, E4, E6, E12). Da sich die linke Seite dieser
Gleichung nach Lemma 6.18 zu einer Hermiteschen Form h12 = p0(φ
2
3, φ3f5, E4, E6, E12) ∈
[U2(o), 12, 1]
+1 mit einem geeigneten Polynom p0 ∈ C5 liften la¨ßt, gilt also f 35 = φ3h12 auf
λ⊥3 . Daher ist (f
3
5 − φ3h12)φ3/φ8 ∈ I2,2(10) = CE4φ23 + Cf 25 . Insgesamt ist also
f 35 = φ3h12 + γ1φ3φ8E4 + γ2f10f5(6.12)
mit geeigneten Konstanten γj ∈ C. Hierbei ist γ2 6= 0, da ansonsten die rechte Seite — und
damit auch f5 — auf λ
⊥
1 verschwinden wu¨rde, was aber nicht der Fall ist. Andernfalls wa¨re
na¨mlich f 25 /φ3 ∈ [U2(o), 7, ν℘]+1 = Cφ3E4, also sogar f5 = 0 auf λ⊥1 von zweiter Ordung
und damit f5/φ3 ∈ [U2(o), 2, ν℘]+1 = {0}, d. h. f5 = 0. Da in (6.12) beide Seiten auf λ⊥2
verschwinden, kann man mit φ8/φ3 multiplizieren und erha¨lt
f10f
2
5 = φ8h12 + γ1φ
2
8E4 + γ2f
2
10.(6.13)
Wegen γ2 6= 0 genu¨gt f10 also einer quadratischen Gleichung u¨ber φ23, φ3f5, f 25 , E4, E6, E12
und φ8. Dies ist entscheidend fu¨r die weiteren U¨berlegungen. Wir setzen nun als Abku¨rzungen
h6 = φ
2
3, h8 = φ3f5, h10 = f
2
5 .
6.21 Satz. 1) [U2(o), 2Z, 1]+1 wird erzeugt von
h6, h8, h10, E4, E6, E12, φ8 und f10.
Diese Erzeuger sind sa¨mtlich Maaß-Lifts.
2) Das Ideal I2,2 wird erzeugt von h6, h8 und h10.
Beweis. Wir zeigen induktiv:
(∗)
{
Jedes f ∈ [U2(o), 2k, 1]+1 hat eine Darstellung in den genannten Erzeugern und
I2,2(2k) = h6[U2(o), 2k−6, 1]+1 +h8[U2(o), 2k−8, 1]+1 +h10[U2(o), 2k−10, 1]+1.
Fu¨r k ≤ 1 ist die Aussage (∗) richtig. Sei nun k ∈ N, so dass (∗) fu¨r alle k′ ≤ k bewiesen
ist, und f ∈ [U2(o), 2k, 1]+1. Aus dem 4. Fall im Beweis von Proposition 6.19 ergibt sich,
dass es ein Polynom P1 ∈ C6 gibt, so dass h˜1 = (f − P1(h6, h8, h10, E4, E6, E12))φ3/φ8 ∈
[U2(o), 2k − 5, ν℘]+1. Aus dem 5. Fall im Beweis von Proposition 6.19 ergibt sich dann, dass
es Polynome P2 ∈ C6, P3 ∈ C3 gibt, so dass h˜2 = (h˜1 − φ3P2(h6, h8, h10, E4, E6, E12) −
f5P3(E4, E6, E12))φ3/φ8 ∈ [U2(o), 2k − 10, 1]+1. Dabei ist h˜2 = 0 auf λ⊥2 von doppelter Ord-
nung, also h˜2 ∈ I2,2(2k − 10). Nach Induktionsannahme ist daher
h˜2 = h6h˜3 + h8h˜4 + h10h˜5
mit h˜j ∈ [U2(o), 2k − 10 − 2j, 1]+1 fu¨r j = 3, 4 und 5. Diese Formen sind wieder nach
Induktionsannahme in den genannten Erzeugern darstellbar. Daher folgt
f = φ8h˜1/φ3 + P1(h6, h8, h10, E4, E6, E12)
=
φ8
φ3
(
φ8
φ3
h˜2 + φ3P2(h6, h8, h10, E4, E6, E12) + f5P3(E4, E6, E12)
)
+ P1(h6, . . . , E12)
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=
φ28
h6
(
h6h˜3 + h8h˜4 + h10h˜5
)
+ φ8P2(h6, . . . , E12) + f10P3(E4, E6, E12) + P1(h6, . . . , E12)
= φ28h˜3 + φ8f10h˜4 + f
2
10h˜5 + φ8P2(h6, . . . , E12) + f10P3(E4, E6, E12) + P1(h6, . . . , E12).
Also hat f eine Darstellung als Polynom in den genannten Erzeugern. Wegen der Relation
(6.13) ko¨nnen wir annehmen, dass f10 in dieser Darstellung ho¨chstens linear auftritt. Sei daher
Q ∈ C8 mit deg8(Q) ≤ 1 und f = Q(h6, h8, h10, E4, E6, E12, φ8, f10). Ist dann f = 0 auf λ⊥2 ,
so folgt 0 = Q(0, 0, 0, E4, E6, E12, φ8, f10) auf λ
⊥
2 . Da f10 und E4E6 wie oben bemerkt sogar
auf λ⊥2 linear unabha¨ngig sind, ist Q(0, 0, 0, X4, X5, X6, X7, X8) = 0 in C8, da andernfalls
0 = Q(0, 0, 0, E4, E6, E12, φ8, f10) auf λ
⊥
2 eine nicht-triviale algebraische Relation wa¨re. Aus
[37, Theorem 1] ist jedoch bekannt, dass jede solche Relation mindestens vom Grad 2 in f10λ⊥2
ist. Daher ist Q von der Form Q = X1Q1 +X2Q2 +X3Q3 mit gewissen Polynomen Qj ∈ C8.
Mit der expliziten Kenntnis der Erzeuger des Ideals I2,2 aus Satz 6.21 folgt nun aus dem
Beweis von Proposition 6.19
6.22 Korollar. Sei k ∈ N ungerade. Dann gilt
[U2(o), k, ν℘]
+1 = φ3[U2(o), k − 3, 1]+1 + f5[U2(o), k − 5, 1]+1.
Neben (6.13) erfu¨llen die Erzeuger aus Satz 6.21 (schon aus Kardinalita¨tsgru¨nden) weitere
algebraische Relationen. Die folgenden Relationen folgen entweder wieder aus (6.12) oder
ergeben sich direkt aus den Definitionen:
h28 = h6h10, h
2
10 = h8h12 + γ1h8φ8E4 + γ2f10h10,
h6f10 = φ8h8, h8h10 = h6h12 + γ1h6φ8E4 + γ2f10h8,
h8f10 = φ8h10, f
2
10 = γ
−1
2
(
f10h10 − φ8h12 − γ1φ28E4
)
.
(6.14)
Wir definieren entsprechende Polynome Qj ∈ C8 durch
Q1 = X
2
2 −X1X3, Q2 = X23 −X2p0(X1, X2, X4, X5, X6)− γ1X2X7X4 − γ2X8X3,
Q3 = X1X8 −X7X2, Q4 = X2X3 −X1p0(X1, X2, X4, X5, X6)− γ1X1X7X4 − γ2X8X2,
Q5 = X2X8 −X7X3, Q6 = X28 − γ−12
(
X8X3 −X7p0(X1, X2, X4, X5, X6)− γ1X27X4
)
.
Es gilt also insbesondere Qj(h6, h8, h10, E4, E6, E12, φ8, f10) = 0 auf H2(C) fu¨r j = 1, . . . , 6,
da ja nach Konstruktion h12 = p0(h6, h8, E4, E6, E12) war. Dies zeigt bereits eine Ha¨lfte des
folgenden
6.23 Satz. Sei I = (Q1, . . . , Q6) ⊂ C8 das von Q1, . . . , Q6 erzeugte Ideal. Dann gilt fu¨r
P ∈ C8
P (h6, h8, h10, E4, E6, E12, φ8, f10) = 0 auf H2(C) ⇐⇒ P ∈ I.
Insbesondere ist
[U2(o), 2Z, 1]+1 ∼= C8/I.
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Beweis. Wir mu¨ssen noch
”
⇒“ begru¨nden. Sei also P ∈ C8 mit P (h6, . . . , f10) = 0 auf
H2(C). Fu¨r die weiteren U¨berlegungen ist es hilfreich, Y = X3X8 als weitere Unbestimmte
einzufu¨hren. Nach Reduktion von P modulo I ko¨nnen wir dann annehmen, dass der Grad von
P als Polynom in X2, X3 und X8 ho¨chstens 1 ist (wobei wir jetzt P,Q1, . . . , Q6 als Polynome
in X1, . . . , X8, Y auffassen, so dass I ein Ideal in C8[Y ] ist). Dann ist also P von der Form
P =
∑
l∈N0
Y l(Pl,1 +X2Pl,2 +X3Pl,3 +X8Pl,4)
mit Polynomen Pl,j ∈ C[X1, X4, X5, X6, X7]. Mit Q3 kann man ferner erreichen, dass
deg1(Pl,4) = 0 gilt. Nach Voraussetzung ist also P (h6, . . . , f10, h10f10) = 0 auf H2(C). Durch
Restriktion auf λ⊥2 erha¨lt man zuna¨chst (beachte h10 = 0 auf λ
⊥
2 und f10 = 0 auf λ
⊥
3 )
0 = P0,1(0, E4, E6, E12, φ8) + f10P0,4(0, E4, E6, E12, φ8) auf λ
⊥
2
und wie im Beweis von Satz 6.21 folgt hier P0,4 = 0, da ja deg1(P0,4) = 0 nach Annahme
(ebenso folgt X1|P0,1, was im Weiteren aber unerheblich ist). Durch Restriktion auf λ⊥3 erha¨lt
man eine Relation
0 = P0,1(ψ
6
1, E4, E6, E12, 0) + ψ
4
1f4P0,2(ψ
6
1, E4, E6, E12, 0) + ψ
2
1f
2
4P0,3(ψ
6
1, E4, E6, E12, 0)
(6.15)
fu¨r die oben genannten Paramodulformen zu Γ∗3 aus [16]. Jede solche Relation ist nach [16,
Lemma 5.3] jedoch mindestens vom Grad 2 in den Funktionen ψ41f4 und ψ
2
1f
2
4 . Daher muß
(6.15) trivial erfu¨llt sein, d. h. P0,j = 0 (in C[X1, X4, X5, X6, X7]) oder deg7(P0,j) ≥ 1 fu¨r
j = 1, 2 und 3. Damit sind alle Polynome P0,j und daher auch P0 := P0,1 +X2P0,2 +X3P0,3
durch X7 teilbar, also
P0 = X7
(
P˜0,1 +X2P˜0,2 +X3P˜0,3
)
mit Polynomen P˜0,j ∈ C[X1, X4, X5, X6, X7]. Da P˜0 = P0/X7 wieder P˜0(h6, . . . , f10) = 0 auf
λ⊥3 erfu¨llt, kann man nun mit P˜0 an Stelle von P0 argumentieren. Induktiv folgt, dass sich P0
durch jede beliebige Potenz von X7 teilen la¨ßt, was nur fu¨r P0 = 0 mo¨glich ist.
Damit ergibt sich induktiv (ganz analog wie fu¨r P0), dass Pl,j = 0 fu¨r alle l ∈ N0, also
insgesamt P = 0, gilt. Insbesondere ist damit P ∈ I gezeigt.
Mit der Kenntnis der Erzeuger von [U2(o), 2Z, 1]+1 und ihren Relationen aus Satz 6.21 bzw.
Satz 6.23 lassen sich noch weitere Ideale Ij,r bestimmen:
6.24 Proposition. 1) Das Ideal I1,1 wird erzeugt von h6, h8, φ8 und h10 − γ2f10.
2) Das Ideal I3,1 wird erzeugt von φ8 und f10.
3) Das Ideal I3,2 wird erzeugt von φ
2
8, φ8f10 und φ8h12 − f10h10.
4) Das Ideal I2,4 wird erzeugt von h
2
6, h
2
8, h
2
10, h6h8 und h8h10.
5) I2,2 ∩ I3,1 wird erzeugt von φ8h6, φ8h8, φ8h10 und f10h10.
Beweis. 1) Analog zu 2).
2) Sei I = (φ8, f10). Dann ist I ⊂ I3,1, da φ8 = f10 = 0 auf λ⊥3 . Sei nun andererseits f ∈ I3,1.
Aus Satz 6.23 folgt, dass f nach Reduktion modulo I eine Darstellung
f = P1(h6, E4, E6, E12) + h8P2(h6, E4, E6, E12) + h10P3(h6, E4, E6, E12)
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mit Polynomen Pj ∈ C4 hat. Da die Restriktion dieses Polnoms auf λ⊥3 verschwindet, folgt
wie im Beweis von Satz 6.23, dass Pj = 0 (in C4) fu¨r alle j. Also ist auch I3,1 ⊂ I.
3) Die Abbildung I2,2 → I3,2, f 7→ fφ28/h6, ist offensichtlich bijektiv. Also wird I3,2 nach
Satz 6.21 von φ28, φ8f10 und f
2
10 erzeugt. Wegen der Relation (6.13) kann man f
2
10 durch
φ8h12 − f10h10 ersetzen.
4) Das Ideal I2,2 ∩ I3,2 wird erzeugt von den 9 Produkten der (jeweils 3) Erzeuger von I2,2
und I3,2. Dies ist wie folgt einzusehen: Sei I das von den Produkten {φ28, φ8f10, φ8h12 −
f10h10} · {h6, h8, h10} erzeugte Ideal in [U2(o), 2Z, 1]+1. Offensichtlich ist I ⊂ I2,2 ∩ I3,2.
Sei nun andererseits f ∈ I2,2 ∩ I3,2 vom Gewicht k. Wir zeigen f + I = I, indem wir
f modulo I reduzieren. Nach 3) hat f eine Darstellung f = φ28f1 + φ8f10f2 + f
2
10f3, wo-
bei fj = Pj(h6, h8, h10, E4, E6, E12, φ8, f10) mit Polynomen Pj ∈ C8 fu¨r j ∈ {1, 2, 3}.
Dabei ko¨nnen wir wegen der Relationen (6.14) zuna¨chst deg8(Pj) ≤ 1 und nach geeig-
neter Umsortierung der Terme mit f10 sogar deg8(P1) = deg8(P2) = 0 annehmen. Aus
(6.14) und h12 = p0(h6, h8, E4, E6, E12) folgt weiter f
3
10 ≡ γ−12 (−f10φ8h12 − γ1f10φ28E4) ≡
f10φ8R(E4, E6, E12, φ8) mod I. Nach Reduktion modulo I kann man daher sogar annehmen,
dass h6, h8, h10 und f10 in den Polynomen Pj nicht vorkommen. Dann ist also
f = φ28P1(E4, E6, E12, φ8) + φ8f10P2(E4, E6, E12, φ8) + f
2
10P3(E4, E6, E12, φ8)
Mit der Relation fu¨r f 210 aus (6.14) kann man dies auch als
f = φ28R1(E4, E6, E12, φ8) + φ8f10R2(E4, E6, E12, φ8) + (φ8h12 − f10h10)R3(E4, E6, E12, φ8)
mit geeigneten Polynomen Rj schreiben. Da h12 auf H1×H1 = λ⊥2 ∩ λ⊥3 , also insbesondere
auf λ⊥2 , nicht identisch verschwindet (wie aus dem Beweis zu [16, Cor. 5.7] folgt), erha¨lt man
durch Restriktion auf λ⊥2 eine algebraische Relation
0 = φ28R1(. . .) + φ8f10R2(. . .) + φ8p0(0, 0, E4, E6, E12)R3(. . .) auf λ
⊥
2 .
Wie im Beweis von Satz 6.21 ist eine solche Relation nur trivial zu erfu¨llen, d. h. es folgt
R2 = 0 und X
2
4R1(X1, X2, X3, X4) +X4p0(0, 0, X1, X2, X3)R3(X1, X2, X3, X4) = 0, also
f = (φ8(c1h
2
6 + c2h6E6 + c3h8E4)− f10h10)R3(E4, E6, E12, φ8)
mit geeigneten Konstanten cj. Nach einer weiteren Reduktion modulo I kann man erreichen,
dass φ8 in R3 nicht vorkommt. Dann ist R3 = 0 oder R3(E4, E6, E12) verschwindet nicht auf
H1×H1 ⊂ λ⊥2 ∩λ⊥3 . Im zweiten Fall mu¨sste der erste Faktor auf λ⊥3 in mind. zweiter Ordnung
verschwinden. Dies ist jedoch nicht der Fall, wie man mit (6.12) und der bereits erwa¨hnten
Tatsache h12 6≡ 0 auf H1×H1 einsieht. Also ist f ≡ 0 mod I.
Mit I2,2 ∩ I3,2 kennen wir nun auch I2,4, denn die Abbildung I2,2 ∩ I3,2 → I2,4, f 7→ fh6/φ28,
ist wieder bijektiv. Daher wird I2,4 erzeugt von den 6 Produkten {h6, h8, h10} · {h6, h8, h10}.
Wegen h6h10 = h
2
8 reichen die in der Proposition angegebenen Erzeuger bereits aus.
5) Das Ideal I2,2 ∩ I3,1 wird analog zu 4) von den 6 Produkten der (2 bzw. 3) Erzeuger
von I2,2 und I3,1 erzeugt. Mit den Relationen (6.14) sieht man, dass man tatsa¨chlich nur die
angegebenen Erzeuger beno¨tigt.
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Die restringierte direkte Summe
[U2(o), 2Z+ 1, ν℘]+1 =
⊕
k∈Z
[U2(o), 2k + 1, ν℘]
+1
ist selbst kein graduierter Ring, aber zumindest ein Modul u¨ber [U2(o), 2Z, 1]+1. Korollar
6.22 besagt dann gerade, dass [U2(o), 2Z + 1, ν℘]+1 als Modul u¨ber [U2(o), 2Z, 1]+1 von φ3
und f5 erzeugt wird. Genauso sind auch
[U2(o), 2Z, ν℘]+1 =
⊕
k∈Z
[U2(o), 2k, ν℘]
+1 und [U2(o), 2Z+ 1, 1]+1 =
⊕
k∈Z
[U2(o), 2k + 1, 1]
+1
Moduln u¨ber [U2(o), 2Z, 1]+1. Ausgezeichnete Elemente dieser Moduln sind φ24 und f24+2j =
φ24(f5/φ3)
j fu¨r j ∈ {1, 2, 3} im Fall [U2(o), 2Z, ν℘]+1 sowie φ24φ3 und f29+2j = φ24f5(f5/φ3)j
fu¨r j ∈ {0, 1, 2, 3} im Fall [U2(o), 2Z + 1, 1]+1. Aus dem Beweis von Proposition 6.19 folgt
nun zusammen mit Proposition 6.24 wie eben
6.25 Korollar. 1) [U2(o), 2Z, ν℘]+1 wird als Modul u¨ber [U2(o), 2Z, 1]+1 erzeugt von φ24,
f26, f28 und f30.
2) [U2(o), 2Z + 1, 1]+1 wird als Modul u¨ber [U2(o), 2Z, 1]+1 erzeugt von φ24φ3, f29, f31, f33
und f35.
Die bisherigen Ergebnisse aus Satz 6.21 und Korollar 6.22 kann man auch zusammenfassen
als ⊕
k∈Z
[U2(o), k, ν
k
℘]
+1 = C[φ3, f5, E4, E6, E12, φ8, f10].
Zusammen mit dem letzten Korollar 6.25 folgt als abschließendes Ergebnis
6.26 Korollar. [DU2(o),Z, 1]+1 wird erzeugt von φ3, f5, E4, E6, E12, φ8, f10, φ24, f26, f28
und f30.
Um auch antisymmetrische Formen einzuschließen, mu¨sste man nun Erzeuger des entspre-
chenden Verschwindungsideals zu λ⊥1 bestimmen, was hier aber nicht mehr ausgefu¨hrt werden
soll.
6.4 Einige Bemerkungen zum allgemeinen Fall
Die in den ersten beiden Beispielen (∆ = 3, 4) verwendete Methode ist in dieser Form si-
cherlich auch noch in weiteren Fa¨llen anwendbar. Denn immer dann, wenn es ein Borcherds-
Produkt gibt, das genau auf den Divisoren einer U2(o)-A¨quivalenzklasse in erster Ordnung
verschwindet, kann man im Prinzip wie im Fall ∆ = 3 vorgehen, also Liftung der Erzeu-
ger von dem Divisor und Reduktion des Gewichts mittels Division durch das Borcherds-
Produkt. Mindestens die Fa¨lle ∆ = 7, 8, 11 und mo¨glicherweise auch 15 sollte man daher
a¨hnlich wie den Fall ∆ = 3 behandeln ko¨nnen, da die Thetareihen, die in diesen Fa¨llen
den Unterraum der Spitzenformen des Obstruktionsraumes erzeugen,
”
viele“ verschwinden-
de Fourier-Koeffizienten haben. Fu¨r ∆ = 8 ist dazu das im letzten Abschnitt erwa¨hnte
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Borcherds-Produkt ψ24 (wie bereits auf Seite 129 angedeutet) geeignet. Fu¨r ∆ = 7 gibt es z.
B. ein Borcherds-Produkt vom Gewicht 70, das nur auf den rational-quadratischen Divisoren
der Diskriminante 7 verschwindet. Die Restriktion auf diesem Divisor fu¨hrt zu Paramodul-
formen der Stufe ( 1 00 7 ). Hier muss zuna¨chst wieder die Information u¨ber die Formen kleineren
Grades bereitgestellt werden. Da es sich bei den Restriktionen auf den Divisor stets wieder
um Modulformen zu orthogonalen Gruppen handelt, kann man dieselbe Methode (mo¨glicher-
weise) erneut anwenden, so wie z. B. im Fall der Stufe ( 1 00 3 ) in [16]. Tendenziell wird man
bei der Reduktion auf rational-quadratische Divisoren mit großer Diskriminante orthogonale
Modulformen zu Gittern L mit großer Restklassengruppe L]/L (bzw. großer absoluter De-
terminante) erhalten. Obwohl von kleinerem Grad, ist die Bestimmung der Formen auf dem
Divisor daher selbst ein vergleichsweise schwieriges Problem und in der Regel bisher ungelo¨st.
Auch Hermitesche Modulformen erha¨lt man natu¨rlich in analoger Weise durch Restriktio-
nen von Modulformen zu orthogonalen Gruppen der Signatur (2, 5) auf geeignete rational-
quadratische Divisoren, und diese ihrerseits aus Formen zu Gruppen der Signatur (2, 6) usw.,
so wie dies z. B. in einigen Fa¨llen in [22] beschrieben ist. Unsere Beispiele muss man daher
im Prinzip selbst als Glieder ganzer Ketten von ineinander eingebetteten Halbra¨umen (des
Typs IV), versehen mit
”
kommensurablen“ Modulgruppen und den zugeho¨rigen automor-
phen Formen, betrachten. Es ist dann zuna¨chst die Frage zu untersuchen, ob es zu Gittern
der Signatur (2, b−) stets Fourier-Koeffizienten gibt, die bei allen Spitzenformen im Obstruk-
tionsraum [SL2(Z), 1 + b−/2, ρL] verschwinden. Da man auch explizite Kenntnis der Fourier-
Entwicklungen beno¨tigt, stellt sich u¨berhaupt das Problem, wie man den Obstruktionsraum
oder allgemein Ra¨ume vektorwertiger Modulformen erzeugen kann. Allein mit Thetareihen
und Eisenstein-Reihen hat man schon hier fu¨r großes ∆ nicht genu¨gend Formen an der Hand.
Auch hier ist bisher scheinbar nur wenig bekannt.
140 6 Beispiele graduierter Ringe Hermitescher Modulformen
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7 Tabellen
7.1 Dimensionen der Maaß-Ra¨ume
In den folgenden Tabellen sind die Dimensionen der Ra¨ume [SL2(Z), k, ν2m℘ ρm2∆,α,χ] ∼=
Mk+1,m,χ nach Satz 3.5 fu¨r alle χ ∈ Oabm2∆, 2 ≤ k ≤ 13 (z. T. auch k = 1), m ∈ {12 , 1}
und ∆ mit m2∆ ≤ 40 aufgelistet.
Fu¨r die orthogonale Gruppe Om2∆ sind jeweils Erzeuger (als Vertreter der Nebenklassen
modulo mι˙
√
∆o) angegeben. Die Charaktere von Om2∆ sind in der ersten Spalte notiert
durch die Werte auf diesen Erzeugern, d. h. wird Om2∆ = 〈t1, . . . , tn〉 von n Elementen
erzeugt, so ist χ = [ε1, . . . , εn] der Charakter mit χ(tj) = εj. Der Charakter in der zweiten
Zeile ist also stets der triviale Charakter.
In den zweiten bis vierzehnten Spalte steht unterhalb von k in der Zeile zu χ jeweils die
Dimension von [SL2(Z), k, ν2m℘ ρm2∆,α,χ]. Der Wert fu¨r k = 1 folgt nicht aus der Dimen-
sionsformel, sondern nur durch zusa¨tzliche U¨berlegungen (z. B. zur Nullstellenordnung in
der Spitze ∞ wie etwa in Abschnitt 4.3). Ausserdem ist dim([SL2(Z), 0, ν2m℘ ρm2∆,α,χ]) = 0
in allen Fa¨llen (nach Korollar 4.9). Aus den Werten in den Tabellen erha¨lt man (wegen
dim([SL2(Z), k + 12, ρ]) = dim(ρ) + dim([SL2(Z), k, ρ]) fu¨r alle k ≥ 2) im Prinzip auch die
Dimensionen fu¨r alle k ≥ 14.
In der untersten Zeile sind jeweils die Beitra¨ge aller Teilra¨ume aufsummiert (soweit sinnvoll).
Dies sind also die Daten fu¨r [SL2(Z), k, ν2m℘ ρm2∆,α] =
⊕
χ∈Oab
m2∆
[SL2(Z), k, ν2m℘ ρm2∆,α,χ] ∼=
Mk+1,m.
In den letzten vier Spalten sind die Dimension von ρ = ν2m℘ ρm2∆,α,χ, die Parameter A(ρ) und
B(ρ) aus der Dimensionsformel und als letztes der Eigenwert ε von W−1 auf dem Darstel-
lungsraum von ρ festgehalten.
m = 1
∆ = 3, m = 1, Om2∆ = 〈2〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 1 0 1 0 1 0 2 0 2 0 2 2 1 1/6 1
[−1] 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 1/6 −1
0 0 1 0 1 0 1 1 2 0 2 1 2 3 1 1/3
∆ = 4, m = 1, Om2∆ = 〈ι˙〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 1 0 1 0 2 0 2 0 3 0 3 3 1 1/4 1
[−1] 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 1/4 1
0 0 1 0 1 0 2 0 3 0 3 0 4 4 1 1/2
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∆ = 7, m = 1, Om2∆ = 〈6〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 1 0 1 0 2 0 3 0 3 0 4 4 1 1/2 1
[−1] 0 0 0 0 0 1 0 1 0 2 0 2 0 3 0 1/2 −1
0 0 1 0 1 1 2 1 3 2 3 2 4 7 1 1
∆ = 8, m = 1, Om2∆ = 〈3〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 1 0 2 0 3 0 4 0 5 0 6 6 1 1/2 1
[−1] 0 0 0 0 0 0 0 1 0 1 0 1 0 2 0 1/2 −1
0 0 1 0 2 0 3 1 4 1 5 1 6 8 1 1
∆ = 11, m = 1, Om2∆ = 〈10〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 1 0 2 0 3 0 4 0 5 0 6 6 1 1/2 1
[−1] 0 0 0 1 0 1 0 3 0 3 0 4 0 5 0 1/2 −1
0 0 1 1 2 1 3 3 4 3 5 4 6 11 1 1
∆ = 15, m = 1, Om2∆ = 〈11, 4〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1, 1] 0 0 1 0 2 0 3 0 4 0 5 0 6 6 1 1/2 1
[1,−1] 0 0 0 0 0 1 0 2 0 2 0 3 0 4 0 2/3 −1
[−1, 1] 0 0 0 0 0 1 0 1 0 2 0 2 0 3 0 1/2 −1
[−1,−1] 0 0 0 0 0 0 0 0 1 0 1 0 1 2 0 2/3 1
0 0 1 0 2 2 3 3 5 4 6 5 7 15 1 7/3
∆ = 19, m = 1, Om2∆ = 〈18〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 2 0 3 0 5 0 7 0 8 0 10 10 1 1/2 1
[−1] 0 0 0 2 0 3 0 5 0 6 0 8 0 9 0 1/2 −1
0 0 2 2 3 3 5 5 7 6 8 8 10 19 1 1
∆ = 20, m = 1, Om2∆ = 〈6 + ι˙
√
5, 9〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1, 1] 0 0 1 0 3 0 4 0 6 0 7 0 9 9 1 3/4 1
[1,−1] 0 0 0 1 0 2 0 3 0 4 0 5 0 6 0 1/2 −1
[−1, 1] 0 0 0 0 0 0 1 0 1 0 2 0 2 3 0 3/4 1
[−1,−1] 0 0 0 0 0 0 0 1 0 1 0 1 0 2 0 1/2 −1
0 0 1 1 3 2 5 4 7 5 9 6 11 20 1 5/2
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∆ = 23, m = 1, Om2∆ = 〈22〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 1 0 3 0 5 0 7 0 9 0 11 12 1 3/2 1
[−1] 0 0 0 1 0 3 0 5 0 7 0 8 0 11 0 3/2 −1
0 0 1 1 3 3 5 5 7 7 9 8 11 23 1 3
∆ = 24, m = 1, Om2∆ = 〈7, 5〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1, 1] 0 0 2 0 4 0 6 0 8 0 10 0 12 12 1 1/2 1
[1,−1] 0 0 0 1 0 2 0 3 0 4 0 5 0 6 0 1/2 −1
[−1, 1] 0 0 0 0 0 1 0 2 0 2 0 3 0 4 0 2/3 −1
[−1,−1] 0 0 0 0 0 0 0 0 1 0 1 0 1 2 0 2/3 1
0 0 2 1 4 3 6 5 9 6 11 8 13 24 1 7/3
∆ = 31, m = 1, Om2∆ = 〈30〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 2 0 4 0 7 0 10 0 12 0 15 16 1 3/2 1
[−1] 0 0 0 2 0 5 0 7 0 10 0 12 0 15 0 3/2 −1
0 0 2 2 4 5 7 7 10 10 12 12 15 31 1 3
∆ = 35, m = 1, Om2∆ = 〈29, 6〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1, 1] 0 0 2 0 4 0 6 0 8 0 10 0 12 12 1 1/2 1
[1,−1] 0 0 0 2 0 3 0 5 0 6 0 8 0 9 0 1/2 −1
[−1, 1] 0 0 0 1 0 2 0 4 0 5 0 6 0 8 0 1 −1
[−1,−1] 0 0 0 0 1 0 2 0 3 0 4 0 5 6 0 1 1
0 0 2 3 5 5 8 9 11 11 14 14 17 35 1 3
∆ = 39, m = 1, Om2∆ = 〈14, 25〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1, 1] ? 0 2 0 4 0 6 0 9 0 11 0 13 14 1 7/6 1
[1,−1] 0 0 0 2 0 4 0 6 0 8 0 10 0 12 0 1 −1
[−1, 1] 0 0 0 0 0 2 0 3 0 4 0 5 0 7 0 7/6 −1
[−1,−1] ? 0 0 0 1 0 2 0 3 0 4 0 5 6 0 1 1
? 0 2 2 5 6 8 9 12 12 15 15 18 39 1 13/3
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∆ = 40, m = 1, Om2∆ = 〈11, 9〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1, 1] 0 0 3 0 6 0 9 0 12 0 15 0 18 18 1 1/2 1
[1,−1] 0 0 0 2 0 4 0 6 0 8 0 10 0 12 0 1 −1
[−1, 1] 0 0 0 1 0 2 0 3 0 4 0 5 0 6 0 1/2 −1
[−1,−1] 0 0 0 0 0 0 1 0 2 0 2 0 3 4 0 1 1
0 0 3 3 6 6 10 9 14 12 17 15 21 40 1 3
m = 1
2
∆ = 4, m = 1/2, Om2∆ = 〈 〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[ ] 0 0 1 0 0 0 1 0 1 0 1 0 1 1 0 −1/4 1
0 0 1 0 0 0 1 0 1 0 1 0 1 1 0 −1/4
∆ = 8, m = 1/2, Om2∆ = 〈 〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[ ] 0 1 0 1 0 1 0 2 0 2 0 2 0 2 0 −1/2 1
0 1 0 1 0 1 0 2 0 2 0 2 0 2 0 −1/2
∆ = 20, m = 1/2, Om2∆ = 〈4〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 1 0 1 0 2 0 2 0 3 0 3 3 0 −1/4 1
[−1] 0 1 0 1 0 1 0 2 0 2 0 2 0 2 0 −1/2 −1
0 1 1 1 1 1 2 2 2 2 3 2 3 5 0 −3/4
∆ = 24, m = 1/2, Om2∆ = 〈5〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 1 0 2 0 2 0 3 0 4 0 4 0 4 0 −2/3 1
[−1] 1 0 1 0 1 0 2 0 2 0 2 0 3 2 0 −2/3 −1
1 1 1 2 1 2 2 3 2 4 2 4 3 6 0 −4/3
∆ = 40, m = 1/2, Om2∆ = 〈9〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 1 0 2 0 3 0 4 0 5 0 6 0 6 0 −1/2 1
[−1] 0 0 1 0 1 0 2 0 3 0 3 0 4 4 0 0 −1
0 1 1 2 1 3 2 4 3 5 3 6 4 10 0 −1/2
7.1 Dimensionen der Maaß-Ra¨ume 145
∆ = 52, m = 1/2, Om2∆ = 〈12〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 2 0 2 0 4 0 5 0 6 0 7 7 0 −1/4 1
[−1] 0 1 0 2 0 3 0 4 0 5 0 6 0 6 0 −1/2 −1
0 1 2 2 2 3 4 4 5 5 6 6 7 13 0 −3/4
∆ = 56, m = 1/2, Om2∆ = 〈13〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 2 0 3 0 4 0 6 0 7 0 8 0 8 0 −1 1
[−1] ≥ 1 0 2 0 3 0 4 0 5 0 6 0 7 6 0 −1 −1
≥ 1 2 2 3 3 4 4 6 5 7 6 8 7 14 0 −2
∆ = 68, m = 1/2, Om2∆ = 〈16〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] ≥ 1 0 3 0 4 0 6 0 7 0 9 0 10 9 0 −5/4 1
[−1] 0 2 0 3 0 4 0 6 0 7 0 8 0 8 0 −1 −1
≥ 1 2 3 3 4 4 6 6 7 7 9 8 10 17 0 −9/4
∆ = 84, m = 1/2, Om2∆ = 〈8, 13〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1, 1] ≥ 1 0 2 0 3 0 5 0 6 0 7 0 9 8 0 −2/3 1
[1,−1] 0 1 0 2 0 3 0 4 0 5 0 6 0 6 0 −1/2 −1
[−1, 1] 0 1 0 2 0 2 0 3 0 4 0 4 0 4 0 −2/3 −1
[−1,−1] ? 0 1 0 1 0 2 0 2 0 3 0 3 3 0 −1/4 1
≥ 1 2 3 4 4 5 7 7 8 9 10 10 12 21 0 −25/12
∆ = 88, m = 1/2, Om2∆ = 〈21〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 2 0 4 0 6 0 8 0 10 0 12 0 12 0 −1 1
[−1] ≥ 1 0 3 0 4 0 6 0 8 0 9 0 11 10 0 −1 −1
≥ 1 2 3 4 4 6 6 8 8 10 9 12 11 22 0 −2
∆ = 104, m = 1/2, Om2∆ = 〈25〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 3 0 5 0 7 0 10 0 12 0 14 0 14 0 −3/2 1
[−1] ? 0 3 0 5 0 7 0 9 0 11 0 13 12 0 −1 −1
? 3 3 5 5 7 7 10 9 12 11 14 13 26 0 −5/2
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∆ = 116, m = 1/2, Om2∆ = 〈28〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] ? 0 4 0 6 0 9 0 11 0 14 0 16 15 0 −5/4 1
[−1] 0 3 0 5 0 7 0 10 0 12 0 14 0 14 0 −3/2 −1
? 3 4 5 6 7 9 10 11 12 14 14 16 29 0 −11/4
∆ = 120, m = 1/2, Om2∆ = 〈11, 19〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1, 1] 0 1 0 3 0 5 0 7 0 9 0 11 0 12 0 0 1
[1,−1] ? 0 2 0 3 0 5 0 6 0 7 0 9 8 0 −2/3 −1
[−1, 1] ? 0 1 0 2 0 3 0 4 0 5 0 6 6 0 0 −1
[−1,−1] 0 1 0 2 0 2 0 3 0 4 0 4 0 4 0 −2/3 1
? 2 3 5 5 7 8 10 10 13 12 15 15 30 0 −4/3
∆ = 132, m = 1/2, Om2∆ = 〈23, 10〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1, 1] ? 0 3 0 5 0 7 0 9 0 11 0 13 12 0 −1 1
[1,−1] 0 2 0 4 0 5 0 7 0 9 0 10 0 10 0 −7/6 −1
[−1, 1] 0 1 0 2 0 3 0 4 0 5 0 6 0 6 0 −1/2 −1
[−1,−1] ? 0 2 0 2 0 4 0 4 0 5 0 6 5 0 −11/12 1
? 3 5 6 7 8 11 11 13 14 16 16 19 33 0 −43/12
∆ = 136, m = 1/2, Om2∆ = 〈33〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 3 0 6 0 9 0 12 0 15 0 18 0 18 0 −3/2 1
[−1] ? 0 4 0 6 0 9 0 12 0 14 0 17 16 0 −1 −1
? 3 4 6 6 9 9 12 12 15 14 18 17 34 0 −5/2
∆ = 148, m = 1/2, Om2∆ = 〈36〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 0 4 0 6 0 10 0 13 0 16 0 19 19 0 −1/4 1
[−1] 0 2 0 5 0 8 0 11 0 14 0 17 0 18 0 −1/2 −1
0 2 4 5 6 8 10 11 13 14 16 17 19 37 0 −3/4
∆ = 152, m = 1/2, Om2∆ = 〈37〉
χ 1 2 3 4 5 6 7 8 9 10 11 12 13 dim A B ε
[1] 0 4 0 7 0 10 0 14 0 17 0 20 0 20 0 −2 1
[−1] ? 0 5 0 8 0 11 0 14 0 17 0 20 18 0 −2 −1
? 4 5 7 8 10 11 14 14 17 17 20 20 38 0 −4
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