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Variable selection is essential for improving inference and in-
terpretation in multivariate linear regression. Although a number
of alternative regressor selection criteria have been suggested, the
most prominent and widely used are the Akaike information criterion
(AIC), Bayesian information criterion (BIC), Mallow’s Cp, and their
modifications. However, for high-dimensional data, experience has
shown that the performance of these classical criteria is not always
satisfactory. In the present article, we begin by presenting the neces-
sary and sufficient conditions (NSC) for the strong consistency of the
high-dimensional AIC, BIC, and Cp, based on which we can identify
some reasons for their poor performance. Specifically, we show that
under certain mild high-dimensional conditions, if the BIC is strongly
consistent, then the AIC is strongly consistent, but not vice versa.
This result contradicts the classical understanding. In addition, we
consider some NSC for the strong consistency of the high-dimensional
kick-one-out (KOO) methods introduced by Zhao et al. (1986) and
Nishii et al. (1988). Furthermore, we propose two general methods
based on the KOO methods and prove their strong consistency. The
proposed general methods remove the penalties while simultaneously
reducing the conditions for the dimensions and sizes of the regressors.
A simulation study supports our consistency conclusions and shows
that the convergence rates of the two proposed general KOO methods
are much faster than those of the original methods.
1. Introduction. In multivariate statistical analysis, the most general
and favorable model to investigate the relationship between a predictor ma-
trix X and a response matrix Y is the multivariate linear regression (MLR)
model. More specifically, let
Y = XΘ + E,(1.1)
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where Y = (yij) : n × p (the responses), X = (x1, . . . ,xk) : n × k (the
predictors), Θ = (θ1, . . . ,θk)
′ : k × p (the regression coefficients), and E =
(e1, . . . , ep) = (eij) : n × p (the random errors). The goal in MLR analysis
is to estimate the regression coefficients Θ. The estimates should be such
that the estimated regression plane explains the variation in the values of
the responses with great accuracy. The classical linear least-squares solution
is to estimate the matrix of regression coefficients Θˆ by
Θˆ = (X′X)−1X′Y.
However, model (1.1) (referred to hereinafter as the full model) is not always
a good model because some of the predictors may be uncorrelated with the
responses, i.e., the corresponding rows of Θ are zeros. The Akaike informa-
tion criterion (AIC), Bayesian information criterion (BIC), and Mallows’s
Cp are among the most popular and versatile strategies for model selection
among the predictors.
Let j be a subset of ω = {1, 2, · · · , k} and Xj = (xj , j ∈ j) and Θj =
(θj , j ∈ j)′. Denote model j by
(1.2) Mj : Y = XjΘj + E.
Akaike’s seminal paper (Akaike, 1973) proposed the use of the Kullback-
Leibler distance as a fundamental basis for model selection known as the
AIC, which is defined as follows:
(1.3) Aj = n log(|Σ̂j|) + 2[kjp+ 1
2
p(p+ 1)] + np(log(2pi) + 1),
where
nΣ̂j = Y
′QjY, Qj = In −Pj, Pj = Xj(X′jXj)−1X′j,(1.4)
and kj is the cardinality of subset j. Note that Pj is orthogonal projection of
rank kj onto the subspace spanned by Xj and Qj is the orthogonal projection
of rank n−kj onto the orthogonal complement subspace panned by Xj. The
BIC, which is also known as the Schwarz criterion, was proposed by Schwarz
(1978) in the form of a penalized log-likelihood function, in which the penalty
is equal to the logarithm of the sample size times the number of estimated
parameters in the model, i.e.,
(1.5) Bj = n log(|Σ̂j|) + log(n)[kjp+ 1
2
p(p+ 1)] + np(log(2pi) + 1).
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A criterion with behavior similar to that of the AIC for variable selection
in regression models is Mallows’s Cp proposed by Mallows (1973), which is
defined as follows:
(1.6) Cj = (n− k)tr(Σ̂−1ω Σ̂j) + 2pkj.
Refer to (Fujikoshi, 1983; Sparks et al., 1983; Nishii et al., 1988) for addi-
tional details of formulas (1.3), (1.5), and (1.6). Then, the AIC, BIC, and
Cp rules are used to select
jˆA = arg minAj, jˆB = arg minBj and jˆC = arg minCj,(1.7)
respectively.
If the data are generated from a model (referred to hereinafter as a true
model) that is one of the candidate models, then we would apply a model
selection method to identify the true model. Then, some optimality, such
as consistency, is desirable for model selection. A model selection method is
weakly consistent if, with probability tending to one, the selection method
is able to select the true model from the candidate models. Strong consis-
tency means that the true model tends to almost surely be selected. Strong
consistency implies weak consistency but not vice versa. Thus, strong consis-
tency can provide a deeper understanding of the selection methods. Under
a large-sample asymptotic framework, i.e., dimension p is fixed and n tends
to infinity, the AIC and Cp are not consistent (Fujikoshi, 1985; Fujikoshi
and Veitch, 1979), but the BIC is strongly consistent (Nishii et al., 1988).
However, in recent years, statisticians have increasingly noticed that these
properties cannot be adapted to high-dimensional data. In particular, ex-
perience has shown that the classical model selection criteria tend to select
more variables than necessary when k and p are large. For the case in which
k is fixed, p is large but smaller than n, and p/n → c ∈ [0, 1), which is
referred to as a large-sample and large-dimensional asymptotic framework,
the BIC has been shown to be not consistent, but the AIC and Cp are
weakly consistent under certain conditions (see, e.g., (Fujikoshi et al., 2014;
Yanagihara et al., 2015; Yanagihara, 2015)).
To clarify the model selection methods, in the present paper, we focus
on the strongly consistent properties under a large-model, large-sample, and
large-dimensional (LLL) asymptotic framework, i.e., min{k, p, n} tends to
infinity for the case in which p/n → c ∈ (0, 1), k/n → α ∈ (0, 1 − c), and
the true model size is fixed. We do not intend to judge the advantages and
disadvantages of the existing selection methods in the MLR model beyond
their consistency properties in the present paper, because these advantages
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and disadvantages depend on their intended applications and on the nature
of the data. Our goal is to explain the theoretical insights of the classical
selection methods and modified methods under an LLL framework, and we
hope that this article will stimulate further research that will provide an even
clearer understanding of high-dimensional variable selection. Here, we refer
to three recent reviews comparing the variable selection methods (Anzanello
and Fogliatto, 2014; Blei et al., 2017; Heinze et al., 2018). In addition, note
that in the present paper, we assume that n − k > p. A number of studies
have examined sparse and penalized methods for high-dimensional data for
which this condition is not satisfied, see, e.g., (Li et al., 2015; Zou and Hastie,
2005).
We now describe the four main contributions of the present paper.
• First, in Section 3.1, we present the necessary and sufficient conditions
(NSC) for the strong consistency of variable selection methods based
on the AIC, BIC, and Cp under an LLL asymptotic framework, includ-
ing the ranges of c and α, the moment condition of random errors (our
results do not require the normality condition), and the convergence
rate of the noncentrality matrix. Specifically, on the basis of these re-
sults, we conclude that under an LLL asymptotic framework, if the
BIC is strongly consistent, then the AIC is strongly consistent, but
not vise versa, which contradicts the classical understanding.
• Second, in Section 3.2, we examine the strongly consistent proper-
ties of the kick-one-out (KOO) methods based on the AIC, BIC, and
Cp under an LLL asymptotic framework, which were introduced by
Zhao et al. (1986) and Nishii et al. (1988) and followed by Fujikoshi
and Sakurai (2018). The KOO methods, which were proposed for the
computation problem in the classical AIC, BIC, and Cp, reduce the
number of computational statistics from 2k−1 to k. In addition, Nishii
et al. (1988) showed that under a large-sample asymptotic framework,
the KOO methods share the same conditions and strong consistency
of the classical AIC and BIC. However, in the present paper, we find
that under an LLL asymptotic framework, the KOO methods have
higher costs for dimension conditions than do the AIC, BIC, and Cp
for strong consistency.
• Third, on the basis of the KOO methods, in Section 3.3, we propose
two general KOO methods that not only remove the penalty terms
but also reduce the conditions for the dimensions and sizes of the pre-
dictors. Furthermore, the sufficient condition is given for their strong
consistency. The proposed general KOO methods have considerable
advantages, such as simplicity of expression, ease of computation, lim-
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ited restrictions, and fast convergence.
• Fourth, random matrix theory (RMT) is introduced to model selection
methods in high-dimensional MLR. The new theoretical results and
the concepts behind their proofs are applicable to numerous other
model selection methods, such as the modified AIC and Cp (Fujikoshi
and Satoh, 1997; Bozdogan, 1987). Furthermore, the technical tool
developed in the present paper is applicable to future research, e.g.,
the growth curve model (Enomoto et al., 2015; Fujikoshi et al., 2013),
multiple discriminant analysis (Fujikoshi, 1983; Fujikoshi and Sakurai,
2016a), principal component analysis (Fujikoshi and Sakurai, 2016b;
Bai et al., 2018), and canonical correlation analysis (Nishii et al., 1988;
Bao et al., 2018).
The remainder of this paper is organized as follows. In Section 2, we
present the necessary notation and assumptions for the MLR model under
an LLL asymptotic framework. The main results on the strong consistency
of the AIC, BIC, Cp, KOO, and general KOO methods are stated in Section
3. Section 4 presents simulation studies to illustrate the performance of
our results. The main theorems are proven in Sections 5 and 6, and other
potential applications are briefly discussed in Section 7. Finally, additional
technical results are present in the Appendix.
2. Notation and Assumptions. In this section, we introduce the no-
tation and assumptions required for our main results to hold. Recall the
MLR model (1.1)
M : Y = XΘ + E,
j is a subset of ω = {1, 2, · · · , k}, kj is the cardinality of set j, Xj = {xj , j ∈
j}, and Θj = {θj , j ∈ j}. Model j is denoted by
(2.1) Mj : Y = XjΘj + E.
Denote the true model as j∗, and
Mj∗ : Y = Xj∗Θj∗ + E.
We first suppose that the model and the random errors satisfy the following
conditions:
(A1): The true model j∗ is a subset of set ω, and k∗ := kj∗ is fixed.
(A2): {eij} are independent and identically distributed (i.i.d.) with zero
means, unit variances, and finite fourth moments.
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Note that in a typical multivariate regression model, the rows of E are
assumed to be i.i.d. from a p-variate distribution with zero mean and co-
variance matrix Σ. Since we consider the distribution of a statistic invariant
under the transformation Y → YΣ−1/2, without loss of generality, we may
assume that Σ = Ip by replacing Θ with ΘΣ
−1/2. Moreover, the finite fourth
moments condition is required only for the technical proof; we believe finite
second moments are sufficient.
We assume that
(A3): X′X is positive definite.
Note that if assumption (A3) is satisfied, then for any j ⊂ ω, X′jXj is
invertible because X′jXj is a principal submatrix of X
′X.
In the present paper, we focus primarily on an LLL asymptotic framework,
which is specified as follows.
(A4): Assume that as {k, p, n} → ∞, cn := p/n → c ∈ (0, 1) and αk :=
k/n→ α ∈ (0, 1− c).
We assume that c and α are larger than 0 because we can take α and c
as two unknown parameters, the consistent estimators of which are αk and
cn, respectively, no information for the convergence of {k, p, n} exists for
any dataset at hand, and αk and cn are always positive. Therefore, the
assumption that c and α are positive is reasonable. In addition, if the model
size k is bigger than the sample size n, one can use the screening methods
to reduce it to a relatively large scale that satisfies assumption (A4), e.g.,
sure independence screening method based on the distance correlation (Li
et al., 2012), interaction pursuit via distance correlation (Kong et al., 2017).
For the screening methods, we refer to (Fan and Lv, 2008, 2010) and their
citations for more details. Here one should notice that not all the existing
variable screening methods can perform well with multiple responses.
Next, we present additional notation that is frequently used herein. De-
note
J+ = {j : j ⊃ j∗}, J− = {j : j 6⊃ j∗} and J = J− ∪ j∗ ∪ J+.
In the following, we use the terms overspecified model and underspecified
model to indicate whether a model j includes the true model (i.e., j ∈ J+)
or not (i.e., j ∈ J−). If j is an overspecified model and kj − kj∗ = m > 0,
then subsets of models j = j0 = j−1 ⊃ · · · ⊃ j−m = j∗ exist such that each
consecutive pair decreases one and only one index, i.e., jt = j0\{j1, · · · , j−t}
for t = 0,−1, . . . ,−m, which means that j−t is in jt+1 but not in jt. If j
is an underspecified model, denote j− = j ∩ j∗, j+ = j ∩ jc∗ and write the
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elements in j∗ ∩ jc− as i1, · · · , is and the elements in j+ as j1, · · · , jm. Define
the model index set jt = j∪{it+1, · · · , is} for t = 0, 1, · · · , s with convention
that js = j, which also indicates that it is in jt+1 but not in jt. Moreover, we
can define jt = j0\{jt, · · · , j−t} for t = 0,−1, . . . ,−m, but we should note
that in this case, j0 6= j. The positive subscript of j indicates the addition
of indexes, and, correspondingly, the negative subscript of j indicates the
removal of indexes. In addition, we denote at = Qjtxit/‖Qjtxit‖ for t > 0
and at = Qjtxj−t/‖Qjtxj−t‖ for t < 0. Thus, for any integer t, the following
two equations are straightforward:
Pjt+1 = Pjt + ata
′
t(2.2)
and
Qjt+1 = Qjt − ata′t.(2.3)
We hereinafter denote the spectral norm for a matrix by ‖ · ‖. For the un-
derspecified model, our results require another assumption. Denote
Φ =
1
n
Θ′j∗X
′
j∗Xj∗Θj∗ and Φj =
1
n
Θ′j∗X
′
j∗QjXj∗Θj∗ ,
we assume that
(A5): ‖Φ‖ is bounded uniformly in n.
Note that if assumption (A5) is satisfied, then for any j ⊂ ω, ‖Φj‖ ≤ ‖Φ‖ is
bounded uniformly. On the other hand, if assumption (A5) does not hold,
then the following assumption is considered:
(A5’): For any j ∈ J−, as {k, p, n} → ∞, ‖Φj‖ → ∞.
Notice that if (A5) does not hold, there may also exist some j ∈ J− such
that ‖Φj‖ is bounded uniformly, which does not satisfy (A5’). But, this case
can be considered by combining the results under the assumptions (A5) and
(A5’). Thus, in this paper we omit the detail results in the special situation.
Throughout the present paper, we use oa.s(1) to denote almost surely scalar
negligible entries.
3. Main results. In this section, we present the main results of the
present paper, including the strong consistency of the AIC, BIC, Cp, KOO
methods and general KOO methods. First, we present some notation which
will be used in the following frequently. For j ∈ J− with kj+ = m ≥ 0 and
kj− = s > 0, we denote
τnj := (1− αm)s−p|(1− αm)I + Φj| → τj ≤ ∞
κnj := tr(Φj)→ κj ≤ ∞.
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We hereinafter denote αm := m/n, and due to assumption (A4), if m ≤ k,
then we know that limαm ≤ α. It is obvious that if assumption (A5) holds, τj
and κj are bounded for all j ∈ J−. For simplicity, we denote τ0j := limp,n |I+
Φj|, which equals τj when αm → 0.
3.1. Strong consistency of the AIC, BIC, and Cp. Now, we are in po-
sition to present our main results concerning the strong consistency of the
AIC, BIC, and Cp. Let
φ(α, c) := 2cα+ log
(
(1− c)1−c(1− α)1−α
(1− c− α)1−c−α
)
ψ(α, c) :=
c(α− 1)
1− α− c + 2c,
then we have the following theorems.
Theorem 3.1. Suppose assumptions (A1) through (A5) hold.
(1) For any j ∈ J− satisfying kj+ = m ≥ 0, kj− = s > 0 and m− s < 0, if
log(τ0j ) > (s−m)(log(1− c) + 2c), then
– if φ(α, c) > 0, the variable selection method based on the AIC is
strongly consistent;
– if φ(α, c) < 0, then the variable selection method based on the
AIC is almost surely overspecified.
If for some j ∈ J− satisfying m − s < 0, log(τ0j ) < (s − m)(log(1 −
c)+2c), then the variable selection method based on the AIC is almost
surely underspecified.
(2) The variable selection method based on the BIC is almost surely un-
derspecified.
(3) For any j ∈ J− satisfying m−s < 0, if κj > (s−m)(1−2α−2c)c−cmα,
then
– if ψ(α, c) > 0, the variable selection method based on Cp is strongly
consistent;
– if ψ(α, c) < 0, then the variable selection method based on Cp is
almost surely overspecified.
If for some j ∈ J− satisfying m − s < 0, and κj < (s −m)(1 − 2α −
2c)c − cmα, then the variable selection method based on Cp is almost
surely underspecified.
The proof of this theorem is presented in Section 5. If assumption (A5)
does not hold, we instead consider assumption (A5’) and have the following
theorem.
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Theorem 3.2. Suppose that assumptions (A1) through (A4) and (A5’)
hold.
(1) If φ(α, c) > 0, then the variable selection method based on the AIC is
strongly consistent. Otherwise, if φ(α, c) < 0, then the variable selec-
tion method based on the AIC is almost surely overspecified.
(2) For any j ∈ J− satisfying kj+ = m ≥ 0, kj− = s > 0 and m− s < 0, if
limn,p
(
log(τnj)− c(s−m) log(n)
)
> (s−m) log(1− c), then
– if φ(α, c) > 0, the variable selection method based on the BIC is
strongly consistent;
– if φ(α, c) < 0, then the variable selection method based on the
BIC is almost surely overspecified.
If for some j ∈ J− satisfying m − s < 0, limn,p
(
log(τnj) − c(s −
m) log(n)
)
< (s − m) log(1 − c), then the variable selection method
based on the BIC is almost surely underspecified.
(3) If ψ(α, c) > 0, then the variable selection method based on the Cp is
strongly consistent. Otherwise, if ψ(α, c) > 0, then the variable selec-
tion method based on the Cp is almost surely overspecified.
The proof of this theorem is also presented in Section 5.
Remark 3.3. In the two theorems, αk and cn, respectively, are typically
used instead of α and c for application, because for a real dataset, we do not
have information regarding their limits.
Remark 3.4. 3D plots are presented in Figure 1 to illustrate the ranges
of α and c such that φ(α, c) > 0 and ψ(α, c) > 0. This figure shows that
large α and c both result in overestimation of the true model. Moreover,
Fujikoshi et al. (2014); Yanagihara et al. (2015) proved that for the fixed-
k case, the consistency ranges of c for the AIC and Cp are [0, 0.797) and
[0, 1/2), respectively, which coincide with our results in Lemma 5.1 when
αk → 0.
Remark 3.5. Combining Theorems 3.1 and 3.2, under an LLL asymp-
totic framework, if the BIC is strongly consistent, then the AIC is strongly
consistent but not vice versa. This result contradicts the classical under-
standing that under a large-sample asymptotic framework, the AIC and Cp
are not consistent, but the BIC is strongly consistent.
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Fig 1. 3D plots for φ(α, c) > 0 and ψ(α, c) > 0. The left two figures are a wireframe
mesh and a contour plot for φ(α, c) > 0. The right two figures are a wireframe mesh and
a contour plot for ψ(α, c) > 0.
3.2. KOO methods based on the AIC, BIC, and Cp. The AIC, BIC, and
Cp become computationally complex as k becomes large because we must
compute a minimum of 2k − 1 statistics. An alternate procedure, which
was introduced by Zhao et al. (1986) and Nishii et al. (1988) and imple-
mented by Fujikoshi and Sakurai (2018), is available to avoid this problem.
In the following, we examine the performance of this procedure under an
LLL framework. Denote
A˜j :=
1
n
(Aω\j −Aω) = log(|Σ̂ω\j |)− log(|Σ̂ω|)− 2cn,
B˜j :=
1
n
(Bω\j −Bω) = log(|Σ̂ω\j |)− log(|Σ̂ω|)− log(n)cn,
C˜j :=
1
n
(Cω\j − Cω) = (1− αk)tr(Σ̂
−1
ω Σ̂ω\j)− (n− k + 2)cn.
Choose the model
j˜A = {j ∈ ω|A˜j > 0}, j˜B = {j ∈ ω|B˜j > 0}
j˜C = {j ∈ ω|C˜j > 0}.
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These methods are based on the comparison of two models, models Mω\j
and Mω; therefore, selection methods j˜A, j˜B and j˜C are referred to as kick-
one-out (KOO) methods based on the AIC, BIC and Cp, respectively.
Note that the −2 log likelihood ratio statistic for testing θj = 0 under
normality can be expressed as
n
{
log(|Σˆω|)− log(|Σˆω/j |)
}
.
Similarly, (n−k)tr(Σˆ−1ω Σˆω\j) is the Lawley-Hotelling trace statistic for test-
ing θj = 0. Here, A˜j (B˜j , C˜j) is regarded as a measure that expresses the de-
gree of contribution of xj based on Aj (Bj , Cp). As such, the KOO methods
may also be referred to as test-based methods, as in Fujikoshi and Sakurai
(2018). Therefore, we have the following theorem for the KOO methods.
Theorem 3.6. Suppose assumptions (A1) through (A5) hold.
(1) If for any j ∈ j∗, log(τω\j) > log(1− α− c) + 2c, then
– if log( 1−α1−α−c) < 2c, the KOO method based on the AIC is strongly
consistent;
– if log( 1−α1−α−c) > 2c, the KOO method based on the AIC is almost
surely overspecified.
If for some j ∈ j∗, log(τω\j) < log(1 − α − c) + 2c, then the KOO
method based on the AIC is almost surely underspecified.
(2) The KOO method based on the BIC is almost surely underspecified.
(3) If for any j ∈ j∗, κω\j > c(1−α−2c)1−α , then
– if (1 − α) < 2(1 − α − c), the KOO method based on the Cp is
strongly consistent.
– if (1−α) > 2(1−α− c), the KOO method based on Cp is almost
surely overspecified.
If for some j ∈ j∗, κω\j < c(1−α−2c)1−α , then the KOO method based on
the Cp is almost surely underspecified.
Suppose that assumptions (A1) through (A4) and (A5’) hold.
(4) If log( 1−α1−α−c) < 2c, the KOO method based on the AIC is strongly
consistent. Otherwise, if log( 1−α1−α−c) > 2c, the KOO method based on
the AIC is almost surely overspecified.
(5) If for any j ∈ j∗, limp,n[log(τnω\j)− log(n)c] > log(1− α− c), then
– if log( 1−α1−α−c) < 2c, the KOO method based on the BIC is strongly
consistent;
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– if log( 1−α1−α−c) > 2c, the KOO method based on the BIC is almost
surely overspecified.
If for some j ∈ j∗, limp,n[log(τnω\j) − log(n)c] < log(1 − α − c), then
the KOO method based on the BIC is almost surely underspecified.
(6) If (1 − α) < 2(1 − α − c), then the KOO method based on the Cp is
strongly consistent. Otherwise, if (1 − α) > 2(1 − α − c), the KOO
method based on the AIC is almost surely overspecified.
The proof of this theorem is presented in Section 5.
Remark 3.7. When the dimension p and model size k are fixed but the
sample size n → ∞, the asymptotic performance of the KOO methods and
the classical AIC and BIC procedures are the same, as described by Nishii
et al. (1988). However, according to Theorems 3.1 and 3.6, when p and k
are large, the conditions for the KOO methods based on the AIC, BIC, and
Cp are stronger than those based on the classical AIC, BIC, and Cp. The
reason is that the KOO methods are compared with the full model, whereas
the classical AIC, BIC, and Cp are compared with the true model. When the
full model size is large and the true model size is small, the methods have
different properties.
3.3. General KOO methods. In the classical AIC, BIC, and Cp, including
the KOO methods based on the AIC, BIC, and Cp, the penalty terms are
important and modified by many researchers. For the classical information
criteria under a large-sample asymptotic framework, Nishii et al. (1988)
proved that the strong consistency must be on the order of the penalty larger
than O(log log n) and smaller than O(n), which coincides with the fact that
the AIC is not consistent and the BIC is strongly consistent. However, on
the basis of the above results, under an LLL framework, a large penalty may
cause incorrect selection (actually, a constant penalty is sufficient for strong
consistency), and the ranges of α and c may be crucial for the consistency.
Thus, we consider a new criterion that is independent of the penalty and
reduces the conditions for α and c. Therefore, in this subsection, we propose
two general KOO methods based on the likelihood ratio statistic and the
Lawley-Hotelling trace statistic.
From the proof of Theorem 3.6, we find that the differences in the limits
of A˜j for j that exist and do not exist in the true model j∗ are the two terms
log(τω\j) and log(1−α) (see (5.13) and (5.14)). More specially, log(1−α) < 0
and log(τω\j) > 0 (in most cases). Then, we can imagine that the k values of
A˜j should be separated on both sides of the critical point − log(1−α−c)−2c.
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Thus, on the basis of these properties, we propose the following methods.
Denote
A˘j := log(|Σ̂ω\j |)− log(|Σ̂ω|) and C˘j := tr(Σ̂ω\jΣ̂
−1
ω ).
Choose the model
j˘A = {j ∈ ω|A˘j > − log(1− α− c)}, j˘C = {j ∈ ω|C˘j > α+ c
1− α− c + p}.
We provide a numerical example in Figure 2 to illustrate our idea more
clearly. In this case, the use of Z2 and Z4 as the critical points is more
reasonable and more intuitive than the use of Z1 and Z3.
(a) Histogram of A˘j (b) Histogram of C˘j
Fig 2. We chose a Gaussian sample with p = 600, n = 1500, k = 450 and k∗ = 5.
Hence, c = 0.4 and α = 0.3. The histograms represent the distributions of the k values
of A˘j and C˘j respectively. In (a), Z1 = 2c (resp. Z2 = − log(1 − α − c)) represents
the critical point of the KOO method (resp. general KOO method) based on AIC. In (b),
Z3 = p + 2c/(1 − α) (resp. Z4 = p + (α + c)/(1 − α − c)) represents the critical point of
the KOO method (resp. general KOO method) based on Cp. M1 = log((1−α)/(1−α− c))
(resp. M2 = p+ c/(1−α− c)) is the limit of A˘j (resp. C˘j) when j does not lie in the true
model.
Then, we have the following theorem.
Theorem 3.8. Suppose assumptions (A1) through (A4) hold and that
for any j ∈ j∗, κω\j > α. Then, the general KOO methods are strongly
consistent, i.e.,
lim
n,p→∞ j˘A
a.s.→ j∗ and lim
n,p→∞ j˘C
a.s.→ j∗.
The proof of this theorem is presented in Section 5.
Remark 3.9. Note that the condition in this theorem is much weaker
than that in the AIC, BIC, and Cp and in the KOO methods based on the
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AIC, BIC, and Cp. In addition, the general KOO methods are conservative
approaches and are likely to overestimate the true model because, in practice,
κnω\j are always large. In addition, if we have information regarding the
order of κnω\j, we can easily modify the general KOO methods by adding
lower-order terms to obtain better convergence rates for j˘A and j˘C . However,
we do not pursue this direction in the present study.
4. Simulation studies. In this section, we numerically examine the
validity of our claims. More precisely, we attempt to examine the consistency
properties of the KOO methods and the general KOO methods based on
the AIC, BIC, and Cp in an LLL framework with different settings. The
classical AIC, BIC, and Cp procedures are not considered herein because of
their computational challenges. We conduct a number of simulation studies
to examine the effects of assumptions (A2), (A3), (A5) and (A5’) on the
consistency of estimators j˜A, j˜B, j˜C , j˘A, and j˘C . Moreover, we are interested
in gaining insight into the rate of convergence.
We consider the following two settings:
Setting I: Fix k∗ = 5, p/n = {0.2, 0.4, 0.6} and k/n = {0.1, 0.2} with
several different values of n. Set X = (xij)n×k, Θj∗ =
√
n15θ∗ and
Θ = (Θj∗ ,0), where {xij} are i.i.d. generated from the continuous
uniform distributions U(1, 5), 15 is a five-dimensional vector of ones
and θ∗ = ((−0.5)0, . . . , (−0.5)p−1).
Setting II: This setting is the same as Setting I, except Θj∗ = n15θ∗.
We consider three cases for the distribution of E: (i) a standard normal
distribution; (ii) a standardized t distribution with three degrees of freedom,
i.e., eij ∼ t3/
√
V ar(t3); and (iii) a standardized chi-square distribution with
two degrees of freedom, i.e., eij ∼ χ22/
√
V ar(χ22).
We highlight some salient features of our settings and the distributions.
For Setting I, convergent values in the conditions for consistency are pre-
sented in Table 1 by simulation. From these values and Theorem 3.6, we
know that j˜A is strongly consistent in cases where {α = 0.1, c = 0.2, 0.4, 0.6}
and {α = 0.2, c = 0.2}. j˜C is strongly consistent in cases where {α =
0.1, 0.2, c = 0.2}, and in other cases, j˜A, j˜B and j˜C are inconsistent. By
contrast, j˘A and j˘C are consistent in all cases. For Setting II, log(τω\{1}) =
log(n) + O(1) and κω\{1} = O(n), which satisfy assumption (A5’). Under
this setting, whether j˜B is strongly consistent depends on the values of c and
α.
To illustrate the performance of these estimators, the selection percent-
ages of belonging to J−, {j∗} and J+ were computed by Monte Carlo sim-
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c = .2 c = .4 c = .6
V1 V2 V3 V4 V1 V2 V3 V4 V1 V2 V3 V4
α = .1 .15 .50 .87 1.49 .21 .10 .81 1.56 .10 -.30 .92 1.80
α = .2 .11 .40 .91 1.32 .11 0 .92 1.43 -.19 -.40 1.21 1.72
Table 1
Values of V1 := 2c− log( 1−α1−α−c ), V2 := 2(1− α− c)− (1− α),
V3 := log(τω\{1})− log(1− α− c)− 2c, and V4 := κω\{1} − c(1−α−2c)1−α .
ulations with 1,000 repetitions. We first considered the standard normal
distribution case. Since the sum of the three selection percentages is 1, for
the sake of clarity of the plots, we display only the selection percentages of
belonging to J− and {j∗} (see Figure 3). Moreover, in some cases, when the
selection percentages of belonging to J+ are close to 1, the selected model
sizes are indicators of the consistency of the estimators, as presented in Fig-
ure 4. On the basis of these results, we have the following conclusions: (1)
Under Setting I, the performances of the general KOO methods j˘A and j˘C
are much better than those of the KOO methods j˜A, j˜B, and j˜C , and the suf-
ficient conditions for the consistency of the KOO methods are satisfied. The
convergence of j˜C is the fastest among the five estimators. (2) If c is large
or close to the boundary of the sufficient conditions for consistency, i.e., V1
and V2 are small, then the convergence rate of the selection probabilities is
slow, i.e., only sufficiently large samples can guarantee their selection accu-
racy. However, despite the low selection accuracy in this case, these methods
usually overestimate the true model, and the selection sizes are also under
control. An overspecified model is more acceptable than an underspecified
model. (3) The KOO method based on the BIC performs the best among
the three methods under Setting II, and when its sufficient conditions for
consistency are satisfied. The reasons is that overestimating the true model
by the BIC is difficult compared to overestimating the true model by the
other criteria.
The results under non-normal distributions are similar to those under
normal distributions. Please see Figures 5 through 8 in the Appendix, which
verify our conclusion that the consistency of these estimators is independent
of the distribution.
5. Proofs of Theorems 3.1, 3.2, 3.6 and 3.8. In this section, we
present the proofs of Theorems 3.1, 3.2, 3.6 and 3.8. We start with some
preliminary results, which are not only the basis of the theorems but also
have meaning themselves and have many potential applications in other
multivariate analysis problems. In general, a {cn, αk}-dependent random
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(a) Setting I
(b) Setting II
Fig 3. Selection percentages under AIC, BIC and Cp for Settings I and II with a stan-
dard normal distribution. The horizontal axes represent the sample size n, and the vertical
axes represent the selection percentages. Black solid circles, blue solid triangles, red solid
squares, green solid hexagrams and magenta solid pentagrams denote the selection percent-
ages of j˜A = j∗, j˜B = j∗, j˜C = j∗, j˘A = j∗ and j˘C = j∗, respectively. Correspondingly, black
circles, blue triangles, red squares, green hexagrams, and magenta pentagrams denote the
selection percentages of j˜A ∈ J−, j˜B ∈ J−, j˜C ∈ J−, j˘A ∈ J− and j˘C ∈ J−, respectively.
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(a) Setting I (b) Setting II
Fig 4. Overspecified model sizes of AIC and Cp for Settings I and II with a standard
normal distribution. The horizontal axes represent the sample size n, and the vertical axes
represent the model size. Black asterisks, red right-pointing triangles, green crosses and
magenta plus signs denote the average sizes of j˜A ∈ J+, j˜C ∈ J+, j˘A ∈ J+ and j˘C ∈ J+,
respectively. In this figure, we let 0/0 = 0.
variable Z(cn, αk) cannot serve as a limiting target of a random sequence
Zn(cn, αk), n ≥ 1. Nevertheless, to ease the presentation, from time to time,
without ambiguity we still write Zn(cn, αk) → Z(cn, αk), if Zn(cn, αk) −
Z(cn, αk)→ 0.
5.1. Preliminaries. From the definition of the selection method based on
the AIC, BIC, and Cp in (1.3)-(1.7), the strong consistency of the selection
method based on the AIC (resp. the BIC and Cp) is equivalent to that
for all j ∈ J\j∗, Aj > Aj∗ (resp. Bj > Bj∗ and Cj > Cj∗) almost surely
for sufficiently large p and n. In addition, as J = J− ∪ j∗ ∪ J+, we need to
consider only the following two cases, i.e., the overspecified case (j ∈ J+) and
the underspecified case (j ∈ J−), and investigate for each case the conditions
that guarantee that the inequality Aj > Aj∗ (resp. Bj > Bj∗ and Cj > Cj∗)
holds. We first consider the overspecified case, i.e., j ∈ J+, and assume that
kj − kj∗ = m > 0; then, we have
1
n
(Aj −Aj∗) =
1
n
m−1∑
t=0
(Aj−t −Aj−t−1).
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Based on the definition of Aj in (1.3), it follows that
Aj−t −Aj−t−1 = log
(
|nΣ̂j−t |
|nΣ̂j−t−1 |
)
+ 2cn,
which implies
1
n
(Aj −Aj∗) =
m−1∑
t=0
[
log
(
|nΣ̂j−t |
|nΣ̂j−t−1 |
)
+ 2cn
]
.(5.1)
Analogously, we also have
1
n
(Bj −Bj∗) =
m−1∑
t=0
[
log
(
|nΣ̂j−t |
|nΣ̂j−t−1 |
)
+ log(n)cn
]
(5.2)
and
1
n
(Cj − Cj∗) =(1− αk)tr̂[Σ−1ω (Σ̂j − Σ̂j∗)] + 2mcn
=
m−1∑
t=0
(
(1− αk)tr[Σ̂−1ω (Σ̂j−t − Σ̂j−t−1)] + 2cn
)
.(5.3)
Then, we have the following lemma.
Lemma 5.1. Suppose that assumptions (A1) through (A4) hold. For all
overspecified models j with kj − kj∗ = m > 0, we have
1
n
(Aj −Aj∗)−
m∑
t=1
log
(
1− αm−t − cn
1− αm−t
)
− 2mcn = oa.s.(m),(5.4)
1
n
(Bj −Bj∗)−
m∑
t=1
log
(
1− αm−t − cn
1− αm−t
)
−mcn log(n) = oa.s.(m)(5.5)
and
1
n
(Cj − Cj∗)−
mcn(αk − 1)
1− αk − cn − 2cnm = oa.s.(m).(5.6)
Moreover, if limn→∞ αm > 0, then we have
1
n2
(Aj −Aj∗) = φ(αm, cn) + oa.s.(1),(5.7)
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1
n2
(Bj −Bj∗)− (log(n)− 2)cnαm = φ(αm, cn) + oa.s.(1),(5.8)
and
1
n2
(Cj − Cj∗) = αmψ(αk, cn) + oa.s.(1).(5.9)
The proof of this lemma needs RMT, thus we present it in Section 6 for
understandability.
Remark 5.2. Note that, taking the AIC for example, this lemma indi-
cates that if lim
∑m
t=1 log
(
1−αm−t−cn
1−αm−t
)
+ 2mcn > 0, for all j ∈ J+ satisfying
kj−kj∗ = m and sufficiently large p and n, then j almost surely cannot be se-
lected by the AIC. On the other hand, if lim
∑m
t=1 log
(
1−αm−t−cn
1−αm−t
)
+2mcn <
0, then for sufficiently large p and n, j∗ almost surely cannot be selected by
the AIC, which means that, in this case, the AIC is almost surely inconsis-
tent. The BIC and Cp are analogous.
Next, we consider the underspecified case, i.e., j ∈ J−. Analogously, we
have
1
n
(Aj −Aj∗) =
m−1∑
t=−s
A−t,
1
n
(Bj −Bj∗) =
m−1∑
t=−s
B−t and 1
n
(Cj − Cj∗) =
m−1∑
t=−s
C−t,
where
A−t =
{
log(|Σ̂j−t |)− log(|Σ̂j−t−1 |) + 2cn if t ≥ 0,
log(|Σ̂j−t |)− log(|Σ̂j−t−1 |)− 2cn if t < 0,
B−t =
{
log(|Σ̂j−t |)− log(|Σ̂j−t−1 |) + log(n)cn if t ≥ 0,
log(|Σ̂j−t |)− log(|Σ̂j−t−1 |)− log(n)cn if t < 0,
and
C−t =
{
(1− αk)tr[Σ̂−1ω (Σ̂j−t − Σ̂j−t−1)] + 2cn if t ≥ 0,
(1− αk)tr[Σ̂−1ω (Σ̂j−t − Σ̂j−t−1)]− 2cn, if t < 0.
Since j0 ⊃ j∗, it from Lemma 5.1 that,
m−1∑
t=0
A−t −
m∑
t=1
log
(
1− αm+s−t − cn
1− αm+s−t
)
− 2mcn = oa.s.(m),
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m−1∑
t=0
B−t −
m∑
t=1
log
(
1− αm+s−t − cn
1− αm+s−t
)
−mcn log(n) = oa.s.(m)
and
m−1∑
t=0
C−t −mψ(α, c) = oa.s.(m).
Therefore, we need to consider only the case in which t < 0 and some
additional notation. Let `t = {i1, · · · , i−t}, we denote
∆t :=(X
′
`t
QjtX`t)
1/2Θ`tΘ
′
`t
(X′`tQjtX`t)
1/2;
a˜′t :=a
′
tQjtX`t(X
′
`t
QjtX`t)
−1/2;
δt :=a˜
′
t
(
(1− αm)I + n−1∆t
)−1
a˜t;
ηt :=
1
n
a˜′t∆ta˜t =
1
n
a′tQjtX`tΘ`tΘ
′
`t
X′`tQjtat.
By basic calculation, we obtain that δt and ηt can both be expressed as
functions of the noncentrality matrix Φj, as follows:
−t∏
l=1
a˜′l((1− αm)I +
1
n
∆l)
−1a˜l = (1− αm)p+t|(1− αm)I + Φj|−1
and
−t∑
l=1
ηl =
1
n
tr[Θ′j∗X
′
j∗(
−t∑
l=1
ala
′
l)Xj∗Θj∗ ] = tr(Φj).
Then, we have the following lemma.
Lemma 5.3. Suppose assumptions (A1) through (A5) hold. If j ∈ J−
and t < 0, then we have
A−t + log(δt) + log(1− αm − cn) + 2cn = oa.s.(1),(5.10)
B−t + log(δt) + log(1− αm − cn) + cn log(n) = oa.s.(1),(5.11)
and
C−t − (1− αk)(ηt + cn)
1− cn − αk + 2cn = oa.s.(1).(5.12)
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The proof of this lemma is presented in Section 6. By combining Lemmas
5.1 and 5.3, the following lemma is straightforward.
Lemma 5.4. Suppose that assumptions (A1) through (A5) hold. For all
underspecified models j with kj− = s > 0 and kj+ = m ≥ 0, we have
1
n
(Aj −Aj∗) =
m∑
t=1
log
(
1− αm+s−t − c
1− αm+s−t
)
+ log(τj)− s log(1− αm − c) + 2(m− s)c+ oa.s.(m),
1
n
(Bj −Bj∗) =
m∑
t=1
log
(
1− αm+s−t − c
1− αm+s−t
)
+ log(τj)− s log(1− αm − c) + (m− s)c log(n) + oa.s.(m)
and
1
n
(Cj − Cj∗) = mψ(α, c) +
(1− α)(κj + sc)
1− c− α − 2sc+ oa.s.(m).
Remark 5.5. Lemmas 5.1 through 5.4 are the fundamental results for
the model selection criteria discussed herein. These lemmas have numerous
potential applications in multivariate analysis problems, such as the growth
curve model (Enomoto et al., 2015; Fujikoshi et al., 2013), multiple dis-
criminant analysis (Fujikoshi, 1983; Fujikoshi and Sakurai, 2016a), princi-
pal component analysis (Fujikoshi and Sakurai, 2016b; Bai et al., 2018), and
canonical correlation analysis (Nishii et al., 1988; Bao et al., 2018).
Now, with the aid of Lemma 5.1 and Lemma 5.4, we prove Theorems 3.1,
3.2, 3.6 and 3.8.
5.2. Proof of Theorem 3.1. We first prove (1). For the case j ∈ J+,
from the definition of φ(α, c), we know that if φ(α, c) > 0, then we have
log(1 − c) + 2c > 0, and for any αm satisfying 0 < αm ≤ αk, we have
ψ(αm, c) > 0 when p and n are large enough. In addition, if αm → 0, by
(5.7), then we have
1
nm
(Aj −Aj∗) a.s.→ log(1− c) + 2c > 0.
Thus, according to Lemma 5.1, for all j ∈ J+ and for sufficiently large p and
n, we have
Aj > Aj∗ a.s.
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This result indicates that, in this case, the AIC asymptotically selects j∗.
Next, we consider the case of j ∈ J−. Note that s < k∗, Φj > 0 and
log(τj) > s log(1− αm) uniformly. If m ≥ s, by Lemma 5.4 and φ(α, c) > 0,
for sufficiently large p and n, Aj > Aj∗ almost surely. Thus, we need to
consider only the case in which m < s. In this case, since k∗ is fixed, αm → 0
and τj = τ
0
j > 1. Then, under the condition log(τ
0
j ) > (s−m)(log(1−c)+2c),
for sufficiently large p and n, we have
Aj > Aj∗ a.s..
Therefore, the variable selection method based on the AIC is strongly con-
sistent.
If for some j ∈ J− with m − s < 0, log(τ0j ) < (s −m)(log(1 − c) + 2c),
then from Lemmas 5.1 and 5.4, we know that for sufficiently large p and n,
Aj < Aj∗ , a.s.,
which means that, in this case, the AIC asymptotically selects the un-
derspecified model j. On the other hand, if φ(α, c) < 0 and log(τj) >
(s − m)(log(1 − c) + 2c), by the same discussion, the AIC asymptotically
selects the overspecified model. Thus, we obtain (1).
The proofs of (2) and (3) are analogous; thus, the details are not presented
herein. This complete the proof of this theorem.
5.3. Proof of Theorem 3.2. Theorem 3.2 can be obtained using a proof
procedure similar to that for Theorem 3.1; thus, the details are not presented
herein. Note that although Lemma 5.4 holds under assumption (A5), the
lemma still holds under assumption (A5’) when the equations are normalized
by the orders of log(τnj) and κnj. This result is easily obtained by the proof
of Lemma 5.4.
5.4. Proof of Theorem 3.6. We consider only the case in which, under
assumptions (A1) through (A5), the other cases are analogous. If j does not
exist in the true model j∗, then ω\j includes j∗. By Lemma 5.1, we obtain
A˜j
a.s.→ log
( 1− α
1− α− c
)
− 2c,(5.13)
B˜j + log(n)c
a.s.→ log
( 1− α
1− α− c
)
, C˜j
a.s.→ (1− α)c
1− α− c − 2c.
If j lies in the true model j∗, by Lemmas 5.4, we have that
A˜j
a.s.→ log(τω\j)− log(1− α− c)− 2c,(5.14)
B˜j
a.s.→ log(τω\j)− log(1− α− c)− log(n)c, C˜j a.s.→
(1− α)(κω\j + c)
1− α− c − 2c.
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Thus, we complete the proof based on a discussion similar to that for the
proof of Theorem 3.1.
5.5. Proof of Theorem 3.8. Since the rank of matrix Φ
ω\j is one, we have
log((1− α)1−p|(1− α)I + Φω\j |) = log(1− α+ tr(Φω\j)),
which, together with (5.13) and (5.14), directly implies this theorem. Thus,
we complete the proof.
6. Proofs of Lemmas 5.1 and 5.3. In this section, we present the
technical proofs of Lemma 5.1 and Lemma 5.3. We first briefly describe our
proof strategy and the main tools of RMT. Recall equations (1.4) and (2.3),
from Sylvester’s determinant theorem, we obtain that
|nΣ̂j−t | =|Y′Qj−tY| = |Y′Qj−t−1Y −Y′at+1a′t+1Y|(6.1)
=|Y′Qj−t−1Y|(1− a′t+1Y(Y′Qj−t−1Y)−1Y′at+1)
=|nΣ̂j−t−1 |(1− a′t+1Y(Y′Qj−t−1Y)−1Y′at+1).
Thus, to prove Lemma 5.1 and Lemma 5.3, we need to obtain only the almost
sure limits of a′tY(Y′Qj−tY)−1Y′at or similar expressions with different j−t.
The proof strategy is that, we first define a function
~n(z) := n−1a′tY(n−1Y′Qj−tY − zI)−1Y′at : C+ 7−→ C+,
where C+ = {z ∈ C+ : =z > 0}. Next, we prove that outside a null set
independent of j−t, for every z ∈ C+, ~n(z) has a limit ~(z) ∈ C+. Note
that by Vitali’s convergence theorem (see, e.g., Lemma 2.14 in (Bai and
Silverstein, 2010)) it is sufficient to prove for any fixed z ∈ C+, ~n(z) a.s.→
~(z). Finally, we let z ↓ 0 + 0i and obtain almost surely ~n(0)→ ~(0).
We remark that this proof approach is common in RMT to obtain the
limiting special distribution (LSD) of random matrices. Thus, the present
paper can be viewed as an application of RMT in multivariate statistical
analysis. Moreover, since the type of matrix Y(Y′Qj−tY)−1Y′ is special,
and to the best of our knowledge, no known conclusions in RMT can be
applied directly to obtain the limit of a′tY(Y′Qj−tY)−1Y′at, we have to
derive some new theoretical results for our theorems.
6.1. An auxiliary lemma. We introduce some basic results from RMT
and an auxiliary lemma before proving Lemmas 5.1 and 5.3. For any n× n
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matrix An with only positive eigenvalues, let F
An be the empirical spectral
distribution function of An, that is,
FAn(x) =
1
n
#{λAni ≤ x},
where λAni denotes the i-th largest eigenvalue of An and #{·} denotes the
cardinality of the set {·}. If FAn has a limit distribution F , then we call it
the LSD of sequence {An}. For any function of bounded variation G on the
real line, its Stieltjes transform is defined by
sG(z) =
∫
1
λ− z dG(λ), z ∈ C
+.
If matrix A is invertible and for any p×n matrix C, the following formulas
will be used frequently,
(A−CC′)−1 = A−1 + A−1C(I−C′A−1C)−1C′A−1,(6.2)
which immediately implies
(A−CC′)−1C = A−1C(I−C′A−1C)−1(6.3)
C′(A−CC′)−1 = (I−C′A−1C)−1C′A−1.(6.4)
For any z ∈ C+, we also have
C(C′C− zIn)−1C′ = Ip + z(CC′ − zIp)−1,(6.5)
which is called the in-out-exchange formula in the sequel. The above equa-
tions are straightforward to obtain by basic linear algebra theory; thus, we
omit the detailed calculations.
A key tool for the proofs of Lemma 5.1 and Lemma 5.3 is the following
lemma, whose proof will be postponed to the Appendix because of the space
limit.
Lemma 6.1. Let M := M(z) = p−1E′Qj−tE− zIp, α1 and α2 be n× 1-
vectors, and α3 be a p× 1-vector and assume that α1, α2, α3 are all bounded
in Euclidean norm. Then, under assumptions (A1) through (A4) and for any
integer t, we have that for any z ∈ C,
(6.6) α′1M
−1α2 +
α′1α2
z(1 + st(z)− 1−cn−αm−tcnz )
a.s.→ 0,
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(6.7)
1√
p
α′1M
−1E′α3
a.s.→ 0,
and
1
p
α′1EM
−1E′α2
+
α′1α2
z(1 + st(z) +
cn−1+αm−t
cnz
)
+
1
st(z)+1
α′1Qjtα2
z2(1 + st(z) +
cn−1+αm−t
cnz
)2
a.s.→ 0,(6.8)
where st(z) is the Stieltjes transform of the LSD of
1
pE
′Qj−tE.
Remark 6.2. From (1.4) in (Silverstein and Choi, 1995), we have that
the Stieltjes transform st(z) is the unique solution on the upper complex
plane to the equation
z = − 1
st(z)
+
1
cn
∫
t
1 + tst(z)
dH(t),
where H is the LSD of Qj−t. Thus, we obtain that H({0}) = αm−t, H({1}) =
1− αm−t and
z = − 1
st
+
1
cn
1− αm−t
1 + st
,
which implies
z(1 + st(z) +
cn−1+αm−t
cnz
) + 1st(z)+1
z2(1 + st(z) +
cn−1+αm−t
cnz
)2
=
1
1 + st(z)
− 1(6.9)
and
st(z) =
1− αm−t − cn − cnz ±
√
(1− αm−t + cn − cnz)2 − 4cn(1− αm−t)
2cnz
.
On the basis of the fact that any Stieltjes transform tends to zero as z →∞,
we have
st(z) =
1− αm−t − cn − cnz +
√
(1− αm−t + cn − cnz)2 − 4cn(1− αm−t)
2cnz
and
1− 1
1 + st(z)
=
1− αm−t + cn − cnz +
√
(1− αm−t + cn − cnz)2 − 4cn(1− αm−t)
2(1− αm−t).
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Letting z ↓ 0+0i and together with (6.14) and 1−αm−t−cn > 0, we conclude
that
st(z)→
cn
1− αm−t − cn(6.10)
and
z
(
1 + st(z)−
1− cn − αm−t
cnz
)
→ −1− αm−t − cn
cn
.(6.11)
Here, we have used the fact that when the imaginary part of the square root
of a complex number is positive, then its real part has the same sign as the
imaginary part; thus,
lim
z↓0+i0
√
(1− αm−t + cn − cnz)2 − 4cn(1− αm−t) = −|1− αm−t − cn|.
Now, we are in position to prove Lemma 5.1 and Lemma 5.3.
6.2. Proof of Lemma 5.1. We first prove (5.7). By equation (6.1) and
the fact that for j ∈ J+, |Y′Qj−tY| = |E′Qj−tE|, we have
(6.12) log
(
|nΣ̂j−t |
|nΣ̂j−t−1 |
)
= log(1− a′t+1E(E′Qj−t−1E)−1E′at+1)
and
nΣ̂j−t − nΣ̂j−t−1 = −E′at+1a′t+1E.(6.13)
It follows from (5.1) and (6.12) that
1
n
(Aj −Aj∗) =
m∑
t=1
[log(1− a′tE(E′Qj−tE)−1E′at) + 2cn].
Since at is an eigenvector of Qj−t , we have a
′
tQj−tat = 1, which together
with Lemma 6.1 and (6.9) implies
1
p
a′tE(
1
p
E′Qj−tE− zIp)−1E′at a.s.→ 1−
1
1 + st(z)
.(6.14)
Therefore, by (6.10) and as n→∞, we have
1
n2
(Aj −Aj∗) = n−1
m∑
t=1
(
log(1− cn
1− αm−t ) + 2cn + oa.s.(1)
)
.(6.15)
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If limαm > 0, then integration by parts indicates that (6.15) tends to∫ αm
0
(log(1− cn
1− t) + 2cn)dt = 2cnαm + log
(
(1− cn)1−cn(1− αm)1−αm
(1− cn − αm)1−cn−αm
)
,
which implies (5.7).
(5.8) is analogous; thus, we omit the details. Next, we prove (5.9). It
follows from (5.3) and (6.13) that
1
n
(Cj − Cj∗) =
m∑
t=1
(
(
k
n
− 1)a′tE(E′QωE)−1E′at + 2
p
n
)
.(6.16)
By (6.8) and (6.11) and the fact that
a′tQωat = 0,
we have
a′tE(E
′QωE)−1E′at =
c
1− α− c + oa.s.(1),
which together with (6.16) implies
1
n2
(Cj − Cj∗) a.s.→
cαm(α− 1)
1− α− c + 2cαm.
Thus, we complete the proof of Lemma 5.1.
6.3. Proof of Lemma 5.3. We start with A−t. When t < 0,
A−t = log
( |Y′Qj−tY|
|Y′Qj−t−1Y|
)
− 2cn.
Note that the index set j−t−1 contains one index i−t more than j−t; therefore,
from the notation at = Qj−txi−t/‖Qj−txi−t‖, we have
(6.17) A−t = − log(1− a′tY(Y′Qj−tY)−1Y′at)− 2cn.
To evaluate the limit of A−t, we consider
mnt := mnt(z) = − log(1− 1
p
a′tY(Y
′Qj−tY/p− zIp)−1Y′at)− 2cn,
where z ∈ C+. On the basis of the fact that at = Qj−tat and the in-out-
exchange formula (6.5), we rewrite mnt as
mnt = − log
(
−za′t
(
Qj−tYY
′Qj−t/p− zIn
)−1
at
)
− 2cn.(6.18)
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Substitute model (2.1) into the above equation and denote
It := It(z) = za
′
t
(
Qj−tYY
′Qj−t/p− zIn
)−1
at
= za′t
(
Qj−t(X`lΘ`l + E)(Θ
′
`l
X′`l + E
′)Qj−t/p− zIn
)−1
at
where `t = {i1, · · · , i−t}. Define B1 = Qj−tX`l(X′`lQj−tX`l)
−1/2 and select
B2 such that B =
(
B1
...B2
)
is an n× n orthogonal matrix. Then, we have
It = za
′
tB
(
B′Qj−t(X`lΘ`l + E)(Θ
′
`l
X′`l + E
′)Qj−tB/p− zIn
)−1
B′at.
With a′tB2 = 0, we obtain
It =za˜
′
t
(
B′1Qj−t(X`lΘ`l + E)(Θ
′
`l
X′`l + E
′)Qj−tB1/p
−B′1Qj−t(X`lΘ`l + E)E
′Qj−tB2(B
′
2Qj−tEE
′Qj−tB2/p− zIn+t)−1
·B′2Qj−tE(E′ + X′`lΘ`l)Qj−tB1/p
2 − zI−t
)−1
a˜t
where a˜t = B
′
1at. By applying in-out-exchange formula (6.5) to the term
E′Qj−tB2(B
′
2Qj−tEE
′Qj−tB2/p− zIn−kt)−1B′2Qj−tE/p,
we obtain
It = −a˜′t
(
1
p
B′1Qj−t(X`lΘ`l + E)(
1
p
E′Qj−tB2B
′
2Qj−tE− zIp)−1
× (Θ′`lX
′
`l
+ E′)Qj−tB1 + I−t
)−1
a˜t,
which together with M = 1pE
′Qj−tE− zIp implies
It = −a˜′t
(
1
p
B′1Qj−t(X`lΘ`l + E)(M−
1
p
E′Qj−tB1B
′
1Qj−tE)
−1
× (Θ′`lX
′
`l
+ E′)Qj−tB1 + I−t
)−1
a˜t.
Equations (6.2)-(6.5) can be used to separate It into the following four parts,
It = −a˜′t
(
I1t + I2t + I
′
2t + I3t
)−1
a˜t(6.19)
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where
I1t =
1
p
B′1Qj−tX`lΘ`lM
−1Θ′`lX
′
`l
Qj−tB1 +
1
p2
B′1Qj−tX`lΘ`lM
−1E′Qj−tB1
(I−t − 1
p
B′1Qj−tEM
−1E′Qj−tB1)
−1B′1Qj−tEM
−1Θ′`lX
′
`l
Qj−tB1;
I2t =
1
p
B′1Qj−tX`lΘ`lM
−1E′Qj−tB1(I−t −
1
p
B′1Qj−tEM
−1E′Qj−tB1)
−1;
I3t =(I−t − 1
p
B′1Qj−tEM
−1E′Qj−tB1)
−1.
It follows from (6.8) and (6.9) that
1
p
B′1Qj−tEM
−1E′Qj−tB1
a.s.→ (1− 1
1 + st(z)
)I−t,
which implies
I3t
a.s.→ (1 + st(z))I−t.(6.20)
Moreover, from (6.6), (6.7) and assumption (A4), we have
1
p
B′1Qj−tX`lΘ`lM
−1E′Qj−tB1
a.s.→ 0−t,
and
1
p
B′1X`lΘ`lM
−1Θ′`lX
′
`l
B1 +
p−1∆t
z(1 + st(z)− 1−cn−αm−tcnz )
a.s.→ 0,
which together with (6.20) imply
It + a˜
′
t
(
(1 + s(z))I−t − p
−1∆t
z(1 + st(z)− 1−cn−αm−tcnz )
)−1
a˜t
a.s.→ 0.
As z ↓ 0 + 0i and with (6.10) and the notation
δt := a˜
′
t
(
(1− αm)I−t + n−1∆t
)−1
a˜t,
we have
It(0) + (1− αm−t − cn)δt a.s.→ 0.
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Here one should notice that −t ≤ k∗ <∞, and thus αm−t and αm have the
same limit. Therefore, we conclude that for t < 0,
A−t + log δt + log(1− αm−t − cn) + 2cn a.s.→ 0.
Next, we consider C−t when t < 0. Recall that
C−t = (1− αk)a′tY(E′QωE)−1Y′at − 2cn,
and let
Jt(z) = p
−1a′tY
(
E′QωE/p− zIp
)−1
Y′at.
Then, by substituting model (2.1) into the above equation, we obtain
Jt(z) =
1
p
a′t(X`lΘ`l + E)
(
E′QωE/p− zIp
)−1
(Θ′`lX
′
`l
+ E′)at
=
1
p
a′tX`lΘ`l
(
E′QωE/p− zIp
)−1
Θ′`lX
′
`l
at
+
1
p
a′tX`lΘ`l
(
E′QωE/p− zIp
)−1
E′at
+
1
p
a′tE
(
E′QωE/p− zIp
)−1
Θ′`lX
′
`l
at
+
1
p
a′tE
(
E′QωE/p− zIp
)−1
E′at
:=J1t + J2t + J
′
2t + J3t,
where `t = {i−t+1, · · · , is}. It follows from Lemma 6.1 that
J1t +
1
pa
′
tX`lΘ`lΘ
′
`l
X′`lat
z(1 + s(z)− 1−cn−αkcnz )
a.s.→ 0,
J2t
a.s.→ 0 and J3t + 1
z(1 + s(z)− 1−cn−αkcnz )
a.s.→ 0,
where s(z) is the Stieltjes transform of the LSD of 1pE
′QωE. Note that
1
p
a′tX`lΘ`lΘ
′
`l
X′`lat
=
1
p
a˜′t(X
′
`l
QjtX`l)
1/2Θ`lΘ
′
`l
(X′`lQjtX`l)
1/2a˜t = c
−1ηt.
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Therefore, letting z ↓ 0 + 0i, we obtain
Jt(0)− ηt + cn
1− αk − cn
a.s.→ 0,
which implies
C−t = (1− αk)(ηt + cn)
1− cn − αk − 2cn + oa.s.(1).
Thus, we complete the proof of Lemma 5.3.
7. Conclusion and discussion. In the present paper, we discussed the
strong consistency of three fundamental selection criteria, i.e., the AIC, BIC,
and Cp, in the linear regression model under an LLL framework. We pre-
sented the sufficient and necessary conditions for their strong consistency
and determined how the dimension and size of the explanatory variables
and the sample size affect the selection accuracy. Then, we proposed gen-
eral KOO criteria based on KOO methods and showed the sufficient condi-
tions for their strong consistency. The general KOO criteria have numerous
advantages, such as simplicity of expression, ease of computation, limited
restrictions, and fast convergence.
The present paper considers only the case in which α+ c < 1 because Σˆj
may otherwise be singular. The singularity of Σˆj can be avoided by using a
ridge-type estimator of the covariance matrix (e.g., (Yamamura et al., 2010;
Chen et al., 2011)) or by rewriting the statistics with nonzero eigenvalues
(e.g., Zhang et al. (2017)). The consistency properties of the model selection
criteria must also be studied when the true model size k∗ is large, i.e., k∗/n
tends to a constant as n → ∞. All three topics require clarification of the
theoretical results of RMT, which is left for future research.
In addition, we intend to obtain the asymptotic distributions of A˘j and
C˘j . In the present paper, we obtained only almost surely the limits of A˘j and
C˘j and not their convergence rates. If we can determine their asymptotic
distributions, such results can be used to construct more reasonable selection
criteria. According to the results of (Bai et al., 2007), we guessed that the
convergence rate should be O(n−1/2).
The main technical tool of the present paper is RMT. In the past two
decades, the power of RMT has been partially demonstrated through high-
dimensional multivariate analysis. Most subjects in classical multivariate
analysis, including the model selection problems considered in this paper,
can be (or have been) reexamined by RMT in high-dimensional settings.
We hope that RMT will attract more attention in the future research of
high-dimensional MLR.
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APPENDIX A: SIMULATION RESULTS UNDER NON-NORMAL
DISTRIBUTIONS
In this section, we present simulation results under a standardized t dis-
tribution with three degrees of freedom and a standardized chi-square dis-
tribution with two degrees of freedom. Please see Figures 5-8. These results
are similar to those of the normal distribution case. Thus, we guess that the
consistency of these estimators depends on only the first two moments.
APPENDIX B: PROOF OF LEMMA 5.1
We now present the proof of Lemma 6.1. In the following, C represents a
generic constant whose value may vary from line to line.
Proof of Lemma 6.1. According to the truncation approach of Bai
et al. (2007), we can assume that the variables {eij , i = 1 . . . n, j = 1 . . . p}
satisfy the following additional condition:
|eij | < C, for all i, j and sufficiently large constant C.
As the proof is very similar, we omit the details here. Let αk1 be the p− 1
subvector of α1 with the k-th entry removed, and let αk1 be the k-th entry
of α1. Analogously, we can define αk2 and αk2. Define Mk =
1
pE
′
kQj−tEk −
zIp−1, where Ek is the n × (p − 1) submatrix of E with the k-th column
removed. Denote by Ek the conditional expectation given {e1, · · · , ek} and
by E0 the unconditional expectation, where ei is the n-vector of the i-th
column of E. Then, by inverting the block matrix, we obtain
α′1M
−1α2 = α′k1M
−1
k αk2 +
1
βkp2
α′k1M
−1
k E
′
kQj−teke
′
kQj−tEkM
−1
k αk2
−αk2
βkp
α′k1M
−1
k E
′
kQj−tek −
αk1
βkp
e′kQj−tEkM
−1
k αk2 +
αk1αk2
βk
,(B.1)
where
βk =
1
p
e′kQj−tek − z −
1
p2
e′kQj−tEkM
−1
k E
′
kQj−tek
= −z(1 + 1
p
e′kQj−tM̂
−1
k Qj−tek).
The last equation is from the in-out-exchange formula (6.5) and
M̂k :=
1
p
Qj−tEkE
′
kQj−t − zIn.
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(a) Setting I
(b) Setting II
Fig 5. Selection percentages under the AIC, BIC and Cp for Settings I and II with a stan-
dard t3 distribution. The horizontal axes represent the sample size n, and the vertical axes
represent selection percentage. Black solid circles, blue solid triangles, red solid squares,
green solid hexagrams and magenta solid pentagrams denote the selection percentages of
j˜A = j∗, j˜B = j∗, j˜C = j∗, j˘A = j∗ and j˘C = j∗, respectively. Correspondingly, black circles,
blue triangles, red squares, green hexagrams and magenta pentagrams denote the selection
percentages of j˜A ∈ J−, j˜B ∈ J−, j˜C ∈ J−, j˘A ∈ J− and j˘C ∈ J−, respectively.
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(a) Setting I (b) Setting II
Fig 6. Overspecified model sizes of the AIC and Cp for Settings I and II with a standard
t3 distribution. The horizontal axes represent the sample size n, and the vertical axes
represent the model size. Black asterisks, red right-pointing triangles, green crosses and
magenta plus signs denote the average sizes of j˜A ∈ J+, j˜C ∈ J+, j˘A ∈ J+ and j˘C ∈ J+,
respectively. In this figure, we let 0/0 = 0.
Denote βtrk = −z[1 + 1p tr(Qj−tM̂−1k )]. It follows that
1
βk
=
1
βtrk
+
βk − βtrk
pβkβ
tr
k
=
1
βtrk
+
ξk
βkβ
tr
k
,(B.2)
where ξk = p
−1e′kQj−tM̂
−1
k Qj−tek − p−1trQj−tM̂−1k Qj−t . It follows from
(B.1) that
α′1M
−1α2 − Eα′1M−1α2 =
p∑
k=1
(Ek − Ek−1)α′1M−1α2
=
p∑
k=1
(Ek − Ek−1)(α′1M−1α2 −α′k1M−1k αk2)
=
p∑
k=1
(Ek − Ek−1)(M1 −M2 −M3 +M4),
where
M1 = 1
βkp2
α′k1M
−1
k E
′
kQj−teke
′
kQj−tEkM
−1
k αk2, M2 =
αk2
βkp
α′k1M
−1
k E
′
kQj−tek
M3 = αk1
βkp
e′kQj−tEkM
−1
k αk2, M4 =
αk1αk2
βk
.
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(a) Setting I
(b) Setting II
Fig 7. Selection percentages under the AIC, BIC and Cp for Settings I and II with stan-
dard χ22 distribution. The horizontal axes represent the sample size n, and the vertical
axes represent the selection percentages. Black solid circles, blue solid triangles, red solid
squares, green solid hexagrams and magenta solid pentagrams denote the selection percent-
ages of j˜A = j∗, j˜B = j∗, j˜C = j∗, j˘A = j∗ and j˘C = j∗, respectively. Correspondingly, black
circles, blue triangles, red squares, green hexagrams and magenta pentagrams denote the
selection percentages of j˜A ∈ J−, j˜B ∈ J−, j˜C ∈ J−, j˘A ∈ J− and j˘C ∈ J−, respectively.
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(a) Setting I (b) Setting II
Fig 8. Overspecified model sizes of the AIC and Cp for Settings I and II with a standard
chi22 distribution. The horizontal axes represent the sample size n, and the vertical axes
represent the model size. Black asterisks, red right-pointing triangles, green crosses and
magenta plus signs denote the average sizes of j˜A ∈ J+, j˜C ∈ J+, j˘A ∈ J+ and j˘C ∈ J+,
respectively. In this figure we let 0/0 = 0.
Note that for any fixed z ∈ C+, we have
min{|βk|, |βtrk |, ‖Mk‖, ‖M̂k‖} ≥ =z = v > 0,
and ‖p−1/2Ek‖ is almost surely bounded by a constant under assumption
(A2) (see (Bai and Silverstein, 1998, 1999), for example). Thus, together
with the condition that α1 and α2 are both bounded in Euclidean norm, we
conclude that for m ≥ 1
E|ξk|2m ≤ Cp−mv−2m,(B.3)
E|α′k1M−1k E′kQj−t , eke′kQj−tEkM−1k αk2|m ≤ Cpmv−2m(B.4)
max{E|α′k1M−1k E′kQj−tek|2m,E|e′kQj−tEkM−1k αk2|2m} ≤ Cpmv−2m.
(B.5)
Here, we use the quadric form inequality shown in Lemma 2.7 of Bai and
Silverstein (1998). Thus, by the Burkholder inequality (see Lemma 2.1 in
(Bai and Silverstein, 1998)), we obtain
E
∣∣∣∣∣
p∑
k=1
(Ek − Ek−1)M1
∣∣∣∣∣
4
≤ CE
(
p∑
k=1
Ek−1|M1|2
)2
+ CE
p∑
k=1
|M1|4
= O(p−2).
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Analogously, we also have
E
∣∣∣∣∣
p∑
k=1
(Ek − Ek−1)M2
∣∣∣∣∣
4
= O(p−2) and E
∣∣∣∣∣
p∑
k=1
(Ek − Ek−1)M3
∣∣∣∣∣
4
= O(p−2).
For M4, by (B.3), (B.2) and the Burkholder inequality, we obtain
E
∣∣∣∣∣
p∑
k=1
(Ek − Ek−1)M4
∣∣∣∣∣
4
= E
∣∣∣∣∣
p∑
k=1
(Ek − Ek−1) ξk
βkβ
tr
k
∣∣∣∣∣
4
= O(p−2),
which finally implies
E|α′1M−1α2 − Eα′1M−1α2|4 = O(p−2).
Therefore, by the Borel-Cantelli lemma, we have that
α′1M
−1α2 − Eα′1M−1α2 a.s.→ 0.(B.6)
Because the entry distributions of E are identical, we know that the di-
agonal elements of EM−1 are the same, denoted as an(z) in the following.
The off-diagonal elements are also the same, denoted as bn(z). From (B.1),
(B.2) and (B.3), we have
an(z) = E
1
β1
= E
1
βtr1
+ o(1).(B.7)
Let λ1 ≥ · · · ≥ λn ≥ 0 be the eigenvalues of p−1Qj−tE1E′1Qj−t whose
corresponding eigenvectors are denoted by v1, · · · ,vn. Note that the rank
of Qj−t is n− kj−t , the dimension of the null space of Qj−t is kj−t , and the
null space of p−1Qj−tE1E′1Qj−t is not smaller than that of Qj−t . Thus, we
may select the last kj−t eigenvectors from the null space of Qj−t , that is, we
may assume that Qj−tvi = 0, i = n− kj−t + 1, · · · , n. Therefore, the matrix
M̂−11 Qj−t has kj−t-fold eigenvalue 0. By contrast, for all i = 1, · · · , n −
kj−t , Qj−tvi 6= 0 and Qj−tvi is also an eigenvector of p−1Qj−tE1E′1Qj−t
corresponding to λi, that is,
p−1Qj−tE1E
′
1Qj−tvi = λiQj−tvi,
which is equivalent to
(p−1Qj−tE1E
′
1Qj−t − zIn)−1Qj−tvi = (λi − z)−1Qj−tvi.
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Thus, (λi − z)−1 is a nonzero eigenvalue of M̂−11 Qj−t . Therefore,
1
p
trM̂−11 Qj−t =
1
p
n−kj−t∑
i=1
1
λi − z =
1
p
n∑
i=1
1
λi − z +
kj−t
pz
=
1
p
trM̂−11 +
kj−t
pz
.
Since the spectra of p−1Qj−tE1E′1Qj−t and p−1E′1Qj−tE1 differ by |n−p−1|
zero eigenvalues, it follows that
E
1
p
trM̂−11 = E
1
p
trM−11 +
1− n/p
z
→ st(z) +
c− 1
cz
.
Together with (B.7) and the last equation, we obtain
an(z)→ − 1
z(1 + st(z) +
c−1+αm−t
cz )
.(B.8)
Here, αm−t = lim kj−t/n.
Furthermore, from the inverse matrix formula, we obtain
bn(z) = E
(
u′1M
−1
1 E
′
1Qj−te1
pβ1
)
,
where u1 = (1, 0, · · · , 0)′ is a (p − 1)-dimensional vector, and e1 is the
first column of E. Because e1 is independent of E1, by the Cauchy-Schwarz
inequality and equation (B.2), we have
|bn(z)| =
∣∣∣∣∣E
(
u′1M
−1
1 E
′
1Qj−te1ξ1
pβ1βtr1
)∣∣∣∣∣ = O(p−1).(B.9)
Therefore, by combining (B.6)-(B.9) and the Cr inequality, the proof of (6.6)
is complete.
For the proof of (6.7), using the inverse of block matrix again, we obtain
α′1M
−1E′α2 = α′k1M
−1
k E
′
kα2 +
1
βkp2
α′k1M
−1
k E
′
kQj−teke
′
kQj−tEkM
−1
k E
′
kα2
−αk2
βkp
α′k1M
−1
k E
′
kQj−tek −
αk1
βkp
e′kQj−tEkM
−1
k E
′
kα2 +
αk1e
′
kα2
βk
.
By means of the same procedure used in the proof of (6.6), we can obtain
that, almost surely,
1√
p
α′1M
−1E′α2 − 1√
p
Eα′1M−1E′α2 → 0.
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Next, we show that 1√pEα
′
1M
−1E′α2 = o(1). Write M−1 = (M ij). Then,
we have
1√
p
Eα′1M−1E′α2 =
1√
p
∑
ij
αi1EM ije′jα2
=
1√
p
p∑
i=1
αi1
(
EM11e′1α2 + (p− 1)EM12e′2α2
)
=
1√
p
p∑
i=1
αi1
(
E
e′1α2
β1
− (p− 1)Eu
′
1M
−1
1 E
′
1Qj−te1e
′
2α2
pβ1
)
=
1√
p
p∑
i=1
αi1
(
E
ξ1e
′
1α2
β1βtr1
− (p− 1)Eu
′
1M
−1
1 E
′
1Qj−te1e
′
2α2ξ1
pβ1βtr1
)
=
1
p3/2
p∑
i=1
αi1
n∑
j=1
E
e3j1(Qj−tM̂
−1
1 Qj−t)jjαj1
(βtr1 )
2
− 1√
p
p∑
i=1
αi1E
u′1M
−1
1 E
′
1Qj−te1e
′
2α2ξ1
(βtr1 )
2
+ o(1)
=o(1),
which completes the proof of (6.7). In the above equation, we use (B.3), the
Cauchy-Schwarz inequality, the Cr inequality and the facts that
p∑
i=1
|αi1| ≤
(
p
p∑
i=1
|α2i1|
)1/2
= O(
√
p)
and ∣∣∣∣∣Eu′2M−11 E′1Qj−te1e′2α2ξ1√pβ1βtr1
∣∣∣∣∣
≤
∣∣∣∣∣Eu′2M−11 E′1Qj−te1e′2α2ξ1√p(βtr1 )2
∣∣∣∣∣+ E
∣∣∣∣∣(u′2M−11 E′1Qj−te1e′2α2)ξ21√p(βtr1 )2β1
∣∣∣∣∣
= O(p−1/2).
Next, we give the proof of (6.8). The random part is analogous to the
proof of (6.6), which is, almost surely
1
p
α′1EM
−1E′α2 − 1
p
Eα′1EM−1E′α2 → 0,
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and we omit the details here. Next, we focus on the nonrandom part. By
means of the inverse of the block matrix, we have
1
p
Eα′1EM−1E′α2 =
1
p
∑
ij
Eα′1eiM ije′jα2
=Eα′1e1M11e′1α2 + (p− 1)Eα′1e1M12e′2α2)
=E
α′1e1e′1α2
β1
− (p− 1)Eα
′
1e1u
′
1M
−1
1 E
′
1Qj−te1e
′
2α2
pβ1
=E
α′1α2
βtr1
− (p− 1)Eu
′
1M
−1
1 E
′
1Qj−tα1e
′
2α2
pβtr1
+ E
ξ1α
′
1e1e
′
1α2
β1βtr1
− (p− 1)Eα
′
1e1u
′
1M
−1
1 E
′
1Qj−te1e
′
2α2ξ1
pβ1βtr1
.
It follows from (B.8) that
E
α′1α2
βtr1
→ − α
′
1α2
z(1 + st(z) +
c−1+αm−t
cz )
.(B.10)
Using the inverse of block matrix again, we obtain
Eu′1M−11 E
′
1Qj−tα1e
′
2α2
= E
e′2Qj−tα1e′2α2
β12
− E 1
β12p
e′2Qj−tE12M
−1
12 E
′
12Qj−tα1e
′
2α2,
which together with (B.2), (B.3) and in-out-exchange foumula (6.5) implies
E
u′1M
−1
1 E
′
1Qj−tα1e
′
2α2
βtr1
=E
α′1Qj−tα2
(βtr12)
2
− Eα1Qj−tE12M
−1
12 E
′
12Qj−tα2
p(βtr12)
2
+ o(1)
=− Ezα1Qj−tM̂
−1
12 Qj−tα2
(βtr12)
2
+ o(1).
Here, E12 is the n × (p − 2) submatrix of E with the first and second
columns removed. β12, β
tr
12, M
−1
12 and M̂
−1
12 are denoted analogously. Note
that E ξ1α
′
1e1e
′
1α2
β1βtr1
and E
α′1e1u′1M
−1
1 E
′
1Qj−te1e
′
2α2ξ1
β1βtr1
are both o(1) because of
(B.2) and (B.3). Similar to (5.9) in Bai et al. (2007), we have
Eα′1Qj−tM̂
−1
12 Qj−tα2 −α1Qj−t(−zst(z)Qj−t − zI)−1Qj−tα2 → 0.
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As α′1Qj−t and Qj−tα2 are both eigenvectors of Qj−t , we obtain
α1Qj−t(zst(z)Qj−t + zI)
−1Qj−tα2 =
α1Qj−tα2
zst(z) + z
,
which together with (B.10) and the fact that
Eβ−11 − Eβ−112 → 0,
completes the proof of (6.8). Thus, the proof of this lemma is complete.
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