With the popularity of Android mobile devices and rapid development of hardware performance, more computer vision algorithms can be implemented on Android mobile devices, such as object detection, face recognition, etc. This paper focuses on the problem of implementing pedestrian detection on Android mobile devices. Recently, the commonly used pedestrian detection algorithm is based on sliding window strategy which uses single or multi-features, such as HOG and Channel features. Due to the resource limitation of mobile devices, in this paper, we use HOG and LBP joint feature to achieve pedestrian detection. In order to improve the efficiency of the algorithm, we use the spatial pooling algorithm to process the HOG-LBP joint feature. Experiments on the Android mobile phone shows that this method not only has competitive accuracy but also improves the pedestrian detection efficiency on both INRIA dataset and mobile phone images.
INTRODUCTION
Pedestrian detection can be defined as whether the picture contains pedestrians, if there are pedestrians we will give location information, it is the first step in the processing of driver assistance [1] , intelligent video surveillance and analysis of human behavior [2] and so on. In recent years, the pedestrian detection is also used in aerial images, victims of rescue and other emerging areas. Pedestrian has both rigid and flexible features, the appearance is easy to affect by wear, occlusion, posture, perspective and other factors, these issues make pedestrian detection research to be the focus and a challenging problem of computer vision.
In this paper, we propose a new HOG-LBP joint feature based pedestrian detection method. To tackle the problem of limited system resources, the spatial pooling method is applied to HOG and LBP feature to improve accuracy and efficiency of pedestrian detection on Android mobile devices. The pedestrian classifier, which is based on the cascade AdaBoost algorithm, is learned by using these features. The trained classifiers are then transplanted to the Android platform using JNI [3] and NDK [4] . We use the INRIA dataset [5] and take pictures by using an Android mobile phone as test pictures to evaluate system performance. The experiment shows that the proposed spatial pooling joint feature method is not only more accurate than most multiple features based pedestrian detection methods, but also has a fast detection speed on the Android mobile devices.
RELATED WORK
From the work of Dalal and Triggs [6] in 2005, the problem of pedestrian detection has rapid development. Pedestrian detection methods can be divided into two categories, one is based on the background modeling [7] , the other is based on statistical learning. At present, most state-of-the-art methods are based on multi-feature fusion [8] and a linear classifier, such as cascade AdaBoost [9] .
Common features include Haar-like [10] , HOG, LBP, edgelet, CSS, Covariance, and Integral channel [11] . HOG feature can reflect the appearance and contour of the target object, thus it is widely used in pedestrian detection [12, 13] . However, HOG not only has a strict requirement on the background, but also sensitive to texture noise. The LBP feature is another commonly used feature for pedestrian detection as it can express the local texture very well. Therefore, this paper combined these two features, then the cascade AdaBoost algorithm is applied to train the classifier.
In recent years, a series of applications based on Android mobile system have been studied. Some computer vision technologies have been successfully applied on various mobile platforms, such as face recognition and pedestrian detection on autonomous automobiles. Due to limited hardware resources, detection strategy selection is critical to the test results on mobile devices. We present a sliding window based method which uses spatial pooling HOG-LBP joint feature to implement efficient pedestrian detection. In the second step, we adopt JNI and NDK to transplant the trained classifiers to the Android platforms. In the following article, we introduce the spatial pooling HOG-LBP joint feature in section 3. Section 4 presents how to train cascade classifier. Section 5 describes how to migrate the classifier to the Android client. Finally, the experimental results are discussed and concluded in section 6 and section 7, respectively.
SPATIAL POOLING JOINT FEATURE
The HOG feature uses pedestrian gradient information to describe its contours, although it achieved competitive results in pedestrian detection, there are still some shortcomings in the HOG feature. In the real environment, there are a large number of complex background pedestrian pictures, which might have an obvious impact on HOG feature based pedestrian detection results. LBP feature describes local texture information and moreover, it compensates for the HOG feature which is sensitive to texture noise. In this paper, the HOG-LBP joint feature is adopted as pedestrian detection feature. Specifically, the size of training picture is 64*128 pixels. LBP and HOG are extracted respectively, and the obtained eigenvectors are combined to get the HOG-LBP joint feature. The process of computing HOG-LBP feature vectors is shown in Figure 1 . Spatial pooling has been proven to be invariant to various image transformations and demonstrates better robustness to noise [14] . Several empirical results have indicated that a pooling operation can greatly improve the recognition performance. The new feature representation preserves visual information over a local neighborhood while discarding irrelevant details and noises.
We divide the image window into small patches and extract LBP and gradient over pixels within the patch. The gradient and LBP of the histogram are calculated separately. For better invariance to translation, we perform max pooling over a pooling region and use the obtained results to represent the HOG and LBP in the pooling region. For max pooling LBP and max pooling HOG, the patch spacing stride, the pooling region size and pooling spacing stride are set to 1 pixel, 8 × 8 pixels and 4 pixels, respectively. These two features are then combined for later detection.
CASCADE CLASSIFIER TRAINING
Recent works show that most top performance detectors use AdaBoost based algorithm as classifier to achieve accurate pedestrian detection [15, 16] . Comparing to support vector machine, AdaBoost is more efficient especially in the case of a large feature pool with multiple features, such as 10 channel features in [16] . Therefore, the cascade AdaBoost algorithm is adopted to train pedestrian classifier in this work.
The final classifier is cascaded by a strong classifier of Class 12. The data of training classifier is derived from the INRIA data set and the detection rate of the weak classifier at each level is set to 0.995. TABLE I shows the false positives and the number of weak classifiers. From this table, we can see that the number of weak classifier per level is almost proportional to the training series. Within a certain range, the more number of weak classifiers, the more successful detection of samples. 
SYSTEM BUILD
The development environment of this project is based on Android operating system. The main code of pedestrian detection, including classifier training is written in C++ language and using image processing functions of OpenCV library. In order to make the Java language and C++ functions call each other, we use JNI and NDK so that we can transplant OpenCV library, which is written in C++ language, to the Java based Android platform. The construction system includes two main contents: builds Android platform environment and procedures transplantation.
Environment
To ensure that C/C++ language can be used under Android platform, we implement Java and C&C++ communications using several APIs provided by JNI. NDK uses the command to compile the native code to generate dynamic link library files so that Java code can use and call the native functions.
OpenCV is a cross-platform computer vision library which composes of a series of C function and a number of C++ classes. As this work is implemented on Android system, we configure the OpenCV Android SDK to allow using of OpenCV on the Android equipments.
Program Transplantation
JNI (Java Native Interface) provides a number of APIs for the Java language to interact with other local programing language. It can be think that the JNI plays as a bridge between Java and C/C++ languages and, as a result, we adopt JNI to implement program transplantation between C++ functions and Java based Android platform.
EXPERIMENT Experimental Results on Personal Computer
The work is implemented on a notebook with 2.0GHz CPU and 2GB RAM. We also use an Android mobile phone with 2GB running memory and 8GB storage to test the proposed pedestrian detection system. The INRIA pedestrian detection dataset is adopted to test the proposed method on the PC side. TABLE II lists detection time of our method with some typical pedestrian detection methods. The detection time is obtained using the notebook computer. Algorithm efficiency can be affected by the size of testing image and configuration of the mobile phone. TABLE III shows detection time of various image sizes on the mobile phone. As we can see from this experiment, the running time is sensitive to testing image size. For example, the mobile phone spends about 45 seconds to process a 1280*910 pixel image whereas the running time is 0.5 seconds for an image less than 100 kb. 
Experimental Results on Mobile Devices
The pedestrian detection experiment on mobile devices is carried out on a Huawei mobile terminal with Android version 4.4.2. In this experiment, we use INRIA dataset and images took by the mobile phone. The pedestrian detection results are shown below, including successful and false cases. Figure 4 shows examples of false positive cases. From these examples we can see that most false positives are due to vertical structures in images, such as pillars and traffic signs. This phenomenon indicates that we should add more negative examples that have vertical structures to improve system performance. Finally, Figure 5 shows person detection examples in images that we took by using a mobile phone on campus. 
CONCLUSIONS
In this paper, the HOG-LBP joint feature is used as the descriptor of the target pedestrian. To improve the system performance in terms of accuracy and efficiency, the max pooling method is used to process the feature vectors. In addition, we trained 12 cascaded strong classifiers, which greatly reduce the false detection rate of the proposed pedestrian detection system.
