Abstract. We introduce and prove the arithmetic regularity lemma of Green and Tao in the abelian case. This exposition may serve as an introduction to the general case.
Using these formulae one easily proves Thus |f (r)| ≫ δ 2 for at least one r ∈ Z/M Z, so we may take θ = r/M .
We need a slightly modified form of the above lemma in order to apply an energy increment argument, but first we need some language. Let us say that f : [N ] → R has 1-complexity at most M if f (n) = F (θn) for some F : T d → R and θ ∈ T The Fourier inversion formula shows that every f : [N ] → C has finite 1-complexity, but functions of bounded 1-complexity are special. Our results from now on will be quantified by an arbitrary growth function, by which we mean simply an increasing function F : R + → R + . By F ≪ X 1 we will mean that F is bounded by a function R + → R + depending only on the parameter X; in other words F ≪ X 1 means F (M ) ≪ X,M 1.
We say f is 1-measurable with growth F if for every M > 0 there is some function
A set E ⊂ [N ] is called 1-measurable with growth F if 1 E is so. Note that if f and g are 1-measurable with growth F then f + g and f g are 1-measurable with growth ≪ F 1, so if E and F are 1-measurable with growth F then E ∪ F , E ∩ F , E\F , and so on, are all 1-measurable with growth ≪ F 1.
Proof. By the previous lemma there is some θ ∈ T such that φ(n) = e(−θn) satisfies
Now by replacing φ with its the real or imaginary part, and then with its positive or negative part, we may assume that φ is real and nonnegative (e.g., if we take the real and then positive parts, then φ(n) = (ℜ e(−θn)) + ). For 0 t 1, let
Noting that
and so
Among these sets E t with t ∈ Ω there must be some E t which is approximately invariant under small changes in t. 
Since |Ω| ≫ δ 1 there is some t ∈ Ω such that M (t) ≪ δ 1. For any such t, E t is 1-measurable with growth ≪ δ 1. Indeed, note for any r > 0 that |{n ∈ [N ] : |φ(n) − t| r}| ≪ δ rN. 
we define B(x) to be the unique cell containing x, and we define the
Equivalently, the function E(f |B) is the orthogonal projection of f onto the subspace of B-measurable functions. Finally, with respect to a fixed function f :
Corollary 3 (Lack of uniformity allows energy increment). Suppose B is a 1-factor of complexity M and growth F and
Then there exists a refinement B ′ of B of complexity 2M and growth ≪ M,δ,F 1 such that
Proof. By the previous corollary there is a 1-measurable set E ⊂ [N ] with growth
Let B ′ be the factor generated by B and E. Then B ′ is a 1-factor of complexity 2M and growth ≪ M,δ,F 1, and since 1 E is B ′ -measurable we have
Now Cauchy-Schwarz and the Pythagorean theorem imply that
We can now deduce a weak form of the regularity lemma, occasionally referred to as the Koopman-von Neumann theorem.
Corollary 4 (Weak regularity). Let B be a 1-factor of complexity M and growth F , and let f : [N ] → [−1, 1] be a function. Then there exists a refinement B ′ of B of complexity ≪ δ,M 1 and growth ≪ δ,M,F 1 such that
Proof. Repeatedly apply the previous corollary to refine the 1-factor B. Since 0 E(B) 1, this process must end after ≪ δ 1 steps.
Finally, by iterating this result, we deduce full regularity.
] be a function, F a growth function, and ε > 0. Then there is a quantity M ≪ ε,F 1 and a decomposition
Proof. Starting with M 0 = 1 and B 0 = {∅, [N ]}, suppose inductively that B i is a 1-factor of complexity and growth ≪ i,Mi,F 1. Then there is a function f
Moreover, by truncating f (i) str above and below (which doesn't increase 1-complexity) we may assume that f 
Note in the end that M i ≪ ε,i,F 1, and since (E(B i )) is an increasing sequence in [0, 1] there is some i ≪ ε 1 such that
Let M = M i+1 and let
It is often convenient to make the structure of f str a little more explicit. Specifically, we know that f str (n) = F (θn) for some F : it may be that θ itself is small, in which case q · θ moves slowly away from 0, or it may be that θ is rational, in which case q · θ frequently returns to 0, or there may be a combination of these behaviours. Nevertheless, it turns out that once these two pollutants are boiled off, the remnant is highly irrational in the above sense.
We say a subtorus T of 
is M i+1 -rational, and the subtorus T i+1 = {x ∈ T i : q ′ · L(x) = 0} has complexity M i+1 . In the end note that M i ≪ i,d,F 1, and since T i has dimension d − i we can iterate this argument no more than d times, so for some i d we must have that θ
We can now state and prove the irrational version of the regularity lemma. This version improves on Theorem 5 by giving f str the structure f str (n) = F (n/N, n mod q, θn), 
(1) f str (n) = F (n/N, n mod q, θn), where
Proof. Let F 1 and F 2 be growth functions depending on ε and F in a manner to be determined. By Theorem 5 there exists M 1 ≪ ε,F1 1 and a decomposition
where
(1) θ smth is (M 2 , N )-smooth, meaning d(θ smth , 0) M2 N , (2) θ rat is M 2 -rational, meaning qθ rat = 0 for some q M 2 , and
Noting that F Lip ≪ M2 1, we can find M ≪ M2 1 exceeding both M 2 and F Lip . But since M ≪ M2 1, if F 2 is sufficiently large depending on F then F 2 (M 2 ) F (M ), and similarly M 2 ≪ M1,F2 1, so if F 1 is sufficiently large depending on F 2 then F 1 (M 1 ) F 2 (M 2 ) F (M ). After all these dependencies are fixed we have M ≪ ε,F 1, and the conclusion of the theorem holds.
In applications one typically combines the arithmetic regularity lemma with some sort of counting lemma such as the following. As mentioned already, if θ ∈ T d is highly irrational (i.e., (A, N )-irrational for large A), then the sequence θn is highly equidistibuted over T d as n ranges over long progressions. This allows us to relate counts weighted by f str to integrals of F . 
Thus we need only show that
and then take A sufficiently large. If the common difference of the arithmetic progression P is h, then by summing the geometric progression we have the bound
But if A > |h| m 1 then, by the definition of (A, N )-irrationality, (m · θ)h T A/N . Since h 2η −1 , the result follows immediately.
If f str has the structure given by Theorem 7 and F grows sufficiently rapidly, then the triple (n/N, n mod q, nθ) is highly equidistributed over [0, 1] × Z/qZ × T d as n ranges over {1, . . . , N }. Thus we have the following slightly more involved counting lemma, which is proved in essentially the same way. 
where k ∈ Z, a ∈ Z/qZ, m ∈ Z d . Then just as in the proof of the previous lemma we need only check that E n N φ k,a,m (n/N, n mod q, θn) = o k,a,m,q;A,N →∞ (1)
provided that k, a, m are not all zero. Substituting in, the left-hand side is
Summing the geometric progressions, we see that this is bounded by ε unless
for either choice of sign. Supposing first that m = 0, inequality (4) implies
and hence
where m ′ = qm. But if A is sufficiently large in terms of ε, q, k, m, this is contrary to the (A, N )-irrationality of θ.
Hence suppose that m = 0. Then if N is large enough depending on m and q, (4) implies that a = 0. Thus a = m = 0, so k = 0. But then the expression (3) is E n N (e(kn/2N ) + e(−kn/2N )) = O k (1/N ), so (2) certainly follows in this case as well.
