The widely accepted two area thermal system was considered as the test system, with penetration of wind power in each of the areas. The test system is explained in chapter 2 along with the system model with its main components. The linearized model for the LFC of two-area interconnected power system having both thermal and wind power resource is depicted in Fig. 2 .1.
FORMULATION OF THE OBJECTIVE FUNCTION
The process of optimization not only depends upon the optimization method but also on the formulation of objective function.
Multi objective Optimization
The same three numbers of multi objectives (as suggested in chapter 5) were considered here also. In multi objective optimization, a non dominant solution is sought using NSCS. Each of the three different objectives discussed in the previous chapter, are considered as multiple objectives. Similar to NSGA-II, a fuzzy-based membership value assignment technique is employed to choose the best compromising solution from the Pareto solution set. The method of archiving is applied only in NSCS 2 , so that a comparison with NSCS 1 and other similar algorithms can be made.
INTELLIGENT HEURISTIC OPTIMIZATION TECHNIQUES
For the purpose of comparison, the well known techniques like the LP, GA and PSO and CSA were applied as done in previous chapter problems. For this purpose, the single objective function formulated earlier, is considered. The problem is also solved within the domain of multi objective optimization, by obtaining non dominated Pareto fronts, with the help of the proposed algorithm NSCS 1 . A brief discussion related to the two versions of multi-objective optimization methods i.e. NSCS 1 and NSCS 2 is given here.
Multi-objective optimization with the NSCS 1
The concept of NSCS 1 within the multi-objective framework, is fundamentally the process of hybridization of NSGA-II and CSA. It tries to modify the crossover and mutation operators of GA in NSGA-II, by replacing them with the concept of Lévy flight and abandonment considered in CSA, as depicted in Fig. 6 .1. The new algorithm uses the non-dominated sorting and crowding distance used in the original algorithm of NSGA-II, but improves on the search power by utilizing the Lévy flights [158] . The detail algorithm steps and the related flowchart are discussed in brief.
Step1-Initialization
Variables needed for the algorithm are initialized. They include the following i. Number of parameters p to be optimized.
ii. Number of nests N to be used in the search.
iii. θ i (p, G) specifying location of the initial set of cuckoo nests, all parameters to be optimized.
iv. The total numbers of reproduction (G) events G max . v. P a i.e. the probability of detecting an egg laid by the host cuckoo.
vi. The values of δ to determine step length τ, and the value of τ 2.
Step-2 Iterative algorithm for optimization 1) Begin: Reproduction loop: a) Begin: Objective function evaluation and non dominated sorting incorporating the CSA principle. i) ∀ i =1, 2… N, evaluate the k th cost function value J k (i,G) of the i th nest θ i (p, G) and perform non dominated sorting to obtain the Pareto front and crowding distances of each individual nest.
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iii) From the family of nest Θ(p,G), obtain the µ best to identify the optimum nest θ(p, G) best . End b) Select the set of non dominated solutions which are least crowded among the solutions of present generation and name them .
using the process of L´evy flight defined by (6.1). (p,G) and Θ new (p,G) and perform non dominated sorting before retaining the best set of individuals from the combined pool. They are termed as Θ en (p,G). e) Replace q (q < N) numbers of nests from Θ en (p,G) by constructing new solutions after emptying the previous ones. The number q is decided according to the value of probability P a . This process gives the set of Θ fn (p,G) each i th nest of which is obtained using (6.2). ) , (
In (6.2), ψ is a locally generated random number matrix of size N, which has q non zero random numbered elements and (N-q) zero elements. 2 τ is a random number matrix of size N. Note that all the random numbers are
f) Combine Θ fn (p,G) and Θ en (p,G) and perform non dominated sorting to evaluate set of Θ(p,G+1), to be used in the subsequent generation.
g) Go to step a. Where, d ij is the Euclidean distance between solution s i and solution s j . Here, L(d) is defined as
Here, k is the threshold radius of the niche, properly assumed. Proceeding in this manner, the archive of non dominated solutions over several generations are retained, which represent a more effective Pareto front of solutions at the point of convergence. To include the above process of archiving in the steps of algorithm defined (in 6.3.1), the steps of calculation of niche count M i and the fitness functions ψ(s i ) is done after every step of determining new solutions. It may be recalled that, the new solutions are obtained every time after each of the three steps selection based on crowding distance, random walk by Mantegna's Algorithm and selective random walk. In terms of steps of algorithm the additional steps are identified below. In this work, the algorithm is denoted as NSCS 2 , when it includes the method of archiving in NSCS 1 . The algorithm steps explained below highlight only the main differences of NSCS 2 from NSCS 1 .
Algorithm steps of NSCS
generating the initial population of n host nest each with L eggs. The simulations are performed in the same system (as considered in chapter 5) for better comparison among different optimization techniques. For the sake of avoiding repetition, only the multi objective optimization results are discussed in detail in the following subsections.
NSCS 1 tuned controller parameters (K i , K pf, K df )
The three objective functions T s , ITSE and MDR are obtained by simulating with a 2% SLP in the 1 st control area. The optimized values of the controller parameters and their respective multiple objective functions are obtained after every generation and finally after the convergence of the algorithms. The best among the set of pareto optimal solutions after every generation is obtained utilizing the fuzzy rule (as given in equations 5.2 and 5.3). In each generation the population size is kept at 40. The optimal controller parameters and the corresponding optimized values of the objective functions, both obtained after convergence are highlighted in Table 6 .1 which, depicts ten best members of the pareto optimal set retained with NSCS 1 . Fig.   6 .2 depicts the values of the three different objective functions obtained for these ten optimal sets at the point of convergence for NSCS 1 .
Comparison of NSCS 1 with other optimization techniques
A comparison between the optimization efficiencies of NSCS 1 is sought in this chapter with those obtained with NSGA-II, CSA, GA and PSO. These three algorithms CSA, GA and PSO conventionally optimize an objective function, designed to have a single objective. The objective function J, defined earlier is to be optimized with all these above optimization techniques. The parameter values of the three optimized gains and objective functions, obtained with all the above discussed optimization techniques are depicted in The time domain responses of ∆f 1 , ∆f 2 , and the ∆P Tie, obtained for a SLP of 2 % in the 1 st area, using the optimized controllers obtained with different optimization techniques, are shown in Fig. 6 .3. For clear visualization the time domain analysis is done in 15 sec and 5 sec respectively in the same Fig. 6.3. Further, all the performance indices including those not considered in the process of optimization i.e., ISE, IAE and ITAE are evaluated with the optimized gains obtained with different schemes of optimization so that a comparative Therefore, the NSCS 1 has provided better performing controllers compared to others.
For better visualization of performances of different controllers, the above results are presented graphically in Fig. 6 Fig. 6 .5. The best ten values of the corresponding controller gains and performance indices obtained with NSCS 2 are depicted in the Table 6 .5. Fig. 6 .6 depicts the fronts obtained with two objectives taken at a time. The same values are also shown in the Pareto set of solutions in the 3 dimensional views in Fig. 6.7 . From all the above results it is seen that compared to NSCS 1 , the process of archiving in NSCS 2 has only marginally improved the performance indices and given very small distinct difference in terms of time domain performance. However, it has improved the total settling time (T s ), which is a very important factor usually 
Controller performance evaluation for changes in system conditions
Depending upon the operational scenario, availability of wind and any other extraneous factor, the frequency support capability of DFIG may be utilized in varied degrees. Therefore, the tuned controllers should be tested for their ability to show some robustness with the variation in L p at different time interval. In this scenario, the value of L p is changed from its usual 20% level to 10 % level for a duration of 5 seconds (time varying from 5 to 10 seconds). For the above pattern of variation in L p , the tuned controllers are tested, when the defined SLP of 2% is further changed randomly in different degrees with time in both the areas. The variation of SLP for different intervals of time is shown in Fig. 6 .8.The comparisons of NSCS 1 and NSCS 2 tuned controller for both above changes in system conditions are depicted in Fig. 6.9 .
The value of the objective functions (T s, MDR and ITSE) and the ten based values of the controller gains (K i , K pf and K df ) obtained after every generation with various multi objective optimizations are shown in Fig. 6 .10 and Fig. 6.11 respectively.
It can be seen from Fig 6.10 and Fig. 6 .11 that, the results obtained with both versions of NSCS have given superior values compared to NSGA-II. However, between them, NSCS 2 that retains an archive of non dominated solutions after every generation has provided a marginally faster convergence compared to NSCS 1 . This can be witnessed from the convergence patterns of ten best solution of the three optimized gains in Fig. 6 .11, where the gains obtained with NSCS 2 vary the least (compared to NSCS 1 or NSGA-II) over the process of optimization. i) The work aims to optimize the controller gains of DFIG and AGC simultaneously in a coordinated manner using two different versions of NSCS algorithms, i.e. NSCS 1 and NSCS 2 . One of the motivations of optimizing the gains of wind and thermal systems using a multi-objective optimization NSCS, was to examine the efficacy of a new multi objective optimization in gain tuning of two systems having different characteristics of inertial response.
The performance of the set of tuned controllers show non domination and improve many performance indices without deteriorating others. The controllers obtained both with NSCS 1 and NSCS 2 are also found to be better compared to similar controllers optimized with some recently published modern heuristic optimization techniques i.e., NSGA-II, CSA, GA and PSO, in terms of their robustness.
ii) The process of archiving with niche count carried out in NSCS 2 has resulted in a marginally faster convergence characteristics compared to the NSCS 1 result, without compromising on the quality of global solution. The new controllers depict better ability of disturbance rejection, when system parameters and operating conditions are varied.
iii) The overall dynamic performance of the controllers optimized with both methods of NSCS has shown better results compared to those obtained with the single objective based optimization methods and NSGA-II. The work justifies the fact that the smarter evolution strategy of CSA, when combined with proper choice of non dominated Pareto optimal set of solutions, the performance of the same improves compared to NSGA-II.
