



PINJAMAN PADA KOPERASI WANITA








2.1 Pengertian Koperasi 
Beberapa pakar mengemukakan pengertian koperasi : 
Bapak Koperasi Dr. Mohammad Hatta berpendapat Koperasi adalah 
bangunan organisasi sebagai badan usaha bersama berdasarkan atas 
kekeluargaan. Semua bertanggung jawab dan bekerja sama untuk mencapai 
tujuan bersama. [IHM] 
Undang-undang Perkoperasian No. 17 Tahun 2012 pasal 1 ayat 1. 
Koperasi adalah badan hukum yang didirikan oleh orang perseorangan atau 
badan hukum Koperasi, dengan pemisahan kekayaan para anggotanya sebagai 
modal untuk menjalankan usaha, yang memenuhi aspirasi dan kebutuhan 
bersama dibidang ekonomi, social, dan budaya sesuai dengan nilai dan 
prinsip Koperasi. [UMB13] 
Koperasi bertujuan menyejahterahkan anggota pada khususnya dan 
masyarakat pada umumnya serta ikut tatanan perekonomian nasional dalam 
rangka mewujudkan masyarakat yang maju, adil dan makmur berlandaskan 
Pancasila dan UUD 1945. Dalam Koperasi Indonesia kepribadian sebagai 
pencerminan kehidupan yang dipengaruhi keadaan dan lingkungan yang 
berdasarkan atas assa kekeluargaan bersemboyan Bhinneka Tunggal Ika. Bagi 
koperasi asa kekeluargaan terdapat keinsyafan, kesadaran, dan tanggung 
jawab terhadap kerja tanpa memikirkan kepentingan diri sendiri tapi untuk 
kesejahteraan bersama. 
Jenis koperasi didasarkan pada kesamaan kegiatan dan kepentingan 
anggota. Dasar pengurus sesuai dengan undang-undang koperasi yang 
berlaku, terdiri atas : 
a. Koperasi Konsumen 
Koperasi konsumen ialah koperasi yang anggotanya terdiri atas orang-






b. Koperasi Produsen 
Koperasi Produsen ialah koperasi yang anggota-anggotanya terdiri atas 
para pengusaha, pemilik alat-alat produksi, dan karyawan yang 
berkepentingan, sedangkan usahanya langsung berhubungan dengan 
bidang industri atau kerajinan. 
c. Koperasi Simpan Pinjam 
d. Koperasi Pemasaran 
Koperasi pemasaran ialah koperasi yang anggota-anggotanya terdiri atas 
orang-orang tertentu yang mempunyai kepentingan langsung dala bidang 
usaha untuk pemasaran barang dan jasa. 
e. Koperasi Primer 
Koperasi primer adalah koperasi yang didirikan dan beranggotakan orang 
perseorangan. 
f. Koperasi Sekunder 
Koperasi sekunder adalah koperasi yang didirikan dan beranggotakan 
badan hokum koperasi. 
 
2.1.1 Koperasi Simpan Pinjam 
Koperasi Simpan Pinjam adalah Koperasi yang kegiatannya hanya 
usaha simpan pinjam yang anggotanya orang-orang yang mempunyai 
kepentingan langsung dalam lapangan perkreditan. Kegiatan anggota 
koperasi ialah menuang atau menyimpan, jumlah tabungan yang 
terkumpul dipinjamkan pada para anggota lainnya yang memerlukan 
dengan tingkat bunga yang telah diatur dalam anggaran rumah tangga 
koperasi. 
Tujuan koperasi simpan pinjam adalah : 
1. Membantu keperluan kredit para anggota yang memerlukan, 
2. Mendidik para anggota supaya giat menyimpan secara teratur 
sehingga dapat membentuk modal, 
3. Mendidik para anggota untuk hidup teratur dengan 





4. Menambah pengetahuan dan informasi tentang perkoperasian. 
Salah satu koperasi yang bergerak pada simpan pinjam adalah 
Koperasi Wanita “Harum manis”. Koperasi yang berdiri sejak 10 
Januari 2010 di Desa Sirnoboyo Kec. Benjeng Kab. Gresik dengan 
jumlah anggota 230 orang yang terdiri dari 3 pengurus dan 2 pengawas. 
Pengajuan kredit pada koperasi wanita “Harum manis” menggunakan 
sistem tanggung rentang (berkelompok).  
 
2.1.2 Pengertian Kredit 
Thomas Suyatno menyatakan bahwa istilah kredit berasal dari 
bahasa Yunani (credere) yang berarti kepercayaan (truth atau faith). 
Oleh karena itu dasar dari kredit ialah kepercayaan, seseorang atau 
suatu badan yang memberikan kredit (kreditor) percaya bahwa 
penerima kredit (debitor) pada masa yang akan dating sanggup 
memenuhi segala sesuatu yang telah dijanjikan. [KRE06] 
Dalam Pasal 1 angka 11 Undang-undang RI No. 10 Tahun 1998 
tentang Perbankan, penyediaan uang atau tagihan yang dapat 
dipersamakan dengan itu, berdasarkan persetujuan atau kesepakatan 
pinjam meminjam antara bank dengan pihak lain yang mewajibkan 
pihak peminjam untuk melunasi utangnya setelah jangka waktu tertentu 
dengan jumlah bunga.  
Dilihat dari sudut ekonomi, kredit diartikan sebagai penundaan 
pembayaran. Maksudnya pengambilan atas penerimaan uang dan atau 
suatu barang tidak dilakukan bersamaan pada saat menerima akan tetapi 
pengembaliannya dilakukan pada masa tertentu yang akan datang. 
Kolektibilitas adalah suatu pembayaran pokok atau bunga 
pinjaman oleh nasabah sebagaimana terlihat tata usaha bank 
berdasarkan Surat Keputusan Direksi Bank Indonesia (BI) No. 
32/268/KEP/DIR tanggal 27 Pebruari 1998, maka kredit dapat 






a. Kredit Lancar 
Kredit lancar yaitu kredit yang pengambilan pokok pinjaman dan 
pembayaran bunga tepat waktu, perkembangan rekening baik dan 
tidak ada tunggakan serta sesuai dengan persyaratan kredit. Kredit 
lancar mempunyai kriteria sebagai berikut : 
1) Pembayaran angsuran pokok dan bunga tepat waktu, 
2) Memiliki mutasi rekening yang aktif, 
3) Bagian dari kredit yang dijamin dengan uang tunai 
b. Kredit Macet 
Kredit macet yaitu kredit yang pengembalian pokok pinjaman dan 
pembayaran bunga terdapat tunggakan telah melampui jangka 
waktu yang ditentukan. Kredit macet mempunyai kriteria sebagai 
berikut : 
1) Terdapat tunggakan angsuran pokok yang telah melampui 
jangka waktu yang ditentukan, 
2) Kerugian operasional dituntut dengan pinjaman baru, 
3) Jaminan tidak dapat dicairkan pada nilai wajar, baik dari segi 
hukum maupun dari segi kondisi pasar. 
 
2.2 Data Mining 
2.2.1 Pengertian Data Mining 
Data mining adalah proses yang menggunakan teknik statistik, 
matematika, kecerdasan buatan dan machine learning untuk 
mengekstraksi dan mengidentifikasi informasi yang bermanfaat dan 
pengetahuan yang terakit dari berbagai database besar [TUR06]. 
Menurut [HAN03], data mining adalah proses menemukan pola 
yang menarik dan pengetahuan dari data dalam jumlah besar. Dari 
beberapa pernyataan tersebut, dapat disimpulkan bahwa data mining 
merupakan proses ekstraksi informasi dari database yang berukuran 





tersebut. Istilah data mining kadang disebut juga Knowledge Discovery 
in Database (KDD). 
Istilah data mining sering dipakai, mungkin karena istilah ini 
lebihpendek dari Knowledge Discovery in Database. Sebenarnya kedua 
istilah tersebut memiliki konsep yang berbeda, tetapi berkaitan satu 
sama lain. Data mining dianggap hanya sebagai suatu langkah penting 
dalam KDD. Proses KDD secara garis besar dapat dijelaskan sebagai 
berikut [HAN03]: 
1. Pembersihan data, untuk menghilangkan noise dan data yang tidak 
konsisten. 
2. Integrasi data, di mana beberapa sumber data dapat 
dikombinasikan. Sebuah tren populer di industri informasi adalah 
untuk melakukan pembersihan dan integrasi data sebagai langkah 
preprocessing, dimana data yang dihasilkan akan disimpan dalam 
data warehouse. 
3. Seleksi data, di mana data yang relevan dengan tugas analisis yang 
diambil dari database. 
4. Data transformasi (dimana data diubah dan digabung ke dalam 
bentuk yang sesuai untuk pertambangan dengan melakukan 
ringkasan atau agregasi operasi) Terkadang transformasi data 
dilakukan sebelum proses seleksi data, khususnya dalam kasus data 
warehouse. 
5. Data mining, merupakan proses esensial dimana metode cerdas 
diaplikasikan untuk mengekstrak data pola. 
6. Evaluasi Pola, untuk mengidentifikasi pola yang benar-benar 
menarik yang mewakili pengetahuan. 
7. Presentasi pengetahuan, dimana visualisasi dan teknik representasi 
pengetahuan digunakan untuk menyajikan pengetahuan hasil data 





Langkah 1 sampai 4 merupakan berbagai bentuk preprocessing 
data, dimana data dipersiapkan untuk data mining. Hal ini, 
menunjukkan bahwa data mining sebagai salah satu langkah dalam 
proses KDD, karena dapat mengungkap pola-pola tersembunyi yang 
digunakan untuk evaluasi. 
2.2.2 Fungsi Data Mining 
Fungsi data mining dan macam-macam pola yang dapat 
ditemukan menurut [HAN03], yaitu: 
1. Concept/Class Description: Characterization and Discrimination 
Data characterization adalah ringkasan dari semua karakteristik 
atau fitur dari data yang telah diperoleh dari target kelas. Data yang 
sesuai dengan kelas yang telah ditentukan oleh pengguna biasanya 
dikumpulkan di dalam database. Misalnya, untuk mempelajari 
karakteristik produk perangkat lunak dimana pada tahun lalu seluruh 
penjualan telah meningkat sebesar 10%, data yang terkait dengan 
produk-produk tersebut dapat dikumpulkan dengan menjalankan sebuah 
query SQL. 
Data discrimination adalah perbandingan antara fitur umum 
objek data target kelas dengan fitur umum objek dari satu atau satu set 
kelas lainnya. target diambil melalui query database. Misalnya, 
pengguna mungkin ingin membandingkan fitur umum dari produk 
perangkat lunak yang pada tahun lalu penjualannya meningkat sebesar 
10% tetapi selama periode yang sama seluruh penjualan juga menurun 
setidaknya 30%. 
2. Mining Frequent Patterns, Associations, and Correlations 
Frequent Patterns adalah pola yang sering terjadi di dalam data. 
Ada banyak jenis dari frequent patterns, termasuk di dalamnya pola, 
sekelompok item set, sub-sequence, dan sub-struktur. Sebuah frequent 





bersama-sama dalam suatu kumpulan data transaksional, misalnya 
seperti susu dan roti. 
Frequent patterns sering mengarah pada penemuan asosiasi yang 
menarik dan korelasi dalam data.Associations Analysis adalah pencarian 
aturan-aturan asosiasi yang menunjukan kondisi-kondisi nilai atribut 
yang sering terjadi bersama-sama dalam sekumpulan data. Analisis 
asosiasi sering digunakan untuk menganalisa Market Basket Analysis 
dan data transaksi. 
3. Classification and Prediction 
Klasifikasi adalah proses untuk menemukan model atau fungsi 
yang menggambarkan dan membedakan kelas data atau konsep dengan 
tujuan memprediksikan kelas untuk data yang tidak diketahui kelasnya. 
Model yang diturunkan didasarkan pada analisis dari training data 
(yaitu objek data yang memiliki label kelas yang diketahui). 
Model yang diturunkan dapat direpresentasikan dalam berbagai 
bentuk seperti If-then klasifikasi, decision tree, naïve bayes, dan 
sebagainya.Teknik classification bekerja dengan mengelompokkan data 
berdasarkan data training dan nilai atribut klasifikasi. Aturan 
pengelompokan tersebut akan digunakan untuk klasifikasi data baru ke 
dalam kelompok yang ada. 
Dalam banyak kasus, pengguna ingin memprediksikan nilai-nilai 
data yang tidak tersedia atau hilang (bukan label dari kelas). Dalam 
kasus ini nilai data yang akan diprediksi merupakan data numeric. 
Disamping itu, prediksi lebih menekankan pada identifikasi trend dari 
distribusi berdasarkan data yang tersedia. 
4. Cluster Analysis 
Cluster adalah kumpulan objek data yang mirip satu sama lain 
dalam kelompok yang sama dan berbeda dengan objek data di 
kelompok lain. Sedangkan, Clustering atau Analisis Custer adalah 
proses pengelompokkan satu set benda-benda fisik atau abstrak 





pengelompokan objek yang mirip satu sama lain dalam kelompok-
kelompok. Semakin besar kemiripan objek dalam suatu cluster dan 
semakin besar perbedaan tiap cluster maka kualitas analisis cluster 
semakin baik. 
5. Outlier analysis 
Outlier merupakan objek data yang tidak mengikuti perilaku 
umum dari data. Outlier dianggap sebagai noise atau pengecualian. 
Analisis data outlier dapat dianggap sebagai noise atau pengecualian. 
Analisis data outlier dinamakan Outlier Mining. Teknik ini berguna 
dalam fraud detection dan rare events analysis. 
6. Evolution Analysis 
Analisis evolusi data menjelaskan dan memodelkan trend dari 
objek yang memiliki perilaku yang berubah setiap waktu. Teknik ini 
dapat meliputi karakterisasi, diskriminasi, asosiasi, klasifikasi, atau 
clustering dari data yang berkaitan dengan waktu. 
 
2.3 Model Prediksi 
Model prediksi berkaitan dengan pembuatan sebuah model yang dapat 
melakukan pemetaan dari setiap himpunan variable ke setiap targetnya, 
kemudian menggunakan model tersebut untuk memberikan nilai target pada 
himpunan baru yang didapat. Ada dua jenis model prediksi (Prasetyo, 2012): 
  
1. Klasifikasi 
Klasifikasi digunakan untuk variable target diskret, hanya beberapa jenis 
kemungkinan nilai target yang didapatkan dan tidak ada nilai deret waktu 
(time series) untuk mendapatkan target nilai akhir. 
2. Regresi 
Regresi untuk variable bersifat target kontinu, ada nilai deret waktu yang 









Klasifikasi (Classification) merupakan proses untuk menemukan 
sekumpulan model yang menjelaskan dan membedakan kelas data, sehingga 
model tersebut dapat digunakan untuk memprediksi nilai suatu kelas yang 
belum diketahui pada sebuah objek. Untuk mendapatkan model, kita harus 
melakukan analisis terhadap data latih (training set), sedangkan data uji (test 
set) digunakan untuk mengetahui tingkat akurasi dari model yang dihasilkan 
(Tang, 2005). Klasifikasi dapat digunakan untuk memprediksi nama atau nilai 
kelas dari suatu obyek data. Metode klasifikasi diantaranya, adalah Artificial 
Neural Network (ANN), Support Vector Machine (SVM), Decision Tree, 
Bayesian dan sebagainya. 
 
2.5 Decision Tree (Pohon Keputusan)    
Pohon keputusan merupakan metode klasifikasi dan prediksi yang sangat  
kuat dan terkenal. Metode pohon keputusan mengubah fakta yang sangat 
besar menjadi pohon keputusan yang merepresentasikan aturan. Aturan dapat 
dengan mudah dipahami dengan bahasa alami. Selain itu dapat diekspresikan 
dalam bentuk bahasa basis data seperti Structure Query Language untuk 
mencari record pada kategori tertentu (Kusrini dan Emha, 2009). 
Pohon keputusan juga berguna untuk mengeksplorasi data, menemukan 
hubungan tersembunyi antara sejumlah calon variabel input dengan variabel 
target. Sebuah pohon keputusan adalah sebuah struktur yang dapat digunakan 
untuk membagi kumpulan data yang besar menjadi himpunan-himpunan 
record yang lebih kecil dengan menerapkan serangkaian aturan keputusan, 
dengan masing-masing rangkaian pembagian, anggota himpunan hasil 
menjadi mirip satu dengan yang lain. 
 
2.5.1 Model Decision Tree 
Decision tree adalah flow-chart seperti struktur tree, dimana tiap 





menunjukkan hasil dari test, dan leaf node menunjukkan class-class atau 
class distribution. 
Selain karena pembangunannya relatif cepat, hasil dari model yang 
dibangun mudah untuk dipahami. Pada decision tree terdapat 3 jenis node, 
yaitu: 
a. Root Node, merupakan node paling atas, pada node ini tidak ada 
input dan bisa tidak mempunyai output atau mempunyai output 
lebih dari satu. 
b. Internal Node, merupakan node percabangan, pada node ini hanya 
terdapat satu input dan mempunyai output minimal dua. 
c. Leaf node atau terminal node, merupakan node akhir, pada node ini 
hanya terdapat satu input dan tidak mempunyai output. 
Contoh dari model pohon keputusan yaitu seperti pada gambar 2.1. 
 
 
Gambar 2.1 Model Decision Tree 
 
2.5.2 Algoritma C4.5 
Algoritma C4.5 diperkenalkan oleh Quinlan (1996) sebagai versi 
perbaikan dari ID3. Dalam ID3, induksi decision tree hanya bisa dilakukan 
pada fitur bertipe kategorikal (nominal atau ordinal), sedangan tipe 
numerik (interval atau rasio) tidak dapat digunakan (Eko Prasetyo, 2014). 
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Yang menjadi hal penting dalam induksi decision tree adalah bagaimana 
menyatakan syarat pengujian pada node. Ada 3 kelompok penting dalam 
syarat pengujian node : 
1. Fitur biner 
Adalah Fitur yang hanya mempunyai dua nilai berbeda. Syarat 
pengujian ketika fitur ini menjadi node (akar maupun interval) 
hanya punya dua pilihan cabang. 
2. Fitur kategorikal 
Untuk fitur yang nilainya bertipe kategorikal (nominal atau 
ordinal) bisa mempunyai beberapa nilai berbeda. Secara umum 
ada 2 pemecahan yaitu pemecahan biner (binary splitting) dan 
(multi splitting). 
3. Fitur numerik 
Untuk fitur bertipe numerik, Syarat pengujian dalam node (akar 
maupun internal) dinyatakan dengan pengujian perbandingan (A 
≤ V) atau (A > V) dengan hasil biner. 
Secara umum algoritma C4.5 untuk membangun pohon keputusan adalah 
sebagai berikut: 
1. Pilih atribut sebagai akar. 
2. Buat cabang untuk tiap-tiap nilai. 
3. Bagi kasus dalam cabang. 
4. Ulangi proses untuk setiap cabang sampai semua kasus 
pada cabang memiliki kelas yang sama. 
Berikut ini akan dijelaskan secara lebih detail algoritma C4.5 
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Gambar 2.2 Flowchart algoritma Decision Tree C4.5 
Untuk memilih atribut sebagai simpul akar (root node) atau simpul 
dalam (internal node), didasarkan pada nilai information gain tertinggi 
dari atribut-atribut yang ada. Sebelum perhitungan information gain, akan 
dilakukan perhitungan entropy. Entropy merupakan distribusi probabilitas 
dalam teori informasi dan diadopsi kedalam algoritma C4.5 untuk 
mengukur tingkat homogenitas distribusi kelas dari sebuah himpunan data 
(data set). Semakin tinggi tingkat entropy dari sebuah data maka semakin 
homogen distribusi kelas pada data tersebut. Perhitungan information gain 
menggunakan rumus 2.1, sedangkan entropy menggunakan rumus 2.2. 











S : Himpunan kasus 
A : Atribut 
n : Jumlah partisi atribut A 
|Si| : Jumlah kasus pada partisi ke i 
|S| : Jumlah kasus dalam S 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  − ∑ 𝑝𝑖 ∗ 𝑙𝑜𝑔2𝑝𝑖
𝑛
𝑖=1    (2.2) 
dimana, 
S : Himpunan kasus 
A : Fitur 
n : Jumlah partisi S 
pi : Proporsi dari Si terhadap S 
Selain Information Gain kriteria yang lain untuk memilih atribut 
sebagai pemecah adalah Rasio Gain. Perhitungan rasio gain menggunakan 
rumus 2.3, sedangkan split information menggunakan rumus 2.4. 
𝐺𝑎𝑖𝑛𝑅𝑎𝑠𝑖𝑜 (𝑆, 𝐴) =  
𝐺𝑎𝑖𝑛 (𝑆,𝐴)
𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛(𝑆,𝐴)
   (2.3) 
 







𝑖=1   (2.4) 
 
dimana S1 sampai Sc adalah c subset yang dihasilkan dari pemecahan S 
dengan menggunakan atribut A yang mempunyai sebanyak c nilai. 
Untuk mengukur nilai akurasi yang didapat dari hasil pengujian, 
menggunakan rumus 2.5. Sedangkan untuk mengukur tingkat 
kesalahannya menggunakan rumus 2.6. 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝐽𝑢𝑚𝑙𝑎ℎ 𝑑𝑎𝑡𝑎 𝑦𝑎𝑛𝑔 𝑑𝑖𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖 𝑠𝑒𝑐𝑎𝑟𝑎 𝑏𝑒𝑛𝑎𝑟
𝐽𝑢𝑚𝑙𝑎ℎ 𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖 𝑦𝑎𝑛𝑔 𝑑𝑖𝑙𝑎𝑘𝑢𝑘𝑎𝑛
   (2.5) 
 
𝐿𝑎𝑗𝑢 𝑒𝑟𝑟𝑜𝑟 =
𝐽𝑢𝑚𝑙𝑎ℎ 𝑑𝑎𝑡𝑎 𝑦𝑎𝑛𝑔 𝑑𝑖𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖 𝑠𝑒𝑐𝑎𝑟𝑎 𝑠𝑎𝑙𝑎ℎ
𝐽𝑢𝑚𝑙𝑎ℎ 𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖 𝑦𝑎𝑛𝑔 𝑑𝑖𝑙𝑎𝑘𝑢𝑘𝑎𝑛
 (2.6) 
Sensitivitas akan mengukur proporsi positif asli yang dikenali 





menggunakan rumus 2.7. Sedangkan spesifisitas akan mengukur proporsi 
negatif asli yang dikenali (diprediksi) secara benar sebagai negatif asli. 




   (2.7) 
Keterangan: 
TP : Label mampu yang diprediksi secara benar sebagai Label mampu 





   (2.8) 
Keterangan: 
TN : Label tidak mampu yang diprediksi secara benar sebagai Label 
tidak mampu 
FP : Label tidak mampu yang diprediksi secara salah sebagai Label 
mampu 
Confusion Matrik yaitu tabel yang digunakan untuk menentukan kinerja 
suatu model klasifikasi.  

















2.6 Penelitian Sebelumnya 
Penelitian sebelumnya yang menggunakan metode Decision Tree C4.5 
dalam penelitian yang berjudul “ KAJIAN PENERAPAN METODE KLASIFIKASI 
DATA MINING ALGORITMA C4.5 UNTUK PREDIKSI  KELAYAKAN KREDIT 
PADA BANK  MAYAPADA JAKARTA” dibuat oleh Nandang Iriadi dan Nia 
Nuraeni (AMIK BSI Jakarta 2016) tujuan dari penelitian tersebut adalah untuk 
meningkatkan keakuratan analisa kredit pada Bank Mayapada Mitra Usaha 
Cabang PGC. Atribut-atribut yang digunakan adalah jenis usaha, Status tempat 
usaha, lama usaha, system penjualan, sistem pembelian, omset perbulan, cross 
profit margin, repayment capacity dan fasilitas. Hasil dari penelitian tersebut 
berupa keputusan yang digunakan untuk membedakan hasil prediksi, yaitu 
“Lancar” untuk Nasabah yang lancar dalam pembayaran pinjamannya dan 
“macet” untuk nasabah yang tidak lancar dalam pinjamannya. Hasil akurasi dari 
penelitian tersebut adalah 83,67% 
Penelitian lainnya yang terkait metode Decision Tree C4.5 yang  berjudul 
“System prediksi prestasi akademik mahasiswa menggunakan metode decision 
tree C4.5 (Studi kasus:Jurusan Teknik informatika UNMUH GRESIK)”, dibuat 
oleh Aunur Rasyid (Universitas Muhammadiyah Gresik, 2014). Tujuan dari 
penelitian tersebut adalah untuk menghasilkan informasi perkiraan kategori 
prestasi mahasiswa menggunakan metode Decision Tree C4.5 sebagai peringatan 
dini dan motivasi mahasiswa dalam mendapatkan prestasi yang maksimal. 
Atribut-atribut yang digunakan adalah instansi sekolah asal (SMK,SMA atau 
MA), satatus sekolah asal (Negeri atau Swasta), jurusan sekolah asal 
(IPA,IPS,Bahasa,Teknik,Administrasi), nilai rata-rata UN, status kerja (Sudah 
atau Belum), dan pihak yang mempengaruhi mahasiswa dalam memilih kuliah 
(Sendiri,Orang tua atau Orang lain). Hasil dari penelitian tersebut, Sistim Prediksi 
mahasiswa yang dirancang menggunakan algoritma C4.5 dapat memprediksi 
prestasi mahasiswa agar mampu mempertahankan kondisinya atau melakukan 
perbaikan utuk mencapai prestasi yang maksimal. Hasil akurasi dari penelitian 
tersebut adalah 90%. 
 
