2.
Introduction
The engineering design problem usually can be transformed into constrained optimization problems. Most of optimization algorithms are efficient for unconstrained optimization problems or just with simple constraints. Since each penalty method has some limitations. A constrain handling combined with KS function and penalty in grouping are studied and applied to constrained genetic algorithm. KS function is used to transform constrains into a single continuous and differentiable constraint, and can reduce the solution scale effectively. In order to overcome the difficulty of defining the penalty term and penalty factors, a method of penalty in grouping is adopted.
Theory

2.1The aggregation properties of KS function
The KS function was first presented by G. Kreisselmeier and R. Steinhauser in 1979[6] . It is expressed as a real valued function is defined in n-dimensional Euclidean space, which can be differentiable envelope in the index space. It defined as:
where  is a aggregation control parameter.
The alternate form is adopted to reduce numerical difficulties caused by large values:
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The following relationship can be easily deduced form the definition of KS function:
From Eq(4), we can get:
As  approaches infinity, the KS function becomes equivalent to ) ( m ax x g , the maximum of the all the constraints [7] .
As shown in Fig.1 , The solid lines denote the constraints. Step6. If not convergence, go to Step. 4.
3.Experimental and numerical analysis
There problems from Ref. This problem has been solved as a benchmark for constrained optimization by exist methods. Table 3 shows the results of KS-GPGA compared with existing methods.
After 20 times of runs, the mean value achieved by KS-GPGA is better than others. 
Where the design variables x 3 and x 4 are continuous and x 1 , x 2 are integer multiplies of 0.0625. Table 4 shows the results of KS-GPGA compared with existing methods. After 20 times of runs, the mean value achieved by KS-GPGA is also better than others. The convergence process of solving pressure vessel design problem by KS-GPGA is illustrated as Fig.5 International Journal of Engineering Research ISSN:2319-6890)(online), 2347-5013(print) Volume No.4, Issue No.1, pp : 40 -46 01 Jan. 2015 
