Abstract. We construct by geometric methods a noncommutative model E of the algebra of regular functions on the universal (2-fold) cover M of certain nilpotent coadjoint orbits O for a complex simple Lie algebra g. Here O is the dense orbit in the cotangent bundle of the generalized flag variety X associated to a complexified Cartan decomposition g = p − ⊕ k ⊕ p + where p ± are Jordan algebras by the TKK construction. We obtain E as the algebra of g-finite differential operators on a smooth Lagrangian subvariety in M where g is given by differential operators π Not only is E a Dixmier algebra for M, in the sense of the orbit method, but also E has a lot of additional structure, including an anti-automorphism, a supertrace, and a non-degenerate supersymmetric bilinear pairing. We show that E is the specialization at t = 1 of a graded (non-local) equivariant star product with parity. 
Introduction
Let G be a simply-connected semisimple Lie group with maximal compact subgroup U. Let O be a coadjoint orbit of G which is stable under dilations; so O is nilpotent, i.e., identifies with an adjoint orbit of nilpotent elements. Let M be a Galois cover of O with Galois group S. Then M is a real symplectic manifold with KKS symplectic form ω and M is a Hamiltonian G-space. According to the orbit method and geometric quantization, quantization of M should give a unitary representation E of G × S whose S-isotypic components are irreducible for G. Now suppose G is in fact a complex group. Then M has additional geometric structure: M is a complex symplectic manifold with complex structure I and holomorphic KKS form Ω where Re Ω = ω. Moreover the data (I, Ω) extend to a U-invariant hyperkahler structure ( [Kro] ). We now expect additional structure for the quantization. First E should 1 2 N (see [Moe] , [B-K] ). In particular, E S is a noncommutative model of R(O). Let g be the Lie algebra of G. The Hamiltonian functions φ x ∈ R(O), x ∈ g, (defined by the embedding of O into g * ) lift to elements ψ
x ∈ E S such that [ψ x , ψ y ] = ψ [x,y] . Then E S (or at least a subalgebra) is generated by the ψ x and is a primitive quotient U(g)/J of the universal enveloping algebra. This additional structure suggests that a reasonable first objective of quantization is to construct an S-equivariant noncommutative model E once we are given M. Then the second objective is to establish unitarity using the model; see Remark 8.3.2 and [B2] . The case where the cover M is non-trivial, i.e., M = O, is particularly intriguing as then E must be strictly larger than E S and so strictly larger than U(g)/J. A noncommutative model E is an example of a Dixmier algebra, that is an overring, with certain finiteness properties, of a primitive quotient of U(g). Vogan ([Vog1] - [Vog4] ) has developed this approach to quantization of M (at least the first objective) as a natural extension of the orbit method in the Dixmier sense (a correspondence between primitive ideals and orbits). Joseph has developed Dixmier algebra theory from a more ring-theoretic perspective; see [Jos] and references therein, especially the paper [J-S] with Stafford. For results particularly related to our paper, see also [McG1] - [McG4] , [Moe] , [Zah] .
In this paper, we construct by geometric methods a noncommutative model E for the universal cover M in a family of cases where M has degree 2. This quantization has some very nice properties and demonstrates, in a rather non-trivial way, some basic paradigms of quantization. See in particular Corollary 1.0.3 and Theorem 1.0.4. Not only is E a Dixmier algebra for M but also E has a lot of additional structure, including an anti-automorphism, a supertrace, and a non-degenerate supersymmetric bilinear pairing.
The nilpotent orbits we work arise in the following way (see §2 and especially Table  1 ). We assume g is simple and has a symmetric subalgebra k with one-dimensional center so that g = p − ⊕ k ⊕ p + . We further assume that there is a non-constant homogeneous primitive k-semi-invariant polynomial function F on p − ; then p − is a Jordan algebra by the TKK construction and F is its Jordan norm. We take O to be the orbit of a generic element of p − and then (on account of F ) the universal cover M is 2-fold and so S = Z 2 . In fact O has a more geometric realization as the unique Zariski open dense G-orbit in the cotangent bundle T * X of a (generalized) flag variety X. Here X is G/Q − where Q ± is the parabolic subgroup with Lie algebra q ± = k ⊕ p ± . See §2.1 and, for an example, §2.5. A nice fact is that all regular functions on O extend to T * X. Each algebra R(O) = R(T * X) has a natural family of noncommutative models which we study in §3. These are the algebras D λ (X) = D(X, N λ ) of twisted differential operators, equipped with the order filtration, where N is the canonical line bundle and λ is any complex number. (If λ is not integral then N λ must be interpreted formally.) The functions φ x lift to twisted vector fields η x λ ∈ D λ (X) which generate D λ (X) so that D λ (X) = U(g)/J λ . For general λ, D λ (X) is a simple ring (see Proposition 3.2.2) and so J λ is a maximal 2-sided ideal.
With this as our starting point, the problem is to build a filtered overring of D λ (X) which is then a noncommutative model of R(M). To do this we introduce a complex algebraic Lagrangian submanifold Z in M. Here Z covers (the orbital variety) Z = (F = 0) = O∩p − and Z admits the function w = √ F . We embed D λ (X) into the algebra D( Z) of differential operators on Z by the sequence
Here the first map is restriction to the big cell identified with p + , the second is the Fourier transform (following [Gon] ), the third is restriction to (the Zariski open dense set) Z, and the fourth map is defined by lifting differential operators. See §4.
For each value of λ we realize g inside D(p − ) by the operators π 
Then E λ has a natural g-stable algebra filtration and we have canonical inclusions R(O) ⊆ gr E λ ⊆ R(M).
We prove this in §5.2 by constructing a new filtration on D( Z) which extends the Fourier transform of the order filtration on D(p + ). We show its symbol calculus produces a symplectic open embedding of T * Z into M and then we use the fact that R(M) is the g-finite part of its fraction field.
The condition now for E λ to be a noncommutative model of R(M) is that gr E λ = R(M). In our second main result (Theorem 6.1.1) we figure out which values of λ satisfy this. This involves the positive constant m attached to O by the property that the Q + -semi-invariant section in Γ(X, N −1 ) has weight χ 2m where χ is the weight of w. .
To prove this, we reduce (in Corollary 5.5.1) to showing that the function w, regarded as a multiplication operator, is g-finite. Then in, §6.2- §6.4, we use Jordan algebra techniques to compute how w transforms under U(p − ). We expect these Jordan techniques belie some deeper connection. Also it would be interesting to extend our result to describe the full set of rings gr E λ that appear as we vary λ.
and λ
and E λ 0 is the Weyl algebra C[ M just one 2-sided ideal of U(g), namely the maximal ideal J λ 0 . It is reasonable to attach to O the maximal ideal J 1 2 . We may then think of the values λ 0 and λ ′ 0 as representing some "quantum fluctuation" about , caused by passing from O to M. In [McG4, ], McGovern attached, by a completely different method, a Dixmier algebra D to M in each of our cases (except when g R = so(2, p) and p is odd). McGovern starts by manufacturing an infinitesimal character according to the recipes formulated in his Yale preprints and [McG3] . Then he invokes Moeglin's construction in [Moe] so that D is the g-finite part of the endomorphism ring of a certain (degenerate) simple Whittaker module. McGovern conjectures that gr D is isomorphic to R(M) and says that he can check this case-by-case when g is classical. By comparing infinitesimal characters (Corollary 4.3.3 and Remark 7.1.3) and applying results of Moeglin on gr D, we find independently that McGovern's algebra D always coincides with our algebra E λ 0 . In particular, this proves McGovern's conjecture in our one case g R = e 7(−25) where g is exceptional. It would be extremely valuable to find a geometric construction of the Whittaker module; we conjecture that this can done in the context of our construction of E λ 0 . Now returning to Theorem 1.0.1, we have a built-in module for E λ 0 , namely the ring of regular functions on Z. Consider the submodule H generated by the constant function 1. We prove (Proposition 7.2.1 and Corollary 7.3.1) , ·], of the algebra of differential operators on H.
As a g-representation, H is the direct sum of two lowest weight representations S (p + ) and wS (p + ). From this point of view, Corollary 1.0.3 is telling us how to locate E λ 0 inside the (computable) algebra End g−f in (H) by using the algebra structure on H.
Our noncommutative model E λ 0 is naturally S-equivariant. This figures into the algebraic structure of E λ 0 . In particular the maximality of J λ 0 "induces upward" so that E λ 0 is a simple ring (Corollaries 5.3.1 and 7.1.1). See also Corollaries 7.1.4 and 7.7.1 for the decomposition of E λ 0 as a U(g)-bimodule. In §8, we focus on interpreting E λ 0 as a quantization of R(M). We find in §8.1 a natural quantization map q :
. If φ and and ψ are homogeneous of degrees j and k, then φ • ψ = p∈N C p (φ, ψ) where C p (φ, ψ) is homogeneous of degree j + k − p. In fact, • deforms the Poisson algebra structure in the sense that C 0 (φ, ψ) = φψ and
Let T : R(M) → C be the projection to the constant term defined by the Euler grading. We make R(M) into a supervector space where R j (M) is even or odd according to whether j ∈ N or j ∈ N + Our product • on R(M) is the specialization at t = 1 of a graded strongly g-invariant (non-local ) star product. This has parity, i.e.,
The parity condition, which is essential for star products, is not automatic but comes from an anti-automorphism β of E λ 0 which extends the principal anti-automorphism τ of U(g)/J λ 0 . We find that β falls out of our comparison of E λ 0 with E λ ′ 0 (Corollary 7.5.1). Our star product is non-local in the sense that the operators C p (·, ·) fail in general to be bi-differential. We know this because already the operators Λ x fail in general to be differential general (see [B2] and Remark 8.4.2).
We say • is a Dixmier product because it makes R(M) into a Dixmier algebra for M, equipped with extra structure. In [B1] we show, for a general nilpotent orbit cover M, how adding some axioms (for β, T and Q) to the usual definition of Dixmier algebra produces a Dixmier product on R(M) and all the results in §8.1- §8.4. Thus these results persist even when R(M) has non-trivial multiplicities.
In [B2] we show that our star product on R(M) is "positive" in a sense which we define and consequently R(M) becomes a unitary representation of G (see Remark 8.3.2) made up of two irreducible components.
I thank Jean-Luc Brylinski, Michel Duflo, Tony Joseph, Siddhartha Sahi, Eric Sommers, Toby Stafford, and David Vogan for helpful conversations regarding their own work, related work of others, and the philosophy of what quantizations of orbit covers should look like. I also thank Aravind Asok, Alex Astashkevich and Francois Ziegler for what I learned in collaboration with them on related problems over the past four years.
2. The orbit cover M 2.1. Momentum construction of O. Let G be a connected and simply-connected complex semisimple Lie group with Lie algebra g. Let G R be a real form of G. Let K ⊂ G be the complexification of a maximal compact subgroup K R of G R . Let g R , g, k R , k be the Lie algebras of G R , G, K R , K. Let g → g, x → x, be the complex conjugation map. Then we have the Cartan decomposition g R = k R ⊕ p R and its complexification g = k ⊕ p.
We assume from now on that the real symmetric pair (g R , k R ), or equivalently the complex symmetric pair (g, k), is Hermitian. This means that [p, p] = k and there exists x 0 ∈ Cent k R such that ad x 0 defines a complex structure on p R . Then we get the splitting p = p + ⊕ p − where p ± are the ±i-eigenspaces of ad x 0 , and so we get
Every Hermitian symmetric pair is a direct sum, in the obvious way, of Hermitian symmetric pairs (g, k) where g is simple; such pairs are called irreducible. Now p ± are (complex conjugate) abelian Lie subalgebras of g. Let U ± ⊂ G be the corresponding abelian subgroups. Then Q ± = KU ± are parabolic subgroups of G with Lie algebras q ± = k ⊕ p ± . The coset spaces G/Q ± are then (generalized) flag varieties of G. We put X = G/Q − . We differentiate the G-action on X to obtain an infinitesimal action
where the value of η x at a point q is η
Here Vect(X) denotes the Lie algebra of algebraic holomorphic vector fields on X and by infinitesimal action we mean that (2.2) is a Lie algebra homomorphism.
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The natural action of G on X induces a canonical action of G on the cotangent bundle T * X. This G-action is Hamiltonian with respect to the canonical symplectic form Ω on T * X; throughout this paper symplectic means algebraic holomorphic symplectic. The Gequivariant moment map
is defined by µ(m), x = µ x (m) where µ x is the order one symbol of η x . In other words, the comorphism
is a Lie algebra homomorphism where R(T * X) is equipped with the Poisson bracket {·, ·} defined by Ω. Thus µ * defines Hamiltonian g-symmetry on T * X. If we identify T * X with the contracted product bundle G × Q − (g/q − ) * in the usual way, then µ is the collapsing map. The following fact defines O for us. 
Let ω be the KKS symplectic form on O. Then j is symplectic; i.e., j
To say the coadjoint orbit O is nilpotent means that if we identify g * with g using the complex Killing form (·, ·) g of g, then the adjoint orbit corresponding to O consists of nilpotent elements. This happens if and only if O is stable under the dilation action of C * on g * . We often identify O with its corresponding adjoint orbit. Let φ : O → g * be the inclusion with comorphism
Then {φ x , φ y } = φ [x,y] where the Poisson bracket on R(O) is defined by the KKS form ω; this property determines ω uniquely. So φ * is a Lie algebra homomorphism and thus defines Hamiltonian g-symmetry on O.
The graded Poisson algebra R(O).
We will say a (complex) commutative algebra A is graded if A is equipped with a vector space grading A = ⊕ p∈
Here N = {0, 1, 2, . . . }. In practice, A will be a finitely generated algebra with A 0 = C. In Table 1 , we write down the familiar list of irreducible Hermitian symmetric pairs (g, k) of tube type along with the real form g R , the rank r of (g, k), and n = dim p ± . Note that dim O = 2 dim X = 2n. We specify the orbit O. In every case except one, the subalgebra k ⊂ g is unique up to conjugacy and hence we get a single orbit O. The exception is the case where g R = so * (4r), as then there are two choices for k and these give rise to two distinct orbits which are exchanged by outer automorphism. For the classical cases we give the partition indexing O (see e.g. [C-M] ) and in the exceptional case we give the dimension of O (this is enough since there is only one nilpotent orbit of that dimension). In Table 1 , r ≥ 1 and p ≥ 2. 
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The geometric interpretation of the tube condition is that the Hermitian symmetric space G R /K R is of tube type. The Jordan theoretic interpretation is that in TKK theory, p ± is not just a Jordan triple system but also a Jordan algebra; cf. §6.3. The invariant theoretic interpretation is given by the next lemma in terms of the algebra S (p where χ is a generator of the character group of K. This lemma defines χ and then we extend χ to a character of Q ± which is trivial on the unipotent radical.
2.4. The universal cover M. From now on we assume that (g, k) is an irreducible Hermitian symmetric pair of tube type. Then, by Lemma 2.3.1, O admits a universal 2-fold covering M. We can give a nice geometric construction of M using Lemma 2.3.2 and the homogeneous function φ
The function ζ lies in R(M) and is the highest weight vector of a finite-dimensional irreducible G-representation V ⊂ R(M); V is given in Table 2 . The algebra Z 2 -grading defined by the action of the Galois group S = Z 2 is 
) defined by taking the wedge product with the symplectic form. In the third row, we obtain the the two half-spin representations, corresponding to the two orbits listed in Table 1 . The other entries are clear.
We have several easy consequences of Proposition 2.4.1.
Remark 2.4.3. In just one case, namely g = sl(2, C), the map M ֒→ O × V → V is an embedding. Here V = C 2 . This accounts for why the sl(2, C) is so easy to write down; see §1 and §2.5.
As a Poisson algebra, R(M) is generated by R(O) and ζ.
Corollary 2.4.5. Let G ⊂ R(M) be the set of functions which Poisson commute with
Remark 2.4.6. The K-types in G are in natural bijection with the G-types in R(M).
The square of the C * -action on O lifts to the C * -action on M defined by s(u, v) = (s 2 u, s r v) in the model of Corollary 2.4.2. Notice that −1 interchanges points in the cover κ : M → O if r is odd, or acts trivially if r is even. Let R j (M) ⊂ R(M) be the space of homogeneous degree 2j functions where j ∈ 1 2
Corollary 2.4.7. R(M) is a graded Poisson algebra with respect to the Euler grading
2.5. Example: g R = su(r, r). Here g = sl(2r, C) and complex conjugation on g is the map
We can pick x 0 (which is unique up to sign) so that
Then X identifies with the Grassmannian Gr(r, 2r) of r-dimensional vector subspaces
Thus O identifies with the nilpotent orbit {x ∈ sl(2r, C) | x 2 = 0, rank x = r}.
We have 2h =
where I is the r × r identity matrix. We can choose e = 
Noncommutative models of R(O)
3.1. Noncommutative models. We will say a noncommutative algebra B is filtered if B is equipped with an increasing filtration B = ∪ j∈ . Let p j : B j → gr j B be the natural projection. Suppose we have, for all j, k, ∈ 1 2 N,
Then gr B is commutative and moreover gr B is a graded Poisson algebra with Poisson bracket given by
N A p be a graded Poisson algebra as in Definition 2.2.1
with Hamiltonian g-symmetry given by a Lie algebra embedding φ :
N B j satisfying (3.1), γ : gr B −→ A is a graded Poisson algebra isomorphism, and ψ :
We have representations of g on B and A given by the operators b → [ψ x , b] and a → {φ x , a}; the former induces a g-representation on gr B. Clearly γ is g-equivariant and we have N-graded/filtered theory. We often speak of a noncommutative model of A where φ is implicitly understood. In particular, if A is R(O) or R(M), then we always take the Hamiltonian symmetry to be the one defined in (2.7).
If we identify g with the diagonal in g ⊕ g, then our g-representation on B extends to the representation
This is a key aspect of noncommutative models.
3.2. The algebras D λ (X) of twisted differential operators. The canonical bundle N on X is the algebraic holomorphic complex line bundle given by the top exterior power of T * X. Every G-homogeneous line bundle over X is a (rational) tensor power of N; this follows by Lemma 2.3.2.
We can construct the sheaf D λ = D X,N λ of N λ -twisted differential operators on X where λ is any complex number. This is a sheaf of noncommutative algebras. When λ is an integer, the line bundle N λ exists and then D X,N λ is the usual sheaf constructed using N λ . In particular D = D 0 is the usual sheaf of differential operators. For the theory of twisted differential operators on flag varieties (and more generally on algebraic manifolds) with applications to representation theory, see e.g., [Be-Be] , [Bo-Br] , [Bj] , [Ka] , [Mil] , [Vog1] , [Vog4] .
We have a sheaf filtration
p+q−1 and so gr D λ is a sheaf of graded Poisson algebras which is isomorphic by the symbol map s λ : gr D λ → S(T) to the symmetric algebra S(T) of the tangent sheaf T of X.
The symbol map defines a graded Poisson algebra inclusion
where U is Zariski open in X; we omit the subscript U when the context is clear. We have a natural Lie algebra homomorphism
where η x λ is the Lie derivative L η x acting on λ-twisted forms. We say η x λ is a twisted vector field on X. Let v λ denote the composite map gr
. Now we know (see [Vog1] ):
is a noncommutative model of R(O).
Proof. As X is a generalized flag variety, the sheaf cohomology
X). This implies the result for R(O).
We will use later the following result (true for any flag variety X).
3.3. Relations with the enveloping algebra U(g). Now (3.4) extends to an algebra homomorphism
where U(g) is the universal enveloping algebra of g. We have the standard algebra filtration
λ be the kernel of η λ so that J λ is a two-sided ideal in U(g). According to [Bo-Br] (which applies since the moment map µ : T * X → Cl(O) is birational with normal image), the map (3.5) is surjective in each filtration degree. Although only the untwisted case was treated in [Bo-Br] , their method of proof (symbols), and hence their result, extends immediately to the twisted case. Thus we find Proposition 3.3.1. The algebra D λ (X) is generated by the twisted vector fields η
Hence gr J λ = I and gr η
Proof. The first statement follows as I is prime and the second by Proposition 3.2.2.
3.4. The anti-symmetry λ → (1 − λ). The following anti-symmetry will be important throughout the paper.
Proposition 3.4.1. There is a unique map θ :
is generated by the multiplication operators f ∈ R(U) and the order 1 operators L η where η ∈ Vect(U). We obtain an algebra anti-isomorphism θ U : Let τ : U(g) → U(g) be the algebra anti-automorphism of U(g) such that τ (x) = −x if x ∈ g; τ is called the principal anti-automorphism.
Thus τ induces θ according to the commutative square: We can identify p + with a "big cell" X o in X by means of the Zariski open embedding
The canonical line bundle N on X trivializes over X o ; let σ be a nowhere vanishing section. Then we have the algebra embedding
. Notice that h λ is independent of the choice of σ since σ is unique up to scaling.
We will regard (3.8) an inclusion. In particular the twisted vector fields η
Using the familiar rules for the Lie derivative we find
Thus the "twisting" of η x amounts to adding a "quantum correction term" λL η x (σ)/σ which is just a function. We will see later that this sort of correction is necessary for in order to quantize M.
Example 3.5.1. The infinitesimal action g → Vect(p + ), x → η x , integrates to a rational action of G on p + . Given Z ∈ p + , this rational action is then well-defined at Z for some neighborhood of the identity in G. In the example of §2.5, this rational action of G = SL(2r, C) is given by
−1 . Using this, it is easy to explicitly write down the vector fields η x .
3.6. Working in coordinates. In this subsection we set up coordinate systems on p + and p − . Using these we will explicitly write out realizations of U(g) in the Weyl algebras D(p + ) and D(p − ); see §3.7 and §4.3. We have a unique K-invariant bilinear pairing ·, · : p + × p − → C such that e, e = r. We can extend ·, · canonically to a non-singular pairing of the symmetric algebras S (p + ) and
. . , v n and z 1 , . . . , z n be dual vector space bases of p − and p + . These bases form coordinate systems on p + and p − respectively and we can identify
We get algebra embeddings
Then we can identify
We also have the intrinsic algebra embeddings
3.7. The twisted vector fields η x λ . Let ν : q ± → C be the weight obtained by differentiating the character χ : Q ± → C * . Recall r and n = dim p ± from §2.3. We now introduce the scalar m = n r (3.10)
Lemma 3.7.1. The twisted vector fields η x λ ∈ D 1 (p + ) are given in coordinates by:
Proof. Using the geometry of the big cell we get the coordinate expressions for the vector fields η x and then we work out the twisting correction (3.9) by choosing σ = dv 1 ∧· · ·∧dv n . We use the fact that σ is K-semi-invariant of weight χ 2m . See [Tor] , [Tan] ; there are minor variations in the final answers owing to different normalizations of ·, · .
We worked out these particular formulas for η x λ with Aravind Asok in our project on quantizing K-orbits in p − . So after twisting, p + acts by constant coefficient vector fields, k acts by homogeneous linear vector fields corrected by adding a constant, and p − acts by homogeneous quadratic vector fields corrected by adding a homogeneous linear function.
In particular π P λ is the constant coefficient differential operator
Building a noncommutative model of R(M)
4.1. The need for a square root. We want to try to extend our noncommutative models D λ (X) of R(O) to noncommutative models of R(M). To begin with, we observe
Proof. By Lemma 3.1.2, C ≃ R(M) as g-representations with C j ≃ ⊕ j k=0 R k (M). Then C is multiplicity-free by Proposition 2.4.1. It follows that C r 2 contains a unique copy of V ; let ̺ be a highest weight vector in that copy so that [ψ x , ̺] = ν(x)̺ for all x ∈ q + . Then ̺ 2 and ψ F are highest weight vectors in C of the same weight, and so they are equal up to scaling.
This says that we need to embed D λ (X) into some bigger algebra where η 
The operators π x λ define a Lie algebra homomorphism g → B λ 1 which then extends to a filtered algebra homomorphism
p is an algebra filtration over N. The kernel of π λ is J 1−λ and we get an induced filtered algebra isomorphism π
Proof. Immediate from Proposition 3.3.1 and Corollary 3.4.2 since F (η
. Now we define γ λ by the commutative square 
Proof. Immediate from Lemma 3.7.1 since
So now p + acts on R(p − ) = S (p + ) by multiplication operators, k acts by order 1 differential operators and p − acts by order 2 differential operators. In particular π
, is a familiar geometric model of the generalized Verma module for q − with lowest weight ζ = 2mλν; see e.g., [Tan] .
Let h ⊆ k be a Cartan subalgebra of k and so of g. Let ρ ∈ h * be the half-sum of the positive roots with respect to a Borel subalgebra b of g such that h ⊕ p
Corollary 4.3.3. J 1−λ has infinitesimal character −2mλν + ρ.
4.4.
Extracting a square root of π F λ . Our aim now is to try to extend B λ to a noncommutative model of R(M). According to Lemma 4.1.1, we need to extract a square root of π Thus we are now in a nice geometric situation, as we need to extract a square root of the function F . To do this, we replace p − by its Zariski open dense set
Then Z is affine and we may identify
Now F is not a square in R(Z); this follows for instance from Lemma 2.3.2. In the next result we construct the covering of Z defined by "extracting a square root of F ". 
is a non-trivial K-equivariant 2-fold covering of Z where the covering map is (q, t) → q and K acts on Z by a · (q, t) = (a · q, χ(a)t). The formula w(q, t) = t defines a function w ∈ R( Z) such that
Up to isomorphism, Z is the unique double cover of Z such that F becomes a square.
Notice that Z, being closed in Z × C * , is affine and
The square of the C * -action on Z lifts to the C * -action on Z given by s · (q, t) = (s 2 q, s r t). Here −1 interchanges points in the fibers of the cover Z → Z if r is odd, or acts trivially if r is even. The C * -action gives the algebra grading
where R j ( Z) is the subspace of homogeneous functions of degree 2j. Then w lies in R r 2 ( Z). We have the g-representation
This extends to an algebra homomorphism Π λ : U(g) → End D( Z), u → Π u λ . Let S be the Galois group of the cover Z → Z. Then S induces the algebra Z 2 -gradings
where
. These gradings are g-stable in the representations π λ and Π λ .
We now have algebra inclusions and R j (M) is the space of homogeneous polynomials in ζ and ξ of ordinary degree 2j. Now v = e and z = e are dual bases of p − and p
and so we find
The Fourier transform converts these into We recognize these operators from Weyl quantization. They generate the even part
. So E is the obvious candidate inside D( Z) for an overring of B λ 0 which is a noncommutative model of R(M). It is easy to see that this candidate works. Indeed we introduce the filtration E = ∪ j∈ 1 2 N E j where E j is the span of the operators w a ∂ b w for a + b ≤ 2j. Then gr E is a graded Poisson algebra and we obtain the commutative square
where γ λ 0 maps the image of
. See also Remark 6.1.3.
4.6.
The algebras E λ . Our plan is to look inside D( Z) for an extension of B λ to a noncommutative model C λ of R(M). Fortunately, there is a very simple way to narrow our search. Recall that a vector v in a g-representation V is called g-finite if the U(g)-submodule generated by v is finite dimensional. The set V g−f in of g-finite vectors in V is a g-stable subspace which we call the g-finite part of V. Now Lemma 3.1.2 says in particular that C λ , if it exists, must lie in the g-finite part of D( Z). So we make Definition 4.6.1. Let E λ be the g-finite part of D( Z) in the representation (4.12).
Then E λ is a subalgebra of D( Z) and the action of S defines an algebra Z 2 -grading
The purpose of our next two results, Proposition 4.6.2 and Theorem 5.1.1, is to determine the size of E λ . We will show that E λ is "smaller than or equal to R(M)" in size, and moreover, if C λ exists, then
Proof. Let frD(p ± ) be the fraction field of the Weyl algebra D(p ± ) and consider the grepresentations on frD(p + ) and frD(p − ) given respectively by x → [η Proof. In §3.5 we have identified p + with a big cell in X and the map (3.8) embeds 
. To see this we recall that, by Proposition 2.1.1,
where the third equality is automatic since N is a G-orbit.
Thus our embedding D λ (X) → frD(p + ) g−f in induces an isomorphism on the associated graded rings. In particular then, gr j frD(p + ) g−f in vanishes for j < 0 and so frD j (p
5. The algebras E λ and symplectic geometry of M 5.1. Filtration theorem for E λ . We regard our N-filtration of B λ as a 1 2 N-filtration by the recipe given in §3.
↓ by Proposition 4.6.2.
Theorem 5.1.1. Pick λ ∈ C. There is a unique S-stable algebra filtration 
In fact γ λ is 1-to-1. Thus, if we identify gr E λ with its image, we get
2 is devoted to proving Theorem 5.1.1.
5.2.
Proof of Theorem 5.1.1. Suppose we have extended our filtration of B λ to an algebra filtration (5.1) such that gr E λ has no nilpotents. Say S ∈ (E λ ) ↓ . Then S 2 lies in B λ and so has some known filtration degree p. Since gr E λ has no zero divisors, it follows that the filtration degree of a product is equal to the sum of the filtration degrees of the factors. Hence S has filtration degree 1 2 p. This proves uniqueness. To prove existence, we will construct an algebra filtration of D( Z) and then restrict it to E λ . We start with the vector space isomorphism
Here ∂ P ∈ D(p − ) defines a differential operator on Z by first restricting it to Z and then lifting it to Z. Then P defines a function on T * Z, namely the symbol of ∂ P .
For j ∈ 1 2 Z, we put
is an S-stable algebra filtration. This induces a filtration 
happening here is that the two associated graded algebras of D( Z), for the ♯-filtration and the order filtration, are the same as Poisson algebras but of course different as graded algebras. We call the grading R(T * Z) = ⊕ j∈ Z, we put
Then gr E λ is a Poisson subalgebra of gr ♯ D( Z) and this has no zero divisors by Lemma 5.2.1. We see now that E λ = ∪ j∈Z E λ j is an algebra filtration which has all the desired properties, except that we still need to prove E λ j = 0 for j < 0. This will be easy once we analyze gr E λ . The g-representation (4.12) induces a g-representation on R(T * Z) and this is given by
(recall Definition 4.6.1) and we get the commutative diagram
The problem now is to recognize the functions b x and then compute R( 
Then commutativity of the middle square gives x(s λ (η 
Proof. To prove this is it easiest to start with the geometry of O and M. In §4.4, we introduced Z and Z expressly for the purpose of extracting a square root of the function F . In fact, Z occurs naturally in the geometry of O. To begin with, Z = K · e = O ∩ p − and so Z is a smooth Lagrangian submanifold of O with respect to the KKS symplectic form ω. Then F ∈ R(Z) is simply the restriction of φ F ∈ R(O), i.e.,
The composite map O j −→ T * X → X makes O into a G-equivariant fiber bundle over X with typical fiber Z. Indeed, the cotangent bundle T * X → X identifies with the contracted product bundle G × Q − p − → G/Q − = X and then O identifies with G × Q − Z. We will treat the map j as an inclusion.
The cotangent bundle T * X → X, and hence the subbundle O → X, trivializes over the big cell X o . We have identified X o with p + . Now we get the following commutative diagram:
Here all maps are birational symplectomorphisms, except the two permutation maps are anti-symplectic. The mathematical content of the left part of (5.10) is that O ∩ T * p + is a trivial bundle over p + and moreover the standard trivialization
This is true because p + is abelian. The bottom row of (5.10) read right to left defines an anti-symplectic Zariski open embedding T * Z → O. Using Lemma 5.2.3 we see that the composition of this embedding with the map O → g, w → −w, is the moment map b : T * Z → g. This proves the first statement.
The covering κ : M → O induces a covering κ −1 (Z) → Z. This identifies with the covering Z → Z we constructed in Lemma 4.4.1 (on account of (5.9) for instance) in such a way that we get the commutative square
where ζ| Z = w (cf. (2.8) and (4.10)). Then the inclusion of Z into M is K-invariant, the Galois groups S and S identify naturally and Z is Lagrangian in M. Now let N = κ −1 (T * Z). We can lift the projection τ : N κ −→ T * Z → Z to a map τ : N → Z in the following way. Notice that if p, p ′ ∈ Z lie above q ∈ Z, then κ −1 (T * q Z) breaks into two connected components N p and N p ′ which contain p and p ′ respectively. Then N = ∪ p∈ Z N p . Now we define τ by τ (N p ) = p. Then N identifies naturally with T * Z × Z Z ≃ T * Z and the rest of the result follows.
Corollary 5.2.5. We have the commutative diagram
The horizontal maps are g-linear graded Poisson algebra isomorphisms, where R(T * Z) and R(T * Z) have the ♯-gradations.
Proof. The only point that is not immediate is the surjectivity of b * and b * in (5.12). But this follows since, as M and O are G-orbits, R(M) and R(O) are the g-finite parts of the function fields C(M) and C(O).
Corollary 5.2.5 says in particular that the ♯-gradation of R(T * Z) g−f in , and hence our gradation of gr E λ , vanishes in negative degrees. So
Clearly γ λ extends γ λ and γ λ is a Z 2 -equivariant embedding of Poisson algebras. Finally suppose that α : gr E λ → R(M) is some map enjoying the same properties as γ = γ λ . We want to to show that α is either γ or ς γ where ς is the non-trivial automorphism of R(M) defined by the S-action. Since α is 1-to-1 on gr B λ it follows easily that α is 1-to-1 on gr E λ . Then by considering the fraction field of α(gr E λ ) we find α = γ or α = ς γ. This completes the proof of Theorem 5.1.1. Proof. Let L be a non-zero 2-sided ideal in E λ . Then L is in particular g-stable with respect to the representation (4.12). Let L 0 ⊂ L be a subspace carrying a non-zero girreducible representation. Then L 0 lies in (E λ ) ↑ or (E λ ) ↓ . This follows since, by (5.3), E λ is isomorphic as a G-representation to a subspace of R(M) and so, by Proposition 2.4.1,
and so is simple by hypothesis. Thus L contains B λ and so L contains 1.
The anti-symmetry
where α is the automorphism of R(M) defined by α(φ) = i 2j φ if φ ∈ R j (M). (So we are extending the involution α of R(O) defined before (4.3).) Notice that then δ is g-linear, and so G-equivariant, with respect to the representations Π λ and Π λ ′ . Now Proposition 3.4.1 gives Corollary 5.4.1. The anti-isomorphism F θF −1 extends, uniquely up the action of S, to a (G × S)-invariant anti-isomorphism δ so that we get the commutative diagram
We can specify δ by δ(w) = i r w and then δ gives an S-invariant anti-isomorphism of noncommutative models from
This follows from the definition of θ in the proof of Proposition 3.4.1. Now δ naturally extends to an anti-involution of D(Z) and then to an S-invariant anti-automorphism δ of D( Z) such that δ(w) = i r w. Then δ preserves the ♯-filtration of D( Z). The relation θ(η
The rest is now clear.
5.5. g-finiteness of w. Let W λ = U(g) · w be the U(g)-submodule of D( Z) generated by w in the representation (4.12). So w is g-finite ⇔ W λ is finite-dimensional. Theorem 5.1.1 gives Corollary 5.5.1. Pick λ ∈ C. The following are equivalent:
λ is generated as an algebra by B λ and w.
Proof. The equivalence (ii)⇔(iii) is immediate from Theorem 5.1.1. The implication (i)⇒(ii) follows easily from (2.9). We get (iii)⇒(i) as follows. Given (iii), we know by Lemma 4.1.1 that π
λ . Finally, the equivalences with (iv) and (v) follow from Corollary 2.4.4 and (2.9).
The problem now is to determine which, if any, values of λ satisfy (i)-(v); we call these critical values. We solve this in Theorem 6.1.1 below.
6. Critical values of λ 6.1. Critical values theorem. We find exactly two critical values of λ. Recall the number m defined by (3.10) and Table 1 . as the rank of g tends to infinity.
Here is an overview of the proof of Theorem 6.1.1. By Corollary 5.5.1, Theorem 6.1.1 amounts to
where we are considering g-finiteness of w with respect to the representation (4.12) which of course depends on λ.
In §6.2, we reduce proving (6.2) to verifying that a certain double commutator vanishes in D( Z). In §6.4 we carry out the computations. To do this, we exploit the fact that p − is a Jordan algebra and Z ⊂ p − is the subset of Jordan invertible elements. A key point is that the Jordan theory gives us explicit formulas for the first and second partial derivatives of w and we explain this in §6.3. To aid the reader, we give several explicit references to [F-K] ; see also [Sat] .
We are using Jordan algebra theory as a tool. It would be very interesting to find some deeper connections, which we feel surely exist. becomes the value for which an unpleasant term goes away.
6.2. Strategy. In the representation (4.12) we have [π x λ , w] = ν(x)w for all x ∈ q + and so W λ = S (p − ) · w. Similarly, in the representation (2.10), we have {φ x , ζ} = ν(x)ζ for all x ∈ q + and so V = S (p − ) · ζ. Let J λ ⊂ S (p − ) and I ⊂ S (p − ) be the annihilators of w ∈ W λ and ζ ∈ V respectively. Since V is finite-dimensional, It follows by highest weight theory that, as a U(g)-module, W λ admits a unique finite-dimensional quotient and this is isomorphic to V . Hence J λ ⊆ I and W λ is finite-dimensional if and only if J λ = I, i.e.,
Using the action of ad h, we see that I and J λ are graded ideals in S (p − ) so that I = ⊕ p≥0 I p and J λ = ⊕ p≥0 J p λ . We can give a precise description of I once we recall the structure of S (p − ) as a K-representation. To do this, we need to set up some structure to write down lowest weights of Krepresentations. We can find r commuting Lie subalgebras s 1 , . . . , s r of g, such that (i) each s i is isomorphic to sl(2, C), (ii) the sum s 1 +· · ·+s r is direct and contains s = Ce⊕Ch⊕Ce, (iii) the decompositions e = r i=1 e i and h = r i=1 h i , where e i , h i ∈ s i , satisfy e i ∈ p + and h i ∈ k, and (iv) each s i is stable under complex conjugation and under the complex Cartan involution of (g, k). Then h 1 , . . . , h r span an r-dimensional abelian subalgebra a ⊂ k and e i is a weight vector of a of weight 2t i where t i ( r p=1 c p h p ) = c i . The pair (k, k s ) is a complex symmetric pair; we have k s = k e . We can embed a in a Cartan subalgebra h ⊂ k such that h = a⊕(h∩k s ). Now we extend t 1 , . . . , t r to weights of h by having them vanish on h∩k e . We set γ i = −2(t 1 +· · ·+t i ). The weights γ 1 , . . . , γ r are (for an appropriate system of positive roots) the lowest weights of r distinct finite-dimensional irreducible k-representations. In particular, −2ν = γ r .
Theorem 6.2.1. [Sch] S (p − ) is a multiplicity-free K-representation and the set of lowest weights occurring in
where the subspace L ψ carries the K-representation of lowest weight ψ.
Lemma 6.2.2. The ideal I ⊂ S (p − ) is generated by its degree 2 component I 2 and
Proof. By decomposing V ≃ S (p − )/I as a K-representation, we find that the (unique)
and so I 2 = L 2γ 1 . We find that I 2 generates I, and so J λ = I ⇔ I 2 ⊂ J λ .
We can simplify the criterion in Lemma 6.2.2 considerably.
Lemma 6.2.3. Let y = e 1 . Then: [y, e] ] where x, y ∈ r and r is the orthogonal complement in k to k s . The Jordan identity elements are e ∈ p + and e ∈ p − . In this subsection, we explain some basic formulas from Jordan theory that we will use throughout §6.4. See [F-K, Table on 
Here q is an arbitrary point in p − so that the RHS of (6.5) is the function q → F (q) tr(v q −1 ) where q −1 is the Jordan inverse and tr is the Jordan trace. A quick definition is tr(
Tr L x where L x : p ± → p ± is Jordan multiplication by x ∈ p ± and Tr is the usual trace. Then tr(e) = tr(e) = r. See II.2 and Prop. III.4.2] .
Since w = √ F , (6.5) gives
The coupling of our Jordan algebras is achieved by the transpose maps p ± → p ∓ , x → x t , defined by x, y = tr(xy t ) = tr(x t y). These maps are inverse Jordan algebra isomorphisms and tr(u) = tr(u t ). From now on, we assume that our basis v 1 , . . . , v n of p − introduced in §3.6 is orthonormal with respect to tr. Then v t i = z i and z = tr(z t q). Our realization x → η x of g inside D(p + ) is the TKK construction (see [Sat] ). In that language (4.6) becomes, for y ∈ p − ,
Example 6.3.1. We will write out everything for the case g R = su(r, r). We began this example in §2.5 and continued it in Example 3.5.1. Now p ± identifies, in the obvious way, with the complex Jordan algebra M(r, C) of r × r matrices with Jordan product A • B = . To actually to write out our calculations for this case with matrices, it is convenient to use the basis {E i,j } of M(r, C) by elementary matrices (even though it is not orthonormal). For instance, (6.5) becomes the familiar formula 
Proof. The commutator [π y λ , w] is a differential operator on Z of order at most 1 and so we can write it uniquely as the sum of a vector field ξ and a function g. It is convenient to compute these parts individually. Using (6.9) and (6.6) we find
The fourth equality follows from Jordan identities. Indeed, (i) the operator P a,c defined by P a,c (b) = { {a, b, c} } is self-adjoint and (ii) { {a, b, b −1 } } = a. Hence tr({ {v j , y, q −1 } }q) = tr(y{ {v j , q, q −1 } }) = tr(yv j ). Next using (6.9), (6.8) and self-adjointness of P a,c we find
For the third equality we used the identity { {{ {q −1 , v, q −1 } }, q, v} } = q −1 v 2 , and for the fourth we used i v 2 i = me (see [F-K, page 117] ). Notice that we can rewrite (6.10) as
Proof. Starting from (6.9) we find
We will explain the second equality. We start from the fact that y = e 1 is a primitive idempotent in the Jordan algebra p − . Indeed, e = r i=1 e i is a decomposition of e into orthogonal primitive idempotents.
For any primitive idempotent y, then the map x → { {y, x, y} } is the orthogonal projection onto Cy and so { {y, x, y} } = y tr(xy). Then y tr({ {v j , y, v i } }y) = { {y, { {v j , y, v i } }, y} } = { {{ {y, v j , y} }, v i , y} } = y tr(yv j ) tr(yv i ) because of the Jordan identity { {a, { {b, a, c} }, a} } = { {{ {a, b, a} }, c, a} } (see Ex. 8, page 40] ). This proves the second equality in (6.12).
Lemma 6.4.3. Put y = e 1 . Then
Hence [π 
The RHS is the sum of a vector field which in linear in λ and a function which is quadratic in λ. But the RHS vanishes for the two distinct values λ 0 and λ 
) are anti-isomorphic (see Remark 6.1.2), a more subtle fact is that they are isomorphic. We define an isomorphism of noncommutative models from (E λ , γ λ , π λ ) to (E λ ′ , γ λ ′ , π λ ′ ) to be a filtered algebra isomorphism σ :
Then σ is g-linear, and so G-equivariant, with respect to the representations Π λ and Π λ ′ .
Proposition 6.5.1. The inner automorphism
Proof. The result is clear once we prove that w π
where x ∈ g. It suffices to check this for x ∈ p + and x ∈ p − . Clearly Inn w is the identity on R( Z). So for x ∈ p + we find wπ Table 1 .) The result follows by Corollary 5.3.1. Remark 7.1.3. We checked that our infinitesimal character is the same as the one given by McGovern in [McG4, . Moreover if the "root multiplicity" d given by n = r + r 2 d is equal to 2, which happens exactly when g R = su(r, r), then our infinitesimal character coincides with Proof. Both B λ 0 and (E λ 0 ) ↓ are faithful as right or left modules over B λ 0 since the algebra E λ 0 has no zero-divisors. Since B λ 0 identifies with U(g)/J λ 0 , the left and right annihilators in U(g) are J λ 0 and τ (J λ 0 ) = J λ 0 .
7.2. A simple module for E λ0 . Our construction of E λ 0 gives us a natural module for it, namely R( Z). Our next result produces a simple submodule.
Let H be the E λ 0 -submodule of R( Z) generated by the function 1. . The algebra End g−f in (H) is much larger that E λ 0 ; in particular it contains End g−f in (H ↑ )⊕End g−f in (H ↓ ). We next observe that E λ 0 is simply the subalgebra of End g−f in (H) consisting of differential operators.
Corollary 7.3.1. E λ 0 is the g-finite part of D(H) for the representation Π λ 0 .
Proof. Clearly E λ 0 lies in D(H) g−f in . The converse follows since R( Z) is a localization of H and so any differential operator on H extends to one on R( Z).
We can also recover E λ 0 as a vector space in the following way. Proof. The map is injective because any differential operator on Z is uniquely determined by its values on S (p + ). This is true since any vector space basis of p + is a set of localétale coordinates on Z. To prove surjectivity we need to show that if L ∈ Hom g−f in (H ↑ , H) then L extends to a differential operator P on Z.
We may write L = L ↑ + L ↓ where L ∈ Hom g−f in (H ↑ , H ). (Read like ±.) Since L is g-finite, its components L ↑ and L ↓ are each g-finite, and so in particular are p + -finite. Now x ∈ p + acts by commutator with multiplication by x, i.e., Π (L ↓ ) and so w −1 L ↓ is p + -finite and thus lies in D(p − ). Let P 1 and P 2 be the differential operators on Z defined by restriction of L ↑ and w −1 L ↓ respectively. Then P = P 1 + wP 2 is the operator we wanted. Proof. We can easily compute the restriction to G of q : R(M) → E λ 0 . We find q (φ P ζ b ) = P w b (8.13)
Comparing
where P ∈ S (p + ), b ∈ N and ζ was defined in (2.8). Now if ψ = φ P ξ b and ψ
Corollary 8.5.2. G is a maximal •-abelian subalgebra of R(M).
Proof. We have ψ • ψ ′ = ψψ ′ and so G is •-abelian. Suppose φ ∈ R(M) and φ • ψ = ψ • φ for all ψ ∈ G. We can write φ = p j=0 φ j where φ j ∈ R j (M) and φ p = 0. Since G is graded it follows easily that {φ p , ψ} = 0 for all ψ ∈ G. But then φ p ∈ G since G is maximal Poisson abelian. It follows by induction on p that φ ∈ G.
Corollary 8.5.3. We have H = q(G) and so H is a maximal abelian subalgebra of E λ 0 .
