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Abstract
A new algorithm for singular value decomposition (SVD) is presented through
relating SVD problem to nonlinear systems whose solutions are constrained
on hyperplanes. The hyperplane constrained nonlinear systems are solved
with the help of Newton's iterative method. It is proved that our SVD
algorithm has the quadratic convergence substantially and all singular pairs
are computable. These facts are also conrmed by some numerical examples.
Keywords: singular value decomposition, Newton's iterative method,
nonlinear system, hyperplane, quadratic convergence
1. Introduction
Singular value decomposition (SVD) is one of important matrix computa-
tions in linear algebra. The SVD has so many applications in engineering such
as data analysis (cf. [1]), data search (cf. [2]) and image processing (cf. [3]).
Almost SVD algorithms, for example the QR (cf. [4]), the qd (cf. [5]) and the
dLV algorithms [6, 7], have been designed by the focus on similarity trans-
formation of matrices. In this paper, we propose a new SVD algorithm by
relating SVD problem to nonlinear systems.
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In [8], Peters and Wilkinson designed an iterative method for computing
an eigenpair of matrix based on Newton's iterative method. In [9], Elgindi
and Kharab proposed the quadratic method for all eigenpairs with the help of
continuation method (cf. [10]). Both methods are derived by replacing eigen-
value problem with nonlinear system. The solutions of the nonlinear system
are constrained on a hyperplane. Theoretically, in the iterative method,
it is not guaranteed whether all eigenpairs are computed. The quadratic
method, however, requires to solve many nonlinear systems associated with
the original one. Moreover, the computed eigenpairs are not always with
high accuracy. Sometimes it fails to solve eigenpairs. In [11], some of the
authors design an algorithm for all eigenpairs through solving the nonlinear
systems, which are not equivalent to those in the quadratic method. This
algorithm also diers from the quadratic method in that it does not employ
the continuation method. The basic idea is to solve the nonlinear systems
whose solutions lay on suitable hyperplane with the help of Newton's it-
erative method sequentially. Generally, it is not easy to nd all solutions
of nonlinear system by Newton's method. In other words, it is doubtful
whether all eigenpairs are computable by only Newton's method. A charac-
teristic parameter associated with hyperplane plays a key role for computing
all eigenpairs. The parameter is given from the orthogonal complement of
subspace spanned by already obtained eigenvectors. Though some numerical
experiments describe that all computed eigenpairs are with high accuracy,
the convergence theorem has not been reported yet.
The rst purpose of this paper is to design an SVD algorithm along the
line similar to [11]. The second is to clarify some properties, especially the
convergence, of our SVD algorithm.
This paper is organised as follows. In Section 2, we propose an algorithm
for computing a pair of singular value and singular vectors with the help of
Newton's method. In Section 3, we design an SVD algorithm based on the al-
gorithm in Section 2. We also discuss the convergence of our SVD algorithm.
In Section 4, we investigate some properties concerning the Jacobian matrix
appeared in our algorithm. In Section 5, we prove that our SVD algorithm
quadratically converges. Numerical examples are demonstrated in Section 6,
and in Section 7, conclusion is presented.
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2. An algorithm to compute a singular pair by solving hyperplane
constrained nonlinear system
Elgindi and Kharab [9] rst solve an eigenvalue problem by considering
a nonlinear system whose solutions are constrained on a hyperplane. The
nonlinear system, appeared in [11], is constrained that the solutions are on
dierent hyperplane. With reference to [9] and [11], we begin by deriving a
nonlinear system for a singular value and singular vectors.
Let A be real m-by-n matrix where m 6 n. The SVD of A is given by
A = UV T ;  = (S Om;n m) 2 Rmn;
S = diag(1; 2; : : : ; m) 2 Rmm; (1)
where the superscript T denotes the transposed and Om;n is m-by-n zero
matrix. Here U = (u1 u2    um) 2 Rmm, V = (v1 v2    vn) 2
Rnn are orthogonal matrices and S is diagonal matrix with diagonal en-
tries 1; 2; : : : ; m. In the case where m > n, it is easy to discuss the SVD
by considering AT . Each diagonal entry k in S is the singular value of A
and the vectors uk, vk are the singular vectors corresponding to k. The
vectors uk, vk are called the left, the right singular vectors, respectively. For
simplicity, let us call (k;uk;vk) the singular pair.
Equation (1) is also expressed as
Avk = kuk; A
Tuk = kvk;
kukk2 = 1; kvkk2 = 1; k = 1; 2; : : : ;m; (2)
Avk = 0; kvkk2 = 1; k = m+ 1;m+ 2; : : : ; n: (3)
All singular pairs (k;uk;vk) for k = 1; 2; : : : ;m and the right singular vec-
tors vk for k = m + 1;m + 2; : : : ; n are computable by solving (2) and
(3), respectively. The solutions of (3) are given by the orthonormal bases
of V?m, where Vk = span(v1;v2;    ;vk) is a real linear space spanned by
v1;v2; : : : ;vk, and V?k is the orthogonal complement of Vk. So, it is substan-
tially necessary to discuss how to compute only the singular pairs (k;uk;vk)
for k = 1; 2; : : : ;m. It is obvious that, for real , uk and vk are also the
solution of the 1st and the 2nd equations of (2). The 3rd and the 4th of
(2) are for the normalizations of uk and vk, respectively. Thus, for the
pair (k; kuk; kvk), we may impose the dierent constriction from the
normalizations kukk2 = 1 and kvkk2 = 1. Let u be on the hyperplane
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  = fu ju 2 Rm; (z;u) = Cg where z 2 Rm is a normal vector and C 6= 0
is a constant. Then, instead of (2), we derive
Av = u; ATu = v; (z;u) = C; (4)
where (; ) denotes inner product. The above discussion gives rise to the
following theorem for the solutions of (4).
Theorem 2.1. If z satises (z;uk) 6= 0 for k = 1; 2; : : : ;m, then the solu-
tions of (4) are
(;u;v) = (k; kuk; kvk) ; k =
C
(z;uk)
; k = 1; 2; : : : ;m: (5)
The 1st and the 3rd equations of (4) yield that  = (ATz;v)=C. Here we




; w = ATz: (6)
Moreover, (4) is rewritten as the quadratic nonlinear system














It is remarkable here that the solutions of (7) are equal to those of (4). By
combining it with Theorem 2.1, the solutions of (7) become (5). Thus, the
singular pairs are computable through solving nonlinear system (7) with the







where u(`), v(`) and x(`) denote the values of u, v and x at the iteration
number `, respectively. The sequence fx(`)g`=0;1;:::, whose limit becomes the
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solution of (7) as `!1 if converges, is given by
x(`+1) = (x(`)); (10)
(x) = x  (J(x)) 1H(x); (11)
J(x) =
  (v)Im A  uwTC 1
AT  (v)In   vwTC 1

: (12)
Here J(x) is the Jacobian matrix of H(x) and Ik is k-by-k identity matrix.
We obtain a remarkable property for the existence range of u(`) in x(`) as
below.
Lemma 2.2. Let u(`) in x(`) satisfy (z;u(`)) = C at some `. If J(x(`)) is
nonsingular, then u(`+1) in x(`+1), generated by (10), satises (z;u(`+1)) = C.
Namely, u(`+1) is also on the hyperplane   if u(`) is on  .
Proof. From (10) and (11), it follows that
J(x(`))(x(`+1)   x(`)) =  H(x(`)): (13)
Substituting (8) and (12) into (13), we have
 (v(`))u(`+1) + (A  u(`)wTC 1)v(`+1) =  (v(`))u(`); (14)
ATu(`+1)   ((v(`))In + v(`)wTC 1)v(`+1) =  (v(`))v(`): (15)
Equations (14) and (15) lead to
v(`+1) =  (v(`))(M + pqT ) 1p;
where M = ATA   (v(`))2In, p = ATu(`) + (v(`))v(`) and q =  wC 1.
Applying the Sherman-Morrison formula (cf. [12]), namely,










1  (w; v(`))C 1 ; v
(`+1) =   (v
(`))v(`)
1  (w; v(`))C 1 ; (16)
where v(`) = (ATA  (v(`))2In) 1(ATu(`) + (v(`))v(`)). It is of signicance
to note here that (16) is well-dened if J(x(`)) is nonsingular. See Section 4
5
for the nonsingularity of J(x(`)). Thus, by using w = ATz and (z;u(`)) = C,
from the 1st equation of (16), we derive
(z;u(`+1)) =
(z;u(`))  (z; Av(`))
1  (w; v(`))C 1 =
C   (w; v(`))
1  (w; v(`))C 1 = C:
Therefore, it is concluded that u(`+1) is also on the hyperplane   with u(`).

The following theorem is given by using Lemma 2.2 repeatedly.
Theorem 2.3. Let u(0) in x(0) be on the hyperplane  . If J(x(`)) is nonsin-
gular, then u(`) in x(`), generated by (10), are on   for ` = 0; 1; : : :.
Theorem 2.3 claims that u(`) in x(`) for ` = 0; 1; : : : are theoretically on
the hyperplane   with u(0) in x(0). In nite arithmetic, u(`) may not be
exactly computed. In other words, u(`+1), generated by (10), is not always
on  . So, for solving (7), we adopt the mapping from x(`) to x(`+1) given as





Here  is the same as in (11). By the mapping 	, u(`+1) in x(`+1) is surely
on the hyperplane  . Of course, u(0) in x(0) should be selected as (z;u(0)) =
C. If (z;u(0)) 6= C, then we replace x(0) with Cx(0)=(z;u(0)). The above
discussion leads to the theorem similar to Theorem 2.3.
Theorem 2.4. Let u(0) in x(0) be on the hyperplane  . If J(x(`)) is nonsin-
gular, then u(`) in x(`), generated by (17), are on   for ` = 0; 1; : : :.
Proof. Obviously, from (17), (18) and Theorem 2.3. 
Suppose that H(x(`)) converges to 0 as ` ! 1. Then x(`) converges to







At ` = `, if x(`
) satises
kH(x(`))k1 < "tolku(`)k1 (19)
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for small positive "tol, then ((v
(`));u(`
);v(`
)) becomes an approximation
of (k; kuk; kvk). Especially, in nite arithmetic, the mapping (17) stops at
` = `max even if (19) does not hold. The variable (v
(`)) sometimes becomes
negative in (17). In that case, we may replace v(`+1) with  v(`+1) for keeping
(v(`+1)) > 0.
The algorithm for a singular pair, by (6), (8), (9), (11), (12) and (17){
(19), is summarised as follows.
Algorithm 1.
Input: A 2 Rmn, u(0) 2 Rm, v(0) 2 Rn, z 2 Rm, C 2 R (C 6= 0),
"tol > 0, `max > 0.
Output:  > 0, u 2 Rm, v 2 Rn.
01. w := ATz, u(0) := Cu(0)=(z;u(0)), v(0) := Cv(0)=(z;u(0)),
(0) := (w;v(0))=C.
02. if (0) < 0 then (0) :=  (0), v(0) :=  v(0).





, ` := 0.
04. while (kH (`)k1 > "tolku(`)k1 and ` 6 `max)
05. J (`) :=
  (`)Im A  u(`)wTC 1













  (J (`)) 1H (`).
07. u(`+1) := Cu^(`+1)=(z; u^(`+1)), v(`+1) := Cv^(`+1)=(z; u^(`+1)).
08. (`+1) := (w;v(`+1))=C.







11. ` := `+ 1.
12. end
13. return (;u;v) := ((`);u(`);v(`))
The pair (;u;v) in the 13th line of Algorithm 1 also becomes the
solutions of (4). Namely, the pair (k; kuk; kvk) are computed by Algo-
rithm 1. The existence conditions of (J(x(`))) 1 in the 6th line are claried in
Section 4. Especially, we call the iteration from the 4th to the 12th Newton
type iteration as below. The iteration number of Newton type iteration is
counted on `, and then Newton type iteration coercively stops if ` becomes
7
larger than some integer `max.
3. An SVD algorithm based on solving hyperplane constrained
nonlinear systems
In this section, we propose an SVD algorithm for computing not only
a singular pair but also all singular pairs of rectangular matrix A by using
Algorithm 1 sequentially.
It is remarkable that the computable pair (;u;v) in the 13th line of
Algorithm 1 is changeable by the initial u(0), v(0). Theoretically, the other
pairs are computed by changing u(0), v(0). All singular pairs are accordingly
computed by using Algorithm 1 repeatedly. However, in Newton's itera-
tive method, the mapping from initial values to their limits generates fractal
graph (cf. [13]). Thus, it is not easy to select an initial value for a desired
singular pair. One of the settlement strategies is to introduce the continu-
ation method (cf. [10]). In [9], Elgindi and Kharab proposed the quadratic
method with the continuation method for all eigenpairs. By some numerical
experiments, it is observed that the quadratic method does not always con-
verge. Sometimes the computed eigenpairs are not with high accuracy even
if the quadratic method converges. It also seems to be not easy to apply the
continuation method as in [9] to the SVD problems. On the other hand, in
[11], some of the authors designed an algorithm, without the continuation
method, through solving nonlinear systems sequentially. In this section, we
derive a new algorithm for SVD along the line similar to [11].
Let us begin by giving a lemma for the solutions of (4).
Lemma 3.1. If z satises (z;uk) = 0, then the solutions of (4) are
(;u;v) = (i; iui; ivi); i = 1; : : : ; k   1; k + 1; : : : ;m:
Proof. Let us recall that C 6= 0 in (4). Since (z;uk) = 0, it is obvious that
u = uk is not a solution of (4). And then u = ui for i 6= k is the solution of
(4). 
Let Uk denotes Uk = span(u1;u2; : : : ;uk). Then the following theorem
holds immediately.
Theorem 3.2. Let U?k be the orthogonal complement of subspace Uk. If
z 2 U?k , then the solutions of (4) are
(;u;v) = (i; iui; ivi); i = k + 1; k + 2; : : : ;m: (20)
8
Theorem 3.2 implies that the solutions (20) exist in U?k . Suppose that
u1;u2; : : : ;uk are already obtained by Algorithm 1, and normal vector z of
  is given as z 2 U?k . Then we obtain the following theorem.







as `!1, then u satises u =2 Uk.
Proof. Obviously,   \ Uk = ;. Let us recall that u(`) 2   for ` = 0; 1; : : :
shown in Theorem 2.4. If x(`) converges to x, then u 2  , accordingly,
u =2 Uk. 
From Theorem 3.3, it turns out that u=kuk2 is not equal to u1;u2; : : : ;
uk. Thus, the pair (k+1;uk+1;vk+1) = ((v
);u=kuk2;v=kvk2) is dif-
ferent from the already obtained singular pairs. All singular pairs are com-
putable by selecting z from the orthogonal complement U?k and using Algo-
rithm 1 repeatedly. Therefore, a new SVD algorithm is given as follows.
Algorithm 2.
Input: A 2 Rmn, " > 0, C 2 R (C 6= 0), "tol > 0, `max > 0.
Output: U = (u1 u2    um) 2 Rmm, V = (v1 v2    vn) 2 Rnn,
 = (diag(1; 2; : : : ; m) On m;n).
01. for k = 1; 2; : : : ;m
02. Randomly select z 2 Rm, u(0) 2 Rm, v(0) 2 Rn.
03. Orthonormalize z to fu1;u2; : : : ;uk 1g by the Gram-Schmidt process.
04. Orthonormalize u(0) to fu1;u2; : : : ;uk 1g by the Gram-Schmidt
process.
05. Orthonormalize v(0) to fv1;v2; : : : ;vk 1g by the Gram-Schmidt
process.
06. Compute (;u;v) by Algorithm 1 with inputs A, u(0), v(0), z, C,
"tol, `max.
07. k := 
;uk := u=kuk2, vk := v=kvk2.
08. if (kAvk   kukk1 > " or kATuk   kvkk1 > ") then goto 02.
09. end
10. for k = m+ 1;m+ 2; : : : ; n
11. Randomly select vk 2 Rn.
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12. Orthonormalize vk to fv1;v2; : : : ;vk 1g by the Gram-Schmidt process.
13. end
14. return U := (u1 u2    um), V := (v1 v2    vn),
 := (diag(1; 2; : : : ; m) On m;n).
In the 2nd line, z is randomly given as z 2 Rm. The initial values u(0)
and v(0) in Algorithm 1 are also randomly given as u(0) 2 Rm and v(0) 2 Rn,
respectively. In the 3rd, z is orthonormalized to u1;u2; : : : ;uk 1, namely,
(z;ui) = 0 for i = 1; 2; : : : ; k 1, by the Gram-Schmidt process. Similarly, in
the 4th and the 5th, u(0) and v(0) are given as (u(0);ui) = 0 and (v
(0);vi) = 0
for i = 1; 2; : : : ; k  1, respectively. This is because that z 2 U?k 1, uk 2 U?k 1
and vk 2 V?k 1. In the 6th, (;u;v) is computed by Algorithm 1. A
singular pair (k;uk;vk) is given by the normalization of (
;u;v) in the
7th. In the 8th, we regard that Algorithm 1 does not converge, if the residual
norms kAvk   kukk1 and kATuk   kvkk1 are not smaller than ". And
then, we return to the 2nd. We try to recompute by changing u(0), v(0)
and z. From the 10th to the 13th, the solutions of (3) are computed from
vk 2 V?k 1 for k = m+ 1;m+ 2; : : : ; n.
From Theorem 3.3, we derive the following theorem for Algorithm 2 im-
mediately.
Theorem 3.4. All of singular pairs of A are computable if Algorithm 1 al-
ways converges in Algorithm 2.
Theorem 3.4 shows that the convergence of Algorithm 2 is dependent on
that of Newton type iteration in Algorithm 1. The convergence condition of
Newton type iteration is discussed in the following sections.
4. Nonsingularity and boundedness of Jacobian matrix
In order to analyse the convergence of Newton type iteration in the later
section, it is necessary to prove that the Jacobian matrix J(x) is nonsingular
and bounded. In this section, we clarify the nonsingularity of J(x) in the
both cases x = kxk and x 6= kxk. Simultaneously, the boundedness of
J(x) is also shown.
Note that fu1;u2; : : : ;umg, fv1;v2; : : : ;vng are orthonormal bases of













Of course, ~ui = (ui;u); ~zi = (ui; z) for i = 1; 2; : : : ;m and ~vi = (vi;v)
for i = 1; 2; : : : ; n. With those notation, we give a lemma for the Jacobian
det(J(x)).












where ij is the Kronecker's delta.






= det(P ) det(S  RP 1Q); (23)
where P is a nonsingular square matrix. Let P =  (v)Im, Q = A  
uwTC 1, R = AT and S =  (v)In   vwTC 1 in (23). Comparing it with
(12), we derive
det(J(x))
= ( 1)m(v)m n det  (ATA  (v)2In)  (ATu+ (v)v)wTC 1 :
Let ~ui; ~vi and ~zi be the ith entries in ~u; ~v and ~z, respectively. Then, from
(21), u = U ~u, v = V ~v and z = U ~z. Let us recall that A = UV T and
w = ATz. Then ATA = V TV T , wT = ~zTV T and ATu = V T ~u. By
taking account that det(V ) det(V T ) = 1, it follows that
det(J(x)) = ( 1)m(v)m n
 det  (T  (v)2In)  (T ~u+ (v)~v)~zTC 1 : (24)
Moreover, by adjusting the determinant in the right-hand side of (24),






where the (i; j) entry in ~P is given by ~Pij = (
2
i   (v)2)ij   (i~ui +
(v)~vi)j~zjC
 1. Substituting det( (v)2In m) = ( 1)n m(v)2(n m) into
(25), the Jacobian det(J(x)) becomes ( 1)n(v)n m det( ~P ). Namely, we
have (22). 
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Lemma 4.1 leads to the next theorems for the nonsingularity of the Ja-
cobian matrix J(x).
Theorem 4.2. Suppose that z satises (z;uk) 6= 0. If the singular values
of A are distinct and not zero, then the Jacobian matrix J(x) is nonsingular
at x = kxk.
Proof. Let u = kuk, v = kvk in (22). Noting that (kvk) = k,

























(2i   2k); (26)
where
Q
i 6=k denotes the product for i = 1; : : : ; k 1; k+1; : : : ;m. Obviously,
from (26), J(kxk) is nonsingular. 
The nonsingularity of J(x) at x 6= kxk is shown in the following theo-
rem.



















Proof. Let us dene ~M; ~p and ~q by














1CCCA ; ~qi =  i~ziC 1: (30)
Then, from Lemma 4.1,
det(J(x)) = ( 1)n(v)n m det( ~M + ~p~qT ): (31)
In the case where ~M is nonsingular, it is easily proved (cf. [12]) that
det( ~M + ~p~qT ) = det( ~M)(1 + (~q; ~M 1~p)):
Let adj( ~M) denote the adjoint matrix of ~M . Since ~M 1 = adj( ~M)= det( ~M),
it follows that
det( ~M + ~p~qT ) = det( ~M) + (~q; adj( ~M)~p): (32)
Also, in the case where ~M is singular, (32) holds. From (28), it is obvious
that






























This implies that J(x) is nonsingular if and only if (27) holds. 
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The case where x = kxk in Theorem 4.3 yields Theorem 4.2 immediately.
From Theorems 4.2 and 4.3, we also derive a theorem for the boundedness
of the inverse of J(x).
Theorem 4.4. If (27) holds, then there exists a positive constant M1 such
that k(J(x)) 1k 6M1.
Proof. Theorem 4.3 guarantees the existence of (J(x)) 1 and j det(J(x))j6=
0. Note here that(J(x)) 1 6 1j det(J(x))j kadj(J(x))k :
Since j det(J(x))j and kadj(J(x))k are bounded, we have k(J(x)) 1k 6M1.

As a result, it is shown that the Jacobian matrix J(x) is nonsingular
and bounded at x = kxk if A has distinct and nonzero singular values.
The Jacobian matrix J(x) is also generically nonsingular and bounded at
x 6= kxk. It is concluded that, in Algorithm 1, (J(x(`))) 1 and x(`) are
generically computable for all `.
5. Quadratic convergence
It is well-known [14] that standard Newton's method quadratically con-
verges if the Jacobian matrix is invertible. Algorithm 1 is easily expected to
have the local convergence similar to Newton's method, since the algorithm
is based on the Newton's method. In this section, we clarify the asymptotic
behaviour of Algorithm 1 by regarding the mapping from x(`) to x(`+1) as a
composition of two mappings.
We rst give two lemmas concerning the relations of H(x) in (8) and
(x) in (11) to the Jacobian matrix J(x).
Lemma 5.1. H(x) satises





































On the right-hand side, the 1st term is just to H(x). The 2nd includes the
Jacobian matrix J(x) in (12). From the denition of () in (6), the 3rd
becomes (v)x. Thus, we have (34). 
Lemma 5.2. As kxk ! 0, (x+x) is given by
(x+x)
= (x)  (J(x)) 1J 0(x)(J(x)) 1H(x)  (v)(J(x)) 1x

















Proof. From the denition () in (6) and J(x) in (12), it follows that
J(x+x) = J(x)  J 0(x): (37)




  (J(x)  J 0(x)) 1(H(x) + J(x)x  (v)x): (38)
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Note here that (J(x)  J 0(x)) 1 = [Im+n   (J(x)) 1J 0(x)] 1(J(x)) 1 in






= (x)  (J(x)) 1J 0(x)(J(x)) 1H(x)
+ (J(x)) 1((v)Im+n   J 0(x))x
  [(J(x)) 1J 0(x)]2(J(x)) 1H(x) + (kxk3): (39)
Obviously, from (36), ((v)Im+n J 0(x))x =  (v)x. By combin-
ing it with (39), we have (35). 
We next show a theorem for the convergence of  with the help of Lemma
5.2.
Theorem 5.3 (Quadratic convergence of ). Let z satisfy (z;uk) 6= 0.
Suppose that x(0) is suciently close to kxk. Then x
(`), generated by (10),
quadratically converges to kxk as `!1.







Let x = x and x = x(`) x in (35). Noting thatH(x) = 0, (x) = x
and x(`+1) = (x(`)), it follows that
x(`+1)   x =  (v(`)   v)(J(x)) 1(x(`)   x) + (kx(`)   xk3):
Here, there exists some positive constant M2 such that








6 M2kx(`)   xk: (40)
Since k(J(x)) 1k 6M1, we have
kx(`+1)   xk 6M1M2kx(`)   xk2: (41)
The inequality (41) signies that x(`) quadratically converges to x as `!1.

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Finally, we clarify that Algorithm 1 also quadratically converges. As
shown in Section 2, u(`+1) is always on the hyperplane   by the mapping 	
in (18) after the mapping  in (11). By analyzing the composition 	  
along the line similar to Theorem 5.3, we obtain the following theorem for
the convergence of Algorithm 1.
Theorem 5.4 (Quadratic convergence of Algorithm 1). Let z satisfy
(z;uk) 6= 0. Suppose that x(0) is suciently close to kxk. Then x(`),
generated by (17), quadratically converges to kxk as `!1.
Proof. Let us here consider a Taylor series of 	(x + x). Since (z;u +










































Let us here dene x(`) = x(`)   x. Let x = x and x = x(`) in (35).
Then, from H(x) = 0 and (x) = x, it follows that








Let x = x and x =  (v(`))(J(x)) 1x(`) + (kx(`)k3) in (42).













Thus, the dierence between x(`+1) = 	((x(`))) and x is evaluated as
kx(`+1)   xk
6












Therefore, by using (40) and Theorem 4.4, we have the inequality
kx(`+1)   xk 6M1M2M3kx(`)   xk2; (46)
which claims that x(`) quadratically converges to x. 
According to Theorem 3.4, if Algorithm 1 converges, then Algorithm
2 also converges. The quadratic convergence of Newton type iteration in
Algorithm 1 is shown in Theorem 5.4. In concluding, Algorithm 2 has, so to
speak, sequentially the quadratic convergence.
6. Numerical examples
In this section, we make sure that Algorithm 1 quadratically converges
and SVD is computable by Algorithm 2 through numerical examples. In
addition, we show the orthogonality of computed singular vectors. Numeri-
cal examples have been carried out on our computer with CPU: Intel Core
i7 3.20GHz, Memory: 3GB, OS: Linux kernel 2.6.26 and Compiler: gcc
4.3.2. The parameters in Algorithm 2 are given as C = 1, "tol = 10
 13,
" = 10 12 and `max = 50. We compute with double-precision oating point
arithmetic. We also adopt CLAPACK 3.0 [15] routine dgesv for computing
only (J (`)) 1H(`) in the 6th line in Algorithm 1.
The target matrices A 2 Rmn of SVD are given by the product of two
orthogonal matrices U 2 Rmm, V 2 Rnn and  = (diag(1; 2; : : : ; m)
On m;m) 2 Rmn in nite arithmetic, namely, A = UV T . The orthogonal
matrices U , V are randomly chosen. It is worth noting that the singular
values of A become 1; 2; : : : ; m. In other words, we can prepare the target
matrices A with the desired singular values.
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Figure 1: A graph of the iteration number ` (x-axis) and the value of (`) (y-axis) in
Newton type iteration when all the singular pairs of A1 are computed by Algorithm 2.
The symbols , 4, 5 and  are in the processes for computing the 1st, the 2nd, the 3rd
and the 4th singular pairs, respectively.







Figure 2: A graph of the iteration number ` (x-axis) and the residual norm E(`) (y-axis)
in Newton type iteration when all singular pairs of A1 are computed by Algorithm 2. The
symbols , 4, 5 and  are in the processes for computing the 1st, the 2nd, the 3rd and
the 4th singular pairs, respectively.
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Figure 3: A graph of the iteration number ` (x-axis) and the residual norm E(`) (y-axis) in
Newton type iteration when all singular pairs of A2 are computed by Algorithm 2. Every
plot is in the process for computing the 1st, the 2nd, : : :, the 30th singular pair.
In rst example, we use the matrix A1 2 R46, given as the above, with
the singular values 1 = 1, 2 = 2, 3 = 3 and 4 = 4. Let us recall that
` is the iteration number of Newton type iteration and (`) in Algorithm 1
converges to one of the singular values as ` ! 1 theoretically. Moreover,
k in Algorithm 2 is regarded as a counter such that the kth singular pair is
being computed by Algorithm 2. It is remarkable here that the kth singular
pair does not always become the pair of the singular value k and the singular
vectors corresponding to k. In fact, in this example, the 1st, the 2nd, the
3rd and the 4th singular pairs are the singular pairs related to 2 = 2, 3 = 3,
1 = 1 and 4 = 4, respectively. Figure 1 shows the behaviour of 
(`) as the
iteration number ` grows in the processes for computing the 1st, the 2nd,
the 3rd and the 4th singular pairs, respectively. As shown in Figure 1, in the
process for the 1st singular pair, (`), plotted as, converges to 2 = 2 by 8
times Newton type iterations. In the process for the 2nd, (`), plotted as 4,
converges to 3 = 3 by 6 times iterations. Similarly, in the process for the
3rd and the 4th, (`), plotted as 5 and , converge to 1 = 1 and 4 = 4
by 6 times and 7 times iterations, respectively. Thus, it turns out that all
singular pairs are computed by Algorithm 2. It is remarkable here that the
iteration number ` has not been beyond `max = 50, and that Newton type
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iteration has not stopped coercively. For the observation of convergence rate,




Figure 2 describes that the residual norm E(`) becomes smaller as the it-
eration number ` increases in the processes for the 1st, the 2nd, the 3rd
and the 4th singular pairs, respectively. We see from Figure 2 that Newton
type iteration, namely, Algorithm 1 quadratically converges in every process.
Algorithm 2, by the way, requires 0.003 seconds for the SVD of A1. The
orthogonality of computed singular vectors is evaluated as
EOU = max
i;j=1;2;:::;m
j(ui;uj)  ijj ; EOV = max
i;j=1;2;:::;m
j(vi;vj)  ijj : (48)
In this example, EOU = 1:1  10 16 and EOV = 6:6  10 17. This implies
that the computed singular vectors have extremely high orthogonality.
In second example, we provide the matrix A2 2 R3060 whose singular
values are given by i = 1 (1 10 7)(i 1)=29 for i = 1; 2; : : : ; 30. It should
be emphasised that the condition number of A2 is comparatively large as
107. Here the condition number is the ratio of the maximal singular value
to the minimal one. Figure 3 demonstrates the relationship between the
iteration number ` and the residual norm E(`) in the processes for the 1st,
the 2nd, : : :, the 30th singular pairs, respectively. Figure 3 suggests that the
maximal iteration number of Newton type iteration is 15 and every Newton
type iteration quadratically converges. As in rst example, Newton type
iteration has not failed to compute the singular pair. Of course, all singular
pairs are computed by Algorithm 2. It takes 0.137 seconds for the SVD
of A2. With respect to the orthogonality of the computed singular vectors,
EOU = 3:8  10 13 and EOV = 3:8  10 13. It is also veried that the
computed singular vectors have high orthogonality.
7. Conclusion
In this paper, we propose a new SVD algorithm based on solving non-
linear systems whose solutions are constrained on hyperplanes. To compute
each pair of singular value and singular vectors, Newton type iteration is
repeatedly employed in our SVD algorithm. The characteristic parameter
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in Newton type iteration, namely, normal vector of hyperplane is given from
the orthogonal complement of subspace spanned by already obtained singular
vectors.
We rst show that all pairs are computable if Newton type iteration al-
ways converges in our SVD algorithm. We next clarify the nonsingularity and
the boundedness of the Jacobian matrix appeared in Newton type iteration.
It is shown that the Jacobian matrix is generically nonsingular and bounded
if target matrix of SVD has distinct nonzero singular values. Finally, we
prove that Newton type iteration quadratically converges by taking account
of the nonsingularity and the boundedness of the Jacobian matrix. It is
concluded that our SVD algorithm has sequentially quadratic convergence.
We also demonstrate some numerical examples for observing the be-
haviour of our SVD algorithm. Newton type iteration does not fail to con-
verge, and then its quadratic convergence is veried. Simultaneously, we
conrm that computed SVD by our algorithm is with high accuracy.
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