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Abstract
In this thesis we use the framework of adaptive dynamics and
bifurcation analysis to study evolution with a spatially explicit pop-
ulation model in an abiotic environment that changes over geological
timescales. Essentially, this process models the fossil record. In
accordance with previous studies, we ﬁnd that branching on an
environmental gradient occurs when the environmental gradient is not
too steep or shallow. Even though branching on a steep gradient is
not possible for a monomorphic population, we ﬁnd an interesting
evolutionary hysteresis eﬀect: depending on environmental history
it is possible for a polymorphic population to evolve and inhabit
a steep environmental gradient on which monomorphic branching
does not occur. Further, we ﬁnd that it is typically intermediate
phenotypes that undergo branching. Here evolution occurs through
small mutational steps and via an invasion-substitution sequence.
However, over the timescales of the fossil record this gradual evolution
may appear as punctuated. In a slowly changing environment
intermediate phenotypes are also more prone to extinction, whereas
in a fast changing environment extreme phenotypes are seen to be in
greater danger. We use this modeling approach to study a partially
unexplained pattern of diversiﬁcation of hoofed mammals in Eurasia
during the Late Miocene (11-5 Ma).
We also use game theoretical methods to study the evolution of
trade-oﬀs: another pattern ubiquitous in nature. Speciﬁcally, we
model an annual plant population and study the correlation of seed
size and germination time. We do not assume any physiological
constraints on the production of seeds of any combination of size and
germination time. However, we ﬁnd that typically an Evolutionarily
Stable Strategy is such that a correlation emerges between the two.
This raises the general question whether trade-oﬀs observed in nature
are caused by physiological constraints or whether they are just
implementations of an evolutionarily beneﬁcial strategy.
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1 Introduction
It is diﬃcult to observe evolution directly. Typically, the time scales involved
are simply so long that it is diﬃcult to “see” evolution with one’s own eyes
in a single lifetime (let alone by the duration of a normal research grant!).
However, paleontological studies of fossils oﬀer us a record of biological
evolution on Earth. Much has been learned from this fossil record, but
unfortunately the data it carries is very sparse. This is where mathematical
modeling can oﬀer great assistance and it is the goal of this thesis to do just
so. We use and develop methods that model the processes behind patterns
observed in the fossil record to gain more understanding of the mechanisms
that have created the observed historical chain of evolution.
In general, teeth are an important part of the fossil record because they
preserve relatively well. Fortelius et al. (2002) used data on fossilized
mammal teeth to investigate climatic conditions in Eurasia from 24 to 2
million years ago. To do this, they used molar crown height as a proxy to
evaluate aridity: hypsodonty (high molar crowns) is seen as an adaptation for
eating abrasive food that is typically found in dry environments (Janis and
Fortelius 1988) and therefore the height of molar crowns in fossilized teeth
can be used to evaluate the environment in which they existed. Previously,
Bernor et al. (1996) analyzed an extensive amount of data to study patterns
of mammal evolution also in Neogene (23-2 Ma) Eurasia. Together, these
types of studies give us a good idea in speciﬁc cases of how evolution
proceeded and under what kind of environmental conditions. However,
it is important not to just understand how evolution has proceeded, but
also why it occurred as it did. In this thesis we begin to bridge the
gap between mathematical studies of evolution and empirical observations
of actual evolution over geological time scales. We develop methods to
analyze how patterns of phenotypic diversiﬁcation and adaptive radiation
observed by Bernor et al. (1996) can be explained by mathematical models
of evolution in a changing environment. This also allows us to study
the eﬀects of environmental change on evolution in general and to make
predictions as to how diﬀerent types of environmental change would aﬀect
evolution. We model herbivore populations living on an environmental
gradient and since herbivore populations are naturally dependent on the
existing plant populations we also study the evolutionary strategies of annual
plant populations.
The main focus of this thesis is to mathematically model and analyze
diﬀerent patterns of evolution. In article (I) of this thesis we model the
fossil record by using a mathematical framework known as adaptive dynamics
(Metz et al. 1992, 1996, Dieckmann and Law 1996, Geritz et al. 1998). We
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develop an idea that has been introduced before (Rand and Wilson 1993,
Geritz et al. 2004) but has not yet been fully explored: the use of bifurcation
plots of adaptive dynamics to model the fossil record of a species living in
a slowly changing environment. We use this approach to investigate how
environmental change over geological timescales aﬀects patterns of evolution
and extinction as seen in the fossil record.
Article (II) of this thesis represent a collaboration between mathemati-
cians and paleontologists. This type of interdisciplinary work is valuable
as it combines theoretical work on evolution with data and knowledge from
an actual account of natural evolution: the fossil record. Our approach
starts with low-level processes that describe ecology (from individual to
population level behavior). Then, we track the phenotypic evolution of the
model population and ﬁnally predict branching and extinction patterns on
the macroevolutionary level (modeling the fossil record). We use a spatially
explicit population model to study a speciﬁc pattern of the fossil record
reported by Bernor et al. (1996), which is the spread and diversiﬁcation of
hoofed mammals in Eurasia during the Late Miocene (11-5 Ma).
Article (III) concentrates on a diﬀerent type of pattern: we use methods
from evolutionary game theory to investigate the emergence of tradeoﬀs in
nature. We use a speciﬁc model for studying the evolution of seed size and
germination time for an annual plant population. However, the question
we ask applies much more generally: are tradeoﬀs found in nature simply
consequences of physiological constraints or are they correlations that have
evolved as evolutionarily successful strategies?
This introductory text of the thesis reviews several of the concepts and
techniques used in the articles. It is organized as follows. Section two
gives an introduction to mechanistic modeling and derives the reaction-
diﬀusion type population model used in articles (I) and (II). Section three
gives a brief overview on reaction-diﬀusion equations and their use in
mathematical biology (particularly ecology). It also contains a derivation
of the diﬀusion equation. Section four discusses game theory and its
application to evolutionary problems and introduces key concepts such as the
Evolutionarily Stable Strategy. Section ﬁve gives an introduction to one of
the major ingredients of the thesis: adaptive dynamics and its main concepts.
Section six gives some remarks on diﬀerent deﬁnitions of Evolutionarily
Stable Strategies and how this is relevant in article (III). Section seven gives
an example case study of mechanistic modeling and adaptive dynamics that
also illustrates the thematic connections of all the three articles of the thesis.
Section eight describes some of the numerical methods that were used in this
thesis. Section nine discusses the results of the three articles of this thesis.
2
2 Mechanistic modeling
This section describes how mechanistic modeling is used to derive the
population model used in Articles (I) and (II). The basic principle of
mechanistic modeling is to start from the behavior of individual organisms
and then to derive a population model that describes the behavior of the
whole population. This approach ensures that every model parameter has an
interpretation as something that individual organisms can do or as something
that can happen to them. Essentially, the behavior of an individual is
described as a number of independent Poisson processes, i.e., a given type
of event (or reaction) occurs at a ﬁxed rate so that the probability of k
such events occurring in unit time is Poisson distributed. These events can
be for example giving birth, dying or interacting with another individual.
Interactions between two individuals are assumed to happen according to
the law of mass action, i.e., proportional to the densities of the given types
of individuals. Assuming a large number of particles, it is possible to use the
law of large numbers to derive a mathematical formula that describes the
deterministic density changes of the population as a whole.
Now assume the following elementary reactions:
n
β−→ n+ n (2.1)
n
γ−→ ∅ (2.2)
n+ n
2α−−→ n, (2.3)
where β, γ and α are positive constants. Reaction (2.1) models the
asexual birth of a new individual from a single parent, reaction (2.2) models
the natural death of an individual and reaction (2.3) models a conﬂict
(interaction) between two individuals, which results in the death of one of the
individuals. From these reactions the following population model is derived:
dn
dt
= (β − γ)n− αn2. (2.4)
2.1 Spatial heterogeneity and movement
So far, the population described by the model (2.4) is “well-mixed”, i.e., each
individual has the same probability of interacting with any other individual.
Now, assume a bounded, one-dimensional habitat [0, 1]. Further, assume
that individuals move randomly, which can be modeled as a diﬀusion process
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(see section 3.2). We can then add these components to equation (2.4) to
get the following partial diﬀerential equation (PDE):
∂n
∂t
= (β − γ)n− αn2 +D∂
2n
∂x2
, (2.5)
where D is the diﬀusion coeﬃcient and x ∈ [0, 1]. Also, initial and
boundary conditions need to be deﬁned. For biologically relevant models, the
population density n should always be non-negative. Therefore, we restrict
the set of possible initial conditions to n0(x) := n(0, x) > 0. Further, we
choose the Neumann boundary condition (“no-ﬂux” boundary condition)
∂n
∂x
= 0, for x = 0 and x = 1. (2.6)
This models a situation where individuals are forced to turn around when
they come across the boundary. Thus, all individuals remain “bottled up”
within the interval [0, 1] and cannot leave. For example, this would model a
population on an island or continent with individuals not willing or able to
swim across the surrounding sea.
We can add spatial heterogeneity by making the model parameters
depend on the spatial location x. Assuming a function β(x) that varies
across the interval [0, 1] models a situation where those parts of the physical
landscape that have high values of β are better in terms of reproduction
than those with low values of β. Similarly, high values of γ would signify
more dangerous locations, high values of α would indicate locations over
which individuals compete more ﬁercely and high values of D would model
locations that are easier to travel in (movement is faster).
Let f(x) := β(x)− γ. Then, a complete population model is given by
∂n
∂t
= f(x)n− αn2 +D∂
2n
∂x2
(2.7)
∂n
∂x
= 0, for x = 0 and x = 1 (2.8)
n(0, x) = n0(x) > 0. (2.9)
Essentially, this is the population model employed in articles (I) and (II).
The only diﬀerence is that in the aforementioned articles f is assumed to
depend explicitly on the abiotic environment (which depends on x) and on
the individual’s phenotypic trait value.
It is typically assumed that interference competition in physical space
decreases the further away individuals are from each other. A common
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approach in ecological models is to assume a competition kernel describing
the level of competition between individuals depending on their relative
distance in physical space. In contrast, in the model (2.7) - (2.9) individuals
in locations x and x+ do not interact no matter how small  is. However, the
model can be seen as the limiting case of when the size of the physical space
is large compared to the size of the area in which individuals compete and
when individuals move relatively fast locally compared to their movement on
the larger physical scale. The Appendix of article (II) describes how these
limits are taken in more detail.
3 Reaction-diﬀusion equations in ecology
As seen in the previous section, a signiﬁcant part of this thesis deals with a
population model that is given by a reaction-diﬀusion equation. This section
gives a brief review on how these types of models have been used in ecological
studies in the past. Also, a derivation of the diﬀusion equation is given.
3.1 Background
A reaction-diﬀusion equation is a partial diﬀerential equation with the general
form
∂ n(x, t)
∂t
= F (x, t, n(x, t)) +
∂
∂x
(
D(x, t, n(x, t))
∂ n(x, t)
∂x
)
. (3.1)
Often it is assumed that the diﬀusion coeﬃcient D is a constant and F , the
reaction part of the equation, depends only on n and possibly on spatial
location x as well.
The use of reaction-diﬀusion equations in biological context dates back to
the 1930s. Fisher (1937) studied the invasion of an advantageous gene using
the method of traveling wave solutions in his paper. Also Kolmogorov et al.
(1937) studied the same model around this time.
Skellam (1951) was the ﬁrst to use reaction-diﬀusion equations to model
population dynamics coupled with random movement of individuals. He
also found empirical justiﬁcation for modeling movement by diﬀusion by
investigating data from the spread of the muskrat in Central Europe during
the early 1900s. Further, he found that in a favourable habitat surrounded by
hostile environments (i.e., using Dirichlet boundary conditions) there exists
a critical value for the habitat size that must be exceeded for a population
to be viable (for an application, see Ludwig et al. 1979).
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Turing (1952) studied pattern formation and diﬀusive (Turing) instability.
He showed that under certain circumstances adding diﬀusion to a system
of ordinary diﬀerential equations causes a stable equilibrium to become
unstable. Later, instability in ecology has been studied for example by Segel
and Jackson (1972) and Levin (1974).
Reaction-diﬀusion type models have been used to study species com-
petition (Shigesada et. al 1979, Mimura and Kawasaki 1980, Shigesada
and Roughgarden 1982 and Pacala and Roughgarden 1982), population
viability under diﬀerent types of dispersal in heterogeneous environments
(Gurney and Nisbet 1975, Namba 1980) and invasions of species entering
new environments (Shigesada et al. 1986, Shigesada and Kawasaki 1997).
Recently, reaction-diﬀusion models have been used in studies of evolution on
environmental gradients (Mizera and Meszena 2003, Leimar et al. 2008; also,
see article (I) and references therein). Other recent studies include work on
evolution of co-operation (Korolev 2013), ecology of kleptoparasitism (Cosner
and Nevai 2015) and how movement behavior near habitat edges aﬀects
population dynamics (Maciel and Lutscher 2013). Cosner (2014) reviews
evolution of dispersal via reaction-diﬀusion type equations and Lam et al.
(2015) study evolution of dispersal in advective environments.
The books by Okubo and Levin (2001) and Cantrell and Cosner (2003) are
good introductions to reaction-diﬀusion models in ecology. General theory of
reaction-diﬀusion equations is discussed by Smoller (1983). Henry (1981) and
Smith (1995) discuss reaction-diﬀusion models in the context of dynamical
systems. Pao (1992) reviews monotone iterative techniques (upper and lower
solutions) for the analysis of reaction-diﬀusion equations.
3.2 Derivation of the diﬀusion equation
The diﬀusion equation can be derived in several ways (several derivations
are given by each of Murray 1989, Okubo and Levin 2001, and Cantrell
and Cosner 2003). Here, one such derivation is presented that uses ﬁnite
diﬀerence approximations. While the derivation is standard, it is included
here for the added beneﬁt of introducing the method of ﬁnite diﬀerences.
This is a useful tool for numerical approximation of solutions of reaction-
diﬀusion equations (and applies more generally), which is a topic that is
covered in more detail in section 8.2.
Assume that individuals move on a one-dimensional space and each
individual moves a distance Δx between time intervals Δt. Let n(t, x) denote
the population density at location x at time t. Assume that at each time
step each individual moves either to the right with probability 1/2 or to the
left with probability 1/2. Then, the population density at location x at time
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t+Δt is
n(t+Δt, x) =
1
2
n(t, x−Δx) + 1
2
n(t, x+Δx). (3.2)
Subtracting both sides with n(t, x), dividing both sides with Δt and
expanding the right-hand side with 2(Δx)2 gives
n(t+Δt, x)− n(t, x)
Δt
=
(Δx)2
2Δt
n(t, x+Δx)− 2n(t, x) + n(t, x−Δx)
(Δx)2
.
(3.3)
Note that
n(t, x+Δx)− 2n(t, x) + n(t, x−Δx)
(Δx)2
(3.4)
is the central ﬁnite diﬀerence approximation of ∂2n/∂x2. Now we can take
the limits Δx and Δt going to zero. However, this should be done in a speciﬁc
way such that
lim
Δx→0,Δt→0
(Δx)2
2Δt
= D (3.5)
where D is ﬁnite. When the limits are taken in this way, equation (3.3)
becomes
∂n
∂t
= D
∂2n
∂x2
, (3.6)
which is the classic diﬀusion equation (heat equation) with a diﬀusion
coeﬃcient D. From (3.5) it can be seen that D is half of the squared length
of the path traveled by an individual per unit of time. It can also be seen
that the speed of an individual
Δx
Δt
=
√
(Δx)2
Δt
1
Δt
(3.7)
goes to inﬁnity when the limits (3.5) are taken. Indeed, the behavior of
the diﬀusion equation is such that after release of a point source mass,
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the population density distribution immediately spreads so that some small
density can be found arbitrarily far away from the original release point.
Other models have been derived that lack the unrealistic property of inﬁnite
speed, e.g. the telegraph equation (Goldstein 1951):
a
∂2n
∂t2
+ b
∂n
∂t
= c
∂2n
∂x2
, (3.8)
where a, b and c are constants. Holmes (1993) found that the predictions of
the diﬀusion and telegraph models diﬀer greatly when high population growth
and low movement rates were assumed. However, she also found that for
realistic parameter values estimated from several natural animal populations
the predictions of both models were very similar (see also Okubo and Levin
2001, pages 134-136).
The derivation of the diﬀusion equation can also be done in a similar
manner as above by taking the Taylor expansion of the right-hand side of
n(t, x) =
1
2
n(t−Δt, x−Δx) + 1
2
n(t−Δt, x+Δx), (3.9)
to get
∂n
∂t
=
(Δx)2
2Δt
∂2n
∂x2
+
Δt
2
∂2n
∂t2
+ h.o.t. (3.10)
Then, taking the same limits as in (3.5) results in the second term on the
right-hand side and all the higher-order terms (h.o.t.) to vanish resulting in
the diﬀusion equation (3.6).
4 Game theory
Game theory is the backbone of this whole thesis. It is the foundation upon
which the framework of adaptive dynamics (section 5) has been built, which
itself is a central method of this thesis. While articles (I) and (II) are
applications of adaptive dynamics, it is article (III) which is the clearest
application of game-theoretical concepts. However, in a subtle way also
adaptive dynamics is present in article (III), but this is a point on which
will be returned in section 6.
Section 4.1 brieﬂy introduces some basic game theoretical concepts for
two-player games with a discrete strategy set Ω. The generalization of the
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concepts for n-player games is straightforward. Article (III) of this thesis uses
similar concepts as here but in a more general setting, where Ω is continuous
and strategies are probability measures. Section 4.2 introduces some basic
concepts from evolutionary game theory, notably the Maynard Smith (1982)
deﬁnition of an evolutionarily stable strategy (ESS). The notion of an ESS
is also central in the framework of adaptive dynamics as will be discussed in
section 5. Further, the Maynard-Smith and adaptive dynamics deﬁnitions of
an ESS are compared in section 6.
4.1 Some basic game theoretical concepts
A game may be deﬁned as “a model of a situation of conﬂict of interests where
the pay-oﬀ to one player depends not only on his own strategy but also on
the strategies of the other players” (Geritz 2011). Before game theoretical
analysis can be done, there are three main components that need to be deﬁned
ﬁrst: the strategies available for each player, pay-oﬀs and a solution concept.
In the following, each of these will be brieﬂy described.
Let X = {x1, ..., xn} and Y = {y1, ..., ym} be the set of pure strategies for
player A and B, respectively. A pure strategy means that a player will play
that strategy with probability one. On the other hand, a mixed strategy x
assigns some probability pi for playing strategy xi for each i ∈ {1, ..., n}, i.e.,
x = {p1, ..., pn} such that pi ≥ 0 for all i and
∑
i pi = 1 (similarly for player
B). If x is a mixed strategy, then the support of x consists of all the pure
strategies xi for which pi > 0, i.e., supp(x) = {xi : pi > 0}.
Let Sx(X) and Sy(Y ) be the set of all probability mass functions on
X and Y , respectively. In a two-player game where player A has strategy
x ∈ Sx(X) and player B has strategy y ∈ Sy(Y ) the payoﬀs are given by
W (x, y) : Sx(X) × Sy(Y ) → R2. Let W1(x, y) and W2(x, y) denote the
payoﬀs for player A and player B, respectively.
Having deﬁned the strategy sets and the pay-oﬀs for the players, a solution
concept is still needed. One important and well-known solution concept is
the Nash equilibrium, which is also employed in article (III) (also, see section
6 for further discussion).
Deﬁnition 4.1. A strategy pair (x∗, y∗) is a Nash equilibrium if and only if
W1(xi, y
∗) ≤ W1(x∗, y∗) and (4.1)
W2(x
∗, yj) ≤ W2(x∗, y∗) (4.2)
for all i = {1, ..., n} and for all j = {1, ...m}.
The Nash equilibrium strategies x∗ and y∗ are the best responses to each
other.
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4.2 Evolutionary game theory
An important application of game theory is in studying evolution. In a
typical example of evolutionary game theory it is assumed that there exists a
population of individuals (players) that engage in pairwise contests (a game),
where opponents are assigned randomly from the population. The outcome
of the contest aﬀects the ﬁtnesses of both individuals. It is assumed that
reproduction is asexual and that the oﬀspring of an individual inherit the
same strategy as the parent. Selection is imposed on the population so that
strategies with higher ﬁtness become more frequent in the population and
low ﬁtness strategies become less frequent, possibly going extinct eventually.
The strategy of a player can be thought of as a phenotype, i.e., some
physical trait or pattern of behavior. The size of the beak for birds or the
color of fur for cats are examples of physical traits or phenotypes. Whether
an individual is aggressive or passive is an example of a behavioral phenotype.
An important solution concept in evolutionary game theory is the
Evolutionarily Stable Strategy (ESS) deﬁned by John Maynard Smith (1982:
p. 10) as “a strategy such that, if all members of a population adopt it,
then no mutant strategy could invade the population under the inﬂuence of
natural selection”. In the context of inﬁnite population size and replicator
dynamics, the following may be given as a condition for an ESS: if for every
y = x
W1(y, x) < W1(x, x) (4.3)
or
W1(y, x) = W1(x, x) and W1(y, y) < W1(x, y), (4.4)
then x is an ESS. Equation (4.3) is known as the ﬁrst ESS condition and
(4.4) as the second ESS condition. In population dynamical terms, the ﬁrst
condition implies that a small sub-population with trait y can not invade
a population that consists mostly of individuals with trait x. The second
condition implies that x on the other hand can invade y, when x itself is rare
and y common in the population.
An important tool in article (III) is the Bishop-Cannings theorem (Bishop
and Cannings 1978), which is used in the construction of the support of the
ESS. For completeness, the theorem is stated here (the proof is given by
Bishop and Cannings 1978 and a proof can also be found in Maynard Smith’s
1982 book):
Theorem 4.1. If x is a mixed ESS with support {x1, ..., xk}, thenW1(x1, x) =
... = W1(xk, x) = W (x, x).
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5 Adaptive dynamics
This section gives an introduction to adaptive dynamics, which is a central
framework of the thesis.
5.1 Background
Adaptive dynamics is a mathematical framework that has its roots in game
theory, but it was not until in the 1990s that it really took shape (Metz
et al. 1992, Dieckmann and Law 1996, Metz et al 1996, Geritz et al.
1998). It has developed into a powerful theory for the study of long-
term adaptive evolution. Adaptive dynamics is well suited for studying the
evolution of species with realistic ecological dynamics. It has been used
to study a wide variety of topics, for example (the list is not exhaustive)
evolution of plant seed size (Geritz et al. 1999), evolution under asymmetric
competition (Kisdi 1999), evolution in diploid populations (Kisdi and Geritz
1999, Van Dooren 2006), evolutionary suicide (Gyllenberg and Parvinen
2001), evolution of dispersal (Parvinen 2002, Nurmi and Parvinen 2011),
evolution of infectious diseases (Dieckmann et al. 2002, Best et al. 2009,
Boldin and Diekmann 2014), evolution of co-operation (Doebeli et al. 2004,
Parvinen 2010), speciation (Dieckmann et al. 2004) and adaptive radiations
(Ito and Dieckmann 2007).
The theory of adaptive dynamics makes the following four basic assump-
tions. First, individuals are assumed to reproduce asexually, i.e., clonally.
Second, population dynamics happen on a faster time scale than mutations.
This means that a resident population has always reached its population
dynamical attractor before a rare mutation arises in the population. Third,
when a mutation happens, the mutant population is initially assumed to be
very small in comparison to the resident population. Then the mutants at
ﬁrst only interact with individuals from the resident population (they do not
meet other mutant individuals). Fourth, the phenotypic change caused by a
single mutation is assumed to be very small. In exchange for these simplifying
assumptions adaptive dynamics gives a rich toolbox to work with and it is
particularly suited for studying how phenotypic diversity can evolve.
5.2 General framework
Assume a population model
∂ni(t)
∂t
= f(E, x1, ..., xk, n1, ..., nk), (5.1)
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where ni is the population density of phenotypes with trait value xi and
E describes the abiotic environment. A time scale separation is assumed
such that the resident population has suﬃcient time to reach a population
dynamical equilibrium n¯(x). Only once this has happened does a mutation
occur. This mutant sub-population with density m has a phenotypic trait
value y = xi +  for some i, where || is small. The invasion ﬁtness of the
mutant can be determined from linearizing the mutant dynamics at zero
density and assuming that the resident population is at its steady state n¯:
∂m(t)
∂t
∣∣∣∣
ni=n¯i,m=0
≈ f(E, x1, ..., xk, y, n¯1..., n¯k, 0)
+
∂f(E, x1, ..., xk, y, n1, ..., nk,m)
∂m
∣∣∣∣
ni=n¯i,m=0
(m− 0),
(5.2)
where f(E, x1, ..., xk, y, n¯1..., n¯k, 0) = 0 since n¯ is the resident steady state.
Then, the invasion ﬁtness sx(y) is deﬁned as the exponential growth rate of
m in (5.2):
sx(y) = lim
t→∞
1
t
log ||m(t)||. (5.3)
For a large class of ecological models, the assumption of small mutational
steps reduces the resident-invader dynamics into the four generic cases of the
Lotka-Volterra competition model (Geritz 2005). In this situation invasion
without back-invasion implies substitution, i.e., if a mutant strategy y has
positive invasion ﬁtness and the resident strategy x has negative invasion
ﬁtness when the roles are reversed (x is the mutant and y resident), then
the mutant becomes the new resident strategy replacing the old one. This
makes it possible to predict invasion outcomes simply from the invasion
ﬁtness without calculating the resident-invader dynamics explicitly and to
construct Pairwise Invadability Plots (PIP), which are simple graphical tools
that can be used to predict the course of long-term monomorphic evolution
via invasion-substitution events (Fig. 1).
The selection gradient is given by
S(x1, ..., xk) =
(
∂sx(y)
∂y
∣∣∣∣
y=x1
, ...,
∂sx(y)
∂y
∣∣∣∣
y=xk
)T
. (5.4)
The sign of each component of the selection gradient gives the direction in
which that particular component can evolve. The points in trait space for
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(a) (b) (c)
Figure 1: Pairwise Invadability Plots (PIP). Grey regions show where invasion
ﬁtness is positive for mutant trait y and white regions show where invasion ﬁtness is
negative. (a) If the initial monomorphic population has trait value x1, then it can
be seen from the PIP that any y < x1 can not invade (they have negative invasion
ﬁtness). On the other hand, almost any y > x1 can invade (positive invasion
ﬁtness). For example, a mutation with trait value y1 > x1 will invade and overtake
the population, thus becoming the new resident population (x2 = y1). Then,
mutant y2 > x2 can invade and so on. The process will repeat until the population
has evolved to trait value x∗, which is an Evolutionarily Stable Strategy (ESS).
Then, no mutation can invade the resident population x∗ and no further evolution
will occur. (b) An example of a PIP where again evolution leads to a singularity
x∗ in the middle of the trait space. However, now the singularity is a branching
point as any mutant y = x∗ in some neighborhood of x∗ can invade. Hence,
the population will branch and become dimorphic with two distinct phenotypes
coexisting in the population. (c) An example of a PIP with a local ESS x∗.
The PIP shows that mutant trait y2 has a positive invasion ﬁtness in a resident
population x∗. However, mutant traits close to x∗ such as y1 are not able to invade
and hence x∗ is stable when the mutation step size is suﬃciently small.
13
which the selection gradient vanishes (all components become zero) are called
singularities. A singularity x∗ is said to be an Evolutionarily Stable Strategy
(ESS) if
∂2sx(y)
∂y2
∣∣∣∣
y=x∗i
< 0 (5.5)
for all i. An ESS can not be invaded by any mutant strategies that are
suﬃciently close in the trait space.
In a monomorphic population a singularity is called convergent stable,
if resident populations near the singularity can only be invaded by mutants
closer to the singularity (Geritz et al. 1998). However, for polymorphic
populations the notion of convergence stability is more complicated as
convergence depends on mutation rates and step sizes of each trait present.
Depending on the strength of the underlying assumptions, there exists more
than one possible deﬁnition of convergence stability (Leimar 2009).
If there is a component x˜ in the singularity x∗ for which
∂2sx(y)
∂x˜∂y
∣∣∣∣
y=x˜
< 0, (5.6)
then there exists traits x′ and x′′ arbitrarily near x˜ such that the coalition
x1, ..., x
′, x′′, ..., xn (where x′ and x′′ have replaced x˜) can coexist. The
singularity x∗ is called a branching point if it is convergent stable and some
constituent trait x˜ lacks evolutionary stability (the reverse inequality holds
in (5.5) when evaluated at y = x˜) and condition (5.6) holds for the trait
x˜. Branching points are of special interest as through them a population
can reach a higher level of polymorphism. For example, at a monomorphic
branching point a nearby mutant can invade, but instead of replacing the
resident population, the two will coexist and thus the population becomes
dimorphic. Then, evolution proceeds within the dimorphic population, which
now includes individuals of two distinctly diﬀerent phenotypes. On the other
hand, an ESS that is convergent stable (sometimes called a continuously
stable strategy or CSS; Eshel and Motro 1981, Eshel 1983) marks an end
point for evolution.
The evolutionary path in trait space can be described with the canonical
equation of adaptive dynamics (Dieckmann and Law 1996):
dxi
dt
= ki(x)Si(x), (5.7)
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where Si(x) is the ith component of the selection gradient (equation (5.4))
and ki(x) scales the rate of evolutionary change for the ith trait. The
particular form of k can aﬀect the outcome of polymorphic evolution: if there
exists several singularities, then one form of k may lead to one singularity
and another form to some other singularity even when both trajectories begin
from the same point.
In this thesis bifurcation plots play an important role. Bifurcation plots
are useful tools for observing how changes in model parameters aﬀect the
course of evolution (Fig. 2). These plots show how the position and stability
of singularities change depending on a model parameter. In the ﬁrst two
articles of this thesis, the model parameter varied describes the abiotic
environment. Then, these bifurcation plots are used to show how and what
kind of eﬀects slow environmental change can have on the long-term evolution
of a population.
The Appendix of Geritz et al. (1999) discusses an interesting property
of ESSs: when an ESS loses its global stability, a new stable singularity
appears for the next level of polymorphism. However, as long as the current
singularity remains locally an ESS (Fig. 1c), evolution with small mutational
steps cannot reach that higher level polymorphic singularity. In contrast,
articles (I) and (II) ﬁnd an interesting hysteresis eﬀect: varying a model
parameter may change the current evolutionarily stable singularity into a
branching point, thus allowing evolution to proceed to a singularity on a
higher level of polymorphism. Then, it is possible that changing the model
parameter (in a continuous manner) back to its original value does not result
in the population reverting back to the original singularity, but it can remain
on a higher level of polymorphism. In this way environmental change can
facilitate the reaching of a higher level of polymorphism that would not be
possible in a static environment.
6 Some remarks on Evolutionarily Stable
Strategies
Section 4 introduced the concept of an ESS sensu Maynard Smith (1982)
while in section 5 the deﬁnition of an ESS was given in the context of
the adaptive dynamics framework. While they are closely related, some
diﬀerences also exist. In adaptive dynamics the ESS is a local concept,
whereas the verbal deﬁnition of Maynard Smith is global. In the latter case
an ESS can not be invaded by any other strategy. In the former case the ESS
can not be invaded by any nearby mutants, but it is entirely possible that
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(a) (b) (c)
Figure 2: (a) A bifurcation plot. The horizontal axis shows the model parameter
θ and on the vertical axis is the trait space x ∈ [0, 1]. The grey areas indicate where
the selection gradient is positive (evolution proceeds towards higher values of x)
and the white areas indicate a negative selection gradient (evolution proceeds
towards lower values of x). The plot shows that for low values of θ the model
population evolves to the high end of the trait space (x = 1). However, between
θ = 5 and θ = 7 two singularities appear near the middle of the trait space.
As before, the high end of the trait space remains attracting. The higher of the
new singularities is repelling (so evolution proceeds away from it) and the lower
is attracting. In this case evolution will proceed either to x = 1 or the attracting
singularity in the middle. The result depends on the trait value of the original
population, i.e., in which basin of attraction the trait value of the initial population
is located. (b) The PIP corresponding to the bifurcation plot in (a) for θ = 5.
Evolution proceeds to x = 1. (c) The PIP corresponding to the bifurcation plot
in (a) for θ = 7. Evolution either proceeds to x = 1 or to the lower singularity in
the interior depending on the trait value of the initial population.
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a suﬃciently diﬀerent phenotype could invade the ESS, if it was introduced
to the population through some other means than a mutation process with
small step size, e.g. via immigration (or allowing for mutations of large step
size).
In article (III) we look for strategies x∗ such that W1(x, x∗) ≤ W1(x∗, x∗)
for all x. Then, technically we are looking for a symmetric Nash equilibrium.
Typically, in adaptive dynamics context invasion ﬁtness of a rare mutant
is calculated from the deterministic stability of the resident boundary
equilibrium in the resident-mutant dynamics. However, in article (III) we
consider invasion as a stochastic branching process (Haccou et al. 2005). In
this context only mutants with strictly positive invasion ﬁtness can invade:
given enough time a mutant with equal ﬁtness to the resident population
goes extinct with probability one due to demographic stochasticity. Mutants
with positive invasion ﬁtness might also fail to invade with some positive
probability. It is through repeated attempts that some mutant with positive
invasion ﬁtness eventually does invade successfully. With this framework,
the case when W1(x, x
∗) = W1(x∗, x∗) for some x can not lead to invasion
and therefore x∗ is evolutionarily stable in the sense of Maynard Smith’s
verbal deﬁnition. However, as pointed above and in article (III) we do
not require the so called second Maynard Smith condition (condition (4.4))
for evolutionary stability. Further, in contrast with the adaptive dynamics
deﬁnition of an ESS, our ESS in article (III) is globally stable. Indeed, the
interplay of all these concepts in article (III) is quite interesting!
7 An illustrative example: modeling a plant
population gradient
This section contains an example case study that illustrates in practice the
methods of mechanistic modeling and adaptive dynamics. It also serves as
an example of the thematic connections of the three articles of this thesis.
Article (I) of this thesis considers a mobile species living on an envi-
ronmental gradient. Each individual in the population is assumed to have
a phenotypic trait and for each trait there exists an optimal environment
for reproduction. The motivation of article (II) was to model a herbivore
population where the phenotypic trait of individuals is the molar crown
height of their teeth and the abiotic environment depicts availability of water.
It has been shown that hypsodonty (high molar crowns) is an adaptation
to a diet of abrasive food typically found in dry environments (Janis and
Fortelius 1988, Fortelius et al. 2002). The articles (I) and (II) assume that
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the birthrate of an individual is a function of its phenotypic trait and the
abiotic environment. The idea is that individuals are adapted to eating
certain types of food that in turn exists in certain types of environments.
Articles (I) and (II) do not explicitly model how a gradient of rainfall creates
a corresponding plant gradient that the herbivore population then adapts to.
However, such a connection seems plausible and can be readily constructed
as will be shown in this section. As in article (III) we here use a model for
an annual plant population. The plants use water as a resource and we show
that the plant phenotypes vary across a landscape where the level of rainfall
also varies. It is then this plant phenotype gradient to which a herbivore
animal population adapts to as its own resource in the model of articles (I)
and (II).
As in article (III) we assume a safe site model for plants. Here s denotes
the fraction of empty sites, xi denotes the fraction of sites occupied by plant
type i and zi denotes ratio of seeds per safe site. Naturally, it holds that
s +
∑
j xj = 1. We assume that plants of type i produce seeds with rate λi
and die with rate μi. Empty sites are re-occupied by seeds with rate r and
seeds die with rate ν. The plant death rate μi is the natural death rate, but
it may also contain death due to consumption by a herbivore species that is
assumed to have a constant population density over this time scale. These
assumptions are reﬂected by the following elementary reactions:
xi
λi−−→ xi + zi (7.1)
xi
μi−−→ s (7.2)
s+ zi
r−→ xi (7.3)
zi
ν−→ ∅ (7.4)
(7.5)
and the following population dynamics:
dxi
dt
= rzi(1−
∑
j
xj)− μixi (7.6)
dzi
dt
= λixi − νzi − rzi(1−
∑
j
xj). (7.7)
We assume that seed production and seed death are fast processes compared
to the other reactions. Then, let  > 0 be a dimensionless scaling parameter,
λi = λ
∗
i / and μi = μ
∗
i /. We introduce fast time t
∗ = t/ (and thus d/dt =
1/ · d/dt∗), let  go to zero and then equations (7.6) - (7.7) become:
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dxi
dt∗
= 0 (7.8)
dzi
dt∗
= λ∗ixi − ν∗zi. (7.9)
From equation (7.9) we get the quasi-equilibrium z¯i = λ
∗
ixi/ν
∗
i , which is
stable. Then, since r and μi are slow variables, let r = r˜, μi = μ˜i. We
introduce slow time t˜ = t (and thus d/dt =  · d/dt˜), let  go to zero and
then equations (7.6) - (7.7) become:
dxi
dt
= r˜λixi(1−
∑
j
xj)− μ˜ixi (7.10)
0 = λixi − νzi, (7.11)
where λixi is the quasi-equilibrium of zi.
The steady states of (7.10) for a monomorphic population are x¯ = 0 and
x¯ = 1− μ/λ. The trivial steady state is unstable if and only if λ > μ, which
is also the condition for which the non-trivial equilibrium is strictly positive
and stable.
We assume that the phenotypic trait of an individual is the proportion p ∈
[0, 1] of resources θ that the individual allocates for the intrinsic growth rate
λ(p) = pθ. We further assume that the death rate μ is an increasing function
of p. More speciﬁcally, we assume that the plant may use the remaining
(1 − p)θ resources into building more durable plant tissue, thus resulting in
a smaller natural death rate μ (investing into more robust plant tissue may
also make the plant less desirable for herbivores and/or increase the handling
time of the plant for herbivores).
Following the adaptive dynamics framework the invasion ﬁtness of a rare
mutant is given by
sE(pm) = λ(pm)(1− x¯)− μ(pm), (7.12)
where pm is the mutant strategy and x¯ is the sum of all resident densities.
Assuming a monomorphic resident population with strategy p, the
selection gradient is given by
∂sE(pm)
∂pm
∣∣∣∣
pm=p
= θ(1− x¯)− ∂μ
∂pm
∣∣∣∣
pm=p
. (7.13)
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A singularity is a point in the trait space for which the selection gradient
vanishes. Therefore, for any strategy p to be a singularity it must hold that
∂μ(p)
∂p
− θ(1− x¯) = ∂μ(p)
∂p
− μ(p)
p
= 0. (7.14)
The solution to (7.14) is μ(p) = Cp, where C is an arbitrary constant, as
can be veriﬁed by inserting the solution back into equation (7.14). It follows
that a singularity must be at a point p, where the function μ(p) is tangent
to some straight line drawn from the origin (see Fig. 3). In principle, it is
now possible to choose μ(p) such that a singularity can be ”manufactured”
to an arbitrary point p. This technique is known as critical function analysis.
Geritz et al. (2007) gives a further illustration of the technique applied to a
concrete example.
Figure 4 shows a PIP and a bifurcation plot corresponding to a worked
out example with a particular choice for the function μ(p). The bifurcation
plot shows that in this particular example the position of the singularity is
a monotonically increasing function of θ.
The population model used here is not spatially explicit. However,
assuming a one-dimensional physical space [0, 1], one may consider the
population model to depict a plant population for some given location
x ∈ [0, 1]. Further, we assume that the amount of resources available varies
in space, i.e., we assume that θ is a function of x. Then, at each location x the
plant population will evolve to a singularity depending on the value of θ(x).
If the abiotic environment given by θ(x) is monotonically increasing, then
the previous analysis (Fig. 4b) shows that also a monotonically increasing
plant phenotype gradient is expected to evolve.
8 Numerical analysis with Matlab
This section gives a description of how to numerically approximate solutions
of ordinary diﬀerential equations and reaction-diﬀusion equations. It also
describes the method that was used in articles (I) and (II) for ﬁnding
singularities of adaptive dynamics. The software tool that was used is
Matlab, which has a large library of solvers for systems of ﬁrst order ordinary
diﬀerential equations (ODE). The full Matlab codes for ﬁnding singularities
are included in Appendix A.
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Figure 3: Critical function analysis. The dashed lines are critical functions and
the solid lines are diﬀerent examples of the function μ(p). For a given function
μ(p) a point p0 is a singularity if a critical function is tangent to μ(p) at p0.
(a) (b)
Figure 4: Adaptive dynamics of the model (7.10). The following parameter
choices were used: λ(p) = pθ, μ(p) = 1 + (10p)2/(1 + θ) and r = 1. a) A PIP
for θ = 20. The shaded region shows where invasion ﬁtness is positive and the
white region shows where it is negative. Here evolution will lead to an ESS near
the middle of the trait space. The constant p0 marks the lower boundary in trait
space for viability of the population (p0 = 0.055). b) A bifurcation plot. The
shaded region shows where the selection gradient is positive and the white region
where it is negative. For each value of θ evolution leads to a singularity that
is located at the point where the selection gradient becomes zero (the boundary
where the selection gradient changes sign). As θ grows also the location of the
singularity moves up in the trait space.
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8.1 Ordinary diﬀerential equations
ODEs of arbitrary order can always be transformed into a system of ﬁrst
order ODEs. For example, consider the second order ODE for a harmonic
oscillator x′′ = −(k/m)x, where k (the ”spring” constant) and m (mass) are
constants and x describes the distance of the oscillator from its equilibrium
position. This can be written equivalently as
x′ = z
z′ = − k
m
x.
(8.1)
To implement this in Matlab, creating an M-ﬁle with the following code can
be used:
f unc t i on [T,Y]=ode example ( t i n t e r v a l , i n i t , k ,m)
odes = @( t , y ) [ y (2 ) ; -k∗y (1 ) /m] ;
[T,Y] = ode15s ( odes , t i n t e r v a l , i n i t ) ;
This creates a function that takes t interval, init, k and m as input variables
and gives T and Y as output variables. The variable t interval includes
two numbers, which are the starting time t0 and the ending time tf of the
integration. The variable init gives the initial conditions in the form of two
numbers, ﬁrst of which gives the value of x(t0) and the second of x
′(t0). The
second line in the code above deﬁnes the relevant system of odes, which is
given as a vector that contains the right-hand sides of the system (8.1). The
third line then calls the ODE-solver ode15s to solve the given system of ODEs
with the given initial conditions over the given time interval. The solution is
then given as the outputs T and Y, where T contains the points in time for
which ode15s evaluates the ODEs and Y gives the corresponding values of x
and x′.
The following code can be used to run ode example.m:
k = 1 ;
m = 1 ;
t s t a r t = 0 ;
t end = 10 ;
t i n t e r v a l = [ t s t a r t t end ] ;
i n i t = [ 1 0 ] ;
[T,Y]=ode example ( t i n t e r v a l , i n i t , k ,m) ;
p l o t (T,Y( : , 1 ) )
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time
0 5 10
x
-2
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2
Figure 5: The dynamics of a harmonic oscillator with k = 1,m = 1, x(0) = 1 and
x′(0) = 0.
Executing the above then results in a ﬁgure that shows the solution of (8.1)
for t ∈ [0, 10] with the parameter values k = m = 1 and initial conditions
x(0) = 1 and x′(0) = 0 (Fig. 5).
8.2 Reaction-diﬀusion equations
For dealing with reaction-diﬀusion equations, which are partial diﬀerential
equations (PDE), we ﬁrst need to convert the reaction-diﬀusion equation into
a system of ﬁrst order ordinary diﬀerential equations, that approximate the
original problem. Then, Matlab can be used to numerically solve the system
of ﬁrst order ODEs.
The type of problem we will concentrate on here is
∂n
∂t
= F (x, n) +D
∂2n
∂x2
∂n
∂x
= 0 for x = 0 and x = 1
n(0, x) = n0(x),
(8.2)
where t ∈ [0,∞) and x ∈ [0, 1]. First, we discretize the continuous variable
x into k separate points xk. For the discretization we can choose x0 = 0,
xk = 1 and all the other points are evenly distributed between [0, 1] so that
every xk has equal distance to its nearest neighbor.
The diﬀusion term ∂2n/∂x2 can be approximated by ﬁnite diﬀerences:
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∂2n
∂x2
≈ nj−1 − 2nj + nj+1
(Δx)2
, (8.3)
where j = {2, ..., k − 1}, nj is short for n(xj) and Δx = xj − xj−1. The
Neumann boundary condition can be implemented by modifying the diﬀusion
approximation for n1 = 0 and nk = 1 as follows. First, the derivative of n at
the point xj can be approximated by ﬁnite diﬀerences as
∂n
∂x
≈ nj+1 − nj−1
2Δx
. (8.4)
Then, the boundary condition in (8.2) for x = 0 (similarly for x = 1) becomes
∂n
∂x
∣∣∣∣
x=0
≈ n2 − n0
2Δx
= 0, (8.5)
where n0 is a ”dummy” variable. From this we can solve n0 = n2 and then
approximate diﬀusion at n1 (similarly for nk) using (8.3) as
∂2n
∂x2
∣∣∣∣
x=0
≈ 2 n2 − n1
(Δx)2
. (8.6)
In this manner the boundary condition in (8.2) is now embedded within the
system of ODEs that approximates the reaction-diﬀusion equation in (8.2)
and that system is given by
dn1
dt
= F (x1, n1) + 2D
n2 − n1
(Δx)2
...
dnj
dt
= F (xj, nj) +D
nj−1 − 2nj + nj+1
(Δx)2
...
dnk
dt
= F (xk, nk) + 2D
nk−1 − nk
(Δx)2
.
(8.7)
This system of ﬁrst order ODEs can then be solved numerically using
Matlab’s ODE-solvers as described earlier.
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8.3 Finding singularities
Finding singularities of adaptive dynamics constitutes to ﬁnding the zeros of
the selection gradient (equation (5.4)). There are many numerical techniques
for ﬁnding the zeros of a given function, e.g. the Newton-Rhapson method
and the bisection method. In the adaptive dynamics context, one may use
the canonical equation (equation 5.7) to follow the path of evolution until it
possibly reaches a singularity.
The Newton-Rhapson method is based on an iterative approach where
one takes an initial starting point and then begins an iterative process where
the next point is calculated from
xn+1 = xn − S(x)
S ′(x)
, (8.8)
where S(x) is the selection gradient and S ′(x) is the derivative of S
with respect to x. Using this method to ﬁnd singularities of the model
of articles (I) and (II) worked sometimes. However, occasionally the
method would ”overshoot” so that the iteration went outside of the area
of coexistence/viability causing the algorithm to fail. This seemed to be a
consequence of both the area of coexistence/viability being small (for some
parameter values) and S ′(x) becoming very small at times.
To use the bisection method for ﬁnding singularities in a monomorphic
population (the method works similarly for polymorphic populations), the
ﬁrst step is to ﬁnd x1 and x2 such that S(x1) and S(x2) have opposite signs.
If S(x) is continuous, then by the intermediate value theorem there must
exist x0 ∈ (x1, x2) such that S(x0) = 0. Next, calculate the mid-point of x1
and x2, i.e., x3 = (x1 + x2)/2, and evaluate S(x3). In the unlikely case that
S(x3) equals zero a singularity has been found. Without loss of generality
let us assume that S(x1) and S(x3) have opposite signs. Then, again by the
intermediate value theorem there must exist a zero of S(x) in the interval
(x1, x3). Repeating this process, the size of the interval that contains a zero
of S(x) is halfed on each iteration.
The canonical equation (equation (5.7)) for a monomorphic population
can be numerically approximated using the following method (the method
generalizes to polymorphic populations in a straightforward manner). First,
given an initial population with trait value x, integrate the population
dynamics so that an equilibrium state is reached. Then, calculate the invasion
ﬁtnesses of mutants y1 = x+  and y2 = x− , where  is a ﬁxed, small and
positive number. Now, the selection gradient at x is approximated by
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S(x) ≈ sx(y1)− sx(y2)
2
, (8.9)
where sx(yi) denotes the invasion ﬁtness of yi in a resident population with
trait value x. Then, update the phenotypic trait of the resident population
by an incremental step in the direction of the selection gradient:
xnew = x+ S(x) · dt, (8.10)
where dt is a small, positive number. Repeating this process gives a series
of trait values that represent the evolution of the population trait value in
time.
Using the canonical equation for ﬁnding singularities has the beneﬁt that
it mimics evolution. Therefore, if the canonical equation converges to a
singularity, there is assurance that the singularity has at least some form of
convergence stability (there are several notions of convergence stability for
polymorphic populations; see for example Leimar 2009). However, there is a
problem with using the canonical equation to numerically ﬁnd singularities.
As the process described above converges towards a singularity, the absolute
value of the selection gradient becomes small. This in turn causes convergence
to the singularity to slow down as the change in x becomes smaller and
smaller. However, it is possible to adjust the step size dt for each iteration
separately to oﬀset this.
For articles (I) and (II) we made an algorithm based on the canonical
equation to ﬁnd singularities. The algorithm also includes an idea similar to
the bisection method. We use the above method to numerically approximate
the canonical equation, but instead of making the change in x proportional
to the size of the selection gradient S we merely take the sign of S and update
the value of x with a ﬁxed step size dt:
xnew = x+ sign (S(x)) · dt. (8.11)
This allows the iteration to proceed near a singularity with ﬁxed step sizes.
Once near a singularity, the sign of the selection gradient begins to change
between iterations. At this point the algorithm reduces the step size dt and
again the iteration proceeds closer to the singularity. Once the sign of the
selection gradient changes again, the algorithm further reduces the step size.
This process is continued until the absolute value of the selection gradient
becomes smaller than some preset value.
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9 Results
Article (I) takes an idea that has been around (Rand and Wilson 1993,
Geritz et al. 2004) but until now has not been fully developed, i.e., that
bifurcation plots of adaptive dynamics can be used to track the course of
evolution in an environment that changes over paleontological timescales.
Using this technique with a spatially explicit population model, we ﬁnd
both gradual and punctuated evolution. We concur with the established
notion (Doebeli and Dieckmann 2003; Leimar et al. 2008; Ispolatov and
Doebeli 2009) that branching of a monomorphic population typically requires
that the environmental gradient is not too shallow or steep. However, we
also encounter evolutionary hysteresis: in a slowly changing environment
it is possible for a highly polymorphic population to evolve that inhabits
a steep environmental gradient even though branching is not possible for
a monomorphic population on such a gradient. We also ﬁnd that under
slow environmental change extreme phenotypes are evolutionarily very stable
and it is typically some intermediate phenotype that ﬁrst loses evolutionary
stability thus resulting in branching.
Article (II) is closely connected to the ﬁrst one as it applies the same
methodology. However, this paper is aimed at a more general scientiﬁc
audience. It connects processes on the level of individual animals and
populations to macro-evolutionary scales of the fossil record. In the article,
we compare the eﬀects of fast and slow environmental change and ﬁnd
that the speed of environmental change has a signiﬁcant eﬀect as to which
phenotypes are prone to extinction: in a rapidly changing environment
extreme phenotypes may be in danger of extinction whereas in a slowly
changing environment it is intermediate phenotypes that are at risk. We
compare our model results to a known but partially unexplained pattern
of diversiﬁcation of hoofed mammals in Eurasia during the Late Miocene
(Bernor et al. 1996).
Article (III) studies another type of pattern that is ubiquitous in nature:
trade-oﬀs. Speciﬁcally, we study the Evolutionarily Stable Strategies of plant
seed size and germination time. We ﬁnd that typically an ESS is such that
a correlation emerges between the size of a seed and its germination time.
We give conditions for when to expect positive or negative correlations. The
ﬁnding of a correlation between seed size and germination time occurs even
though we do not assume any constraints on the ability of the plant to
produce seeds with any combination of size and germination time. Our results
suggest that in general, observing a trade-oﬀ in nature does not necessarily
imply the existence of a physiological constraint: the trade-oﬀ may just as
well be a simple consequence of being an evolutionarily beneﬁcial property.
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If this is the case, then it is also possible, and even likely, that changes in the
environment aﬀect the observed trade-oﬀ as well.
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Appendix A - Algorithms
In the subsection Scripts we include the content of a number of Matlab M-
ﬁles. These scripts can be used to ﬁnd adaptive dynamics singularities for
the model of articles (I) and (II).
The script basic variables.m contains model parameters and functions.
Other scripts may call the function basic variables to obtain these parame-
ters. The script population dynamics.m contains the model equations and
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the ODE-solver that we use to integrate the population dynamics. The script
invasion ﬁtness.m calculates the invasion ﬁtness of a given mutant in a given
resident population.
The script selection gradient.m calculates selection gradients and approx-
imates the canonical equation of adaptive dynamics with a ﬁxed step size as
described in section 8.3. This script uses the functions population dynamics
and invasion ﬁtness. The script selection gradient full.m calls for the
function selection gradient and runs it repeatedly while controlling the step
size. The script selection gradient full.m ﬁnds a singularity for a given value
of a bifurcation parameter and given level of polymorphism. Finally, the
script singularities.m constructs bifurcation plots for a given range of a
bifurcation parameter and given level of polymorphism. It calls for the
function selection gradient full to calculate the singularity for a given value
of the bifurcation parameter and then repeats the process for the whole range
of parameter values determined in the script.
Scripts
basic variables.m
f unc t i on [ np , n it , x , de l tax ,D, alpha , gamma, p , beta , betamax]= b a s i c v a r i a b l e s
g l oba l nos ;
g l oba l p opt ;
g l oba l s l ope ;
g l oba l l o v a l ;
np = 50 ; %number o f po in t s in the s p a t i a l d i s c r e t i z a t i o n
n i t = 50 ; %number o f eva luated time po in t s f o r populat ion dynamics
x = l i n s p a c e (0 ,10 , np ) ; %phy s i c a l space
de l tax = x (2) -x (1 ) ;
D = 1 ; %d i f f u s i o n c o e f f i c i e n t
alpha = 1 ; %compet i t ion ra t e
gamma = ze ro s (np , nos ) ; %death ra t e
f o r i =1:np
gamma( i , : ) = 1 ; %death ra t e i s a constant one
end
p = ze ro s (np , 1 ) ;
f o r i =1:np
p( i ) = max(0 , s l o p e . ∗x ( i )+l o v a l ) ; %environmental grad ient , ” harsh mode”
%p( i ) = max(0 , s l o p e . ∗( x ( i ) -10)+l o v a l ) ; %environmental grad ient , ” lush
mode”
end
betamax = ze ro s (np , 1 ) ;
f o r i =1:np
betamax ( i ) = 3 ; %”uncoupled case ”
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%betamax ( i ) = p( i ) ; %”coupled case ”
end
beta = ze ro s (np , nos ) ; %b i r th ra t e
f o r i =1:np
f o r j =1: nos
beta ( i , j ) = betamax ( i ) . ∗exp ( - ( p( i ) - p opt ( j ) ) . ˆ2 . /2) ;
end
end
population dynamics.m
%%%%%%%%%%%%%%%%%%
%THE ODE-SOLVER
%%%%%%%%%%%%%%%%%%
func t i on [ t , n , np , n it , x , de l tax ,D, alpha , gamma, p , beta , betamax , tspan ] =
populat ion dynamics ( i n i t )
g l oba l nos ;
g l oba l p opt ;
g l oba l s l ope ;
g l oba l l o v a l ;
[ np , n it , x , de l tax ,D, alpha , gamma, p , beta , betamax]= b a s i c v a r i a b l e s ;
tspan = l i n s p a c e (0 ,1000000 , n i t ) ;
opt ions = odese t ( ' Jacobian ' , @populat ion dynamics jac , ' Stat s ' , ' o f f ' ) ;
[ t , n ] = ode15s ( @myodes population dynamics , tspan , i n i t , opt i ons ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%THE SYSTEM OF ODES ( these are the equat ions f o r the ODE- s o l v e r to s o l v e )
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
func t i on dn = myodes populat ion dynamics ( t , n )
g l oba l nos ;
g l oba l p opt ;
g l oba l s l ope ;
g l oba l l o v a l ;
[ np , n it , x , de l tax ,D, alpha , gamma, p , beta , betamax]= b a s i c v a r i a b l e s ;
dn = ze ro s ( np. ∗nos , 1 ) ;
N = ze ro s (np , nos ) ;
f o r i =1:np
f o r j =1: nos
N( i , j ) = n ( ( j - 1 ) ∗np+i ) ; %dens i ty o f phenotype j ' s i n d i v i d u a l s in
l o c a t i o n i
end
end
S = ze ro s (np , 1 ) ;
f o r i =1:np
S( i ) = sum(N( i , : ) ) ; %t o t a l dens i ty o f a l l phenotypes in l o c a t i o n i
end
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f o r j =0:nos -1
dn( j ∗np+1) = -0 . 5 . ∗ a lpha . ∗n( j ∗np+1) . ∗S (1) +(( beta (1 ,1+ j ) ) -gamma(1 ,1+ j ) ) . ∗
n( j ∗np+1)+(D∗2∗(n( j ∗np+2) -n( j ∗np+1) ) ) /( de l tax ˆ2) ;
f o r i =2:np -1
dn( j ∗np+i ) = -0 . 5 . ∗ a lpha . ∗n( j ∗np+i ) . ∗S( i )+(( beta ( i ,1+ j ) ) -gamma( i ,1+ j
) ) . ∗n( j ∗np+i )+(D∗(n( j ∗np+i - 1 ) -2 . ∗n( j ∗np+i )+n( j ∗np+i +1) ) ) /( de l tax
ˆ2) ;
end
dn( j ∗np+np) = -0 . 5 . ∗ a lpha . ∗n( j ∗np+np) . ∗S(np)+(( beta (np,1+ j ) ) -gamma(np,1+
j ) ) . ∗n( j ∗np+np)+(D∗2∗(n( j ∗np+np - 1 ) -n( j ∗np+np) ) ) /( de l tax ˆ2) ;
end
%%%%%%%%%%%%%%%%%%%%%%%%%
%THE JACOBIAN ( us ing t h i s the ODE- s o l v e r i s f a s t e r and more r e l i a b l e )
%%%%%%%%%%%%%%%%%%%%%%%%%
func t i on J = popu la t i on dynamic s jac ( t , n )
g l oba l nos ;
g l oba l p opt ;
g l oba l s l ope ;
g l oba l l o v a l ;
[ np , n it , x , de l tax ,D, alpha , gamma, p , beta , betamax]= b a s i c v a r i a b l e s ;
A = ze ro s (np , np , nos ) ;
N = ze ro s (np , nos ) ;
f o r i =1:np
f o r j =1: nos
N( i , j ) = n ( ( j - 1 ) ∗np+i ) ;
end
end
S = ze ro s (np , 1 ) ;
f o r i =1:np
S( i ) = sum(N( i , : ) ) ;
end
f o r j =0:nos -1
A(1 ,1 , j +1) = -0 . 5 . ∗ a lpha . ∗n( j ∗np+1) -0 . 5 . ∗ a lpha . ∗S (1)+beta (1 ,1+ j ) -gamma
(1 ,1+ j ) -2∗D. /( d e l t a x . ˆ2) ;
A(np , np , j +1) = -0 . 5 . ∗ a lpha . ∗n( j ∗np+np) -0 . 5 . ∗ a lpha . ∗S(np)+beta (np,1+ j ) -
gamma(np,1+ j ) -2∗D. /( d e l t a x . ˆ2) ;
f o r i =2:np -1
A( i , i , j +1) = -0 . 5 . ∗ a lpha . ∗n( j ∗np+i ) -0 . 5 . ∗ a lpha . ∗S( i )+beta ( i ,1+ j ) -
gamma( i ,1+ j ) -2 . ∗D. /( d e l t a x . ˆ2) ;
end
end
f o r i =2:np -1
A( i , i - 1 , : ) = D/( de l tax ˆ2) ;
end
A(np , np - 1 , : ) = 2∗D/( de l tax ˆ2) ;
f o r i =2:np -1
A( i , i +1 , : ) = D. /( d e l t a x . ˆ2) ;
end
A( 1 , 2 , : ) = 2∗D/( de l tax ˆ2) ;
J = ze ro s (np∗nos , np∗nos ) ;
f o r i =1: nos
J ( ( i - 1 ) ∗np+1:( i - 1 ) ∗np+np , ( i - 1 ) ∗np+1:( i - 1 ) ∗np+np) = A( : , : , i ) ;
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end
E = ze ro s (np , np , nos ) ;
f o r j =1: nos
f o r i =1:np
E( i , i , j ) = -0 . 5 ∗ alpha ∗n ( ( j - 1 ) ∗np+i ) ;
end
end
f o r i =1: nos
f o r j =1: nos
i f i ~= j
J ( ( i - 1 ) ∗np+1:( i - 1 ) ∗np+np , ( j - 1 ) ∗np+1:( j - 1 ) ∗np+np) = E( : , : , i ) ; %
e . g . nos=2 -> J = [A(1 , 1 ) E(1 , 2 ) ; E(2 , 1 ) A(2 , 2 ) ]
end
end
end
invasion ﬁtness.m
f unc t i on [ f i t n e s s , n , np , n i t , x , de l tax ,D, alpha , gamma, p , beta , betamax ,L ,U, n i t e i g ,m
, betamut , lambda , t ,m0, i ] = i n v a s i o n f i t n e s s ( p opt mut , t , n , np , n i t , x , de l tax
,D, alpha , gamma, p , beta , betamax )
g l oba l nos ;
g l oba l p opt ;
g l oba l s l ope ;
g l oba l l o v a l ;
%%%%%%%%%%%%%%%%%
%PREALLOCATING ARRAYS AND DEFINING PARAMETERS
%%%%%%%%%%%%%%%%%
U = zero s (np , 1 ) ;
i =1;
whi l e i<nos+1
U = U + n( nit , ( i - 1 ) ∗np+1:( i - 1 ) ∗np+np) ' ; %t h i s i s the r e s i d en t steady
s t a t e (sum of a l l r e s i d e n t s ) f o r l a t e r i nva s i on an a l y s i s
i = i +1;
end
n i t e i g = 5000 ; %max number o f i t e r a t i o n s f o r c a l c u l a t i n g the e i g enva lue
m = ze ro s (np , n i t e i g ) ;
m( : , 1 ) = 1 . ∗ ones (np , 1 ) ; %i n i t i a l d i s t r i b u t i o n o f m
betamut = ze ro s (np , 1 ) ;
f o r i =1:np
betamut ( i , 1 ) = betamax ( i ) . ∗exp ( - ( p( i ) - p opt mut ) . ˆ2 . /2) ;
end
gammamut = ze ro s (np , 1 ) ;
f o r i =1:np
gammamut( i ) = gamma( i , 1 ) ;
%gammamut( i ) = max(1 , p opt mut - 3 ) ;
end
lambda = ze ro s ( n i t e i g , 1 ) ;
t = 1 ;
m0 = m( : , 1 ) ;
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%%%%%%%%%%%%%%%%%%
%CALCULATING INVASION FITNESS
%%%%%%%%%%%%%%%%%%
[L ] = invader matr ix (np , x , alpha , betamut , gammamut ,D, de ltax ,U) ;
i = 1 ;
whi l e i<n i t e i g
m( : , i +1) = expm( L.∗ t ) ∗m0;
lambda ( i +1 ,1) = (1/ t ) . ∗ l og (max(m( 1 : np , i +1) ) . /(max(m0( 1 : np , 1 ) ) ) ) ;
m0 = m( : , i +1) . /(max(m( 1 : np , i +1) ) ) ;
i f abs ( lambda ( i +1) - lambda ( i ) )<1e -10 , break, end
i f i == n i t e i g - 1 , f p r i n t f ( ' n i t e i g reached f o r s l ope=%1$g at p opt=%2$g
and p opt mut=%3$g . \n ' , s lope , p opt (1 ) , p opt mut ) , break, end %th i s
so that i doesn ' t update to n i t +1, i f i r eaches n i t
i=i +1;
end
f i t n e s s = lambda ( i +1 ,1) ;
%%%%%%%%%%%%%%%%%%%%%%%%%
%INVADER MATRIX
%%%%%%%%%%%%%%%%%%%%%%%%%
func t i on [L ] = invader matr ix (np , x , alpha , betamut , gammamut ,D, de ltax ,U)
L = ze ro s (np , np ) ;
L(1 , 1 ) = -0 . 5 . ∗ a lpha . ∗U(1)+betamut (1 ) -gammamut(1 ) -(2∗D) . /( d e l t a x . ˆ2) ;
L(np , np) = -0 . 5 . ∗ a lpha . ∗U(np)+betamut (np) -gammamut(np) -(2∗D) . /( d e l t a x . ˆ2) ;
f o r i =2:np -1
L( i , i ) = -0 . 5 . ∗ a lpha . ∗U( i )+betamut ( i ) -gammamut( i ) - (2 . ∗D) . /( d e l t a x . ˆ2) ;
end
f o r i =2:np -1
L( i , i +1) = D. /( d e l t a x . ˆ2) ;
end
L(1 , 2 ) = 2∗D. /( d e l t a x . ˆ2) ;
f o r i =2:np -1
L( i , i - 1 ) = D. /( d e l t a x . ˆ2) ;
end
L(np , np - 1 ) = 2∗D. /( d e l t a x . ˆ2) ;
selection gradient.m
f unc t i on [ g r ad f i na l , g r ad2 f i n a l , grad , p op t h i s t o ry , n , count , tspan , mutstep ] =
s e l e c t i o n g r a d i e n t ( nr , step , i n i t )
g l oba l nos ;
g l oba l p opt ;
g l oba l s l ope ;
g l oba l l o v a l ;
mutstep = 0 .01 ;
p op t h i s t o r y = ze ro s ( nos , nr+1) ;
p op t h i s t o r y ( : , 1 ) = p opt ;
grad = ze ro s ( nos , nr ) ;
dp = ze ro s ( nos , nr ) ;
%c a l c u l a t e r e s i d en t equ i l i b r i um and a proper i n i t , t h i s to improve accuracy
in the f i r s t i t e r a t i o n
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i =1;
whi l e i<6
[ t , n , np , n i t , x , de l tax ,D, alpha , gamma, p , beta , betamax , tspan ] =
populat ion dynamics ( i n i t ) ;
i n i t = n( nit , : ) ; %the s t a r t i n g d i s t r i b u t i o n f o r the next time
i=i +1;
end
f o r i =1: nos
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i ) -mutstep , t , n , np , n it , x , de l tax ,D,
alpha , gamma, p , beta , betamax ) ;
s l e f t = f i t n e s s ;
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i )+mutstep , t , n , np , n i t , x , de l tax ,D,
alpha , gamma, p , beta , betamax ) ;
s r i g h t = f i t n e s s ;
grad ( i , 1 ) = ( s r i gh t - s l e f t ) /(2∗mutstep ) ; % s e l e c t i o n grad i en t
dp( i , 1 ) = s i gn ( grad ( i , 1 ) ) . ∗ s tep ; % next increment
p opt ( i ) = p opt ( i ) + dp( i , 1 ) ; %s t a r t i n g po int + next increment
p op t h i s t o r y ( i , 2 ) = p opt ( i ) ;
end
count = 2 ;
whi l e count < nr+1
[ t , n , np , n i t , x , de l tax ,D, alpha , gamma, p , beta , betamax , tspan ] =
populat ion dynamics ( i n i t ) ; %r e s i d e n t equ i l i b r i um
i n i t = n( nit , : ) ; %the s t a r t i n g d i s t r i b u t i o n o f the next round
f o r i =1: nos
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i ) -mutstep , t , n , np , n it , x , de l tax ,D,
alpha , gamma, p , beta , betamax ) ;
s l e f t = f i t n e s s ;
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i )+mutstep , t , n , np , n it , x , de l tax ,D,
alpha , gamma, p , beta , betamax ) ;
s r i g h t = f i t n e s s ;
grad ( i , count ) = ( s r i gh t - s l e f t ) /(2∗mutstep ) ; % s e l e c t i o n grad i en t
dp( i , count ) = s i gn ( grad ( i , count ) ) . ∗ s tep ; % next increment
p opt ( i ) = p opt ( i ) + dp( i , count ) ; % s t a r t i n g po int + next increment
p op t h i s t o r y ( i , count+1) = p opt ( i ) ;
end
count = count + 1 ;
end
g r a d f i n a l = ze ro s ( nos , 1 ) ;
g r a d 2 f i n a l = ze ro s ( nos , 1 ) ;
f o r i =1: nos
[ t , n , np , n i t , x , de l tax ,D, alpha , gamma, p , beta , betamax , tspan ] =
populat ion dynamics ( i n i t ) ;
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i ) -mutstep , t , n , np , n it , x , de l tax ,D,
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alpha , gamma, p , beta , betamax ) ;
s l e f t = f i t n e s s ;
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i )+mutstep , t , n , np , n i t , x , de l tax ,D,
alpha , gamma, p , beta , betamax ) ;
s r i g h t = f i t n e s s ;
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i ) , t , n , np , n i t , x , de l tax ,D, alpha , gamma,
p , beta , betamax ) ;
s c en t e r = f i t n e s s ;
g r a d f i n a l ( i ) = ( s r i gh t - s l e f t ) . /(2∗mutstep ) ;
g r a d 2 f i n a l ( i ) = ( s l e f t -2∗ s c en t e r+s r i g h t ) /(mutstep ˆ2) ; %ESS or not ?
end
selection gradient full.m
f unc t i on [ g r ad f i na l , g r ad2 f i n a l , magicnumber , g r a d f i n a l h i s t o r y ,
g r a d 2 f i n a l h i s t o r y , n h i s to ry , p op t h i s t , count1 , tspan ] =
s e l e c t i o n g r a d i e n t f u l l
g l oba l nos ;
g l oba l p opt ;
g l oba l s l ope ;
g l oba l l o v a l ;
t imer1 = t i c ;
g r ad l im i t = 5∗10ˆ( -6) ;
count1 = 0 ;
p op t h i s t ( 1 : nos , 1 ) = p opt ;
[ np , n i t ] = b a s i c v a r i a b l e s ;
i n i t = 0 .01 ∗ ones ( np. ∗nos , 1 ) ;
nr = 50 ;
p d i f f = ze ro s ( nos , nr ) ; % how much the s o l u t i o n i s changing per each step
step = 0 .01 ;
g r a d f i n a l = g rad l im i t +1; %ju s t to get the while - loop going
change = nr∗ s tep ; %ju s t to get the while - loop going
help = 0 ;
whi l e he lp == 0 | | any ( abs ( g r a d f i n a l ) > g rad l im i t ) %&& a l l ( d i f f ( p opt )>0
.04 )
count2 = count1 ;
he lp = 0 ; %ju s t to get the next while - loop going
whi l e he lp == 0 | | any ( abs ( g r a d f i n a l ) > g rad l im i t ) && any ( abs ( change
( : , count1 ) ) > round ( nr /5) ∗ s tep )
he lp = 1 ;
count1 = count1 + 1 ;
[ g r ad f i na l , g r ad2 f i n a l , grad , p op t h i s t o ry , n , count , tspan , mutstep ] =
s e l e c t i o n g r a d i e n t ( nr , step , i n i t ) ;
g r a d f i n a l h i s t o r y ( 1 : nos , count1 ) = g r ad f i n a l ;
g r a d 2 f i n a l h i s t o r y ( 1 : nos , count1 ) = g r a d 2 f i n a l ;
n h i s t o r y ( count1 , 1 : s i z e (n , 2 ) ) = n( nit , : ) ;
p op t h i s t ( 1 : nos ,1+( count1 - 1 ) ∗nr+1:1+(count1 - 1 ) ∗nr+nr ) =
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p op t h i s t o r y ( 1 : nos , 2 : nr+1) ;
change ( 1 : nos , count1 ) = p op t h i s t ( : , nr∗ count1+1) - p op t h i s t ( : , nr ∗(
count1 - 1 )+1) ;
f o r i =2: nr+1
p d i f f ( : , i - 1 ) = p op t h i s t o r y ( : , i ) - p op t h i s t o r y ( : , i - 1 ) ;
end
f p r i n t f ( ' count = %1$g step = %2$g \n ' , count1 , s tep )% to see the
p rog r e s s o f the p roc e s s ( dur ing the run )
f o r i =1: nos
f p r i n t f ( ' p opt = %1$g , change = %2$g , grad = %3$g \n ' , p opt ( i ) ,
change ( i , count1 ) , g r a d f i n a l ( i ) )
end
i f count1 - count2>30 % i f the while - loop goes f o r too long , reboot
with cur rent p opt and step=0.001
step = 0 .001 ;
count2 = count1 ;
he lp = 0 ;
end
end
step = step ∗0 . 1 ;
end
%next we c a l c u l a t e the ”magic number”
magicnumber = ze ro s (1 , nos ) ;
f o r i =1: nos
p opt ( i ) = p opt ( i )+mutstep ;
[ t , n , np , n i t , x , de l tax ,D, alpha , gamma, p , beta , betamax , tspan ] =
populat ion dynamics ( i n i t ) ;
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i ) , t , n , np , n i t , x , de l tax ,D, alpha , gamma,
p , beta , betamax ) ;
s r r = f i t n e s s ;
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i ) -2∗mutstep , t , n , np , n i t , x , de l tax ,D,
alpha , gamma, p , beta , betamax ) ;
s r l = f i t n e s s ;
p opt ( i ) = p opt ( i ) -2∗mutstep ;
[ t , n , np , n i t , x , de l tax ,D, alpha , gamma, p , beta , betamax , tspan ] =
populat ion dynamics ( i n i t ) ;
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i )+2∗mutstep , t , n , np , n i t , x , de l tax ,D,
alpha , gamma, p , beta , betamax ) ;
s l r = f i t n e s s ;
[ f i t n e s s ] = i n v a s i o n f i t n e s s ( p opt ( i ) , t , n , np , n i t , x , de l tax ,D, alpha , gamma,
p , beta , betamax ) ;
s l l = f i t n e s s ;
magicnumber ( i ) = ( s r r - s r l - s l r+s l l ) . / (4∗ ( mutstep ) . ˆ2) ;
p opt ( i ) = p opt ( i )+mutstep ; % s e t p opt ( i ) back to the o r i g i n a l (” r e a l
”) p opt
end
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t e l a p s ed = toc ( t imer1 ) ;
t e l ap sed min = t e l ap s ed /60 ;
f p r i n t f ( ' time e lapsed ( f u l l a lgor i thm ) f o r s l ope=%3$g : %1$g seconds = %2$g
minutes . \n ' , t e l ap s ed , t e lapsed min , s l ope )
f o r i =1: nos
f p r i n t f ( ' S i n gu l a r i t y at p opt=%1$g . \n ' , p opt ( i ) )
end
singularities.m
g l oba l nos ;
g l oba l p opt ;
g l oba l s l ope ;
g l oba l l o v a l ;
s i ng t ime r2 = t i c ;
l o v a l = 0 ;
nos = 1 ;
p opt = [ 20 ] ; % s t a r t i n g po int ( s )
q s t a r t = 2 ;
qstep = -0 .01 ;
qend = 0 ;
q = qs t a r t : qstep : qend ;
s l ope = q s t a r t ;
[ np , n it , x , de l tax ,D, alpha , gamma, p , beta , betamax]= b a s i c v a r i a b l e s ;
q count = ze ro s (1 , s i z e ( q s t a r t : qstep : qend , 2 ) ) ;
s i n g u l a r i t y = ze ro s ( s i z e ( q s t a r t : qstep : qend , 2 ) , nos ) ;
g r ad s ing = ze ro s ( s i z e ( q s t a r t : qstep : qend , 2 ) , nos ) ;
g rad2 s ing = ze ro s ( s i z e ( q s t a r t : qstep : qend , 2 ) , nos ) ;
mag ic s ing = ze ro s ( s i z e ( q s t a r t : qstep : qend , 2 ) , nos ) ;
n s i ng = ze ro s ( s i z e ( q s t a r t : qstep : qend , 2 ) , np. ∗nos ) ;
s i z e h i s t o r y = ze ro s ( s i z e ( n s ing , 1 ) , nos ) ;
count2 = 0 ;
f o r s l ope = q s t a r t : qstep : qend
count2 = count2 + 1 ;
[ g r ad f i na l , g r ad2 f i n a l , magicnumber , g r a d f i n a l h i s t o r y , g r a d 2 f i n a l h i s t o r y
, n h i s to ry , p op t h i s t , count1 , tspan ] = s e l e c t i o n g r a d i e n t f u l l ;
s i n g u l a r i t y ( count2 , : ) = p opt ; %record the s i n g u l a r i t y
g rad s ing ( count2 , : ) = g r ad f i n a l ;
g rad2 s ing ( count2 , : ) = g r a d 2 f i n a l ;
mag ic s ing ( count2 , : ) = magicnumber ;
n s i ng ( count2 , : ) = n h i s t o r y ( count1 , : ) ;
q count ( count2 ) = count1 ; %how many i t e r a t i o n s per round
f o r i =1: nos
s i z e h i s t o r y ( count2 , i ) = sum( n h i s t o r y ( count1 , ( i - 1 ) ∗np+1:( i - 1 ) ∗np+np) ,2 ) .
/np ;
end
f o r i =1: nos
i f max( n s ing ( count2 , ( i - 1 ) ∗np+1:( i - 1 ) ∗np+np) ) < 10ˆ( -3)
f p r i n t f ( 'max s i z e f o r phenotype %1$g i s %2$g . \n ' , i ,max( n s ing (
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count2 , ( i - 1 ) ∗np+1:( i - 1 ) ∗np+np) ) ) %checks the v i a b i l i t y o f
each phenotype
end
end
i f count2 > 1
p opt = sp l i n e ( [ count2 - 1 : count2 ] , s i n g u l a r i t y ( count2 - 1 : count2 , : ) ' , count2
+1) ; % new s t a r t i n g po int f o r next round
end
end
t e l ap s ed = toc ( s i ng t ime r2 ) ;
t e l ap sed min = t e l ap s ed /60 ;
f p r i n t f ( ' time e lapsed : %1$g seconds = %2$g minutes . \n ' , t e l ap s ed ,
t e l apsed min )
i f any ( any ( abs ( g rad s ing ) > 10ˆ( -5) ) )
f p r i n t f ( ' a l l va lue s o f abs ( g rad s ing ) are not with in t o l e r an c e = 10ˆ( -5)
. I n c r e a s e np to get b e t t e r accuracy . \n ' )
e l s e i f any ( any ( abs ( g rad s ing ) > 5∗10ˆ( -6) ) )
f p r i n t f ( ' a l l va lue s o f abs ( g rad s ing ) are not with in t o l e r an c e = 10ˆ( -6)
. Pos s ib ly i n c r e a s e np to get b e t t e r accuracy . \n ' )
end
f o r j =1: count2
f o r i =1: nos
i f max( n s ing ( j , ( i - 1 ) ∗np+1:( i - 1 ) ∗np+np) ) < 10ˆ( -3)
f p r i n t f ( 'max s i z e on s l ope %1$g f o r phenotype %2$g i s %3$g . \n ' , q ( j ) , i
,max( n s ing ( j , ( i - 1 ) ∗np+1:( i - 1 ) ∗np+np) ) )
end
end
end
f i g u r e ;
f o r i =1: s i z e ( q s t a r t : qstep : qend , 2 )
f o r j =1: nos
i f g rad2 s ing ( i , j )>0 && magic s ing ( i , j ) < 0
p l o t ( q ( i ) , s i n g u l a r i t y ( i , j ) , ' r . ' , 'MarkerSize ' , 18)
hold on
e l s e
p l o t ( q ( i ) , s i n g u l a r i t y ( i , j ) , ' b. ' , 'MarkerSize ' , 18)
hold on
end
ax i s ( [ - 0 . 05 5 .05 -1 5 1 ] )
x l ab e l ( ' \kappa ' , ' FontSize ' , 24)
y l ab e l ( 'Eˆ{ opt} ' , ' FontSize ' , 24)
end
end
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