Unfolding Quantum Computer Readout Noise by Nachman, Benjamin et al.
Unfolding Quantum Computer Readout Noise
Benjamin Nachman,1, ∗ Miroslav Urbanek,2 Wibe A. de Jong,2 and Christian W. Bauer1
1Physics Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
2Computational Research Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
(Dated: October 7, 2019)
In the current era of noisy intermediate-scale quantum (NISQ) computers, noisy qubits can result in
biased results for early quantum algorithm applications. This is a significant challenge for interpreting
results from quantum computer simulations for quantum chemistry, nuclear physics, high energy
physics, and other emerging scientific applications. An important class of qubit errors are readout
errors. The most basic method to correct readout errors is matrix inversion, using a response matrix
built from simple operations to probe the rate of transitions from known initial quantum states to
readout outcomes. One challenge with inverting matrices with large off-diagonal components is that
the results are sensitive to statistical fluctuations. This challenge is familiar to high energy physics,
where prior-independent regularized matrix inversion techniques (‘unfolding’) have been developed
for years to correct for acceptance and detector effects when performing differential cross section
measurements. We study various unfolding methods in the context of universal gate-based quantum
computers with the goal of connecting the fields of quantum information science and high energy
physics and providing a reference for future work. The method known as iterative Bayesian unfolding
is shown to avoid pathologies from commonly used matrix inversion and least squares methods.
I. INTRODUCTION
While quantum algorithms are promising techniques for
a variety of scientific and industrial applications, current
challenges limit their immediate applicability. One signif-
icant limitation is the rate of errors and decoherence in
noisy intermediate-scale quantum (NISQ) computers [1].
Mitigating errors is hard in general because quantum bits
(‘qubits’) cannot be copied [2–4]. An important family
of errors are readout errors. They typically arise from
two sources: (1) measurement times are significant in
comparison to decoherence times and thus a qubit in the
|1〉 state can decay to the |0〉 state during a measurement,
and (2) probability distributions of measured physical
quantities that correspond to the |0〉 and |1〉 states have
overlapping support and there is a small probability of
measuring the opposite value. The goal of this paper is to
investigate methods for correcting these readout errors.
Correcting measured histograms for the effects of a
detector has a rich history in image processing, astronomy,
high energy physics (HEP), and beyond. In the latter,
the histograms represent binned differential cross sections
and the correction is called unfolding. Many unfolding
algorithms have been proposed and are currently in use by
experimental high energy physicists (see, e.g., Ref. [5–7]
for reviews). One of the goals of this paper is to introduce
these methods and connect them with current algorithms
used by the quantum information science community.
Quantum readout error correction can be represented
as histogram unfolding where each bin corresponds to one
of the possible 2nqubit configurations where nqubit is the
number of qubits (Fig. 1). Correcting readout noise is a
classical problem (though there has been a proposal to do
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Now that w have defined the circuit block Bi for one
step, we can construct the circuit for the full evolution for
N steps. This is shown schematically in Fig. 4. The last
operation on the ancillary qubit, labeled with a |0i, cor-
responds to measuring the ancillary qubit and proceeding
to the next step only if we measure |0i. If we measure in-
stead the ancillary qubit to be in the |1i state, the circuit
evolution is interrupted and we start all over again. As
we will see in an explicit example later, accepting only
the states where the ancillary qubit is in the |0i state
selects the correct interferences between physical states,
where all the amplitudes are posi ive. The state with
the ancillary qubit in the state |1i would give the lin-
ear superposition of the amplitudes with a negative sign,
unlike Eq. (1). Now that the ancillary qubit has been
measured, it can be reused for the next step, which ex-
plains the previous assertion that only a single ancillary
qubit is necessary.
| N i . . . Bn
. . . . . .
| 2i B2 . . .
| 1i B1 . . .
|si
B1 B2
. . .
Bn|ai |0i |0i . . . |0i
FIG. 4. The full quantum circuit written in terms of the single
steps Bi. The last operation on the ancillary qubit, labeled
with a |0i, corresponds to measuring the ancillary qubit and
proceeding to the next step only if we measure |0i.
In general the probability of the spin to flip and the
probabilities of the path to go left or right depend on the
evolution variable, meaning the matrices UF , UA,# and
UA," are di↵erent at each step. At the end of the circuit
evolution, we measure the physical state | N,N i (we have
already measured the ancillary qubit) and we record the
output. This way we sampled the distribution of physical
final states and generated one event. This corresponds,
in our tree notation, to reaching a final tree leaf with
definite spin.
B. Circuit Evolution
We explicitly compute the circuit evolution for two
steps. For simplicity, we start the spin qubit in the |0i
state, such that the initial state is
| 0,2i = |0i |0i |00i . (9)
After B1 is applied the state is evolved to
1p
2
[ cos(✓F ) cos(✓#) (|0i+ |1i) |0i |00i
+ cos(✓F ) sin(✓#) (|0i+ |1i) |0i |10i (10)
+ sin(✓F ) (|0i   |1i) |1i |00i] .
The negative sign in the last line of the above equations
shows that |ai = |1i encodes the di↵erence instead of the
sum of amplitudes. Performing the conditional measure-
ment on the ancillary qubit we find
| 1,2i = 1p
2
[cos(✓F ) cos(✓#) |0i |0i |00i (11)
+ cos(✓F ) sin(✓#) |0i |0i |10i
+ sin(✓F ) |0i |1i |00i] .
Applying the second circuit block (B2 plus the condi-
tional measurement) we obtain
| 2,2i =1
2
h  
cos2(✓#) cos2(✓F ) + sin2(✓F )
  |0i |0i |00i
+ . . .
i
, (12)
where the amplitudes for the remaining leaves do not
have multiple terms as is the case with the displayed leaf
amplitude. Physically, this corresponds to the fact that
there are two ways to reach the leaf |0i |00i: always going
right and either never swapping trees or swapping twice.
If we go to a higher number of steps or if we start the
fermion in a superposition of the |0i and |1i states, the
number of interferences grows very quickly. To compute
the probability of measuring an eigenstate we square the
appropriate amplitude and we multiply it by a factor of
2N (which equals 4 in this case). The latter is necessary
because the factor of 1
(
p
2)N
in front of the final state is
not physical, but is the result of applying N Hadamard
gates and selecting to keep only the states we want with
the conditional measurement we apply to the ancillary
qubit at each step.
C. Quantum Complexity
We now want to show that the above quantum circuit
can generate one event in polynomial time, meaning the
number of standard quantum gates employed grows poly-
nomially with the number of steps. Each step in the cir-
cuit consist of a constant number of gates. To determine
the complexity of the quantum circuit we have to find
how many times, on average, we must run a circuit block
to generate one event. If we are simulating N steps we
must run N circuit blocks and after each block we must
measure the ancillary qubit to be in the |0i state. For a
sequence of N measurements on one qubit there are 2N
possible outcomes, meaning we would have to run ⇠ 2N
circuit block on average to obtain one event. However,
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P ticl s produced in hi h energy collisions that are charged under one of the fundamental forces
will radiate proportionally to their charge, such as photon radiation from electrons in quantum
electrodynamics. Realistic simulations of such collisions in collider- or cosmic-based high energy
physics require an accurate model of this final state radiation pattern. When the charge is large,
the radiation pattern is a complex, many-body quantum system. Classical Markov Chain Monte
Carlo p roaches work well to capture many of the salient features of the shower of radiation, but
cannot capture all quantum e↵ cts. This is particularly true when add tionally the gauge group is
non-Abelian, as is the case for quantum chromodynamics. We show how quantum algorithms are
well-suited for describing the quantum properties of final state radiation. In particular, we develop
a polynomial time quantum final state shower procedure. The algorithm is explicitly demonstrated
for a simplified quantum field theory on a quantum computer. With future advances in quantum
computing hardware, our algorithm will be able to improve precision calculations for many high
energy physics measurements.
| ii
While quantum computers hold great promise for
e ciently solving classical problems such as querying
databases [? ] or factoring integers into primes [? ],
their most natural application is to describe in erently
quantum physical systems [? ]. The most direct connec-
tion between quantum systems and quantum computers
occurs for analog circuits that try to mimic the evolution
of a Hamiltonian as closely as possible [? ]. However,
some physical systems are too complex o have oo many
degrees of freedom to model with a quantum circuit in
the near future. For example, this is true for a generic
quantum field theory, where there are both continuous
quan um numbers as well as n infinite number of de-
grees of freedom. While tools have been developed to
model quantum field theories by discretizing spacetime [?
] and even including continuous quantum numbers [? ],
the number of quantum bits (or their continuous analog)
required to compute any relevant scattering amplitude is
impractically large.
A promising alternative to analog circuits are digital
quantum circuits, which use quantum algorithms to de-
scribe inherently quantum physical systems without di-
rectly implementing the system’s Hamiltonian. Such a
scheme has already been applied to a simple quantum
field theory on the lattice [? ]. The dynamics of high
energy scattering processes, however, are too complex
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for lattice methods, as are methods based on traditional
perturbative theory if the number of final state particles
becomes t o large. A suc essful approach to simulating
these dynamics is known a the parton shower [? ], which
relies on reorganizing the perturbative expansion to ex-
pand around the collinear and soft limit of emissions.
This leads to di↵erent series expansions where each term
includes infinitely many terms in the original ↵s series ex-
pansion, and is the basis of parton shower Monte Carlo
(MC) programs [? ? ? ? ], which are the main compo-
nent of high energy quark and gluon scattering simula-
tion.
Parton shower programs are implemented using classi-
cal MC Markov Chain (MCMC) algorithms to e ciently
generate high multiplicity radiation patterns. This re-
liance on classical MCMC algorithms implies that several
quantum interference e↵ects need to be neglected. For
showers describing missions in the strong interaction,
this means that showers can only be implemented in the
limit of large number of colors (NC = 3!1). While an
impressive research e↵ort to i clude subleading color ef-
fects exists [? ? ? ], there is a fundamental limitation in
the ability of MCMC methods to e ciently capture this
physics. For showers describing the electroweak interac-
tions [? ], interference e↵ cts can arise because physically
distinct particles c n have related interactions, such that
amplitudes which di↵er in their intermediate particles
can interfere with one another. An important examples
is the interference of amplitudes involving intermediate
Z bosons and photons.
Our primary motivation is to develop a quantum cir-
cuit for describing the quantum properties of parton
showers. In this work, we consider interference e↵ects
in showers that have interference from di↵erent interme-
diate particles, using a simplified model that captures
these e↵ects without having to introduce the full com-
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FIG. 1. A schematic diagram illustrating the connection
between binned differential cross section measurements in high
energy physics (left) an interpreting the output of repeated
measurements from quantum computers (right).
it with quantum annealing [8]), but relies on calibrations
or simulations from quantum hardware. Even hough
discussions of readout errors appear in many papers (see,
e.g., Ref. [9–12]), we are not aware of any dedicated study
of unfolding methods for quantum information science
(QIS) applications. Furthermore, current QIS methods
have pathologies that can be avoided with techniques
from HEP.
This paper is organized as follows. Sec. II introduces
the unfolding setup. Various techniques are described
in Sec. III. The core input for unfolding is the matrix
of probabilities relating the true and measured spectra
that is discussed in Sec. IV. Representative examples
are presented in Sec. V and a description of sources of
uncertainty in Sec. VI. The discussion in Sec. VII is
followed by a summary and outlook in Sec. VIII.
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2II. THE UNFOLDING CHALLENGE
Let t be a vector that represents the true bin counts
before the distortions from detector effects (HEP) or
readout noise (QIS). The corresponding measured bin
counts are denoted by m. These vectors are related by
a response matrix R as m = Rt where Rij = Pr(m =
i|t = j). In HEP, the matrix R is usually estimated
from detailed detector simulations while in QIS, R is
constructed from measurements of computational basis
states. The response matrix construction is discussed in
Sec. IV.
The most naive unfolding procedure would be to simply
invert the matrix R: tˆmatrix = R−1m. However, simple
matrix inversion has many known issues. Two main prob-
lems are that tˆmatrix can have unphysical entries and that
statistical uncertainties in R can be amplified and can
result in oscillatory behavior. For example, consider the
case
R =
(
1−  
 1− 
)
, (1)
where 0 <  < 1/2. Then, Var(tˆmatrix) ∝ 1/ det(R) =
1/(1− 2)→∞ as → 1/2. As a generalization of this
example to more bins (from Ref. [13]), consider a response
matrix with a symmetric probability of migrating one bin
up or down,
R =

1−   0 · · ·
 1− 2  · · ·
0  1− 2 · · ·
...
...
... . . .
 . (2)
Unfolding with the above response matrix and  = 25%
is presented in Fig. 2. The true bin counts have the
Gaussian distribution with a mean of zero and a standard
deviation of 3. The values are discretized with 21 uniform
unit width bins spanning the interval [−10, 10]. The
leftmost bin correspond to the first index in m and t. The
indices are monotonically incremented with increasing bin
number. The first and last bins include underflow and
overflow values, respectively. Due to the symmetry of the
migrations, the true and measured distributions are nearly
the same. The significant off-diagonal components result
in an oscillatory behavior and the statistical uncertainties
are also amplified by the limited size of the simulation
dataset used to derive the response matrix.
III. UNFOLDING METHODS
The fact that matrix inversion can result in unphysical
outcomes (tˆi < 0 or tˆi > ||t||1, where ||x||1 =
∑
i |xi|
is the L1 norm) is often unacceptable. One solution is
to find a vector that is as close to tˆ as possible, but
with physical entries. This is the method implemented
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FIG. 2. A comparison of unfolding techniques for a Gaussian
example and the R matrix from Eq. (2). The symbols t and
m denote the true and measured probability mass functions,
respectively. Simple matrix inversion is represented by tˆmatrix
(see Sec. II). The ignis and IBU methods are represented by
tˆignis and tˆIBU, respectively (see Sec. III). For this example,
||m||1 = 104 and R is assumed to be known exactly. The
IBU method uses 10 iterations and a uniform prior. The
simulation used in this plot is based on standard Python
functions and does not use a quantum computer simulator
(see instead Fig. 6).
in qiskit-ignis [14, 15], a widely used quantum com-
putation software package. The ignis method solves the
optimization problem
tˆignis = argmin
t′: ||t′||1=||m||1, t′i>0
||Rm− t′||2. (3)
Note that the norm invariance is also satisfied for simple
matrix inversion: ||tˆmatrix||1 = ||m||1 by construction
because ||Rx||1 = ||x||1 for all x so in particular for y =
R−1m, ||Ry||1 = ||y||1 implies that ||m||1 = ||R−1m||1.
This means that tˆignis = tˆmatrix whenever the latter is
non-negative and so tˆignis inherits some of the pathologies
of tˆmatrix.
Three commonly used unfolding methods in HEP1 are
Iterative Bayesian2 unfolding (IBU) [22] (also known as
Richardson-Lucy deconvolution [23, 24]), Singular Value
Decomposition (SVD) unfolding [25], and TUnfold [26].
1 There are other less widely used methods such as fully Bayesian
unfolding [16] and others [17–21].
2 Even though this method call for the repeated application of
Bayes’ theorem, this is not a Bayesian method as there is no
prior/posterior over possible distributions, only a prior for initial-
ization.
3|0〉 |0〉 X · · · |0〉 X
|0〉 |0〉 · · · |0〉 X
...
...
...
...
...
...
...
...
...
|0〉 |0〉 · · · |0〉 X
FIG. 3. The set of 2nqubit calibration circuits.
TUnfold is similar to Eq. (3), but imposes further reg-
ularization requirements in order to avoid pathologies
from matrix inversion. The SVD approach applies some
regularization directly on R before applying matrix inver-
sion. The focus of this paper will be on the widely used
IBU method, which avoids fitting and matrix inversion
altogether with an iterative approach.
Given a prior truth spectrum t0i = Pr(truth is i), the
IBU technique proceeds according to the equation
tn+1i =
∑
j
Pr(truth is i|measure j)×mj
=
∑
j
Rjit
n
i∑
k Rjkt
n
k
×mj ,
(4)
where n is the iteration number and one iterates a total
of N times. The advantage of Eq. (4) over simple matrix
inversion is that the result is a probability (non-negative
and unit measure). The parameters t0i and N must be
specified ahead of time. A common choice for t0i is the
uniform distribution. The number of iterations needed
to converge depends on the desired precision, how close
t0i is to the final distribution, and the importance of off-
diagonal components in R. In practice, it may be desirable
to choose a relatively small N prior to convergence to
regularize the result. Typically, <∼ O(10) iterations are
needed.
In addition to the tˆmatrix and tˆignis approaches discussed
in the previous section, Fig. 2 shows the IBU result with
N = 10. Unlike the tˆmatrix and tˆignis results, the tˆIBU
does not suffer from rapid oscillations and like tˆignis, is
non-negative. Analogous results for quantum computer
simulations will be presented in Sec. V.
IV. CONSTRUCTING THE RESPONSE
MATRIX
In practice, the R matrix is not known exactly and
must be measured for each quantum computer and set
of operating conditions. One way to measure R is to
construct a set of 2nqubit calibration circuits as shown in
Fig. 3. Simple X gates are used to prepare all of the pos-
sible qubit configurations and then they are immediately
measured.
Fig. 4 shows the R matrix from 5 qubits of the IBM
Q Johannesburg machine (see Appendix A for details).
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FIG. 4. An example R matrix from 5 qubits of the IBM Q
Johannesburg machine using 8192 shots for each of the 25 pos-
sible states. Note that this matrix depends on the calibration
quality, so while it is representative, it is not precisely the
version valid for all measurements made on this hardware.
As expected, there is a significant diagonal component
that corresponds to cases when the measured and true
states are the same. However, there are significant off-
diagonal components, which are larger towards the right
when more configurations start in the one state. This
matrix is hardware-dependent and its elements can change
over time due to calibration drift. Machines with higher
connectivity have been observed to have more readout
noise.
Fig. 5 explores the universality of qubit migrations
across R. If every qubit was identical and there were
no effects from the orientation and connectivity of the
computer, then one may expect that R can actually be
described by just two numbers p0→1 and p1→0, the prob-
ability for a zero to be measured as a one and vice versa.
These two numbers are extracted from R by performing
the fit in Eq. 5:
min
p0→1
p1→0
∑
ij
|Rij − pα0→1(1− p0→1)α
′
pβ1→0(1− p1→0)β
′ |2,
(5)
where α is the number of qubits corresponding to the
response matrix entry Rij that flipped from 0 to 1, α′
is the number that remained as a 0 and β, β′ are the
corresponding entries for a one state; α+ α′ + β + β′ =
nqubit. For example, if the Rij entry corresponds to the
state |01101〉 migrating to |01010〉, then α = 1, α′ = 1,
β = 2, and β′ = 1.
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FIG. 5. Test of universality in the response matrix R. Hori-
zontal dotted lines show the result of a global fit to p0→1 and
p1→0 assuming an equal rate of readout errors for each qubit.
Big filled markers represent a fit with independent values for
each qubit. Small semi-transparent open markers show the
2nqubit−1 transition probabilities for each qubit when the other
nqubit − 1 qubits are unchanged between truth and measured
states.
A global fit to these parameters for the Johannesburg
machine results in p0→1 ≈ 3.2% and p1→0 ≈ 7.5%. In
reality, the qubits are not identical and so one may expect
that p0→1 and p1→0 depend on the qubit. A fit to nqubit
values for p0→1 and p1→0 (Eq. (5), but fitting 10 parame-
ters instead of 2) are shown as filled triangles in Fig. 5.
While these values cluster around the universal values
(dotted lines), the spread is a relative 50% for p0→1 and
60% for p1→0. Furthermore, the transition probabilities
can depend on the values of neighboring qubits. The
open markers in Fig. 5 show the transition probabilities
for each qubit with the other nqubit − 1 qubits held in a
fixed state. In other words, the 2nqubit−1 open triangles
for each qubit show
Pr(
∣∣q0, . . . , qi, . . . , qnqubit〉→ ∣∣q0, . . . , q′i, . . . , qnqubit〉) ,
(6)
where (qi, q′i) ∈ {(0, 1), (1, 0)} with the other qubits qj
held in a fixed configuration. The spread in these values3
is smaller than the variation in the solid markers, which
indicates that per-qubit readout errors are likely sufficient
to capture most of the salient features of the response
3 This spread has a contribution from connection effects, but also
from Poisson fluctuations as each measurement is statistically
independent.
matrix. However, this is hardware dependent and higher
connectivity computers may depend more on the state of
neighboring qubits.
Constructing the entire response matrix requires expo-
nential resources. While the measurement of R only needs
to be performed once per quantum computer per opera-
tional condition, this can be untenable when nqubit  1.
The tests above indicate that a significant fraction of the
2nqubit calibration circuits may be required for a precise
measurement of R. Sub-exponential approaches may be
possible and will be studied in future work.
V. REPRESENTATIVE RESULTS
For the results presented here, we simulate a quantum
computer using qiskit-terra 0.9.0, qiskit-aer 0.2.3,
and qiskit-ignis 0.1.1 [14]4. We choose a Gaussian
distribution as the true distribution, as this is ubiquitous
in quantum mechanics as the ground state of the harmonic
oscillator5. In practice, all of the qubits of a system
would be entangled to achieve the harmonic oscillator
wave function. However, this is unnecessary for studying
readout errors, which act at the ensemble level. The
Gaussian is mapped to qubits using the following map:
t(b) ∝ exp
[
− 12σ
(
b− 2nqubit−1)2] , (7)
where b is the binary representation of a computational
basis state, i.e., |00000〉 7→ 0 and |00011〉 7→ 3. For the
results shown below, σ = 3.5.
As a first test, the pathological response matrix intro-
duced in Sec. III is used to illustrate a failure mode of the
matrix inversion and ignis approaches. Fig. 6 compares
tˆmatrix, tˆignis, and tˆIBU for a 4-qubit Gaussian distribution.
As the matrix inversion result is already non-negative,
the tˆignis result is nearly identical to tˆmatrix. Both of
these approaches show large oscillations. In contrast, the
IBU method with 10 iterations is nearly the same as the
truth distribution. This result is largely insensitive to
the choice of iteration number, though it approaches the
matrix inversion result for more than about a thousand
iterations. This is because the IBU method converges to
a maximum likelihood estimate [27], which in this case
aligns with the matrix inversion result. If the matrix
inversion would have negative entries, then it would differ
from the asymptotic limit of the IBU method, which is
always non-negative.
While Fig. 6 is illustrative for exposing a potential
failure mode of matrix inversion and the ignis method, it
4 Multi-qubit readout errors are not supported in all versions of
qiskit-aer and qiskit-ignis. This work uses a custom measure
function to implement the response matrices.
5 An alternative distribution that is mostly zero with a small
number of spikes is presented in Appendix C.
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FIG. 6. The measurement of a Gaussian distribution (ground
state of harmonic oscillator) using the pathological response
matrix from Sec. III. One million total shots are used both to
sample from m and to construct R. The IBU method uses 10
iterations.
is also useful to consider a realistic response matrix. Fig. 7
uses the same Gaussian example as above, but for the IBM
Q Johannesburg response matrix described in Sec. IV.
Even though the migrations are large, the pattern is such
that all three methods qualitatively reproduce the truth
distribution. The dip in the middle of the distribution
is due to the mapping between the Gaussian and qubit
states: all of the state to the left of the center have a zero
as the last qubit while the ones on the right have a one
as the last qubit. The asymmetry of 0 → 1 and 1 → 0
induces the asymmetry in the measured spectrum. For
example, it is much more likely to migrate from any state
to |00000〉 than to |11111〉.
The three unfolding approaches are quantitatively com-
pared in Fig. 8. In particular, averaging over many pseudo-
experiments, the spread in the predictions is a couple of
percent smaller for tˆIBU compared to tˆignis and both of
these are about 10% more precise than tˆmatrix. The slight
bias of tˆignis and tˆIBU to the right results from the fact
that they are non-negative. Similarly, the sharp peak at
zero results from tˆignis and tˆIBU values that are nearly
zero when ti ∼ 0. In contrast, zero is not special for
matrix inversion so there is no particular feature in the
center of its distribution.
VI. REGULARIZATION AND UNCERTAINTIES
One feature of any regularization method is the choice
of regularization parameters. For the IBU method, these
parameters are the prior and number of iterations. Fig. 9
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FIG. 7. The measurement of a Gaussian distribution using
the response matrix from the IBM Q Johannesburg machine
described in Sec. IV. One million total shots are used construct
R and 105 are used for t and m. The significant deviations on
the far left and right of the distributions are due in part to
large statistical fluctuations, where the counts are low. The
IBU method uses 100 iterations.
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FIG. 8. The distribution of the difference between true and pre-
dicted counts from a Gaussian distribution using the response
matrix from the IBM Q Johannesburg machine described in
Sec. IV. The simulation is repeated 1000 times and each bin
contributes to this histogram. The standard deviations of the
distributions are given in the legend. The IBU method uses
100 iterations.
6shows the average bias in the measurement from the Gaus-
sian example shown in Fig. 6 as a function of the number
of iterations. With a growing number of iterations, tˆIBU
approaches the oscillatory tˆignis. The optimal number of
iterations from the point or view of the bias is 3. How-
ever, the number of iterations cannot be chosen based
on the actual bias because the true answer is not known
a priori. In HEP, the number of iterations is often cho-
sen before unblinding the data by minimizing the total
expected uncertainty. In general, there are three sources
of uncertainty: statistical uncertainty on m, statistical
and systematic uncertainties on R, and non-closure un-
certainties from the unfolding method. Formulae for the
statistical uncertainty on m are presented in Ref. [22] and
can also be estimated by bootstrapping [28] the measured
counts. Similarly, the statistical uncertainty on R can be
estimated by bootstrapping and then repeating the un-
folding for each calibration pseudo-dataset. The sources
of statistical uncertainty are shown as dot-dashed and
dashed lines in Fig. 10. Adding more iterations enhances
statistical fluctuations and so these sources of uncertainty
increase monotonically with the number of iterations.
The systematic uncertainty on R and the method non-
closure uncertainty are not unique and require careful
consideration. In HEP applications6, R is usually deter-
mined from simulation, so the systematic uncertainties
are simulation variations that try to capture potential
sources of mis-modeling. These simulation variations are
often estimated from auxiliary measurements with data.
In the QIS context, R is determined directly from the
data, so the only uncertainty is on the impurity of the
calibration circuits. In particular, the calibration circuits
are constructed from a series of single qubit X gates. Due
to gate imperfections and thermal noise, there is a chance
that the application of an X gate will have a different
effect on the state than intended. In principle, one can
try to correct for such potential sources of bias by the
method of iterated X gates where each X gate is replaced
with (2m + 1) X gates. In the absence of gate noise,
these replacements should have no effect on the result.
One can fit the m-dependence of the result and extrap-
olate [10, 29]. This method may have a residual bias
and the uncertainty on the method would then become
the systematic uncertainty on R. A likely conservative
alternative to this approach is to modify R by adding in
gate noise and taking the difference between the nomi-
nal result and one with additional gate noise, simulated
using the thermal_relaxation_error functionality of
qiskit. This is the choice made in Fig. 10, where the
gate noise is shown as a dot-dashed line. In this particu-
lar example, the systematic uncertainty on R increases
monotonically with the number of iterations, just like the
6 In HEP, there are additional uncertainties related to the modeling
of background processes as well as related to events that fall into
or out of the measurement volume. These are not relevant for
QIS.
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FIG. 9. The difference between tˆIBU and t as a function of the
number of iterations for the example presented in Fig. 6. By
definition, the ignis method does not depend on the number
of iterations.
sources of statistical uncertainty.
The non-closure uncertainty is used to estimate the
potential bias from the unfolding method. One possibility
is to compare multiple unfolding methods and take the
spread in predictions as an uncertainty. Another method
advocated in Ref. [30] and widely used in HEP is to
perform a data-driven reweighting. The idea is to reweight
the t0 so that when folded with R, the induced m0 is
close to the measurement m. Then, this reweighted m0 is
unfolded with the nominal response matrix and compared
with the reweighted t0. The difference between these
two is an estimate of the non-closure uncertainty. The
reweighting function is not unique, but should be chosen
so that the reweighted t0 is a reasonable prior for the
data. For Fig. 10, the reweighting is performed using
the nominal unfolded result itself. In practice, this can
be performed in a way that is blinded from the actual
values of tˆIBU so that the experimenter is not biased when
choosing the number of iterations.
Altogether, the sources of uncertainty presented in
Fig. 10 show that the optimal choice for the number of
iterations is 2. In fact, the difference in the uncertainty
between 2 and 3 iterations is less than 1% and so consis-
tent with the results from Fig. 9. Similar plots for the
measurement in Fig. 7 can be found in Appendix B.
VII. DISCUSSION
This work has introduced a new suite of readout error
correction algorithms developed in high energy physics for
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FIG. 10. Sources of uncertainty for tˆIBU as a function of the
number of iterations for the example presented in Fig. 6. Each
uncertainty is averaged over all states. The total uncertainty
is the sum in quadrature of all the individual sources of uncer-
tainty, except gate noise (which is not used in the measurement
simulation, but would be present in practice).
binned differential cross section measurements. These un-
folding techniques are well-suited for quantum computer
readout errors, which are naturally binned and without
acceptance effects (counts are not lost or gained during
readout). In particular, the iterative Bayesian method
has been described in detail and shown to be robust to
a failure mode of the matrix inversion and ignis tech-
niques. When readout errors are sufficiently small, all the
methods perform well, with a preference for the ignis
and Bayesian methods that produce non-negative results.
The ignis method is a special case of the TUnfold al-
gorithm, where the latter uses the covariance matrix to
improve precision and incorporates regularization to be
robust to the failure modes of matrix inversion. It may
be desirable to augment the ignis method with these
features or provide the iterative method as an alternative
approach. In either case, Fig. 7 showed that even with a
realistic response matrix, readout error corrections can be
significant and must be accounted for in any measurement
on near-term hardware.
An important challenge facing any readout error cor-
rection method is the exponential resources required to
construct the full R matrix as mentioned in Sec. IV. While
R must be constructed only once per hardware setup and
operating condition, it could become prohibitive when the
number of qubits is large. On hardware with few connec-
tions between qubits, per-qubit transition probabilities
may be sufficient for accurate results. When that is not
the case, one may be able to achieve the desired precision
with polynomially many measurements. These ideas are
left to future studies.
The code for the work presented here can be found at
https://github.com/bnachman/QISUnfolding.
VIII. CONCLUSIONS AND OUTLOOK
With active research and development across a variety
of application domains, there are many promising applica-
tions of quantum algorithms in both science and industry
on NISQ hardware. Readout errors are an important
source of noise that can be corrected to improve mea-
surement fidelity. High energy physics experimentalists
have been studying readout error correction techniques
for many years under the term unfolding. These tools are
now available to the QIS community and will render the
correction procedure more robust to resolution effects in
order to enable near term breakthroughs.
ACKNOWLEDGMENTS
This work is supported by the U.S. Department of
Energy, Office of Science under contract DE-AC02-
05CH11231. In particular, support comes from Quantum
Information Science Enabled Discovery (QuantISED) for
High Energy Physics (KA2401032) and the Office of Ad-
vanced Scientific Computing Research (ASCR) through
the Quantum Algorithms Team program. We acknowl-
edge access to quantum chips and simulators through the
IBM Quantum Experience and Q Hub Network through
resources of the Oak Ridge Leadership Computing Facility,
which is a DOE Office of Science User Facility supported
under Contract DE-AC05-00OR22725. BN would also like
to thank Jesse Thaler for stimulating discussions about
unfolding and the Aspen Center for Physics, which is
supported by National Science Foundation grant PHY-
1607611.
Appendix A: Alternative Configurations of the IBM
Q Johannesburg Machine
The readout errors of a quantum computer depend on
its connectivity. The results presented in Fig. 5 used a
particular subset of 5 qubits out of the 20 qubits available.
Fig. 11 presents the results for four different configura-
tions, corresponding to taking four rows of the computer
qubits. In each row, every qubit is connected to its two
neighbors. The first and last qubit in each row is con-
nected to the row above or below. The middle qubits in
the middle two rows are additionally connected to each
other. Therefore, every qubit in the first and last rows
have only two connections while two of the qubits in the
middle rows have two connections and the other three
qubits have three connections.
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FIG. 11. The same test of universality as in Fig. 5, using various configurations of the IBM Q Johannesburg machine. From top
left, clockwise, the plots correspond to rows 1-4 as described in the text.
Appendix B: Uncertainties when using IBM Q
Response Matrix
Fig. 12 and 13 are the analogs for Fig. 9 and 10, but
for the example shown in Fig. 7, which is based on an
IBM Q response matrix.
Appendix C: Alternative to Harmonic Oscillator
Ground State
Fig. 14 presents a spiky distribution instead of a smooth
probability density, as typified by the ground state of the
harmonic oscillator. As the true distribution is exactly
zero for many states, the matrix inversion has large fluc-
tuations because there is nothing special about zero for
this method (can give negative results). In contrast, the
ignis and IBU methods are always positive and have
smaller deviations.
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FIG. 14. The measurement of a spiky distribution using
the response matrix from the IBM Q Johannesburg machine
described in Sec. IV. Five hundred total shots are used both
to sample from m and for each state to construct R. The IBU
method uses 100 iterations.
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