We discuss travelling-wave solutions of a system of coupled reaction-diffusion equations used by the authors to describe the macroscopic behaviour of fungal mycelia. Such systems have been used in a multitude of applications; and, in particular, Merkin and Needham (1990, Proc. R. Soc. Lond. A 430, 315-45) have studied a certain formulation as a model for generic isothermal chemical reactions. We show that an alternative analysis provides more complete results in ascertaining the conditions under which travelling-wave solutions exist and that it allows a wider range of parameter values to be considered; this is essential to the application considered in the present case. Numerical investigations of travellingwave solutions and the related initial-value problem are included to motivate and extend the analysis.
Introduction
The model introduced by Davidson et al. (1996) and discussed by Davidson et al. (1997a, b) considers the fungal mycelium (the dense, interconnected network of hyphal tubes formed in the vegetative phase of many species of fungi) in its most abstracted form, as a continuous self-fuelling system which uses energy gained from the environment to produce biomass, which in turn assimilates more energy. The model has four fundamental components: (i) a diffusible substrate, which is the energy source of the system; (ii) replenishment of this substrate at a constant specific rate; (iii) an activator, which is an agent that facilitates the conversion of the substrate into energy and drives the proliferation of biomass (its production is autocatalytic, reflecting the self-fuelling capacity of the system; the activator is also assumed to decay at a constant specific rate); and (iv) diffusion of the activator representing the spatial spread of this facility for expansion. It is assumed that resulting biomass is laid down close to but ahead of any diffusion 237
©Oxford University Press 1997 diffusion front, so that the diffusion coefficient is determined by the topology of the hyphal network. The resultant interaction is modelled using the system of reaction-diffusion equations: a = D a Aa + c l a 2 s-fia, s = Z) s As -c 2 a 2 s +s o~ gs,
where the subscripts 'a' and 's' denote properties of the activator and substrate, respectively. All the parameters are considered to be non-negative. System (1) can be rescaled, which clarifies the effect of changing certain crucial parameters on the structure of the solution set. Let then, on dropping the carets to simplify the notation, (1) is equivalent to the system a = Afl + a 2 s -jia, s = D As -a 2 s + g(s 0 -s).
To model the inoculation of a fungal colony into an initially uniform nutrient source, (2) is augmented with the initial data (3) otherwise.
Here G(x) is a smooth function with support in pc| < A. The maximum value of G(x) is taken to be 1. Development from this initial data is considered to be unimpeded by external boundaries. To provide a qualitative understanding of the structure of the solution set, we consider x e R below.
In a series of papers, Merkin, Needham, Gray, Scott, and others (see, for example, Merkin et al, 1989 , and the references therein) considered initial-value problems similar to (2), (3). In particular, Merkin and Needham (1990) discussed (2), (3) for g = 0 and D = 1. They consider this to be a model for a generic isothermal chemical reaction governed by cubic autocatalysis and linear decay. We consider below the system for g > 0 and D > 0. Note that in our formulation g = 0 represents a situation where no nutrient replenishment takes place. Allowing g to be nonzero and D ¥= 1 provides a more diverse solution set, and this is essential if this model is to describe a wider class of biologically relevant situations.
The initial-value problem given above has been considered by Davidson et al. (1997a, b) with development in both one and two space dimensions, being addressed for g & 0 and D > 0. Merkin and Needham (1990) also considered the appropriate initial-value problem.
The results given by Davidson et al. (1997a, b) reveal that a wavefront forms from the initial data and persists provided that the parameters for the system are appropriately chosen. The fronts in the substrate and activator variables are locked together, as would be expected. It was found that if either a 0 or s 0 is too small then a wavefront forms then decays, with a returning to zero and s returning to a constant. Similar behaviour is observed if a value for /i is chosen which is insufficiently small. If the chosen parameter values ensure that a front does persist In each case, the fixed shape forms relatively quickly, and the speed of propagation soon settles to a constant. The four different cases arise because of changes in the number and stability of the uniform steady states as the parameters g and D vary. This is summarized in Fig. 2 The solutions illustrated in Fig. l (a to c) display classic travelling-wave behaviour. The solution shown in Fig. l(d) is somewhat different, in that a fixed, oscillatory pattern forms behind the advancing front. The study of such a solution requires a different approach to that introduced below, and its full understanding needs further research. Below, we investigate travelling-wave solutions to (2) where the parameters are chosen so that the form of the solution is as shown in Fig. l(a to c) . A priori results for such solutions are given in Section 2. In Section 3 a local analysis of the resulting ordinary differential equations is conducted by first rewriting them as a first-order system. Results for (g, D) in each of the three regions under consideration are provided. To extend these local results, numerical solutions and global phase portraits are considered in Section 4. It is possible in this way to explain the qualitative changes apparent in the solution set as g, D, and the wave speed are varied. Merkin and Needham (1990) showed that in the case when D = 1 and g=0a different form of solution exists when both fi and the wave speed are taken to be small. In Section 5 we show that such a solution exists for (g, D) G RI and we provide alternative reasoning as to how such solutions arise by reconsidering the local analysis of Section 3.
Travelling-wave solutions
Motivated by the results summarized in Section 1, we seek travelling-wave solutions to (2) which have a permanent form and a constant speed. Hence we seek solutions to (2) for which a(x, t) = a(x -ct) and s(x, t) = s(x -ct), where c>0 is the constant wave speed. Letting z =x-ct it follows that (a(z),s(z)) satisfies a" + ca' + a 2 s -fw = 0,
where the primes denote differentiation with respect to z- For (g, D) in each of the three regions under consideration, the desired form of (a(z), s(z)) is as shown in Fig. l Fig. l(a) . (Although not apparent in Fig. l(a) because of the scale, it will be shown later that s>0.) Such solutions will be referred to as TWSj (travellingwave solution 1). Case (ii) (g, D) e RII: a(z)-»0 and s(z)-»s 0 as z -» ±°o. Such solutions will be referred to as TWS 2 , and they have the form shown in Fig. l(b) . Case (iii) {g, D) e RIII: a(z)->0 and ,s(z)-»So as z-»°° and a(z)-»fl 2 and s(z)-»s 2 as z-*-°°. Such solutions will be referred to as TWS 3 , and they have the form shown in Fig. l(c) .
The following results concern the form of TWS, (i = 1-3). It can be shown without significant deviation from the methods of proof used by Merkin and Needham (1990) , and the references therein, that:
(i) no TWS, exists with a = 0 or 5 = k for any constant k; (ii) any TWS, has a(z), s(z)>0in |z|<°°; (iii) any TWS,-has s(z) <s 0 in \z\ < °°; (iv) any TWS] has s(z) strictly monotone increasing in \z\ < °°.
In support of the result (see Davidson et ai, 1997b) COROLLARY 1 Any TWS) or TWS 2 obtains its maximum in the interior and so flmax > /A I so, where a max = max u|S0O {a(z)}.
Proof. For any TWS, or TWS 2 , fl(z)-»0 as z -» ±». From (ii) above, a(z) > 0 in |z| < oo and so fl(z) must attain its maximum in the interior. D
We can say more about the maximum of a(z) in any TWS,. The following lemma is required first.
LEMMA 2 Any TWSi has a(z) + s(z)<Ms 0 in |z| < °°, where M = max{1,2-D}. (4) and (5) we get
Proof. Suppose that (a, s) is a TWS]. Then on adding
On letting ij/ = a +s this becomes
which is subject to ip-*s 0 as z-» °o and (/»-»s as z -»-<». Integrating (6) from z to oo gives that is,
'z
We must now consider the cases D 5* 1 and D < 1. First suppose that D > 1. Then from (ii) and (iv), (7) implies that
and on integrating this between -oo and z we have for all z, \z | < °°. Now suppose that D < 1. From (7),
Multiplying by exp (cz) and integrating by parts between -°° and z gives
J-00
and so by (ii) and (iii)
The result follows directly. D Lemma 2 can be used to obtain the following lemma.
LEMMA 3 Any TWS! has a =£ a max , where In this section we investigate the necessary local conditions required for the existence of travelling-wave solutions of the desired type.
(4) and (5) may be rewritten as
The fixed points of this system again depend on the choice of parameter values. With (g, D) e RI the system has, in fact, a line of fixed points given by (0, k, 0,0) for any constant k. In this case, a TWSj would be represented by an integral path for (8-11) which leaves (0,s, 0,0) at z = -°° and joins (0, s 0 , 0,0) at z = +°°. On this path, a, s, and /3 would remain strictly positive for |z| < °°, and a would have one change of sign, initially being positive. For (g, D) e RII, system (8-11) has only one fixed point (0,5 0 ,0, 0), and a TWS 2 would be represented by a homoclinic trajectory on that fixed point. Both a and s would be positive on this trajectory, and a and /? would have one change of sign, with a being initially positive and /? being initially negative.
Finally, for (g, D) e RIII the system has three fixed points, (0, s 0 , 0,0), (a x , s lt 0, 0), and (a 2 , s 2 , 0, 0), where a U2 and, s, 2 are defined in Table 1 . A TWS 3 would be represented by an integral path joining (a 2 ,s 2 ,0,0) at z = -°° to (0, So, 0, 0) at z = +a>. The desired form of this path is less clear, but it would have to spiral out of the fixed point (a 2 ,s 2 ,0,0). Again, a and s must remain positive.
We will consider each of the three cases in turn.
Case (i): (g, D) e RI
The numerical results detailed by Davidson et al. (1997a, b) and summarized in Section 1 show that a wavefront does not persist if the parameter fi is chosen to be too large. In fact, travelling-wave behaviour is only observed for relatively small values of this parameter (values far below the upper bound /x =s \M 2 sl which is provided as a consequence of Lemma 3). With this as motivation, fi is considered below to be a small (trivial) dependent variable and we augment (8-11) with the equation fi' = 0.
The fixed points of this augmented system are (0, k, 0, 0, /n) for any constants k and ii. Setting /x = 0 greatly simplifies the system; this case has been investigated by Billingham and Needham (1991) . We will consider the fixed points (0, k, 0, 0, 0) of (8-12) Therefore, by theorem 3.2.1 given by Guckenheimer & Holmes (1983) , (13) 
Hence, on the part of W s which points into the region of phase space for which a < 0 and /? > 0, it follows that a > 0 and s < k for each value of k > 0. It also follows that for each value of k > 0 and for each value of fi chosen sufficiently small a trajectory of the (locally) desired form enters the fixed point (0, k, 0, 0) via W s . Note that the union of the stable manifolds at each fixed point forms a three-dimensional continuum which is parametrized by k.
We now investigate the centre manifold. To do this the system must be written in a standard form, namely, in terms of the basis of eigenvectors (see, for example, Guckenheimer & Holmes, 1983 [a,s, a,p] J = B [u,v,w,yf, (8-12) provided u, v, and /x are in a sufficiently small neighbourhood of the origin, where <P: R 3 -»U 2 is at least continuously differentiate (see theorem 1 and §2.6 of Carr, 1981) .
The line of fixed points in the new coordinates has v = k for any constant k, and therefore close to each fixed point v~k, which is not necessarily small. However, the simple change of variables v -»k + v allows us to rewrite (16), on dropping the carets for ease of notation, as 
Close to each fixed point, w, v, and /x may now be considered as being sufficiently small. The centre manifold for the fixed points of (17) is calculated using standard procedures (see Carr, 1981; Guckenheimer & Holmes, 1983) as follows. (and fi' = 0). A sketch of this flow is given in Fig. 3 . Note that the flow is away from the line of fixed points. We note here that neither the uniqueness nor the analyticity of W c follows directly. However, by Theorem 1, all such manifolds are approximated by the function «Pto order O(||(u, v, fi)\\ q ) (see Carr, 1981, §2.6 ). Hence, the flow on any centre manifold of system (17) is locally equivalent to that given in (19), (20).
The calculations above show that a trajectory exists which leaves each fixed point on which u and v are initially positive. From (18) it follows that, on certain trajectories, w (for /JL > ku) and y are also initially negative. With reference to the change of variables provided by the basis B this means that, for fi sufficiently . small, these trajectories have the locally desired form as they leave each fixed point (0, k, 0, 0). However, the following lemma holds.
LEMMA 4 No trajectory of the desired form in the global sense leaves any fixed point (0, k, 0, 0) for which k is O(l) or larger.
Proof. All trajectories which leave the line of fixed points in the positive u direction are swept to v = +°° along the curve u = /x/k. Now, the existence of W c can be locally assured only, but we are assuming that /A is sufficiently small and so (i/k->0 as k -* °° or fj. -*0. (The curve u = fi/k is a local approximation: for each new value of k, we have a different value of fi/k.) Therefore, all trajectories leaving the line of fixed points in this direction meet this curve (to a certain order of accuracy). As the continuum of centre manifolds is invariant, these trajectories are therefore all swept towards v = », and only there do they rejoin the line of fixed points. D We now consider the local behaviour when it is small. In particular, when k = 0, from (18), we have y = 0(3). In order to be more specific, it is necessary to examine the third-order terms on the centre manifold. Let 
0(4).
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Then, on substituting these expansions into the equation (HW) (u, v (and /x' = 0). This flow is illustrated in Fig. 4 . Note that, as before, the flow is away from the line of fixed points and the trajectories on which u and v are positive are attracted to the curve uv = /A(1 -fi/c 2 ) (to O(4)). The centre manifold at k = 0 is part of the continuum of centre manifolds which emanates from the line of fixed points. The bounding curve uv = /n(l -fi/c 2 ) is simply a better approximation for the curve u = n/k derived above. Hence, as before, we may consider /A to be so small that any trajectory which leaves the line of fixed points at a suitably large value of k is swept to u = +°°. Therefore, only the trajectories which leave the line of fixed points in a very small neighbourhood of zero can escape this bounding curve. With respect to the original variables it follows that if a trajectory of the desired form exists then it must leave the line of fixed points in a small neighbourhood of zero. From (21) we can see that, in this neighbourhood, trajectories exist on which u,v,u + w, and v + y are positive and w and y are negative as required.
Finally we consider the trajectories which leave exactly from zero. It is clear from (17) that the (u, w)-plane is invariant. Hence any trajectory which leaves zero remains in the (u, w)-plane (that is, v and y remain zero on this trajectory) and therefore is not a trajectory of the desired form. Lemma 5 below then follows.
LEMMA 5 In any TWS! as defined above, s(z)-»s as z-» -°°, where s is small but strictly positive; that is, s(z) remains strictly positive behind the front.
Case (ii): (g, D) e RII
A numerical solution of the initial-value problem for (g, D) e RI established that the wavefronts persisted for much larger values of pi than was the case for (g, D) e RI. Hence the approach used in Section 3.1 of considering /A to be very small is not applicable. It can be shown, after some work, that using the same techniques but considering g to be a (trivial) dependent variable is also not applicable. Therefore, proceeding with a straightforward linearization of system Hence, unique two-dimensional stable and unstable manifolds exist which are locally tangent to span {e,, e 3 } and span {e 2 , e 4 }, respectively. From (22) and hence a trajectory of the desired form enters (0, s 0 ,0, 0).
Case (iii): (g, D) e RIII
For reasons similar to those detailed above, we proceed with a straightforward linearization for (g, D) e RIII. For g in this range it is necessary to linearize the system (8-11) around each of the three fixed points. Details of linearization around the point (0, s 0 , 0, 0) are given above, and hence it can be shown that a trajectory of the desired form enters this fixed point via the stable manifold. However, the algebraic complexity produced by considering linearizations around ( fl i,2. $1,2,0,0) renders any qualitative analysis of the corresponding local behaviour fruitless. Therefore, to gain further insight into this and the previous cases, we will consider the global behaviour of the solutions to (8-11) by solving this system numerically and considering global phase portraits.
Global behaviour
A numerical study of solutions to the system (8-11) is discussed first, and the results are then augmented by considering the projection of the phase portrait onto appropriate subspaces. Merkin and Needham (1990) have also provided numerical results for the specific case they studied. Our approach is somewhat different in that we do not rescale the system before the numerical solution. The arguments concerning uniqueness and non-existence are therefore different in our case, and they are highlighted below.
Numerical solutions of (8-11) were obtained using MATLAB (see for example, Sigmon, 1994) ; more specifically, the routine l ode45' was used. This routine uses a fourth-and a fifth-order Runge-Kutta predictor-corrector pair. The error tolerance can be set by the user; a value of 10" 9 was employed throughout. (The results showed no significant change at lower tolerances.) Numerical computations were started from given initial data at a sufficiently large negative value of z (z = -100 was used). Merkin and Needham (1990) set the asymptotic value of s as z -» °° (called s 0 here) equal to unity. This allowed an upper bound for fi to be found numerically; above this bound no solution of the form they considered exists. No such upper bound exists in our case because we do not restrict the value of s 0 , and it can be shown that if larger values of \L are taken then a larger value of c provides a solution of the desired form. The final value s 0 still obeys the bound provided as a consequence of Lemma 3. For (g, D) e RI, with c chosen to be suitably large, the solutions exhibit a characteristic single peak in a(z) (see Fig. 5(a) ). Ahead of this peak a(z) returns slowly to zero. However, s(z) apparently continues to increase linearly to °° as z -»°°. Reducing c to some value c, say, introduces a second, much reduced maximum in a(z): ahead of the large initial peak, a(z) returns almost to zero but then it recovers slightly, eventually decreasing to zero again (see Fig. 5(b) ). Reducing c further still to c, say, drastically changes the form of the solutions. In this case, the solutions still have the characteristic single peak in a(z) with s(z) increasing monotonically and then levelling off. However, at a finite value of z both a(z) and s(z) become unbounded (see Fig. 5(c) ) One can check that the approach to this asymptote is smooth by successively solving the system up to values of z which approach the singular point. For a critical value of c, c u say, with c<c 1 <c, the desired form of the solution is obtained (in a large interval of integration) see Fig. 5(d) . The value of c x depends on the other parameters and in particular on D. It was found that Cj decreases as D increases.
For (g, D) e RII, the behaviour of the solutions as c is varied is similar to that detailed above as illustrated in Fig. 6(atoc) . After initially decreasing, s(z) increases rapidly at first and then it increases at a smaller rate as a(z) decreases slowly to zero. Decreasing c to c causes a(z) to change form exactly as detailed above. Decreasing c further still to c induces the singularity seen in Fig. 6(b) . A critical value c 2 , with c <c 2 <c, can again be found for which the desired form of the solution is obtained (Fig. 6(c) ). As above, it was found that c 2 is a decreasing function of D.
Finally, with (g, D) e RIII, the growing oscillations about (a 2 , s 2 ) shown in Fig.  l(c) are again apparent. As above, a change in the behaviour of the solution is observed as c passes through a critical value. Considering a(z) alone, as shown in Fig. 6(d to f) , the desired form of solution is obtained for a critical value c 3 , say. For c<c 3 , a(z) becomes singular at some finite value of z. For Oc 3 , a(z) still tends to zero but a further smaller peak forms after the main peak. Irrespective of the value of c, it was found that s(z) is initially of the desired form but it becomes unbounded at some finite value of z-The position of this singularity coincides with the point where a(z) either has a singularity or is zero (to within the accuracy employed).
To obtain an understanding of how these changes in structure occur, it is instructive to consider the global phase portrait of system (8-11). Of course, this system has a four-dimensional phase space and therefore a global analysis of the full phase portrait is very difficult. However, a heuristic understanding of the flow can be gained by considering projections of the full phase portrait onto appropriate subspaces.
Consider the flow as projected onto the {a, a)-plane. For (g, D) e RI U RII, it follows from the discussion above that, when the flow is projected onto this plane, a trajectory of the desired form leaves (0,0) on W c . On this trajectory, a and a are both initially positive and increasing. From (11), therefore, the The form of equations (4) and (5) suggests that the parameter c can be considered to be a damping coefficient in the motion of a point in phase space. Hence, for large (or small) values of c, the trajectory would be expected to undershoot (or overshoot) the stable manifold of the point zero. For large values of c, the trajectory leaves zero and crosses the a-axis once before being attracted to the 'fixed point' fi/s (see Fig. 7(a) ). Of course, fx/s is not a true fixed point of the system except at s = °o, and clearly for any fixed value of fi this point moves with s, tending to zero as s-» °°. However, as demonstrated in the linear analysis above, this point acts as a global attractor for the system. Such a trajectory corresponds with the behaviour illustrated in Figs 5(a) and 6(a).
Decreasing c allows the trajectory to recross the a-axis before tending to fi/s as z (and s) tends to infinity (Fig. 7(b) ). The rotation around /JL/S corresponds to the small oscillation ahead of the main peak of a(z) illustrated in Fig. 5(b) . (Further oscillations corresponding to more rotations around fi/s may be possible by careful choice of parameters.)
If c is decreased further still (Fig. 7(c) ), the trajectory again curves around fi/s, but this time it heads back towards zero. In a small neighbourhood of zero, the local dynamics described in Section 3 take effect and the trajectory either joins the stable manifold or is attracted towards the centre manifold. If the latter occurs, the trajectory either recrosses the a-axis and increases again towards fi/s or it passes into the quadrant in which a and a are both negative. Here the dynamics ensure that such trajectories cross the curve a = -{a 2 s -fia)/c on which a' = 0 and then follow the centre manifold away from zero. A critical value of c allows for the desired connection ( Fig. 7(d) ). For (g, D) e RIII, trajectories leaving (a 2 , 0) in the (a, a)-plane initially spiral outwards. When s(z) becomes monotonically increasing, the trajectory behaves in the way described above. For large values of c the trajectory is attracted to the point /x/s (Fig. 8(a) ), whilst for small values of c, after initially spiraling out from {a 2 , 0), the trajectory follows the unstable manifold away from the fixed point (0,0) ( Fig. 8(b) ). The corresponding behaviour in the (s, 0)-plane illustrates why s(z) behaves similarly for all but the critical value of c. As shown in Fig. 8(c  and d) , for large or small values of c, the trajectory is carried away from the fixed point (s 0 , 0) in the same direction. Again, for a critical value of c, the trajectory joins the stable manifold of (s Q , 0) and is a trajectory of the desired form.
The above phase-plane analysis suggests, as do the numerical results, that for each fixed value of p., g, and D a unique value of c exists for which a trajectory of the desired form connects the appropriate fixed points. This seems not to support the suggestion made by Merkin and Needham (1990) that for g = 0 (and D = 1), and for each fixed value of ft, an infinity of solutions exists corresponding to all values of c greater than some lower bound. However, this apparent dichotomy can be clarified as follows. As the local analysis of the previous section suggests, solutions which initially have the desired form leave from each point in a small neighbourhood of zero on the line of fixed points. Hence, for a fixed value of /i, a range of values of c may exist which allows these trajectories to rejoin the line of fixed points. In this sense an infinity of solutions may exist, but, if it does, each solution must start from different initial data; that is, a continuous ribbon of solutions may exist with a unique value of c associated with each starting point (see Fig. 9 ). Merkin and Needham (1990) detailed different types of solutions to those described in the case g = 0 above. These secondary solutions are found to occur when both fi and c are sufficiently small. The form of these new solutions differs from the form of those described above insomuch as s(z) tends to a value of 0(1) as z-* -°° and the maximum height of the peak in a(z) is very much reduced. This type of solution also exists for the system under consideration here when (g, D) e RI, as illustrated in Fig. 10 . As above, the critical value of c varies inversely with D.
Small-wave-speed solutions
We will now comment on the existence of such solutions. It was shown above It appears that allowing c to be very small has a marked effect on the flow on the centre manifold, and, consequently, on the stability of the fixed points. Note that these calculations do not consider the behaviour of terms such as /i 2 /c 5 as \x and c tend to zero; as these terms may be significant in the asymptotic behaviour this situation needs further study. However, these calculations do provide an outline of why new types of solutions exist for sufficiently small values of c.
Conclusions
The analysis above provides rigorous and/or heuristic explanations for many qualitative aspects of the numerical solutions of the initial-value problem described in Section 1. From appropriate initial data, a travelling front is seen to propagate through the domain behind which the behaviour of the solution depends on the choice of parameter values, in particular on the size of g and D.
When D and/or g are sufficiently small, the solutions can be viewed as travelling waves. When g = 0 these travelling waves persists only if the decay coefficient /* is chosen to be sufficiently small. With this as motivation we considered the resulting system of ordinary differential equations under the restriction that fx is a trivial dependent variable that varies close to zero. This allows a clearer and deeper insight of this case previously considered by Merkin and Needham (1990) to be obtained. Numerical studies of this system of equations coupled with a global phase-plane analysis lead to an improved understanding of how the qualitative structure of the solution set varies with, in particular, the wave speed. Such techniques also provide an understanding of the structure of the solution set when gT" 4 0 and D^l.
The techniques used allow for a wide range of parameter values to be considered; this is an important factor in the application of the model to fungal growth. Different values of the parameter g, which corresponds to the rate at which the system is replenished with substrate, and the diffusion ratio D, which corresponds to the connectivity of the mycelial network being modelled, provide markedly different solutions structures. The choice of parameter size and associated solution structures correspond to biologically relevant situations and observable properties of developing fungal colonies.
