We describe the second step in a two-step approach for the development of new and improved alloys. The first step, proposed by Golodnikov et al [3] , entails using experimental data to statistically model tensile yield strength and the 20th percentile of the impact toughness, as a function of alloy composition and processing variables. We demonstrate how the models can be used in the second step to search for combinations of the variables in small neighborhoods of the data space, that result in alloys having optimal levels of the properties modeled. The optimization is performed via the efficient frontier methodology. Such an approach, based on validated statistical models, can lead to a substantial reduction in the experimental effort and cost associated with alloy development. The procedure can also be used at various stages of the experimental program, to indicate what changes should be made in the composition and processing variables in order to shift the alloy development process toward the efficient frontier. Data from these more refined experiments can then be used to adjust the model and improve the second step, in an iterative search for superior alloys.
Introduction
In recent work, Golodnikov et al [3] developed statistical models to predict the tensile yield strength and toughness behavior of high strength low alloy (HSLA-100) steel. The yield strength was shown to be well approximated by a liner regression model. The alloy toughness (as evaluated by a Charpy V-notch, CVN, at −84 • C test), was modeled by fitting separate quantile regressions to the 20th, 50th, and 80th percentiles of its probability distributions. The toughness model was shown to be reasonably accurate, and ranking of the alloys and selection of the best compositions and processing parameters based on the strength and toughness regression models were similar to that of the experimental program reported by Goldren and Cox [2] . This heralded a new era in alloy development, since the current practice embodied by the experimental program involves several expensive rounds and phases of steel pouring and testing.
Models with the capability to estimate the effect of processing parameters and chemical composition on toughness, are particularly important for alloy design. While the tensile strength can be modeled with reasonable accuracy by, for example, Neural Networks (Metzbower and Czyryca [7] ), the prediction of CVN values remains a difficult problem. One of the reasons for this is that experimental CVN data often exhibit substantial scatter. The Charpy test provides a measure of an invariant material property, and CVN values depend on many parameters, including specimen geometry, stress distribution around the notch, and microstructural inhomogeneities around the notch tip. More on the CVN test, including the reasons behind the scatter and statistical aspects of this type of data analysis, can be found in McClintock and Argon [6] , Corowin and Houghland [1] , Lucon et al [4] , and Todinov [9] . Developing alloys with minimum allowable CVN values, therefore, results in multiple specimens for each experimental condition, leading to complex and expensive experimental programs. In addition, it is possible that optimum combinations of processing parameters and alloy compositions will be missed due to the practical limitations on the number of experimental alloys and processing conditions.
In this paper we utilize the regression models developed by Golodnikov et al [3] , to perform computer simulations for optimization of chemical composition and processing, in order to obtain the best combination of alloy strength and toughness. Applying the steel selection criteria described in Goldren and Cox [2] , we determine the compositions and processing parameters that result in the best steels. To perform the optimization, we employ the efficient frontier methodology, a much-used tool in financial risk management. For a hypothetical specimen of steel on the efficient frontier with given strength and toughness values, we will see that it is not possible to attain the same or a higher strength with a higher value of toughness, nor the same or a higher toughness with a higher value of strength.
Such an endeavor has been thus far practically unattainable in the industry, due to the time and cost involved in the physical manufacture and subsequent testing of specimens with a new set of parameters (the experimental program). Our approach demonstrates that using simulations based on validated statistical models in conjunction with data from experiments, can lead to a significant reduction in the experimental effort and cost associated with the development of new and improved alloys. This paper therefore continues the stream of innovation begun by Golodnikov et al [3] , where the incorporation of mathematical modeling into the experimental program has the potential to lead to an increase in the rate of discovery of optimal alloys.
The rest of the paper is organized as follows. Section 2 revisits the key results of Golodnikov et al [3] which provides the statistical modeling framework on which the current work is based. The optimization problems, the solution of which will identify the improved alloys, are detailed in Section 3. Section 4 presents the results of this optimization by illustrating the various possibilities for the respective efficient frontiers. We conclude with an in-depth discussion outlining the relevance of our proposed methodology to the materials science community.
Statistical Models for Tensile Yield Strength and Charpy V-Notch
In Golodnikov et al [3] , we developed statistical regression models to predict tensile yield strength (Yield), and fracture toughness (as measured by Charpy V-Notch, CVN, at −84 • C) of High Strength Low Alloy (HSLA-100) steel. These predictions are based on a particular specimen's chemical composition (C, Mn, Si, Cr, Ni, Mo, Cu) measured in weight percent, and the three alloy processing parameters: plate thickness in mm (Thick), solution treating (Aust), and aging temperature (Aging). As described in the analysis of Golodnikov et al [3] , the yield strength, chemical composition, and temperature data, have been normalized by their average values with respect to the original source, Goldren and Cox [2] . Generically speaking, statistical regression models attempt to parsimoniously describe the relationship between several predictor (or explanatory) variables, X 1 , . . . , X k , and a particular dependent (or response) variable of interest, Y , measured contemporaneously. The hope is that observations made on the response, Y 1 . . . , Y n , can be modeled as linear combinations of corresponding observations from the predictors,
for some unknown coefficients β 0 , β 1 , . . . , β k , to be estimated from the available data. The i are random variables with common probability distribution function F (·), that account for the surplus variability or scatter in Y that cannot be explained by X 1 , . . . , X k . Many phenomena in science can be usefully modeled in this simple way; the cumulative effects of unmeasured and/or unforeseen variables being lumped into the stochastic term.
For a given real number 0 ≤ θ ≤ 1, the predictions on Y derived from model (1) take on the generic form
In ordinary (least squares) regression, the quantity predicted at the given X 1 , . . . , X k is the mean value of Y , i.e. h(Y ) = E(Y ), θ = 0.5, and is assumed to have a symmetric distribution about zero so that F −1 (0. Y (θ), so that the quantity predicted at the given X 1 , . . . , X k , is the θth quantile (or 100θth percentile) of Y .
One way to quantify the success of a regression model, is to measure the percentage of the variability in Y that is explained by the X's. In ordinary regression, this quantity is the R 2 ; e.g. R 2 = 90% meaning that only 10% of the variation in Y cannot be accounted for by the X's. In θth quantile regression, this quantity is the R 1 (θ), with analogous interpretation. An important issue when many candidate predictor variables are involved, is how to choose an appropriate subset so that a large percentage of the variability in Y is explained with few X variables. For reasons of efficiency, it is desirable to exclude from selection variables that contribute little to the explanation of Y . Also desirable, is the exclusion of predictors that may be highly correlated with other predictors.
Let us denote the i-th alloy predictor variable (chemical composition or processing parameter), by x i , i = 1, . . . , 16. The particular variable represented by the index i is given in Tables 1 and 2 . In Golodnikov et al [3] , we found the ordinary regression model Yield = 0.7 + 0.173x 1 + 0.045x 2 + 0.13x 4 + 0.123x 6 + 0.358x 7 + 0.004x 13 + 0.285x 14 − 0.759x 15 − 0.002x 16 , (2) to be fairly successful in predicting Yield, as judged by a value of R 2 = 94% and other standard measures of assessing model adequacy. The CVN data however, had considerably more scatter, so that ordinary regression models did not provide a suitable fit. The scatter was dealt with by fitting separate quantile regression models, each targeting a specific percentile of the CVN distribution. In particular, the 20%th percentile of the distribution function of CVN is of interest in this analysis, since it plausibly models the smallest value of the three values of CVN associated with each data point. The following model was obtained,
(CVN was modeled on the logarithmic scale in order to guarantee that predicted values would always be positive.) Although not quite as successful as the model for Yield, the R 1 (0.2) = 52% value and further goodness of fit analyses showed this model to be sufficiently useful for its intended purpose, the selection and ranking of good candidate steels (Golodnikov et al [3] ).
Note that Ni and Cb do not appear in the above models. They were excluded from consideration due to their high degree of collinearity (linear correlation) with the remaining predictors. However, since they have an important effect on the properties of steel, their composition in the alloys was accounted for by developing a separate linear regression model for each. These models are as follows, (4) and,
− 0.284x 10 + 0.013x 13 + 0.431x 14 + 0.287x 15 . (5) (All estimated coefficients are statistically significant at a confidence level of 95%.) Si, Al, P, and S, were also excluded from Yield and CVN modeling. These are contaminants, their appearance in the composition of the alloys strictly controlled by maintaining them at the lowest possible levels.
Since the primary aim of this article is to search for combinations of chemical compositions and processing parameters that result in steels with optimal Yield and CVN characteristics (the higher the better), feasibility bounds must be imposed on these variables. The actual bounds we will use are adapted from Goldren and Cox [2] , and appear in Tables  1 and 2 . Table 2 : Feasibility bounds on P, S, and V chemical compositions and normalized processing parameters, considered in the search for the optimal steels. To each variable there corresponds also an index which will be used to reference it in subsequent notation. Theoretically, regression models (2) and (3) could be used for predicting the Yield and 20% log CVN of new data points, points that were not used in fitting these models (the training set). While the prediction error for the training data points is known, the prediction error for a new data point is not. Nevertheless, from continuity considerations, it follows that the closer a new data point is to the training set, the better the prediction accuracy for that point. In other words, predictions made in the neighborhood of the training set are generally more reliable than predictions for more distant points. Using this reasoning we will search for the best data points in a small neighborhood of the training set. By definition, this neighborhood is the union of all neighborhoods corresponding to individual points in the training set. However, since this mathematical construction is rather complex from a computational point of view, we will consider instead the neighborhood defined by the convex hull of the training set. To further reduce computational complexity, we will consider only specimens with a thickness of 51 mm, restricting our attention to the convex hull of such points. This involves the following specimens of steel: # 21 (1 point), # 23 (1 point), # 28 (8 points), # 30 (4 points), # 35 (4 points), # 37 (1 point); a total of 19 data points.
In order to define the aforementioned convex hull, we introduce some notation. Let z ij denote the value of the i-th alloy predictor variable (chemical composition or processing parameter) for the j-th data point, i = 1, . . . , 15 (as indexed by the first row of Tables 1  and 2 
for a set of scalars {α j }, j = 1, . . . , 19, satisfying,
and
Let l i ≤ u i denote the lower and upper bounds on the i-th variable presented in Tables  1 and 2 , i = 1, . . . , 15. For 0 ≤ ε ≤ 100, the ε% neighborhood of the convex hull defined by (6)- (8) is the set of points {x i }, i = 1, . . . , 15, represented by the vector x = [x 1 , . . . , x 15 ] , that satisfy the constraints,
and (7)- (8) . In (9), x is the analogue of y in (6) . Consider now the search for the best points, x, in a small ε% neighborhood of the convex hull of the training set, with ε in the range 1-3%. By definition, these best points will be in the ε% neighborhood of the convex hull, and will correspond to specimens of steel having a maximum possible value of Yield, under the constraint that the 20% of log CVN is not less than some fixed value a. As a varies, these best points define a curve on the Yield-CVN diagram, called the efficient frontier. For a point on this curve with given Yield and CVN values, one cannot therefore attain the same or a higher Yield with a higher value of CVN, nor the same or a higher CVN with a higher value of Yield.
The concept of an efficient frontier was first introduced by Markowitz (1952) in connection with financial portfolio optimization, where he desired to choose portfolio weights so as to maximize its return while simultaneously minimizing its variance. The concept can be generalized to any situation where one seeks to simultaneously optimize two attributes that are controlled by a finite set of variables. For a fixed value of one attribute, the efficient frontier defines the optimality boundary beyond which it is not possible to achieve a more optimal level of the other attribute. With the incorporation of linear constraints, the resulting set of optimization tools has become standard in financial risk management, and is also finding widespread usage in other fields.
In our case, construction of the efficient frontier involves solving two optimization problems.
Optimization Problem 1 (Maximize Yield)
Find the values of {x 1 , . . . , x 16 } that maximize Yield, as given by model (2), subject to the constraints: (i) 20% log CVN a, with 20% log CVN given by model (3);
(ii) | x 5 −x 5 |< ε Ni , wherex 5 is the predicted Ni value from model (4); (iii) | x 8 −x 8 |< ε Cb , wherex 8 is the predicted Cb value from model (5);
(vii) bounds on x 1 , . . . , x 15 as specified in Tables 1 and 2 .
Restriction (i) embodies one of the acceptability screening rules, which stipulates that a specimen of steel be disqualified if the smallest of its three values of CVN at −84 • C is less then a. Restrictions (ii)-(iii) ensure that Ni and Cb levels are approximately equal to that predicted by their respective regression models, within a tolerance of ε Ni and ε Cb . These restrictions tie together variables that were not used in the regression models for Yield and 20%-percentile of log of CVN, with those that were. Together with (vii), this ensures that Ni and Cb affect the optimization. Finally, (iv)-(vi) restrict the search for the best points to the ε%-neighborhood of the convex hull of the training set.
Optimization Problem 1 maximizes Yield with a restriction on the 20%-percentile of the logarithm of CVN at −84 • C. By symmetry, we should also maximize the 20%-percentile of log CVN under the condition that Yield belong to some feasible range of values.
Optimization Problem 2 (Maximize CVN)
Find the values of {x 1 , . . . , x 16 } that maximize CVN, as given by model (3), subject to the constraint that the predicted value of Yield from model (2) be in the range 0.9 ≤ Y ield ≤ 1.079, and restrictions (ii)-(vii) of Optimization Problem 1. 
Optimization Results
In this section we present and discuss the solutions to Optimization Problems 1 and 2, the efficient frontiers, for different ε% neighborhoods of the convex hull of the training set (ε = 1, 2, 3). The efficient frontier for ε = 1 is plotted as a solid line in Figure 1 . The acceptable bounds on the 20%-percentile of CVN (2.568) and Yield (0.899), are displayed as vertical and horizontal dashed lines, respectively. The feasible region is therefore defined by the top right quadrant delimited by these lines. The vertical dashed line intercepts the efficient frontier at point 2M. The left end of the efficient frontier, point 1M, is outside the feasible region. The training points closest to the efficient frontier, correspond to specimens of steel # 28, but all of them lie outside the feasible region. The point marked by a black square (steel # 16) designates a simulated specimen of steel # 16, since the test data for this steel were obtained for specimens of thickness 19 mm, and not 51 mm as this one has. In fact, only two points in the feasible region correspond to actual specimens: steels # 23 and # 35, with an aging temperature of 1.05, are closest to the efficient frontier.
Values of the composition and processing variables x 1 , . . . , x 16 for 5 feasible points on the efficient frontier obtained by considering the 1% neighborhood of the convex hull of the training set, are presented in Table 3 of the Appendix. The best points are 2M and 6M. Point 2M is characterized by the largest value of Yield among all points that satisfy the restriction on the 20% of CVN. It is a solution of Optimization Problem 1 with a = log(2.568). Point 6M is characterized by the largest value of 20% of CVN among all points that satisfy the restriction on Yield, and is a solution of Optimization Problem 2.
The efficient frontiers for ε = 2% and ε = 3% are plotted in Figure 2 and 3, respectively. Corresponding composition and processing variable values for selected points on the efficient frontier and within the feasible region are presented in Tables 4 and 5 
As is evident from Figure 3 , and differing from the previous cases of 1% and 2% neighborhoods, point 6M is infeasible in the ε = 3 case since it is below the horizontal dashed line (the lower feasibility bound on Yield). Although points on the efficient frontier for the 3% neighborhood exhibit better strength-toughness combinations than those for the 1% and 2% neighborhoods, they suffer from larger prediction errors.
Finally, we considered the efficient frontier when no restrictions are imposed on the neighborhood of the convex hull of the training set, i.e. the neighborhood is permitted to be arbitrarily large. The efficient frontier for this case is plotted in Figure 4 .
As is to be expected, the most striking feature is that the distance between the training 
q set points and the efficient frontier is much larger in comparison to the ε = 1%, 2%, and 3% cases. We also note that the maximum feasible value of 20% CVN at −84 • C is very large. Although points on the efficient frontier exhibit much better strength-toughness combinations than before, they also have much larger prediction errors. Corresponding composition and processing variable values for selected points on the efficient frontier and within the feasible region are presented in Table 6 of the Appendix. Tables 3-5 also show that the composition of the contaminants Si, Al, P, and S varies among points on the efficient frontier. This is a result of imposing optimization restriction (iv) on the ε% neighborhood of the convex hull of the training set, which covers all composition and processing variables. Note that the contaminants do not affect Yield, CVN at −84 • C, and the remaining explanatory variables. That is, the optimization results are unaffected if the restrictions for i = 3, 9, 11, 12 are omitted from optimization constraint (iv). Indeed, this is borne out by Table 6 , which displays the result of Optimization Problems 1 and 2 with constraint (iv) omitted, where we see that the levels of Si, Al, P, and S do not vary across points on the efficient frontier. 
Discussion
In this paper we have detailed the second step of a two-step approach for the development of new and improved alloys. In the first step explored by Golodnikov et al [3] , experimental data was used to statistically model yield strength and the 20% percentile of toughness (measured by Charpy V-Notch at −84 • C), as a function of 16 alloy composition and processing variables. We then used these models in the second step to search for combinations of the variables in small neighborhoods of the data space, that result in alloys having optimal levels of the properties modeled. We have shown how this step can be cast in the framework of a linear optimization with constraints problem, the optimal points lying on the efficient frontier of the solution. By considering larger neighborhoods of the data space, the efficient frontier was seen to lead to alloys with increasingly better strength-toughness characteristics. However, there is a trade-off in that the consideration of larger neighborhoods also results in larger model-prediction errors, with a consequent decrease in certainty in the optimal solutions thus identified. Guided by engineering considerations, a decision maker can nevertheless select an appropriately small neighborhood of the data space in the 1-3% range considered above. The proposed approach has important implications for the design of physical experi-ments targeting the discovery of new and improved alloys. Its primary merit is the incorporation of information from prior experimental data into mathematical models, which are subsequently used in refining the fabrication process. Computer simulations based on these models establish the efficient frontier, thereby determining a region of optimal alloy composition and processing parameters. This can lead to a substantial reduction in the experimental effort and its associated cost. The simulations can also be used successively at various stages of the experimental program, to indicate what changes should be made in the parameters (composition and processing) in order to shift the next test/experiment in the direction of the efficient frontier. Data obtained from these more focused experiments could then be used to adjust the model and make recommendations on subsequent steps, in an iterative search for superior alloys. Finally, it may be useful to monitor the discrepancy in strength and toughness between the optimization-predicted steels on the efficient frontier, and actual observed values upon manufacture of specimens with the predicted optimal composition and processing levels. One would expect to see a gradual decrease in the magnitude of these errors as the proposed methodology, manufacture of new specimens followed by mathematical modeling/optimization, is iterated. Convergence to a fairly optimal set of parameters would then be indicated by errors that change little from one iteration to the next. 
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