INTRODUCTION
One-dimensional inversion of airborne electromagnetic (AEM) data is unique in principle (Fullagar, 1984) . In practice, however, owing to finite spectral bandwidth, ambient noise, and lateral heterogeneity of the real Earth, there are many conductivity models which fit the data equally well. Therefore, thorough inversion involves not only model construction, but also a process of "appraisal" in order to distil characteristics of the conductivity section which are common to all acceptable models (Backus & Gilbert, 1970) .
The analysis of eigenvalues and eigenvectors resulting from singular value decomposition, and their associated resolution and information density matrices, is one form of appraisal.
The advantage of this linear appraisal is that it is quick. However, there are three general limitations of the eigenvector-eigenvalue analysis, and one purpose-specific limitation.
[1] Linearity: the analysis of eigenvectors is relevant, at best, to a subset of models which are "linearly close" to the constructed model fitting the data. In other words, the Jacobian matrix is specific to the model. This is because the EM inversion problem is non-linear; in fact model-dependence of the Jacobian is the definition of a nonlinear inversion problem. There is no guarantee that all models which fit the data will be linearly close to the particular model which has been constructed. This is also a limitation of Backus-Gilbert appraisal. [2] Physical existence of parameters: establishing which linear combinations of parameters are best resolved is fairly meaningless unless the parameters refer to objects (in our case, layers) which actually exist. The number of layers in a model is a function of the starting model, the algorithm, and the choices made by the user. This problem is avoided in the Backus-Gilbert approach, which adopts a continuous formulation.
[3] Accuracy: the parameter estimates derived from the resolution matrix are the most "highly resolved", but necessarily the least accurate (Fullagar, 1981, Section III-2) .
[4] Purpose-specific limitation of linear appraisal: If the electrical character of the subsurface is required, the best resolved linear combinations of parameters (thicknesses and conductivities), or the conductivity "averages" derived via Backus-Gilbert appraisal, are really of little direct relevance. This would be true even if the inversion problem were linear. What is often important in practice is the permissible range of conductivities.
In this study, we apply extremal inversion to helicopter TEM data acquired over shallow waters in Broken Bay, ~ 40 km north of Sydney, Australia (Vrbancich, 2012) , and compare the results with ground truth data.
Advantages and Disadvantages of Extremal Inversion
Advantages: Extremal inversion is an alternative form of appraisal (Fullagar & Oldenburg, 1984) . The objective in extremal inversion is to construct acceptable models with maximal or minimal characteristics. Extremal models can be very different from the first model which fits the data. The advantages of extremal inversion are (i) non-linearityextremal inversion is not confined to a neighbourhood which is "linearly close" to the first model; (ii) relevance -the extremal inversion approach is a direct response to the question: "What can you tell us about the sub-surface, and
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how confident are you"? Notwithstanding its theoretical elegance, linear appraisal does not provide direct answers.
Disadvantages: (i) Computational effort -extremal inversion for one sub-surface layer means at most four extra inversion runs: two to maximise and minimise the conductivity, and two to maximise and minimise the depth; however, in absolute time the additional computation is not significant. (ii) Physical existence of model parameters -this is an important consideration for extremal inversion. In general, extremal inversion should be applied to models with the minimum number of layers consistent with a priori knowledge and quality of AEM data.
EXTREMAL INVERSION FORMULATION
Extremal inversion is effected by solving the perturbation equations using linear programming (Fullagar, 1981; Fullagar & Oldenburg, 1984) . The advantage of linear programming is that it enables the objective function to be defined as maximisation or minimisation of a particular model parameter. It also allows bounds (on conductivity or depth) to be imposed explicitly as inequality constraints rather than enforced (via truncation of the perturbation vector) after the system of equations has been solved.
The extremal inversion procedure comprises four stages. Initially, conventional inversion (non-extremal) is carried out using, for example, inversion of layer depths followed by inversion of layer conductivity. Conventional inversion generates a first model with acceptable L1-misfit at each location. The L1-misift is defined as  is unity (Parker and McNutt., 1980) . On this basis, a model is deemed to be "acceptable" if its L1-misfit equals 1. At some stations it will not be possible to find an acceptable model; in general, those stations are disallowed for extremal inversion.
It is desirable to find a model which "over-fits" the data prior to maximising and minimising parameters, because extremal models will just satisfy the data fit criterion in general. The only exceptions are cases where the target parameter attains an a priori bound (e.g. zero conductivity), or cases where the target parameter has no extremal value (e.g. depth to unresolved deep boundary). Therefore a new model, termed the baseline model, is constructed (stage 2) from the initial acceptable model by minimising the data misfit for layer conductivity using the fixed interfacial depths obtained from the initial model in order to provide some latitude for extremal inversion. The baseline model serves as the starting model for extremal inversion of both conductivities and interface depths.
The third stage of extremal inversion is iterative maximisation (or minimisation) of the conductivity of each layer in turn (with interfacial baseline model depths fixed). The process terminates when further increase (or decrease) of the target layer is not possible without violating the L1 acceptability condition. Other layers in the model are free to change; typically, the conductivity of the layers adjacent to the target layer will adjust antithetically, i.e. decrease during maximisation. The final stage of extremal inversion is iterative maximisation (or minimisation) of each interfacial depth in turn (with layer conductivities fixed at their baseline model values). The process terminates when further increase (or decrease) of the target interface depth is not possible without violating the L1 acceptability condition. The depths of other layer interfaces in the model are free to change.
The extremal inversion results in upper and lower conductivity bounds for layers of fixed thickness, and upper and lower depth bounds for layers of fixed conductivity. Conductivity and depth constraints imposed during the initial conventional inversion can be retained during extremal inversion.
The output after minimum depth determination is summarised in matrix form below, for three layers overlying a basement. d ij represents the depth of the jth interface when the ith interfacial depth is being minimised. Index j is 1 for the sea surface, and 4 for the basement contact. The top row defines depths for the model with minimum "depth to sea surface". This can be instructive in terms of altimeter error. d 11 denotes the minimum depth for target parameter in this case. The second row defines depths for the model with minimum "depth to interface #2", e.g. the seafloor. d 22 denotes the minimum depth for the target parameter in this case. The diagonal elements comprise the set of lower depth bounds, which relate to four different extremal models. Similar remarks apply to upper depth bounds and upper/lower conductivity bounds.
RESULTS
The dataset used in this study was obtained from a helicopter time domain (HTEM) survey over Broken Bay (Vrbancich, 2012) . Conventional inversion yielded inferred water depths accurate to within 1 to 2 metres for depths between 10 and 30 m, and to within 0.3 to 0.5 m in water depths less than 10 m (Vrbancich, 2012) . Interpreted depth to bedrock was in approximate agreement with depths estimated from marine seismic data (Vrbancich, 2012) . Extremal inversion is applied here to Line 5000 of the HTEM dataset, flown over Pittwater, a region of shallow water between rocky cliffs and a beach; (Figures 1 and 5 in Vrbancich, 2012) . The conventional and extremal models assume two layers, representing seawater and sediment, overlying a resistive basement.
Stage one (conventional inversion) assumed a starting model with an upper layer conductivity of 4.85 S/m (constrained between lower and upper bounds of 3.8 and 5.3 S/m) and a second layer with a conductivity of 1.25 S/m (constrained between lower and upper bounds of 0.5 and 1.8 S/m). A fixed basement conductivity of 10 -4 S/m is assumed. This choice of conductivity parameters was guided by water conductivity measurements in Pittwater at the time of the HTEM survey which ranged between 4.8 to 4.9 S/m, and conductivity measurements of sediment samples from vibrocores, which ranged between 1.1 and 1.6 S/m in the Pittwater area (Vrbancich, et al., 2011) . The starting depth was 10 m (with bounds 0.1 and 40 m) for the seafloor (referred to as d1) and 20 m (with bounds 0.1 and 100 m) for bedrock (referred to as d2). A 5% error was assumed ( 0.05
The results of the extremal inversion for this line are shown in Figure 1 . Note that, for purposes of illustration, the depth and conductivity constraints imposed during conventional inversion (stage 1) were not imposed during extremal inversion in this case. Extremal inversion explores a set of models which "fit the data", thereby determining the parameter bounds (and hence parameter uncertainty).
The average (standard deviation) of the seawater conductivity in the baseline model (Fig. 1a) A long wavelength oscillation (Fig. 1a) is evident, with elevated seawater conductivities coinciding with depressed sediment conductivities. This variation is spurious, related to changes in altitude of the TEM system. However, it does not affect the along-line averages quoted here.
Figures 1b and 1c show the baseline model seafloor and bedrock depths d1 and d2 and the associated minima and maxima. For d1, the baseline depth shows good agreement overall with the known tide-corrected bathymetry which generally lies between the upper and lower d1 depth bounds. The average (standard deviation) of the residual (absolute differences) between d1_baseline and known bathymetry (Fig.  1b) is 0.3 (0.2) m. Similarly, the average (standard deviation) of the residual between d2_baseline and estimated depth to bedrock (Fig. 1c) is 3.0 (2.0) m. The uncertainty in the d1 and d2 depth parameters is estimated to be approximately 0.6 m and 8 m respectively.
The upper and lower bounds in Figures 1a-1c are significant because they provide a quantitative estimate of the possible range of parameter values that fit the data to an acceptable accuracy. An interesting feature occurs in the profile for maximum bedrock depth between 343800 and 344000 mE (Fig.1c) . Extremal inversion has revealed that there is no sensitivity to the depth of bedrock in this section of the profile, i.e. the maximum thickness of the sediment is unresolved. The data is being fitted, indeed over-fitted (L1<1) when the sediment is arbitrarily thick. Figure 1d compares the L1 misfit for the baseline model, and the models where the target parameter is the maximum sediment-basement interfacial depth, and the maximum and minimum sediment conductivity. The baseline models over-fit the data (L1<1) as shown in Fig. 1d . During extremal inversion the L1-misfit normally increases to unity during the maximisation and minimisation of the individual parameters.
DISCUSION
Accurate determination of the seafloor conductivity, with a view to characterising the bottom type, is more demanding than finding a model which fits the data. How sensitive are the data to the seafloor conductivity or depth in any particular case? The most direct approach to this issue is extremal inversion. Given a model which fits the data to an acceptable level of accuracy, extremal inversion finds other models which maximise or minimise one parameter (the target parameter) while still fitting the data.
The seawater conductivity is an important consideration when assessing what can be inferred about the depth and composition of the seafloor from airborne EM data. The seawater conductivity can be constrained within a priori bounds during the extremal conductivity inversion. Similarly, the seawater depth can be confined within an a priori range during extremal depth inversion. These additional constraints reduce the permissible variation of the parameters characterising the sediment, hence tighten conclusions about the nature of the seafloor.
Effective application of extremal inversion in practice will entail some thought and experimentation, according to circumstances. Key issues are briefly addressed below: (i) Number of layers: As the thickness of a layer decreases, the sensitivity of the data to its conductivity is reduced; in the limit as thickness approaches zero, there is of course no sensitivity to conductivity at all. The obvious way to handle this is to use the smallest possible number of layers required to satisfy the data. In shallow marine bathymetry, the minimum number of layers is usually three: seawater, sediment, and bedrock.
(ii) Measure of data fit: Extremal inversion explores the set of models which "fit the data". The degree of fit is in turn affected by the measure of fit and the standard deviations of the data errors, defined by the user. Choose large enough standard deviations, and any model will fit the data; choose them too small, and perhaps no model will fit the data. Some care is required therefore in making a sensible choice of standard deviations, based on the noise characteristics of the data. At present, the program defines the standard deviation n  of the nth measurement, (iii) Parameter bounds: Sensitivity to seafloor conductivity is (in part) governed by the ranges over which the other model parameters are permitted to vary. As an extreme illustration, the sensitivity to seafloor conductivity improves enormously if the seawater conductivity is allowed to drop to zero! Thus extremal inversion would be affected by the parameter bounds. At present the bounds are not enforced during extremal inversion; importantly, if the seawater conductivity really cannot lie outside a specified range, then it does make sense to restrict its value to that range when investigating the extremal values which can be attained by other parameters. For example a large d1 value associated with a nonsensically small seawater conductivity is not a valid solution.
CONCLUSIONS
Given one model which fits the data, extremal inversion enables the interpreter to explore the permissible range of model parameters, and hence determine parameter uncertainty. A 1D extremal inversion algorithm has been developed for horizontal loop TEM. Each layer conductivity and depth is maximised or minimised in turn, via linear programming. Bounds (on conductivity or depth) can be imposed explicitly as inequality constraints. Extremal models can differ markedly from the first model which fits the data. Extremal inversion is non-linear and is not confined to a neighbourhood which is "linearly close" to the first model.
To illustrate this approach, 1D extremal inversion is applied to airborne TEM data acquired over shallow (< 10m) seawater to determine upper and lower bounds of conductivity (of seawater and marine sediment) and of depth (of seawater and bedrock). Where the sediment is thickest (> 35m), extremal inversion has established that the maximum depth to bedrock is indeterminate. The baseline model results compare favourably with available ground truth data. Estimates of parameter uncertainty derived from extremal inversion are as follows: 0.6 S/m for seawater conductivity, 0.2 S/m for sediment conductivity, 0.7 m for seawater depth, and 8 m for bedrock depth.
