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ABSTRACT
Many applications generate data with an intrinsic network
structure such as time series data, image data or social network
data. The network Lasso (nLasso) has been proposed recently
as a method for joint clustering and optimization of machine
learning models for networked data. The nLasso extends the
Lasso from sparse linear models to clustered graph signals.
This paper explores the duality of nLasso and network flow
optimization. We show that, in a very precise sense, nLasso
is equivalent to a minimum-cost flow problem on the data
network structure. Our main technical result is a concise
characterization of nLasso solutions via existence of certain
network flows. The main conceptual result is a useful link
between nLasso methods and basic graph algorithms such as
clustering or maximum flow.
1. INTRODUCTION
The network Lasso (nLasso) has been proposed recently to fit
localized models to networked data [11]. Localized models
allow to use different model parameters for different data
nodes. However, the node-wise parameters are coupled by
require them to have a small total variation (TV).
Efficient methods to process networked data are offered by
graph algorithms such as clustering or network flow optimiza-
tion [5]. While these graph algorithm only use the network
structure, the nLasso also takes additional information into
account [11]. We represent this additional information in the
from of a graph signal which maps individual data points to a
signal value (“label”).
We explore the duality between nLasso and a minimum-
cost flow problem. This is a special case of the duality between
structured norm minimization and network flow problems stud-
ied in [15]. In contrast to [15], we do not use this duality to
apply network flow methods to solve nLasso but rather use
the existence of certain network flows to characterize nLasso
solutions.
Our analysis relates the performance of nLasso methods for
joint optimization and clustering to existence of network flows
which serve as a proxy measure for the connectivity of clusters.
This is somewhat similar to the concept of conductivities used
for the design and analysis of clustering methods in [26]. In
contrast to [26], we study networked data point providing
additional information in the form of a graph signal.
The main contributions of this paper are as follows.
• We show that the convex dual of nLasso is equivalent to
a particular minimum-cost flow problem.
• We interpret a primal-dual method for nLasso as a
distributed network flow optimization method.
• We characterize the solutions of nLasso via the exis-
tence of sufficient large network flows between cluster
boundaries and sampled (labeled) nodes.
• We provide a novel interpretation of the nLasso parame-
ter as a scaling of edge capacities in a flow network.
Notation. The sub-differential of a function g(x) at x0∈
Rn is the set
∂g(x0) :={y∈Rn :g(x)≥g(x0)+yT (x−x0) for any x}.
The convex conjugate function of g(x) is [6]
g∗(yˆ) := sup
y∈Rn
yT yˆ − g(y). (1)
2. RECOVERING CLUSTERED GRAPH SIGNALS
We consider networked data whose network structure is en-
coded in an undirected empirical graph G = (V, E ,W). The
nodes i ∈ V = {1, . . . , n} of the empirical graph represented
individual data points. Similar data points are connected by an
edge {i, j} ∈ E with some weight Wi,j>0 that quantifies the
amount of similarity between i, j ∈ V . We depict an example
of an empirical graph G in Fig. 1.
The neighbourhood N (i) and degree di of a node i ∈ V
are defined, respectively, as
N (i) := {j ∈ V : {i, j}∈E}, di :=
∣∣N (i)∣∣. (2)
For a given undirected empirical graph G = (V, E ,W), we
orient the undirected edge {i, j} by defining the head as e+=
min{i, j} and the tail as e− = max{i, j}. Each undirected
edge e={i, j} is associated with the directed edge (e+, e−).
We need the directed neighbourhoods N+(i) = {j ∈ V :
(i, j) ∈ E}, N−(i) = {j ∈ V : (j, i) ∈ E} and the incidence
matrix B∈RE×n,
Be,i=1 for i=e+, Be,i=−1 for i=e−, Be,i=0 else. (3)
Beside the network structure, datasets carry additional
information which we represent by a graph signal x =
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Fig. 1. (a) Empirical graph of networked data including a
sampling set of nodes whose signal values are observed. (b)
Extended empirical graph obtained by adding the node ? and
edges between sampled nodes i ∈M and ?.
(x1, . . . , xn)
T ∈ Rn. The graph signal values xi might repre-
sent instantaneous amplitudes of an audio signal, the greyscale
values of image pixels or the probabilities of social network
members taking a particular action. We assume that signal
values xi are known only at few nodes i ∈ V of a (small)
sampling setM ⊆ V . Our goal is to recover the unknown
signal values xi for i ∈ V \M.
To recover the signal values xi, for i∈V based on knowing
them only on a (small) training set, we exploit the tendency of
natural graph signals to be clustered.
Assumption 1 (informal). Nodes i, j ∈ V within a well-
connected subset (cluster) have similar signal values xi≈xj .
This clustering assumption is used in image processing to
model images that are composed of few components within
which the pixel colours are approximately constant [22]. The
clustering assumption is also used in social sciences where
signal values represent certain features of individuals that are
similar within well-connected groups (clusters) [19]. More
broadly, (variants) of the clustering assumption motivate semi-
supervising learning methods [9].
To make the informal Asspt. 1 precise we need a measure
for how well a graph signal conforms to the cluster structure
of the empirical graph G. We measure this “clusteredness” of
a graph signal x using the weighted TV [22, 25]
‖x‖TV :=
∑
{i,j}∈E
Wi,j |xj−xi|. (4)
Signal recovery methods based on TV minimization (4)
turn out to be attractive statistically and computationally.
These methods allows to recover clustered graph signals from
very few signal samples [1, 2, 18]. This property is appeal-
ing for applications where the acquisition of signal values
(labels) is costly. Computationally, TV minimization can be
implemented as highly scalable message passing protocols
(see Section 5).
As shown in Sec. 3, TV minimization is, in a very precise
sense, equivalent to optimizing network flows. The concept
of network flows is somewhat dual to the concept of graph
signals. While the domain of graph signals is the node set V of
a graph, network flows are defined on the edges E of a graph.
Definition 1. A network flow y˜ : E → R with supplies vi,
assigns each directed edge e = (i, j)∈E the value y˜e with
• the capacity constraints:
|y˜e| ≤ λWe for each edge e ∈ E , (5)
• and the conservation law:∑
j∈N+(i)
y˜(i,j)−
∑
j∈N−(i)
y˜(j,i) = vi for each i∈V. (6)
3. NETWORK LASSO AND ITS DUAL
The cluster assumption suggests to learn graph signals by
balancing the empirical error with the TV ‖x˜‖TV,
x̂∈arg min
x˜∈R|V|
(1/2)
∑
i∈M
(xi−x˜i)2+λ‖x˜‖TV. (7)
The optimization problem (7) is a special case of the original
(generic) nLasso formulation [11]. Since the objective function
and the constraints in (7) are convex, the optimization problem
(7) is a convex optimization problem [6].
The nLasso (7) implements regularized risk minimization
using TV (4) as regularization term [23]. The solutions xˆ of
(7) make an optimal compromise between consistency with
observed signal samples xi, for i ∈M, and small TV ‖x˜‖TV.
The tuning parameter λ>0 in (7) allows to trade a small mean
squared error (MSE) (1/2)
∑
i∈M(xˆi−xi)2 against a small
TV ‖xˆ‖TV of the recovered graph signal xˆ. A large λ enforces
small TV, while a small λ favours low MSE.
The non-smooth objective function in (7) rules out gradi-
ent (descent) methods. However, the objective function is the
sum of two function that can be efficiently minimized individ-
ually. This compositional structure of (7) can be exploited by
defining a dual problem.
It turns out that this dual problem has an interpretation as
network (flow) optimization [5]. Moreover, by jointly con-
sidering (7) and its dual, we obtain an efficient method for
simultaneously solving both problems (see Section 5).
To define the dual problem we first rewrite nLasso (7) as
x̂∈arg min
x˜∈Rn
L(x˜) := g(Bx˜) + h(x˜), (8)
with the incidence matrix B (see (3)) and
g(y˜) :=
∑
e∈E
λWe|ye|, and h(x˜) :=(1/2)
∑
i∈M
(x˜i−xi)2. (9)
We refer to (8) as the primal problem (or formulation) of
nLasso (7). The dual problem is
ŷ∈argmax
y∈R|E|
D(y) := −h∗(−BTy)− g∗(y). (10)
The objective function D(y) of the dual problem (10) is com-
posed of the convex conjugates (see (1)) of the components
h(x) and g(y) of the primal problem (8). These convex conju-
gates are given explicitly by
h∗(x˜) = sup
z∈Rn
zT x˜− h(z) (11)
(9)
=
∞ if x˜i 6=0 for some i∈V\M(1/2) ∑
i∈M
x˜ixi+x˜
2
i /2 otherwise,
.
and
g∗(y) = sup
z∈RE
zTy − g(z) (9)= sup
z∈RE
zTy − λ
∑
e∈E
We|ze|
=
{
∞ if |ye| > λWe for some e ∈ E
0 otherwise.
(12)
The relation between the primal problem (8) and the dual
problem (10) is made precise by [21, Thm. 31.3]. In particular,
the optimal values of (8) and (10) coincide:
min
x˜∈Rn
g(Bx˜) + h(x˜)︸ ︷︷ ︸
L(x˜)
= max
y∈RE
−h∗(−BTy)− g∗(y)︸ ︷︷ ︸
D(y)
. (13)
According to [21, Thm. 31.3], a pair of vectors x̂ ∈ R|V|, ŷ ∈
RE are solutions to the primal (8) and dual problem (10),
respectively, if and only if
− (BT ŷ) ∈ ∂h(x̂), Bx̂ ∈ ∂g∗(ŷ). (14)
Given any dual solution ŷ ∈ RE to (10), every nLasso solution
xˆ must satisfy (14). The condition (14) also motivates a primal-
dual method to solve (7) (see Section 5).
Our main result is the equivalence of the nLasso dual (10)
to a minimum-cost flow problem for an extended empirical
graph G˜ (see Fig. 1-(b)). The graph G˜ is obtained from the
empirical graph G by adding the node ? and the edges (i, ?)
for each sampled node i∈M.
Proposition 2. The dual problem (10) of nLasso (7) is equiv-
alent to the minimum-cost flow problem
min
y˜∈RE˜
∑
i∈M
y˜(i,?)
(
(1/2)y˜(i,?)−xi
)
, (15)
s.t.
∑
j∈N+(i)
y˜(i,j)−
∑
j∈N−(i)
y˜(j,i) = 0 for all i ∈ V ∪ {?}
(16)
|y˜e| ≤ λWe for all e ∈ E .
The capacity constraints in (16) do not include the aug-
mented edges (i, ?) for i∈M. The role of the nLasso parame-
ter λ in (16) is a scaling of the edge capacities Wi,j .
The problem (15) is an instance of a minimum-cost flow
problem with convex separable cost functions (see [5, Ch. 8]).
Efficient methods for such flow problems are presented in [5].
The special case of a minimum-cost flow problem with convex
quadratic functions, such as in (15), is studied in [16, 24].
Instead of applying network flow methods, we will directly
solve nLasso using a primal-dual method (see Section 5).
4. STATISTICAL ASPECTS
To study nLasso solutions (7), we will use a simple but useful
model which implements the cluster assumption Asspt. 1,
xi = ck for all nodes i ∈ Ck with coefficients ck ∈ R. (17)
The signal model (17) involves an arbitrary but fixed partition
F = {C1, . . . , CF} of the nodes V into disjoint clusters. Piece-
wise constant signals are a special case of the large class of
piece-wise polynomial graph signals [10].
Combining Proposition 2 with the optimality condition
(see [5, Prop. 8.2.] offers a concise characterization of nLasso
(7) solutions via existence of certain network flows.
Corollary 3. Consider a graph signal (17) and a flow y˜e on
G˜ satisfying (16) and
|y˜e|
{
= λWe for e ∈ ∂F , and
< λWe otherwise.
(18)
The flow y˜e solves (15) if and only if, for each cluster Ck,
xi − y˜(i,?) = xj − y˜(j,?) for any i, j ∈ Ck ∩M. (19)
Given a flow y˜e satisfying (18), (19), any nLasso (7) solution
xˆ is constant over non-saturated edges,
xˆi = xˆj for (i, j) ∈ E with |y˜(i,j)| < λWi,j . (20)
Moreover, for each j ∈ Ck, the nLasso value is
xˆj =xi−
[∑
i′∈N+(i)
y˜(i,i′)−
∑
i′∈N−(i)
y˜(i′,i)
]
for some i∈M∩Ck. (21)
Proof. The optimality condition [5, Prop. 8.2.] reveals that
conditions (18) and (19) are necessary and sufficient for the
flow y˜ to be a solution to the minimum-cost flow problem (15).
Consider a flow y˜ that satisfies (18) and (19) and therefore
solves (15). By Theorem 2, we can obtain a solution yˆ to the
nLasso dual problem (10) by yˆe := y˜e for each edge e ∈ E .
Given this particular (optimal) dual solution ŷ, any solu-
tion xˆ to TV minimization has to satisfy (14). Combining
(14) with properties of the sub-differential ∂g∗(y) (see (12)
and [21, Sec. 32]) yields (20).
The usefulness of Prop. 3 depends on the ability to con-
struct flows on G˜ satisfying (18) and (19). This might be easy
for simple graph structures such as chains (see Sec. 6). An-
other option is to use tractable probabilistic models, such as
stochastic block models, for the empirical graph [17]. A large
deviation analysis allows then to obtain characterization of
network flows that hold with high probability [14].
The condition (18) can be used to guide the choice of the
nLasso parameter λ (see (7)). Using a larger value λ will
typically make condition (3) more likely to be satisfied, if the
clusters Ck are sufficiently well connected. However, larger
values of λ will result in a bias of the nLasso estimate xˆi due to
(21). Thus, condition (3) and (21) can help to avoid choosing
λ neither too small (which would make (3) unlikely to hold)
nor too large (which would imply a large bias via (21)).
5. COMPUTATIONAL ASPECTS
The characterization (14) of solutions to the nLasso (7) and its
dual suggests to apply a convex primal-dual method [8]. The
implementation of this method follows similar lines as in [13]
and results in the iterations
x˜i :=2xˆ
(k)
i − xˆ(k−1)i for i∈V (22)
yˆ(k+1)e := yˆ
(k)+(1/2)(x˜i−x˜j) for e = (i, j)∈E (23)
yˆ(k+1)e := yˆ
(k+1)
e max{1, |yˆ(k+1)e |/(λWe)} for (i, j)∈E (24)
xˆ
(k+1)
i := xˆ
(k)
i −γi
[ ∑
j∈N+(i)
yˆ
(k+1)
(i,j) −
∑
j∈N−(i)
yˆ
(k+1)
(j,i)
]
for i∈V (25)
xˆ
(k+1)
i :=
(
γixi+xˆ
(k+1)
i
)
/(γi+1) for every i∈M (26)
x¯
(k)
i :=(1−1/k)x¯(k−1)i +(1/k)xˆ(k)i for i∈V. (27)
Here, k = 0, 1, . . . denotes the iteration counter and γi :=
1/di is the inverse node degree (2).
Standard results on convergence of primal-dual methods
ensure that, irrespective of the initializations xˆ(0) and yˆ(0), the
iterates x¯(k) converge to a solution of nLasso (7) [8]. Moreover,
the rate at which the sub-optimality, in terms of objective value,
decreases is 1/k. This rate is essentially optimal, in a worst-
case sense, for message passing methods [12].
We can interpret the updates (22)-(27) as a message pass-
ing rules for network-flow optimization []. In particular, the
iterate yˆ(k) is a flow which tends to a solution yˆ of the nLasso
dual problem (10).
The update (24) aims at enforcing the capacity constraints
(5) for the flow iterate yˆ(k). The update (25) amounts to ad-
justing the current nLasso estimate xˆ(k)i , for each node i ∈V
by the demand induced by the current flow yˆ(k). Thus, (25)
enforces the conservation law (6) with demands vi = xˆ
(k)
i .
For each unobserved node i ∈ V \ M, we can interpret
the iterate xˆ(k)i as the (scaled) cumulative demand induced by
the flows yˆ(k
′) for k′ = 1, . . . , k. The labeled nodes i ∈ M
have a constant supply xˆ(k)i = xi whose amount is the label
xi. The update (23) balances the discrepancies between the
cumulated demands xˆ(k)i by adapting the flow yˆ
(k)
(i,j) through
an edge e = (i, j) ∈ E according to the difference (x˜i − x˜j).
6. NUMERICAL EXPERIMENTS
We verify Prop. 3 numerically using a chain-structured empiri-
cal graph G which might represent time series data [7]. The
chain structured empirical graph G contains n = 10 nodes
which are partitioned into two clusters C1 = {1, . . . , 5} and
C2 = {6, . . . , 10}. Intra-cluster edges e connecting nodes
within the same cluster have unit weight We = 1, while the
boundary edge e={5, 6} has weight We=1/4.
We iterate the updates (22)-(27) for a fixed number of
K = 1000 iterations to recover a piece-wise constant graph
signal (17), with c1=1, c2=0, from its values on the sampling
setM={2, 7}. The nLasso parameter was set to λ= 1 (see
(7)). To construct a flow yˆe, for edges e = (i, i+1), that solves
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
    
    ?
? ? ? ? ?
? ? ? node i0
0.25
0.5
0.75
1
1 2 3 4 5 6 7 8 9 10
Fig. 2. Piece-wise constant graph signal xi (“”), nLasso
iterate xˆ(K)i (“◦”) and dual iterate yˆ(K)(i,i+1) (“?”).
the nLasso dual (15), we have to ensure (18) and (19). The
condition (18) is ensured by choosing yˆe = λWe = 1/4 for
the boundary edge e={5, 6}. The condition (19) is trivially
satisfied since each cluster contains only one single sampled
node. The flow values yˆe of intra-cluster edges (i, i+ 1), with
i 6= 5, can be determined using the conservation law (16) for
each node i /∈M outside the sampling set. This results in
yˆ(i,i+1) =
{
1/4 for i = 2, . . . , 6
0 otherwise.
. (28)
which resembles the iterate y(K)e in Fig. 2. Given the dual so-
lution yˆe, we obtain an nLasso solution xˆ via (20), (21).
The simulation source code is available at https://
github.com/alexjungaalto/ResearchPublic/
tree/master/FlowsNLasso.
7. CONCLUSION
We have developed a theory of duality between nLasso and a
minimum-cost network flow problem. This duality has been
used to characterize nLasso solutions via the existence of
certain network flows. Our work opens up several interesting
research directions. It is interesting to study how parametric
flow algorithms could be used to efficiently compute entire
nLasso solution paths for varying λ in (7). Understanding the
behavior of nLasso in terms of network flows could help to
guide model reduction techniques by sparsifying the empirical
graph without scarifying nLasso accuracy [3].
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9. SUPPLEMENTARY MATERIAL
To derive (22)-(27) as a fixed point iteration based on the
optimality condition (14), we rewrite (14) as
x̂− ΓBT ŷ ∈ x̂ + Γ∂h(x̂)
2ΛBx̂ + ŷ ∈ Λ∂g∗(ŷ) + ΛBx̂ + ŷ, (29)
with the invertible diagonal matrices
Λ :=(1/2)I∈RE×E , Γ :=diag{γi=1/di}ni=1∈Rn×n. (30)
The particular choice (30) ensures that [20, Lemma 2]
‖Γ1/2BTΛ1/2‖2 < 1,
which ensure converge of the proposed method. There are
other choices than (30) that ensure convergence. Data-driven
tuning of the matrices Γ,Λ is beyond the scope of this paper.
We further develop the characterization (29) using the
resolvent operators for the (set-valued) operators Λ∂g∗(y)
and Γ∂h(x) (see (8) and [20, Sec. 1.1.]),
(I+Λ∂g∗)−1(y˜) :=arg min
z∈R|E|
g∗(z)+(1/2)‖y˜−z‖2Λ−1
(I+Γ∂h)−1(x˜) :=arg min
z∈R|V|
h(z)+(1/2)‖x˜−z‖2Γ−1 . (31)
Applying [4, Prop. 23.2] and [4, Prop. 16.44] to the
optimality condition (29) yields the equivalent condition (for
x̂, ŷ to be primal and dual optimal)
x̂ = (I+Γ∂h)−1(x̂−ΓBT ŷ)
ŷ−2(I+Λ∂g∗)−1ΛBx̂ = (I+Λ∂g∗)−1(ŷ−ΛBx̂). (32)
The fixed point characterization (32) of nLasso solutions
suggests the following coupled fixed-point iterations:
yˆ(k+1) := (I + Λ∂g∗)−1(yˆ(k) + ΛB(2xˆ(k) − xˆ(k−1)))
xˆ(k+1) := (I + Γ∂h)−1(xˆ(k) − ΓBT yˆ(k+1)). (33)
The fixed-point iterations (33) are obtained as a special case
of the iterations [20, Eq. (4)] when choosing θ=1 (using the
notation in [20]).
The updates in (33) allow for simple closed-form expres-
sions (see [8, Sec. 6.2.] for more details). Inserting these
expressions into (33) yields the updates (22)-(27) for iterative
solving of nLasso (7).
Bounding Sub-Optimality. The identity (13) allows to bound
the sub-optimality L(x˜) − L(xˆ) of a given candidate x˜ for
the solution of nLasso (8). Inserting an arbitrary dual vector y
into (13),
L(x˜)− L(xˆ) ≤ L(x˜)−D(y). (34)
Note that the right hand side in (34) can be evaluated for any
given pair xˆ, y of primal and dual vectors.
Stopping Criteria. Possible stopping criteria for the updates
(22)-(27) include a fixed number of iterations or testing for
a sufficiently small sub-optimality gap L(x¯(k)) − L(xˆ). We
can ensure a maximum sub-optimality gap using the bound
(34). When using a fixed number K of iterations, one can
use well-known results on the convergence rate of primal-
dual methods [8]. Roughly speaking these results imply that
the sub-optimality of the iterates x¯(K)) decrease according to
∝ 1/K. The convergence rate 1/K is tight among all message
passing methods to solve (7). It is attained in chain-structured
graphs (see [12]).
Proof of Proposition 2 We first note that (10) is equivalent to
min
ŷ∈RE
∑
i∈M
vi
(
(1/2)vi−xi
)
, (35)
s.t.
∑
j∈N+(i)
yˆ(i,j) −
∑
j∈N−(i)
yˆ(j,i) =
{
vi for i ∈M
0 otherwise.
(36)
|yˆ(i,j)| ≤ λWe for all e ∈ E .
The definition (11) and (12) for the components of (10) enforce
implicit constraints on the dual vector that are identical with
the constrains (36). Thus, any optimal dual vector ŷ solving
(10), must satisfy the constraints (36)). However, the objective
functions in (35) and (10) coincide when evaluated for vectors
y satisfying (35).
The final step of the proof is to verify equivalence of the
optimization problems (35) and (15). To this end, we note
that the additional edges (i, ?) in G˜ (see Fig. 1-(b)) have no
capacity constraints, or “unbounded” capacity, which allows
them to “discharge” the node demands vi, for i ∈M.
Consider an optimal flow yˆ which solves (35). We then
construct a flow y˜e on the extended graph G˜ by setting y˜e := yˆe
for all intra-cluster edges e ∈ E \ ∂F and y˜(i,?) := vi for all
sampled nodes i ∈M.
The accumulating node “?” has only inward edges result-
ing in the total demand
∑
i∈M vi. However, this sum is zero
since the demands vi of the flow in (35) must sum to zero
(see [5, Chap. 1]).
