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Abstract 
 
By means of Self-Organizing Maps we cluster fourteen European countries 
according to the most suitable way to model their agents’ expectations. Using 
the financial crisis of 2008 as a benchmark, we distinguish between those 
countries that show a progressive anticipation of the crisis and those where 
sudden changes in expectations occur. By mapping the trajectory of economic 
experts’ expectations prior to the recession we find that when there are brisk 
changes in expectations before impending shocks, Artificial Neural Networks 
are more suitable than time series models for modelling expectations. 
Conversely, in countries where expectations show a smooth transition towards 
recession, ARIMA models show the best forecasting performance. This result 
demonstrates the usefulness of clustering techniques for selecting the most 
appropriate method to model and forecast expectations according to their 
behaviour.. 
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 1. INTRODUCTION 
 
Anticipating economic expectations is of upmost importance in order to assess the 
current state of the economy. Tendency surveys provide detailed information about 
agents’ perceptions and expectations. The fact that survey results are based on the 
knowledge of the respondents operating in the market and are rapidly available makes 
them very valuable for forecasting purposes and decision-making. Survey results are 
presented as weighted percentages of respondents expecting a variable to go up, to go 
down or to remain unchanged. The qualitative nature of survey results has often lead to 
quantify agents’ responses making use of survey indicators, such as the balance statistic. 
See Lahiri and Zhao (2015) for an appraisal of alternative measures of economic 
expectations. The fact that survey results are based on the knowledge of the respondents 
operating in the market and are rapidly available makes them very valuable for 
forecasting purposes and decision-making.  
Anticipating agents’ expectations has become essential to forecast the evolution of 
the economy as they are increasingly used as explanatory variables in quantitative 
forecasting models, nevertheless there are very few studies of short-run forecasting of 
Business Survey Indicators (Clar et al., 2007; Ghonghadze and Lux, 2009). Such an 
exercise allows to select the forecasting technique that shows the best forecasting 
performance (Hendry and Clements, 2003; Stock and Watson, 2003). Expectations 
forecasts can then be used to predict business cycle turning points (Qi, 2001; Diebold 
and Rudebusch, 1989), to quantify business survey data (Lahiri and Zhao, 2015; 
Breitung, and Schmeling, 2013; Claveria et al., 2006; Mitchell, 2002; Mitchell et al., 
2002) and as explanatory variables in quantitative forecasts models (Guizzardi and 
Stacchini, 2015; Lui et al., 2011; Graff, 2010; Mitchell et al., 2005; Claveria et al., 2007, 
2010; Parigi and Schlitzer, 1995; Biart and Praet, 1987). 
Many authors have acknowledged the importance of applying new approaches to 
forecasting in order to improve the accuracy of the methods of analysis (Buchen and 
Wohlrabe, 2013; Robinzonov et al., 2012; Song and Li, 2008). The availability of more 
advanced forecasting techniques has led to a growing interest Artificial Intelligence (AI) 
methods (Cang and Yu, 2014; Pai et al., 2014; Celotto et al., 2012; Chen, 2011; Lin et 
al., 2011; Goh et al., 2008; Yu and Schwartz, 2006) to the detriment of time series 
models (Chu, 2008, 2011) and causal econometric models (Franses et al., 2011). Some 
of the new AI based techniques are fuzzy time series models (Tsaur and Kuo, 2011), 
Support Vector Machines (SVMs) (Kao et al., 2013) and ANNs. Recent research has 
shown the suitability of ANNs for dealing with time series forecasting (Fioramanti, 
2008; Sermpinis et al., 2012; Claveria et al., 2014, 2016). 
This study extends previous research by Claveria and Torra (2013), who generate 
short-run forecasts of business survey indicators of the World Economic Survey (WES) 
carried out quarterly by the Ifo Institute for Economic Research. The authors compare 
the forecasting accuracy of an Artificial Neural Network (ANN) model to that of three 
different time series models (AR, ARIMA and SETAR) for fourteen European countries 
and find no significant differences between ANNs and ARIMA in most cases. Based on 
the classification of countries for which the authors obtain better forecasting results with 
ANNs for each of the main variables of the WES, we aim to explain why nonlinear 
models present a better forecasting performance in some countries. 
By means of a Self-Organizing Map (SOM) analysis we map the evolution of 
economic experts’ expectations during the transition to the 2008 financial crisis. This 
AI-based technique allows us to classify the fourteen European countries into two 
groups according to the changing perceptions of their economic experts during the pre 
and post-crisis quarters: those in which the shock is gradually anticipated, and those 
where a brisk change in expectations occurs. Finally, by overlapping the forecasting 
results with these two clusters, we find that the most suitable way to model expectations 
in each country is connected to the behaviour of experts’ expectations before the 
impending crisis. 
SOMs use unsupervised training algorithms and belong to a general class of ANNs 
based on nonlinear regression techniques that can be trained to organize data so as to 
disclose so far unknown patterns or structures (Deboeck and Kohonen, 1988). SOMs 
have been used in order to make visual predictions of different phenomena, but only 
recently in economic studies (Sarlin and Peltonen, 2013; Resta, 2012; Lu and Wang, 
2010; Marghescu et al., 2010; Arciniegas-Rueda and Arciniegas, 2009; Eklund et al., 
2008). In this study we make use of SOMs to analyze experts’ expectations about the 
state of the economy in fourteen European countries before and after the financial crisis 
of 2008. SOMs allow us to cluster all countries according to whether their experts’ 
anticipated the crisis and to analyze whether there are significant differences across 
countries regarding the behaviour of agents’ expectations. 
To our knowledge, this is the first study to apply SOMs to expectations measured by 
survey indicators. We use the raw data from all the indicators of the three main 
variables of the WES: the country’s general situation regarding overall economy, capital 
expenditures and private consumption. We also compare the results for three different 
types of expectations: the present judgement, the present situation compared to same 
time last year, and the expected situation by the end of the next six months. The data set 
includes 18 quarterly indicators and 18 quarterly composite indicators (balance and 
weighted balance statistics) of each country for the period ranging from 1989 to 2008. 
ANNs have powerful pattern classification capabilities (Sarlin and Marghescu, 2011) 
and have been applied in many fields (Bahmanyar and Karami, 2014; Kang and Cho, 
2014; Kaushika et al., 2014). ANNs can be classified into feed-forward networks and 
recurrent networks depending on the connecting patterns of the different layers of 
neurons. In feed-forward networks the information runs only in one direction, whilst in 
recurrent networks there are feedback connections from outer layers of neurons to lower 
layers of neurons. Feed-forward networks were the first ANNs devised. The Multi-layer 
perceptron (MLP) network is the most widely used feed-forward topology in time series 
forecasting (Claveria and Torra, 2014; Lin et al., 2011, Palmer et al., 2006; Kon and 
Turner, 2005; Zhang and Qi, 2005; Tsaur et al., 2002). SOMs are feed-forward ANNs 
that use unsupervised training algorithms and belong to a general class of ANNs based 
on nonlinear regression techniques that allow to generate topological representations of 
the original data called maps. 
The structure of the paper is as follows. Section 2 presents our methodological 
approach. The data set of survey indicators is described in Section 3. In Section 4 we 
undertake a SOM analysis of all the information and map agents’ perceptions to 
determine the most appropriate way to model expectations. Conclusions are given in 
Section 5. 
 
2. METHODOLOGY – SELF-ORGANIZING MAP (SOM) 
 
ANNs are an AI-based technique that consist of interconnected processing units called 
neurons. They have a parallel distribution information processing device that allows 
them to approximate the mapping between input and output by nonlinear functions. 
ANNs learn from experience and they are able to capture functional relationships when 
the underlying process is unknown, as it happens with the data generating process of 
economic expectations. These features have brought us to use SOMs in order to cluster 
European countries according to their experts’ expectations regarding the state of the 
economy during the crisis of 2008, which in turn allows us to test whether differences in 
expectations’ behavior have an effect on the modeling procedure used to generate 
forecasts from tendency survey indicators. 
The fact that ANNs are able to identify related temporal patterns by learning from 
historical data explains the great interest that ANNs have aroused for economic 
forecasting (Feng and Zhang, 2014; Kock and Teräsvirta, 2011, 2014; Pérez-Rodríguez 
et al., 2005, 2009; Nakamura, 2005; Qi, 2001; Cybenko, 1989; Funahashi, 1989; 
Hornik, Stinchcombe and White 1989; Wasserman, 1989, Adya and Collopy, 1998; 
Swanson and White, 1997; Kaastra and Boyd, 1996; Hill, Marquez, O’Connor and 
Remus, 1994). In the present study we compare the forecasting performance of a MLP 
ANN to that of different time series models, and we select the most suitable 
methodology to model and forecasts expectations based on the behavior recorded. 
SOM is a special type of feed-forward ANN model that uses an unsupervised 
learning algorithms based on the idea of the similarity between inputs and weights 
(Kohonen, 1982, 2001). SOMs may be considered a nonlinear generalization of 
Principal Components Analysis (PCA) that have many advantages over the 
conventional feature extraction methods (Liu and Weisberg, 2005). SOM models 
consist of a two-layer architecture: in the first layer (input layer) information is 
distributed, while in the second layer (output layer) the map is made. The final output is 
usually represented in a two-dimensional map of neurons (see Figure 1). Therefore, 
SOMs can be regarded as representations of similitude relations in data. 
Figure 1 represents the architecture of a Kohonen network, in which each column in 
the grid represents a neuron. Each neuron has as many weights as the input descriptors 
for the objects to be mapped into the network. The training phase in a SOM consists of 
adjusting the weights in a competitive iterative process. The winning neuron is that with 
the most similar weights to the input descriptors. The weights are then corrected so that 
they become more similar to the input descriptors (measudred by the smallest distance 
metric). Then neurons are classified during the mapping phase according to the class of 
the objects that are mapped. This process allow SOMs for a nonlinear projection of a 
high-dimensional space (inputs) onto a discrete space (output) represented by the 
wining neurons. Therefore, SOM analysis can be regarded as method for exploratory 
data analysis that illustrates data structures in easily understandable forms. 
 Figure 1. Architecture of a Kohonen Self-Organizing Map 
 
 
Source: Compiled by the authors. 
 
 
3. DATA - SURVEY INDICATORS 
 
In the present study we use agent’s expectations from the World Economic Survey 
(WES) carried out quarterly by the Ifo Institute for Economic Research. The WES 
assesses worldwide economic trends by polling organisations worldwide on current 
economic developments in their respective countries, allowing for a rapid assessment of 
the economic situation prevailing around the world. In April 2011, 1107 economic 
experts in 120 countries were polled. The survey questionnaire focuses on qualitative 
information: assessments of a country’s general situation and expectations regarding 
important economic indicators. The survey results are published as aggregated data. The 
aggregation procedure is based on country classifications. Within each country group or 
region, the country results are weighted according to the share of the specific country’s 
exports and imports in total world trade (CESifo World Economic Survey, 2011). For a 
detailed analysis of WES data see Stangl (2008). 
Tendency surveys have become an essential tool for gathering information about a 
wide range of economic variables, as they provide very detailed information about 
agents’ perceptions and expectations. Survey results are presented as weighted 
percentages of respondents expecting a variable to go up, to go down or to remain 
unchanged. As a result, tendency surveys contain two pieces of independent information 
at time t , tR  and tF , denoting the percentage of respondents at time 1t  expecting an 
economic variable to rise or fall at time t . The information therefore refers to the 
direction of change but not to its magnitude. 
The qualitative nature of survey results has often lead to quantify them making use of 
business survey indicators. The most commonly used indicator to present survey results 
is the balance statistic: 
tB = tR - tF        (5) 
Assuming that the expected percentage change in a variable remains constant over time 
for agents reporting an increase and for those reporting a decrease, Anderson (1951) 
defined the balance statistic as a measure of the average changes expected in the 
variable. As the balance statistic ( tB ) does not take into account the percentage of 
respondents expecting a variable to remain constant ( tC ), Claveria (2010) proposed a 
nonlinear variation of the balance statistic ( tWB , weighted balance) that accounts for 
this percentage of respondents: 
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Weighting the balance statistic by the proportion of respondents expecting a variable to 
rise or fall allows discriminating between two equal values of the balance statistic 
depending on the percentage of respondents expecting a variable to remain constant. 
The experiment is based on all the information available for the first three questions 
of the WES: the country’s general situation regarding overall economy, capital 
expenditures and private consumption. For each question we in turn used three different 
kind of expectations stated by the agents: their present judgement, their judgement 
compared to same time last year and their expectation by the end of the next six months. 
The dataset analysed includes therefore 9 indicators for each country: the tB  for each of 
the three different expectations (present judgement, compared to same time last year, 
expected situation by the end of the next six months) of each question. We use 
information from fourteen countries of the European Union: Austria, Belgium, 
Denmark, Finland, France, Germany, Greece, Ireland, Italy, the Netherlands (NL), 
Portugal, Sweden and the United Kingdom (UK). 
 
 4. SELF-ORGANIZING MAP ANALYSIS OF AGENTS’ EXPECTATIONS 
 
As SOMs can be regarded as method for exploratory data analysis that illustrates data 
structures in easily understandable forms, we have make use of this feature to 
characterize the temporal evolution of the expectations before and during the beginning 
of the financial crisis of 2008. Our data set encompasses answers from year 1989 to year 
2008, with a total of 80 samples per country. As a result the database consisted of 1022 
samples. In order to asses the capacity of the network to model the behaviour of the 
expectations, we divide the database into a training database, which consists of the first 
73 samples per country (i.e. from the first quarter of year 1989 to the fourth quarter of 
the year 2006), and 8 samples per country for testing (i.e. from the first quarter of 2007 
to the fourth quarter of 2008). Therefore, the SOM is trained with data from all 14 
countries in the aforementioned period. 
SOMs cluster the data, but also have the property of arranging the clusters by 
similarity on a plane. Therefore there is an interpolation aspect in the estimation of the 
centroids. In order to make use of this property, and to have enough granularity on the 
map, we take a 10x10 topology, which yielded 100 centroids and approximately 10 
samples per centroid. In order to capture well the topological property of neighbourhood 
of the centroids, we use an alpha that ranges from 0.05 to 0.0001 along 15000 iterations 
of the algorithm. The neighbourhood function is taken to be rectangular. We use the 
'Kohonen' package implemented in R (Wehrens and Buydens, 2007) and Matlab. For 
the test database, we present the trajectories of each country along the nearest centroids 
for each sample (Figure 2a and 2b). 
This analysis is based on overlapping the temporal evolution of the agents' 
expectations on a map. Figures 2a and 2b show the evolution of expectations 
represented by the balance statistic at the beginning of the financial crisis of 2008 in 
fourteen countries of the European Union (Austria, Belgium, Denmark, Finland, France, 
Germany, Greece, Ireland, Italy, the Netherlands, Portugal, Sweden and the United 
Kingdom). These maps allow us to determine different trajectories in order to 
discriminate between countries with respect of their agents’ perception of the imminent 
crisis. 
Figure 2a. Trajectories of Balances ( tB ) from I:2007 to IV:2008 
 
  
  
 
Source: Compiled by the authors. 
 
Figure 2b. Trajectories of Balances ( tB ) from I:2007 to IV:2008 
 
  
  
Source: Compiled by the authors. 
 
The SOMs in Figures 3, 4 and 5 represent the information regarding the balances for 
each of the three questions (the country’s general situation regarding overall economy, 
capital expenditures and private consumption) and for each type of expectations 
(experts’ present judgement, judgement compared to same time last year and 
expectation by the end of the next six months). 
 
Figure 3. SOMs of Balances ( tB ) (I:2007 to IV:2008) for Present judgement 
expectations (for each question) 
Present judgment 
This country’s general situation regarding overall economy 
 
This country’s general situation regarding capital expenditures 
 
This country’s general situation regarding private consumption 
 
Source: Compiled by the authors. 
 
Figure 4. SOMs of Balances ( tB ) (I:2007 to IV:2008) for expectations regarding the 
Comparison to the same time last year (for each question) 
Compared to same time last year 
This country’s general situation regarding overall economy 
 
This country’s general situation regarding capital expenditures 
 
This country’s general situation regarding private consumption 
 
Source: Compiled by the authors. 
Figure 5. SOMs of Balances ( tB ) (I:2007 to IV:2008) for expectations regarding the 
Expected situation by the end of the next six months (for each question) 
From now on: expected situation by the end of the next 6 months 
This country’s general situation regarding overall economy 
 
This country’s general situation regarding capital expenditures 
 
This country’s general situation regarding private consumption 
 
Source: Compiled by the authors. 
Each grid consists of 100 neurons of different sign. The positive signs indicate the 
prevalence of positive expectations with regard of negative expectations. The negative 
signs represent the reverse situation: there are more respondents expecting a decrease in 
the variable than respondents expecting an increase. The darker the cell, the higher the 
negative value of the neuron. Therefore, the darker areas represent the predominance of 
negative expectations. The maps in Figures 3, 4 and 5 allow us to distinguish between 
zones of maximum consensus (balances are similar) and zones where expectations 
present a wider range of discrepancy. The black and white neurons, unlike the grey 
ones, indicate maximum consensus, regardless of the sign. 
Finally, in Figure 6 we cross temporal information with the SOM analysis displayed 
in Figures 2, 3, 4 and 5 and the forecasting results obtained by Claveria and Torra 
(2013). More specifically, we overlap the trajectories of the expectations for the next six 
months (from the first quarter of 2007 to the last quarter of 2008) on a different map for 
each of the three questions. The grey area indicates a predominance of negative 
expectations. The arrowheads coincide with the last period of analysis (IV:2008), once 
the perception of the crisis had definitely settled in all countries. The fact that all 
temporal trajectories end in the grey area is indicative of this shared belief. 
The three maps on the left side of Figure 6 present the trajectories of the expectations 
for the countries for which we obtain better forecasting results with nonlinear models 
(ANNs): Austria, Germany, Italy, the Netherlands and Portugal for the question about 
the country’s general situation regarding overall economy; Denmark, Finland, Greece, 
Italy, the Netherlands and Portugal for the question about the country’s general situation 
regarding capital expenditures; and Austria, Germany, Finland, Sweden, Italy, the 
Netherlands and Portugal for the question about the country’s general situation 
regarding private consumption. The rest of the countries are analyzed in the three maps 
on the right side, which present the trajectories of the expectations of agents from the 
countries for which time series models show a better forecasting performance. 
As it can bee seen, the trajectories on the maps of the left side of Figure 6 show 
abrupt oscillations between the white area an the grey area, while the opposite is true for 
the trajectories on the three maps of the right side. As a result it follows that in countries 
where agents’ expectations smoothly move within the grey area, time series models are 
more suitable for forecasting purposes. Conversely, in countries with abrupt changes in 
agents’ expectations, nonlinear models such as ANNs are preferable for modelling 
expectations.
 Figure 6. Cluster of countries regarding the behaviour of experts’ expectations 
Countries where there is an abrupt change 
in expectations from + to – areas 
Countries where expectations smoothly 
transit into the – area 
This country’s general situation regarding overall economy
  
This country’s general situation regarding capital expenditures 
  
This country’s general situation regarding private consumption 
  
Source: Compiled by the authors. 
 Using the financial crisis of 2008 as a benchmark, Figure 6 allows us to classify 
countries into two clusters: those that show a progressive anticipation of the imminent 
crisis, and those where expectations show a more erratic path prior to reaching a 
consensus on the entry into recession. On the one hand, we find that Italy, the 
Netherlands and Portugal systematically fall within the second category for all three 
questions (the country’s general situation regarding overall economy, capital 
expenditures and private consumption). This result may be indicating a bias a bias 
toward optimism on the part of agents in some countries. On the other hand, Belgium, 
Denmark, France, Greece, Ireland, Spain and the United Kingdom present more stable 
expectations, showing a smooth transition from the period previous to the recession to 
the post-crisis quarters. 
 
5. SUMMARY AND CONCLUSIONS 
 
Anticipating economic expectations has become essential to assess the current state of 
the economy. Nevertheless there is not consensus on the most appropriated method to 
forecast expectations. This study aims to determine how different patterns in the 
evolution of agents’ perceptions before impending shocks influence the type of model to 
forecast expectations. With this aim we use the forecasting results presented by Claveria 
and Torra (2013), who generate predictions of survey expectations for fourteen 
European countries and compare the forecasting accuracy of an Artificial Neural 
Network (ANN) model to that of three different time series models (AR, ARIMA and 
SETAR), and incorporate them into a Self-Organizing Map (SOM) analysis of agents’ 
expectations at the beginning of the financial crisis of 2008. 
This framework allows us to overlap both sources of information and cluster the 
fourteen European countries according to behaviour of their agents’ expectations during 
the pre and post-crisis quarters. As a result we find that in countries where agents’ 
expectations progressively anticipate the imminent shock, time series models are more 
suitable for forecasting purposes. Conversely, in countries where expectations show a 
more erratic path prior to reaching a consensus on the entry into recession, ANNs are 
more appropriate for modelling expectations. 
The contribution of this study to the economic literature is twofold. On the one hand, 
it is the first attempt to use Self-Organizing Maps to represent patterns of behavior in 
survey expectations. This technique allows us to visualize high-dimensional data and to 
cluster countries regarding the evolution of expectations before an impending shock. On 
the other hand, by combining the SOM representations with the forecasting results of 
survey expectations, we find that more complex methods can attain a higher forecasting 
accuracy than time series models when expectations present a nonlinear behaviour. 
These result shed light on the best way to model expectations. 
Nevertheless, this study is not without its limitations. Repeating the experiment using 
micro data would help to refine the results. By extending the analysis to other countries 
and to the rest of the questions of the survey, one could test the robustness of the results. 
Another question to be considered in further research is whether the implementation of 
Gaussian process regression or machine learning models such as Support Vector 
regression, may improve the forecasting performance of AI-based economic 
forecasting. 
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