Purpose: Optical coherence tomography (OCT) is a catheter-based imaging method that employs near-infrared light to produce high-resolution cross-sectional intravascular images. The authors propose a segmentation technique for automatic lumen area extraction and stent strut detection in intravascular OCT images for the purpose of quantitative analysis of neointimal hyperplasia (NIH). Methods: A clinical dataset of frequency-domain OCT scans of the human femoral artery was analyzed. First, a segmentation method based on the Markov random field (MRF) model was employed for lumen area identification. Second, textural and edge information derived from local intensity distribution and continuous wavelet transform (CWT) analysis were integrated to extract the inner luminal contour. Finally, the stent strut positions were detected via the introduction of each strut wavelet response across scales into a feature extraction and classification scheme in order to optimize the strut position detection. Results: The inner lumen contour and the position of stent strut were extracted with very high accuracy. Compared with manual segmentation by an expert vascular physician the automatic segmentation had an average overlap value of 0.937 6 0.045 for all OCT images included in the study. The strut detection accuracy had an area under the curve (AUC) value of 0.95, together with sensitivity and specificity average values of 0.91 and 0.96, respectively. Conclusions: A robust automatic segmentation technique integrating textural and edge information for vessel lumen border extraction and strut detection in intravascular OCT images was designed and presented. The proposed algorithm may be employed for automated quantitative morphological analysis of in-stent neointimal hyperplasia.
I. INTRODUCTION
Over the past 110 years, imaging methodologies and techniques have grown from infancy to maturity. In this route, diagnostic procedures continue to develop, for example, multidetector computed tomography, magnetic resonance imaging, dual-source computed tomography, microbubble enhanced ultrasound, etc. Modern technologies such as these provide information on underlying pathology at increasingly higher resolutions, generating more information necessary in every day clinical practice. Our quest to discover and develop methodologies with even higher spatial resolution is never ending. Depending on the subject we want to image and get information for, a variety of methodologies have been developed using different parts of the electromagnetic spectrum.
Atheromatosis affects almost all arteries of the human body. Clinically, it presents with ischemic cardiovascular syndromes. The gold standard in imaging and assessing the cardiovascular system is digital subtraction angiography (DSA) which gives insights in vascular patency as well as a tool to evaluate the direct results of intravascular interventional procedures. Its main shortcomings have been its inability to depict the vascular geometry in three dimensions or to provide adequate details of the vascular wall.
1 To overcome these limitations new imaging modalities have emerged, like the rotational angiography systems, 2 providing adequate three dimensional information of the vasculature, as well as intravascular ultrasound (IVUS) and optical coherence tomography (OCT) systems.
1, [3] [4] [5] IVUS and OCT are catheter-based imaging methods that employ ultrasonic waves and near-infrared light, respectively, in order to produce high-resolution cross-sectional images of the vessel lumen and wall. IVUS was first introduced in the late 80's and received great acceptance in the cardiovascular community, with its potential to visualize in vivo what was previously seen only at pathology specimens. IVUS accomplished this with very good spatial resolution of 130 lm at an ultrasound frequency of 40 MHz.
1, 6 OCT came in the early 90's as a supplement to IVUS, providing the highest spatial resolution available of all clinically available imaging methodologies, even today. 7, 8 Typical OCT images have an axial resolution of 10 lm and a lateral resolution of 20 lm. Additionally, OCT, like IVUS, provides the potential of "optical biopsy," i.e., the in situ characterization of atheromatic plaques [8] [9] [10] with a confined penetration depth of 2-3 mm (Ref. 11) without the need for tissue excision. 12 OCT imaging of the coronary arteries has already been applied for identification of vulnerable plaque morphology, quantification of in-stent neointimal hyperplasia, longitudinal follow-up of stent endothelialization and depiction of stent strut malapposition within observational studies. 8, 13, 14 Motivated by the fact that the manual segmentation of OCT images is a cumbersome procedure we have tried to segment them using a simple two-dimensional procedure. In the proposed study a fully automatic method is introduced for the quantitative analysis of intravascular OCT images. The automatic detection algorithm begins with an image segmentation method based on the Markov random field (MRF) model for vessel lumen border identification. The algorithm integrates textural and edge information derived from local intensity distribution and continuous wavelet transform (CWT) analysis.
After OCT image segmentation, the stent strut positions are detected through introducing each strut wavelet response into a feature extraction and classification scheme in order to optimize the strut position detection. The proposed methodology ends with quantitative calculation of neointimal hyperplasia (NIH). A schematic representation of the algorithm's steps is depicted in Fig 1. 
II. MATERIALS AND METHODS

II.A. Materials
II.A.1. OCT clinical dataset
In general, OCT systems produce cross-sectional vessel images by measuring the depth of light reflections based on the round-trip propagation time of the reflected light energy. The newest generation OCT systems utilize a light source that can be spectrally scanned between 1250 and 1350 nm to facilitate frequency-domain interferometric analysis achieving faster image acquisition and greater scan depths. As the wavelength of the laser oscillates, reflections from refractive-index discontinuities produced by variable tissue depth and texture generate frequency interference signals from which the Fourier transform yields a two-dimensional cross-sectional image of the vessel lumen. 4, 5, 7 For this study, Fourier domain OCT (FD-OCT) of the femoral artery was performed with a commercially available system (C7-XR, Lightlab, Massachusetts, USA). OCT acquisitions were performed with a dextrose saline flush (glucose 5%w/v) technique with simultaneous manual obstruction of the common femoral artery as described elsewhere in further detail. 7 Routine OCT acquisitions during follow-up of femoral arteries with previously implanted stents were employed. Stents examined were commercially available new generation nitinol self-expanding stents that are approved for the femoral artery. Femoral nitinol stents expand up to a 5-7 mm diameter once implanted due to their thermal memory properties, the stent mesh is produced with laser-cutting technology in variable lengths (up to 20 cm) and they have an almost square submillimeter cross-sectional stent strut configuration. Ten OCT in vivo sequences of the human femoral artery (each scan visualizing 54 mm of vessel lumen in 271 consecutive frames; 2710 frames analyzed in total) were included in the study for the vessel lumen border extraction algorithm. Stent struts because of previous stent placement were identified in all 10 femoral OCT sequences. However, individual stent struts were present in 650 frames from all sequences and were further included in the strut detection study. The OCT unit performs automatic or manual calibration every time before study acquisition against an item of known size (i.e., the size of the catheter used %2.7Fr ¼ 0.9 mm). 15, 16 This unit is also digital imaging and communications in medicine (DICOM) compliant and thus exported images contain all calibration information (e.g., pixel size) needed to produce quantitative results. Calibration was also checked before quantitative analysis. OCT acquisition parameters are outlined in detail in Table I .
II.B. Lumen area identification
A specifically designed detection algorithm was implemented to identify the vessel lumen border. From this border the NIH area and the degree of restenosis can be derived.
II.B.1. Preprocessing
In order to apply the MRF model 17 algorithm for automatic segmentation, a preprocessing stage is necessary in order to remove the bright concentric circular rings caused either by the reflection of the near-infrared light on the catheter's and optical fiber's wall boundaries (Fig. 2) or artifacts due to the modality's complex nature.
These rings are processed separately and removed via a rapid algorithm that detects circular objects based on Hough transform. 18 The Hough transform is a powerful global method for detecting parameterized boundaries or curves. It transforms Cartesian space coordinates into the Hough parameter space where any parameterized curve can be defined. For example, in the case of circles, the parameter space is three dimensional (two parameters for the center (x 0 , y 0 ) and one parameter for the radius r of the circle). A circle can be parameterized as
and
If an image contains many points, some of which fall on perimeters of circles, then the algorithm calculates parameter triplets (x 0 , y 0 , r) to describe each circle. In OCT images, the center of the image (x 0 , y 0 ) is already known from the specifications of the apparatus used, which in turn leaves the radii values as the only unknown parameter. The reason that radii values are unknown is due to ring shape distortion from imperfections in the image formation, errors during the edge detection stage, and noisy pixels that appear adjacent to the boundary of the circles. These distortions represent pixels that do not exactly satisfy the circle parameterization equations aforementioned. In order to overcome these limitations each bright ring is considered to be bounded to two continuous concentric circles. The radius spread depends on the distance between these two circles and is calculated by the histogram of the distances of all points to the center of the image. 19 All pixels belonging to the bright circle are replaced with the background color that represents the blood flow area of the vessel for the subsequent MRF modeling. The ring detection procedure is employed only in the first OCT frame, and the algorithm is utilized only for the ring removal in the subsequent frames thereafter.
II.B.2. Vessel lumen border detection
MRF modeling combines conditional (local intensity distribution) with contextual (intensity similarity within small neighborhoods) information under the Bayesian framework in order to estimate the true intensities of the image rather than those based only on the conditional information. 20 It assumes that the class probability of a pixel is only dependent on class membership of its spatial neighbors (also called lattice) which in turn reduces the possible influence of noise and overlapping structures. The model assumption that the conditional distribution depends on the pixels in the near neighborhood is subject to the Bayesian framework which states that the decision rule for labeling an image pixel combines the conditional intensity distribution of an individual region with prior knowledge regarding that region. 17, 21 Given the fact that the observed image y is a realization of a random field Y, x* is the true unknown label of the observed pixel, and x _ indicates the estimate of x*, the main objective of the MRF segmentation model is to find x _ given the observed image y.
Let's assume that P(X) is our prior knowledge and P(YjX) is the probability of realizing the observed image given the regions distribution in the image.
Then, in accordance to Bayes theorem
where, P(XjY) is our posterior probability. The most widely used conditional intensity distribution is the Gaussian distribution, whose function, given the class x s is given by where, l s and r s are the distribution parameters of class x s . Then, x _ can be obtained by taking the posterior's probability natural logarithm and minimizing its negative resultant
In our case, this optimization task is solved within the deterministic approach (iterated conditional mode-ICM) which converges quickly to a desired solution.
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The ICM solves the minimization problem by sequentially updating (i.e., raster scanning the image) labels by minimizing the following equation at each pixels
where, U(x s ) is the number of pixels in the neighborhood that have color x s . and b is a positive constant that controls the interaction between the pixels within the neighborhood. The proposed MRF model consists of two components: a random region labeling component which serves as the initialization step of the model and a combination of textural and edge feature modeling component that serves as input to the model. 23 Image gray level values that represent textural information and wavelet coefficients derived from the CWT analysis for each pixel, which provide edge information, were employed as input to the MRF segmentation algorithm in order to fit the OCT image data into the two final clusters (i.e., one cluster concerning the area that presents with a high light reflectance and a second cluster concerning the areas in the image with a low light reflectance). Then, the vessel lumen border is easily depicted, and thus, the lumen area is defined. However, the outer vessel border does not necessarily correspond to the outer adventitia border wall because of variable light penetration and attenuation. Detailed analysis regarding CWT and its employment toward strut detection procedure is provided in Sec. II C.
The segmentation performance of the proposed method is compared against the "ground truth" derived from an expert physician who manually delineated the lumen area, by means of overlap degree between the two segmentation sets. Overlap is defined as the ratio of intersection over the union of the two segmented areas. 24 The value of overlap is bound between zero (no overlap) and one (exact overlap).
II.C. Stent strut detection
Stent struts occupy a small number of image pixels with high intensity values and usually appear as small line segments or spots depending on the light reflection angle in an OCT image (Fig. 3) .
According to the matched filter theory, bright Gaussianlike patterns are estimated in noisy images by maximizing the response of the Laplacian of Gaussian (LOG) filter. 25 Strut responses are estimated by convolving Gaussian functions of varying sizes with the strut. The local maximum of these responses define each strut scale-space signature across scales. The signature estimation of struts in scale-space is highly dependent on the convolution function (LOG), which in turn should be correlated with the strut patterns encountered. The latter approach of strut scale-space signatures estimation derived from local maxima of LOG responses across consecutive scales is employed in this study so as to automatically detect strut position in OCT images. Laplacian scale-space representation in this study is implemented by the CWT already employed in the MRF model.
The wavelet coefficients Wf(s,x) of the CWT are provided by convolving the signal f(x) with shifting by a and scaling by s family of functions h 
According to the scale-space theory, function h should be selected as the LOG kernel. In this study, the 2D CWT was implemented employing the "Mexican hat" wavelet filter
which is the normalized negative second derivative of a Gaussian function (equivalent to the LOG function). The 2D wavelet coefficients Wf(s,x,y) of an image f(x,y) are defined as 
where, the scales s range from scale 1 to scale 6 in steps of 0.1, thus providing 51 scales of analysis, to approximately adapt for the variable strut sizes. The strut wavelet response is derived via a coarse to fine tracking of the maxima/minima detected on the last scale of decomposition. The scale where strut response reaches its peak is considered as the strut scale signature (Fig. 4) . In many cases, where the strut reflection is almost perpendicular, the whole strut structure is revealed (full line segment) on the OCT image with similar gray level values between adjacent struts. In such cases, the corresponding strut scale signature can be estimated primarily by its scale when it reaches its maximum along with the corresponding maximum coefficient value. The scale and maximum coefficient values can be considered as significant features that discriminate struts from other structures within the OCT image. Particularly, the scale parameter characterizes the fine tuning between the strut and the Gaussian function which provide the maximum value of the wavelet operator.
However, in most cases, the transmission-reflection light path is not perpendicular and produces a shortened line segment with lower brightness values. In some cases, the strut is almost invisible, yet its presence can be recognized due to a shadow line or a comet tail created behind it. Both aforementioned phenomena are also common in ultrasound images and originate either on refraction of the incident light beam or on the fact that the strut is a highly reflective surface and does not allow the light to travel beyond it. Consequently, in cases where the strut size and brightness are reduced, the scale signature will vary, whereas in cases where struts are not visible (shadowing) the wavelet operator will not provide a maximum value.
The complex nature of OCT image formation, due to the aforementioned random reflection angles, enhances the strut pattern variability, which in turn creates a difficult automatic multiparametric segmentation task for strut detection. In order to overcome the aforementioned difficulty, the proposed method goes beyond the scale-space signature estimation and considers the coarse to fine wavelet transform maxima/minima coefficients of each detected region as an 1D input signal. This is subjected to feature extraction and subsequently a classification scheme based on probabilistic neural networks (PNNs) (Ref. 29) in order to accurately detect struts.
PNNs belong to the family of radial basis function neural networks. 29 The PNN is a feed-forward hybrid neural network that integrates the Bayes decision strategy and Parzen's method of density estimation. 30 The PNN model computes a nonlinear decision boundary in which the minimization of the classification error is made according to the Bayes optimal decision rule. The classification is based on the probability density function (PDF) estimation, using the Parzen window technique. 31 The PNN architecture for a two-class classification problem comprises four layers. The input layer that has two input nodes for each feature of input data. The pattern layer in which, every pattern node corresponds to a specific training pattern. In this layer, first, the distances from the input vector to the training vectors are computed. Subsequently, a vector is calculated whose elements indicate how close this input is, to the training vector. The summation layer, that comprises two summation nodes, in which the outputs from the pattern nodes associated with a given class are summed. The final layer is the output layer, in which the network's classification of the input vector is assigned into a specific class. The discriminant function of the PNN algorithm employed in our study for class j ¼ 2 is given by the following equation   FIG. 4 . Strut wavelet response across scales, denoted by dots. The strut wavelet response is derived via a coarse to fine tracking of the maxima=minima detected on the last scale of decomposition. The scale where strut response reaches its peak is considered to be the strut scale signature.
where, x is the test pattern vector to be classified, x ij is the ith training pattern vector of a jth class, N j is the number of patterns in class j, r is a smoothing parameter, and p is the number of features employed in the feature vector. The test pattern x is categorized to the class with the larger discriminant function value. In addition, since the Mexican hat wavelet employed in the CWT is considered as the negative second derivative of the Gaussian function, the algorithm incorporates the shadowing regions in the above scheme by manipulating the sign of the wavelet transform, thus utilizing small regions that produce local minima as well.
All input signals were divided in two main categories: Class I (3010 cases that correspond to struts) and Class II (16 393 cases that correspond to various signatures from other structures existing within the OCT image). Fifteen (15) features were automatically calculated from each wavelet transform response across scales from both classes and they are presented in Table II . All features were primarily selected to capture the regional and statistical properties of the strut and the properties derived by the coarse to fine wavelet coefficients. In addition, several 1st and 2nd order statistical features were computed so as to locate any patterns within the 1D input signals.
Features 1 and 2 are polar coordinates of the detected maxima on the last decomposition scale. Feature 3 is the corresponding OCT image gray level value of the above polar coordinates. Features 13 and 14 are the corresponding coefficients of a double exponential fit of the wavelet transform response across scales, whereas feature 15 is the coefficient that characterizes the Lipschitz exponent-a of the wavelet transform response decay across scales. 32 All 15 calculated features at hand were utilized, but since a number of them were redundant due to mutual correlations, an optimum number of them had to be selected to achieve the highest discrimination. A common technique to achieve this is the stepwise regression analysis (SRA) (Ref. 33 ) that led to a subset of features that carry the aforementioned discriminant properties. SRA is a sequential feature selection technique designed specifically for least-squares fitting in a multiple regression model. It is based on an add/remove features scheme from a multilinear model based on their statistical significance in a regression analysis. The stepwise regression procedure starts off by choosing an equation containing the single best feature and then attempts to build up with subsequent additions of other features one by one as long as these features are "statistically significant" or "highly correlated" with that feature. The selected feature subset acquired from SRA analysis is presented in Table III .
Choosing the best feature combination that will maximize the performance of the classifier is a necessary but timeconsuming and computationally demanding procedure. The method we followed (exhaustive search) involved designing the PNN classifier by means of every possible feature combination (i.e., 2, 3, 4 feature combinations) and all OCT data available, each time testing the classifier's performance in correctly classifying the OCT data, and finally selecting that feature combination that demonstrated the highest classification accuracy with the smallest number of features. The classification accuracy of the PNN classifier for every possible combination derived from the exhaustive search is evaluated by means of receiver operating characteristics (ROC) curves analysis and the leave-one-out (LOO) method. 34 
II.D. Clinical pilot application
After algorithmic application toward detection of the lumen area and stent struts in each one of the ten femoral OCT datasets, the following parameters indicated as clinically significant by the team of interventional radiologists were calculated in every OCT frame; maximum stent diameter (D s ; corresponding to vessel diameter immediately after stent placement), maximum lumen diameter (D L ; corresponding to the maximum patent lumen diameter at the time of the OCT acquisition after development of NIH), late lumen loss (D LLL ; corresponding to the maximum thickness of NIH), stent area (A s ; corresponding to cross-sectional vessel area immediately after stent placement), and lumen area (A L ; corresponding to cross-sectional patent lumen area at the time of the OCT acquisition after development of NIH) (Fig. 5) . Additionally, percent diameter stenosis (%D stenosis ), percent area stenosis (%A stenosis ) and total NIH area (A NIH ) were calculated as follows:
III. RESULTS
The segmentation algorithm was applied in OCT images [ Fig. 6(a) ]. It was randomly initialized by labeling image pixels 23 into two different image cluster regions [ Fig. 6(b) ]. MRF application results are depicted in Fig. 6(c) , with the white area corresponding to the cluster with the high light reflectance. The vessel lumen border, which is the inner contour of the white cluster, is depicted in Fig. 6(d) .
The proposed segmentation method demonstrated high accuracy corresponding to overlap values of 0.937 6 0.045 for inner contour for the 2710 OCT images included in the dataset compared to ground truth (medical expert).
The employed PNN classifier, in the selected feature subset, exhibited high discrimination accuracy between strut and other responses, employing Mean value, variance, and Lipschitz exponents as the best feature combination, achieving an AUC value of 0.95 (Table IV) . The sensitivity and specificity values for the above mentioned feature combinations ranged between 0.90 -0.92 and 0.95 -0.97, respectively. Figure 7 depicts the corresponding ROC curves for the best feature combinations of the selected feature subset.
There are still challenges in both lumen area extraction and strut detection. In several frames, the wall boundaries are either entirely or partially invisible, which means that it is not possible for the algorithm to approximate adequately the vessel lumen border.
In addition to struts complex characteristics already noted, it is common that in many frames only part of struts locations is visible. This leads to difficult, or even impossible approximation of a continuous circular line that correspond to actual strut positions throughout the 360 , in order to calculate the extent of re-endothelialization. The proposed strut detection algorithm computes Euclidean distances between each strut position detected and the corresponding position in the vessel lumen border. For that reason, a graphical user interface (GUI) was implemented, as an auxiliary tool on the automated lumen area and strut identification algorithms proposed. This tool allows the user to manually correct the lumen area segmentation procedure by omitting frames with no visible vascular walls and optimize strut detection by tracking with control points any strut positions missed by the automated step. When all strut positions (automatic and manual) are recognized the system performs a spline interpolation toward struts outline estimation. Then, the area corresponding to NIH is calculated in mm 2 with subtraction of the areas (a) inside the strut contour and (b) inside the vessel lumen border contour. In Fig. 8 , the strut positions (automatically detected and manually pointed) together with the corresponding circular line produced by the strut positions interpolation are depicted.
Quantitative data after calculation of the predetermined morphological variables in the ten individual clinical datasets are outlined in detail in Table V . Briefly, maximum stent diameter (D S ) ranged from 4.93 to 6.27 mm, maximum lumen diameter D L from 3.28 to 4.80 mm, and late lumen loss (D LLL ) was variable ranging from 0.88 to 1.86 mm. A wide range of vessel stenosis on a diameter or area basis (%D stenosis ranged from 13.28% to 44.25%, while %A stenosis ranged from 25.70% to 73.42%, respectively) was found in all analyzed vessel segments. NIH had developed diffusely in all femoral arteries and the respective area ranged from 5.08 to 17.49 mm 2 .
IV. DISCUSSION
In the present study, we propose a methodology to: (a) segment the vessel lumen border from 2D OCT images (via a combined scheme of an MRF model and CWT analysis) and (b) detect the positions of stent struts within the 2D OCT images (by the scale-space responses representation derived from CWT) in order to assess the degree of neointimal hyperplasia within the stented vessels from OCT images. More specifically, the vessel lumen border of the OCT images is extracted, and then, the stent struts within the images are detected. This study has the benefits that: (i) it gives quantitative information about NIH and (ii) it uses strut characteristics in order to classify whether areas of the OCT image belong to stent struts or not.
Few attempts have been made toward lumen segmentation in OCT images. Tanimote et al. 35 proposed a semiautomatic method that employs a combination of an edge detection filter and a smoothing operator so as to acquire the lumen area boundary in intracoronary arteries, both in vitro and in vivo. The introduced algorithm is based on the existing segmentation software named CURAD. 36 The user intervention includes the initialization of various starting points within the OCT image to ensure the correctness and the continuity of the extracted contour. Consensus in the measurements of two expert observers was reached with the use of intraclass and interclass correlation coefficients and the reliability coefficients. 37 The absolute and relative difference between lumen area measurements was 0.02 6 0.10 mm 2 and 0.3 6 0.5%, respectively.
Another edge detection technique in order to acquire the vessel lumen border for in vivo human coronary vessels was proposed by Sihan et al. 38 As a preprocessing step a despeckling filter is utilized to reduce speckle-noise and normalize gaps and shape irregularities in the vessel lumen interface. Subsequently, an iterative implementation of the Canny filter 39 via a binary search was employed, until the desired percentage of image pixels were classified as edge pixels. This classification procedure between contour edges and the edges caused from noise or other structures within the OCT image was achieved by thresholding at first the dot product between the gradient orientation and catheter center, and afterward the edge length. The human observer measured a lumen area of 4.1 6 1.4 mm 2 while the proposed methodology calculated the same area as 4.0 6 1.3 mm 2 (p ¼ 0.09). Endothelialization and NIH quantification in follow-up OCT images was also assessed throughout the past few years. Bonnema et al. 13 introduced a fully automatic method to detect covered and uncovered struts and establish a percent cellular coverage for a volumetric OCT dataset. The algorithm proposed, was evaluated in tissue-engineered human blood vessels. It comprises of three distinct steps. At first, the luminal surface is identified in an iterative process based on the maximum reflected intensity in order to isolate possible strut positions. Afterward, a strut detection algorithm is employed in which image pixels are considered as strut pixels if they satisfy three conditional characteristics: bright reflection at the surface of the strut, concentrated energy and a dark shadow underneath the strut. Finally, the difference between the luminal profile of the mimic and the position of the luminal strut surface is evaluated to determine the cellular coverage. Based on the manual assessment, the uncovered strut identification algorithm operated with a sensitivity of 93% and a specificity of 99%. In case of the struts inside the hyperplasia area the algorithm reached 81% sensitivity and 96% specificity. Gurmeric et al. 40 also proposed an automatic stent implant follow-up in intravascular OCT images. The lumen extraction and strut detection was accomplished by a deformable spline contour model that propagates with ordinary differential equations toward an optimal solution. The percentage of correctly detected struts was calculated as the absolute difference between the number of struts marked by the physician and the number of struts detected by the proposed algorithm achieving an approximate accuracy of 86% in strut detection. Kauffmann et al. 41 suggested an automatic and supervised lumen and strut detection algorithm to evaluate re-endotheliazation in OCT images. The inner wall delineation is carried out in three consecutive steps: binarization of the OCT image using the Otsu method, 42 approximation of the wall border through morphological segmentation and inner contour extraction via an initialization of active contour model near to real edges of the vessel. The strut detection procedure takes place via a gradient-based shadow detection algorithm and analyzing gray level radial profiles. The strut detection rate ranged from 35.42% to 73.39% in vivo and up to 84.44% in in vitro acquisitions.
Unal et al. 43 recommended an automatic segmentation method in OCT images. The lumen segmentation is applied, in previously denoised images, throughout an active contour framework that employs two Catmull-Rom splines that are initialized by shooting rays from the center of each image to every direction. The strut detection is also based in shadow detection by analyzing angular intensity energy distribution in the lumen area. The mean difference between the computer method and expert evaluations for lumen cross-section area was 0.11 6 0.70 mm 2 , r 2 ¼ 0.98, p < 0.0001. The average number of detected struts was 10.40 6 2.90 per cross section when the expert identified 10.50 6 2.80, r 2 ¼ 0.78, p < 0.0001. Both Unal et al. 43 and Gurmeric et al. 40 introduced for the first time computerized applications of the lumen-vessel border detection and strut detection to quantitatively assess stent endothelialization and NIH development in-stent placement follow-up studies within intracoronary OCT.
Most aforementioned approaches 13, 35, 36, [38] [39] [40] [41] 43 either employed only edge detection techniques with ad hoc thresholding, or more complex approaches with active or spline deformable models that are mainly intensity-based. It is worth mentioning that they do not clarify how they encounter the bright concentric rings that apparently would decrease the active contour model performance.
The complex nature of OCT imaging make strut detection as one of the most challenging tasks among medical image processing applications. Different reflection angles, refraction phenomena, misplaced probe positions together with speckle noise, altering continuously the strut reflection surface. Therefore, detection approaches that do not integrate these complex characteristics are most likely to have limited performance. Strut detection algorithms 13, 40, 41, 43 published so far, consider as prerequisite the fact that behind the strut bright surface a shadow area is created due to high reflectivity. However, this is not always the case since in many occasions bright surfaces can be present without shadowing. In addition, in several OCT images struts are partially or totally invisible leaving a comet tail behind.
The proposed study throughout CWT analysis identifies sharp variations with great accuracy wherever they occur within the OCT image and consider them initially as candidate strut positions. Scale-space theory is then employed for strut detection by means of across scales signature estimation. In several cases where the strut surface is entirely visible scale-space signatures exhibit common characteristics such as scale number and maximum coefficient values. Nevertheless, the strut surface is variable across frames thus limiting the detection performance based on scalespace theory solely. Our approach in order to overcome these limitations considered the coarse to fine wavelet coefficients of each candidate strut position as 1D input signal. These signals are then subjected into feature extraction and pattern recognition methods in order to isolate struts from other sharp variations. The classification accuracy of the proposed algorithm was significantly high reaching an AUC value of 0.95, together with high sensitivity and specificity values (averages of 0.91 and 0.96, respectively). Of note, in the example of Fig. 8 , the majority of the visible struts do not have the shadow pattern that most of the existing detection algorithms base their methodology. Of further interest, the developed algorithm runs in an unsupervised fashion and demonstrated a robust performance in automatic vessel lumen segmentation and stent strut detection as shown by its pilot application in ten clinical datasets. The authors propose that the algorithm may prove extremely useful in quantitative assessment of stent endothelialization and NIH development in longitudinal studies of stent placement in the peripheral arteries. The software may accurately calculate late lumen loss and NIH area through-out the examined stent, thereby providing quantitative surrogate markers of vascular restenosis and vessel wall response after stent implantation.
V. CONCLUSIONS
In conclusion, a segmentation technique for automatic vessel lumen area extraction and stent strut detection in intravascular OCT images was designed and presented in this study. The proposed algorithm at first integrated textural and edge information as an input into an MRF model toward clustering the area that presents with a high light reflectance and a second area region concerning image areas without intense light reflectance. The vessel lumen border was subsequently estimated from the cluster concerning the area that presents with a high light reflectance. Although the segmentation algorithm runs unsupervised, the evaluation results may be regarded as most encouraging considering the complex OCT image characteristics, which make accurate segmentation in OCT images rather difficult. The overlap contour agreements between the derived and the manual delineated boundaries were high, which in turn makes the proposed segmentation approach a valuable tool for physicians toward quantitative analysis of stent endothelialization and neointimal hyperplasia development in clinical OCT datasets of human arteries.
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