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Abstract
Two-variable linear programming is a fundamental problem in computational geometry. Sequentially, this
problem was solved optimally in linear time by Megiddo and Dyer using the elegant prune-and-search technique.
In parallel, the previously best known deterministic algorithm on the EREW PRAM for this problem takes
O(logn log logn) time and O(n) work. In this paper, we present a faster parallel deterministic two-variable linear
programming algorithm, which takes O(logn log∗ n) time and O(n) work on the EREW PRAM. Our algorithm is
based on an interesting parallel prune-and-search technique, and makes use of new geometric observations which
can be viewed as generalizations of those used by Megiddo and Dyer’s sequential algorithms. Our parallel prune-
and-search technique also leads to efficient EREW PRAM algorithm for the weighted selection problem, and is
likely to be useful in solving other problems.  2002 Elsevier Science B.V. All rights reserved.
Keywords: Linear programming; EREW PRAM Model; Prune-and-search; Weighted selection; Parallel
partitioning
1. Introduction
Linear programming (LP) is a central problem in discrete algorithm study and plays a key role
in solving numerous combinatorial optimization problems [25]. Due to its importance in many areas
including computational geometry, the LP problem has attracted a great deal of attention from
computational geometry researchers, especially for the fixed dimension case [1,2,4,7,8,12–18,21–24,
26–29]. In this paper, we are concerned with solving deterministically in parallel (on the EREW PRAM)
the 2-dimensional case of the LP problem, called two-variable linear programming [26].
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For two and three-variable linear programming, Megiddo [23] and Dyer [13] discovered optimal
sequential linear time algorithms. For LP in any fixed dimension, Megiddo [24] was the first to show
that a sequential linear time algorithm is also possible. The sequential linear time algorithms of Dyer
and Megiddo [13,23] for two and three-variable LP are based on the elegant prune-and-search technique.
There have also been parallel deterministic LP algorithms in PRAM models. Deng [12] presented a
CRCW PRAM algorithm for two-variable LP that takes O(logn) time O(n) work based on Megiddo and
Dyer’s prune-and-search approach [13,23]. Ajtai and Megiddo [1] developed an LP algorithm in a very
powerful PRAM model (counting only “comparison” steps) for any fixed dimension d , in O((log logn)d)
time and a sub-optimal O(n(log logn)d) work. Sen [28] found a work-optimal algorithm on the CRCW
PRAM which takes O((log logn)d+1) time. (Simulating these PRAM algorithms [1,12,28] on the EREW
PRAM in a straightforward manner would incur at least one additional logn factor in time.) Dyer [15]
gave an EREW PRAM algorithm for LP in any fixed dimension d , in O(logn(log logn)d−1) time and
a sub-optimal O(n logn(log logn)d−1) work. A work-optimal EREW PRAM algorithm was recently
obtained by Goodrich and Ramos [18], which takes O(logn(log logn)d−1) time.
We present in this paper a faster parallel deterministic algorithm for two-variable LP. Our algorithm
takes O(logn log∗ n) time and O(n) work on the EREW PRAM, thus improving the time bound of the
previously best known work-optimal EREW PRAM solution for two-variable LP [18] by a factor of
(log logn)/ log∗ n. Our algorithm is based on an interesting parallel prune-and-search technique, and
makes use of new geometric observations which can be viewed as generalizations of those used by
Dyer and Megiddo’s sequential algorithms [13,23]. Our parallel prune-and-search technique relies on
the parallel algorithm by Chen et al. [6] for partitioning sorted sets. Comparing with the best previous
algorithms in [18], our algorithm is faster and relatively simpler.
Our parallel prune-and-search technique also leads to efficient EREW PRAM algorithm for the
weighted selection [11], and possibly for other problems. Previously, Cole [9] gave an EREW PRAM
algorithm for the (unweighted) selection problem [3,11], which takes O(logn log∗ n) time and O(n)
work. For the weighted version, an EREW PRAM algorithm in O(logn log logn) time and O(n) work
was presented in [6]. By using our parallel prune-and-search technique, an O(logn log∗ n) time, O(n)
work EREW PRAM algorithm can be obtained for weighted selection. Note that recently there is another
EREW PRAM algorithm by Hayashi, Nakano and Olariu [19] for weighted selection which has the same
complexity bounds as ours. The algorithm in [19], also making use of the parallel partition approach
in [6], is an independent discovery. 2 Our parallel prune-and-search technique is likely to be useful in
solving other problems.
The rest of this paper is organized as follows. Section 2 discusses certain interesting features of
our parallel prune-and-search technique, in comparison with Cole’s technique. In Sections 3 and 4, we
describe parallel algorithms for the two-variable linear programming and weighted selection problems,
respectively. Section 5 concludes the paper with some remarks.
2. Parallel prune-and-search
Our EREW PRAM algorithms are based on a new parallel prune-and-search technique. Note that
prune-and-search techniques have been used in a number of sequential geometric algorithms [26]. In
2 In fact, we exchanged papers on parallel weighted selection with the authors of [19] before their work appeared at the
ISAAC’97 conference.
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parallel, Cole [9] gave an efficient prune-and-search technique for solving the selection problem [3,11]
on the EREW PRAM. Cole’s parallel selection algorithm takes O(logn log∗ n) time and O(n) work.
When the kth smallest element is to be selected from an n-element set S, Cole’s algorithm performs the
following main steps:
(i) Use k to find in S two “good” approximations to the kth smallest element with ranks k1 and k2
respectively, such that k  k  k2 and such that k2 − k1 is sufficiently small.
(ii) Eliminate from S all the elements whose ranks are not in the range of [k1, k2], and recursively solve
the problem on the remaining elements in S.
(iii) When |S| is O(n/ logn), use Cole’s parallel merge sort [10] to finish the selection.
Cole’s selection algorithm consists of O(log∗ n) recursion levels, and the computation of finding a
desirable approximation at each of these levels is done by a recursive procedure which also has O(log∗ n)
recursion levels.
A key feature of Cole’s parallel selection algorithm is that the approximations are determined based
on an already known rank k, and this feature could limit the applicability of Cole’s parallel prune-
and-search technique. For certain problems, finding in parallel good approximations based on rank
information as in [9] can be difficult, since useful rank information is not as readily available as
for the selection problem. In fact, it is not clear to us how the parallel prune-and-search technique
in [9] can be applied to obtain O(logn log∗ n) time, O(n) work EREW PRAM algorithms for several
more complicated problems for which linear time sequential prune-and-search algorithms are already
known. Examples of such problems include weighted selection [11] and two- and three-variable linear
programming [13,23].
Actually, the previously best known EREW PRAM algorithms for weighted selection and two-variable
linear programming can be obtained by a straightforward parallelization of the corresponding sequential
prune-and-search algorithms: Select the median of the candidate elements, eliminate a constant fraction
of these elements, and recurse on the remaining elements. By using Cole’s EREW PRAM algorithm for
approximate median selection [9], one may be able to simulate in parallel a sequential prune-and-search
procedure, until the number of the remaining elements is O(n/ logn) (at that point, one can simply apply
some known parallel algorithms such as Cole’s merge sort [10]). Parallel prune-and-search algorithms
of this kind can be obtained for weighted selection and two-variable linear programming; such a parallel
algorithm takes O(logn log logn) time and O(n) work on the EREW PRAM, and consists of O(log logn)
recursion levels.
Our parallel prune-and-search technique is different from Cole’s [9] in the following aspects: (1) our
technique does not depend on any given rank information, (2) although this technique also consists
of O(log∗ n) recursion levels, the computation at each level involves no recursive procedure. A key
procedure used in our parallel prune-and-search algorithms is the parallel partition algorithm of Chen
et al. [6].
The following two sections show how this technique enables us to obtain O(logn log∗ n) time, O(n)
work EREW PRAM algorithms for two-variable linear programming and weighted selection.
3. Parallel two-variable linear programming
We use the parallel two-variable linear programming algorithm as an example to illustrate our
parallel prune-and-search technique. For the two-variable LP problem, a set H of n half-planes that
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Fig. 1. Two-variable linear programming with g(x, y)= y as the objective function.
are respectively bounded by lines aix + biy = ci , where i = 1,2, . . . , n, and an objective function
g(x, y)= ax + by in the plane are given. The goal is to find a point p∗ = (x∗, y∗) in the plane such that
p∗ is contained in the common intersection I (H) of all the n half-planes and that the objective function
g(x, y) attains at p∗ the minimum (or maximum) value ax∗ + by∗ [13,23]. The common intersection of
the n half-planes is a convex region called the feasible region. The feasible region can be unbounded or
empty for a certain set of half-planes. Without loss of generality, we assume that the objective function
g(x, y) corresponds to the class of all horizontal lines, that is, g(x, y)= y (the general case can be easily
reduced to this case by properly rotating the axes of the coordinate system). Fig. 1 illustrates this case of
the two-variable LP problem.
As in the sequential algorithms [13,23], we partition the set of the n input half-planes into two subsets
Hu and Hl , such that Hu (respectively Hl) contains all the upper (respectively lower) half-planes whose
points are above (respectively below) or on their corresponding bounding lines. For the sake of simplicity
in our exposition, we will illustrate the main idea and steps of our algorithm by considering the special
case in which Hl is empty (the algorithm for the general case can be obtained from the one for this
special case by only a few minor modifications [26]). We henceforth assume that Hl = ∅. Without loss
of generality, we also assume that no two upper half-planes in Hu are the same.
Some of the observations on which our parallel algorithm is based are actually generalizations of
the geometric observations used in the sequential prune-and-search algorithms for two-variable linear
programming [13,23]. For the purpose of comparison, we first review the key observations used in [13,
23].
The sequential algorithms in [13,23] work as follows. They group the upper half-planes of Hu into
pairs in an arbitrary fashion. For each pair of half-planes, if their bounding lines are parallel with each
other, then the upper half-plane whose bounding line is lower than that of the other upper half-plane is
eliminated; otherwise, the algorithms compute the intersection point of the two bounding lines. For any
vertical line L in the plane, the algorithms can decide in linear time whether the optimal point p∗ is on,
to the left of, or to the right of L. A key observation for these algorithms is that if p∗ is known to lie to
the left or right of the intersection point of the two bounding lines of a half-plane pair, then one of the
two half-planes can be eliminated from further consideration without affecting the sought solution p∗.
The algorithms in [13,23] then find the median of the x-coordinates of the intersection points from the (at
most) n/2 pairs of half-planes, and decide the position of p∗ with respect to the vertical line L passing
through the median. In this manner, it is ensured that n/4 intersection points are known to lie either
to the left or the right of the line L, and hence at least n/4 half-planes can be eliminated or “pruned”
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from further consideration. The algorithms then recurse on the remaining (at most) 3n/4 half-planes,
for its subsequent search for the optimal solution p∗. Note that one can modify the algorithms in [13,
23] by stopping their recursion when the number of the remaining half-planes is O(n/ logn), and then
using an optimal algorithm for computing the intersection of half-planes [26] to find the point p∗ from
the remaining O(n/ logn) half-planes. The number of recursion levels of such a modified algorithm is
clearly O(log logn).
One can parallelize the above modified sequential prune-and-search algorithm. It is easy to see that the
number of recursion levels of this sequential algorithm affects the time bound of such a parallel algorithm.
Actually, by using Cole’s parallel algorithm for approximate median selection [9], it is possible to
obtain a parallel version of the above sequential prune-and-search algorithm that takes O(logn log logn)
time and O(n) work on the EREW PRAM. In fact, Deng’s CRCW PRAM algorithm [12] is based
on this idea. A faster algorithm was also obtained in a similar way (i.e., using the prune-and-search
technique and stopping the recursion when the problem size reaches O(n/ logn) by Goodrich and
Ramos [18].
It might be tempting for one to modify the above sequential algorithm in the following manner, in the
hope that the number of recursion levels of the resulted algorithm (and hence its parallelization) would
be asymptotically reduced. Instead of using one vertical line (passing through the median) to determine
the elimination of half-planes, use multiple vertical lines that evenly partition the intersection points into
subsets. However, one can see that regardless of the number of vertical lines used, the number of half-
planes that can be eliminated based on the observations in [13,23] is at most n/2. Thus, such an algorithm
would still have O(log logn) recursion levels.
Our idea for achieving a faster parallel algorithm for this problem is nevertheless to use multiple
vertical lines to decide the elimination of half-planes at each recursion level, so that more half-planes
than a constant fraction would be removed and the number of recursion levels of the algorithm would
be asymptotically reduced. To reach this goal, we need (1) an efficient procedure for computing such
multiple vertical lines, and (2) new geometric observations to perform the pruning. Actually, being able
to do these will also lead to a sequential linear time prune-and-search algorithm that is quite different
from [13,23].
The following observations are keys to our parallel prune-and-search algorithm.
Lemma 1. Let H ′ be a non-empty subset of Hu (i.e., the set of upper halfplanes). Suppose that it is
already known that the optimal point p∗ for all the half-planes in Hu lies to the left (respectively right)
of a vertical line L. Then the half-planes in H ′ of the following types can be eliminated from further
consideration without affecting the search for the final solution p∗:
1. The half-planes in H ′ whose bounding lines do not contain any edge of the boundary of I (H ′) (i.e.,
the common intersection of H ′).
2. The half-planes in H ′ whose bounding lines contain an edge e of the boundary of I (H ′), such that e
does not intersect L and such that e is to the right (respectively left) of L (see Fig. 2).
Proof. For half-planes in H ′ of type 1 (e.g., the half-plane with h as its bounding line in Fig. 2), it is
clear that they do not contribute to defining the optimal point p∗. For half-planes in H ′ of type 2 (e.g., the
half-plane whose bounding line contains the edge e of I (H ′) in Fig. 2), their bounding lines intersect L
at points that are strictly below the intersection of L and the boundary of I (H ′) due to the convexity of
I (H ′). Hence these half-planes of H ′ also do not contribute to defining the point p∗. ✷
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Fig. 2. Illustrating Lemma 1. Fig. 3. Illustrating Corollary 1.
Corollary 1. Let H ′ and I (H ′) be defined as in Lemma 1. Suppose that it is already known that the
optimal point p∗ for all the half-planes in Hu lies between two vertical lines L and L′ (see Fig. 3).
Then the half-planes in H ′ of the following types can be eliminated from further consideration without
affecting the search for the final solution p∗:
1. The half-planes in H ′ whose bounding lines do not contain any edge of the boundary of I (H ′).
2. The half-planes in H ′ whose bounding lines contain a boundary edge e of I (H ′), such that e does not
intersect the planar region bounded by the two vertical lines L and L′ (see Fig. 3).
Proof. It follows immediately from Lemma 1. ✷
For example, in Fig. 3, the half-plane h (of type 1) and the half-planes whose bounding lines contain
the boundary edges e and e′ of I (H ′) (of type 2) can be eliminated from any further search for p∗.
The crucial implication of Corollary 1 is that, among all the half-planes in H ′, we only need to keep,
for further search for p∗, those whose bounding lines contain a boundary edge of I (H ′) such that that
edge has a non-empty intersection with the planar region bounded by the two vertical lines L and L′.
The next lemma is for computing the multiple vertical lines used at each recursion level of our parallel
algorithm, for eliminating more than a constant fraction of the half-planes that are involved in the search
for p∗ at that level.
Lemma 2. Given a set S of n elements that is organized as n/m sorted subsets of size m each, it
is possible to partition S into m subsets D1,D2, . . . ,Dm of size O(n/m) each, such that for any two
indices i and j with 1  i < j m, no element in Di is bigger than any element in Dj . This partition
can be obtained in parallel in O(logn) time and O(n) work on the EREW PRAM.
Proof. By using the EREW PRAM partition algorithm of Chen et al. [6]. ✷
We are now ready to present our EREW PRAM algorithm for two-variable LP.
Similar to [9], we define a class of functions f (i) as follows: f (1) = 2 and f (i + 1) = 2f (i) for any
integer i  1. Hence, log(f (i + 1))= f (i) for i  1, and logn f (log∗ n) < n for n 2.
Our parallel algorithm starts with the half-plane set H(1)=Hu and the function f (1) (i.e., with i = 1).
Suppose that the algorithm is currently working with a subset H(i) of Hu and the function f (i) for some
integer i  1. Then the following steps are performed:
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1. Partition, in an arbitrary fashion, the half-planes of H(i) into O(|H(i)|/(f (i + 1))2) groups
G1,G2, . . . , of size O((f (i + 1))2) each.
2. In parallel, compute the common intersection of the half-planes in each group Gj , by using Chen’s
EREW PRAM algorithm [5]. Let the convex region for the intersection of the half-planes in Gj
so obtained be denoted by I (Gj ). Then the boundary of I (Gj ) can be specified by a sequence of
O((f (i+1))2) vertices in a sorted order of their x-coordinates. As a result, there are O(|H(i)|/(f (i+
1))2) such sorted vertex sequences, one for each group Gj .
3. Partition the set of vertices which is the union of those in the O(|H(i)|/(f (i + 1))2) sorted vertex
sequences (of size O((f (i + 1))2) each) into O((f (i + 1))2) subsets of size O(|H(i)|/(f (i + 1))2)
each, based on Lemma 2. The EREW PRAM algorithm of Chen et al. [6] finds O((f (i+1))2) values,
in sorted order, for this partitioning. Let a vertical line pass through each of these values used for the
partitioning (hence there are O((f (i + 1))2) vertical lines L1,L2, . . . , in sorted order).
4. Determine the two consecutive vertical lines Lk and Lk+1 such that the optimal point p∗ lies
between Lk and Lk+1.
5. Eliminate half-planes from H(i) based on Lemma 1 and Corollary 1. That is, for every group Gj ,
any half-plane of Gj whose bounding line does not contain a boundary edge e of I (Gj ) such that e
intersects the planar region between Lk and Lk+1 is eliminated. Let H(i+ 1) consist of the remaining
half-planes after this elimination.
6. If |H(i + 1)|> n/ logn, then recurse on the half-plane set H(i + 1) and the function f (i + 1).
7. If |H(i + 1)| n/ logn, then use Chen’s EREW PRAM algorithm [5] to compute the intersection of
the half-planes in H(i + 1), and find p∗ from this intersection.
The correctness of the above algorithm is ensured by Lemma 1 and Corollary 1. In the rest of this section,
we discuss the details of this parallel algorithm, and analyze its parallel complexity bounds.
It is easy to perform the partitioning of Step 1 in O(log |H(i)|) time and O(|H(i)|) work on the
EREW PRAM. For Step 2, the intersection of the O((f (i + 1))2) half-planes in each group Gj
can be computed by Chen’s EREW PRAM algorithm [5] in O(log(f (i + 1))) = O(f (i)) time and
O((f (i + 1))2 log(f (i + 1))) = O((f (i + 1))2f (i)) work. Hence Step 2 takes O(f (i)) time and
O(|H(i)|f (i)) work over all the O(|H(i)|/(f (i + 1))2) groups Gj . Since the vertex sequence for every
group Gj is already sorted by their x-coordinates, the partitioning of Step 3, by Lemma 2, can be done
in O(log |H(i)|) time and O(|H(i)|) work on the EREW PRAM. The algorithm of Chen et al. [6] finds,
for this partitioning, O((f (i+ 1))2) values r1, r2, . . . , which are the x-coordinates of some vertices from
the O(|H(i)|/(f (i+ 1))2) vertex sequences. These values are obtained in sorted order. As a result, there
are O((f (i + 1))2) vertical lines L1,L2, . . . , with the line Ls passing through the value rs . Note that for
a vertical line Ls , one can decide the position of the optimal point p∗ with respect to Ls , as follows:
• Compute the intersection between Ls and the boundary of every convex region I (Gj ), and obtain the
slope information of the boundary of I (Gj) around this intersection (this can be done by performing
a binary search for the value rs on the sorted vertex sequence along the boundary of I (Gj )). Then
use the intersection between Ls and the boundary of each I (Gj) and the slope information of I (Gj )
around this intersection to decide the position of p∗ with respect to Ls . This can be done by performing
O(1) parallel prefix operations [13,20,23].
Since there are O((f (i + 1))2) vertical lines Ls and since the size of the vertex sequence for each
group Gj is also O((f (i + 1))2), one can compute the intersections between all such vertical lines and
the boundary of each I (Gj) by a parallel merge [20] instead of binary searches. Altogether, Step 4
takes O(log |H(i)|) time and O(|H(i)|) work on the EREW PRAM. The elimination of half-planes in
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Step 5 can be easily done in O(log |H(i)|) time and O(|H(i)|) work on the EREW PRAM. Step 7 takes
O(logn) time and O(n) work on the EREW PRAM by applying Chen’s algorithm [5] to a problem of
size O(n/ logn).
Summarizing over all the non-recursive steps of the above algorithm, it is clear that the non-recursive
computation on the subset H(i) of Hu takes altogether O(log |H(i)|) time and O(|H(i)|f (i)) work on
the EREW PRAM.
We now analyze the size of the subset H(i + 1) that contains the remaining half-planes from H(i)
after the elimination of Step 5. Suppose that the optimal point p∗ lies between the two consecutive
vertical lines Lk and Lk+1. Then by Lemma 2, Step 3 ensures that only O(|H(i)|/(f (i + 1))2) vertices
from the O(|H(i)|/(f (i + 1))2) vertex sequences are between Lk and Lk+1. If a convex region I (Gj )
has w boundary vertices between Lk and Lk+1, then w + 1 edges on the boundary of I (Gj) intersect
the planar region between Lk and Lk+1, and hence w + 1 half-planes of Gj belong to H(i + 1) by
Lemma 1 and Corollary 1. Since there are O(|H(i)|/(f (i + 1))2) groups and each of them contributes
at most one additional half-plane to H(i + 1) (other than those half-planes that are associated with the
O(|H(i)|/(f (i+1))2) vertices between Lk and Lk+1), the total number of half-planes in the set H(i+1)
is O(|H(i)|/(f (i + 1))2).
From the above analysis of the size of H(i + 1), it is easy to see that the number of recursion levels
of our EREW PRAM prune-and-search algorithm for two-variable linear programming is O(log∗ n).
Hence the time bound of our algorithm is O(logn log∗ n). The work bound of the algorithm is
∑O(log∗ n)
i=1 O(|H(i)|f (i))= O(n).
Theorem 1. The two-variable linear programming of size n can be solved in O(logn log∗ n) time and
O(n) work on the EREW PRAM.
Proof. It follows from the above discussion. ✷
4. Parallel weighted selection
Given a set S of n elements a1, a2, . . . , an such that each ai is associated with a nonnegative
weight wi , and given a number w, the weighted selection problem is to find an element ak ∈ S such
that
∑
ai∈S,ai<ak wi < w and
∑
ai∈S,aiak wi w [11]. (If two elements ai and aj , i = j , are equal to each
other, we assume that there is a consistent way to break the tie, e.g., by the values of their indices i
and j .) Note that the selection problem [3,11] is a special case of the weighted selection (by letting the
weights be all equal). The previously best known EREW PRAM algorithm for weighted selection takes
O(logn log logn) time and O(n) work.
Our parallel weighted selection algorithm actually is quite similar but simpler than our parallel two-
variable linear programming algorithm. We define the functions f (i) for i = 1,2, . . . , as in the previous
section.
Our parallel weighted selection algorithm starts with the element set S(1)= S, the input value w, and
the function f (1) (i.e., with i = 1). Suppose that the algorithm is currently working with a subset S(i)
of S, the value w, and the function f (i) for some integer i  1. Then the following steps are performed:
1. Partition, in an arbitrary fashion, the elements of S(i) into O(|S(i)|/(f (i + 1))2) groups G1,G2, . . . ,
of size O((f (i + 1))2) each.
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2. In parallel, sort the elements of each group Gj by using Cole’s merge sort [10].
3. Partition the elements from the O(|S(i)|/(f (i+1))2) sorted groups (of size O((f (i+1))2) each) into
O((f (i + 1))2) subsets A1,A2, . . . , of size O(|S(i)|/(f (i + 1))2) each based on Lemma 2.
4. Determine the subset As such that As contains the element ak that we seek as the output for the
weighted selection problem. This can be done by first computing the sum Wr of the weights of all the
elements in each subset Ar , then computing the prefix sums of W1,W2, . . . , and finally locating the
subset As by using these prefix sums and the value w.
5. Let S(i + 1) be As , and appropriately adjust the value of w (for recursively solving the problem on
S(i + 1)).
6. If |S(i + 1)| > n/ logn, then recurse on the element set S(i + 1), the modified value w, and the
function f (i + 1).
7. If |S(i+1)| n/ logn, then use Cole’s merge sort [10] to sort the elements in S(i+1), and use parallel
prefix [20] on the weights of these sorted elements to find the sought element ak from S(i + 1).
It is easy to see that the above parallel algorithm correctly solves the weighted selection problem. This
algorithm takes O(logn log∗ n) time and O(n) work on the EREW PRAM. The analysis is similar to that
for our parallel two-variable linear programming algorithm.
Theorem 2. The weighted selection problem of size n can be solved in O(logn log∗ n) time and O(n)
work on the EREW PRAM.
Proof. It follows from the above discussion. ✷
5. Conclusion
We have proposed in this paper a new parallel prune-and-search technique and used it to solve two
problems, two-variable linear programming and weighted selection. The algorithms we developed run
in O(logn log∗ n) time and O(n) work on the EREW PRAM, thus improving the time bound of the
previously best known solutions. An interesting open problem is to use our technique to design work-
optimal EREW PRAM algorithms to solve the linear programming problem in a fixed d  3 dimensional
space within O(logn log∗ n) time.
Note that if combining our 2-D linear programming algorithm with the techniques in [18], it is
possible to improve the running time of the algorithm in [18] for the d dimensional linear programming
from O(logn(log logn)d−1) to O(logn(log logn)d−2 log∗ n). Still, it remains the question of a more
fundamental improvement.
It is not clear to us whether the O(logn log∗ n) parallel time bound for these two problems is optimal,
provided that work-optimal EREW PRAM algorithms are desired. Of course, one could use work-
suboptimal EREW PRAM algorithms [5,10] to solve these problems in O(logn) time. But can one
achieve O(logn) time, O(n) work EREW PRAM algorithms for two-variable linear programming and
weighted selection? (Note that the answer is not even known for the apparently easier selection problem.)
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