Abstract-Interferometric synthetic aperture radar (InSAR) techniques are today applied in many areas of remote sensing, ranging from digital elevation model (DEM) generation to surface motion mapping and InSAR tomography. To enhance the understanding of the InSAR mapping process and to test new algorithms, accurate tools for the simulation of the topographic InSAR phase are necessary. Whereas the equations for the interferometric phase of a given DEM are well known, the actual implementation is tedious. Furthermore, a straightforward implementation would take far more computation time than all the other InSAR processing steps put together. This paper presents a novel algorithm for the efficient simulation of the InSAR phase, taking into account the special problems in mountainous terrain. Simulation results are compared to and illustrated with real data from the European Remote Sensing satellite (ERS-1/2) tandem mission and the Shuttle Radar Topography Mission (SRTM). Accuracy estimates for the phase simulation are given for different terrain types. The algorithm is described in enough detail that it can be implemented as a general-purpose tool for the accurate simulation of interferograms with virtually unlimited size, taking no more processing time than other InSAR processing steps. The algorithm in the presented form is used operationally within the interferometry software GENESIS to support the processing of SRTM/X-SAR data at the German Aerospace Center (DLR).
I. INTRODUCTION

I
NTERFEROMETRIC synthetic aperture radar (InSAR) measures the differential delay of an electromagnetic wave between an object and two antennas by means of a phase difference. This phase difference is generally composed of a topographic contribution caused by the separation of the two antennas in the plane orthogonal to the flight track (zero Doppler plane) and from a temporal contribution when the antennas image the object at different times. The temporal contribution may stem from object motion or from differences in the electromagnetic wave propagation between the observations. Once the topographic phase contribution in an interferogram can be predicted exactly, other variables like the temporal phase contribution can be isolated more easily. This fact was recognized early and published in [16] and [17] . It was also shown that the inherent slope estimation bias of linear phase unwrapping algorithms can be reduced by compensation of a coarse estimate of the expected topographic phase [2] . While the benefits of a phase simulation based on a digital eleveation model (DEM) have been demonstrated, little has been published on the methods for converting a DEM to the interferometric phase. This paper gives a detailed description of an accurate and fast algorithm that has been applied and tested extensively in the operational Shuttle Radar Topography Mission (SRTM) processing at the German Aerospace Center (DLR). Note that this paper will focus strictly on the topographic phase contribution and will not consider scattering parameters of the land surface. These could be incorporated by modifying the topographic phase in a following step. Several publications exist on the details of surface scattering parameters, e.g., the special properties of buildings [4] , [20] , the electromagnetic scattering and the SAR impulse response function of different terrain types [8] , [9] , and on the coherence in layover areas [30] . A visual comparison between simulated and measured repeat-pass InSAR phase of a smaller area has been shown in [10] . The problems related to geocoding large SAR amplitude images has been addressed in [24] . Section II describes an algorithm for an InSAR phase simulation using a DEM and the radar observation parameters. Even though the equations can be written down in a few lines, this description is quite detailed for two reasons. First, the variety of problems ranging from map coordinate systems and transformations to digital signal processing leads to a complex software package. Second, solving the equations for each pixel of the interferogram would be impractically slow. By using careful polynomial approximations, the presented algorithm is much faster (a factor of 260 in the author's implementation) than such a pixel-by-pixel algorithm. After the algorithm description, a validation of the simulation using European Remote Sensing satellite (ERS) and SRTM data is presented, and accuracy estimates for the simulated phase are given. Section III describes how the phase simulation can be directly used to detect geometric distortions such as radar layover and shadow, as well as the SAR amplitude and the baseline decorrelation. Even the phase in layover areas is simulated after some modifications on the algorithm. A short overview of application areas is given in Section IV.
II. SIMULATION OF THE INTERFEROMETRIC PHASE
Whereas the dependence of the interferometric phase from terrain height and baseline is simple if straight orbits and a flat reference surface are assumed, the accurate phase prediction for a large area using a typical DEM with ellipsoidal heights is more complicated. In the following, the basic steps of a standard algorithm are shown that derives the accurate interferometric phase as a function of the flight track, a given DEM, and the SAR imaging parameters. For the following geometric calculations, it is convenient to reference the interferogram pixel in- is the echo round trip time of the first image sample, and PRF and RSF denote the pulse repetition frequency and the range sampling frequency, respectively. To reference the time of the radar instrument to the time of the orbit measurement, accurate time correlation information is required that is provided in most SAR products. A detailed description of the procedure is given in [18] . The DEM shall be given as a matrix holding the height values where and shall denote the pixel indixes of the DEM, e.g., easting and northing if the DEM is given in the universal transverse mercator (UTM) system. The interferogram shall be simulated and annotated in the slant range coordinate system of the antenna 1 image as if the image of antenna 2 had been coregistered to the image of antenna 1 in the InSAR processor. The simulation of the phase from a given DEM can be performed by two fundamentally different methods.
A. Forward Simulation Method
This approach corresponds to the exact forward geocoding method using a three-dimensional (3-D) baseline as published in [13] and [21] . Less accurate methods have been compared in [11] and will not be considered here. Forward simulation means that the DEM matrix is transformed pixel by pixel to the interferometric coordinate system , resulting in three matrices: , , and . Then, a regridding and interpolation step is required to obtain the required regular interferogram matrix from this irregularly sampled intermediate dataset. Since little has been published on this method so far, the key steps of such an algorithm are summarized here. Assuming zero Doppler processing, which is the standard for ERS and ENVISAT/ASAR products of the European Space Agency (ESA) and for SRTM/X-SAR products, each image pixel is focused by the SAR processor to the time of closest approach in the zero Doppler plane [23] (1)
Here, is the orbit of antenna number as a function of the flight time . is a DEM pixel transformed to the Cartesian orbit coordinate system. If the SAR processor is not zero Doppler, then (1) must be adopted accordingly [23] . In ERS products and many other SAR products, the orbit is annotated in the form of several state vectors, i.e., Cartesian samples , covering the scene with some margin. In order to get a continuous representation, polynomials , , , , , and are calculated from the state vectors, yielding the orthogonal components of and . If state vectors are not available, an analytic form for the orbit must be derived using an orbit propagator [19] . Knowing both zero Doppler antenna positions in space and the position of one DEM sample, the range between antenna and is (2) and the pulse delay time is (3) where denotes the velocity of light. The differential distance gives the interferometric phase between both observations
where for repeat-pass interferometry, e.g., ERS; for single-pass interferometry, e.g., SRTM; and is the wavelength of the radar (5.6 cm for ERS or 3.1 cm for SRTM). Equations (1)-(4) determine the pixel position (
) and the interferometric phase in the slant range coordinate system of the first image, often called the master image, of a ground object at location . Solving (1)- (4) for each DEM pixel results in three matrices , , and . In order to get the desired phase in the regular gridded slant range matrix, an interpolation between the values that are irregularly sampled at , , is necessary. There are several disadvantages with this method.
• Regridding of large datasets, e.g., via Delauny triangulation, is numerically expensive.
• Spectral properties of the interpolation cannot be controlled as conveniently as for regular gridded datasets.
• Number of operations required for the simulation depends merely on the number of pixels of the input DEM. Therefore, in practice the DEM is cut to the size and resampled to the approximate resolution of the interferogram before simulation, an additional effort not necessary in the new algorithm discussed in the following. However, at least the triangulation problem can be avoided by exploiting the monotonic relationships in the transformation from ground to slant range and neighborship criteria between samples [1] .
B. Backward Simulation Method
The focus of this work is a new approach avoiding the irregularly gridded intermediate dataset by direct determination of the corresponding DEM sample and the associated phase for each interferogram sample ( ). The idea is inspired by the fast and efficient geocoding method published in [25] . This method has two advantages when compared to the forward simulation method. First, only the size of the interferogram, and not the size of the DEM, affects the numerical cost. Second, more elaborate interpolation techniques can be used on the regularly gridded DEM than on the irregularly gridded intermediate dataset.
1) Theory of Backward Simulation: For each interferogram sample ( ) the corresponding DEM point is determined by iteratively solving (5)- (7) .
is on a plane through , which is perpendicular to the flight path of antenna one, the zero Doppler condition (5) is on a sphere around , the range condition
Furthermore, is an element of the DEM (7) where and are the coordinate transformations from the orbit system to DEM easting and northing coordinates, and is the coordinate transformation from the orbit system to DEM heights. In practice, the iteration can be performed by standard SAR geolocation algorithms that determine on an earth ellipsoid by varying the height over the ellipsoid until (7) is satisfied sufficiently. Equation (8) formulates the condition that is at height over an ellipsoid (8) , , and are the unit vectors of the orbit reference system; is the earth ellipsoid radius at the equator (WGS84: 6378.137 km); and is the earth ellipsoid radius at the pole (WGS84: 6356.7523 km). Fig. 1 illustrates how the intersection between the sphere, the zero Doppler plane, and the DEM surface is determined by iterating the height. Once has been found, the zero Doppler position of antenna 2 is determined by solving (9) Finally, the range difference between the ground point and the two antennas provides the interferometric phase by (10) Note that (5)- (10) provide an exact solution for the phase of each interferogram pixel ( ). Unfortunately, the coordinate transformations within the iteration loop make the computation quite slow. For large matrices and operational applications where processing speed is desired, local approximations can significantly speed up the algorithm with negligible degradation of accuracy.
2) Optimization by Local Approximations: A significant acceleration is achieved by exploiting the fact that the imaging geometry changes only slowly in range and azimuth and can, therefore, be locally approximated by polynomials. In a first step, a gridded polynomial representation of the imaging geometry is established in the slant range domain. The slant range coordinate system is decimated by a factor of (typically 20 100) in range and azimuth. This reduces the number of expensive geometry calculations by a factor of . For each grid position ( ) in the following, polynomials are constructed that describe the local mapping geometry. Solving (5)- (10) for each point of this decimated grid assuming a virtual height and defining , , results in parameter samples that de- scribe the accurate interferometric mapping geometry for one slant range pixel , a virtual interferometric phase , and the coordinates and virtual height in the DEM. Repeating the procedure for four different heights , , , and that span the expected range of heights on earth results in four sets of samples representing the mapping geometry from the DEM coordinate system to the radar coordinate system (11) The height range to be used could be adapted to the height range in the DEM, but in Section II-D, it will be shown that the accuracy is not significantly affected if the height range is fixed to the possible range on earth, i.e., 500-9000 m. From the mapping geometry samples, polynomials are constructed that describe the dependence of the ground trace and the phase on the height (11). In Section II-D, it will be demonstrated that cubic polynomials are sufficient in accuracy for almost any application.
3) Iteration and Resampling: Once the polynomials for the decimated grid have been set up, the algorithm moves through the interferogram in the natural sampling grid . For each sample, the local mapping polynomials , , and are constructed by bilinear interpolation between the adjacent polynomials from the decimated grid.
For each interferogram sample, the height variable is iterated to find a root of (12) where is an interpolated value from the regular DEM matrix . In other words, the height is varied, while leaving and constant. Consequently, a ground trace is followed through the DEM until the interpolated DEM height is equal to, or sufficiently close to, . Once has been found, the interferometric phase is retrieved by evaluating . Note that the 3-D equation systems within the iteration have been replaced by a gridded polynomial representation that is much faster to compute. For now, it is assumed that the left side of (12) is a strictly monotonic function with one root. This is true if there are neither layover or shadow effects. These special cases will be handled later in Section III-A and B. Even if several roots exist, at least one of them is reliably found using the bisection algorithm described in [5] . Assuming a search range from 500-9000 m, the bisection will converge to a height accuracy of 0.12 m in about 16 iterations. In practice, the DEM has to be interpolated for two reasons.
1) DEM resolution may be well below the resolution of the interferogram. Even the global land one-km base elevation (GLOBE) DEM [15] with 1-km resolution might be used to simulate the phase of an area with moderate topography. 2) Steps resulting from a simple nearest neighbor interpolation would prevent the convergence of (12) . It should also be noted that the DEM interpolation has to be of floating-point precision. Gridded convolution kernels as used for image interpolation have limited interpolation resolution and, thus, may prevent the convergence of (12) . Due to the smoothness of typical DEMs, the author uses a bilinear interpolation, but higher order interpolators could be used if required.
Figs. 3 and 6 show phase simulations for SRTM and for ERS with 54 and 23 incidence angle, respectively. The phase of the original SAR interferograms is shown in Figs. 2 and 5. For better visualization, the wrapped phase is shown using a cyclic color table even if the algorithm generates the unambiguous phase. The selected scene covers a very rugged area in the valley of Ötztal, Austria, with height differences of more than 2000 m. A DEM with about 50-m resolution [28] was used for the simulation. Some areas at the corners of the interferograms are not covered by this DEM and have been simulated with data from 1-km resolution GLOBE [15] . Fig. 4 shows the phase difference between simulated and measured SRTM phase. No errors are visible in the rugged mountains, but some differences may be recognized on the glaciers. Indeed, those have melted about 50 m in height since the creation of the DEM in the 70's. Fig. 7 shows the differential ERS interferogram between the measured phase in Fig. 5 and the simulated phase in Fig. 6 . Also, in this example, no residual topographic fringes are visible on the mountain ridges and slopes. The residual fringes that can be seen are caused by various effects: the high-frequency lines on the left side are fringes caused by layover (L). On the glacier Hintereisferner (H), similar height differences due to melting, as in the SRTM image, are visible. On the large glacier field Gepatschferner (G) to the right, typical glacier motion patterns can be recognized. Due to the low temperatures in January, significant atmospheric delays due to water vapor are not likely.
C. Throughput
The phase of a 100 km 100 km ERS frame with approximately 4900 5400 pixels can be simulated in 9 min on one 750-MHz UltraSPARC CPU or in 100 s when using eight CPUs in parallel. This is 260 times faster than the exact backward simulation method from Section II-B1 and two times faster than a highly optimized version of the forward simulation method [1] . Since there is no interdependence between pixels, the problem can be easily distributed on a parallel computer. The computation time neither depends on the complexity of the scene nor on the size or resolution of the DEM and is in the order of other interferometric processing steps like coregistration or spectral filtering.
D. Accuracy
There are several ways to assess the accuracy of the polynomial approximations. One method would be to analyze all the formulas-a tedious task because of the elliptical equations and the influence of the spectral DEM properties. The analysis here is restricted to an error analysis of the polynomials and of an additional closed-loop test using an existing geocoding algorithm.
1) Position Accuracy: , : These polynomials describe the height-dependent location of the radar pixel in the DEM for a constant radius from the primary antenna. For a flat geometry the relationship is simple. Assuming that the flight track is exactly in north direction and the sensor at the height , then the dependency of the east variable from the height is (13) Cubic polynomials are a very good approximation for the height range of 9500 m on earth. For sample ERS values ( 780 km, 900 km) and for SRTM values ( 230 km, 300 km), the maximum error of the polynomial approximation of the east coordinate is less than 2 cm, i.e., three orders of magnitude better than a typical DEM spacing of 25 m.
If the flight path is not exactly in north direction, then the geometric configuration is simply rotated in the northeast plane resulting in a linear combination of the polynomials for the east and the north coordinates with no degradation of the accuracy.
2) Phase Accuracy: : A numerical simulation showed that even a quadratic polynomial is sufficient to approximate the true phase with an accuracy of 10 rad for SRTM and for ERS. This error is actually the limit posed by the numerical accuracy of the calculations performed in 64-bit double precision, when subtracting range distances on the order of 900 km in (10) to get the interferometric phase.
A final closed-loop test shown in Fig. 8 confirmed the good accuracy: using a DEM with 100-m resolution and 1-m quantization (see Fig. 9 , top) the reference phase of a 150 km 50 km SRTM scene over the Swiss Alps was simulated and fed into DLR's interferometric geocoding system [21] . Then, the DEM geocoded from the reference phase was used to simulate another phase map from it. Finally, the phase difference (Fig. 9 , bottom) between the reference phase and the simulated phase was analyzed. This procedure was selected to get a well-defined reference phase with realistic terrain, but without noise. In areas with moderate terrain, i.e., with about 500-m height variation, a standard deviation of 0.45 and a bias of 0.02 were measured. In the worst case, in the alpine regions with 2000-m height variations, the local standard deviation was up to 2.2 . Under SRTM X-SAR conditions, a phase standard deviation of 2.2 corresponds to 1.1-m height error. Note that this error represents both contributions from geocoding and from simulation. The largest errors occur locally at high-terrain curvatures, probably due to artifacts of the bilinear DEM interpolator. When the requirements on the interpolator were relaxed by increasing the resolution of the intermediate DEM from 25-10 m, the error standard deviation of the whole scene was reduced from 1.72 to 0.85 . This confirms the assumption that bilinear DEM interpolation is sufficient for moderate relief, while for strong topography and high accuracy requirements, higher order interpolators should be used.
3) Selection of Decimation Factor : In order to find a tradeoff between speed and accuracy for the geometry decimation factor , a full accuracy simulation with was used as a reference, and compared with the phase simulation with larger values of . The result was that in azimuth direction is not critical because the viewing geometry does not change fast in this direction. However, in range a rapid degradation 
4) Orbit Tuning and DEM Accuracy:
Orbit and timing errors of the SAR data resulting in image shifts can be identified and corrected by comparing the measured interferometric phase with the simulated phase. This procedure is equivalent to the one published for simulated SAR brightness in [29] . It should be verified however that the source of error is indeed timing or orbit. The author's experience with ERS, ENVISAT, and SRTM data is that the inherent timing accuracy of the instruments and of the ERS precise orbits is on the order of centimeters to meters in range and on the order of 10 m in azimuth. It is, thus, better than the resolution and pixel location knowledge of many DEMs currently available. When a misregistration between simulated phase and measured phase was observed, this was mostly caused by annotation or transformation uncertainties of the DEMs, and not of the orbits or the timing. The author, therefore, recommends tuning the DEM parameters and not the satellite parameters if such a misregistration is detected with ERS, SRTM, or ENVISAT data. The corrected DEM can then be used for other datasets without further tuning. The procedures to achieve a correct ERS timing have been published in [18] and [22] , the SRTM timing quality in [6] .
III. USING THE PHASE TO SIMULATE OTHER PARAMETERS
In rugged terrain, radar shadow or layover render large areas of the received signal useless for operational purposes. For the planning of future terrain mapping missions, for SAR image and interferogram interpretation and for educational purposes, the accurate prediction of such areas is indispensable. The proposed phase simulation algorithm can be easily extended to accurately predict shadow conditions and, with further effort, to predict layover conditions. A quantitative analysis of typical layover and shadow percentage in alpine terrain dependent on the incidence angle has been shown in [7] . In this very sensitive visualization one color cycle corresponds to 3.6 of phase error.
TABLE I PHASE SIMULATION ERROR AS A FUNCTION OF THE DECIMATION FACTOR m
A. Simulation of Radar Shadow Mask
Radar shadow occurs whenever parts of the imaged scene are not illuminated by the radar. In the image, those regions appear dark showing only thermal noise and ambiguities from bright nearby areas. This simulation does no ray-tracing from the sensor to the ground and, thus, does not detect such shadow conditions immediately. Therefore, (12) will give a solution even for terrain facets not visible to the radar. However, the simulated phase information can be exploited to detect the shadow areas. For the following it is helpful to consider the interferometer as an angle measurement instrument as shown in Fig. 10 .
For satellite conditions the viewing angle of a target with respect to the common boresight of the antennas corresponds to the interferometric phase by a locally (for const.) linear and, more importantly, a monotonic relationship (14) To keep it simple, the sign in the relationship that depends on the constellation of both antennas is ignored, and a positive dependency is assumed. Any negative change of the boresight angle with increasing leads inevitably to shadow that is only recovered after the viewing angle has regained the previous maximum value. Fig. 11 shows a typical alpine SRTM X-SAR image from Ötztal, Austria, with large shadow areas. Fig. 12 shows a cut through the simulated phase along the line in Fig. 11 . By comparing the simulated phase with the maximum phase value for smaller times, a shadow mask (Fig. 13) is generated for the whole phase image line by line.
The shadow simulation algorithm is so efficient and fits seamlessly into the phase simulation that it costs virtually no additional computation time. 
B. Simulation of Radar Layover Mask
Up until now, strictly monotonic conditions were assumed where only one echo returns at one time or, where (12) has exactly one solution. The layover condition means that there are echoes from different heights at the same range time, i.e., where (12) has several solutions. Since the bisection will converge at one arbitrary root, there is no information that there is layover. Fig. 14 shows how a step in the ground-range/height domain folds into the slant-range/phase domain. For any pixel in the layover interval, the iteration might converge at any one of the three layers and deliver any one of the three possible phase values.
To detect such ambiguous situations, the bisection could be abandoned and replaced with a straightforward algorithm that tests for each range sample whether there is more than one root by testing for all heights-an expensive process that would raise the computation time enormously. However, the computation effort can be reduced significantly by restricting this search only to the relevant areas obeying two rules.
Rule a) In layover areas, the viewing angle , and therefore also the simulated phase , will show a high gradient in least at one position within the layover interval [
]. Fig. 14 shows a layover situation caused by step 2) in ground range. Any jump between the phase solution 1, 2, or 3 with increasing would cause a high local phase gradient. The algorithm will search for other layover samples in range only close to such high gradients. Rule b)
The physical heights on earth are within a range of 500-9000 m. This limits also the maximum extent of neighboring pixels in range direction that may be affected by layover. A significant reduction in computation time is achieved by performing the phase simulation from Section II in a first pass. Then, the simulated phase is analyzed in a second pass with respect to suspicious phase gradients in range. This procedure relies on the empirical fact that natural layover constellations will produce a high phase gradient. Even if artificial geometric objects could be constructed that would not show a high gradient, the author observed that most natural surfaces do so. As an empirical limit, in Fig. 15 a phase gradient of RSF was used as a threshold for the phase gradient to detect the proximity of a layover area. This phase gradient corresponds to a local terrain slope of about 20 , which is close to layover for the ERS satellite with 23 incidence angle. Obviously, the gradient limit has to be scaled to the actual observation parameters using (16) and (17) later in the text. Whenever such a high phase slope is found at the time and DEM height , this range sample is suspect to be in a layover zone. Since high gradients are possible also without layover, it is not yet sure whether this is really layover, and if yes, the range extent of the zone is unknown. Both questions are answered by a slow explicit test to find the near and far range boundaries [ ] of the actual layover interval. It is not necessary to search through the whole slant range. Assuming the worst case vertical facet in the DEM, the search is restricted to the range interval [ ], determined by the maximum height interval [ ] in the DEM and the incidence angle . In order not to miss another root of (12) , not a bisection is used, but an explicit search incrementing in height steps small enough to find one or more solutions for each range sample in the search interval. Layover is marked in a separate image mask whenever more than one solution is found for one range sample. Fig. 15 shows the ERS amplitude image of Ötztal and the layover mask derived from the phase simulation.
Even with the above optimizations, the author's prototype implementation of the layover simulation is two orders of magnitude slower than just the phase simulation, and this feature is used only when the detection of layover areas is of interest. The computation time is about 400 min on one 750-MHz CPU for a 5000 5000 pixel ERS scene with strong topography, but only 9 min for a flat area. Note that the computation time of this modified algorithm depends strongly on the topography and the radar incidence angle, since the time-consuming layover search is only started when a suspicious phase gradient has been found.
C. Simulation of Layover Phase
A further extension of the algorithm is to simulate the phase even in a layover area. Here, the echoes of more than one ground Fig. 16 . ERS phase (left), simulated phase (middle), and ERS amplitude (right) in a layover area. The phase was simulated using the DEM from [28] . layers add up in one range resolution cell. Assuming perfect coherence and equally reflected power for each layer, a multifrequency signal is generated, and periodic effects can be observed in the coherence [30] . This work follows the observation that in natural scenes, one bright surface facet dominates the echo and, thus, the interferometric phase. Consequently, a weighting power is simulated from the local DEM slope for each facet in a range cell, and only the phase from the brightest layer is stored in the slant range matrix. Fig. 16 shows a layover situation in an ERS interferogram with an exceptional fringe clarity. Layover can be visually identified by the reversed fringe frequency stemming from the fore slope, i.e., facet number 2 in Fig. 14 . Note how well the simulated phase pattern resembles the measured layover pattern.
D. Simulation of Amplitude
From the simulated phase, a convenient simulation of the radar amplitude can be performed with negligible computational overhead using a simple model Amplitude (15) is the local incidence angle on the terrain slope , and the sine term accounts for the projection of a surface element to the radar. The cosine term is a simple surface scattering model that could be easily extended by a more elaborated or even space-variant model if a surface reflectivity map were available. As stated in [12] , for nonlayover or shadow cases, the local incidence angle can be derived from the local fringe frequency by (16) Here, (the orthogonal baseline) is assumed constant for the scene, and is the slant range distance. The fringe frequency can be derived from the simulated phase via RSF (17) where is the numerical range derivative of the simulated phase.
Figs. 18 and 20 show simulated radar images for SRTM/X-SAR and ERS for the same ground area. Note the differences in both images due to foreshortening, layover, and shadow and how well the simulated images match the real ones in Figs. 17 and 19 . The layover areas in the ERS image ( 23 ) and the shadow areas in the SRTM image ( 54 ) have been derived from the simulated masks. For the image corners, where no high-resolution DEM was available, the low-resolution GLOBE DEM [15] has been used.
It should be stressed again that this simple simulation does not take into account any speckle statistics and delivers smoother images than a real SAR system.
E. Simulation of Baseline Decorrelation
An important parameter in SAR interferometry is the spectral shift that increases with the terrain slope and the effective baseline [12] and decorrelates the interferogram as approaches the system bandwidth [3] . Assuming no spectral weighting in range, a range slope decorrelation map can be conveniently derived from the gradient of the simulated phase (18) where denotes the system range bandwidth (Hertz), the incoherent signal power, and the coherent signal power. Note that this simple decorrelation map can be calculated during interferogram simulation "on-the-fly," but it does not take into account the effect of azimuth slopes and is only valid where neither layover nor shadow are present.
IV. APPLICATION AREAS
The application areas of a fast and accurate phase simulation algorithm are manifold, the most prominent ones being the following.
A. Surface Motion
In the area of differential interferometry, the signal received by the SAR is composed of the static terrain component and the dynamic component caused by temporal shift of the scatterer. To isolate the motion component, the terrain component must be eliminated. Fig. 7 shows fringes caused by the moving glacier Gepatschferner in Austria that would hardly be visible without terrain elimination (see also [16] and [27] ). Using a DEM for terrain compensation instead of another interferogram has the advantage that no additional variables or errors due to atmospheric path delay, motion, or decorrelation are introduced.
B. Atmosphere
In repeat-pass interferometry, the atmospheric path delay due to water vapor causes low-frequency phase distortions. In hilly terrain, this atmospheric signal can only be isolated by prior elimination of the topography [14] .
C. Phase-Unwrapping Improvement
Unwrapping the ambiguous InSAR phase is a difficult task and can be simplified when at least a coarse topographic contribution is subtracted before [2] , [16] , [17] .
D. Phase-Unwrapping Control
Alternatively, if only a DEM of lower resolution is available, unwrapping errors can be detected by analyzing the difference between the unwrapped and the simulated InSAR phase [26] .
E. Simulation and Test
In order to test the quality of new geocoding algorithms, an accurate InSAR simulation is necessary. Also, the behavior in nontrivial layover and shadow conditions can be investigated.
F. Baseline Improvement
A fast and accurate InSAR simulation can be used in the inner loop of an iterative search for the baseline that produces the least error between simulated and measured phase.
G. Mission Planning
The optimal planning of future InSAR missions requires for the optimization of the baseline length and incidence angle dependent on the terrain. This algorithm can predict layover, shadow, and baseline decorrelation for any given combination of topography and sensor parameters.
H. Coregistration
If the coordinate systems of the DEM or the radar timing parameters are not accurately known, simulated amplitude or phase images can be correlated with the measured SAR amplitude [29] or phase.
V. SUMMARY
A new fast and accurate algorithm for the large-scale interferometric phase simulation of spaceborne SAR has been shown. From the simulated phase, additional information layers can be derived: the shadow and layover maps, the amplitude image, and the baseline decorrelation map. The algorithm is efficient enough that the compensation of the known terrain component can be seen as a standard processing step to improve the processing and the interpretation capabilities of interferometric SAR signals.
