Matching transformation graphs of cubic bipartite plane graphs  by Bau, Sheng & Henning, Michael A.
Discrete Mathematics 262 (2003) 27–36
www.elsevier.com/locate/disc
Matching transformation graphs of cubic
bipartite plane graphs
Sheng Bau∗, Michael A. Henning
School of Mathematics, Statistics and Information Technology, University of Natal, Private Bay X01,
Scottsville 3209, Pietermaritzburg, South Africa
Received 18 August 2000; received in revised form 28 March 2001; accepted 15 October 2001
Abstract
In this paper, we explore some properties of the matching transformation graph of a connected
cubic bipartite plane graph G. We prove that if M is any perfect matching of G, then G has at
least two disjoint M -alternating faces. This result is sharp in the sense that there are connected
cubic bipartite plane graphs which do not have three disjoint M -alternating faces for some perfect
matching M . We also show that the matching transformation graph of G is 2-connected.
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1. Matching transformation graphs
The concept of transformation graphs originated from a study of certain transforma-
tions on trees in graphs [3] and perfect matching polyhedra [2]. Other types of trans-
formation graphs such as the matroid basis graphs [10,11] and the Euler tour graphs
[7,14] were also studied. In general, a transformation graph is usually de:ned to be a
graph having a special type of subgraphs of a graph as the set of vertices, and two
vertices are adjacent if the subgraphs are related by a speci:ed transformation. Hexag-
onal systems (also called hexanimals, polyhexes or benzenoid) arise from the study of
benzenoid hydrocarbons in organic chemistry. For these structures, the Kekul?e struc-
tures play an important role as they arise in chemical theories such as resonance theory
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and valence bond theory. A number of enumeration formulG for Kekul?e structures of
diHerent types of hexagonal systems have been obtained by diHerent methods. General
properties of plane elementary bipartite graphs have been investigated in [18]. It was
shown in [18], among other results, that a plane bipartite graph is elementary if and
only if every face is an alternating face with respect to some perfect matching. The
reader is referred to [4,17,18].
Connected cubic bipartite plane graphs, in a way, generalize the chemical struc-
tures represented by hexagonal systems, allowing polygons of even lengths. Perfect
matchings in these graphs represent certain global bonding that may exist between the
organic molecules in the structure. Matching transformation graphs of connected cubic
bipartite plane graphs were investigated in [1,13,18]. In particular, it was shown that
the matching transformation graph of a connected cubic bipartite plane graph is con-
nected. This provides a search algorithm for perfect matchings in these graphs, starting
from a given perfect matching. In this paper, we extend this result and prove that such
matching transformation graphs are 2-connected, among other results.
For the standard graph theoretic notations, the reader is referred to [5], for the
theory of matchings, to [9], and for hexagonal systems and matching transformations,
to [1,4,7,13,17].
Let G be a graph. If F is a spanning subgraph of G, i.e., V (F)=V (G) and
E(F)⊆E(G), then F is said to be a factor of G. A factor F regular of degree
r is said to be an r-factor. In this paper, a 1-factor is called a perfect matching.
This amounts to regarding the perfect matching M=E(F) and the 1-factor F =(V;M)
as the same object. For brevity, we denote |V (G)| simply by |G|. If G and H are
graphs with V (G)∩V (H) = ∅, then the intersection G ∩H is the graph with V (G ∩H)
=V (G)∩V (H) and E(G ∩H)=E(G)∩E(H). These terminologies are standard. In
this paper, the addition of subgraphs (or any sets of edges) is performed over the
binary :eld and that of integers over the ring of integers.
Let M be a perfect matching of G and let C be a cycle of G. If the edges of C
alternate between E(M) and E − E(M), then it is said to be an M -alternating cycle.
Let 
 be a surface and G be a graph that has a cellular embedding on 
. Then
each component of 
 − G is said to be a region of G on 
. If 
 is the sphere then
the graphs that have cellular embeddings on 
 are said to be planar graphs. A plane
graph is a planar graph embedded on the sphere (or equivalently, on the plane). In
this paper, a face will always mean the cycle (as a subgraph) that is induced by the
edges of the boundary of a region.
A connected r-regular bipartite graph is 2-connected (see [8, Problem 6.5]). The
classical theorem of Petersen (see [12]) on factors in regular graphs asserts that a
2-connected cubic graph has a perfect matching. Therefore, every connected cubic
bipartite graph is 2-connected and has a perfect matching.
Let G be a connected cubic bipartite plane graph. The matching transformation
graph of G is de:ned (see [1,13]) to be the graph M(G) with vertex set
V (M(G))= {M : M is a perfect matching of G};
where two vertices Mi and Mj of M(G) are adjacent if Mi +Mj =C1 ∪C2 ∪ · · · ∪Cs
and each Ci is a face of G.
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Fig. 1. The matching transformation graph of the 3-cube.
De:ne the graph of the three-dimensional cube to be Q3 =K2×K2×K2 =C4×K2,
where × denotes the cartesian product of graphs. As an illustration, the matching trans-
formation graph M(Q3) of the 3-cube Q3 which has nine distinct perfect matchings,
is shown in Fig. 1.
Note that M(Q3) is 2-connected and each edge of M(Q3) is contained in a triangle.
We shall show in this paper that for any connected cubic bipartite plane graph G the
matching transformation graph M(G) is 2-connected.
Before proceeding further, we present the following simple observation.
Lemma 1. Let M1 and M2 be any two perfect matchings of a connected cubic bipartite
plane graph G. If M1+M2 =C1 ∪C2 ∪ · · · ∪Cs and each Ci is a face, then Ci ∩Cj = ∅
implies that i= j.
Proof. Suppose that Ci ∩Cj = ∅ and let e∈Ci ∩Cj. It may be assumed that e∈M1.
Since both Ci and Cj are (M1; M2)-alternating, the edges of Ci and Cj adjacent to e are
members of M2. Since M2 is a perfect matching, Ci and Cj coincide on these edges
as well. The edges of Ci and Cj adjacent to these edges are in M1 and since M1 is a
perfect matching of G, Ci and Cj also coincide on these edges. Continuing this way,
Ci and Cj coincide completely and hence i= j.
By Lemma 1, if M1M2 is an edge of M(G) then we may write
M1 +M2 =C1 + C2 + · · ·+ Cs
without ambiguity and the additions of subset of E(G), especially of perfect matchings
and alternating cycles, can be performed over the binary :eld {0; 1}.
2. Perfect matchings and parity
Let G be an r-regular bipartite graph with bipartition (X; Y ) and let S be a separating
set of edges with |S|= k¿1. Suppose that G− S has two components G1 and G2. Let
Xi =X ∩V (Gi); Yi =Y ∩V (Gi); xi = |Xi|; yi = |Yi|; i=1; 2:
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For A; B⊆V (G), let
[A; B] = {uv: u∈A; v∈B}:
Let
s1 = |[X1; Y2]|; s2 = |[X2; Y1]|:
Then
s1 + s2 = |S|= k:
Since r|X |= r|Y | we have |X |= |Y |, i.e., x1+x2 =y1+y2. Also, since G is an r-regular
bipartite graph and S is a separating set of edges,
rx1 − s1 = ry1 − s2 or r(x1 − y1)= s1 − s2:
Therefore,
s1≡ s2 (mod r):
For cubic bipartite graphs, r=3. Now k =1 is impossible. If k =2 then s1 = s2 = 1,
and k =3 implies that either s1 = 3 and s2 = 0 or s1 = 0 and s2 = 3.
This simple result is summarized in the following lemma for easy reference.
Lemma 2. Let G be an r-regular bipartite graph with bipartition (X; Y ) and let
S be a separating set of edges such that G − S has two components G1 and G2.
Then
|[X ∩V (G1); Y ∩V (G2)]| ≡ |[X ∩V (G2); Y ∩V (G1)]| (mod r):
In particular, for r=3, |S|=2 implies |[X ∩V (G1); Y ∩V (G2)]|=1 and |[X ∩V (G2);
Y ∩V (G1)]|=1, and |S|=3 implies |[X ∩V (G1); Y ∩V (G2)]|=0 or 3 and |[X ∩V (G2);
Y ∩V (G1)]|=3 or 0, respectively.
If G is a connected cubic bipartite graph then G is 1-factorizable, i.e., G is the
disjoint union of three perfect matchings (Petersen’s factor theorem). The following
well-known lemma is cited from [6].
Lemma 3 (The Parity Lemma). Let G be a connected cubic graph that is 1-factoriz-
able. Suppose that M1, M2 and M3 are three disjoint perfect matchings such that
G=M1 +M2 +M3. If S is a separating set of edges of G such that G − S has two
components G1 and G2, then
|S ∩M1| ≡ |S ∩M2| ≡ |S ∩M3| ≡ |S| ≡ |V (G1)| ≡ |V (G2)| (mod 2):
3. Alternating faces
For a connected graph G and a set S ⊆E(G) of edges, if G − S is not connected
and each component of G − S contains a cycle, then S is called a cyclic separating
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set of edges of G. The size of a smallest cyclic separating set of edges of a graph G
is called the cyclic edge connectivity of G. If the cyclic edge connectivity of G is at
least n, then G is called a cyclically n-edge connected graph.
A face of size k is said to be a k-face.
Lemma 4 (Bau [1, Lemma 2.1]). Every cubic bipartite plane graph has at least six
4-faces.
It was shown in [1] that if M is any perfect matching of a connected cubic bipartite
plane graph G then G has a face that is M -alternating; and if f is any face of G then
there is a perfect matching M such that f is M -alternating. The following theorem
improves the :rst part of this result.
Theorem 1. If G is a connected cubic bipartite plane graph and M is any perfect
matching of G, then G has at least two disjoint M-alternating faces.
Proof. Let G=(V; E) be a cubic bipartite plane graph and let M be any perfect match-
ing of G. The proof is by induction on the order |G| of G. Each cubic graph satis:es
3|V |=2|E|. Hence, it is routine to verify that the least order of a cubic bipartite plane
graph is 8 and there is precisely one graph of this order, namely the graph Q3. For
each perfect matching M of Q3, there are two disjoint M -alternating faces.
Assume that for each connected cubic bipartite plane graph H with 86|H |¡|G|,
and any perfect matching of H , H has two disjoint alternating faces.
As noted in Section 1, a connected bipartite r-regular graph is 2-connected. As-
sume that G has a cyclic separating set S ⊂E(G) with |S|=2. Then G − S has pre-
cisely two components. Suppose that L and R are the two components of G − S. Let
S = {u1v1; u2v2} with u1; u2 ∈L and v1; v2 ∈R. By Lemma 2, u1 and u2 are in diHerent
partite sets and v1 and v2 are in diHerent partite sets. Also u1 and v2 are in the same
partite set. Note that by Lemma 3, it is not possible to have u1v1 ∈M and u2v2 =∈M ,
or u1v1 =∈M and u2v2 ∈M .
We may choose S to minimize |L|. Thus it may be assumed that u1u2 =∈E(G). Let
H =L+u1u2. Then H is clearly a connected cubic bipartite plane graph and |H |¡|G|.
We consider the following cases.
Case 1: Suppose that u1v1; u2v2 ∈M . Let
M ′ =M ∩L+ u1u2:
Then M ′ is a perfect matching of H . By the inductive hypothesis, H has two disjoint
M ′-alternating faces C and C′. If u1u2 =∈C ∪C′, then both C and C′ are M -alternating
faces of G. Thus C and C′ are disjoint faces of G (since they are disjoint in H , in
fact, in L), and so G has two disjoint M -alternating faces.
Suppose that u1u2 lies on exactly one of C and C′, say, u1u2 ∈C′. (Since C and C′
are disjoint, u1u2 cannot lie on both C and C′). If v1v2 =∈E(G) then let J =R+ v1v2.
Let
M ′′ =M ∩R+ v1v2:
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Then M ′′ is a perfect matching of J . Since J is a connected cubic bipartite plane
graph, by the inductive assumption, it has two disjoint M ′′-alternating faces D and
D′. At least one of these two faces is a face of G that is disjoint from f. Hence if
v1v2 =∈E(G), then we have the desired result. On the other hand, if v1v2 ∈E(G), then
C′ − u1u2 + u1v1 + v1v2 + u2v2 is an M -alternating face of G disjoint from C.
Case 2: Assume that u1v1; u2v2 =∈M . Let
M ′ =M ∩L:
Then M ′ is a perfect matching of H . Suppose v1v2 =∈E(G). Let M ′′ =M ∩R. Then
M ′′ is a perfect matching of J =R+ v1v2. As in Case 1, we can show that G has two
disjoint M -alternating faces.
Assume therefore that v1v2 ∈E(G). Let the other neighbour of v1 be v′1 and that of
v2 be v′2. Since G is bipartite, v
′
1 = v′2. Now {v1v′1; v2v′2} is also a cyclic separating
set. We may repeat this process if v′1v
′
2 is also an edge. Proceeding thus we may
choose a cyclic separating set S ′ consisting of two edges so that the two vertices of
R incident with edges of S ′, say w1 and w2, are not adjacent. Proceeding now as in
the previous paragraph, we show that G has two disjoint M -alternating faces. (Note
that the subgraph of G we have skipped between {u1; u2} and {w1; w2} is a ladder. In
eHect, we have chosen the ladder such that u1u2; w1w2 =∈E(G).)
Case 3: Assume now that S = {uivi: i=1; 2; 3} is a cyclic separating set of edges
and that L and R are the two cyclic components of G − S with ui ∈L and vi ∈R. By
Lemma 2, u1, u2 and u3 are in the same partite set. By Lemma 3, |M ∩ S|=1. We
may thus assume that u1v1 ∈M and u2v2; u3v3 =∈M . Now let u; v =∈V (G) and
H =L∪{u}∪ {uui: i=1; 2; 3}; J =R∪{v}∪ {vvi: i=1; 2; 3}:
Then H and J are connected cubic bipartite plane graphs and |H |; |J |6|G| − 2. Let
M ′ =M ∩L+ uu1; M ′′ =M ∩R+ vv1:
Then M ′ is a perfect matching of H and M ′′ is a perfect matching of J . By the
inductive assumption, H has at least two disjoint M ′-alternating faces C and C′ and
J has at least two disjoint M ′′-alternating faces D and D′. At least one of C and C′,
say C, does not contain u, and at least one of D and D′ (say D) does not contain v.
Thus C and D are two disjoint M -alternating faces of G.
Case 4: We may therefore assume that G has no cyclic separating set of fewer than
four edges. Hence, G is cyclically 4-edge connected. By Lemma 4, G has at least six
4-faces. In particular, there are two 4-faces that are not adjacent.
Let T = u1u2u3u4u1 be any 4-face of G and let the neighbour of ui not on T itself
be denoted vi. If v1v2; v2v3 ∈E(G), then let xi be the third neighbour of vi for i=1; 3.
If {v1x1; v3x3; u4v4} does not contain a cyclic separating set, then |G|68. Therefore,
since |G|¿10, it follows that G has a cyclic separating set of size 2 or 3, contrary to
assumption. Hence, no two consecutive pairs of vi (16i614) can be edges of G. It
may, therefore, be assumed that v1v2; v3v4 =∈E(G). Let
H = [G − {ui: 16i64}]∪{v1v2; v3v4}:
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Then H is a connected cubic bipartite plane graph and |H |6|G| − 4. Consider the
following three distinct cases.
Subcase 4.1: Assume that T is M -alternating. We may assume without loss of
generality that u1u2; u3u4 ∈M and u1u4; u2u3 =∈M . Then M ′ =M ∩E(H) is a perfect
matching of H . By the inductive hypothesis, H has two disjoint M ′-alternating faces
C and D. If one of these two faces does not intersect the set {v1v2; v3v4} then this
face is an M -alternating face of G that is disjoint from T . Suppose then that v1v2 ∈C
and v3v4 ∈D. Then
C′ =C + v1v2 + u1u2 + u1v1 + u2v2
and
D′ =D + v3v4 + u3u4 + u3v3 + u4v4
are disjoint faces of G that are M -alternating.
Subcase 4.2: uivi ∈M for 16i64. Let
M ′ =M ∩H + v1v2 + v3v4:
Then clearly, M ′ is a perfect matching of H . By the inductive assumption, H has two
disjoint faces C and D that are M ′-alternating.
If both C and D are disjoint from {v1v4; v2v3}, then both C and D are M -
alternating faces of G. Assume therefore that at least one of C and D intersects the set
{v1v4; v2v3},
Subcase 4.2.1: v1v2 ∈C, v3v4 =∈C ∪D. Then
C + v1v2 + u1u2 + u1v1 + u2v2
is an M -alternating face disjoint from D.
Subcase 4.2.2: v1v2; v3v4 ∈C. Then
C + v1v2 + v3v4 + u1u2 + u3u4 + {uivi: i=1; 2; 3; 4}
is an M -alternating face disjoint from D.
Subcase 4.2.3: v1v2 ∈C, v3v4 ∈D. Then
C + v1v2 + u1u2 + u1v1 + u2v2
and
D + v3v4 + u3u4 + u3v3 + u4v4
are two disjoint M -alternating faces of G.
Subcase 4.3: u1u2; u3v3; u4v4 ∈M . Let
M ′ =M ∩E(H) + v2v3:
By the inductive hypothesis, H has two disjoint M ′-alternating faces C and D. If
v2v3 =∈C ∪D then these two faces give rise to disjoint faces of G that are M -
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alternating. Suppose v2v3 ∈C. Then v2v3 =∈D. Now
C + v2v3 + u2u3 + u2v2 + u3v3
is an M -alternating face of G disjoint from D.
Subcase 4.4: u1v1; u2u3; u4v4 ∈M . If v1v4 ∈E(G) then replace T by the 4-face u1u4v4
v1u1 and return to (4.1). Hence let v1v4 =∈E(G). If v2v3 =∈E(G), then let
H =(G − {ui: i=1; 2; 3; 4})∪{v1v4; v2v3}
and return to Subcase 4.3.
Assume therefore that v2v3 ∈E(G). Let w2 be the neighbour of v2 diHerent from u2
and v3, and w3 be that of v3 diHerent from u3 and v2. If v2v3 ∈M then replace T by the
4-face u2v2v3u3u2 and return to (4.1). Hence, let v2v3 =∈M . Therefore, v2w2; v3w3 ∈M .
Since G is bipartite, v1w2; v4w3 =∈E(G). Let
H =(G − {ui: i=1; 2; 3; 4} − {v2; v3})∪{v1v4; w2w3}:
Then H is a connected cubic bipartite plane graph with |H |¡|G|. Let
M ′ =M ∩H + v1v4 + w2w3:
By the inductive hypothesis, H has two disjoint M ′-alternating faces C and D. If
v1v4; w2w3 =∈C ∪D, then these two faces are faces of G. If v1v4; w2w3 ∈C, then the
path P connecting v1 and w2 on C not containing v4 has an odd length. Similarly
the path Q that connects v4 and w3 not containing v1 also has an odd length. Thus the
face P ∪ v1u1u2v2w2 of G has an odd size. This contradicts the fact that G is bipartite.
Finally, if v1v4 ∈C and w2w3 ∈D, then faces
C + v1v4 + u1u4 + u1v1 + u4v4
and
D + w2w3 + v2v3 + v2w2 + v3w3
are two disjoint M -alternating faces of G.
In summary, G has at least two disjoint M -alternating faces.
Note that Q3 has precisely two disjoint M -alternating faces for each perfect matching
M of Q3. Note also that there are connected cubic bipartite plane graphs of larger
order that do not contain three disjoint alternating faces for some matching. Hence,
Theorem 1 is sharp.
4. Connectivity
Let G be a connected cubic bipartite plane graph and let M(G) be the matching
transformation graph of G. In this section, we show that M(G) is 2-connected. For
convenience, denote by ∼ the adjacency of two vertices in M(G).
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Theorem 2. If G is a connected cubic bipartite plane graph, then M(G) is 2-connected.
Proof. Assume, for a contradiction, that M is a separating vertex of M(G) and let M1
and M2 be two neighbours of M in diHerent components of M(G)−M . Thus,
M ∼ M1 :M +M1 =C1 + C2 + · · ·+ Cs;
M ∼ M2 :M +M2 =D1 + D2 + · · ·+ Dt;
where Ci and Dj are faces of G. The aim is to show that there is a cycle containing
M , thus reaching a contradiction.
By assumption, M1 and M2 are not adjacent.
If s¿2 and t¿2, then let M ′ =M + C1 and M ′′ =M + D1. Then M ′ and M ′′ are
perfect matchings, and
M ′ +M ′′ =C1 + D1:
If M ′ =M ′′ then M1 and M2 are contained in a 4-cycle MM1M ′M2M of M(G).
Assume then that M ′ =M ′′. Then C1 =D1. By Lemma 1, C1 ∩D1 = ∅, and hence
M ′ is adjacent to M ′′. Also,
M1 +M ′ =C2 + · · ·+ Cs; M2 +M ′′ =D2 + · · ·+ Dt:
Therefore, M1 and M2 are contained in a 5-cycle MM1M ′M ′′M2M .
Assume then that s=1 and M+M1 =C and t¿2 with M+M2 =D1+D2+ · · ·+Dt .
Then
M1 =M + C and M2 =M + D1 + D2 + · · ·+ Dt:
Let M ′ =M + C + D1 = (M + C) + D1 =M1 + D1. Then M1 +M ′ =D1. Hence D1 is
a face that is (M1; M ′)-alternating. Hence M ′ =M1 + D1 is a perfect matching, and
M1 +M ′ =D1;
M2 +M ′ =(M + D1 + D2 + · · ·+ Dt) + (M + C + D1)=C + D2 + · · ·+ Dt:
Hence M ′M1, M ′M2 and MM ′ are edges of M(G), and so M1 and M2 are contained
in a 4-cycle MM1M ′M2M .
Assume therefore that s= t=1 and let C =C1 and D=D1. Then M +M1 =C and
M +M2 =D. Since M1 and M2 are distinct perfect matchings of G, we have C =D.
Now
M1 +M2 =C + D
and both C and D are faces that are (M1; M2)-alternating. Hence by Lemma 1, C ∩D
= ∅. But this implies that M1 and M2 are adjacent, a contradiction.
Theorem 2 answers a question proposed in [1, Section 4] in the aOrmative. We
close this paper by citing the following problem from [1].
Problem 1 (Bau [1, Section 4]). If G is a connected cubic bipartite plane graph, then,
is it true that M(G) is hamiltonian?
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