Abstract
Introduction
Intrusion detection is one major research problem in network security, whose aim is to identify unusual access or attacks to secure internal networks [1] . Intrusion detection is one of the most essential things for security infrastructures in network environments, and it is widely used in detecting, identifying and tracking the intruders. As the Internet becomes a part of our work or daily routine procedure, the intrusion detection is an essential requirement of our network to secure the confidential information stored in the networks [2] .
Intrusion detection, as a proactive security protection technique, can not only effectively make up for the shortages of firewalls, data encryption, authentication and other static defense strategies, but also can carry out a full range of network security protection, together with other network security approaches [3] . In general, IDSs fall into two categories according to the detection methods they employ, namely misuse detection and anomaly detection. Misuse detection identifies intrusions by matching observed data with pre-defined descriptions of intrusive behavior [4] . Therefore, well-known intrusions can be detected efficiently with a very low false alarm rate. Anomaly detection is orthogonal to misuse detection [5] . It hypothesizes that abnormal behavior is rare and different from normal behavior. Hence, it builds models for normal behavior and detects anomaly in observed data by noticing deviations from these models [6] .
Many researches tend to automatically learn attack patterns or rules from historic audit data to detect the misuses by some data mining and machine learning techniques. Hu et al. [7] proposed an anomaly detection algorithm, based on Robust support vector machines (SVM), which can effectively detect the intrusions even if noise existed. To improve the training efficiency, Zhang et al. [8] extended the traditional SVM, Robust SVM and one-class SVM to be of online forms. Peddabachigari et al. [9] propose a hierarchical hybrid intelligent system called DT-SVM based on decision trees (DT) and support vector machines (SVM) to detect intrusions. However, standard SVM still has some limitations. Proximal support vector machine (PSVM) is proposed instead of SVM, which leads to an extremely fast and simple algorithm for generating a system of linear equations. However, when the differences between the attributes of the sample are very big, using RBF in the training process will produce a larger number of support vectors and the training time will be longer too.
To solve the above-mentioned problems, we propose network intrusion detection based on proximal SVM with U-RBF kernel. Proximal SVM has comparable test set correctness to that of standard SVM classifiers, but with considerably faster computational time that can be an order of magnitude faster. We also use improved kernel function U-RBF to reduce the noise generated by feature differences. Therefore, we take two aspects to improve the accuracy and the speed for intrusion detection.
The remainder of this paper is structured as follows. Related work is represented in Section 2. Section 3 illustrates how to construct network intrusion detection based on improved proximal SVM. Section 4 presents the experimental results and analysis. The conclusion and potential future work are listed in Section 5.
Related Work
Intrusion Detection System (IDS) is a security technique attempting to detect various attacks. There are several approaches for solving intrusion detection problems. Misuse detection identifies intrusions by matching observed data with pre-defined descriptions of intrusive behavior. For this reason, the approach is widely adopted in the majority of commercial systems [10] . Misuse detection will fail easily when facing unknown intrusions. One way to address this problem is to regularly update the knowledge base, either manually which is time consuming and laborious, or automatically with the help of supervised learning algorithms [11] . Unfortunately, datasets for this purpose are usually expensive to prepare, as they require labeling of each instance in the dataset as normal or a type of intrusion. Anomaly detection is orthogonal to misuse detection. There are two types of anomaly detection [12] . The first is static anomaly detection, which assumes that the behavior of monitored targets never changes, such as system call sequences of an Apache service. The second type is dynamic anomaly detection. It extracts patterns from behavioral habits of end users, or usage history of networks/hosts. Sometimes these patterns are called profiles [13] .
Intrusion detection based upon machine learning is currently attracting considerable interest from the research community [14] . Characteristics of machine learning intrusion detection systems, such as adaptation, fault tolerance, high computational speed and error resilience in the face of noisy information, fit the requirements of building a good intrusion detection model [15] . Lee et al. [16] propose a data mining framework for intrusion detection. They use association rules and frequent episodes computed from the audit data for feature selection. The selected features can then be embedded into the classifiers for detecting intrusion. Aska et al. [17] apply discriminant analysis method, a kind of multivariate analysis technique, to separate intrusions from normal activities. They extract system call log only at a set of defined events occurring to judge the event as attack or not. Sang et al. [18] propose an anomaly detection method which utilizes a clustering algorithm to model the normal behavior of a user's activities in a host. The detection method focuses on host-based IDS. The domain of a feature is divided by two areas, namely as the frequent range of a user's activities and the infrequent range to model user normal behavior and measure their deviation. Jing et al. [19] propose a new network traffic prediction methodology based on the frequency domain traffic analysis filtering. The network traffic can be effectively separate into the baseline component including most of the low frequency traffic and the short-term traffic including the most dynamic part.
Network Intrusion Detection Based on Improved Proximal SVM

Flow-based intrusion detection scheme
In this section, we propose network intrusion detection based on improved proximal SVM. As illustrated in Figure 1 , the overall architecture of network intrusion detection based on improved proximal SVM consists of three key components, namely network sensors, flow analyzation component and interaction component. The intrusion detection system developed in this paper can be classified as belonging to the group of anomaly-based network intrusion detection systems. The reason for this classification is as follows. First, the system detects network attacks in service provider networks. Second, the data used by this system for intrusion detection is network flows -an aggregated and abstracted view of the data transported within the network. Together this classifies the system as network intrusion detection system or more generally as IDS. Furthermore, the system clearly does not make use of a signature database consisting of attack-describing signatures. Instead, the detection methodology depends on statistical profiles that are generated during training periods and represent a Network Intrusion Detection Based on Improved Proximal SVM Chengjie GU, Shunyi ZHANG, Xiaozhen XUE Advances in Information Sciences and Service Sciences. Volume 3, Number 4, May 2011 set of user's normal behavior, which was the definition of anomaly-based network attack or intrusion detection system.
Figure 1. Architecture of network intrusion detection based on improved proximal SVM
In our intrusion detection system, a flow is defined to be as a series of packet exchanges between two hosts, identifiable by the 5-tuple (source address, source port, destination address, destination port, transport protocol), with flow termination determined by an assumed timeout or by distinct flow termination semantics. For each flow, network monitors can record statistics such as duration, bytes transferred, mean packet inter-arrival time, and mean packet size. One obvious advantage of using network devices such as routers or switches as sensors, instead of separate devices, is that this can significantly lower a service provider's capital expenditures as no further special devices have to be acquired. Additionally, using existing network devices, service providers can build IDS covering their total network, instead of having only single systems deployed at key locations. The flow analyzation component is the key component as this one is the part in which the intrusion detection algorithm got implemented and thus is responsible for network intrusion detection. First, it has to collect preprocessed data from sensors. Second, it has to further analyze the events and decide on whether suspicious activities happened or not, based on the degree of deviation from the learned baseline. The flow analyzation component can run on a single commodity hardware device placed at a strategic point within the service provider's network or can run on many different servers distributed across the whole network. The interaction component provides a web-based view on ongoing and past attacks and induces intrusion characterization and mitigation by sending alert notifications to configurable receivers if an attack got detected.
Proximal SVM
SVM method is selected as our classification algorithm due to its ability for simultaneously minimizing the empirical classification error and maximizing the geometric margin classification space. These properties reduce the structural risk of over-learning with limited samples. But standard SVM still has some limitations. Proximal support vector machine (PSVM) is proposed instead of SVM, which leads to an extremely fast and simple algorithm for generating a system of linear equations. The formulation of PSVM greatly simplifies the problem with considerably faster computational time than SVM. . .
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This modification not only adds advantages such as strong convexity of the objective function, but changes the nature of optimization problem significantly. The planes ' 1 w x b    are not bounding planes any more, but can be thought of as "proximal" planes, around which points of the corresponding class are clustered. The formulation of PSVM greatly simplifies the problem and generates a classifier by merely solving a single system of linear equations. However, sometimes the result of PSVM is not accurate when the training set is inadequate or there is a significant deviation between the training and working sets of the total distribution.
U-RBF kernel function
Network intrusion detection is actually a pattern recognition problem to classify the network traffic patterns as either 'normal' or 'abnormal' according to the similarity between them. SVM al-ways has good performance in classification when using RBF. A network record contains dozens of attributes, and there may be significant differences between them. Therefore, when the differences between the attributes are very big, using RBF in the training process will produce a larger number of support vectors and the training time will be longer too.
In order to shorten the training time and improve its performance, we develop a new kernel function U-RBF to SVM by embed-ding the mean value and the mean square deviation of attributes, in order to normalize the attributes' values.
The original RBF is given as:
The U-RBF is then defied as: 
where ij L is the j th attribute of sample i, and n is the number of training samples.
According to the functional theory, as long as the function K satisfies Mercer's condition, it can be denoted as an inner product of the interchange space, and it should be a positive definite kernel.
Experimental Results and Analysis
Empirical traces
This paper takes the benchmark KDD Cup 1999 as the dataset of the experiments. We used the subset that was pre-processed by the Columbia University and distributed as part of the UCI KDD Archive. The available database is made up of a large number of network connections related to normal and malicious traffic. Connections are also labeled as belonging to one out of five classes. One of these classes is the normal class and the rest indicates four different intrusion classes. These intrusion classes are a classification of 22 different types of attacks in a computer network, which can be divided into 4 categories DOS, R2L, U2R, and probe. Each flow is represented with a 41 dimensional feature vector. Also, the proportion of samples per class is not uniform, for example from class U2R the number of samples in the training data set is 52 while from class DOS the number of samples is 391,458. According to this fact we have used a subset of this large dataset as our train and test datasets, hence the training data set contains 1650 randomly generated samples. The distribution of different classes in the training and testing datasets is presented in Table 2 . We normalized the train and test data sets, where each numerical value in the data set is normalized between 0 and 1. 
Evaluation metrics
The most popular performance metrics are detection rate (DR) together with false alarm rate (FAR). In this paper, the detection rate, false alarm rate, recall and precision are used as the evaluation indicators for Improved Proximal SVM. They are important to evaluate the performance of the intrusion detection system. The purpose of improved PSVM is not only to enhance the intrusion detection rate and reduce false alarm rate, but also to reduce the training and forecast time as much as possible. So the training and testing time are adopted as well.
The experiments are divided into two parts. In the first part we mainly test the detection performance of PSVM by comparing it with the simple SVM and the LSVM. In the second part, we mainly verify the effectiveness of U-RBF by comparing it with RBF, POLY and SIGMOID. In this paper, we use C++ programming language to encode and Matlab7.0 to compute. Experiments have been done in PC desktop, whose operating system is Windows XP Professional (SP2), where CPU is Intel Pentium 2.66GHz CPU and the memory is DDR-667 2G.
Comparing performance among different algorithm
In this experiment we compare the performance using PSVM, LSVM [20] and C-SVM [21] methods. This section presents the experiments of applying different approaches on the intrusion detection data set. We give the 10-fold average testing correctness. Tables 3-5 are the confusion matrixes of the three approaches. The top-left entry of Table 3 shows that 1991 of the actual NORMAL testing sample were detected to be normal; the last column indicates that 99.55% of the actual NORMAL data points were detected correctly. In the same way, for PRB 1926 of the actual intrusion sample set were correctly detected; the last column indicates that 68.2% of the actual PRB data points were detected correctly.
The bottom row shows that 78.39% of the testing sample said to be NORMAL indeed were NORMAL and 100% of the test set classified, as PRB indeed belongs to PRB. The results of other classes in Table 3 and also the results in Tables 4 and 5 should interpret the same as the mentioned NORMAL and PRB classes.
From Tables 3-5 , we can see that the PSVM method achieves higher recall for Normal network traffics than do LSVM and C-SVM. For all of the intrusion types, PSVM achieves the highest recall rate among other algorithms. Table 6 compares the performance of achieved IDS using the three SVM approaches. The false alarm rate of intrusion detection system based on PSVM is considerably lower than other approaches. According to these results, it is clear that the IDS which develop using PSVM would be more reliable than other approaches. According to the above results, we can conclude that the PSVM is a more effective technique for intrusion detection than the other two SVM approaches, which has a high DR and a low FAR.
Comparing performance of different kernel function
Different kernel functions create different non-linear separation surfaces. To choose the fitted kernel functions, four commonly kernel functions as SIGMOID, POLY, RBF, U-RBF are used to evaluate their classification accuracy. In default, each experiment is repeated on 10 independently sampled datasets to eliminate bias. Results are shown in Table 6 . In this section, we adopt the PSVM as the classifier. The results are listed in Table 7 . Firstly, the detection rates of U-RBF and RBF are higher, especially U-RBF. Due to the introduction of normalization, it reduces the noise among attributes, so the detection rate of U-RBF is higher than RBF. Secondly, the detection rate and the false alarm rate are two constraining indicators, such that a higher detection rate may result in higher false alarm rate. As mentioned earlier, RBF has the lowest detection rate, followed by U-RBF, has the lowest false alarm rate, too. Although U-RBF has a higher false alarm rate than RBF, it's lower than POLY, and still in the acceptable range. In addition, as shown in Table 7 , the training time of RBF is dozens of times of U-RBF, while the training time of POLY is several of times of U-RBF, which indicates U-RBF has good performance in reducing the training time and only costs a few seconds, and the testing time of U-RBF is significant less than RBF. Therefore, although the detection effect of U-RBF is not greatly improved in comparison to the other two kernel functions, it has saved lots of time in the training process.
Conclusions
The rapid increase in connectivity and accessibility of computer systems has resulted in frequent opportunities for intrusions and attacks. Intrusion detection acts as an important role to identify possible security breaches. In order to enhance the efficiency of the existing intrusion detection systems, we propose network intrusion detection based on improved proximal SVM to strengthen the performance of intrusion detection system. Experiment results illustrate the PSVM with U-RBF kernel is a more effective technique for intrusion detection than other SVM approaches. Moreover, several opportunities exist for future work. We need more experiments to find out which flow features are suitable for improving intrusion detection.
