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2Abstract
This thesis presents a version of the spectral theorem for unbounded self-adjoint
operators on a Hilbert space H. Given such an operator (A,DA), the resolvent RA(z)
gives rise to the quadratic form qRA(z)(u), which is a Herglotz function in z for each
u ∈ H. This corresponds to a Borel transform of some ﬁnite Borel measure µu. Using
Stieltjes' inversion formula, µu can be completely determined for each u ∈ H. Con-
versely, any projection-valued measure deﬁned on H gives a self-adjoint (A,DA) and
associates qA(u) to a measure µ
′
u for each u ∈ H. The classes of measure {µu}u∈H and
{µ′u}u∈H are the same and deﬁne a unique representation of (A,DA). Finally, {µu}u∈H
is combined to a spectral measure µ in the spectral decomposition of (A,DA).
This theory will be illustrated by analyzing the Sturm-Liouville operators. The
number of self-adjoint extensions, a resolvent formula, a spectral mapping will be dis-
cussed. The dependence between q(x) and how a Sturm-Liouville operator behaves at
the boundary will be investigated.
I want to thank Erik Wahlén for his enthusiasm and his most patient guidance
through this work.
Sammanfattning
Detta arbete presenterar en version av spektralsatsen för självadjungerande obe-
gränsade operatorer. Om (A,DA) är en sådan operator på ett Hilbertrum H, ger dess
resolvent RA(z) upphov till en kvadratisk form qRA(z)(u) som är en Herglotz funktion
för varje ﬁxt u ∈ H. Detta motsvarar en Boreltransform för något ändligt Borelmått
µu. Med hjälp av Stieltjes inversionsformell kan måttet µu uttryckas explicit. Omvänt
deﬁnierar ett projektionsvärt mått påH en självadjungerande operator (A,DA). Måttet
associerar qA(u) till ett ändligt Borelmått µ
′
u. De två klasserna av mått {µu}u∈H och
{µ′u}u∈H är lika med varandra. Måtten µu deﬁnierar en unik representation av (A,DA).
Slutligen förenas måtten µu till ett spektralmått µ i diagonaliseringen av (A,DA).
Teorin illustreras i en analys av Sturm-Liouville operatorer. Antal självadjungerande
utvidgningar, en resolventformel samt en spektralavbildning undersöks. Kopplingen
mellan operatorns beteenden nära randen och funktionen q(x) också klargörs.
Jag vill tacka Erik Wahlén för den entusiasmerande och den tålmodigaste handled-
ningen genom detta arbete.
Populärvetenskaplig sammanfattning
Många diﬀerentialekvationer inom fysik och matematik är kopplade till obegränsade
självadjungerande operatorer. Vi skulle vilja formulera en version av spektralsatsen för
dessa operatorer. Denna sats är ett känt verktyg från lineär algebra för att förenkla
symmetriska matriser. Dock kan vi inte studera obegränsade operatorer med hjälp av
de gamla deﬁnitionerna och resultaten rakt av. Vi behöver en ny allmännare deﬁnition
av operatorer och nya resultat. I detta arbete presenterar vi en teori anpassad för obe-
gränsade självadjungerande operatorer. Därefter bevisas spektralsatsen för dessa och
avslutningsvis illustreras teorin i en analys av Sturm-Liouville operatorer, som förekom-
mer i t ex Schrödingers tidsoberoende vågekvation.
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4List of symbols
Description, deﬁnitions, examples
Sets
N The set of natural numbers, N = {0, 1, 2, ...}.
Z,R,C The set of integers, real and complex numbers
Rn×n The set of n× n-matrices with real entries
Sym(Rn) The set of symmetric matrices in Rn×n
Ck(X) The set of functions on X with continuous derivatives of order
up to k
AC(X) Absolutely continous functions on X
Xc Functions on X with compact support in X
Lpc(X, dµ) Functions in Lp(X, dµ) with compact support in X
Lploc, ACloc Functions which are L
p, AC locally
Set Theory
∅ The empty set
x ∈ X x is an element of X.
S ⊂ X S is a subset of X. Eg. X ⊂ X,∅ ⊂ X.
S1 ∪ S2 Union of S1 and S2
S1 ∩ S2 Intersection of S1 and S2
S1 − S2 Diﬀerence of S1 and S2
Sc Complement of S
Topology
B(x, r) The ball {z ∈ X ∣∣ d(z, x) < r} in a metric space (X, d)
S The closure of S
Operator Theory
0 The zero operator, 0u = 0
1 The identity operator, 1u = 1
A−1 The inverse of A, AA−1 = A−1A = 1
span
({vn}kn=1) The linear span of the vectors {vn}kn=1
51 Introduction
Let L be a diﬀerential operator. The diﬀerential equations
∂f
∂t
+ L(f) = 0, f(0) = g (The heat equation)
∂f
∂t
+ iL(f) = 0, f(0) = g (Schrödinger's equation)
(L− z)f = g (The eigenfunction equation),
are solved via a transformation h(L), mapping L to another operator. For instance,
h(L) = etL, eitL, or (L − z)−1 [9]. Traditionally, we deﬁne these via series expansions.
For example,
etL :=
∞∑
n=0
tnLn
n!
or
1
L− z :=
∞∑
n=0
(1 + z − L)n.
Diﬀerential operators in the above equations are unbounded and for unbounded op-
erators L, expressions like etL have no meaning. However, we can try to imitate the
following example.
Example 1.1 Let A ∈ Sym(Rn) and {λj}mj=1 be the distinct eigenvalues of A. Deﬁne
the eigenspaces
Vj := {v ∈ Rn | Av = λjv}.
The spectral theorem for matrices gives a spectral decomposition of A
Rn =
m⊕
j=1
Vj and A
∣∣
Vj
: v 7→ λjv.
Given a real-valued function h, we would like to deﬁne the transformation h(A) :
Sym(Rn) → Rn×n. Suppose h(x) = ∑mj=1 = akxk, we have h(A) = ∑pk=1 akAk. It
is easy to verify that h(A) ∈ Sym(Rn) and h(A) has the eigenvalues {h(λj)}nj=1. The
spectral decomposition of h(A) is
Rn =
n⊕
j=1
Vj and h(A)
∣∣
Vj
: v 7→ h(λj)v.
The matrix h(A) inherits the spectral structure of A. For any real-valued Borel function
g(x), the expression g(A) is well-deﬁned by g(A)
∣∣
Vj
: v 7→ g(λj)v.
With this tool, the solution etA to the diﬀerential equation
f ′ = Af, where f(0) = 1, A ∈ Sym(Rn),
is simply etA
∣∣
Vj
: v 7→ etλkv, which we understand better.
The idea is to simplify h(L) using the spectral decomposition. We expect h(L)v
∣∣
H˜ =
h(λ)v for some subspace H˜. Since this tool is so powerful, we would like to formulate a
version of the spectral theorem for self-adjoint unbounded operators.
6We will use the spectral theoretical tools to study the Sturm-Liouville operator,
which appears in the Sturm-Liouville eigenvalue problems. The Sturm-Liouville opera-
tor has the form
L(f(x)) = − 1
r(x)
( d
dx
(
p(x)
d
dx
f(x)
)
+ q(x)f(x)
)
, (1.1)
where f(x) satisﬁes some boundary conditions. Via a change of variable, eq. (1.1) can
be transformed to
L˜(f(y)) = − d
2
dy2
f(y) +Q(y)f(y).
By the Sturm-Liouville eigenvalue problem, we mean the study of the eigenequation
(L− z)f = 0, where f satisﬁes some boundary conditions.
The Sturm-Liouville eigenvalue problem was ﬁrst formulated during the period 1829
1830 by Charles-François Sturm (18031855) and Joseph Liouville (18061882) indepen-
dently [13], [14]. The two French mathematicians became close friends and during 1836
1837 they together published an extensive work on this problem. In particular, Sturm
was interested in the properties of eigenvalues and the behaviors of the eigenfunctions,
while Liouville focused on the expansion of any functions in terms of eigenfunctions.
Before Sturm's and Liouville's paper, many special cases of eq. (1.1) were studied. The
ﬁrst hint of the Sturm-Liouville eigenvalue problem appeared in the study of the vibra-
tory motions of hanging chains by Taylor and Bernoulli in the early 18th century. This
led to the conjectures that there were inﬁnitely many solutions to the eigenequation and
any state of the system could be expressed as an inﬁnite series of eigenfunctions. Various
famous partial diﬀerential equations were simpliﬁed to eq. (1.1) using the separation of
variables method.
Sturm's and Liouville's work was a turning point in the ﬁeld of diﬀerential equa-
tions. Before that, the focus of solving diﬀerential equations was to analytically express
all solutions. Sturm and Liouville actually attempted to ﬁnd a general solution for
eq. (1.1) without any success, which led them to study the solutions quantitatively from
the equation. The focus now was to make general statements about the solutions of a
given diﬀerential equation without knowing the solutions. This was a more ﬂexible and
broader approach.
The development of the Sturm-Liouville problem was prehistoric functional analysis,
which took place in the early 20th century. By that time, the Schrödinger's wave equa-
tion had been introduced. This was the most-studied most-discussed partial diﬀerential
equation. Once again, using the separation of variables method, the Jewish born math-
ematician John von Neumann (19031957) arrived at eq. (1.1) [15]. He was the ﬁrst one
to ﬁnd that functional analysis was the perfect tool to understand the Sturm-Liouville
eigenvalue problem.
For a complete background of the Sturm-Liouville problem, see [6]. Until today,
the Sturm-Liouville eigenvalue problem remains a challenging mathematical research
area. Beside the famous diﬀerential equations for vibrating strings, heat conduction
and quantum physics, many diﬀerential equations can be transformed into a Sturm-
Liouville eigenvalue problem, for example
7x2u′′ + xu′ + (x2 − c2)u = 0 (Bessel's equation)
(1− x2)u′′ − 2xu′ + c(c+ 1)u = 0 (Legendre's equation)
p(x)u′′ + q(x)u′ + r(x)u = 0 (Any 2:nd-order ODE).
See [3] for further details.
This presentation of spectral theory consists of a general study of operators and
the spectral theorem. Chapter 2 is based on E.B. Davies Spectral Theory and Diﬀer-
ential Operators, chapter 1. Chapter 3 is based on G. Teschl Mathematical Methods in
Quantum Mechanics, chapter 13. The investigation of the Sturm-Liouville operators
is mostly based on G. Teschl Mathematical Methods in Quantum Mechanics, chapter 9.
To fully access this theory, knowledge in linear algebra and measure theory is required.
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2.1 Hilbert spaces
Since sesquilinear and quadratic forms will come to play a central part in some con-
structions, we present their formal deﬁnitions.
Definition 2.1 (Sesquilinear form, scalar product and quadratic form) Let V be a
vector space over C. A function s : V × V → C is a sesquilinear form if it satisﬁes
(1) s(α1v1 + α2v2, u) = α1s(v1, u) + α2s(v2, u),
(2) s(v, β1u1 + β2u2) = β1s(v, u1) + β2s(v, u2),
for any u1,2, v1,2 ∈ V and α1,2, β1,2 ∈ C. The sesquilinear form s is a scalar product if it
in addition satisﬁes
(3) s(u, v) = s(v, u),
(4) s(u, u) > 0 for all u 6= 0 and s(u, u) = 0⇔ u = 0,
for any u, v ∈ V . A scalar product will be denoted by 〈., .〉. A quadratic form is a
function q : V → C satisfying
(5) q(αv) = |α|2q(v), for all α ∈ C and v ∈ V ,
(6) q(u+ v) + q(u− v) = 2q(u) + 2q(v), for all u, v ∈ V.
Remark 2.2. Given a sesquilinear form s : V × V → C, the function q(u) := s(u, u) is a
quadratic form. Given a quadratic form q : V → C, the function s : V ×V → C deﬁned
by
s(u, v) =
1
4
(q(u+ v)− q(u− v) + iq(u− iv)− iq(u+ iv)),
is a sesquilinear form. This correspondence is unique, that is, there can only be one
quadratic form associated to each sesquilinear form. See [10, p.21] for more details.
Let V be a vector space over C. Suppose there exists a scalar product 〈., .〉 on V .
Then V is naturally equipped with a norm
‖u‖ :=
√
〈u, u〉, u ∈ V. (2.1)
If the normed vector space (V, ‖.‖) is complete with respect to the norm as in eq. (2.1),
it is called a complex Hilbert space, denoted by H. We will always assume that H is
separable.
Example 2.3 The vector space L2(X, dµ) = {f : X → X
∣∣∣ ∫ |f |2dµ < ∞} is equipped
with the following scalar product
〈f, g〉 =
∫
f(x) · g(x) dµ,
where g(x) is the conjugate of the function g(x). The norm induced by this scalar
product is
‖f‖ =
√∫
|f |2 dµ.
9After identifying functions which are equal µ-a.e., (L2(X, dµ), ‖.‖) is complete and
(L2(X, dµ), 〈., .〉) is a Hilbert space.
Example 2.4 Given H, we equip H2 = {(u, v) | u, v ∈ H} with the induced scalar
product
〈(u, u′), (v, v′)〉H2 = 〈u, v〉+ 〈u′, v′〉.
(H2, 〈., .〉H2) is a Hilbert space.
An orthonormal set (ON-set) {uj}j∈I satisﬁes ‖uj‖ = 1 for all j ∈ I and 〈un, um〉 = 0
for m 6= n. The norm of u ∈ span({uj}j∈I) is simply
‖u‖ =
∥∥∥∑
j∈I
αjuj
∥∥∥ = ∥∥∥∑
j∈I
〈u, uj〉uj
∥∥∥ = (∑
j∈I
|〈u, uj〉|2
)1/2
.
Any w ∈ H can be written as
w = w⊥ + w‖, where w‖ ∈ span({uj}j∈I) and w‖ =
∑
j∈I
〈w, uj〉uj . (2.2)
The ON-set {uj}j∈J is an orthonormal basis (ON-basis) if it is maximal. Equivalently,
‖w‖ = (
∑
j∈J
|〈w, uj〉|2)1/2, ∀w ∈ H.
The following result motivates our choice of a separable Hilbert space. See [10, p.42]
for further details.
Theorem 2.5 Every separable Hilbert space has a countable ON-basis.
An orthogonal complement to M ⊂ H is M⊥ = {v ∈ H ∣∣ 〈v, u〉 = 0, ∀u ∈ M}. By
continuity of the scalar product, M⊥ is closed. As a result, M⊥⊥ = M . If M⊥ = {0},
then M is dense in H. If M is a closed linear subspace of H, we have
H = M ⊕M⊥,
meaning any w ∈ H can be uniquely decomposed as w = w⊥ + w‖, where w⊥ ∈ M⊥
and w‖ ∈ M . The Hilbert space H is said to be a direct sum of M and M⊥. Consult
[4, pp.5362] for further details or proofs of these statements.
In H, strong (s-lim) and weak (w-lim) convergence are deﬁned as
s- lim vn = v ⇔ ‖vn − v‖ → 0, n→∞.
w- lim vn = v ⇔ 〈vn − v, u〉 → 0, ∀u ∈ H.
The limit of a weakly convergent sequence {vn}n is unique [10, p.49]. If a sequence
converges weakly on a dense subset of H, it is weakly convergent on H by continuity of
the scalar product.
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2.2 Operators
Let (V, ‖.‖V ) and (U, ‖.‖U ) be two normed vector spaces over a ﬁeld F . A linear operator
A : V → U is a map which satisﬁes
A(x+ y) = Ax+Ay, ∀x, y ∈ V
A(αx) = αAx, ∀α ∈ F.
The norm of A, or the operator norm of A, is deﬁned as
‖A‖ = sup{‖Av‖U : ‖v‖V ≤ 1, v ∈ V }. (2.3)
A is said to be bounded if ‖A‖ < ∞ or equivalently if there exists C > 0 such that
‖Av‖U ≤ C‖v‖V , ∀v ∈ V . A is unbounded otherwise. If A is bounded, we have
‖Av‖U ≤ ‖A‖‖v‖V , ∀v ∈ V. (2.4)
The diﬀerent notions of convergence for sequences of operators are
lim
n→∞An = A⇔ limn→∞ ‖An −A‖ = 0 (Norm convergence) (2.5)
s- lim
n→∞An = A⇔ s- limn Anv = Av (Strong convergence) (2.6)
w- lim
n→∞An = A⇔ w- limn Anv = Av (Weak convergence). (2.7)
(2.8)
Here are some results for bounded operators in Hilbert spaces, see [4, pp.170171].
Theorem 2.6 Boundedness, continuity and continuity at 0 are equivalent properties
of a linear operator A.
Definition 2.7 (Closed everywhere deﬁned operators) Let H1 and H2 be Hilbert
spaces. An operator A : H1 → H2 is closed if for each sequence {fn}∞n=0 with s-
limn fn = f and limnAfn = g ∈ U , we have Af = g.
Theorem 2.8 (Closed graph theorem) A : H1 → H2 is closed iﬀ A is continuous.
Given a bounded operator A, we can deﬁne an associated sesquilinear form s(u, v) :=
〈Au, v〉. Any bounded sesquilinear form can be represented like this according to the
following theorem. See [10, p.44] for further details.
Theorem 2.9 If s : H → H is a bounded sesquilinear form, i.e. |s(u, v)| ≤ C‖u‖‖v‖
for some ﬁnite C > 0 and for all u, v ∈ H, there exists a unique bounded operator
A : H → H such that ‖A‖ ≤ C and
s(u, v) = 〈Au, v〉, ∀u, v ∈ H.
Remark 2.10. This one-one correspondence between bounded sesquilinear forms and
bounded operators on H gives a one-one correspondence between bounded quadratic
forms and bounded operators on H.
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There are many bounded operators. For example, the matrices {aij}ni,j=1 in Cn×n
are bounded by C =
∑n
i,j=1 |ai,j |. The shift operators Syf(x) = f(x− y) on L2(C, dµ)
are bounded by C = 1. Unfortunately, even the simplest diﬀerential operators are un-
bounded on most spaces. Here is an example.
Example 2.11 Let C2([0, 1]) and C([0, 1]) be equipped with the L2-norm as in example
2.3. Deﬁne A : C2([0, 1]) → C([0, 1]) by Af = f ′. The sequence {sin(nx)}n∈N is
uniformly bounded on C2([0, 1]) but limn→∞ ‖n cos(nx)‖ =∞. So A is not bounded.
We would like to preserve useful properties such as closedness. However, closedness
would imply boundedness for an everwhere deﬁned operator by the closed graph theo-
rem. The following modiﬁcation provides a solution to this problem.
Definition 2.12 (Densely deﬁned operators) A linear operator on a Hilbert space H
is a pair (A,DA) where DA is dense in H and A : DA → H is a linear operator. An
extension of (A,DA) is a pair (A
′, DA′) such that DA ⊆ DA′ ⊆ H and A′
∣∣
DA
= A.
The operator norm in eq. (2.4) becomes ‖A‖ = sup{‖Av‖ ∣∣ ‖v‖ ≤ 1, v ∈ DA}. If
(A,DA) is bounded, the norm remains ﬁnite on H and A can be extended continuously
to H. Thus, all results for bounded operators are applicable even with this deﬁnition
[10, p.58]. Therefore, we will simply write A when (A,DA) is bounded.
A new deﬁnition for closed operators is needed.
Definition 2.13 (Closed densely deﬁned operators) (A,DA) is closed if for each se-
quence {fn}∞n=0 in DA with s-limn fn = f ∈ H and s-limAfn = g, we have f ∈ DA and
Af = g. The operator (A,DA) is closable if it has a closed extension (A
′, DA′).
The range, the kernel and the graph of (A,DA) are the sets
Ran(A) = {u ∈ H
∣∣∣ ∃v ∈ DA, Av = u}
Ker(A) = {v ∈ DA
∣∣∣ Av = 0}
GA = {(f,Af) ∈ H2
∣∣∣ f ∈ DA}.
(A,DA) is injective if and only if Ker(A) = {0} and it is closed if and only if GA is
closed in H2.
Definition 2.14 (A,DA) is said to be symmetric if 〈Au, v〉 = 〈u,Av〉 ∀u, v ∈ DA.
The following lemma shows that any symmetric operator is closable. Consequently,
it is suﬃcient to only consider closed symmetric operators.
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Lemma 2.15 If (A,DA) is closable, there is a smallest closed extension (A¯,DA¯), that
is, DA¯ ⊂ DA′ for any other closed extension (A′, DA′) of (A,DA). The smallest closed
extension of (A,DA) is called the closure of (A,DA). Symmetric operators are always
closable and the closure is also symmetric.
Proof. Assume (A,DA) is closable and suppose (A
′, DA′) is a closed extension. Deﬁne
L := {f ∈ H
∣∣∣ ∃{fn}∞n=1 ⊂ DA, s- limn fn = f and s- limn Afn = g}. (2.9)
Clearly, L ⊂ DA′ . Deﬁne A := A′
∣∣
L
. (A,L) is an extension of (A,DA) by construction.
Its graph is the closure of the graph of (A,DA). Any other closed extensions of (A,DA)
is a closed extension of (A,L).
Let (B,DB) be symmetric. Let {fn}∞n=1 be a sequence in DB such that s-limn fn = f
and limnBfn = g exists. By symmetry, we have
〈g, k〉 = lim
n
〈Bfn, k〉 = lim
n
〈fn, Bk〉 = 〈f,Bk〉, ∀k ∈ DB. (2.10)
Because DB is dense, the linear functional k 7→ 〈g, k〉 determines g uniquely. Each f is
associated to g uniquely by eq. (2.10). We deﬁne (B,DB¯) by Bf := g for f = s- limn fn
and g = limnBfn with DB¯ as in eq. (2.9). The linear operator (B,DB¯) is the closure
of (B,DB). It is clear that (B,DB¯) is symmetric by eq. (2.10).
Next, we would like to deﬁne the spectrum of an operator.
Definition 2.16 (Spectrum and spectral radius) An eigenvector u ∈ DA of an operator
(A,DA) is a non-zero element which is the solution of the equation Au = zu for some
z ∈ C. The value z is called an eigenvalue associated to u. The spectrum of (A,DA),
denoted by σ(A), is the complement of the resolvent set ρ(A)
ρ(A) = {z ∈ C
∣∣∣ (A− z) is bijective and (A− z)−1 is bounded}. (2.11)
For z ∈ ρ(A), the inverse map (A− z)−1 is denoted by RA(z) and is called the resolvent
of the operator (A,DA). The spectral radius of (A,DA), denoted by rad(A), is
rad(A) = sup{ |λ|
∣∣∣ λ ∈ σ(A)} and rad(A) = 0 if σ(A) = ∅.
If z is an eigenvalue, the associated eigenvector u belongs to Ker(A− z) . So (A− z)
is not injective and therefore z ∈ σ(A). The next lemma summarizes some important
results for σ(A) and ρ(A).
Lemma 2.17 The following statements apply for (A,DA).
(1) If ρ(A) 6= ∅, then (A,DA) is closed;
(2) The ball B(z, c−1) = {w ∈ C
∣∣∣ |z−w| < c−1} is contained in ρ(A), where z ∈ ρ(A)
and c = ‖RA(z)‖;
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(3) RA(z) is a norm analytic function of z and RA(z) satisﬁes the resolvent formulas
RA(z)−RA(w) = (z − w)RA(z)RA(w)
RA(z)RA(w) = RA(w)RA(z)
d
dz
RA(z) = RA(z)
2.
(2.12)
Proof. (1) Let z ∈ ρ(A). RA(z) is bounded and by theorem 2.8, RA(z) is a closed
operator. Note that
GRA(z) = {(g, (A− z)−1)g | g ∈ D(A−z)−1}
= {(g, (A− z)−1)g | g ∈ Ran(A− z)}
= {((A− z)f, f) | f ∈ D(A−z)}.
(2.13)
This shows that GRA(z) is a reﬂection of G(A−z). If GRA(z) is closed in H2, then G(A−z)
is closed and ((A− z), D(A−z)) is a closed operator. It follows trivially that (A,DA) is
closed.
(2) Let w ∈ B(z, c−1) for some z ∈ ρ(A). We denote RA(z) by B. Let |z − w| =
c′ < c−1, we deﬁne
C :=
∞∑
n=0
(−(z − w))nBn+1, (2.14)
and note that
‖C‖ ≤ ‖B‖
( ∞∑
n=0
|z − w|n‖B‖n
)
=
c
1− c′c <∞. (2.15)
To see that C is injective, we rewrite C as
C = B − (z − w)BC, (2.16)
C = B − (z − w)CB. (2.17)
By (2.16), C is injective because
g ∈ Ker(C) ⇔ Cg = 0 = Bg,
which implies Ker(C) ⊂ Ker(B) = {0}. Let k ∈ Ran(B), there exists h ∈ DB such that
Bh = k. By (2.17), C is surjective because
Ch = k − (z − w)Ck
⇔ k = Ch− (z − w)Ck = C(h− (z − w)k),
which implies H = Ran(B) ⊂ Ran(C).
To show that C is a left inverse of (A − w), we apply (A − z) to both sides of
eq. (2.17).
C(A− z)f =
(
B − (z − w)CB
)
(A− z)f
= f − (z − w)Cf
⇔ C(A− w)f = f.
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By eq. (2.16), C is a right inverse of (A − w). We conclude that w ∈ ρ(A) for
w ∈ B(z, c−1).
(3) Eq. (2.14) proves that RA(z) is norm analytic in z. We write C = RA(w) and
B = RA(z). The two resolvent formulas follow trivially from eq. (2.16) and (2.17).
Finally, we apply the ﬁrst formula to the deﬁnition of the derivative
d
dz
RA(z) = lim
h→0
RA(z + h)−RA(z)
h
= lim
h→0
h · RA(z + h)RA(z)
h
= RA(z)
2.
2.3 Self-adjoint operators
Self-adjointness is symmetry with an additional technical requirement. Let us deﬁne
the adjoint operator.
Definition 2.18 (Adjoint operators) The adjoint of (A,DA) is the pair (A
∗, D∗A) where
D∗A = {g ∈ H | ∃k ∈ H such that 〈Af, g〉 = 〈f, k〉, ∀f ∈ DA}
If k is unique, we deﬁne A∗g = k. For each g ∈ D∗A, A∗ satisﬁes
〈Af, g〉 = 〈f,A∗g〉, ∀f ∈ DA.
The adjoint graph is denoted by G∗A. Since
〈Af, g〉 − 〈f,A∗g〉 = 0⇔ 〈(f,Af), (−A∗g, g)〉H2 = 0, (2.18)
we have SG∗A ⊂ G⊥, where S : H2 → H2 and S(u, v) = (−v, u). We expect that
(A∗, D∗A) inherits some properties from (A,DA).
Lemma 2.19 A densely deﬁned closed operator (A,DA) has a densely deﬁned closed
adjoint (A∗, D∗A).
Proof. First, we show that A∗ is well-deﬁned on D∗A. Suppose k and k
′ both satisfy
〈Af, g〉 = 〈f, k〉 = 〈f, k′〉, then 〈f, k − k′〉 = 0, for all f ∈ DA. Since DA is dense,
k − k′ = 0.
Next, we show that the graph of (A∗, D∗A) is closed, or equivalently, SG∗ is closed.
Let (h, k) ∈ G⊥, then
〈(f,Af), (h, k)〉H2 = 0⇔ 〈f,−h〉 = 〈Af, k〉, ∀f ∈ DA.
Clearly, k ∈ D∗A by the above and A∗k = −h by uniqueness. So SG∗ = G⊥, which is a
closed subset in H2.
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Lastly, we show that D∗⊥A = {0}. Let h ∈ D∗⊥A . We have
〈h, g〉+ 〈0, A∗g〉 = 0⇔ 〈(0, h), (−A∗g, g)〉H2 = 0, ∀g ∈ D∗A,
which means (0, h) ∈ SG∗⊥ = G⊥⊥ = G = G by closedness of (A,DA). So A0 = h = 0
and we conclude that D∗⊥A = {0}.
Definition 2.20 (Self-adjoint operator) (A,DA) is self-adjoint if it is equal to its
adjoint (A∗, D∗A), that is, DA = D
∗
A and Av = A
∗v, for all v ∈ DA. (A,DA) is
essentially self-adjoint if it has a self-adjoint closure.
A self-adjoint operator is symmetric and closed. If (A,DA) is a symmetric operator,
then DA ⊂ D∗A. If (A,DA) is not self-adjoint, we want to know if it has a self-adjoint
extension and if it does, the self-adjoint extension of (A,DA) must exist among the
symmetric extensions.
2.4 Symmetric extensions
Let (A′, DA′) be an extension of (A,DA). We have the relation
DA ⊂ DA′ ⇒ D∗A′ ⊂ D∗A.
If (A′, DA′) is symmetric and (A,DA) is self-adjoint, then
DA ⊂ DA′ ⊂ D∗A′ ⊂ D∗A = DA
This means that a self-adjoint extension is a maximal symmetric extension. However,
there might be many diﬀerent symmetric extensions. First, we explore the nature of a
symmetric extension as an isometry.
Definition 2.21 (Partial isometries and unitary operators) Let H1 and H2 be Hilbert
spaces and let H : DH ⊂ H1 → H2 be a map. The map H is a partial isometry if H
satisﬁes ‖Hv‖H2 = ‖v‖H1 for all v ∈ Ker(H)⊥. The map H is a unitary operator if it is
a partial isometry and Ran(H) = H2. An isometric extension of H is a partial isometry
H ′ with DH ⊂ DH′ and H ′
∣∣
DH
= H.
Now, we present a special partial isometry obtained from a symmetric operator - the
Cayley transform.
Definition 2.22 [Cayley transform] The Cayley transform of a symmetric operator
(A,DA) is the map K : Ran(A+ i)→ Ran(A− i) deﬁned by
K := (A− i)(A+ i)−1.
The Cayley transform K of (A,DA) is a partial isometry on H because
‖(A− i)v‖2 = ‖Av‖2 + ‖v‖2 = ‖(A+ i)v‖2, ∀v ∈ DA. (2.19)
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Lemma 2.23 Given a symmetric operator (A,DA), there exists a one-one correspon-
dence between symmetric extensions of (A,DA) and isometric extensions of its Cayley
transform.
Proof. Let (A′, DA′) be a symmetric extension of (A,DA). The map K ′ : Ran(A′+i)→
Ran(A′ − i) by
K ′ := (A′ − i)(A′ + i)−1
is an isometric extension of K since DK = Ran(A+ i) ⊂ Ran(A′ + i) = DK′ .
Suppose K˜ : DK˜ → Ran(K˜) is an isometric extension of K. We deﬁne the operator
A˜ via
(A˜+ i)−1 =
1
2
i(K˜ − 1). (2.20)
This is inspired by the observation (K − 1) = −2i(A + i)−1, which implies DA ⊂
Ran(K˜−1) = DA′ . This means that (A˜,DA˜) deﬁned this way is an extension of (A,DA).
We claim that the operator (K˜ − 1) is injective. Suppose u ∈ Ker(K˜ − 1). Then
K˜u = u. Let v ∈ DA and w = (A+ i)v. We have
2i〈u, v〉 = 〈u, (A− i)v − (A+ i)v〉
= 〈u,Kw − w〉
= 〈K˜u, K˜w〉 − 〈u,w〉 = 0,
for all v ∈ DA. Because DA is dense, u = 0.
It remains to show that (A˜,DA˜) is symmetric. Eq. (2.20) is equivalent to
A˜ = i(K˜ + 1)(K˜ − 1)−1.
Let f, g ∈ DA˜ = Ran(K˜ − 1). Then f = (K˜ − 1)f ′ and g = (K˜ − 1)g′ for some
f ′, g′ ∈ D(K˜−1). We have
〈A˜f, g〉 = 〈A˜(K˜ − 1)f ′, (K˜ − 1)g′〉
= 〈i(K˜ + 1)f ′, (K˜ − 1)g′〉
= i
(〈K˜f ′, K˜g′〉 − 〈f ′, g′〉)+ i〈K˜f ′,−g′〉+ i〈f ′, K˜g′〉
= −i(〈(K˜ − 1)f ′, (K˜ + 1)g′〉)
= 〈f, A˜g〉.
The criteria for a self-adjoint extension is formulated via the deﬁciency subspaces
L±, which are deﬁned as
L± = {f ∈ H | 〈(A± i)h, f〉 = 0,∀h ∈ DA}
= {f ∈ D∗A | (A∗ ∓ i)f = 0}
= Ker(A∗ ∓ i)
(2.21)
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The deﬁciency indices n+ and n− are the dimensions of L+ respective L−. It can be
veriﬁed that an operator (A,DA) has the same deﬁciency indices as its closure [1, p.
13]. Therefore, the results in the following theorem will be applicable for all symmetric
operators.
Theorem 2.24 Let (A,DA) be a closed symmetric linear operator on H. There exists
a self-adjoint extension if and only if n+ = n−. In addition, the following statements
are equivalent.
(1) (A,DA) is self-adjoint;
(2) n+ = n− = 0;
(3) (A,DA) has exactly one self-adjoint extension.
Proof. (1)⇒ (2). Assume (A,DA) is self-adjoint. Let f ∈ L+, then
−i〈f, f〉 = 〈Af, f〉 = 〈f,Af〉 = 〈Af, f〉 = i〈f, f〉,
which is satisﬁed if and only if f = 0. Similarly, f ∈ L− if and only if f = 0. We
conclude that n+ = n− = 0.
(2) ⇒ (1). Eq. (2.19) shows that (A + i)−1 : Ran(A + i) → DA is a contraction.
Indeed, let w ∈ Ran(A+ i). Then w = (A+ i)v for some v ∈ DA and
‖(A+ i)−1w‖2 = ‖v‖2 = ‖(A+ i)v‖2 − ‖Av‖2 = ‖w‖2 − ‖Av‖2 ≤ ‖w‖2.
So (A + i)−1 is bounded. Since (A,DA) is closed, (A + i)−1 is closed and Ran(A + i)
is a closed subspace of H. We have Ran(A + i)⊥ = L+, which has dimension 0 by
assumption. This gives Ran(A+ i) = H.
Let h ∈ D∗A, we have (A+ i)k = (A∗+ i)h for some k ∈ DA. Moreover, A∗
∣∣
DA
= A,
so
(A∗ + i)k = (A∗ + i)h⇒ h− k ∈ Ker(A∗ + i) = L+.
Since n+ = 0, we have h − k = 0. We conclude that DA = D∗A, hence (A,DA) is
self-adjoint.
(2)⇒ (3). By the above, (A,DA) is self-adjoint. Therefore, it is the maximal sym-
metric extension.
(3) ⇒ (1). Assume (A′, DA′) is the self-adjoint extension. By (1), the deﬁciency
indices for (A′, DA′) is 0. Let K be the Cayley transform of (A,DA). In order to iso-
metrically extend K, we must have n+ = n−.
Suppose n+ = n− > 0. By theorem 2.5, the subspaces L+ and L− both have an
ON-basis with the same cardinality and at most countable. Let {un}n∈I and {vn}n∈I
be the ON-basis for L+ and L−. The linear operator U : L+ → L− deﬁned by
U(αun) = αvn, where α ∈ C, n ∈ I,
is a unitary operator. We construct the isometric extension K˜ of the Cayley transform
K in the following way
K˜ : Ran(A+ i)⊕ L+ → Ran(A− i)⊕ L−, K˜
∣∣∣
L+
= U.
18
By lemma 2.23, this gives a symmetric extension of (A,DA). In fact, K˜ constructed
this way is a unitary operator on H because Ran(K˜) = H. Since the maximal isomet-
ric extension gives the maximal symmetric extension, K˜ corresponds to a self-adjoint
extension of (A,DA).
We can create inﬁnitely many unitary operators from L+ to L− when n+ = n− > 0.
For instance, a new unitary operator U ′ is obtained by
U ′ = TU,
where T is a rotation. This means that there are inﬁnitely many self-adjoint extensions.
This contradicts the assumption that there is only one self-adjoint extension.
The last part of this proof is also the proof for the ﬁrst statement: there is a self-
adjoint extension if and only if n+ = n−.
We wish to learn about the spectrum of a self-adjoint operator. If (A,DA) is bounded
and self-adjoint, then its spectrum is bounded by the following lemma. See [5, p.6] for
a proof.
Lemma 2.25 For any bounded self-adjoint operator A on H, we have the equality
rad(A) = ‖A‖.
Corollary 2.26 Let (A,DA) be an self-adjoint linear operator in H. Then, ∅ 6=
σ(A) ⊂ R. If z ∈ ρ(A), we have
‖RA(z)‖ ≤ 1|Im(z)| . (2.22)
Furthermore, RA(z) = RA(z)
∗.
Proof. Let z = x+ iy with y 6= 0. Deﬁne B := 1y (A− x). The operator (B,DA) is self-
adjoint. By theorem 2.24, Ran(B±i) = H and thus (B±i)−1 is bounded. So ±i ∈ ρ(B)
and z ∈ ρ(A). Since (B± i)−1 is a contraction, it follows that ‖(A− z)−1‖ ≤ |Im(z)|−1.
Also, (B + i)∗ = B − i by
〈(B + i)u, v〉 = 〈Bu, v〉+ i〈u, v〉
= 〈u,Bv〉+ 〈u,−iv〉
= 〈u, (B − i)v〉.
Suppose σ(A) = ∅. Then 0 ∈ ρ(A), thus A−1 is a bounded bijective operator. In
addition, it is self-adjoint by RA(0) = RA(0) = RA(0)
∗. Let 0 6= z ∈ C. The operator
(A−1 − z) has the inverse
(A−1 − z)−1 = A
z
(1
z
−A
)−1
=
(A
z
+
1
z2
− 1
z2
)(1
z
−A
)−1
= −1
z
+
1
z2
(1
z
−A
)−1
.
Since 1/z ∈ ρ(A), ‖(1/z −A)−1‖ = C <∞. The above is a sum of bounded operators,
hence (A−1 − z) has a bounded inverse. Moreover, the operator (A−1 − z) is bijective.
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We conclude that 0 6= z ∈ ρ(A−1).
If (A,DA) is unbounded, we have σ(A
−1) ⊂ {0}. Lemma 2.25 now gives that
0 = rad(A−1) = ‖A−1‖. This leads to a contradiction because A−1 is assumed to be
bijective. If A is bounded, lemma 2.25 applied on the empty spectrum of A gives that
0 = rad(A) = ‖A‖. We immediately ﬁnd that λ = 0 is an eigenvalue, thus contradicting
the assumption that σ(A) = 0.
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2.5 Orthogonal sums of operators
Suppose {Hj}kj=1 are Hilbert spaces and let {(Aj , DAj )}kj=1 be operators on these spaces.
The orthogonal sum (A,DA) of the operators {(Aj , DAj )}kj=1 is
A
( k∑
j=1
uj
)
=
k∑
j=1
Ajuj , uj ∈ DAj ,
A : DA =
k⊕
j=1
DAj →
k⊕
j=1
Hj .
(A,DA) is denoted by
(
⊕kj=1 Aj ,⊕kj=1DAj
)
.
Conversely, given H and (A,DA), we can write (A,DA) as an orthogonal sum of
subspaces Hj under the following condition.
Definition 2.27 Given a closed subspace Hj of H. The projector Pj associated to Hj
is a bounded linear operator deﬁned as
Pjw = Pj(w⊥ + w‖) = w‖, (2.23)
where w⊥ ∈ H⊥j and w‖ ∈ Hj . A subspace Hj is said to reduce (A,DA) if (APj ,H) is
an extension of (PjA,DA), that is, APju = PjAu for all u ∈ DA.
Later on, the following result will be useful. For further details, see [10, pp.7980].
Lemma 2.28 Suppose each Hj in {Hj}kj=1 reduces (A,DA) and H =
⊕k
j=1Hj. Then
A =
⊕
Aj , where Aju = Au, DAj = PjDA.
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3 The Spectral Theorem
A crucial element in example 1.1 is the projection on the eigenspaces, which reduces
the matrix to multiplication with the eigenvalues. In section 3.1, we deﬁne a class of
operators that are comparable to projections on eigenspaces. In section 3.2, we study
functionals of operators. Finally, in section 3.3 and 3.4, we prove the spectral theorem.
3.1 Projection-valued measure
A projection P is a bounded symmetric operator on H satisfying P 2 = P . We denote
the Borel σ-algebra of R by B and the set of bounded linear operators on H by L(H).
Definition 3.1 (Projection-valued measure) The map P : B→ L(H) is a projection-
valued measure if for each B ∈ B, P(B) is a projection, and, in addition, P satisﬁes
(1) P(R) = 1;
(2) if B = ∪∞n=1Bn with Bk ∩Bj = ∅, k 6= j, then
s- lim
N→∞
N∑
n=1
P(Bn)u = P(B)u, for all u ∈ H.
Example 3.2 Let A ∈ Rn×n be a symmetric matrix and {λj}mj=1 be the distinct eigen-
values of A. Deﬁne the map PA : B→ L(H) by
PA(B) =
∑
λj∈B
Pj ,
where Pj is the projection on the eigenspace Vj corresponding to λj . PA is a projection-
valued measure.
We will see in the following lemma that a projection-valued measure behaves like a
measure.
Lemma 3.3 A projection-valued measure has the following properties
(1) P(Bc) = 1− P(B),
(2) P(B1 ∩B2) = P(B1)P(B2),
(3) B1 ⊂ B2 ⇒ ‖P(B1)u‖ ≤ ‖P(B2)u‖,
(4) The strong convergence in deﬁnition 3.1 can be replaced by weak convergence,
for all B,B1, B2 ∈ B.
Proof. (1) P(∅)u = ∑n P(∅)u gives P(∅) = 0. Writing R = Bc ∪B ∪∅ ∪∅ ∪ ..., we
can apply (2) of deﬁnition 3.1.
P(R)u = (P(B) + P(Bc))u
⇔ P(Bc)u = (1− P(B))u, ∀u ∈ H.
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(2) Let B1 and B2 be Borel sets. If B1 ∩ B2 = ∅, then P (B1)P (B2) = 0. If not,
write B1 = (B1 −B2) ∪ (B1 ∩B2) to see that
P(B1)P(B2) = (P(B1 −B2) + P(B1 ∩B2))(P(B2 −B1) + P(B1 ∩B2))
= P(B1 ∩B2).
(3) Let B1 ⊂ B2, then B2 = B1 ∪ (B2 −B1) is a partition of B2.
‖P(B2)u‖2 = 〈P(B2)u, u〉 = 〈P(B1)u, u〉+ 〈P(B2 −B1)u, u〉
= ‖P(B1)u‖2 + ‖P(B2 −B1)u‖2 ≥ ‖P(B1)u‖2.
(4) In general, for any projection P ∈ L(H)
〈Pu, u〉 = 〈P 2u, u〉 = 〈Pu, Pu〉 = ‖Pu‖2, ∀u ∈ H.
If a sequence of projections {Pn}∞n with w-limn Pn = P , then s-limn Pn = P by the
above. By induction, it is easy to show that {PN}∞N=1 where PN :=
∑N
n=1 P(Bn) is
a sequence of projections. The assertion holds for N = 1 because P1 is a projection.
Assume Pk is a projection, then
P2k+1 = (Pk + P(Bk+1))2 = P2k + 2PkP(Bk+1) + P(Bk+1)2
= P2k + 2P
(
(∪kn=1Bn) ∩Bk+1
)
+ P(Bk+1)2.
Since Bk+1 ∩ Bn = ∅ for n < k + 1, P
(
(∪kn=1Bn) ∩ Bk+1
)
= 0. By the induction
hypothesis, P2k = Pk and P(Bk+1)2 = P(Bk+1). In summary,
P2k+1 = Pk + P(Bk+1) = Pk+1.
So PN is a projection for each N ≥ 1.
The next deﬁnition allows us to associate P(B) with a measure.
Definition 3.4 Let P be a projection-valued measure. We deﬁne the corresponding
resolution E : R→ L(H) by
E(λ) := P((−∞, λ]). (3.1)
Analogously to a distribution function stemming from a ﬁnite measure, a resolution
stemming from a projection-valued measure has the following properties.
Lemma 3.5 The resolution E(λ) : R → L(H) of P is an orthogonal projection for
all λ ∈ R. It is non-decreasing, s-limλn→λ+ E(λn) = E(λ), s-limλ→−∞ E(λ) = 0 and
s-limλ→∞ E(λ) = 1.
Definition 3.6 Any operator-valued function E : R → L(H) satisfying all properties
in Lemma 3.5 is called a resolution.
A projection-valued measure indeed generates measures. Letting B ∈ B vary and
holding w ∈ H ﬁxed in the quadratic form, we obtain a Borel measure
〈P(B)w,w〉 : B→ R+. (3.2)
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We denote this measure by µw. The measure µw is ﬁnite because
µw(R) = 〈P(R)w,w〉 = ‖P(R)w‖2 = ‖w‖2. (3.3)
Here, we use that P(R) = 1. A complex measure µ(u,v) : B→ L(H) can be constructed
via the recovered sesquilinear form
〈P(B)u, v〉 = µ(u,v)(B) =
1
4
(µu+v − µu−v + iµu−iv − iµu+iv)(B). (3.4)
There is a one-one correspondence between projection-valued measures and reso-
lutions. The argument is based on the one-one correspondence between distribution
functions and ﬁnite measures. See [10, p.89] for further discussions.
3.2 The operator-valued map
In example 1.1, we motivate the deﬁnition of the functionals g(A), where g is a Borel
function and A ∈ Sym(Rn). Our aim in this section is to construct such functionals
given a projection-valued measure.
Let P be a projection-valued measure. We deﬁne the corresponding operator-valued
map F on the characteristic functions by
F(χB(λ)) = P(B) =
∫
R
χB(λ) dP, B ∈ B. (3.5)
Naturally, we can extend F to the simple functions
F
( k∑
n=1
anχBn(λ)
)
=
k∑
n=1
anP(Bn) =
∫
R
k∑
n=1
anχBndP,
for some Bn ∈ B. The associated quadratic form is
q(w) =
〈 k∑
n=1
anP(Bn)w,w
〉
=
k∑
n=1
anµw(Bn) =
∫
R
k∑
n=1
anχBn(λ)dµw,
for each w ∈ H. Using eq. (3.4), the recovered sesquillinear form is
s(u, v) =
∫
R
k∑
n=1
anχBn(λ)dµ(u,v),
for each pair u, v ∈ H.
We want to extend F to bounded Borel functions. Let g be a bounded Borel func-
tion. There is a non-decreasing bounded sequence of simple functions, say {gn}n, which
converges pointwise to g. The dominated convergence theorem gives
lim
n→∞〈F(gn)w,w〉 = limn→∞
∫
R
gn(λ) dµw =
∫
R
g(λ) dµw,
which inspires us to deﬁne F(g) via
q(w) = 〈F(g)w,w〉 =
∫
R
g(λ) dµw.
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It can be veriﬁed that q is a quadratic form. Using eq. (3.3), the following computation
shows that q is bounded:
|q(w)| = |〈F(g)w,w〉| =
∣∣∣ ∫
R
g(λ) dµw
∣∣∣ ≤ ‖g‖∞‖w‖2.
By theorem 2.9, F(g) is bounded and well-deﬁned. Using the one-one correspondence
between bounded operators and bounded quadratic forms, we can deduce the following
useful properties of F .
Lemma 3.7 Given a projection-valued measure P, the associated operator-valued map
F is linear and satisﬁes
(1) F(1) = 1;
(2) F(fg) = F(f)F(g);
(3) F(f) = F(f)∗;
(4) F(f) = ∫R f dP and ‖F(f)w‖2 = ∫R |f |2 dµw
for all f, g bounded Borel functions.
Proof. Linearity of F , that is, F(αf +βg) = αF(f) +βF(g), follows from the linearity
of its quadratic form, which is an integral. Theorem 2.9 gives the desired conclusion.
Statement (1) follows from the fact that F(1) corresponds to P(R), which is 1 by deﬁni-
tion. Applying the second property of lemma 3.3, it is clear that statement (2) holds for
simple Borel functions f and g. Statement (3) is also easily veriﬁed for a simple Borel
function f . By continuity of the scalar product and by denseness of simple functions,
the quadratic forms are equal. Hence, statement (2) and (3) hold for all bounded Borel
functions.
(4) The operator
∫
R f dP has the same quadratic form as F(f). The second equality
simply follows from property (2) and (3).
‖F(f)w‖2 = 〈F(f)w,F(f)w〉 = 〈F(f)F(f)∗w,w〉 = 〈F(ff)w,w〉
= 〈F(|f |2)w,w〉 =
∫
R
|f |2 dµw.
Our last step is to extend F to unbounded Borel functions. However, the resulting
operator will no longer be bounded, thus we need an appriorate domain.
Lemma 3.8 Let h be an unbounded Borel function. The set
Dh = {w ∈ H
∣∣∣ h ∈ L2(C, dµw)}
is a dense linear subspace of H. The sequence {hn}n with
hn = hχCn , where Cn = {λ ∈ R
∣∣∣ |h(λ)| < n}, (3.6)
is a sequence of bounded Borel functions such that {F(hn)v}n forms a Cauchy sequence
in H for all v ∈ Dh.
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Proof. First, we prove that Dh is a linear subspace of H. Let u, v ∈ Dh. The measure
µαu+βv is bounded by
µαu+βv(B) = ‖P(B)(αu+ βv)‖2
≤ 2|α|‖P(B)u‖2 + 2|β|‖P(B)v‖2
= 2|α|µu(B) + 2|β|µv(B).
Applying this bound on ‖h‖2 in L2(C, d(µαu + µβv)), we have∫
R
|h(λ)|2 dµαu+βv ≤
∫
R
|h(λ)|2 d(µαu + µβv)(λ)
≤
∫
R
2|α||h(λ)|2 dµu(λ) +
∫
R
2|β||h(λ)|2 dµv(λ) <∞.
So u, v ∈ Dh implies αu+ βv ∈ Dh for complex α, β.
Let w ∈ H. Deﬁne the sequence {wn}∞n=1 by wn := P(Cn)w, where Cn are as given
in eq. (3.6). We have limn→∞wn = w because s-limn→∞ P(Cn) = 1. Also,
µwn(B) = 〈P(B)wn, wn〉 = 〈P(B)P(Cn)w,w〉
= 〈P(B ∩ Cn)w,w〉 = µw(B ∩ Cn).
This gives dµwn = χCndµw and∫
R
|h|2 dµwn =
∫
R
|h|2χCndµw <∞.
This shows that wn ∈ Dh for each n. We conclude that Dh is dense.
The sequence (3.6) is a Cauchy sequence in L2(C, dµv) for each v ∈ Dh. Using
property (4) in lemma 3.7, we have
‖F(hn)v −F(hm)v‖2 = ‖F(hn − hm)v‖2 =
∫
R
|hn − hm|2 dµv,
which shows that {F(hn)v}n is a Cauchy sequence in H for each v ∈ Dh.
We deﬁne the operator (F(h), Dh) by setting F(h)v := limn→∞F(hn)v. Since
‖hn − h‖ → 0 in L2(R, dµv), we have that ‖F(h)v‖2 =
∫
R |h|2dµv. Moreover, we can
represent (F(h), Dh) as in eq. (3.5), that is,
F(g) =
∫
R
g dP.
Some of the properties in lemma 3.7 are preserved. We refer to [10, p.92] for the proof
of the following lemma.
Lemma 3.9 The operator (F(h), Dh) deﬁned as above has the adjoint (F(h), Dh).
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3.3 The spectral representation
Given a projection-valued measure P, the operator F(g) = ∫ λ dP with g(λ) = λ is a
self-adjoint operator in H. This follows from lemma 3.9 applied to the real-valued Borel
function g,
F(g) = F(g) = F(g)∗.
We will show that the converse is true. Given a self-adjoint operator (A,DA), we want
to deﬁne a projection-valued measure PA such that A = F(λ). We will need the follow-
ing result from complex analysis. See [10, pp.107108] to ﬁnd a proof of theorem 3.13
and 3.11 for the case when µ is a ﬁnite Borel measure. See [16] for further details on
these theorems.
Definition 3.10 (Nevanlinna-Herglotz functions) An analytic function F (z) is a Nevanlinna-
Herglotz function if it maps the upper half-plane H+ = {z ∈ C | Im(z) > 0} into itself.
Theorem 3.11 (The integral representation) Any Nevanlinna-Herglotz function F (z)
has the integral representation
F (z) = C +Dz +
∫
R
( 1
λ− z −
1
1 + λ2
)
dµ, z ∈ H+,
for some Borel measure µ satisfying
∫
R(1 +λ
2)−1dµ <∞. In addition, the constants C
and D are determined by
C = Re(F (i)), D = lim
y→∞
F (iy)
iy
.
In particular, if F (z) is a Nevanlinna-Herglotz function satisfying
|F (z)| ≤ M
Im(z)
, z ∈ H+, (3.7)
then the integral representation is reduced to
F (z) =
∫
R
1
λ− z dµ, (3.8)
for some ﬁnite Borel measure µ satisfying µ(R) ≤M .
Definition 3.12 Given a Borel measure µ, the corresponding Borel transform F (z) of
µ is F (z) =
∫
R(λ− z)−1dµ.
Theorem 3.13 (Stieltjes' inversion formula) Let F (z) be the Borel transform of a
Borel measure µ. The measure of an interval (λ1, λ2] with respect to µ is
µ((λ1, λ1]) = lim
δ→0
lim
→0
1
pi
∫ λ2+δ
λ1+δ
Im(F (λ+ i)) dλ. (3.9)
Now, we are ready to prove the spectral theorem.
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Theorem 3.14 (The spectral representation of a self-adjoint operator A) Given a
self-adjoint operator (A,DA) on H, there exists a unique projection-valued measure PA
such that
A =
∫
R
λ dPA.
Proof. Deﬁne fw(z) : ρ(A)→ C by
fw(z) := 〈RA(z)w,w〉.
The function fw(z) is an analytic function by lemma 2.17. It maps H
+ to itself because
2i Im(fw(z)) = fw − fw = 〈RA(z)w,w〉 − 〈RA(z)w,w〉
= 〈(RA(z)−RA(z)∗)w,w〉 = 〈(RA(z)−RA(z)w,w〉
= 〈(z − z)RA(z)RA(z)w,w〉 = 2i Im(z)〈RA(z)RA(z)∗w,w〉
= 2i Im(z)‖RA(z)w‖2.
Here, the ﬁrst resolvent formula in theorem 2.17 is applied. From corollary 2.26, we use
that RA(z)
∗ = RA(z). Corollary 2.26 also gives a bound for fw(z), that is,
fw(z) ≤ ‖RA(z)‖‖w‖2 ≤ |Im(z)|−1‖w‖2. (3.10)
So the Nevanlinna-Herglotz function fw(z) satisﬁes condition (3.7) of theorem 3.11. This
implies that fw(z) is a Borel transform of a ﬁnite Borel measure µw. Using theorem
3.13, we can determine µw completely via its distribution. The measure µw is called
the spectral measure corresponding to w. Let u, v ∈ H. To generalize, we deﬁne the
complex measure µ(u,v) via the polarization formula
µ(u,v) =
1
4
(µu+v + µu−v + iµu−iv − iµu+iv).
The quadratic form fw(z) corresponds to the sesquilinear form
〈RA(z)u, v〉 =
∫
R
1
λ− z dµ(u,v).
Let B be a Borel set. The function
s(u, v) :=
∫
R
χB(λ) dµ(u,v), u, v ∈ H
is a bounded sesquilinear form on H2. By theorem 2.9, the function s(u, v) corresponds
to a bounded linear operator P (B), which relates to s by 〈P (B)u, v〉 = s(u, v). We
create the map PA : B → L(H) by letting PA(B) = P (B) and claim that PA(B) is a
projection for each B. To prove this, ﬁrst we have to show that
dµ(w,RA(z)∗w) = (λ− z)−1dµ(w,w) = (λ− z)−1dµw.
This is done via an application of lemma 2.17 and the following calculation∫
R
1
λ− z1dµ(w,RA(z2)∗w)(λ) = 〈RA(z1)w,RA(z2)
∗w〉 = 〈RA(z1)RA(z2)w,w〉
=
1
z1 − z2 〈(RA(z1)−RA(z2))w,w〉
=
1
z1 − z2
(∫
R
1
λ− z1dµw −
∫
R
1
λ− z2dµw
)
=
∫
R
1
λ− z1
1
λ− z2 dµw(λ).
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We apply the above to see that∫
R
1
λ− z dµ(P (B)w,w) = 〈RA(z)P (B)w,w〉 = 〈P (B)w,RA(z)
∗w〉
=
∫
R
χB(λ) dµ(w,RA(z)∗w) =
∫
R
1
λ− zχB(λ) dµw,
which implies that dµ(P (B)w,w) = χB(λ)dµw. So
〈P (B)2w,w〉 =
∫
R
χB(λ) dµ(P (B)w,w)(λ) =
∫
R
χB(λ)
2 dµw(λ)
=
∫
R
χB(λ) dµw(λ) = 〈P (B)w,w〉.
Once again, theorem 2.9 implies that P 2(B) = P (B) for all Borel sets B. Since the
spectral measure µw corresponding to w ∈ H is real-valued, we make the following
observation
〈P (B)w,w〉 =
∫
R
χB(λ)dµw =
∫
R
χB(λ)dµw = 〈P (B)w,w〉.
Using the polarization formula, we arrive at the equality 〈P (B)u, v〉 = 〈u, P (B)v〉, for
all u, v ∈ H. We conclude that the operator P (B) = PA(B) is indeed a projection for
each B ∈ B.
To show that PA(R) = 1, we note that PA(R)2 = PA(R) implies PA(R)u = u for all
u ∈ Ran(PA(R)). Furthermore, if v ∈ (Ran(PA(R)))⊥, then
〈v, u〉 = 〈v,PA(R)w〉 = 〈PA(R)v, w〉 = 0,
for all w ∈ H. This implies that PA(R)v = 0. Suppose v ∈ Ker(PA(R)). This gives
0 = 〈PA(R)v, v〉 = µv(R),
which in turn implies
fv(z) = 〈RA(z)v, v〉 =
∫
R
1
λ− z dµv = 0.
SinceRA(z) is a bijective bounded operator, this gives v = 0. The subspace (Ran(PA(R)))⊥ ⊂
Ker(PA(R)) = {0} implies that Ran(PA(R)) is dense. Hence, the equality PA(R)u = u
holds for all u ∈ H.
We want to show the σ-additivity of PA. Let {Bk}∞k=1 be a sequence of Borel sets
with the property Bk ∩ Bj = ∅ for k 6= j. The quadratic forms of PA(∪nk=1Bk) and∑∞
k=1 PA(Bk) coincide because〈
PA
(
∪∞k=1 Bk
)
w,w
〉
= µw
(
∪∞k=1 Bk
)
=
∞∑
k=1
µw(Bk) =
〈 ∞∑
k=1
PA(Bk)w,w
〉
, w ∈ H.
By theorem 2.9, we conclude that these two operators are equal.
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In summary, the resolvent RA(z) has the quadratic form
〈RA(z)w,w〉 = fw(z) =
∫
R
1
λ− z dµw, w ∈ H,
via which we have been able to deﬁne a projection-valued measure PA. Let F be the
associated operator-valued map to PA. We represent the resolvent RA(z) as
RA(z) =
∫
R
1
λ− z dPA = F
( 1
λ− z
)
.
For each z ∈ ρ(A), the operator F((λ− z)−1) has the inverse F(λ− z). Naturally, the
given self-adjoint operator (A,DA) has the representation
A = F(λ) =
∫
R
λ dPA.
This representation is unique because each self-adjoint operator (A,DA) has a unique
resolvent RA(z). The class of measures {µw}w∈H is uniquely deﬁned by the integral
representation of the quadratic form of RA(z). Finally, the projection-valued measure
PA is uniquely determined by this special class of measures.
3.4 The spectral decomposition (or the L2 spectral repre-
sentation)
Recall that a unitary operator is a bijective operator which preserves the norm. A sym-
metric matrix A in example 1.1 can written as T−1DT , where T is a unitary matrix
and D a diagonal matrix. This is a consequence of the spectral theorem. The matrix
A is said to be unitarily equivalent to the matrix D. In this section, we will show that
a self-adjoint operator (A,DA) is unitarily equivalent to a multiplication operator. In
the next section, we will discuss more on multiplication operators.
Definition 3.15 (Multiplication operator) Let M(x) : R → R be a Borel-measurable
function which is bounded on every bounded subset of R. A multiplication operator
(M,DM ) is an operator deﬁned on the Hilbert space L
2(R, dµ) and it is given by
Mf := M(x)f(x), DM = {f ∈ L2(R, dµ)
∣∣∣Mf ∈ L2(R, dµ)}.
Definition 3.16 (Unitary equivalence) Let (A,DA) and (B,DB) be operators in HA
and HB respectively. These operators are said to be unitarily equivalent if there exists
a unitary operator T : HB → HA such that
TA = BT and DA = DT−1B.
Let (A,DA) be a self-adjoint operator and PA the associated projection-valued mea-
sure to (A,DA). The desired operator U should give the associations
Aw =
(∫
R
λdPA
)
w 7→ λw,
F(g)w =
(∫
R
g(λ)dPA
)
w 7→ g(λ)w,
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where g is a real-valued Borel function. Let us examine which domain the operator U
should have, if it is well-deﬁned and if it is a unitary operator.
Let w ∈ H and µw be the spectral measure associated to w. Let g be a Borel function
such that g ∈ L2(R, dµw). We denote the norm in L2(R, dµw) by ‖.‖w. We have
‖F(g)w‖2 = 〈F(g)w,F(g)w〉 = 〈F(g)F(g)∗w,w〉
= 〈F(g)F(g)w,w〉 = 〈F(g g)w,w〉
=
∫
R
|g|2 dµw = ‖g‖2w.
(3.11)
The operator U is norm-preserving if it maps the element F(g)w ∈ H to g ∈ L2(R, dµw).
Suppose U(F(g)w) = U(F(h)w) for some g, h ∈ L2(R, dµw). By eq. (3.11), we have
‖g‖w = ‖h‖w. Consequently, g = h µw-a.e. and our construction of L2(R, dµw) guar-
antees that g = h. This means that the operator U is well-deﬁned. Also, eq. (3.11)
suggests the following domain for U
Hw = {F(g)w
∣∣∣ g ∈ L2(R, dµw)},
where w ∈ H is ﬁxed. Let us denote U by Uw.
Let f be any real-valued Borel function such that f ∈ L2(R, dµw). Recall that
we want to show the unitary equivalence between the operator (F(f), DF(f)) and the
multiplication operator (f,Df ), that is, Uw(F(f)v) = fU(v) for all v ∈ Hw. One
problem is that we do not know what F(f)v is for v ∈ Hw. The following lemma will
be helpful.
Lemma 3.17 Let f be a Borel function such that f ∈ L2(R, dµw). The linear subspace
Hw reduces (F(f), DF(f)), that is,
F(f)PHw
∣∣∣
DF(f)
= PHwF(f),
where w ∈ H and PHw is the projector as in (2.23).
Proof. Suppose f is a bounded Borel function. Any u ∈ DF(f) = H can be decomposed
as
u = PHwu+ u
⊥ = F(h)w + u⊥,
for some h ∈ L2(R, dµw). We consider F(f)u⊥ on the set
{F(k)w
∣∣∣ k ∈ L2(R, dµw) and k is bounded},
which is dense in Hw. Applying lemma 3.7 on the bounded functions f and k, we see
that
〈F(f)u⊥,F(k)w〉 = 〈u⊥,F(f∗k)w〉 = 0,
which implies F(f)u⊥ = 0. To sum it up,
PHwF(f)u = PHwF(f)F(h)w = F(f)PHwu, u ∈ H,
31
which is what we want to show.
Suppose f is unbounded. We consider the sequence {fn}∞n=1, where fn = fχCn and
Cn = {λ ∈ R
∣∣∣ |f(λ)| < n}. Let u ∈ DF(f). For each n, it is easy to show that the
element F(χCn)PHwu belongs to DF(f). Since fn is bounded for each n, we have
PHwF(fn)u = F(fn)PHwu
⇔ PHwF(f)F(χCn)u = F(f)F(χCn)PHwu.
(3.12)
We obtain the limits
lim
n→∞F(χCn)PHwu = PHwu,
lim
n→∞F(f)F(χCn)PHwu = PHwF(f)u.
The second limit is obtained by using eq. (3.12). Since (F(f), DF(f)) is closed, we have
PHwu ∈ DF(f) and PHwF(f)u = F(f)PHwu, for all u ∈ DF(f).
An implication of this lemma is that the projector PHw restricted on DF(f) has the
range
Hw ∩Df = {F(g)w
∣∣∣ fg ∈ L2(R, dµw)},
which means F(fg)w = F(f)F(g)w, even for unbounded functions f and g. The
operator Uw : Hw → L2(R, dµw) is a unitary operator because its range is the whole
L2(R, dµw). It also satisﬁes
UwF(f)
∣∣∣
Hw
= fUw,
where f represents to multiplication operator (f,Df ) and f ∈ L2(R, dµw).
The subspace Hw is called a cyclic subspace of H generated by w. If Hw = H, then
the vector w is called cyclic and our aim is achieved. In a ﬁnite-dimensional Hilbert
space, a cyclic subspace generated by w has the linear span {Akw}mk=0 for some m, as
illustrated in the following example.
Example 3.18 Suppose A ∈ Sym(R2) is given by A =
[
0 1
0 0
]
. A cyclic subspace
Hv generated by v =
[
0
1
]
has the linear span
{[0
1
]
,
[
1
0
]}
. This can be shown by the
calculation
v =
[
0
1
]
, Av =
[
1
0
]
, A2v =
[
0
0
]
, A3v =
[
0
0
]
, ...
Hence, Hv = H and v is a cyclic vector.
We might ask what connection cyclic subspaces have with the eigenspaces when H
is ﬁnite-dimensional. The generalization of eigenspaces are the generalized eigenspaces.
It can be shown that a generalized eigenspace is a direct sum of cyclic subspaces. See
[8] for further information.
Suppose Hw 6= H. The following theorem gives the existence of a spectral basis.
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Theorem 3.19 (Spectral decomposition) Given a self-adjoint operator (A,DA) and
the associated projection-valued measure PA, there is a countable sequence {vn}n∈J in
H such that ‖vn‖ = 1 for all n ∈ J , vn ⊥ vm for n 6= m and H = ⊕n∈JHn, where each
Hn is the cyclic subspace {F(g)vn
∣∣∣ g ∈ L2(R, dµvn}. The sequence {vn}n∈J is called a
spectral basis. In addition, there is a corresponding unitary operator
U : H → L2(J × R, dµ),
where J ⊂ N, such that for any Borel function g, the following equality holds on DF(g)
UF(g) = gU. (3.13)
The range of UF(g) is DF(g).
Proof. By theorem 2.5, there is an ON-basis for the separable Hilbert space H. Let
{v′n}n∈J ′ be an ON-basis. Consider v′1 and the cyclic linear subspaceH1 = {F(g)v1
∣∣ g ∈
L2(R, dµv′1)}. Let v′1 = v1. If H1 = H, we are done. If not, there exists a smallest j ∈ J ′
such that v′j /∈ H1. We project v′j on H⊥1 and let the resulting vector be v2. We consider
the subspaceH2 = {F(g)v2
∣∣ g ∈ L2(R, dµv2}. We claim that the subspaceH2 is entirely
contained in H⊥1 . Indeed, for any bounded Borel function f , we have fg ∈ L2(R, dµv1)
for all g ∈ L2(R, dµv1) and
〈F(g)v1,F(f)v2〉 = 〈F(fg)v1, v2〉 = 0
By denseness of the set
{F(g)v2 | g ∈ L2(R, dµv2) and g is bounded}
in H2, the above holds for unbounded Borel function f . If H2 = H
⊥
1 , we are done. If
not, there exists a smallest k ∈ J ′ such that v′k /∈ H1⊕H2. Repeating the above process,
we obtain a vector v3 from v
′
k and the corresponding subspace H3 is entirely contained
in (H1 ⊕H2)⊥.
On each Hn, the spectral measure µvn is bounded by µvn ≤ ‖vn‖2 = 1. On the
measurable space (J × R, 2J ×B), deﬁne the measure µ in the following way
µ(C) =
∞∑
n=1
µn(Cn)
2n
, B ∈ B,
where C ∈ 2J × B and Cn = {λ ∈ R | (n, λ) ∈ C}. The unitary operator U : H →
L2(J × R, dµ) has the restriction
U
∣∣
Hn
= Uvn : Hn → L2({n} × R, dµ) ' L2(R, dµvn),
which exists for each n.
3.5 The spectrum of a self-adjoint operator
Since each self-adjoint operator (A,DA) is unitarily equivalent to a multiplication op-
erator (f,Df ) with f ∈ L2(R, dµ), where µ is as in theorem 3.19, we are motivated to
study the spectrum of a multiplication operator.
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Let (M,DM ) be a multiplication operator in some Hilbert space L
2(X, dµˆ), where
X is a Borel set of B or BN . Recall that the associated function M(x) is bounded on
any bounded subset of X. The essential range of M(x), denoted by ER(M), is a set of
λ ∈ R such that
µˆ
({x ∈ X ∣∣∣ |M(x)− λ| < }) > 0, ∀ > 0.
We will also consider the following restriction of the domain DM
DM ∩ L2c(X, dµˆ) = DM ∩ {f ∈ L2(X, dµˆ)
∣∣∣ f has compact support in X}.
Lemma 3.20 The following statements apply to any multiplication operator (M,DM ).
(1) (M,DM ∩ L2c(X, dµˆ)) is essentially self-adjoint and (M,DM ) is self-adjoint,
(2) σ(M) = ER(M),
(3) Rz(M)f = (M(x)− z)−1f(x).
Proof. (1) Clearly, DM is dense and (M,DM ) is symmetric. For z /∈ R, we deﬁne the
multiplication operator
RM (z)f := (M(x)− z)−1f(x). (3.14)
It is elementary to verify that RM (z) is the inverse of (M − z). The operator RM (z) is
bounded because (M(x)−z)−1 is bounded on E. By lemma 2.17, the operator (M,DM )
is closed. We have 〈(M ± i)h, f〉 = 0 for all h ∈ DM , which shows that the deﬁniency
indices n± of (M,DM ) are both 0. So (M,DM ) is self-adjoint.
For each f ∈ DM , let fn = fχ[−n,n]. The sequence {fn}n is in DM ∩ L2c(X, dµˆ)
and it is bounded by f . By the dominated convergence theorem, ‖fn − f‖ → 0 and
‖Mfn −Mf‖ → 0, as n → ∞. This shows that (M,DM ) is contained in the closure
of (M,DM ∩ L2c(X, dµˆ)). By the maximality of a self-adjoint operator, the closure of
(M,DM ∩ L2(X, dµˆ)) must be (M,DM ).
(2) Suppose λ /∈ ER(M). Deﬁne the operator RM (λ) as in eq. (3.14). It is easy to
verify that this is the inverse of the operator (M − λ). By deﬁnition, there exists  > 0
such that
µˆ
({x ∈ E ∣∣∣ |M(x)− λ| < }) = 0
⇔ µˆ({x ∣∣∣ |M(x)− λ|−1 > −1}) = 0.
This means that the function (M(x)− λ)−1 is bounded by −1 µˆ-a.e.. So the operator
RM (λ) is bounded and λ /∈ σ(M).
Suppose λ ∈ ER(M). For each  > 0, we deﬁne the sets Sk by
Sk = {x ∈ E
∣∣∣ |a(x)− λ| < 2−k}.
By deﬁnition of essential range, we have µ(Sk) > 0 for all k > 0. Let {φk}k≥0 be a
sequence deﬁned by
φk =
χSk
µ(Sk)1/2
and ‖φk‖ = 1,
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for all k > 0. We have
‖(M − λ)φk‖2 =
∫
E
|(M(x)− λ)φk|2 dµ ≤ 2−k.
This shows that the operator (M − λ) cannot have bounded inverse because in that
case, we have the contradiction
1 = ‖φk‖2 ≤ ‖Rλ(M)‖‖(M − λ)φk‖ → 0, m→∞.
(3) This is implied by (1) and (2).
We deﬁne the growth point of a Borel measure ν by
σ(ν) = {λ ∈ R
∣∣∣ ν(λ− , λ+ ) > 0, ∀ > 0}.
Suppose we have a self-adjoint operator (A,DA). Theorem 3.19 gives us a spectral basis
{vn}n∈J , where J is some countable index set. The best way to study the spectrum
of (A,DA) is to consider the maximal spectral measure µv˜ associated to the maximal
spectral vector v˜, which is
v˜ =
∑
n∈J
vn
2n
.
Any spectral measure µu associated to u ∈ H is absolutely continuous with respect to
µv˜. See [10, p.105] for further details on this. As we might suspect, the maximal spectral
measure µv˜ contains all information about the spectrum of σ(A). See [10, p.101] for a
proof of the following theorem.
Theorem 3.21 Let (A,DA) be self-adjoint. Then σ(A) = σ(µv˜), where µv˜ is the
maximal spectral measure. In general, if g is a real-valued Borel-function, σ(F(g)) =
σ(µ∗) where µ∗(B) = µv˜(m−1(B)), for all B ∈ B.
A spectrum might consist of discrete points, an interval or even a Cantor set. We
would like to decompose the spectrum into sets of points with similar character. The
reﬁned Lebesgue decomposition theorem decomposes µ uniquely into
µ = µs + µa = (µsc + µpp) + µa,
where µs is singular and µa is absolutely continuous with respect to the Lebesgue mea-
sure µλ. The singular part µs can be decomposed further into µsc and µpp, which
corresponds to a continuous distribution and a step function respectively.
We can write H as H = Ha ⊕Hsc ⊕Hpp, where
Ha = {v ∈ H | µv is absolutely continuous w.r.t. µλ}
Hsc = {v ∈ H | µv is singularly continuous w.r.t. µλ}
Hpp = {v ∈ H | µv is pure point}.
See [10, p.106] for a proof of this. The spectrum of (A,DA) is the union of the
absolutely continuous, singularly continuous and pure point spectrum.
σa(A) = σ
(
A|Ha
)
, σsc(A) = σ
(
A|Hsc
)
, σpp(A) = σ
(
A|Hpp
)
.
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Corollary 3.22 σa(A) = σ(µa), σsc(A) = σ(µsc) and σpp = σ(µpp).
Proof. This follows from theorem 3.21 and the decomposition of µ.
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4 Sturm-Liouville operators
4.1 Deﬁnition, symmetric restrictions and the adjoint
We will only study the normal Sturm-Liouville operators, which have the form
L := − d
2
dx2
+ q(x),
where q ∈ L1loc(I, dx) and I = (a, b) is an open interval of R with −∞ ≤ a < b ≤ ∞.
The operator L acts on the Hilbert space L2(I, dx), deﬁned as in example 2.3 with the
Lesbegue measure. The maximal domain for L is
DL = {f ∈ L2(I, dx)
∣∣ f, f ′ ∈ ACloc(I) and Lf ∈ L2(I, dx)}.
We want to investigate on which subspaces ofDL the operator L becomes symmetric.
Let (c, d) ⊂ I. Since q(x) ∈ L1((c, d), dx), we have
〈Lf, g〉 =
∫ d
c
(Lf)g dx =
∫ d
c
(
− f ′′ + q(x)f(x)
)
g(x) dx
= −Wc(f, g) +Wd(f, g) +
∫ d
c
f(x)
(
− g(x)′′ + q(x)g(x)
)
dx
= −Wc(f, g) +Wd(f, g) + 〈f, Lg〉,
where Wy(h, k) is the Wronskian determinant (or Wronskian), that is,
Wy(h, k) = h(y)k
′(y)− h′(y)k(y).
The Wronskian determinant at the endpoints a and b of the interval I is deﬁned by
Wa(f, g) = lim
c→aWc(f, g), c ∈ I
Wb(f, g) = lim
d→b
Wd(f, g), d ∈ I
Clearly, the condition for the operator (L,DL) to be symmetric is given by
Wa(f, g)−Wb(f, g) = 0. (4.1)
Denote the set of functions with compact support in I by Ic. If f, g ∈ Ic, the Wronskian
determinant vanishes at both endpoints. Deﬁne the restriction (H,DH) of the operator
(L,DL)
H := L
∣∣
DH
and DH := DL ∩ Ic. (4.2)
Clearly, (H,DH) is symmetric. The closure of this operator is naturally (H,DH) with
DH = {f ∈ DL |Wa(f, g) = Wb(f, g) = 0, ∀g ∈ DL},
which we will prove later on.
We want to compute the adjoint of (H,DH). To do this, we need some basic results
from linear functional analysis and ordinary diﬀerential equations. See [10, pp.182-184]
for proofs.
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Theorem 4.1 Let V be a vector space and L, l1, ..., ln are linear functionals deﬁned
on all of V , such that
n⋂
k=1
Ker(lk) = Ker(L),
then L =
∑n
k=1 aklk for some ak ∈ C.
Theorem 4.2 Given a function g ∈ L1loc(I), there exists a unique solution f to the
equation
(L− z)f = g, z ∈ C, (4.3)
such that f, f ′ ∈ ACloc(I) and f satisﬁes the initial conditions
f(c) = α, f ′(c) = β, (4.4)
for some α, β ∈ C and some c ∈ I.
Fix z ∈ C and let g in theorem 4.2 be constantly 0 and choose
(u1(c), u
′
1(c) = (α1, β1), (u2(c), u
′
2(c) = (α2, β2),
where (α1,2, β1,2) are linearly independent vectors in C. By theorem 4.2, there are
unique solutions u1 and u2, which are ACloc(I). The Wronskian is constant on I, that
is, Wx(u1, u2) = C, for all x ∈ I and for some non-zero C. Furthermore, u1 and u2
can be chosen so that C = 1. To simplify, we set Wx(u1, u2) = W (u1, u2) = 1. The
Wronskian determinant W (u1, u2) = 0 if and only if u1,2 are linearly dependent [10,
p.182].
We can use the solutions u1,2 to construct solutions to eq. (4.3) with non-zero g.
Lemma 4.3 Let u1,2 be linearly independent solutions to (L − z)u = 0 such that
W (u1, u2) = 1. Any solution to (L− z)f = g can be written as
f(x) = u1(x)
(
C1 +
∫ x
c
u2g dy
)
+ u2(x)
(
C2 −
∫ x
c
u1g dy
)
, (4.5)
for some C1, C2 ∈ C.
Proof. Let g ∈ L1loc(I, dx). It is easily veriﬁed that f(x) as given in eq. (4.5) is a solution
of eq. (4.3). We diﬀerentiate eq. (4.5) and obtain
f ′(x) = u′1(x)
(
C1 +
∫ x
c
u2g dy
)
+ u′2(x)
(
C2 −
∫ x
c
u1g dy
)
, (4.6)
which shows that f, f ′ ∈ ACloc(I).
Let f˜ be another solution to eq. (4.3) satisfying the initial conditions (f˜(c), f˜ ′(c)) =
(α, β) and f˜ , f˜ ′ ∈ ACloc(I). Inserting c in eq. (4.5) and (4.6), we have
f(c) = u1(c)C1 + u2(c)C2, f
′(c) = u′1(c)C1 + u
′
2(c)C2.
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The pair (C1, C2) can be solved from the following system, so that f(x) has inital
conditions (α, β) (
u1(c) u2(c)
u′1(c) u′2(c)
)(
a
b
)
=
(
α
β
)
The pair (C1, C2) is unique since the determinant of the square matrix above isW (u1, u2) =
1 6= 0. By theorem 4.2, we have f˜ = f . We conclude that any solution to (L− z)f = g
is given by eq. (4.5).
In the following theorem, we ﬁnd out that the adjoint of (H,DH) is actually (L,DL).
Theorem 4.4 The following statements are true for the operator (H,DH).
(1) (H∗, D∗H) = (L,DL).
(2) DH is dense in DL.
(3) The closure (H,DH) of (H,DH) has the domain
{f ∈ DL |Wa(f, g) = Wb(f, g) = 0, ∀g ∈ DL}. (4.7)
Proof. (1) Suppose h ∈ DL. We haveWb(f, h)−Wa(f, h) = 0, for all f ∈ DH = Ic∩DL.
It follows from the deﬁnition of D∗H that h ∈ D∗H .
Suppose h ∈ D∗H . We want to prove that h ∈ DL. By deﬁnition, there exists a
k ∈ L2(I, dx) such that 〈Lf, h〉 = 〈f, k〉, for all f ∈ DH . Using theorem 4.2, we can ﬁnd
a solution h˜ so that Lh˜ = k. After integration by parts, we have
〈Lf, h〉 = 〈f, k〉 ⇔ 〈Lf, h〉 = 〈f, Lh˜〉 ⇔
∫
I
(h− h˜)L(f) dx = 0. (4.8)
Let u1,2 be some linearly independent solutions to Lu = 0 with W (u1, u2) = 1. Deﬁne
the linear functionals
l(g) := 〈g, h− h˜〉, l1(g) := 〈g, u1〉, l2(g) := 〈g, u2〉,
on L2c(I, dx). Note that the image of L on DH is contained in Ker(l) by eq. (4.8), that is,
l(Lg′) = 0 for all g′ ∈ DH . Let g ∈ Ker(l1) ∩Ker(l2). Using eq. (4.5), we can construct
f so that Lf = g. The function f is given by
f(x) = u1(x)
∫ x
a
u1(y)g(y) dy + u2(x)
∫ b
x
u2(y)g(y) dy.
Here, C1 = 0 and C2 = 0. Since g ∈ Ic, we have f ∈ Ic. By theorem 4.2, f and f ′ are
ACloc(I), so f ∈ DH . Replacing g by Lf in eq. (4.8), we have g ∈ Ker(l). By theorem
4.1, we conclude
l(g) = (a1l1 + a2l2)(g)
= 〈g, a1u1 + a2u2〉, ∀g ∈ L2c(I, dx)
⇔ h− h˜ = a1u1 + a2u2
The function h ∈ D∗H by assumption, which implies h ∈ L2(I, dx). By theorem 4.2,
the functions u1,2, u
′
1,2, h˜, h˜
′ ∈ ACloc(I). This implies that h, h′ ∈ ACloc(I). Finally,
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Lh = L(h˜ + a1u1 + a2u2) = k, which by deﬁnition is in L
2(I, dx). We conclude that
h ∈ DL.
(2) We will show that D⊥H = {0}. On the contrary, suppose that there exists a
non-zero element k0 ∈ D⊥H . For each h ∈ D∗H , we have
〈Lf, h〉 = 〈f, k〉 = 〈f, k〉+ 〈f, k0〉 = 〈f, k + k0〉,
for all f ∈ DH . Similarly to (1), we write k = Lh1 and k + k0 = Lh2. Also, writing
h− h1 = a1u1 + a2u2 and h− h2 = b1u1 + b2u2 gives
L(h− h1) = L(a1u1 + a2u2) = 0 = L(b1u1 + b2u2) = L(h− h2)
⇔ L(h1 − h2) = 0
⇔ k = k + k0,
which contradicts the assumption that k0 is non-zero.
(3) Let D = {f ∈ DL | Wa(f, g) = Wb(f, g) = 0,∀g ∈ DL}. Clearly, D ⊂ DH .
Since (H,DH) is symmetric, its closure (H,DH) is symmetric by lemma 2.15. Fixing
f ∈ DH , by eq. (4.1), we have
Wb(f, h)−Wa(f, h) = 0, ∀h ∈ DH
By denseness ofDH inDL, the above equation holds for all h ∈ DH as well. Each h ∈ DL
can be replaced by h˜ ∈ DL, such that h˜ equals h near a and vanishes completely near
b. We have
Wb(f, h˜)−Wa(f, h˜) = 0 = −Wa(f, h).
Similarly, Wb(f, h) = 0, for all h ∈ DL. This shows that f ∈ D.
The self-adjoint extension of (H,DH) is a symmetric extension between (H,DH) and
(L,DL). Next, we study the Wronskian determinants to help formulate a self-adjoint
extension.
4.2 Limit circles and limit points
We see that the Wronskian determinants at the endpoints dictates how the operator
(L,DL) behaves. In this section, we deduce a useful classiﬁcation of the Sturm-Liouville
operators in terms of endpoint behaviors.
Lemma 4.5 If there exists a v ∈ DL such that Wa(v, v) = 0 and Wa(v, h) 6= 0 for
some h ∈ DL, the following statements are true for all f, g ∈ DL.
(1) Wa(v, f) = Wa(v, g) = 0⇒Wa(f, g) = 0,
(2) Wa(v, f) = 0⇔Wa(v, f) = 0.
Proof. It is easy to verify the following identity
Wx(f1, f2)Wx(f3, f4)−Wx(f1, f3)Wx(f2, f4) +Wx(f1, f4)Wx(f2, f3) = 0, (4.9)
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for all fj ∈ DL, j = 1, ...4 and x ∈ I. This also holds when x→ a.
(1) Let f1 = v, f2 = f, f3 = g and f4 = h in the above identity to deduce the
implication.
(2) It is easy to verify that Wx(v, f) = Wx(v, f). Let f1 = v, f2 = f, f3 = f and
f4 = v in the above identity. We get
Wx(v, f)Wx(v, f) = Wx(v, f)Wx(v, f)
Wx(v, f) Wx(v, f) = Wx(v, f) Wx(v, f).
This proves the statement.
This lemma motivates us to characterize an endpoint a in the following way.
Definition 4.6 (Limit circle and limit point) The operator (L,DL) is a limit circle
(l.c.) at an endpoint a if there exists a v ∈ DL such that Wa(v, v) = 0 and Wa(v, h) 6= 0
for some h ∈ DL. Otherwise, (L,DL) is said to be a limit point (l.p.) at a, that is, for
all v ∈ DL such that Wa(v, v) = 0, we have Wa(v, f) = 0 for all f ∈ DL.
A special case of (L,DL) being l.c. at an endpoint a is when the operator (L,DL)
is regular at a, that is, when a is ﬁnite and q ∈ L1((a, c), dx). The endpoint a is said to
be regular. The Wronskian determinant is then easy to compute:
Wa(v, f) = v(a)f
′(a)− f(a)v′(a).
We can choose any real-valued v such that (v(a), v′(a)) 6= (0, 0) to meet the demand of
the deﬁnition.
Let u1,2 be solutions to Lu = 0 with W (u1, u2) = 1. We import the notations
BC1x(f) = Wx(u1, f), BC
2
x(f) = Wx(u2, f).
Corollary 4.7 Suppose (L,DL) is l.c. at a. Let v be as in deﬁnition 4.6. Then
Wa(v, f) = 0⇔ cos(α)BC1a(f)− sin(α)BC2a(f) = 0, (4.10)
for some α ∈ [0, pi). If (L,DL) is regular at a, then
Wa(v, f) = 0⇔ cos(α)f(a)− sin(α)f ′(a) = 0. (4.11)
Proof. By (2) of lemma 4.5, BC1a(v) and BC
2
a(v) cannot both be 0 because W (u1, u2)
would then be 0. We set
tan(α) = −BC
1
a(v)
BC2a(v)
,
and rewrite BC1a(v) = r sin(α), BC
2
a(v) = r cos(α), where r ∈ R is some normalization
constant. The ﬁrst claim follows from eq. (4.9). When a is regular, u1 and u2 can be
extended continuously to a. Set
(u1(a), u
′
1(a)) = (0,−1) and (u2(a), u′2(a)) = (1, 0)
Clearly, this implies W (u1, u2) = 1, BC
1
a(f) = f(a) and BC
2
a(f) = f
′(a).
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4.3 A self-adjoint extension and the resolvent
We are ready to formulate a self-adjoint extension of (H,DH).
Theorem 4.8 The operator (K,DK) with
K
∣∣∣
DH
:= H and DK := {f ∈ DL
∣∣∣Wa(v, f) = 0 if L l.c. at a
Wb(w, f) = 0 if L l.c. at b},
(4.12)
where v and w are as in deﬁnition 4.6, is a self-adjoint extension of (H,DH).
Proof. First, we show that (K,DK) is symmetric in all cases, that is, (K,DK) satis-
ﬁes the condition given in eq. (4.1). Suppose (L,DL) is l.c. at a. By lemma 4.5, we
have Wa(f, g) = 0 for all f, g ∈ DK . If (L,DL) is l.c. at b, we have Wb(f, g) = 0
for all f, g ∈ DK . If (L,DL) is l.p. at b, for any f in DL, we have by deﬁnition
Wb(Re(f), g) = 0 and Wb(Im(f), g) = 0 for all g ∈ DL. In either cases, we obtain
Wa(f, g) = Wb(f, g) = 0, for all f, g ∈ DK . We repeat the argument for the case when
(L,DL) is assumed to be l.p. at a.
Next, we show that D∗K ⊂ DK . Assume (L,DL) is l.c only at a or at both a and b.
Let f ∈ D∗K . Since (K,DK) is symmetric, we must have
Wb(g, f)−Wa(g, f) = 0, ∀g ∈ DK .
Similar to part (3) of theorem 4.4, we deduce that Wb(g, f) = 0 = Wa(g, f). In par-
ticular, the functions v and w can be modiﬁed so that v, w ∈ DK . By lemma 4.5, we
arrive at Wa(v, f) = Wb(w, f) = 0. So f ∈ DK . If (L,DL) is l.p. at a and b, we have
(K,DK) = (L,DL) = (H
∗, D∗H).
Using lemma 4.7, we can ﬁgure out how the domain DK looks like for diﬀerent types
of (L,DL). For instance, if (L,DL) is l.c. at a and l.p at b, the domain DK is equivalent
to
{f ∈ DL | cos(α)BC1a(f)− sin(α)BC2a(f) = 0, α ∈ [0, pi)}. (4.13)
The condition for a function f in the above is called the boundary condition (BC). In
general, whenever a function f is said to satisfy BC at an endpoint a, we mean the
condition characterized in terms of BC1,2a (f) for the corresponding type of (L,DL) and
that f is square integrable near a.
The resolvent of the operator (K,DK) is given in the following theorem. See [10,
pp.188-189] for a proof of this theorem.
Theorem 4.9 For each z ∈ ρ(K), the equation (L − z)u = 0 has solutions ua(z, x)
satisfying BC at a if (L,DL) is l.c. at a, and ub(z, x) satisfying BC at b if (L,DL) is
l.c. at b. The resolvent of (K,DK) is
(K − z)−1g(x) =
∫ b
a
G(z, x, y)g(y)dy, (4.14)
where
G(z, x, y) =
1
W (ub(z), ua(z))
·
{
ub(z, x)ua(z, y), x ≥ y,
ua(z, x)ub(z, y), x ≤ y
(4.15)
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A consequence of the above theorem is another equivalent criteria for the l.c. case
at an endpoint.
Theorem 4.10 The operator (L,DL) is l.c. at a if and only if there exists z0 ∈ C,
for which all solutions to (L − z0)u = 0 are square integrable near a. If (L,DL) is l.c.
at a, then all solutions to (L− z)u = 0 are square integrable near a for all z ∈ C.
Proof. Suppose all solutions to (L−z0)u = 0 are square integrable near a for some z0 ∈
C. There are two linearly independent solutions u1,2, such that limx→aWx(u1, u2) = 1.
We can ﬁnd u˜1,2 ∈ DL such that u˜1 coincides with u1 near a and u˜2 coincides with u2
near a. We ﬁnd that Re(u˜1) or Im(u˜1) acts as v in deﬁnition 4.6.
Suppose L is l.c. at a. Let v be as in deﬁnition 4.6 and h be such that Wa(v, h) 6= 0.
Choosing any BC for the other endpoint, the functions v and h give rise to two diﬀerent
self-adjoint extensions (Kv, DKv) and (Kh, DKh) of (H,DH). Theorem 4.9 gives the
solutions u
(v)
a (z0, x) and u
(h)
a (z0, x) to (L−z0)u = 0, that satisfy BC for each extensions
for some z0 ∈ ρ(Kv) ∩ ρ(Kh). Also, we have W (u(v)a , u(h)a ) 6= 0 by lemma 4.5, which
implies that u
(v)
a and u
(h)
a are linearly independent. Any other solution to (L− z0)u = 0
is a linear combination of u
(v)
a and u
(h)
a , hence square integrable near a. Note that the
intersection ρ(Kv) ∩ ρ(Kh) contains at least C− R by lemma 2.26.
Let u be a solution to (L − z)u = 0. Let u1,2 be linearly independent solutions of
(L− z0)u = 0. We have
(L− z0)u = (L− z0 + z0 − z)u = (z0 − z)u.
Using lemma 4.3, we express u in terms of u1,2 for a < c < x < b.
u(x) = C1u1(x) + C2u2(x) + (z − z0)
∫ x
c
(
u2(y)u1(x)− u2(x)u1(y)
)
u(y) dy. (4.16)
Estimate
∫ b
c |u1,2(y)|2dy ≤ M for some M > 0 and choose c close to b so that |z −
z0|M2 ≤ 1/4, the Cauchy-Schwarz inequality gives∣∣∣ ∫ c
x
(
u2(x)u1(y)− u2(y)u1(x)
)
u(y) dy
∣∣∣2 ≤ ∫ c
x
|u2(x)u1(y)− u2(y)u1(x)|2dy
∫ c
x
|u(y)|2dy
≤M(|u1(x)|2 + |u2(x)|2)
∫ x
c
|u(y)|2dy
≤M
∫ x
c
(|u1(x)|2 + |u2(x)|2)dx
∫ x
c
|u(y)|2dy
≤ 2M2
∫ x
c
|u(y)|2dy
Integrate both side of eq. (4.16), we have∫ x
c
|u(y)|2dy ≤M(|C1|2 + |C2|2) + 2M2|z − z0|2
∫ x
c
|u(y)|2dy
≤M(|C1|2 + |C2|2) + 1
2
∫ x
c
|u(y)|2dy
⇔
∫ x
c
|u(y)|2dy ≤ 2M(|C1|2 + |C2|2),
for all c ∈ I. Since u ∈ ACloc(I), u is square integrable near a.
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To end this section, we show that (K,DK) is not the only self-adjoint extension for
some BC:s.
Corollary 4.11 The following statements hold for (H,DH).
(1) If (L,DL) is l.c. at both a and b, dim Ker(L+ i) = dim Ker(L− i) = 2.
(2) If (L,DL) is l.c at a and l.p. at b, dim Ker(L+ i) = dim Ker(L− i) = 1.
(3) If (L,DL) is l.p at both a and b, dim Ker(L+ i) = dim Ker(L− i) = 0.
Proof. (1) By theorem 4.10, all solutions to (L − z)u = 0 are square integrable near
both a and b. There are at most two linearly independent solutions, so dim Ker(L+i) =
dim Ker(L− i) = 2.
(2) By theorem 4.9, there is always one solution to (L ± i)u = 0 that is square
integrable near b. This solution belongs to L2(I, dx) because all solutions are square
integrable near a. However, all linearly independent solutions cannot be square inte-
grable near b. So dim Ker(L± i) = 1.
(3) An implication of theorem 4.8 is that the self-adjoint extension (K,DK) equals
(L,DL), which means (L,DL) is self-adjoint if (L,DL) is l.p. at both endpoints. By
theorem 2.24, we have dim Ker(L± i) = 0.
Theorem 2.24 also gives that (H,DH) has inﬁnitely many self-adjoint extensions
in cases (1) and (2). It can be shown that in case (2), all self-adjoint extensions are
characterized by the domain (4.13) parametrized by α ∈ [0, pi). Since the dimension
of Ker(L ± i) is one, all unitary operators from Ker(L − i) to Ker(L + i) are identical
up to a rotation. In case (1), since the dimension is two, completely diﬀerent unitary
operators can be obtained. For example, for case (2), the domain DK has the boundary
conditions
cos(α)BC1a(f)− sin(α)BC2a(f) = 0 and cos(β)BC1b (f)− sin(β)BC2b (f) = 0,
for some α, β ∈ [0, pi). However, we can also have the boundary conditions
BC1a(f) = e
iαBC1b (f) and BC
2
a(f) = e
iαBC2b (f).
The above is a periodic boundary condition. See [10, p.188] for further details.
4.4 Spectral decomposition
In this section, we formulate a spectral mapping U for (K,DK). First, we discuss an
important special case of the resolvent RK(z).
A compact operator maps the unit ball bijectively to a precompact subset. Compact
operators have a bounded pure point spectrum with a unique limit point 0. An impor-
tant subclass of compact operators in L2(M,dµ) are the Hilbert-Schmidt operators,
which are of the form
K(f) =
∫
C
K(y, x)f(x) dx, (4.17)
for some K(x, y) ∈ L2(M2, dµ ⊗ dµ). The function K(x, y) is called the kernel of the
operator. See [10, p.139] for further details.
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Corollary 4.12 If (L,DL) is l.c. at both endpoints, then the resolvent RK(z) is a
Hilbert-Schmidt operator.
Proof. We show that G(z, x, y) ∈ L2(I2, dx ⊗ dy). If L is l.c. at both endpoints, then
ua(z, x) and ub(z, x) belongs to L
2(I, dx) by theorem 4.10.∫
I
∫
I
|G(z, x, y)|2 dxdy =
∫ b
a
(∫ x
a
|ub(x)ua(y)|2 dy +
∫ b
x
|ub(x)ua(y)|2 dy
)
dx
≤
∫ b
a
|ub(x)|2Madx+
∫ b
a
|ua(x)|2Mbdx
≤ 2MaMb,
where Ma = ‖ua‖2 and Mb = ‖ub‖2 in L2(I, dx).
It follows that RK(z) has a bounded countable pure point spectrum if (L,DL) is
l.c. at both endpoints. Consequently, (K,DK) has an unbounded countable pure point
spectrum.
Since (K,DK) has a resolvent which is a Hilbert-Schmidt operator on compact in-
tervals, we propose that the spectral map U in theorem 3.19 takes the form
Uf =
∫ b
a
u(λ, x)f(x) dx,
for some kernel function u(λ, x). We ask ourselves which functions u(λ, x) should be.
If U is a spectral map for the self-adjoint operator (K,DK), we expect the equality
U(Kf) = λ(Uf) by theorem 3.19. To simplify, we consider the restriction Uk := U
∣∣
Hk
with the kernel uk(λ, x) for some k. We have
Uk(Kf)− λUkf =
∫ b
a
uk(λ, x)(K − λ)f(x) dx =
∫ b
a
(K − λ)uk(λ, x)f(x) dx = 0,
for all f ∈ Ic. Hence, the kernel function uk(λ, x) is a solution to (K − λ)u = 0. Let us
formalize this idea.
Theorem 4.13 The spectral map of the operator (K,DK) as in theorem 3.19 has the
form
U : L2(I, dx)→ L2(S × R, dµ),
Uk = U
∣∣
Hk
and Ukf =
∫ b
a
uk(λ, x)f(x)dx
(4.18)
where k ∈ S and the functions uk(λ, x) are solutions to (K − λ)v = 0 for a.e λ ∈ R
such that each uk satisﬁes BC of (K,DK). The integral in eq. (4.18) is∫
I
dx =
∫ b
a
dx = lim
c→a
d→b
∫ d
c
dx,
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where the limits are taken in L2(S × R, dµ). The inverse is given by
U−1k F =
∫
R
uj(λ, x)F (λ) dµ, (4.19)
where F ∈ L2({k} × R, dµ) ' L2(R, dµk) for each k ∈ S. Here, the integral is the limit∫
R
dµ =
∫ ∞
−∞
dµk = lim|R|→∞
∫ |R|
−|R|
dµk
in L2(I, dx).
Proof. In theorem 3.19, the space L2({k} × R, dµ) corresponds to L2(R, dµk). For
simplicity, we will only consider the restriction Uk whose range is treated as L
2(R, dµk),
that is,
Uk := U
∣∣
Hk
: L2(I, dx)→ L2({k} × R, dµ) w L2(R, dµk), k ∈ S.
According to 3.19, Uk satisﬁes
Uk(RK(z)f) = Uk(F((λ− z)−1)f) = 1
λ− zUkf
⇔ Ukf = (λ− z)Uk
(∫ b
a
G(z, x, y)f(y)dy
)
, f ∈ Hk.
Let [c1, d1] be a compact interval such that [c1, d1] ⊂ I. The resolvent RK(z) re-
stricted on [c1, d1] corresponds to the operator RK(z)χ[c1,d1], which has the kernel
G(z, x, y)χ[c1,d1]. The operator RK(z)χ[c1,d1] is compact because with ﬁxed z, its ker-
nel is square integrable on I × I. The spectral map Uk on this restriction is the map
Ukχ[c1,d1],
(
Ukχ[c1,d1]
)
f = Uk
(
χ[c1,d1]f
)
= (λ− z)Uk
(∫ b
a
G(z, x, y)χ[c1,d1]f(y)dy
)
.
This reveals that Ukχ[c1,d1] is a Hilbert-Schmidt operator, for which there is a kernel
u
(1)
k (λ, x) such that(
Ukχ[c1,d1]
)
f =
∫ b
a
u
(1)
k (λ, x)f(x)dx, f ∈ L2(I, dx).
Let [c2, d2] be an interval such that [c1, d1] ⊂ [c2, d2] ⊂ I. The new operator Ukχ[c2,d2]
is a Hilbert-Schmidt operator by the same argument. Moreover, its kernel u
(2)
k (λ, x)
restricted on [c1, d1] coincides with u
(1)
k (λ, x). We iterate this process for sequences
{cj}j and {dj}j such that
[cj , dj ] ⊂ [cj+1, dj+1] ⊂ I, lim
j→∞
cj = a and lim
j→∞
dj = b.
For all functions f ∈ Hk ∩ Ic, there is a kernel uk(λ, x) such that the equality
Ukf =
∫ b
a
uk(λ, x)f(x)dx
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is valid. Since Uk is continuous and functions with compact support are dense on I, we
can extend the above formula for all f ∈ Hk.
Since U is a unitary operator, we have 〈F,Ukg〉 = 〈U−1k F,UkU−1k g〉 = 〈U−1F, g〉,
which gives ∫
R
F (λ)
(∫
I
uk(λ, x)g(x) dx
)
dµ(λ) =
∫
R
(U−1k F )g(λ) dµ(λ).
For functions F ∈ L2(R, dµk) with compact support, we can interchange integrals and
deduce eq. (4.19). Arguing as before, we extend U−1k to all functions in L
2(R, dµk) with
limits taken as in the theorem.
Before, we have arrived at 〈(K − λ)uk(λ, x), f〉 = 0 in L2(I, dx) for all f ∈ DH =
Ic ∩DL and for each ﬁxed λ. Moreover, the equality Uk(Kf) = λUkf holds for almost
every λ ∈ R by theorem 3.14 and all f ∈ DH = Ic ∩ DL. Moreover, we can choose
uk(λ, x) to be ua(λ, x) as in theorem 4.9 for each ﬁxed λ.
In section 3.5, we have mentioned that the spectrum of a self-adjoint operator is the
essential range of the maximal spectral measure µˆ. We will study µˆ for a special case of
(K,DK), in which the endpoint a is regular. It can be shown that any other case can
be reduced to this one. See [10, p.209] for further information.
Lemma 4.7 for regular a gives real-valued solutions v1,2 to (L− z)v = 0 with inital
values
(v1(z, a), v
′
1(z, a)) = (sin(α), cos(α))
(v2(z, a), v
′
2(z, a)) = (cos(α),− sin(α)),
for each z. We let v1 satisfy BC at a. The kernel, say, u1(λ, x) for the spectral map U
restricted onH1 in theorem 4.13 can be rotated for each λ so that u1(λ, x) = γ(λ)v1(λ, x)
with γ(λ) : R→ C. We consider U1 = U : H1 → L2(R, dµ1) and perform the change of
variable v1(λ, x) = γ(λ)
−1u1(λ, x). A new unitary operator is obtained
U˜ : L2(I, dx)→ L2(R, dµ˜), (U˜f)(λ) =
∫
I
v1(λ, x)f(x) dx,
(U˜−1g)(x) =
∫
R
v1(λ, x)g(λ)dµ˜(λ),
where dµ˜ = |γ(λ)|2dµ1. Hence, the study of µˆ can be replaced by µ˜. Note that µ˜
is not necessarily ﬁnite because the scaling factor |γ(λ)|2 is not necessarily a bounded
function. See [10, p.198] for further details.
The function ua(z, x) in theorem 4.9 can be replaced by u1(z, x). The function
ub(z, x) can be expressed by
ub(z, x) = m(z)u1(z, x) + u2(z, x),
where m(z) =
Wa(u2, ub)
Wa(u1, ub)
=
cos(α)u′b(z, a) + sin(α)ub(z, a)
cos(α)ub(z, a)− sin(α)u′b(z, a)
.
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The function m(z) is called the Weyl-Titschmarsh m-function. It is so special because
it is a Nevanlinna-Herglotz function with the imaginary part
Im(m) = Im(z)
∫
I
|ub(z, x)|2 dx. (4.20)
It can be shown that m(z) has the integral representation
m(z) = C +
∫
R
( 1
λ− z −
λ
1 + λ2
)
dµ˜(λ),
for some C ∈ R. Since Im(m(i)) <∞, m(z) in the above is well-deﬁned for z /∈ R. The
Stieltjes inversion formula gives the measure
µ˜((λ1, λ2]) = lim
δ→0
→0
1
pi
∫ λ2+δ
λ1+δ
Im(m(λ+ i)) dλ = lim
δ→0
→0
1
pi
∫ λ2+δ
λ1+δ

(∫
I
|ub(λ+ i, x)|2dx
)
dλ.
We can now extract all spectral information from the measure µ˜. See [10, pp.199201]
for a complete discussion and in particular the proof of eq. (4.20).
4.5 Endpoint characterization depending on q(x)
Let I = (0,∞) and 0 is a regular point. We investigate which functions q(x) ∈ L1loc(I, dx)
makes (L,DL) l.p. at ∞. By theorem 4.10, this is equivalent to considering the square-
integrability of solutions u to the equation Lu = 0 on I. Using that u′ ∈ ACloc(I), we
have
u′(t) = u(t0) +
∫ t
t0
u′′(s)ds = u(t0) +
∫ t
t0
q(s)u(s)ds, (4.21)
Clearly, q(x) dictates how u grows. For example, if q and u has the same sign near ∞,
we see that u /∈ L2(I, dx). It turns out that u /∈ L2(I, dx) for q bounded from below.
Lemma 4.14 If q(x) ≥ 0 on (N,∞) for some N > 0, then the equation Lu = 0 has a
positive increasing solution u on (N,∞). If q(x) ≥ C on (N,∞) for some N > 0 and
C ∈ R, then L is l.p. at ∞.
Proof. The condition q ∈ L1loc(I, dx) implies that q ∈ L1((N,N + k), dx) for some
0 < k <∞, so (L,DL) is regular at N . By corollary 4.7, we can choose a solution u to
(L− z)u = 0 with initial values
u(N) = 0, u′(N) = 1.
The solution u is increasing in a neighborhood of N . Suppose u < 0 on some I ′ ⊂
(N,∞). There is a smallest t0 such that u(t0) = 0. The function u on (N, t0] is non-
negative. On (N, t0], there is a point t
′ such that u′(t′) = 0. Rewriting u′′ = qu and
using that u′ ∈ ACloc(I), we have
u′(t) = 1 +
∫ t
N
q(x)u(x)dx ≥ 1, t ∈ [N, t′).
This contradicts the assumption that u′(t′) = 0. For z = C, we have
(L− C)u = −u′′ + (q(x)− C)u,
where q(x)−C ≥ 0 on (N,∞). There is a positive increasing solution to this equation,
so (L,DL) cannot be a l.c. at ∞.
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Let us investigate the case when q(x) is bounded from below by a negative function.
Theorem 4.15 Let q(x) be a continuous real-valued function on (0,∞). If there is a
positive diﬀerentiable function M(x) such that
(1) q(x) ≥ −M(x);
(2)
∫∞
1 (M(x))
−1/2dx =∞;
(3) |M ′(x)M(x)−3/2| < C near ∞,
then L is l.p. at ∞.
Proof. Let u ∈ L2(I, dx) be a real-valued solution to Lu = 0. For 0 < N < N ′ < ∞,
we have
−C1 := −
∫ ∞
N
u2dx ≤ −
∫ N ′
N
u2dx ≤
∫ N ′
N
q(x)
M(x)
u2dx,
by assumption (1). Writing u′′ = q(x)u(x), we get
−C1 ≤
∫ N ′
N
u′′u
M(x)
dx.
We integrate by parts to obtain
−u
′(x)u(x)
M(x)
∣∣∣N ′
N
+
∫ N ′
N
(u′)2
M(x)
dx−
∫ N ′
N
u′(x)u(x)M ′(x)
M(x)2
dx ≤ C1.
Using (3), the Cauchy-Schwarz inequality and the fact that u ∈ L2((N,∞), dx), we have∫ N ′
N
u′(x)u(x)M ′(x)
M(x)2
dx =
∫ N ′
N
u′(x)u(x)M ′(x)
M(x)3/2
√
M
dx ≤ C
∫ N ′
N
|u′(x)u(x)|√
M
dx
≤ C
(∫ N ′
N
(u′)2
M
dx
)1/2(∫ N ′
N
u2dx
)1/2
≤ C ′
(∫ N ′
N
(u′)2
M
dx
)1/2
For each N ′, we the inequality
−u
′(x)u(x)
M(x)
∣∣∣N ′
N
≤ C1 −
∫ N ′
N
(u′)2
M
dx+ C ′
(∫ N ′
N
(u′)2
M
dx
)1/2
⇔ u
′(x)u(x)
M(x)
∣∣∣N ′
N
≥ −C1 +
∫ N ′
N
(u′)2
M
dx− C ′
(∫ N ′
N
(u′)2
M
dx
)1/2
.
If limN ′→∞
∫ N ′
N
(u′)2
M dx = ∞, then u′(x)u(x) > 0 and u′ and u have the same sign
for large x. But this is not possible because u is square integrable near ∞. So∫∞
N
(u′)2
M dx <∞.
Finally, suppose u1,2 ∈ L2(I, dx) are linearly independent solutions to Lu = 0 with
W (u1, u2) = 1. Then
1
M1/2
=
W (u1, u2)
M1/2
= u1
u′2
M1/2
− u2 u
′
1
M1/2
This implies M−1/2 ∈ L1((N,∞), dx), which contradicts assumption (2). Both u1,2
cannot belong to L2(I, dx) and the claim follows.
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So far, we have compared q(x) with various functions. There are direct statements
about q(x). For that, we need the following result. See [11, p.148] for comments.
Lemma 4.16 Let h ∈ L∞((N,∞), dx) for some N > 0. Then (L,DL) is l.p. at ∞ if
and only if
(Lhf)(x) := − d
2
dx2
f(x) + (q(x) + h)f(x)
is l.p. at ∞.
Lemma 4.17 The operator (L,DL) is l.p. at ∞ for all q ∈ Lr((N,∞)), where N > 0
and 2 ≤ r ≤ ∞.
Proof. We will prove this for r = 2 ﬁrst. Assume there are two square-integrable linearly
independent solutions u1,2 to Lu = 0 with W (u1, u2) = 1. Since u
′′ = qu, we have
u′1,2(t) = u
′
1,2(c) +
∫ t
N
qu1,2 dx, t ∈ (N,∞).
Applying the Cauchy-Schwarz inequality, we get∫ ∞
N
qu1,2 dx ≤
(∫ ∞
N
q2 dx
)(∫ ∞
N
u21,2 dx
)
.
This means u′1,2 is bounded on (N,∞). Since W (u1, u2) = 1, we have
1 = u1u
′
2 − u′1u2 ≤ C(|u1|+ |u2|)
1 ≤ C ′(u21 + u22)
However, this will make 1 ∈ L1((N,∞), dx), which is not true.
Each q ∈ Lr((N,∞) with 2 ≤ r ≤ ∞ can written as
q = qχA + qχAc , where A = {x ∈ (N,∞)
∣∣∣ |q(x)| ≤ C},
for some constant C > 1. Clearly, qχA ∈ L∞((N,∞), dx). Using Hölder's inequality,
we can show that qχAc ∈ L2((N,∞), dx):∫
Ac
|q|2 dx ≤
(∫
Ac
1 dx
)1/p(∫
Ac
(|q|2)r/2 dx
)2/r
= λ(Ac)1/p‖q‖2r ,
where λ is the Lebesgue measure. Suppose λ(Ac) =∞, then∫
Ac
|f |r dx ≥
∫
Ac
Cr dx = Crλ(Ac) =∞,
which implies the contradiction f /∈ Lr((N,∞), dx).
We apply lemma 4.16 to reach the desired conclusion.
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4.6 Examples
4.6.1 q(x) = 0
For q(x) = 0, we have L = − d2
dx2
. We compute the deﬁency indices of (L,DL). The
general solution to (L± i)u = 0 is
(L± i)u = 0⇔ −u′′ ± iu = 0
⇔ u(x) = C1 exp
(1± i√
2
x
)
+ C2 exp
(
− 1± i√
2
x
)
.
So two linearly independent solutions are u+1,2 = exp
(
± 1+i√
2
x
)
for the equation (L+i)u =
0 and u−1,2 = exp
(
± 1−i√
2
x
)
for the equation(L− i)u = 0.
Let I1 = (−N,N) for 0 < N < ∞. Then u±1,2 all are in L2(I1, dx). This means
that dim Ker(L + i) = Ker(L − i) = 2 and (H,DH) has inﬁnitely many self-adjoint
extensions. So (K,DK) as given in theorem 4.8 is not the only self-adjoint extension of
(H,DH).
Let I2 = (0,∞). Then u+1 = exp
(
1+i√
2
x
)
is not square integrable near ∞ since
|u+1 | = exp(x/
√
2) → ∞ as x → ∞. Similarly, u−1 is not L2(I2, dx). However, u±2 are
both in L2(I2, dx). So dim Ker(L+ i) = dim Ker(L− i) = 1 and (H,DH) has inﬁnitely
many self-adjoint extensions.
Let I3 = (−∞,∞). Near ∞, the solution u+1 is not square integrable while u+2 is.
Near −∞, u+1 is square integrable while u+2 is not. Similar observations are made for
u−1,2. Hence, none of these functions are in L
2(I3, dx), and so dim Ker(L + i) = dim
Ker(L− i) = 0. Therefore, (H,DH) has only one self-adjoint extension (K,DK).
Let I = [a, b] with −∞ < a < b <∞. Two special cases of (K,DK) are
DKD = {f ∈ C2(I) | f(a) = f(b) = 0} (Dirichlet BC)
DKN = {f ∈ C2(I) | f ′(a) = f ′(b) = 0} (Neumann BC).
By corollary 4.12, the resolvent is compact and both operators have a pure point spec-
trum. In addition, both (K,DKD) and (K,DKN ) are essentially self-adjoint. See [1,
pp.8-10] for a detailed proof. The eigenvalues of (K,DKD) are
{
n2pi2
(b−a)2
}∞
n=0
and cor-
responding eigenfunctions are
{
sin
(
npi(x−a)
b−a
)}∞
n=0
. The eigenvalues of (K,DKN ) are{
n2pi2
(b−a)2
}∞
n=1
and the corresponding eigenfunctions are
{
cos
(
npi(x−a)
b−a
)}∞
n=1
. This shows
that the domain deﬁnes an operator as much as the operator formula. Considering
DKN ∩DKD, we ﬁnd that (K,DKD∩DKN ) is a symmetric operator, which has at least
two completely diﬀerent self-adjoint extensions, namely the closure of (K,DKD) and
the closure of (K,DKN ).
4.6.2 q(x) = C|x|α
Let I = (0,∞). In the case C ≥ 0, we have q(x) ≥ 0 for all α and by lemma 4.14, the
operator (L,DL) is l.p. at both endpoints. When C < 0, the operator (L,DL) is l.p.
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at ∞ if and only if α ≤ 2. See [7, p.159] for further details. The equation Lu = 0 can
be solved explicitly and the solutions can be expressed in terms of the Bessel functions,
which are
Jβ(x) =
∞∑
m=0
(−1)m
m!Γ(m+ β + 1)
(x
2
)2m+β
,
where β ∈ C is some parameter and Γ(z) is the gamma-function [12]. In general, little
can be said about the spectrum of this type of Sturm-Liouville operators. An interesting
special case is the harmonic oscillator in physics, when C = −1 and α = 2. For this
case, we can compute the spectrum explicitly. The spectrum is discrete, the eigenvalues
are λn = 2n+ 1 and the corresponding eigenfunctions are
un = e
−x2/2Hn, where Hn = (−1)nex2 d
n
dxn
e−x
2
.
The functions Hn are known as the Hermite polynomials. To show that un are eigen-
values, we observe that Hn satisﬁes the following:
Hn+1 = 2xHn − 2nHn−1
H ′n(x) = 2nHn−1.
The operator (L,DL) can be rewritten in the the following way
a =
d
dx
+ x, a∗ = − d
dx
+ x
⇒ L = − d
2
dx2
+ x2 = aa∗ − 1.
We also observe
a∗un = un+1, aun = 2nun−1,
from which we are able to deduce Lun = (2n+ 1)un. The operators a and a
∗ are called
the creation and the annihilator operator. See [3] for a detailed solution.
The harmonic oscillator is an example of the operator (L,DL) which is l.c. at 0 and
l.p. at ∞ and which has a pure point spectrum.
4.6.3 q(x) = −|U0| cosh(x)−2
Let Ix = R. Since q(x) is bounded from below on R, the operator (L,DL) is l.p. at both
endpoints by lemma 4.14. This operator is an example of a Sturm-Liouville operator
which has a pure point and a continuous spectrum. The Sturm-Liouville equation has
the form
u′′(x) + (U0 cosh(x)−2 + λ)u(x) = 0.
We perform the change of variable t = tanh(x), and obtain
d
dx
=
1
cosh2(x)
d
dt
= (1− t2) d
dt
.
The interval Ix = R is mapped onto It = [−1, 1]. The Sturm-Liouville equation is now
(1− t2) d
dt
(
(1− t2)du
dt
)
+ (λ+ U0(1− t2))u(t) = 0
⇔ d
dt
(
(1− t2)du
dt
)
+
( λ
1− t2 + U0
)
u = 0.
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We recognize this as a Legendre equation. For U0 = N(N+1) where N is a positive inte-
ger, the pure point spectrum consists of λ = −n2 for n = 1, 2, ..., N . The corresponding
eigenfunctions are PnN (t), where
PnN (t) = (−1)n(1− t2)n/2
dn
dtn
PN (t), and PN (t) =
1
N !2N
dN
dtN
(t2 − 1)N .
The continuous spectrum is {λ ∈ R | λ ≥ 0}. See [2, pp.4546] for further details.
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