The architecture of a very large scale integration (VLSI) vector-quantization processor (VQP) has been optimized to develop a general-purpose intelligent query-search agent.
Introduction
World-Wide-Web (WWW)-based information searches play an important role in our daily life.
1)
However, what is most intolerant is that a search query often results in a "No matches found" response, although the database may contain very useful information on the requested subject. This is because most of the search engines employ a wordmatching technique. It is therefore essential to develop an intelligent query-search engine that is capable of finding the information required more flexibly, taking the individual's preference and specific interest into account. A similarity-based search is a good candidate for this purpose.
2, 3)
However, in order to find the best results that match the query, the similarities between the query and all template vectors should be calculated. In addition, in order to take the individual's preference and specific interest into account, the weight of each element should also be calculated. It is indeed a time-consuming computation. Algorithms that take soft similarity values into account have been developed to reduce the retrieval time.
One example is the use of k-d trees, which reduces the retrieval time significantly.
2)
Another example is a case retrieval net that is also successfully used in some applications.
4)
However, neither of them is efficient if the database is often updated; 2, 5) frequent updating of databases is the key feature of on-line applications. One example is the real-estate agency application that should allow the owners to add or remove information to or from the server freely. The authors claim that the introduction of a similarity-computing integrated-circuit engine (vector-quantization processor: VQP) can solve the problem. Namely, we can achieve a very fast similarity-based search even for databases in which updates occur very frequently.
The purpose of this study is to develop an optimized hardware organization for intelligent query-search engines employing the vector-quantization processor (VQP) architecture.
6)
Due to the parallel processing on the chip, a more than 10 4 times faster search has been enabled for 40,000 items compared to sequential processing using a general-purpose processor. Implementation of typical architectures either in a VLSI chip or in a fieldprogrammable gate array (FPGA) has been carried out for performance demonstration.
The concept of the variable penalty function has been introduced to implement real intelligent query-search systems. An interactive search engine for an E-commerce real-estate agency system has been developed and demonstrated with FPGA-based implementation.
VQP Architectures

Requirements of intelligent query search and specifications for VQP
To apply the VQP to intelligent query search applications, several specific requirements are considered, as summarized in Table I . In an agent in which we are requesting the search, the VQP stores the information by means of template vectors, calculates the similarity between an input vector (query) and template vectors, and returns the address of the maximal-likelihood vector (Top 1). The second, third... most similar vectors are also retrieved if the Top 2,3... and M searches are requested. To be applied to a variety of intelligent query search engines, in which the dimension of the vector is unpredictable, the vector dimension should be made alterable in the VQP. Due to the nature of similarity, if the Top M most similar results are given to a customer, the customer can negotiate with the search agent. In order to weigh each element according to the personal preference in an Internet search, weights should also be available in the VQP. Moreover, the VQP must contain a huge database and carry out a fast search.
Optimizing the architecture of VQP
The architecture of the VQP has been optimized to meet the specifications in Table I. We first designed a very flexible VLSI VQP. It allows the use of an arbitrary number of elements in a vector and various template-grouping structures. Despite such versatile features, the chip can handle only 64 vectors (128 dimensions) using external memories for templates (Fig. 1 ). Since this is by no means practical for the present applications, a more area-efficient organization that allows a larger amount of template integration on a chip has been studied. Type 1-1-1, shown in Fig. 2(a) , represents the organization similar to that in ref. 6, where the template memory (TM, 128 dimensions), distance module (DM), and winner-take-all (WTA) module are provided for each template vector. Here, the DM calculates the dissimilarity between the input vector and each template vector (usually, Manhattan distance is employed which is defined as the sum of the absolute value of difference in each element). The WTA module is utilized to locate the minimum distance vector, i.e., the winner. In order to weigh each element according to personal preference in an Internet search, a 15-bit (7-bit × 8-bit) multiplier is added to the DM. A penalty function module, which will be introduced in the next section, is also included in the DM to calculate various kinds of dissimilarities, in addition to the Manhattan distance. Such functional enhancement in the DM has substantially increased the area of a DM compared to that in ref. 6 . In order to obtain the Top M most similar results, a control module is also added in the WTA module, thus also increasing the area of one WTA module. The area ratios of the TM, DM and WTA modules were estimated based on the gate counts obtained from FPGA implementation and the layout information obtained in the work in ref. 6 .
The result is shown in the figure.
In order to increase the number of template vectors on one chip, Type N-1-N, as shown in Fig. 2 chips are mounted on a board and operated in fully parallel processing, a top-100 search service can be provided to all simultaneous visitors to the site within one second. In addition, it should be noted that regardless how often the template vectors are updated, the computation time is not affected.
Implementing penalty function in the DM
Toward the real intelligent query search applications, it is not sufficient to calculate the dissimilarity between the query and template vectors using only the Manhattan distance.
Versatile dissimilarities need to be introduced. The concept is explained in Fig. 4 taking the real-estate agency application as an illustrated example. Here, Q P R , Q SQ and Q DT are the elements of a query vector specified by a customer, representing the price of the house, the size of the house, and the distance to a station from the house, respectively. T P R , T SQ and T DT represent the corresponding elements in template vectors. The example shows that the Manhattan distance only gives a reasonable penalty (dissimilarity measure) for the last case "distance to station". It means that the maximum-likelihood result might not always be the answer. One example in Fig. 4 is the price of the house, where the policy is that "lower is better ". Another example is the size of the house, where the policy is that "larger is better ". Therefore, various forms of penalty functions are required for the real intelligent query search applications.
In the first approach, the penalty function was implemented as shown in Fig. 5 . The policy was dependent on whether the element in the query vector was smaller or larger than the element in the template vector. Therefore, a set of two slope values, called S k and L k in Fig. 5 , is utilized to represent the non-Manhattan-distance penalty functions.
As an example, a penalty function of the "price" is implemented using the Sk P R and Lk P R . If the Q P R is larger than the template T P R , the subtraction result is multiplied by Lk P R . The subtraction result is multiplied by Sk P R if the Q P R is smaller than the template T P R . The dissimilarity between the query and template vectors is calculated by accumulating all the penalties of the elements.
This CISC-like approach increased the area of DM by more than 30%. Therefore, the authors studied another RISC-like approach to obtain the same function with a less area increase. In the optimized architecture shown in Fig. 6 , the increase of the DM area is reduced by a factor of three compared to the first implementation. In this architecture, an identical element is stored at two locations in each template vector. At each location, a different penalty function is applied, and both results are necessarily accumulated to obtain the dissimilarity between the query and template vectors. In the figure, identical elements, which represent the "price", are stored as 1 st and 2 nd elements. The 1 st element takes over the penalty when the given query element is larger than the template. Namely, if the given query value for "price" (Q P R ) is larger than the value in the template (T P R ), the 1 st element returns the non-zero result: (Q P R -T P R ) × Lk P R , whereas the 2 nd element returns zero. If the given query element is smaller than the template, the 2 nd element returns the non-zero negative result: (Q P R -T P R ) × Sk P R , while the 1 st element returns zero. By summing the calculation results for all elements, the dissimilarity between the query and template vectors is calculated with the implementation of various penalty functions. This approach not only reduced the number of registers, but also simplified the number of necessary operations, thus reducing the area increase by a factor of three.
Circuit Implementation of VQP
In this section, a block diagram for DM and a processing scheme of the Top M are illustrated. To show the feasibility of single-chip implementation, the layout of the best architecture of Type N-1-1 with N = 10 was designed using 0.6 µm triple-metal CMOS technology.
A block diagram for DM is shown in Fig. 7 . In the first step, the element of the query vector (Q i ) is subtracted from the element of the template vector (T i ). After the subtraction, the carry bit is examined to see whether the result is positive or negative. If the result is positive, the result is multiplied by the relevant element of the weight vector (W i ) to give the result D i . If it is negative, the absolute value of the result is calculated before multiplication. The absolute-value function is implemented using exclusive OR gates. The weight is prepared externally by multiplying the preference value coming from the user and the penalty slope value (represented as Sk P R , Lk P R ... in the former section) from the agency. The instruction code (I i ) and carry flag represents a different policy.
As an example from the truth table in the figure, the condition I i = 2, Carry = 1, and Dissimilarity = −Di means that when the element of the query vector is smaller than the element of the template vector, the dissimilarity between these elements is −D i . The penalty function is implemented depending on the instruction code (I i ) and carry flag, as shown in the truth table. In the best architecture layout, similarities between the query and 10 template vectors are calculated by a 22-bit accumulator.
The processing scheme of the Top M is illustrated in Fig. 8 
An Example of Intelligent Query Search Application
Demonstration
We are all aware that looking for a new house is very difficult. The reason is that the house is not a standard product.
2)
In choosing a new house, factors such as individual preference and specific interest play very important roles. Therefore, a normal database and keyword searching cannot be of help. An intelligent query-house-search application, based on VQP, has been developed to solve this difficult problem.
Experiments on intelligent query searches were carried out using a FPGA prototype.
An overall block diagram of the searching system is shown in Fig. 10 . First, the WWW server receives a query through common gateway interface (CGI). The query is parsed and the commands for AP are generated. The AP VLSI searches and passes the best or top-M matching house to the analysis agent program. All the information is stored in the cache memory of the AP VLSI. Depending on the scope of interest of the query, the server simply enables or disables each datum for the similarity search. The masking is performed by a simple one-bit signal for each datum so that the transfer speed is sufficiently high.
Therefore, a latency-free search is possible on the AP VLSI. The Database Update Daemon will update the information continuously; this function was not implemented for this experiment. In the analysis agent program (referred as Result Parser in the figure), results are analyzed and the balance sheet is returned to the customer through the WWW server.
In the balance sheet, all the elements surpassing the customer's request (happy results) are shown by upward bars. On the other hand, downward bars indicate the elements that do not satisfy the customer's expectation (unhappy results). Figures 11 and 12 show the sales process of the E-commerce house-search application.
First, a search is performed with the preference weights all set at 1. The agent reports the location of the top-n th houses. By double-clicking the location, a picture, balance sheet, and percent satisfaction are displayed. Figure 11 shows the balance sheet of the most suitable house for this search. The percent satisfaction is 95%. The balance sheet reports that the size of the third room (TR) is very good, however the distance to the station (DT) from the house is very bad. If the DT is important to the customer, she or he may simply launch the query with a larger preference value for DT, such as P DT = 5.
After searching with higher priority on DT, DT will be ameliorated. Figure 12 shows the best house under more complicated preferences: {P DT = 5, P F R = 7, and P P R = 7}, where P F R and P P R refer to the preferences for the number of family rooms and price, respectively. The balance sheet with expert-evaluated values also reports that the percent satisfaction is 87%, showing a slight decline from the previous value (95%). It is exactly as would be expected by the majority of people: the more the preferences, the less the satisfaction. However, the result is very similar to the query considering all of the customer's preferences. The result is not only reasonable but "No matches found" will never be returned to the customer as the result.
Performance comparison
The intelligent query search was demonstrated on a hardware system using a Type 10-1-10 VQP having 100 template vectors (Fig. 13) . The demonstration system consists of an interface board and VQP implemented on 400 kgates FPGA (ALTERA APEX 20k400EFC672-1). The design of VQP written in Verilog-HDL was synthesized and mapped to the FPGA using ALTERA Quartus software. The same searching function is also implemented using only C++ language. The computation time in the FPGA and the software are measured for comparison.
The computation time of the software system is measured by the following procedure.
First, all the template vectors are loaded in memory before computing. Second, the distances between the query and template vectors are calculated. Third, the results are sorted using the quick sort algorithm and Top M results are calculated. Among them, sorting is the most time-consuming process. We did not use the most efficient indexing structures (k-d trees and case retrieval net) that were mentioned in § 1. Although these structures can reduce the searching time significantly, one is obliged to wait too long for reconstruction of the structures when the contents of the database need to be updated. However, frequent updating of the database is a key feature for on-line searching applications on the Internet: the number of database updates is in the order of the number of read accesses.
The measured computation time with the software does not include the IO time for a fair comparison. Based on the measured computation time (shown with underlines in TableIII) and the assumption that computation is performed in a fully parallel manner, the necessary computation time was extrapolated in Table III With 2519 template vectors, which can be stored in one chip with a Type 10-1-1 architecture VQP, the VQP calculates 490 times faster than the software. With 40,000 template vectors, which would be necessary to search for a sufficient number of houses in a city, the search time by the software becomes unsatisfactory. On the other hand, the Type 10-1-1 VQP returns the result without any unappreciable delays if the computation is performed in a fully parallel manner. The VQP is 45,000 times faster than the software at a clock frequency of only 30 MHz (However, we need sixteen Type 10-1-1 VQP chips on a board.). Therefore, similarity-based intelligent query search becomes feasible by employing the VQP chips.
Conclusions
Several pieces of optimal architecture of the VQP are studied aiming at intelligent query search applications. Since the VQP has a very flexible architecture and penalty function, it can be used in almost every kind of intelligent query search application. The search engine for the Internet house-search application has been developed and successfully implemented in the VQP architecture using the FPGA prototype. Greater than 10 4 times faster searching is possible for over 40,000 template vectors at a clock frequency of 30 MHz, thus allowing high-performance and low-power implementation. Assumption: Top 100 vectors were searched. Type 10-1-10 and Type 10-1-1 have fully parallel processing, regardless of the number of template vectors from 2519 to 40,000.
