ABSTRACT Sparse Multinomial Logistic Regression (SMLR) is widely used in the field of image classification, multi-class object recognition, and so on, because it has the function of embedding feature selection during classification. However, it cannot meet the time and memory requirements for processing large-scale data. We have reinvestigated the classification accuracy and running efficiency of the algorithm for solving SMLR problems using the Alternating Direction Method of Multipliers (ADMM), which is called fast SMLR (FSMLR) algorithm in this paper. By reformulating the optimization problem of FSMLR, we transform the serial convex optimization problem to the distributed convex optimization problem, i.e., global consensus problem and sharing problem. Based on the distributed optimization problem, we propose two distribute parallel SMLR algorithms, sample partitioning-based distributed SMLR (SP-SMLR), and feature partitioning-based distributed SMLR (FP-SMLR), for a large-scale sample and large-scale feature datasets in big data scenario, respectively. The experimental results show that the FSMLR algorithm has higher accuracy than the original SMLR algorithm. The big data experiments show that our distributed parallel SMLR algorithms can scale for massive samples and large-scale features, with high precision. In a word, our proposed serial and distribute SMLR algorithms outperform the state-of-the-art algorithms.
I. INTRODUCTION
As a classic classification algorithm, logistic regression (LR) algorithm is widely used in many fields such as medical testing, geological survey and text classification. It is proposed for binary classification and used to estimate the probability of an event, such as the likelihood of a user buying a product or the likelihood of a patient having a disease, etc. It is a linear classification algorithm that has the characteristics of the fast solution and strong interpretability of prediction results. Due to its simplicity of implementation, it still performs exceptionally well in large-scale data classification algorithms. Since solving directly with the original logistic regression is prone to overfitting, the more common practice is to introduce regularization term [1] . Regularized logistic regression, especially 1 Regularized Logistic Regression,
The associate editor coordinating the review of this manuscript and approving it for publication was Shiqiang Wang. also known as sparse logistic regression (SLR), is a hot research topic in recent years [2] - [5] . The regularization term can prevent the model from overfitting, so it has important research significance. In addition, since 1 regularization can produce sparsity and has the function of feature selection, it has advantages in high-dimensional data processing [6] .
Traditional logistic regression cannot be directly applied to multi-class classification problems. There are usually two kinds of methods that extend binary logistic regression to multi-class classification. One is to regard the k-classification problem as multiple binary classification problems, using one-vs-one or one-vs-all schemes to classify [7] . The other is called multinomial logistic regression (MLR) [8] , which is a generalization of logistic regression model on the multiclass classification problem. For multi-class classification problem, the classes are usually mutually exclusive. Therefore, using multinomial logistic regression usually yields better classification accuracy than logistic regression [9] .
In addition, multinomial logistic regression only needs to be trained once, so it also has a faster speed. Multinomial logistic regression with 2 regularization term is called weight decay multinomial logistic regression (WDMLR), which can guarantee the global optimal solution of the model and can reduce the risk of overfitting. Similarly, multinomial logistic regression with 1 regularization term is called sparse multinomial logistic regression (SMLR) [10] , which inherits the sparse solution of sparse logistic regression and deals well with the multi-class classification problem. However, since the sparseness problem cannot be solved analytically, it is usually solved by iterative optimization methods, such as the interior point method [3] , iteratively reweighted least square method [11] and the Fast Iterative shrinkage thresholding algorithm (FISTA) [12] and so on. For the original SMLR solving method given by Balaji et al. [10] , the computational complexity of the algorithm is O((nk) 3 ), where n is the feature dimension and k is the number of classes, which cannot handle dataset with large-scale features and large-scale number of classes, such as hyperspectral image dataset [13] .
With the increasing size of the data to be processed, the serial SMLR algorithm cannot meet the requirements of time and memory space in big data applications. In the field of distributed machine learning, on the one hand, Liu et al. [2] and Peng et al. [14] conducted detailed research on the parallelization of sparse binary logistic regression. Unfortunately, they did not conduct any relevant research on SMLR. Gopal and Yang [15] further extended the work of Jun Liu and Zhimin Peng and use a variety of optimization algorithms to solve MLR. In Raman et al. [16] , they proposed DS-MLR distributed optimization algorithm, which can solve MLR using data parallel and model parallel strategies. To our knowledge, there has been no work on large-scale distributed SMLR training. On the other hand, Apache Spark MLlib [17] , one of the most popular distributed computing frameworks for machine learning, do not provide a parallel version of the SMLR algorithm in its latest version of machine learning library, even at Tencent's latest open source machine learning Computing platform Angel [18] , also do not support for SMLR algorithm. In addition, although popular deep learning frameworks, such as Tensorflow [19] or Caffe [20] , provide flexible API and can be trained in a distributed manner, they do not provide an optimal solution for traditional machine learning algorithms, which bring a great challenge for us to apply SMLR to the field of large-scale data. To our best knowledge, the SMLR algorithm is more widely used in many fields such as disease diagnosis, multi-class object recognition, and hyperspectral image classification than MLR or WDMLR algorithm [21] - [23] . With the increasing data size, the demand for high-performance parallelization algorithms is becoming more and more urgent. Therefore, SMLR distributed algorithm has important practical significance.
In the field of parallel and distributed computing, the core of solving problems in large-scale scenarios is to decompose complex tasks into multiple subtasks, which can be executed in parallel. In a distributed system consisting of multiple computers, subtasks can be assigned to multiple compute nodes to complete the calculations, and intermediate results of the calculations can be transmitted over the network [24] . The distributed solution of the SMLR problem can solve the problem of insufficient computing and storage capacity of a single computer in a large-scale scenario, and on the other hand, the computing is scalable. However, the distributed solution of SMLR does not have the same natural parallelism as tree-based algorithms like Random Forest [25] . Dividing the dataset directly into sub-datasets is constrained by the SMLR objective function. Alternating Direction Method of Multipliers (ADMM) [26] , as a computational framework for solving optimization problems, is also suitable for solving distributed convex optimization problems. Inspired by the ADMM framework, we will use the ADMM distributed parallelization framework to solve the SMLR problem. In addition, task parallelization and data parallelization [27] - [29] are two of the parallel implementations that need to be considered in both parallel computing and distributed computing, which is very important for both kinds of computing. We achieve task parallelization by splitting the single objective function of SMLR into multiple objective functions. In order to further reduce the data communication cost of tasks in a distributed environment, we split the original large-scale data set into multiple sub-datasets according to the strategy of horizontal and vertical data partitioning to achieve data parallelization.
Strictly speaking, using the ADMM framework for distributed optimization is not the latest work, Zheng Xu et al. [30] have conducted research on distributed optimization of ADMM and used it to solve SLR, and Raman et al. [16] used ADMM to solve MLR problem, but no scholars have applied the ADMM framework to solve the distributed SMLR. Solving the SMLR problem is different from solving the MLR problem. The objective function of the SMLR contains non-differentiable terms, which is more difficult to solve, let alone in a large-scale data scenario. This paper focuses on the distributed optimization of the machine learning algorithm. The distributed optimization solution work corresponds to data partitioning and task decomposition in distributed parallelization work, which are belong to part of data parallelization and task parallelization respectively. Data allocation strategy, task scheduling and asynchronous communication are also important tasks in distributed implementation. Using advanced parallelization strategies will further improve the problem of data communication, workload, etc. We will refer to the parallelization strategy used by [31] in the distributed implementation of the algorithm.
In this paper, we first use the ADMM to solve the SMLR problem, which we call the fast SMLR (FSMLR) algorithm, and then it is extended to two distributed SMLR optimization algorithms to solve the SMLR problem in large-scale data scenarios. The serial experimental results show that the FSMLR algorithm has faster solution speed and higher classification accuracy. The big data experiment shows that the two distributed algorithms proposed in this paper are more advantageous when dealing with the problem with VOLUME 7, 2019 sparse solutions. Our contributions in this paper are summarized as follows.
• A distributed SMLR algorithm Sample Partitioning based Distributed SMLR (SP-SMLR) for the scenarios of large-scale samples is proposed.
• A distributed SMLR algorithm Feature Partitioning based Distributed SMLR (FP-SMLR) for the scenarios of large-scale features is proposed.
• In order to evaluate the performance of our proposed parallel algorithms, we implement them with the Spark framework. The rest of this paper is organized as follows. Section II introduces the sparse multinomial logistic regression algorithm. Section III and IV elaborates how to re-formula the optimization problem of SMLR and implement the parallel algorithms of SMLR, SP-SMLR and FP-SMLR. Section V and VI presents the convergence analysis and computational complexity analysis of our proposed algorithms. Section VII conducts experiments in the schema of sequential and parallel computing respectively. Finally, section VIII concludes the paper.
II. SPARSE MULTINOMIAL LOGISTIC REGRESSION
The SMLR algorithm learns a multi-class classifier based on MLR, which can automatically select features and identify the most expressive subset of features by combining Laplacian priors. It can make the classifier overcome the curse of dimensionality to some extent. Therefore, it is suitable for application in the field of multi-classes and multifeatures. Next, let's briefly review the MLR and SMLR algorithms.
Suppose the dataset D = {X , Y } has m samples and n features, where X ∈ R m×n and Y ∈ R k×m is one-hot encoding matrix of labels. That is, each sample corresponding a k dimension vector that only one element is 1 other element is 0, where k is the number of classes. For a given sample and label, X i ∈ R 1×n , Y i ∈ R k . The probability that the sample belongs to class j can be expressed as
and
, which represents the model parameters. When k = 2, the original problem degenerates into binary classification problems, and the corresponding model is the logistic regression model. Suppose that m samples are generated independently, the model parameter W can be solved using Maximum Likelihood (ML). Maximizing the likelihood function is equivalent to minimizing Negative Log Likelihood (NLL), and the negative log-likelihood function corresponding to the parameter W is shown in Eq. (3)
where 1{Y
(i) j = 1} is the indicator function, so that 1{Y
We take the matrix XW as a new unknown variable, the logarithm of probability that the ith sample belongs to the jth class can be shown by Eq. (4)
The logarithm of probability that all samples belong to each class is shown by Eq. (5).
then Eq. (3) can be rewritten as a matrix representation
where, J (W ) is called the object function of MLR problem and l(XW ) is called the cost function for the data
In some specific fields, such as the field of image classification, or in the field of high-dimensional data, we usually expect the solution to have some sparsity. The general approach is to add the 1 regularization term to the cost function, which is equivalent to introduce Laplace prior to W , then the object function of SMLR becomes
where J (W ) is called object function of SMLR problem, λ > 0 is the hyperparameter of the regularization term. Solving an object function with an 1 regularization term can often yield a sparse solution, which means that most of the components of the parameter W are set to zero, that is, helpful for minimizing the cost function is the nonzero term in the parameter, which also means 1 regularization term played the role of feature selection. Since Eq. (7) is not differentiable at the origin and has no analytical solution, it is usually solved using an iterative method. Balaji et al. used iteratively reweighted least square method for solving it. The core idea is to introduce the surrogate function and the objective function is optimized by iteratively maximizing a surrogate function.
When it is applied to large-scale data, especially when the dimension of data increases, the computational complexity of the algorithm is unacceptable. Therefore, this paper uses the FSMLR algorithm, which can solve the equation (7) efficiently and have high classification accuracy. In order to extend the FSMLR algorithm to the field of large-scale machine learning, two parallel SMLR algorithms are proposed in this paper, which can effectively deal with largescale samples and large-scale features datasets.
III. SERIAL SMLR SOLVING ALGORITHM
The original ADMM algorithm was first proposed by Gabay et al. in the mid-1970s and was mainly used to solve the general convex optimization problem [32] . Due to its simplicity and scalability, Boyd et al. extended it to distributed machine learning in 2011 [26] . ADMM blends the decomposability of dual ascent with the superior convergence properties of the method of multipliers. It can be seen as a new algorithm developed on the basis of dual ascend method and augmented Lagrange multiplier method.
This paper is not the first to use the ADMM algorithm to solve the SMLR problem serially, see [33] , [34] . Bioucas-Dias et al. [33] proposed the use of variable splitting and augmented Lagrangian techniques to solve SMLR in 2010. We call it the FSMLR algorithm, which is essentially the ADMM algorithm. This section will briefly introduce the FSMLR algorithm, and the distributed optimization algorithms SP-SMLR and FP-SMLR mentioned later will be derived from the FSMLR algorithm.
When using ADMM to solve SMLR problem, consider the following form of convex optimization problem:
By using the augmented Lagrangian method to solve (8), the augmented Lagrangian function can be expressed as
where, l(XW ) is the negative log-likelihood function represented by (6) ,
The variable ϒ is the dual variable, ρ > 0 is the penalty parameter. For (9), the variable update formula of ADMM algorithm is as follows
With scaling the dual variable ϒ in (9) and combining the last two terms, we can rewrite Eq. (9) as a more compact form, as shown in Eq. (13)
where U = ϒ/ρ. In this case, the ADMM algorithm variable update formula is
For the rest of the paper, we will use the scaled version of ADMM to solve the SMLR problem.
The primal and dual residuals r k+1 and s k+1 , can be used to detect convergence.
In the iteration, the linear constraint in Eq. (8) is gradually satisfied so that the original residual tends to zero. And the objective function is close to the minimum, that is, the dual residual tends to zero. A reasonable method of detecting convergence is that the original and dual residuals must be small. Iteration can be terminated when
where, is used as a convergence threshold to control convergence accuracy. The main steps of the serial algorithm FSMLR are summarized in Algorithm 1.
Algorithm 1 Fast SMLR algorithm (FSMLR)

Input:
The dataset used for training:
The maximum number of iterations: Iter The constant of convergence threshold: = 10 −4 > 0 Output:
The SMLR model parameters:
4:
if ||r k+1 || 2 < and ||s k+1 || 2 < : 8:
end if 10 :
In the literature review, Boyd et al argue that the ADMM is well suited to distributed convex optimization, and in particular to distributed optimization problems arising in machine learning. Inspired by the ADMM distributed optimization algorithm, we proposed sample partitioning based distributed SMLR (SP-SMLR) and feature partitioning based distributed VOLUME 7, 2019 SMLR (FP-SMLR) which can be iteratively solved quickly under the condition of huge data volume.
IV. DISTRIBUTED SMLR SOLVING ALGORITHM
In this chapter, we will divide the datasets into multiple data blocks according to certain rules. We use the subscript i to denote serial number of data blocks, N is the number of data blocks, m is the number of samples in dataset, n represents the dimension of the sample and k is the number of classes.
A. GLOBAL CONSENSUS OPTIMIZATION ALGORITHM FOR SMLR
When traditional serial SMLR algorithm deal the dataset with large-scale samples, the iterative speed is very slow, and it may even be unable to load the data on a single machine due to insufficient memory, which is unacceptable. In order to solve the SMLR problem in parallel manner, we can divide the dataset into several small data blocks. In this way, although the complete dataset cannot be processed by a single machine, the block of data can still be processed.
We divide the dataset into multiple data blocks which hold all number of features and part of samples. The dataset is represented as
In order to deal with multiple data blocks independently, we decompose the objective function of SMLR so that it can be optimized in parallel.
where
The minimization problem (19) is called the global consensus problem [26] . The constraint term guarantees that the local variables will eventually tend to be consistent. For convenience, we refer to the global consensus problem of SMLR as a distributed optimization problem based on sample partitioning strategy, i.e., Sample Partitioning based Distributed SMLR(SP-SMLR 
Sample Partitioning based Distributed SMLR can be solved iteratively.
The primal and dual residuals r k+1 and s k+1 , can be represented as
In Eq. (22)- (24), the computations of the first and third steps can be distributed to different computing nodes. In the second step, the optimal local variable W i on each compute node will be aggregated and used to update the global variable Z . The update for Z is a Lasso problem that can be solved using any of the Lasso solving methods. Repeated iterations to ensure consensus between local and global variables. The main steps of the parallel algorithm SP-SMLR are summarized in Algorithm 2.
B. SHARING OPTIMIZATION ALGORITHM FOR SMLR
For the original SMLR solving method given by Balaji et al., The computational complexity of the algorithm is O((nk) 3 ), which cannot effectively deal with a dataset containing largescale features. To solve this problem, we can solve it in a sharing way by dividing the original high-dimensional feature dataset into multiple data blocks with low-dimensional features and solving them in parallel.
We divide the dataset into multiple data blocks which hold all number of samples and part of features. The dataset is represented as
n i = n, n i said ith data block size. that is, divide the dataset by feature.
In this section, we will split the regularization term so that each block can be processed in parallel.
Algorithm 2 Sample Partitioning Based Distributed SMLR (SP-SMLR)
Input:
The dataset that has been partitioned:
do parallel for each data blocks 5 :
end parallel 8 :
9:
if ||r k+1 || 2 < and ||s k+1 || 2 < : 12:
end if 14 :
and W i ∈ R n i ×k , Z i ∈ R m×k , and
is the parameter of the SMLR problem. The ith part of the object function uses the ith data block to estimate partial model parameters on different computing nodes. Finally, the overall parameters of the model are obtained by the splicing operation.
The minimization problem (28) is called the sharing problem [26] . We refer to the sharing problem of SMLR as a distributed optimization problem based on feature partitioning strategy, i.e., Feature Partitioning based Distributed SMLR(FP-SMLR). By using the ADMM to solve (28), the augmented Lagrangian function can be expressed as
Feature Partitioning based Distributed SMLR can be solved iteratively.
The update of the variable W i involves N parallel Lasso problems that can be solved using any of the Lasso solving methods. But the z-update requires solving a problem in Nn variables. We can carry it out by solving a problem in only n variables by introduce the new variableZ . The z-update can be rewritten with new variable
Solving the problem (34) using the Lagrangian multiplier method, we can obtain the analytical solution of Z i withZ when the problem is minimized
Replace Z i in u-update withZ in Eq. (34), Eq. (31)- (33) are transformed into
The primal and dual residuals r k+1 and s k+1 can be represented as
The main steps of the parallel algorithm FP-SMLR are summarized in Algorithm 3.
V. CONVERGENCE ANALYSIS
As we all know, Boyd proved the convergence of ADMM in reference [26] . ADMM can guarantee convergence when the problem to be solved is convex. The problem we study is the SMLR problem, as shown in Formula (8). The first part of the function is convex [35] , and the second part of the regularization term is also convex, according to the convexity preserving operation, the SMLR problem is convex. Since ADMM has the convergence rate of O(1/k), the FSMLR algorithm can also achieve O(1/k) convergence. In fact, the distributed algorithms SP-SMLR and FP-SMLR essentially decompose complex tasks, which still follow the VOLUME 7, 2019
Algorithm 3 Feature Partitioning Based Distributed SMLR (FP-SMLR)
Input:
end parallel
8:
10:
if ||r k+1 || 2 < and ||s k+1 || 2 < :
12:
15:
iterative steps of serial ADMM. Therefore, the SP-SMLR and FP-SMLR algorithms do not change the convergence of the ADMM algorithm, and they have the same convergence rate as the FSMLR algorithm.
VI. COMPUTATIONAL COMPLEXITY ANALYSIS
The computational cost of the algorithm FSMLR is dominated by the updating of the variables W . The computational complexity for updating W is O(mnk) [13] , where m is the number of samples, n is the number of features and k is the number of classes. Assume that the number of iterations for updating W is l 1 , the number of iterations of the FSMLR algorithm is l 2 . Therefore, the computational complexity of the FSMLR algorithm is O (l 1 l 2 mnk) . In the experiment, l 1 and l 2 are both set to 50. When the number of partitions of the distributed algorithms SP-SMLR and FP-SMLR is N , then then there are N nodes simultaneously updating the parameter W i Since the computational complexity of the above serial ADMM is O (l 1 l 2 mnk) , the theoretical computational complexity of the SP-SMLR and FP-SMLR algorithms is O(l 1 l 2 mnk/N ) if communication overhead is not considered.
VII. EXPERIMENT RESULTS AND ANALYSIS
In this section, the performance of the original SMLR algorithm and the FSMLR algorithm are compared, And serial and parallel experiments were performed on different datasets.
A. EXPERIMENTAL SETUP
Serial and parallel experiments were performed on Intel (R) (i7-7700HQ) 2.8 GHz processor with 16GB RAM and Intel (R) Xeon (E5-2620) with 64GB RAM, respectively. The distributed SMLR algorithms SP-SMLR and FP-SMLR are implemented by Spark 1.5.1. The Spark platform used in this experiment is a real physical cluster built by 11 servers. In order to make a serial comparison with the original SMLR algorithm, we selected some datasets with a moderate data size: Image segmentation dataset, 1 Object recognition dataset COIL20, 2 Face dataset GT 3 and synthetic dataset Synthetic-Small. In order to verify the distributed solution performance of our proposed algorithm, we selected some datasets with larger examples or features: Handwritten digits dataset MNIST, 4 Face dataset Yale-B, 5 Reuters News dataset RCV1, Realsim dataset 6 and synthetic dataset Synthetic-SP and Synthetic-FP. Table 1 lists the size of each dataset. Among them, the COIL20 contains 72 images taken by 20 subjects at 5-degree intervals. The GT dataset is composed of 50 faces shot at different times. Each face consists of 15 images and has different facial expressions, lighting, background environment, etc., we process each image to 32× 32 pixels. The MNIST dataset contains 10 different handwritten digits from 0 to 9, and the training set and test set respectively contain 60,000 and 10,000 28 × 28 pixel grayscale images. Yale-B dataset is composed of 38 human faces, each face is composed of 64 images, part of the face is less than 64, the original image size is 192 × 168 pixels, we downsample the image to 48 × 42 pixels. RCV1 and Realsim datasets are acquired from the LIBSVM webpage [36] . Synthetic-Small, Synthetic-SP and Synthetic-FP are synthetic sparse dataset, we generate the synthetic datasets as follows
where, x ∈ R n and W ∈ R n×k are generated from sparse random normally distribution N (0, 1) and has about 50% nonzero elements, is noise data sampled from N (0, 1). The argmax operation return the index of the maximum values. In order to compare the performance of FSMLR algorithm on different datasets, we chose several classical classification algorithms for serial experiments, including SLR, SVM, WDMLR and the original SMLR algorithm [10] . Where SLR and SVM use one-vs-rest approach for classification.
Remarkably, the calculation of X i W i in equations (22) and (36) is very costly when dealing with high dimensional data. In order to solve the bottleneck of data storage and calculation, data X i is organized into sparse format storage, W i is still stored in the format of dense matrix, X i W i uses sparse matrix product operation. In the experiment, we stored the datasets RCV1, Realsim, Synthetic-SP and Synthetic-FP in LIBSVM format.
B. RESULT ANALYSIS
Bioucas-Dias et al. [33] did not discuss the performance of FSMLR algorithm and other multi-class classification algorithms. Therefore, this section will evaluate the classification performance of the FSMLR algorithm and other classification algorithms on different datasets, and then verify the distributed solution performance of SP-SMLR algorithm and FP-SMLR algorithm. 
1) THE SERIAL EXPERIMENTAL RESULTS ANALYSIS
We use COIL20, GT, Segment and Synthetic-Small as the serial experimental dataset. All serial experiments are performed by 5-fold cross-validation. Table 2 and Table 3 lists the classification accuracy and running time of the different serial algorithms. Note that we only compare the time performance of our serial ADMM algorithm and the original SMLR algorithm.
With the exception of the GT dataset, the FSMLR algorithm achieves the best results on all the other datasets. And we can see that the binary classification algorithm SLR, SVM has no obvious advantage in dealing with the multi-class classification problem. In the WDMLR, SMLR, FSMLR multi-class classification algorithms, SMLR and FSMLR algorithms can produce sparse solutions, so they can obtain better results on the experimental dataset. When the size of data is small, both the SMLR and FSMLR algorithms can be executed within an acceptable time. When the scale of features and classes is small, the original SMLR algorithm can run in a relatively short period of time. However, when the number of features increases, the running time of SMLR algorithm increases significantly. When the number of features remains unchanged and the number of classes increases, the running time of SMLR algorithm becomes very long. In contrast, using ADMM to solve SMLR problem can achieve a comparable or better recognition rate, but only requires nearly half of the computation time. The results of the algorithm run under large-scale data are not listed here. When the sample size or feature size is large, the running time of the serial solution algorithm increases significantly, and cannot be solved within the acceptable time or even cannot load the complete dataset.
2) THE PARALLEL EXPERIMENTAL RESULTS ANALYSIS
We use the MNIST, Yale-B, RCV1, Realsim, Synthetic-SP, Synthetic-FP datasets for parallel experiments. All parallel experiments use 33% of the dataset as the test dataset. Largescale samples datasets MNIST, Synthetic-SP, RCV1 and Realsim will be used for sample partitioning experiment. Figures 1-4 show how the classification accuracy, running time and speed up of the SP-SMLR on different datasets vary with the number of blocks.
As can be seen from Figure 1 -4, The correct rate of classification on the MNIST and Synthetic-SP datasets showed a trend of increasing first and then decreasing, while the classification accuracy on the RCV1 and Realsim datasets increased with the number of blocks. SP-SMLR can be interpreted from the perspective of ensemble learning. The base learner is an SMLR model, each model is trained by disjoint sub-training sets, and the final prediction model is the average of the results calculated by multiple models. When the number of blocks is not very large, each computing node has enough training data to train the base learner, and the more the blocks, the more obvious the ensemble effect is. When the number of blocks reaches a certain critical value, the data used by each computing node for training becomes less and the model increases the risk of overfitting, and the generalization ability decreases and the recognition rate decreases. On the RCV1 and Realsim datasets, when the number of blocks reaches 128, the classification accuracy still shows an increasing trend. One possible explanation is that the features VOLUME 7, 2019 of these two datasets are well expressed and can be trained well even when the training data of each computing node is very small.
As shown in the middle picture in Figure 3 -4. The running time decreases as the number of blocks increases. When the degree of parallelism gradually increases to a certain saturation point, the communication time between each computing nodes in the cluster increases and the time performance of the algorithm tends to be gentle, and even increases with the increase of the degree of parallelism. In addition, we can see that when the number of blocks is 1, the algorithm actually runs in serial mode, so we can draw the speed-up of SP-SMLR algorithm under different blocks. As shown in the rightmost picture in Figure 1-4 . It can be found that when we choose the appropriate degree of parallelism, SP-SMLR can greatly accelerate the training process while maintaining the classification accuracy.
Large-scale features datasets Yale-B, Synthetic-FP, RCV1 and Realsim will be used for feature partitioning experiment. Figures 5-8 show how the classification accuracy, running time and speed up of the FP-SMLR on different datasets vary with the number of blocks.
In the experiment of feature partitioning, it takes a long time to run or cannot run when the number of blocks is small. So the number of blocks starts not from 1, but from 4 or 6. The speed up is calculated as the ratio between the running time on the number of different blocks and the running time on the minimum number of blocks.
It can be found that on the Yale-B, RCV1 and Realsim datasets, the recognition rate of FP-SMLR increases with the number of blocks and reaches the optimum value when the number of partitions equals 12 or 14, and when the number of blocks continues to increase, the recognition rate of FP-SMLR began to decrease. But not all datasets have the same rules. On the Synthetic-FP dataset, the recognition rate of FP-SMLR will decrease with the increase of the number of blocks.
Similar to SP-SMLR, with the increase of the number of blocks, the communication overhead between computing nodes increases, which leads to the increase of training time.
According to the experimental results of SP-SMLR and FP-SMLR algorithm, it can be found that we need to trade-off VOLUME 7, 2019 between running time and accuracy. We recommend that the number of blocks be no more than 32, although on some datasets the number of blocks exceeds 32 can achieve better results.
In addition, in order to compare the performance of the SP-SMLR and FP-SMLR algorithms with other distributed machine learning algorithms, we use the Spark MLlib distributed machine learning library. Spark MLlib provides two versions of the LR classification algorithm, one is LogisticRegressionWithSGD, and the other is LogisticRegressionWithLBFGS. The former uses SGD as the optimization algorithm and supports the 1 and 2 regularization terms, but it only supports binary classification. It needs some extra work to use it for multiclass classification, such as using one-vs-rest strategy to extend it to multiclass classification algorithm. This is beyond the scope of this paper. The latter uses LBFGS as an optimization algorithm, supports 2 regularization term and can be used for multiclass classification. Therefore, we chose the LogisticRegressionWith-LBFGS algorithm for experiments.
We still use MNIST, RCV1, Realsim, Synthetic-SP, Synthetic-FP, and Yale-B as experimental datasets. The SP-SMLR algorithm is tested on MNIST, Synthetic-SP, RCV1 and Realsim datasets, and the FP-SMLR algorithm is tested on RCV1, Realsim, Synthetic-FP and Yale-B datasets. Because SP-SMLR and FP-SMLR algorithms have different classification accuracy and running time under different block numbers. Therefore, we use the classification accuracy and running time when the number of blocks is 12, 32, 32, 24, 16, and 12 as the experimental results in the above dataset. The LogisticRegressionWithLBFGS algorithm was tested under the same number of blocks. In the experiment, the LogisticRegressionWithLBFGS algorithm with L2 regularization term is called MLlib-WDMLR. We set the hyperparameters such as the number of iterations, the convergence threshold and the regularization term λ to 100, 10 −6 and 10 −3 , respectively. Tables 4 and 5 It can be seen from Table 4 that the classification accuracy of the SP-SMLR and FP-SMLR algorithms proposed in this paper is better than that of the MLlib-WDMLR algorithm on Synthetic-SP, RCV1, Realsim, Synthetic-FP and Yale-B datasets except for the MNIST dataset. Because MLlib-WDMLR algorithm does not have the characteristics of feature selection, its classification accuracy on Synthetic-SP and Synthetic-FP datasets, which containing sparse solutions, is much lower than that of SP-SMLR and FP-SMLR algorithms. Table 4 compares the running time performance of the SP-SMLR, FP-SMLR, and MLlib-WDMLR algorithms. MLlib-WDMLR uses LBFGS as the optimization algorithm, which approximates the inverse Hessian matrix using the quasi-Newton method. Therefore, the LBFGS algorithm has a faster convergence speed than the first-order SGD algorithm. It can be seen that the MLlib-WDMLR algorithm runs faster than the SP-SMLR and FP-SMLR algorithms except for the Yale-B dataset.
In general, the SP-SMLR and FP-SMLR algorithms proposed in this paper are more suitable for dealing with problems with sparse solutions than MLlib-WDMLR algorithms, although their running time is slower than the MLlib-WDMLR algorithm. However, from the running time curve of Figure 1-8 , it can be seen that the SP-SMLR and FP-SMLR algorithms have faster solving speed than the serial SMLR algorithm, and can solve large-scale SMLR problems quickly.
VIII. CONCLUSION
Serial experiments show that the FSMLR algorithm can solve the SMLR problem very efficiently. By extending the FSMLR algorithm, two SMLR parallel optimization algorithms SP-SMLR and FP-SMLR are proposed in this paper. SP-SMLR can be used when the sample size is large and the feature dimensions are not high, and FP-SMLR can be used when the sample size is small but the feature dimensions are high. By choosing an appropriate number of blocks to divide the data, the parallel SMLR algorithms proposed in this paper can solve in a very short period of time and maintain a high recognition rate.
However, it is very time-consuming to adjust the parameters of the model in a large-scale data scenario. Our algorithm has not been able to automatically select parameters, so we will do some research on the automatic selection of the parameters in the future. In addition, the SP-SMLR and FP-SMLR algorithms proposed in this paper are designed based on the synchronous communication strategy. In order to solve the synchronous waiting problem when the parameters are updated, we will pay attention to the asynchronous distributed optimization problem of SMLR in future research. 
