The Controlled-U and Unitary Transformation in Two-Qudit by Funahashi, Kunio
ar
X
iv
:q
ua
nt
-p
h/
03
04
07
8v
1 
 1
1 
A
pr
 2
00
3
The Controlled-U and Unitary Transformation in Two-Qudit
FUNAHASHI Kunio∗
Division of Natural Science, Izumi Campus, Meiji University, Tokyo 168-8555, Japan
We concretely construct an extension of the controlled-Ugate in qudit from some elementary gates.
We also construct unitary transformation in two-qudit by means of the extended controlled-Ugate
and show the universality of it.
I. INTRODUCTION
In study on networks of quantum computer, qubit is
mainly used for unit of circuits. A qubit has two states,
|0〉 and |1〉, and preserves their superposition. It is a unit
of computation. A network of quantum computer con-
sists of a bundle of them and quantum computation is a
sequence of quantum gates, which are unitary transfor-
mations, on them. Although we do not know what kind
of unitary transformation is required, it is shown that any
unitary transformation can be constructed in qubit[1, 2].
In qubit number of steps of computation tends to be
large because algorithm is given in two-value. When
network is constructed in actual physical system, there
arises decoherence which is caused by interaction with
environment[3, 4]. Also in this point of view, it is better
that number of steps is small. Further physical systems
are not always two-level. For example, atom has infinite
energy levels. There is no need to restrict to only two of
them.
It is considered that unit of computation has three or
more states. This unit is called by “qudit”. Quantum
computation in qudit is a sequence of unitary transfor-
mations on a bundle of qudits as well as in qubit case.
Computation in qudit has some advantage to that in
qubit. Use of multi-valued unit may decrease number
of steps. This is favorable for the decoherence problem.
Waste of high excited states in physical systems may fall
off.
As stated above, quantum gates in qudit are unitary
transformations on a bundle of qudits. Such gates have
been devised by some researchers[5–12]. However, as
far as we know, there is no work on construction of
unitary transformation from elementary gates concretely
and proof of universality of it. It seems that the univer-
sality is approved on the analogy of qubit, however, it
should be proved strictly. So in this paper we construct
unitary transformation from elementary gates concretely
and show the universality of it.
The constitution of the paper is as follows. In Sec.II
we give some elementary gates. We build any network
by sequence of them. We extend the controlled-unitary
gate to qudit, which was introduced in [13] to construct
unitary transformation in qubit in Sec. III. In Sec. IV we
show that we can construct any unitary transformation in
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two-qudit using the controlled-unitary gates constructed
in the previous section. The last section is devoted to
the discussion.
II. ELEMENTARY GATES FOR QUDIT
There are some ways to construct networks in qudit
and there may be different elementary gates in each way.
So first we introduce elementary gates in our method.
We assume the following. First we can perform any
unitary transformation in a single qudit. In spite of
this fact there exist some important gates. We intro-
duce them in Sec.II A. Second there are at least one gate
to connect two (or more) qudits for entanglement. We
introduce such a gate in Sec. II B.
We consider a d-level system, thus there are d states
in a qudit. We label them as
|k〉 (k = 0, 1, 2, . . . , d− 1).
When we express states and operators in matrix form we
identify it with d-dimensional vector
|k〉 = t(0, 0, . . . , 0,
k
∨
1, 0, . . . , 0),
where t means transpose.
A. Elementary gates in a single qudit
First we introduce Pab which exchange two states
whose operation is
Pab|c〉 =


|b〉, if |c〉 = |a〉
|a〉, if |c〉 = |b〉
|c〉, otherwise
(a, b, c = 0, 1, 2, . . . , d− 1).
At this point Pba is the same with Pab, so we restrict to
a ≤ b unessentially. The diagram is
2Pab
|a〉
|b〉
|c〉
|b〉
|a〉
|c〉
and its matrix form is
(Pab)ij = δij + δia(−δja + δjb) + δib(δja − δjb)
which is one of elementary matrices.
Pab satisfies
Pab =
tPab = P
†
ab, P
2
ab = 1 d,
where † means hermitian conjugate.
Number of Pab’s is dC2 = d(d − 1)/2, however, only
d− 1 of them are more fundamental. In fact if we put
Pa ≡ P0a (a = 1, 2, . . . , d− 1),
others are expressed by
Pab = PaPbPa.
Nevertheless in actual physical systems all gates may be
handled equally.
Second we introduce another important gate which is
an extension of the Walsh-Hadamard gate. The opera-
tion is
Hab|c〉 =


1√
2
(|a〉+ |b〉), if |c〉 = |a〉
1√
2
(|a〉 − |b〉), if |c〉 = |b〉
|c〉, otherwise
and its matrix form is
(Hab)ij = δij + δia
{
(−1 + 1√
2
)δja +
1√
2
δjb
}
+ δib
{
1√
2
δja − (1 + 1√
2
)δjb
}
.
Hab satisfies
H = tH = H†, H2 = 1 d.
Similar to Pab, number of Hab is dC2, however, only
one gate is fundamental. For example, we choose
H ≡ H01,
others are expressed by
Hab = P0aP1bHP1bP0a, (1 ≤ a ≤ b).
B. Controlled gate
Now we introduce a symbol C˜a(U) which means the
controlled gate. C means the controlled operation and
exponent a indicates the state of the control bit in which
the unitary transformation U is applied. The tilde over
C means two qudit operation. In equation the operation
of C˜a(U) is
C˜a(U)|c〉|d〉 =
{
|a〉(U |d〉), if |c〉 = |a〉
|c〉|d〉, otherwise .
Also we introduce the diagram of C˜a(U) as follows:
|d〉
|c〉
U
a
U δac |d〉
|c〉
As the controlled gate, the controlled-NOT or the
controlled-σz is usually used in qubit. In this paper we
extend the controlled-σz in qudit. There are some exten-
sions. For example, one of them is that if the control bit
is some state then all of the states in the target bit are
shifted at once. However our extension is the following.
If the control bit is |a〉, then the sign of
|b〉 is reversed, otherwise the target bit is left
alone.
In equation
C˜a(Mb)|c〉|d〉 =
{
−|a〉|b〉, if |c〉|d〉 = |a〉|b〉
|c〉|d〉, otherwise ,
(a, b, c, d = 0, 1, 2, . . . , d− 1), (1)
where Mb is a single qudit operation which reverses the
sign of |b〉:
Mb|c〉 =
{
−|b〉, if |c〉 = |b〉
|c〉, otherwise , (b, c = 0, 1, . . . , d− 1).
The matrix form of C˜a(Mb) is
(C˜a(Mb))ij = δij(1− 2δi,ad+b),
(i, j = 0, 1, . . . , d2 − 1), (2)
where
Mb = diag(1, 1, . . . ,
b
∨−1, . . . , 1), (i, j = 0, 1, . . . , d− 1),
and the diagram is
3Mb
a
From (1)or (2), C˜a(Mb) apparently satisfies
C˜a(Mb)(C˜
a(Mb))
† = 1 d2
and also
Mb
a
=
b
Ma
holds.
Number of C˜a(Mb)’s is d
2, however, only one is fun-
damental. For example, if we choose C˜a(Mb), others are
obtained by
C˜a(Mb) = (1 ⊗Paa¯)(1 ⊗Pbb¯)C˜ a¯(Mb¯)(1 ⊗Pbb¯)(1 ⊗Paa¯).
Nevertheless, similar to Pab, all C˜
a(Mb)’s may be realized
equally in actual physical systems.
III. CONSTRUCTION OF THE
CONTROLLED-U GATE
A. Preparation
In this section we construct the controlled-U gate in
qudit by connecting the elementary gates given in the
previous section. Although we can consider some exten-
sions, we adopt the following.
If the control bit is |a〉, then a unitary
transformation U is applied to the target bit,
otherwise the target bit is left alone.
In equation
C˜a(U)|c〉|b〉 =
{
|a〉(U |b〉), if |c〉 = |a〉
|c〉|b〉, otherwise ,
and the diagram is
U
a
First we construct the controlled-exchange gate
C˜a(Pbc) whose operation is
if the control bit is |a〉, then exchange the
states |b〉 and |c〉 in the target bit.
In equation
C˜a(Pbc)|d〉|e〉 =


|a〉|c〉, if |d〉|e〉 = |a〉|b〉
|a〉|b〉, if |d〉|e〉 = |a〉|c〉
|d〉|e〉, otherwise
.
This gate is built by
C˜a(Pbc) = (1 ⊗Hbc)C˜a(Mc)(1 ⊗Hbc)
whose diagram is
Pbc
a
≡
Hbc Mc
a
Hbc
Indeed, if the control bit is |a〉
C˜a(Pbc)(|a〉
d−1∑
k=0
αk|k〉) = |a〉(αc|b〉+αb|c〉+
d−1∑
k=0
∨b,c
αk|k〉)
and otherwise
C˜a(Pbc)(|l〉
d−1∑
k=0
αk|k〉) = (1⊗1 )|l〉
d−1∑
k=0
αk|k〉 = |l〉
d−1∑
k=0
αk|k〉
where
∑∨b,c
means a sum except for b, c.
4Second by means of C˜a(Pbc) we construct the gate
whose operation is
if the control bit is |a〉, then perform the
phase shift e−iθ to |0〉 and eiθ to |b〉.
In equation
C˜a(Θb(θ))|c〉|d〉 =


e−iθ|a〉|0〉, if |c〉|d〉 = |a〉|0〉
eiθ|a〉|b〉, if |c〉|d〉 = |a〉|b〉
|c〉|d〉, otherwise
,
where Θb(θ) is a single qudit operation whose matrix
form is
Θb(θ) ≡ diag(
0
∨
e−iθ, 1, . . . ,
b
∨
eiθ, . . . , 1).
This gate is realized by
C˜a(Θb(θ)) ≡ (1 ⊗Θb(θ
4
))C˜a(P0b)(1 ⊗Θb(−θ
2
))
⊗ C˜a(P0b)(1 ⊗Θb(θ
4
))
and the diagram is
Θb(θ)
a
≡
Θb(
θ
4 ) P0b
a
Θb(− θ2 ) P0b
a
Θb(
θ
4 )
Next we consider a single qudit operation:
Θ(θ)|b〉 =
{
e−i(θ1+θ2+···+θd−1)|0〉, if |b〉 = |0〉
eiθb |b〉, otherwise
,
where we abbreviate
θ = (θ1, θ2, . . . , θd−1).
The matrix form is
Θ(θ) = diag(e−i(θ1+θ2+···+θd−1), eiθ1 , . . . , eiθd−1).
Then the controlled operation
C˜a(Θ(θ))|c〉|b〉 =
{
|a〉Θ(θ)|b〉, if |c〉 = |a〉
|c〉|b〉, otherwise
is realized by
C˜a(Θ(θ)) =
d−1∏
b=1
C˜a(Θb(θb))
and the diagram is
C˜a(Θ(θ)) ≡
Θ1(θ1)
a
Θ2(θ2)
a
Θd−1(θd−1)
a
B. Construction of the controlled-U
First we construct the controlled-U for not any unitary
transformation but special unitary transformation W ∈
SU(d).
For any W ∈ SU(d), there exists V ∈ SU(d) which
5satisfies
W = V †Θ(θ)V,
Θ(θ) ≡ diag(e−i(θ1+θ2+···+θd−1), eiθ1 , eiθ2 , · · · , eiθd−1),
where Θ(θ) is an appropriate diagonal matrix. By this
fact we obtain the diagram of the controlled-U for SU(d)
as follows:
W
a
≡
V Θ(θ)
a
V †
To extend the above result to U(d), we introduce the
phase gate C˜a(S):
C˜a(S)|c〉|b〉 =
{
eiδ|a〉|b〉, if |c〉 = |a〉
|c〉|b〉, otherwise
following [13]. In the similar way to qubit case, the dia-
gram is given by
S
a
≡
Ea
where
Ea ≡ diag(1, 1, . . . , 1,
a
∨
eiδ, 1, . . . , 1) ∈ SU(d).
Indeed, in two-qudit representation
Ea ⊗ 1 = diag(1 , 1 , . . . , 1 ,
a
∨
eiδ1 , 1 , . . . , 1 ) = C˜a(S).
Making use of the phase gate, we can construct the
controlled-U for U(d). Any U ∈ U(d) is decomposed to
U = eiδW (W ∈ SU(d)).
By this fact the controlled-U for U(d) is given by
C˜a(U) = C˜a(W )C˜a(S).
and the diagram is
U
a
≡
W
a Ea
IV. CONSTRUCTION OF UNITARY
TRANSFORMATION IN TWO-QUDIT
In this section we construct unitary transformation
U˜ ∈ U(d2) in two-qudit making use of the controlled-U in
the previous section. We follow the method by Deutch[1].
In Sec. IVA we show that any state is transformed to an
arbitrary basis vector in a single qudit. The similar re-
sult in two-qudit is shown in Sec. IVB. Then making
use of this fact we construct unitary transformation in
two-qudit in Sec. IVC.
A. Transformation to a basis vector in a single
qudit
A state in a single qudit is written by
|x〉 =
d−1∑
k=0
ck|k〉, (ck ∈ C, k = 0, 1, 2, . . . , d− 1)
or, in the matrix form
x =
t
(c0, c1, . . . , cd−1).
For any state |x〉, there exists a unitary transformation
U which satisfies
N0|0〉 = U |x〉
where
Nn ≡ (
d−1∑
i=n
|ci|2)1/2
or in the matrix form
t
(N0, 0, . . . , 0) = Ux.
6Such U is concretely (but not necessarily efficiently) con-
structed as follows. We put
hk =


k k + 1
1
. . .
1
k
ck
Nk
−Nk+1Nk
k + 1
Nk+1
Nk
− c∗kNk
1
. . .
1


,
(k = 0, 1, . . . , d− 3),
hd−2 =


1
. . .
1
cd−2
Nd−2
− c
∗
d−1
Nd−2
cd−1
Nd−2
− c
∗
d−2
Nd−2


,
then we obtain
(hd−2hd−3 · · ·h1h0)†x = t(N0, 0, . . . , 0).
We also obtain an arbitrary basis vector as follows:
t(0, 0, , . . . ,
k
N0, 0, . . . , 0) = Ux. (3)
Indeed, if we multiply the exchange operator after oper-
ating h’s, we obtain
P0k(hd−2hd−3 · · ·h1h0)†x
= P0k
t(N0, 0, . . . , 0)
= t(0, 0, , . . . ,
k
N0, 0, . . . , 0).
We temporarily call this operator as Tk(x). We note the
operation again:
Tk(x)x =
t(0, 0, , . . . ,
k
N0, 0, . . . , 0)
(k = 0, 1, . . . , d− 1).
B. Transformation to a basis vector in two-qudit
Making use of Tk(x), we construct the unitary operator
S˜ab (x˜), which transforms a state x˜ in two-qudit to a basis
vector.
A state in two-qudit is written by
|x˜〉 =
d−1∑
i,j=0
cij |i〉|j〉, (
d−1∑
i,j=0
|cij |2 = 1),
or, in the matrix form
x˜ = t(c00, c01, . . . , c0,d−1, c10, c11, . . . ,
c1,d−1, . . . . . . , cd−1,0, . . . , cd−1,d−1)
=
t
(x0,x1, . . . ,xd−1)
where
xi ≡ (ci0, ci1, . . . , ci,d−1) (i = 0, 1, . . . , d− 1).
Then the diagram is
S˜ab (x˜)
≡
Tb(xd−1)
d− 1
Tb(xd−2)
d− 2
Tb(x0)
0
b
Ta(y)
where we put
y ≡ (‖x0‖, ‖x1‖, . . . , ‖xd−1‖) ∈ Vd(C).
In this circuit we find
S˜ab (x˜)|x˜〉 = |a〉|b〉.
7C. Construction of unitary transformation in
two-qudit
In this subsection, finally, we construct unitary trans-
formation in two-qudit. Let U˜ ∈ U(d2) be the
unitary transformation whose eigenvalues are eiσ(a,b)
(a, b = 0, 1, 2, . . . , d − 1) and the corresponding eigen-
states |σ(a, b)〉.
We introduce X˜(a, b) whose operation is
X˜(a, b)|c〉|d〉 =
{
eiσ(a,b)|a〉|b〉, if |c〉|d〉 = |a〉|b〉
|c〉|d〉, otherwise
.
X˜(a, b) is given by
X˜(a, b) = C˜a(X(a, b))
where X(a, b) is a single qudit gate:
X˜(a, b)|c〉|d〉 =
{
eiσ(a,b)|a〉|b〉, if |c〉|d〉 = |a〉|b〉
|c〉|d〉, otherwise
.
The diagram is
X˜(a, b)
≡
X(a, b)
a
In the matrix form
X˜(a, b) ≡ diag(1 , 1 , . . . , 1 , X(a, b), 1 )
=


da+ b
1
. . .
1
da+ b eiσ(a,b)
1
. . .
1


with
X(a, b) ≡ diag(1, 1, . . . , 1, eiσ(a,b), 1, . . . , 1)
=


b
1
. . .
1
b eiσ(a,b)
1
. . .
1


.
or, in component,
(X˜(a, b))ij = δij{1 + δi,da+b(−1 + eiσ(a,b))},
(X(a, b))ij = δij{1 + δib(−1 + eiσ(a,b))}.
By the result of Sec. IVB, there exists S˜ab (σ(a, b))
which satisfies
S˜ab (σ(a, b))|σ(a, b)〉 = |a〉|b〉, (a, b = 0, 1, . . . , d− 1).
Then we introduce the operator
Z˜(a, b) ≡ S˜−1(σ(a, b))X˜(a, b)S˜(σ(a, b)).
The diagram is
Z˜(a, b)
≡
S˜
−
1(σ
(a
,b))
X˜(a, b)
S˜
(σ
(a
,b))
8They satisfy
Z˜(a, b)|σ(c, d)〉 =
{
eiσ(a,b)|σ(a, b)〉, |σ(c, d)〉 = |σ(a, b)〉
|σ(c, d)〉, |σ(c, d)〉 6= |σ(a, b)〉 .
Finally we construct U˜ by
U˜ =
d−1∏
a,b=0
Z˜(a, b).
The diagram is
U˜
≡
Z˜(0, 0) Z˜(0, 1)
Z˜
(d−
1
,d−
1
)
Indeed, this operator satisfies
U˜ |σ(a, b)〉 = eiσ(a,b)|σ(a, b)〉, (a, b = 0, 1, 2, . . . , d− 1),
to be diagonal in the eigenstate of U˜ . Thus we find that
this is the circuit which perform U˜ .
V. DISCUSSIONS
We have constructed the controlled-U gate in qudit
and unitary transformation in two-qudit. In the similar
way to extend the controlled-U to the controlledn -U in
qubit[13], the controlled-U will be extended in qudit.
However, in this method as well as in the qubit case,
the larger n is the larger steps exponentially and the more
difficult calculation is. To avoid the problem some quite
new ideas may be required.
When we construct the controlled-U , we do not use the
Euler decomposition but use the diagonalization. The
former may fit the property of laser and have advantage
to construct the circuit with laser operation. However,
when number of states in one qudit is large, the decom-
position seems to be complicated [14, 15]. Our method
may not fit the property of laser, however, the method of
diagonalization is well-known and even when number of
states is large, network is relatively easy built. Laser is
not necessarily needed to construct networks and there
may exist physical systems fit to the diagonalization.
We adopt the controlled-Mb gate as the elementary
gate of the controlled operation. This choice stems from
the notion that in physical systems manipulation between
only two states is allowed. However, there may exist
physical systems in which more than two states are ma-
nipulated at once. In such cases, we can choose other
gate to decrease steps of calculation.
As stated in the introduction, there are the problem
of decoherence through interaction with environment in
construction of networks. Taking this fact into consider-
ation, qudit has advantage to qubit. However, to realize
qudit in physical systems, for example, if we make use
of energy levels of electron in an atom, the energy differ-
ences between high excited states are very small, thus in
actual not so many levels are used in construction.
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