Environmental association analyses (EAA) seek to identify genetic variants associated with local 21 adaptation by regressing local environmental conditions at collection sites on genome-wide 22 polymorphisms. The rationale is that environmental conditions impose selective pressure on trait(s), and 23 these traits are regulated in part by variation at a genomic level. Here, we present an alternative 24 multivariate genomic approach that can be utilized when both phenotypic and environmental data are 25 available for the population. This framework utilizes Bayesian networks (BN) to elucidate 26 interdependancies between local environmental conditions and empirical phenotypes, and jointly 27 estimates the direct and indirect genetic covariances between empirical phenotypes and environmental 28 conditions using a mixed-effects structural equation model (SEM). Direct genomic covariance between 29 empirical phenotypes and environmental conditions may provide insight into whether QTL that affect 30 adaptation to an environmental gradient also affects the observed phenotype. To demonstrate the utility 31
Introduction
Identifying traits that confer adaptation to a given environment and elucidating the genetic determinants 41 driving variation for these traits is an important goal for physiologists, evolutionary biologists, and regime was 20.73-29.02% with a median of 24.6% in Madrid, and 22.62-33.00% with a median of 27.8% 170 in Tuebingen. Median midday photosynthetically active radiation (PAR) values inside the shelters were 171 45.7 mol·m −2 ·day −1 in Madrid and 30.9 mol·m −2 ·day −1 in Tuebingen. Temperatures outside the 172 structures ranged from 5.34-12.39 • C with a median of 8.5 • C in Madrid and 2.44-9.54 • C with a median of 173 5.6 • C in Tuebingen. These ranges are very consistent with temperatures recorded in the structures 174 (Exposito-Alonso et al., 2019) . 175 We estimated the macroenvironmental sensitivity for each accession and each empirical phenotype that was recorded by Exposito-Alonso et al. (2019) using the Finlay-Wilkinson (FW) approach (Finlay and Wilkinson, 1963) . FW essentially expresses the plasticity of an accession grown across multiple 8/34 environments as a function of the overall population performance in each environment. The FW model is given by
where y ij is the phenotype for accession i in environment j, µ is the overall mean, g i is the main accession 176 effect, E j is the main environment effect, h i is the slope for accession i on the overall environment means, 177 and e ij is the residual for accession i in environment j. Here, y ij are best linear unbiased estimates for 178 the accession effect in each environment from a model that accounts for systematic experimental effects 179 (Exposito-Alonso et al., 2019 ). The FW model was fit using the FW package in R (Lian, 2014) . The slope 180 from this model was used as a metric for phenotypic plasticity in all downstream analysis. 181 Genotyping data 182 Imputed SNP markers were obtained for all 1,135 accessions from 1001genomes 183 (https://1001genomes.org/data/GMI-MPI/releases/v3.1/SNP_matrix_imputed_hdf5/) (Weigel 184 and Mott, 2009; Alonso-Blanco et al., 2016) . We extracted marker information for the 1,130 accessions 185 with climate data, and removed SNPs with low minor allele frequencies (MAF < 0.05). Moreover, SNPs 186 in high linkage disequilibrium (LD) (r > 0.85) were removed using the PLINK indep function with a 50 187 SNP window, a step size of 5 SNPs, and a variance inflation factor (VIF) of 3.6. The VIF is computed as 188 1 1−r 2 . Thus, a VIF of 3.6 corresponds to a r ≈ 0.85. After these filtering steps, 426, 567 SNPs remained. 189 Factor analysis of environmental variables 190 To reduce the dimensionality of the 55 environmental variables, and define a reduced subset that 191 captures potential undefined/unobserved variables that give rise to the original covariance, we utilized a 192 combination of FA techniques, specifically exploratory and confirmatory factor analysis (EFA and CFA, 193 respectively). Factor analysis seeks to identify a smaller set of latent variables that capture the 194 underlying interrelationships between the original, manifest variables. The relationships between latent 195 and manifest variables is given by
where Y is an t × n matrix of phenotypes with n = 515 indicating the number of accessions and t = 55 197 indicating the number of traits; F is an l × n matrix of factor scores that describe the values for each 198 latent factor (l) for each accession; Γ is an t × l matrix that shows how each trait (t) loads onto each 199 latent factor; and s is a t × n matrix that represents the specific effects for each trait and accession.
200
Thus, FA expresses a set of manifest variables as a function of common, latent factors. analysis is a simulation-based method that was originally proposed by Horn (1965) to determine the 207 optimal number of latent factors. Briefly, parallel analysis randomly simulates data sets with similar 208 properties to the observed data and uses these data to extract eigenvalues. Scree plots are used to plot 209 and compare eigenvalues from the simulated data and eigenvalues from the observed data. The optimal 210 number of factors is determined as the maximum number of factors that have observed eigenvalues that 211 are larger than eigenvalues from simulated data. Parallel analysis was performed using the fa.parallel 212 function in the psych package R (Revelle, 2018). We used the minimum residual method with 1,000 213 iterations. Once the optimal number of factors was determined (11 latent factors), EFA was performed 214
using the factor analysis function, fa(), with varimax rotation and the minimum residual method with 215 1,000 iterations.
216
CFA was used to estimate factor scores for each accession and latent environmental variable. Since
217
CFA only allows manifest variables to load onto a single latent variable, we used EFA results to determine 218 which latent factor had the largest absolute loading for each manifest variable. Although EFA identified 219 11 latent factors, one latent factor was omitted from CFA because all manifest variables that loaded onto 220 this latent factor had higher loadings for other latent factors. CFA was fit using the sem package in R 221 according to the loadings provided in Figure 1 (Fox et al., 2017) . Factor scores were computed with the 222 'regression' method using the fscores() function in the sem package (Fox et al., 2017) .
223
Structure learning using Bayesian network 224 We next sought to elucidate the genomic interrelationships between plasticity and latent factor scores from CFA for local environmental conditions following an approach described by Yu et al. (2019) . To this end, we first predicted genomic values for each accession and trait using a Bayesian multi-trait model (MTM). The MTM is given by
where Y is an n × t matrix of phenotypes composed of factor scores for latent environmental factors and 225 plasticity for empirical phenotypes (t = 13), where n = 515 is the number of individuals and t is the 226 number of phenotypes (ten latent local environmental variables and three empirical phenotypes, t = 13); 227 X and Z are incidence matrices that relate phenotypes to vectors of systematic effects (b) and additive 228 genetic effects u, respectively; and e is the error term. Moreover, we assume u ∼ N(0, Σ u ⊗ G) and Σ u is a t × t covariance matrix for additive genetic effects. The MTM was fit using the MTM package in 231 R with 10,000 Markov chain Monte-carlo (MCMC) samples of which the first 2,000 are discarded and 232 every fifth sample was retained (de los Campos and Grüneberg, 2016).
233
Bayesian network (BN) learning approaches assume that the samples are independent. However, 234 when predicting additive genomic values using MTM, dependencies are between breeding values for 235 accessions are introduced from G. Therefore prior to BN learning, we followed an approach described by 236 
241
BN are a class of graphical models that represent the probabilistic dependencies between a set of random variables as a directed acyclic graph (G ) (Scutari and Denis, 2014). G is composed of nodes (V ) that represent random variables and edges (E) that depict probabilistic dependencies between nodes.
BN follow the Markov property, which states that given its parents, a node is conditionally independent of all nodes that are non-descendants (Scutari and Denis, 2014). The joint probability distribution for k random variables (X V = (X 1 , ..., X k )) is given by
where parent nodes to X v is indicated by Π X V (Scutari and Denis, 2014).
242
The vector of transformed genomic values (u * ) was used as input for BN learning using the bnlearn 243 package (Scutari, 2009). Structure learning was performed using four algorithms: hill-climbing (HC), 244 tabu-search, max-min hill-climbing (MMHC), and general 2-phase restricted maximization (RSmax2).
245
HC and tabu are score-based, greedy algorithms which seek to maximize the goodness-of-fit (i.e., network 246 score). These algorithms begin with an empty network structure and add, remove, or reverse edge each 247 edge until a maximum score is reached. The latter two algorithms, MMHC and RSmax2, are hybrid 248 learning algorithms, which essentially restrict the score-based approach described above on a subset of 249 nodes within the network (Tsamardinos et al., 2006) . For each algorithm, we used a combination of 250 bootstrapping and model averaging to identity robust networks and quantify uncertainty in linkages and 251 the direction of each edge. Five hundred bootstrapping replicates were used and edges that were present 252 in less than 85% of the networks were removed, and the models were averaged. We compared networks 253 from each algorithm using the Bayesian information criteria (BIC) and selected the 'best' network 254 according to the network that produced the highest BIC since BNlearn rescales BIC values by -2.
255
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Work by Gianola and Sorensen (2004) provided a basis to introduce SEM into classical quantitative genetics frameworks. SEM utilize a system of linear equations to model the interrelationships between multiple dependant variables. Once introduced into the quantitative genetics frameworks pioneered by Henderson (1984) , these approaches provide a means to partition multiple phenotypes into direct and indirect genetic components according to a predefined network structure (Gianola and Sorensen, 2004; Valente et al., 2013; Bello et al., 2018) . In matrix form, the structural equation model is given by
where all matrices are defined according to the MTM described above. However, note that the response 257 variable Y appears on both the right and left-hand side of the equation, meaning that some phenotypes 258 will serve as covariates for other phenotypes. The effect of an upstream phenotype on a downstream 259 phenotype is determined by the direction and magnitude of elements in the coefficient matrix (Λ). Λ is 260 typically a lower triangle matrix with zeros in the diagonal and upper triangle. We assume
where Σ u0 and Σ e0 represent the genomic and residual 262 covariances for total effects.
263
Given a simple, hypothetical causal structure for three phenotypes (y 1 → y 2 and y 1 → y 3 ), we can 264 decompose each phenotype into genetic and non-genetic components using the following system of 265 equations 266
Since y 1 has no variables leading to it, the total genomic effects for y 1 are given by u 1 total = u 1 . For 267 y 2 we have an indirect effect coming from y 1 , therefore the total genomic value is given by
For y 3 , total genomic values are given by u 3 total = λ y1→y3 u 1 + u 3 . Solving the 269 mixed model equation provides solutions for direct genomic values and estimates the genetic and residual 270 (co)variances for direct effects among traits (Σ u0 and Σ e0 , respectively). Covariances for total genomic 271 and residual effects can be computed through a simple transformation on the appropriate covariances 272 matrix for direct effects. The total genomic covariance is given by
We fit SEM using the ten latent environmental variables and the plasticity measures for three empirical 274 phenotypes according to the learned structure described above. 
14/34
Factor analysis reveals the underlying structure of local environments 294 An initial inspection of the environmental variables showed a high degree of correlation between variables 295 (Supplemental Fig. S2 ). Given the size of the data set, as well as the high degree of correlation between 296 variables, we sought to reduce the 55 variables to a smaller set of factors that capture the underlying 297 theoretical structure of the environments. To this end, we performed EFA on the set of 55 variables to 298 explore the underlying structure of local environmental conditions and define a reduced set of variables 299 that capture unobserved processes (latent factors) that drive these relationships. Confirmatory factor 300 analysis was used to determine the contribution of each environmental variable to the latent factor and 301 quantify how each accession contributed to each latent factor. EFA revealed that the 55 variables could 302 be reduced to a set of 11 latent factors (Supplemental Fig. S3 ). Although 11 latent factors were defined, 303 variables loading onto factor 11 had stronger loading on other latent factors. Thus this latent factor was 304 omitted from downstream analysis. The loadings from EFA are provided as Supplemental File S1.
305
In theory, these latent factors should represent unobserved processes that give rise to the observed 306 variables, and in the context of the current study, may describe processes that shape local environments. 307
Factor loadings from CFA are shown in Figure 1 performed using the ten latent environmental factors described above and reaction norm slopes for 364 phenological traits and fitness, and the "best" structure was selected based on BIC scores. Of the four 365 algorithms evaluated, the "best" network was given by tabu algorithm (Table 1) . Since the primary 366 objective of this study is to elucidate the relationships between local environmental conditions and 367 empirical phenotypes, we focused interpretations of the network on relationships within the Markov 368 blanket for plasticity traits (Figure 3 ). variables or plastic responses are far more common than relationships from plastic responses to 377 environmental variables.
369
378
In addition to overall topological features of the BN, several nodes were identified that were heavily 379 influenced by other variables. For instance, plasticity in flowering time (FT) showed the largest number 380 of indirect effects, suggesting that plasticity in flowering time is highly dependant on genetic effects from 381 adaptation to local environments. A total of seven variables were leading to FT, while three were leading 382 to both plasticity in germination time (GT) and fitness (Fit). Several variables were identified that had 383 indirect effects on many variables. For instance, MR5 and MR9, which describe overall plant 384 productivity, and precipitation and interannual precipitation variability, respectively, each showed transmitted on focal trait by upstream trait) relationships among variables, we performed SEM using the 392 learned structure described above. We leveraged this approach to decompose total genomic values for 393 each environmental variable and empirical phenotype into direct and indirect effects, and examine the 394 covariance between total genomic values and direct genomic values. The matrix of structural equation 395 coefficients is shown in Table 2 , and the genomic correlation matrix of direct and total effects is shown in 396 While total genomic covariances provide insight into the relationships between total genetic values for 401 two phenotypes, examination of the direct genomic covariances between traits may be more important in 402
the context of the current study, as the covariance of direct genomic effects is driven by QTL that have 403 an effect on both environmental adaptation and plasticity or QTL that affect each trait independently 404 but are in tight LD (Valente et al., 2013) . For direct genomic effects, the strongest positive genomic 405 correlation between plastic responses and environmental variables was observed for Fit and MR6 406 (r g direct = 0.24), which is a composite of temperature conditioning indices with lower values indicate a 407 potential for high temperature stress on vegetative biomass. Fit also showed positive direct genomic 408 correlation with MR7 (r g direct = 0.18), a variable composed of indices quantifying plant health, and MR9 409 (r g direct = 0.13), which quantifies precipitation and interannual variability in precipitation. Collectively, 410 these results indicate that the accessions that harbor alleles for reduced sensitivity of fitness to 411 temperature gradients likely also harbor alleles associated with adaptation to warm, low rainfall 412 environments.
413
In addition to Fit, relatively strong positive direct genomic correlation was observed between FT and 414 MR9 (r g direct = 0.20), as well as GT and MR5 (r g direct = 0.21). However, the slope for FT largely 415 represents the sensitivity of flowering time to differences in photoperiod and/or temperature for an 416 accession, with lower values indicating more similar flowering times between common garden locations. 417 20/34 
Therefore, it is unclear whether the non-zero direct genomic covariance between these variables indicates 418 a common mechanism, or potential confounding of photoperiod insensitive accessions originating from 419 more southern locations.
several environmental variables. Fitness in a given environment is largely the consequence of a trait or 491 traits that confer adaptation to a set of environmental conditions. In other words, fitness is not a 492 mechanism for local adaptation, but rather is a measure of adaptation. Thus, we expect that fitness in a 493
given location/precipitation regime should be highly dependant on mechanisms that were selected by 494 environmental pressures in the accessions' local environments, and this expectation is largely confirmed 495 by the network learned from the data (Figure 3 ). However, covariance in direct effects for other variables, 496 such as between FT and MR9, may not be so easy to explain. The latent environmental variable MR9 497 largely captures precipitation and precipitation variability, as the manifest variables spring precipitation, 498 precipitation of the wettest month, and interannual precipitation variability load onto MR9. The positive 499 direct covariance between MR9 and FT suggest that accessions that harbor alleles associated with 500 adaptation to environments with high precipitation will also tend to harbor alleles associated with higher 501 plasticity in flowering time. However, plasticity in flowering time is largely driven by differences in day 502 length and temperature between common garden locations rather than by precipitation regimes (Figure 503 2). Thus, it is questionable whether the direct genomic covariance is due to QTL that affect adaptation 504
to precipitation gradients and the sensitivity of flowering time to photoperiod and/or temperature, or if 505 this is driven by unaccounted, confounding effects within the data. Projection of phenotypic values for 506
FT on collection sites show clusters of accessions originating from the Northern Iberian peninsula and 507 Southern Sweden with low plasticity for flowering time (Supplemental Figure S4) . Moreover, these 508 regions also exhibit low values for MR9. Further studies or alternative experimental designs are necessary 509 to determine whether this covariance is due to common effects on adaptation to precipitation gradients 510 and plasticity in FT, or are due to sampling bias. Thus, while BN can provide important insight into the 511 interrelationships between traits, when these networks are constructed using observational data we 512 should view these results with caution rather than to discount inferred relationships as spurious. Long.
Lat. Figure S1 . Geographic locations for all 1,035 Arabidopsis accessions. Figure S3 . Scree plot indicting the optimal number of latent factors for 55 environmental variables. Parallel factor analysis was performed using the psych package in R. This approach generates scree plots for the observed data and compares the results with scree plots generated from a random data matrix of the same size as the observed data set. 
