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ABSTRACT 
The functional equation f(ry) = f(x)g(y)+ g(x)f(y)+ h(x)h(y) is solved where 
f, g, h are complex functions defined on a group. 
1. INTRODUCTION 
Our aim is to obtain the general solution of the functional equation 
f(xy) = f(.r>g(y)+g(x>f(y)+h(x)h(y) (FE) 
where f, g, h : G + C, G is a group, and Q: is the complex field. This and all 
the subsequent equations are supposed to hold on the whole of G. No 
assumption is imposed on the group G; in particular, we do not require G to 
be abelian. The familiar cos(x + y) and sin(r + y) admit such expansion as in 
(FE). The main idea is to derive from (FE) similar identities for g(xy) and 
h(ry), and to solve these identities as a system of equations. 
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In the special case when G is abelian and h = 0, the general solution of 
(FE) follows easily from the earlier work in [4]. The case when the domain is 
an interval and the functions possess some regularity properties has been 
treated by several authors [l, p.197; 2, Lemma lo]. Here we make use of only 
the algebraic structures of G and C. All the results presented in this paper are 
valid when Q: is replaced by a field of characteristic different from two which 
is algebraically closed. 
Notation and terminoldgy 
A morphism A:G+C is said to be additive if A(xy)=A(x)+A(y); a 
map E : G + Q= is exponential provided E( xy ) = E( r )E( y ). An exponential 
map is either identically zero or nowhere zero. The capital letters A and E 
along with subscripts are used exclusively for additive and exponential maps 
respectively. For a map f: G -+ C, the notation f # 0 means that f is not 
identically zero on G; “f is nonzero” means f # 0. If x : G + Q= (i = 
l,%...,n), by span { fi, + .. ) f, > we mean the linear space generated by 
f,,...,f, ouer C. 
Note that whenever (f, g, h) is a solution of (FE), so is (Ef, Eg, Eh). 
2. PRELIMINARY RESULTS 
We prepare some lemmas covering some special cases of (FE) to be used 
in the main result given in the next section. 
LEMMA 1. Let n 2 1 be a fixed integer, and let E,, E,,. . . , E,, be 
exponential. Let f, g, h E span{ E,, E,, . . . , E, }, and suppose they satisfy 
(FE). Then there exist complex constants (a ,):= I, (b, )I’= ,, (c, ):‘= I satisfying 
the relation 
bl ‘2 
. . . aI a2 . . . . . . Cl c2 
. . 
. . 
. . . 
so that f = C~=,a,Ei, g = C:‘=,b,E,, h = Cr=IciEi. Conversely, if f, g, and h 
are such combinutions with coeffacients satisfying the above relation, then 
they satisfy (FE). Furthermore, if any one off, g, h happens to be zero, the 
corresponding coefficients can be chosen to be zero. 
Proof. Let SC {1,2,...,n} be such that (E,),,, form a basis for 
span{ E,, E,, . . . , E, }. 
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We can write f=Xy=laiEi, g =XyElbiEi, and h = C:=lciEi, so that 
a i = bj = ci = 0 for all i @ S, in a unique manner. Putting f= Xi EsaiEi, 
g = CiEsbiEi, and h =IrESciEI in (FE), we use the independence of 
{ Ei 1 i E S} to conclude that (FE) holds if, and only if, the constants 
(ai)i,S,(bi)i,s,(Ci)iESSatiSfy 
uibi + biuj + cicj = Sijui 
for all i, j E S. With ui = b, = ci = 0 for i e S, this is equivalent to the 
asserted constraint in the matrix form. n 
The next lemma holds for an arbitrary field, including the complex field. 
LEMMA 2. Let G be a group and F be a$eld, and let A:G+F be 
additive and A f 0. If char( F) = 0, then 1, A, A’, . . . is independent over F. 
Zf char(F) = p # 0, then 1, A, A’, . . . , Ape’ is independent over F. 
Proof Suppose C:=,h i A’ = 0, where hi E F and n = char(F) - 1 in 
case char(F) # 0. 
Then Cr,,A,A’(x)= 0 for all x E 6; thus every element in the image 
A(G) is a zero of the polynomial q(z) = CyzoXiZi in F[.z]. If 9 # 0, then it 
has at most n distinct zeros. However, A(G), as a nontrivial additive 
subgroup of F, has more than n distinct elements. Thus 9 = 0 must follow, 
i.e. h,=X,= ... =X,,=O. n 
LEMMAS. Let n > 0 be fixed, and let E,, E,, . . , E,, E, + 1 be exponen- 
tial and A be additive. Zff, g, h E span{ E,, E,, . . . , E,, E,+l, E,+,A} satisfy 
(FE), then there exist constants (a i):=Y:, ( bi)y,+f, ( ci):,if satisfying the relu- 
tion 
a1 
a2 1: U n-c2 b, b2 ” ’ bn+2 a, u2 ... Unt2 %I+2 1 : in+2 cn+2 ICI c2 ... 








’ ant1 Un+2 
; Un+2 0 
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so that 
n+l 
f = C a,Ei + a,+tnE,+lA, 
i=l 
n+l 
g = C biEi + bn+zEn+ ,A, 
i=l 
n+l 
h = c ciEi + c,czE,+,A. 
i=l 
Conversely, if f, g, h are such linear combinations with coefficients satisfying 
the above relation, then they satisfy (FE). Furthermore if any one off, g, h 
happens to be zero, the corresponding coefficients can be chosen to be zero. 
Proof. If A=O,wecanspecifya,+,=b,+,=c,+,=O.If E,+l=O,we 
can specify a,,, = an+2 = b,+l = bn+2 = c,+l = c,+z = 0. In both cases 
Lemma 1 can be applied to support the current constraint. 
If both E,, 1 and A are nonzero, by Lemma 2 it follows that E,, 1 and 
E ,+lA are independent. Let S c {1,2,. . . , n} be such that (Ei)i,s and 
E E n+l7 ,,+iA form a basis for span{ E,, E, ,..., E,+l, E,+,A}. We can write 
f, g, h in the asserted form such that a i = bi = ci = 0 for all i @ S, in a unique 
manner. They satisfy (FE) if and only if the scalars satisfy the asserted 
relation. n 
LEMMA 4. Let f, h: G --z c be mappings. Zf they satisfy the functional 
equation 
f(xy) = f(x)f(y)+h(r)h(y) on G, (2.1) 
then h(xy) = f(x)h(y)+ h(x)f(y)+2ah(x)h(y) for some constant a, and f 
and h are of the form 
f = a,E, + a,E + a-&4, 
(2.2) 
h = clE, + c,E + c,EA 
with the constraint 
a1 0 0 
[ I 0 a2 a3 . (2.2c) 0 a3 0 
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Conversely, if f and h are given by (2.2) where the coefficients satisfy (2.2c), 
then they form a solution of (2.1) [cf. Remurk 31. 
Proof. Let f, h satisfy (2.1). If h = 0, then f is exponential and they are 
of the form (2.2). In what follows, we suppose that h z 0. Computing f(xyz) 
first as f((xy)z)) and then as f(x( yz)), using (2.1) we get 
[hbd - f(x)h(y) - hb)f(y)lhb) 
= [hb4 - f(y)hb) - h(y)fb)l h(r). (2.3) 
We fix z = z0 with h(z,) + 0 and get 
hbd - fb)h(y) - hb)f(y) = hb)k(y), (2.4) 
where k(y): = h(z,)-‘[h(yz,)- f(y)h(z,)- h(y)f(zO)]. Putting this back 
in (2.3), we have h(x)k(y)h(z)= h(y)k(z)h(x); and as h # 0, it follows that 
k = 2ah for some constant oz. Thus (2.4) yields 
h(w) = fbNy)+ hb)f(y)+2~h(x)h(y). (2.5) 
Under (2.1) and (2.5), simple computation shows that 
(f + Xh)by) = (f + Wb)(f + Ah)(y) 
if, and only if, X satisfies A2 - 2ha - 1= 0. By fixing h to be such a constant 
we get 
f + Ah = E,. (2.6) 
Observe that X + 0. Substituting f = E, - Ah in (2.1), we get 
Ah(xy)=Xh(x)E,(y)+hE,(x)h(y)-(A2+l)h(x)h(y). (2.7) 
There are two possibilities. One is E, = 0, in which case (2.7) gives h = 
- A(A2 + l)-‘E,, and so f = - Ah = A2(A2 + l))‘E,. They are of the form 
(2.2). The other is E, f 0. Dividing (2.7) by E,(xy)= E,(x)E,(y) side by 
264 
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When A’+l=O, Xh/E,=A f ll o ows and so f and h are of the form (2.2) 
[l, p. 591. When A2 + 1 # 0, (2.8) gives 
and so f and h are again of the form (2.2). Observe that (2.1) is (FE) with 
g = +f. Because of Lemma 3, the constraint (2.2~) can be imposed on (2.2). n 
LEMMA 5. Let 
functional equation 
then they are of the _ 
f ( f 0), g: G + C be mappings. If they satisfy the 
f(XY) = fb)dY)f&)f(Y)? 
fom 
with the constraint 
f=a,E,+a,E+a,EA, 








Conversely, if f and g are given by (2.10) where the coefficients satisfy 
(2.10~) then they satisfy (2.9) [cf. Remark 41. 
Proof. Using the associativity of the group operation, we can compute 
f(xyz) first as f(x(yz)) and then as f((xy)z) under (2.9). Comparison of the 
resmts leads to k(ry)- g(xkdy)lf(~)= _fTxMw)- g(yMz)l. BY fixing 
z = z0 with f(z,)# 0 we get g(xy)- g(x)g(y)= f(x)Z(y), where Z(y): = 
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f(xo)-lk(wo)- .dvk(~dl. Therefore, 
and so 1= a”f for some constant (Y. Then we get 
g(W) = g(x>gkJ)+ ~2f(xlf(y). (2.11) 
If CY = 0, then (2.11) reduces to g = E. Since f # 0, we have E f 0 and (2.9) 
reduces to the additivity of f/E, i.e. f = EA. Hence f and g are of the form 
(2.10). 
If (Y # 0, we apply Lemma 4 to (2.11) and obtain that f and g are of the 
form (2.10). 
Observe that (2.9) is (FE) with h = 0, and so by Lemma 3 we can impose 
the constraint (2.10~) on (2.10). n 
LEMMA 6. Let E be exponential, A, A, be additive. If f, g, h E 
span{ EA,, E, EA, EA’} satisfy (FE), then there exist constants a,, bi, ci 
satisfying the relation 
so that 
f = a,EA, + a,E + a,EA + a,EA”, 
g = b,EA, + b,E + b,EA + bqEA2, 
h = c,EA, + c,E + c,EA + c4EA2. 
Conversely, iff, g, h are such linear combinations, with coefficients satisfy- 
ing the above relation, then they satisfy (FE). 
Proof. If A = 0 we can specify ai = bi = ci = 0, i = 3,4 and apply 
Lemma 3 to obtain the current constraint. If E = 0, then all reduce to 
triviality and we can specify all coefficients to be zero. Else E and A are 
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nonzero and by Lemma 2, E, EA, EA2 are independent. If EA,, E, EA, EA2 
is independent, then the coefficients in f, g, h are unique, and (FE) holds if 
and only if the asserted relation on the coefficients holds. Else EA, depends 
on E, EA, EA2 and there exist unique constants ai, b,, ci with a 1 = b, = cl = 0 
representing f, g, h. Under this specification of the coefficients, f, g, h 
satisfy (FE) if and only if the asserted relation holds. This is shown by explicit 
comparison of terms. n 
3. THE GENERAL SOLUTION OF (FE) 
THEOREM. Let f # 0, g, h: G -j 62 be mappings. If they satisfy the 
equation (FE), then they have one of the following forms: 
f = i a,Ei, g= 5 biE i’ h= 5 ciEi (34 
i=l i=l i=l 
with 
f=a,E,+a,E+a,EA, 
g = b,E, + b,E + b,EA, 
h = clE, + c,E + c,EA 
(3.2) 
f = a,EA, + a,E + a,EA + a,EA2, 
g = b,EA, + b,E + b,EA + b4EA2, 
h = crEA, + c,E + c,EA + c4EA2 
(3.3) 
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0 a, 0 0 
a1 a2 a3 a4 
0 a3 2a, 0 
0 a4 0 0 1 . (3.3c) 
The converse holds [cf. Remark 51. 
Proof. Let f # 0, g, h satisfy (FE). First suppose that f and h are 
dependent, say h = hf. Rewrite (FE) as 
f(xy) = f(x)g(y)+g(x)f(y)+ ~2fb)f(y), 
which is equivalent to 
f(xy) = f(x)k(y)+k(r)f(y) (3.4) 
where k = g + iX”f. Applying Lemma 5 to this equation, we see that f, k E 
span{ E,, E, EA}. This in turn implies that g, h E span{ E,, E, EA}. Thus 
f, g, h are of the form (3.2). [We will discuss the constraints on the constants 
after we have seen that solutions to (FE) are necessarily of the form (3.1), 
(3.2) or (3.3).] 
From here on we assume that f and h are independent. 
We compute f(xyz) first as f((xy)z) and then as f(x(yz)) under (FE) 




By fixing z = zi and z = zs such that f(z,)h(z,) - f(z,)h(s,) # 0 (f and h 
are linearly independent) in (3.5), we obtain two equations from which we get 
g(xy)-&My)= fb4k,b)+hbP,(d~ 
h(ry) -g(x)h(y) - h(x)g(y) = fb)k(d+ hbP,(d 
(3.6) 
for some functions ki. If we put these back in (3.5), observing that f and Ia 
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are independent, we can separate the variables and obtain 
k,(y)f(z)+k,(y)h(z)=f(y)k,(z)+h(y)k,(z), 
kz(~)f(d+ kdy)W = f(dkA4+h(dkzh). 
Again using the independence of f and h, we get 
k,(Y)=Pif(Y)+Yih(y) (i = 1,2,3,4) 
where the constants j?, , yi are interrelated by & = Pa = ~1 and Pd = YZ = ~3. If 
we replace ki(y) by &f(y)+ y&(y) in (3% we get 
(3.7) 
and 
h(w) = dx)h(y)+ Wdy)+P,fb)f(d 
+ Y3[f(X)h(y)+h(x)f(y)l +v‘ih(x)h(y). (3.8) 
These two identities are similar to the original functional equation (FE). From 
now on we view the three as a system of equations and proceed to determine 
the forms of f, g, and h. 
We compute g(xyz) first as g((xy)z) and then as g(x(yz)), using the 
system (FE), (3.7), and (3.Q and compare the results. After canceling 
common terms we arrive at (fir + &y4 - yf)[ f(x)h(z) - h(x)f(z)] = 0. Since 
f and h are independent, this gives 
P, + P2Y4 - Y3" = 0. (3.9) 
[Computation of h(xyz) reveals the same information.] 
Consider the equation 
(hf + g>(xy) = (Af + g)(xHXf+ g)(y)+(~f + vh)b)(fif + vh)(~)z 
(3.10) 
where h, I*, q are constants. Using (FE) and (3.7) and the fact that f and h 
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are independent, we can show that (3.10) holds if, and only if, the constants 
A, p, 17 satisfy the relation 
x2 + p2 - p1 = 0, pn-&=O, and X-#+y3=0. (3.1Oc) 
To solve the system (FE), (3.7) and (3.8), we divide the discussion into two 
main cases according to whether ,l3a is zero or not. 
Case 1. Let u.s assume & = 0. Then from (3.9) we get j3, = y:;, and 
hence (X, p, 7) : = ( - y,s, 0,O) is a solution to (3.10~). With this choice of A, 
p., and 7, Equation (3.10) holds, yielding 
- y3f+ g = E. (3.11) 
Elimination of g from (FE) and (3.8) using (3.11) gives 
f(“~)=2~,f(x)f(~)+f(x)E(~)+E(r)f(~)+h(x)h(y), (3.12) 
h(xy) = h(r)[E +2~,f+ $Y&/)+ [E +%f+ ~v~~]b)~(d. 
(3.13) 
Case 1.1. Suppose y3 = 0. Because f and h are independent, from 
(3.12) we see that E f 0. From both (3.12) and (3.13) we obtain the additivity 
of (h - y,f)/E, i.e. 
h-y,f=EA. (3.14) 
When yq = 0, the above gives h = EA, and so (3.12) reduces to f(xy) = 
f(x)E(y)+ E(x)f(y)+ E(x)A(x)E(y)A(y), which is equivalent to the ad- 
ditivity of [(2f)/E] - A’, i.e. 
f=+E(A”+A,). (3.15) 
Thus f, g, h are of the form (3.3). 
When y4 # 0, (3.13) gives that 1 +(y,h/E) is exponential and so 
h = $E(E, - 1). (3.16) 
Thus f, g, h given by (3.16) (3.14) and (3.11) are of the form (3.2). 
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Case 1.2. Suppose yB + 0. We apply Lemma 5 to (3.13). We see that h 
and E +2y3f + gy4h are in the span of E,, E,, E,A. Since ys f 0, this 
implies that f is in the span of E, E,, E,, E,A, and so is g given by (3.11). 
Hence f, g, h are of the form raised in Lemma 3. By rank considerations 
given in the next section (cf. Remark 2), we can show that this form reduces 
to either (3.1) or (3.2). This ends the discussion of case 1. 
Cuse 2. We suppose & + 0. By choosing (h, p, 71) satisfying (3.1Oc), 
we obtain (3.10), which can be written as 
(hf + g>(ry> = (Xf + g)(x)(Xf + d(Y)+77w4llH(Y), 
where 
qH=pf+qh. (3.17) 
Since & z 0, the above p, 17 are nonzero. From the independence of f and h, 
qH in (3.17) must be nonzero and therefore X f + g in the above equation 
must be nonzero. Further, applying Lemma 4 to the above equation, we get 
in particular the relation 
vH(xy) = (Af + d(+H(d+ vH(x)(Xf + d(d+2dfbhH(d 
for some constant a, i.e. 
H(w) = dx)H(d+H(+dy) 
+ ~[f(4H(d+H(x)f(y)l+2df(x)H(~). (3.18) 
Eliminate h in (FE) using (3.17). Then we get 
f(w>=fb> g-$f+$f (Y) 
1 
g - ;H + ; $f (x)f(y)+ H(x)H(y). 
1 
Defining 
E = f, 
(3.19) 
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the equation just obtained is again of the form (FE), namely 
F(xy)=F(x)G(y)+G(x)F(y)+HH(x)H(y). (3.20) 
The independence of F and H follows from (3.17). It is worthwhile to point 
out that not only is (3.20) of the form (FE), but also we have the additional 
information that H satisfies (3.18), i.e. 
H(ry)=G(x)H(y)+H(x)G(y)+ ^-;$ [F(+(Y)+H(+(Y)I ( 1 
+ (2all+S$H(x)H(y). (3.21) 
We apply to (3.20) the results we have established for (FE) up to this stage. 
In particular, such iteration generates from (3.7) and (3.8) the following 
equations: 
+ YjH(x)wY)~ (3.7R) 
Since we do have the additional information (3.21), by comparing it with 
(3.8R), bearing in mind that F and N are independent, we conclude that 
p,* = 0. (3.22) 
Hence we have now returned to case 1, which has been completely settled. 
Thus F, G, H are necessarily of the forms (3.1), (3.2), or (3.3). From (3.17) 
and (3.19) we see that f, g, h are in the span of F, G, H and thus they are 
also of the asserted forms (3.1) to (3.3). This ends the discussion of case 2. 
The various constraints can be imposed as asserted because of Lemma 1, 
Lemma 3, and Lemma 6. This completes the proof of the theorem. n 
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4. COMMENTS ON THE CONSTRAINTS IN THE THEOREM AND 
ITS LEMMAS 
REMARK 1. Consider the constraint in Lemma 1: 
Since matrices on the left are of rank at most 3, we must have 
rank 
Hence a i = 0 with the possible exception of at most three i ‘s, say u i = 0 for 
i = 4,. . . , n. 
If f#O, then (a,,..., a,)#O.Inthiscase,ifai=Oforsomei,soareh, 
and ci. Thus we may assume a, = bi = c, = 0 for all i > 4. Hence f, g, h E 
span{ E,, E,, Es}. In other words, when f# 0, there is no loss of generality 
in taking n = 3 in Lemma 1; and it is not surprising to find only three 
generators in (3.1). 
REMARK 2. Consider the constraint in Lemma 3, and suppose f # 0. 
Then (~~,...,a~+~ ) # 0. There are two possibilities: If an + a = 0, then b,, + 2 = 
c, +2 = 0 as well, and so f, g, h have forms given in Lemma 1. According to 
Remark 1, the situation reduces to (3.1). 
If an+2 f 0, then 
rank 
a,,+1 an+2 
a n+2 0 2 I= 
and so 
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By similar reasoning to that in Remark 1, we may assume 12 d 1. In this 
situation, the form reduces to (3.2). 
REMARK 3. Consider the constraint in Lemma 4. Since the rank of the 
matrices on the left is at most 2, we get 
This implies either a 3 = 0 or a i = 0. 
(1) If as= 0, then c,=O and so f,hEspan{E,,E}. When ai=O, we 
must also have ci = 0. We may therefore assume a,, a2 # 0 by adjusting E,, E 
if necessary. With this assumption (2.2) can be replaced by 
f=a,E,+(l-a,)E and h=c,E,-c,E (2.2.1) 
with a~+c~=a, (a,#O,l optional). 
(2) If a 3 # 0, then a r = cr = 0. We can take a3 = 1 by adjusting A. With 
this (2.2) can be replaced by 
f=E+EA and h=+iEA. (2.2.2) 
REMARK 4. In Lemma 5, the functional equation is of interest only when 
f + 0, i.e., only the case (a 1, a2, ax) # 0 is of interest. By the rank considera- 
tion in (2.1Oc), we get 
This implies a3 = 0 or a r = 0. Having assumed (a,, a2, as) f 0, this implies 
b, = 0 or b, = 0 respectively. Thus f ( f 0) and g are either in span{ E,, E } 
or in span{ E, EA}. 
(1) Suppose a3 = 0. Then b, = 0. Since a i = 0 implies bi = 0 for i = 1,2, 
we may assume a 1, a2 # 0 by adjusting E,, E. Then (2.10) can be replaced by , 
f=a,E,-a,E and g=iE,+iE. (2.10.1) 
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(2) Suppose us # 0. Then a 1 = 0 = b,. We may take a3 = 1 by adjusting 
A. With these (2.10) can be replaced by 
f=EA and g=E. (2.10.2) 
REMARK 3. Consider the three families of solutions along with the 
constraints on the coefficients in the theorem. Without loss of generality we 
shall impose the following conditions in order. Since f # 0, we may suppose 
(ai) Z 0. (4.1) 
In (3.1) and (3.lc), whenever some Ei’s depend on the rest, the corre- 
sponding coefficients (a,, bi, ci) may be chosen to be zero. Likewise, if an 
a, = 0, then (ai, bi, ci) = 0. If dimspan{ E,, E,, Es} = 1 (say E,, E, depend 
on E,), then (3.1) and (3.1~) can be replaced by 
f=alEl, g= b,E,, and h=c E 1 1 with Za,b,+cf=a,, a,fO. 
(3.1.1) 
If dimspan{ E,, E,, Es} = 2, then (3.1) and (3.1~) can be replaced by 
f= a,E, + a,&, g = b,E, + b,E,, and h = cIE, + czE, (3.1.2) 
with a,,a, # 0, (a,+ - azcl)’ - a,u,(a, + az)= 0, and b,, b, defined by 
2a,b,+cF=a,, 2u,b, + ci = a2. If dimspan{ E,, E,, Es} = 3, then (3.1~) 
canbereplacedbya,,a,,a,#0,2a,b,+c~=a,,2a,b,+c,2=u,, aib2-t 
uzbl+c,c,=O,a,+a,+a,=O, b,+b,+b,=l,andc,+c,+c,=O.The 
first three equations are regarded as constraints on a,, a2, b,, b,, cl, c2, while 
the remaining three are taken as definitions for us, b,T, cg. 
Examples of (3.1~) are: 
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Their ranks are 3, 2, 2, and 1 respectively. In the second matrix, the first two 
columns are dependent, whereas in the third matrix, any two columns are 
independent (allowing f, g, h to be pairwise independent). 
We now consider (3.2) and (3.2~). Since (3.2) reduces to (3.1) when E = 0 
or A = 0, we may suppose 
E#O, A+0 in (3.2). (4.2) 
Since a3 = 0 implies (a,, b,, ca) = 0 and (3.2) reduces again to (3.1) we may 
suppose a3 f 0 and may even take 
a,=1 (4.3) 
by adjusting A. From (4.2), E and EA are independent. If E, in (3.2) is in 
span{ E, EA), we may take a, = b, = cl = 0 in (3.2~). We divide (3.2) into 
two subfamilies depending on whether a, is zero or not. If a, = 0, then 
(a 1, b,, cl) = 0 and (3.2) can be reduced to 
f=a,E+EA, g = b,E + b,EA, and h = c,E + c,EA (3.2.1) 
with a2 +(a+, - ~a)‘= 0, a,b, + b, + c2c3 = 1, and 2b, + c: = 0. The first 
equation is a constraint on a2, c2, and cg, and the last two define b, and b,. 
If a, # 0, then (3.2) can be reduced to 
f=a,E,-a,E+ EA, g = b,E, + (1 - b,)E - $:EA, 
h = clE, - c,E + c,EA (3.2.2) 
with (alcg - ~,)~=a, and alc;l”- 2c,cs - 2b, = 0. The first condition is 
viewed as a constraint, while the second defines b,. Because of (4.3), the 
ranks of the matrices in (3.2~) are at least 2; and examples are 
Finally we turn to (3.3) and (3.3~). Since f i 0, we may suppose E f 0. If 
A = 0, the situation reduces to (3.2). Hence we assume 
E#O, A#0 in (3.3). (4.4) 
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Hence E, EA, EA’ are independent. If EA 1 is in span{ E, EA, EA2 }, we can 
take (a,, b,, cl) = 0 in (3.3~). Close examination of (3.3~) reveals that 
(1) if a4 = 0, then (a,, b,, cq) = 0, 
(2) if a4 f 0, then (a2,b2,c2)=(0,1,0)and(a,, b,,c,)= X(a,, b,,c,)for 
some scalar h. 
We can take X = 1 by adjusting A,. Under (1) (3.3~) reduces to 
from which we see that (a,, b,, ci) and (a,, b,, ca) are dependent. In this 
event the EA, and EA terms can be integrated into a single term EA, and 
(3.3) reduces to (3.2). Thus we may ignore (1) and impose (2) u4 # 0, and 
may even take 
a,=1 in (3.3~) (4.5) 
by adjusting A. With these (3.3) can be replaced by 
f= EA, + u,EA f EA2, 
g = b4EAI + E + b,EA + b4EA2, (3.3.1) 
h = c4EA, + c,EA + c4EA2 
with (u3cq - c~)~ = 2, 2b, + c,” = 0, and 2b, - u3ci +2c,c, = 0. The first 
condition is regarded as a constraint, while the remaining two serve as 
definitions for b, and b4. 
Since Lemmas 4 and 5 are special cases of the theorem, the current 
remark encompasses the previous two. 
5. DISCUSSIONS 
In the previous section we showed how the three families (3.1) to (3.3) 
forming the general solution of (FE) can be subdivided into smaller subfami- 
lies (3.1.1), (3.1.2), (3.2.1), (3.2.2), and (3.3.1). On the other hand, we could 
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integrate (3.1) to (3.3) into a single family (with six generators) with a single 
matrix constraint. 
It is possible to solve (FE) by factoring it through G/G’ and solving (FE) 
on the abelian group G/G’. Indeed, let us first consider (FE) in the case that 
h is independent of f ( # 0). Following the development of our current proof 
of the theorem, we obtain the decompositions of g(xY) and h(xy) via (3.7) 
and (3.8). With (FE), (3.7), and (3.8) we can easily establish the following 
facts: 
(1) If f, g, and h are (simultaneously) constant on a subset S of G, then 
they are constant on any translates xS, Sx of S by x E G. 
(2) Let T= {x~S(_j(~)=f(e), g(x)=g(e), and h(x)=h(e)}. Now 
x,y~T =a f, g, h are constant on {x, y} 3 f,g, h are constant on 
{x,y}yP’= {xy-l,e) 2 ry-’ E T. Hence T is a subgroup of G. 
(3) For any x, y E G, f, g, h are constant on { xy, yx }. Therefore they are 
constant on { ryx-ly-‘, e}, i.e., xYr -‘y-i ET. Since X, Y are arbitrary, 
G’ c T, i.e., f, g, h are constant on G’. 
(4) f, g, h are constant on each coset of G’, and so they can be factored 
through G/G’. In other words f = fo C#J, g = g 0 9, and h = h 0 c$, where $B 
is the natural sujection from G to G/G’. 
(5) f, g, h satisfy (FE) on G iff f, g, h satisfy (FE) on G/G’. In the case 
h is dependent on f, this factorization follows in a similar manner. 
Thus any means of solving (FE) on abelian groups [3], coupled with the 
above factorization, would lead to an alternate proof of the theorem. On the 
other hand, from the general forms of the solutions of (FE) as given in the 
theorem, one can conclude that the functions can be factored through G/G’ 
because all morphisms (the A’s and E’s) can be so factored. 
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