The point symmetric single step procedure PSS1 has R-order of convergence at least 3. This procedure is modified by adding another single-step, which is the third step in PSS1. This modified procedure is called the point zoro symmetric single-step PZSS1. It is proven that the R-order of convergence of PZSS1 is at least 4 which is higher than the R-order of convergence of PT1, PS1, and PSS1. Hence, computational time is reduced since this procedure is more efficient for bounding simple zeros simultaneously.
Introduction
The iterative procedures for estimating simultaneously the zeros of a polynomial of degree n were discussed, for example, in Ehrlich 
Methods of Estimating polynomial zeros
Let p : C → C be a polynomial of degree n defined by
T be the distinct zeros of p x 0, expressed in the form:
with a n 1. Suppose that, for j 1, . . . , n, x j is an estimate of x * j , and let q : C → C be defined by
Then,
By 2.2 , if for i 1, . . . , n, x i / x j j 1, . . . , n; j / i , then
2.5
Now, x j ≈ x * j j 1, . . . , n so by 2.5 ,
An iteration procedure PT1 of 2.6 is defined by
Journal of Applied Mathematics 3 which has been studied by Kerner 7 . Furthermore, the following procedure PS1
has been studied by Alefeled and Herzberger 3 .
The symmetric single-step idea of Aitken 11 and the procedure PS1 of Alefeld and Herzberger 3 are used to derive the point symmetric single-step procedure PSS1 Monsi 9 . The procedure PSS1 is defined by
2.9
The following definitions and theorem Alefeld and Herzberger 12 , Ortega and Rheinboldt 13 are very useful for evaluation of R-order of convergence of an iterative procedure I. Definition 2.1. If there exists a p ≥ 1 such that for any null sequence {w k } generated from {x k }, then the R-factor of the sequence {w k } is defined to be
where R p is independent of the norm · .
Definition 2.2. We next define the R-order of the procedure I in terms of the R-factor as
O R I, x * ⎧ ⎨ ⎩ ∞ if R p I, x * 0, for p ≥ 1, inf p | p ∈ 1, ∞ , R p I, x * 1 , otherwise.
2.11
Suppose that R p w k < 1, then it follows from Ortega and Rheinboldt 13 that the R-order of I satisfies the inequality O R I, x * ≥ p. 
2.12
Then, it follows that R-order of I satisfies the inequality O R I, x * ≥ p.
We will use this result in order to calculate the R-order of convergence of PZSS1 in the subsequent section.
For comparison, the procedure 2.7 has R-order of convergence at least 2 or O R PT1, x * ≥ 2, while the R-order of convergence of 2.8 is greater than 2 or O R PS1, x * > 2. However, the R-order of convergence of PSS1 is at least 3 or O R PSS1, x * ≥ 3.
The Point Zoro Symmetric Single-Step Procedure PZSS1
The value of x k,2 i which is computed from 3.1c requires n−i multiplications, one division, and n−i 1 subtractions, increasing the lower bound on the R-order by unity compared with the R-order of PS1. Furthermore, the value of x k,3 i which is computed from 3.1d requires n − i multiplications, one division, and n − i 1 subtractions, increasing the lower bound on the R-order by unity compared with the R-order of PSS1. This observation gives rise to the idea that it might be advantageous to add another step in PSS1. This leads to what is so called the point zoro symmetric single-step procedure PZSS1 which consists of generating the sequences {x
The procedure PZSS1 has the following attractive features. 
3.11
Then, by 3.5 and 3.6 , 
3.14
Similarly, by Lemmas 3.1 and 3.2, with q i q 2,i ,x i x procedure will give less computational time. Our experiences in the implementation of the interval version of PZSS1, that is, the procedure IZSS1 Rusli et al. 10 showed that this procedure is more efficient for bounding the zeros simultaneously.
