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ABSTRACT 
The starting point of this paper is a theorem by J. F. C. Kingman which asserts 
that if the entries of a nonnegative matrix are log convex functions of a variable then 
so is the spectral radius of the matrix. A related result of J. Cohen asserts that the 
spectral radius of a nonnegative matrix is a convex function of the diagonal elements. 
The first section of this paper gives a new, unified proof of these results and also 
analyzes exactly when one has strict convexity. The second section gives some very 
simple proofs of results of Friedland and Karlin concerning “min-max” characteriza- 
tions of the spectral radius of nonnegative matrices. These arguments also yield, as will 
be shown in another paper, min-max characterizations of the principal eigenvalue of 
second order elliptic boundary value problems on bounded domains. The third section 
considers the cone K of nonnegative vectors in R” and continuous maps f: K -+ K 
which are homogeneous of degree one and preserve the partial order induced by K. 
The (cone) spectral radius of such maps is defined and a direct generalization of 
Kingman’s theorem to a subclass of such nonlinear maps is given. The final section of 
this paper treats a problem that arises in population biology. If K, denotes the interior 
of K and f is as above, when can one say that f has a unique eigenvector (to within 
normalization) in K,? A subtle point to be noted is that f may have other eigenvec- 
tors in the boundary of K. If u E K, is an eigenvector of f, Iuj = 1, and g(x) = 
f( r)/lf(x)l, when can one say that for any x E K,, gP(x), the pth iterate of g acting 
on x, converges geometrically to u? The fourth section provides answers to these 
questions that are adequate for many of the population biology problems. 
*Partially supported by NSF MCS 82-101316 and as a visiting member of the Courant 
Institute, 1983-84. 
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INTRODUCTION 
The spectral radius r(A) of a square matrix A is the maximum of { IX] : h 
an eigenvalue of A}. If A = (aij) is a “nonnegative matrix” (so aij >, 0 for 
1 < i, j < n), Cohen [7, 81 has shown that r(A) is a convex function of the 
diagonal elements of A, and Kingman [17] has proved that if the entries of A 
are log convex functions of a parameter t, then r(A) is also a log convex 
function of t. Friedland [12] has also given related results concerning the 
convex dependence of r(A) on various parameters. In the first section of this 
paper we shall present a simple and unified approach to refinements of the 
Cohen, Kingman and Friedland theorems. In particular we shall obtain 
necessary and sufficient conditions for strict convexity or strict log convexity 
to hold in our theorems. With the partial exception of some results in [12], 
such necessary and sufficient conditions are inaccessible by previous methods. 
The second section of this paper presents a very simple approach to a 
“minimax” variational formula (obtained by Friedland) for the spectral radius 
of a nonnegative matrix A. We also give a simple proof of an earlier, closely 
related theorem of Friedland and Karlin [13]. We should remark that at least 
part of Friedland’s theorem is a consequence of an earlier, more general result 
of Donsker and Varadhan [ll]. However, Friedland’s result is sharper, for it 
explicitly gives the saddlepoint at which the minimax is achieved. 
Our real interest in the results of Section 2 is that the proofs can be 
generalized to the context of second order elliptic eigenvalue problems like 
hb) = Caij%,x, + xbiux, + cu = Au on 8, 
au+p*vu=o on ask (0.1) 
Here A is assumed uniformly elliptic on a smooth, bounded domain Q; 
a i j( x), b,(r), and c(x) are Holdercontinuous; o(r) > 0 on a!$ and p(x) is 
an outward-pointing vector on a&? or p(x) = 0 [in which case o(r) is assumed 
positive on as2]. We shall prove in [26] that variants of arguments like those 
in Section 2 can be used to give a variational characterization of the principal 
eigenvalue of (0.1). 
The third section of this paper is concerned with nonlinear generalizations 
of the Cohen and Kingman theorems. Let K = { x E R n : xi > 0 for all i } and 
K,= {xElw”: xi > 0 for all i } (this notation is maintained throughout this 
paper), and suppose f: K -+ K is a continuous map which is homogeneous of 
degree one [ f( Xx) = A f(x) for x E K and X > 0] and order-preserving (with 
respect to the partial ordering induced by x < y if y - x E K). One can 
define eigenvectors and eigenvalues in the usual way for such maps and 
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define r(f) = sup{ A >, 0 : X is an eigenvalue of f }. We call r(f) the spectral 
radius of 5 Our operators will depend in a natural way on certain parame- 
ters; if these parameters are, in turn, log convex functions of a variable t, we 
shall prove (directly generalizing Kingman’s theorem) that the generalized 
spectral radius is a log convex function of t. We shall also give a direct 
generalization in this framework of Cohen’s theorem. 
One point should be emphasized here: The approach which we give to the 
linear questions of Section 1 generalizes directly to the nonlinear context of 
Section 3, but other approaches to the linear theory do not seem to generalize 
to this framework. 
Eigenvectors of f in K, are equivalent to fixed points of g(x) = 
f( x)/lf(x)l in K, (where IuI denotes a suitable norm). It is natural to ask 
whether g has a unique fixed point u in K, and whether, for any x E K,, 
g”(x), the pth iterate of g acting on x, converges to u. In Section 4 we 
consider such questions and obtain theorems which reduce in the linear case 
to the Perron-Frobenius theorem and to a theorem of Birkhoff [3]. Corollaries 
4.6 and 4.7 below are very special cases of our results which nevertheless 
convey the flavor of our theorems. 
One point should be strongly emphasized about the results in Section 4: If 
there exists an integer p such that fP( K - (0)) c K,, then the arguments 
given in Section 4 can be simplified enormously. However, precisely this 
condition fails in many examples of interest to us, e.g., in Corollaries 4.6 and 
4.7. 
We should also remark that the results of Section 4 are of interest in 
studying so-called “twesex models” in population biology, and the particular 
class of functions f we emphasize is motivated by examples in the 
population-biology literature. 
1. CONVEXITY AND LOG CONVEXITY FOR THE 
SPECTRAL RADIUS 
Our prerequisites for this section comprise only some elementary facts 
from the theory of nonnegative matrices (see [29, Chapter 11). If A = (a ij) 
and B = ( bi j) are n x n matrices, we shall write A > B if a, j > bi j for 
1 < i, j < n, and A > B if a ii > bi j for i < i, j < n. Analogously, if x, y E Iw “, 
we shall write x: >, y if xi >, yi for 1~ i < n and x > y if xi > yi for 1~ i < n; 
we set K={xER”: x >, 0). An n x n, nonnegative matrix A is called 
“irreducible” if for each pair of integers (i, j) with 1 < i, j < n, there exists 
an integer m = m(i, j) such that the entry in row i and column j of A”’ is 
positive. 
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The Perron-Frobenius theorem [29, pp. 20, 251 asserts that if A >, 0 (A a 
square matrix) and r = r(A), there exists u E K - (0) such that Au = ru. 
Furthermore, one can easily prove directly or obtain from [29] 
LEMMA 1.1 (See Theorem 1.6 in [29]). Suppose that A is a nonnegative, 
irreducible square matrix and that there exists u E K - (0) and a real 
number p such that 
Au < pu. (1.1) 
Then one has p > 0, u > 0, and r(A) < p. Furthermore, r(A) < p unless 
equality holds in (1.1). 
As an immediate consequence of Lemma 1.1 we have the following simple 
but useful observation. 
LEMMA 1.2. Zf A and B are n x n irreducible, nonnegative matrices such 
that A < B and A f B, then r(A) -C r(B). 
Proof. Lemma 1.1 and the Perron-Frobenius theorem imply that there 
exists v > 0 such that 
Bv = r(B)v. 
Because A < B, it follows that 
and because A f B and v > 0, equality cannot hold in the previous inequality. 
Lemma 1.1 now implies that 
r(A) < r(B). 
If A = (a i j) is a matrix with nonnegative off-diagonal elements (so a i j 2 0 
for all i f j), we shall say, following notation in [lo], that A is essentially 
nonnegative. Seneta calls such matrices k&matrices; see [29, p. 401. If A is 
essentially nonnegative, the Perron-Frobenius theorem implies that A has a 
real eigenvalue h 1 = h 1( A) with corresponding eigenvector in K and 
RehgX,(A) 
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for every other eigenvalue h of A; X,(A) is the principal eigenvalue of A. If I 
denotes the identity matrix and A + aZ > 0, the Perron-Frobenius theorem 
implies 
X,(A) = r(A + aZ) - a. 
Throughout this paper, r(A) and X,(A) will denote the spectral radius and 
principal eigenvalue respectively of a matrix A. 
If A = (aij) is an essentially nonnegative matrix, define a nonnegative 
matrix B = (bij) by bij = aij for i # j and bii = 0, and say that A is 
irreducible if B is irreducible. We leave it to the reader to check that this 
definition agrees with the previous one when A is nonnegative. Equivalently, 
A is irreducible if A + aZ is irreducible whenever A + al 2 0. 
We need also to recall some definitions. If B is a matrix such that bij = 0 
for i # j, then Z? will be called a diagonal matrix and we shall write 
B = diag(bii); B is a positive diagonal matrix if B is diagonal and bii > 0 for 
l<i<n. 
If U is a convex subset of R n and f: U -+ R is a real-valued function, f is 
called convex if for all vectors x and y in U and all real numbers t such that 
O<t<lonehas 
If - f(x) is convex, f(x) is called concave. If f(x) is positive on U and 
log f(x) is convex, f(x) is called log convex. It is known [l, 171 that the sum 
or product of log convex functions is log convex. 
Our first theorem generalizes both Kingman’s theorem [17] and Cohen’s 
theorem [6-S]. The theorem also gives necessary and sufficient conditions for 
strict convexity or strict log convexity and generalizes earlier partial results of 
this type due to S. Friedland [12]. 0 ur motivation for the following proof 
comes from an analogous, unpublished trick [21] which has been used by 
P. L. Lions in studying eigenvalues of second-order elliptic partial differential 
equations. 
THEOREM 1.1. For 0 <t < 1, ass~rrre that F(t)=(Aj(t)) is an n X n 
nonnegative, irreducible matrix and that G(t) = diag( g,,(t)> is an n X n 
diagonal matrix. For 1~ i, j < n assume that xi(t) is either identically zero 
or a log convex jkction of t and that g,,(t) is a convex function for 
l<i<n. Define F(0)=A=(aij), F(l)=B=(bij), G(O)=diag(c,,>, and 
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G(l)=diag(d,,), anddefineamutrixM(t)=(mij(t)) by 
(l-t)cii+tdii+af;‘btl for i=j 
for i# j. 
Then one has 
A,(F(t)+G(t)) =S x,(M(t)), o<t<1, (1.2) 
and equality holds in (1.2) for some t with 0 < t < 1 if and only if 
F(t)+G(t)=M(t) 
for all t with 0 < t Q 1. Furthermore, 
A,(M(t)) < max I<i<nI[( 1 t c +tdii]+[h,(A)-cii]‘-“[h,(B)-dii]’} - ) ii . . 
(1.3) 
and 
&W(t)) < (I- t)~,W(O))+tWW)). (1.4) 
Equality occurs in (1.4) for some t with 0 < t < 1 if and only if there exist a 
real number c and a positive diagonal matrix E such that 
G(1) - G(0) = cl (1.5) 
and 
B= EP’AE, (1.6) 
and then equality holds in (1.4) for all t with 0 < t < 1. If G(0) = G(1) = 0, 
one has 
h,(M(t)),(X,(A)‘~‘X,(B)L, (1.7) 
and (if G(0) = G(1) = 0) equality holds in (1.7) for some t with 0 < t < 1 if 
and only if there exist a positive constant k and a positive diagonal matrix E 
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such that 
B=k,-‘AE, (1.8) 
and in this case equality holds in (1.7) for all t with 0 < t < 1. The 
inequalities (1.2), (1.3), (1.4) and (fm G(0) = G(1) = 0) (1.7) are valid even if 
F( t ) is not irreducible for 0 < t < 1. 
Proof. By using the comments preceding Theorem 1 and by adding a 
multiple of the identity to G( t ), we can assume that G( t ) is nonnegative for 
0 < t < 1 and work with the spectral radius instead of A,. The convexity 
assumptions on Ai and g,,(t) imply that, for 0 Q t < 1, 
F(t)+G(t)<M(t). (1.9) 
Convexity of the entries of F( t )+ G( t ) and of M( t ) and the fact that 
M(0) = F(O)+ G(0) and M( 1) = F(l)+ G( 1) imply that if equality occurs in 
(1.9) for some to with 0 < to < 1, then it occurs for alI t with 0 < t < 1. It 
follows that 
r(F(t)+G(t)) =s r(M(t)), o<t<1, (1.10) 
and because F( t ) + G( t ) is irreducible, if equality occurs in (1.10) for some to 
with 0 < to < 1, Lemma 1.2 implies that 
F(to)+ Gk,) = M(h) 
and hence 
F(t)+G(t)= M(t) 
foralI t withO<t<l. 
If F( t ) is not irreducible, it can still be approximated by the irreducible 
matrix FJ t ) = ( xj( t )+ E), E > 0; one then obtains the inequality (1.2) by 
taking the limit as E - O+ and using the fact that the map N + r(N) is 
continuous on the set of n X n matrices N. 
Define r, = r( M(0)) and rr = T( M(l)), and select u > 0 and v > 0 such 
that 
M(O) u = r,u and M(l)v = rrv. 
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For a fixed t, 0 <t < 1, define w = u~-W, i.e., tui = ufPG_$ for 1 <i < n. 
The ith component of M(t)w satisfies 
(M(Qw),= [(l-t)c,i+tdii]wi+ F (aijuj)lPt(bijuj)t, 
j=l 
and Holder’s inequality gives 
(M(t)W)i< [(lPt)Ci,+ld,i]Wi+( ~“ijuj)lpr( ~bijuj)” (1’11) 
i j 
According to Holder’s inequality, equality holds in (1.11) if and only if there 
exists y, > 0 such that 
bijuj = yiaijuj for l<j<n. (1.12) 
Since xjaijuj = (rO - cii>ui and similarly for B, (1.11) gives 
If one defines pt by 
pr= max l<ic~{I(l-t)cii+~~ii]+(rO-C,i)l~f(~~-d,,,’}, 
. -. 
the inequality (1.13) gives 
(1.14) 
so Lemma 1.1 implies 
which is (1.3). The inequality between geometric and arithmetic means yields 
(r”-cii)l-t(rl-&i)‘<(l- t)(rO-Cii)+t(T1-dii) 
with equality if and only if 
r0 - ci, = Ti - dii. 
(1.15) 
(1.16) 
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Substituting (1.15) in the formula for ot gives 
P* < (1 - t)q + tr, 
and 
M(t))w =G [(l- t)r() + tr,] w. (1.17) 
Furthermore, equality holds in (1.17) if and only if (1.12) and (1.16) are valid 
for 1 < i < n. Lemma 1.1 implies that 
@f(t)) < (1 - t)r” + tr,, (1.18) 
and equality holds in (1.18) if and only if (1.12) and (1.16) are valid for 
1 < i < n. The inequality (1.18) proves (1.4). 
We now consider the case of equality in (1.18). If one sums Equation 
(1.12) over j, one obtains 
(Tl - dii)Oi = yi(ro - cii)ui. (1.19) 
The irreducibility of A implies r0 - cii > 0, so (1.16) and (1.19) yield 
Thus, if we define E = diag(u,/ui), then Equation (1.12) implies 
B= E-‘AE (1.20) 
and (1.16) gives 
G(1) - G(0) = (ri - r,)l = cl. (1.21) 
Conversely, suppose (1.20) holds for a positive diagonal matrix E = diag( e, ) 
and (1.21) is valid for some real number c. Select u > 0 to be a positive 
eigenvector of A with corresponding eigenvalue r,. Define a vector u > 0 by 
vi = e;‘ui and ri = r, + c. If, for any t with 0 < t < 1, a positive vector w is 
defined by wi = utPtvf, an easy calculation shows 
M(t)w = [(l- t)ro + tr,] w, 
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@f(t)) = (1- t)r” + tr,. 
It remains to consider the case G(1) = G(0) = 0. In this case (1.14) and 
Lemma 1.1 imply 
(1.22) 
which is inequality (1.7). Furthermore, equality holds in (1.22) for some t 
with 0 < t < 1 if and only if (1.12) is satisfied for 1~ i < n. Summing 
Equation (1.12) over j gives 
rlui = yir,u,, (1.23) 
and Equations (1.12) and (1.23) give 
B = kl-‘AE, (1.24) 
where E = diag( ui/vi) and k = r,/r,. 
Conversely, suppose that G(1) = G(0) = 0 and that Equation (1.24) is 
satisfied for some k > 0 and some positive diagonal matrix E = diag(e,). 
Select a positive vector u > 0 so that Au = rau, and define 0 > 0 by ui = Oie, 
and ri > 0 by r1 = kro. If, for 0 -=z t < 1, one then defines 20 = u’-W, a direct 
calculation gives 
It remains to verify that (1.3), (1.4) and (1.7) are valid even if F(t) is not 
irreducible, but this follows by the same argument used to prove the 
inequality (1.2) when F( t ) is not irreducible. W 
REMARK 1.1. The proof of Theorem 1.1 actually shows that the matrix E 
in the statement of the theorem must be of the form E = diag(ui/oi), where 
u > 0 is a positive eigenvector of A and v > 0 is a positive eigenvector of B. 
Thus the matrix E is determined uniquely to within positive scalar multiples. 
Theorem 1.1 immediately gives Corollary 1.1 below, which is Cohen’s 
theorem [6-81. The strict convexity in Corollary 1.1 was first obtained in the 
stated generality by Friedland (see Theorem 4.1 in [12]). 
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COROLLARY 1.1 (See [7, 81 and [12]). Assume that A is an n X n, 
nonnegative irreducible matrix and that C = diag(cii) and D = diag(d ii) are 
diagonalmatrices. For O<t<l defineG(t)=(l-t)C+tD. Thenonehas 
for 0 < t < 1 
&(G(t)+A)<(l-t)&(C+A)+t&(D+A), (1.25) 
and equality holds in (1.25) for some t with 0 < t < 1 if and only if D - C is 
a scalar multiple of the identity. 
Theorem 1.1 also yields Kingman’s theorem as an immediate consequence 
and moreover gives necessary and sufficient conditions for strict convexity. 
The latter information appears to be new and inaccessible by other proofs. 
COROLLARY 1.2 (See [17]). For 0 < t < 1 assume that F( t ) = ( fij( t )) is 
an n x n, nonnegative irreducible matrix, and suppose that for 1~ i, j < n, 
fj( t ) is either identically zero or positive and a log convex function of t. It 
then follows that r( F(t)) is a log convex function of t for 0 < t < 1. Zf 
F(0)=(aij), F(l)=(bij), andamutrixM(t)=(mii(t)) isdefined by 
mij(t) = u!I:‘btj, 
then one has 
r(Q)) =G +4(t)), (1.26) 
and equality occurs in (1.26) f or some t with 0 < t < 1 if and only if 
F(t)=M(t) foralltwith O<t<l. Zfr(A)=rOandr(B)=r,, then 
r(M(t)) < To’-“r:> (1.27) 
and equality occurs in (1.27) f or some t with 0 < t < 1 if and only if there 
exists a constant k > 0 and a positive diagonal matrix E such that 
B = kE_‘AE. 
REMARK 1.2. In Theorem 4.2 of [ 121, Friedland studies a special case of 
Kingman’s theorem. Let H = (hii) be a fixed n X n, nonnegative irreducible 
matrix, and for diagonal matrices G consider 
B(G) = logr(eCH). 
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Corollary 1.2 implies that R(G) is a convex function of G. Specifically, if 
C = diag(cii) and D = diag(d,,), define F(t)= e(‘-L)“ftDH and note that in 
the notation of Corollary 1.2, F(t) = M(t). Furthermore, if A = F(O), r, = 
r(A), B = F(l), and ri = r( Z?), one obtains from Corollary 1.2 that 
logr(F(t))g(l-t)logr(A)+tlogr(B), (1.28) 
which gives the convexity of R(G). Furthermore, equality holds in (1.28) for 
some t with 0 < t < 1 if and only if there is a positive diagonal matrix 
E = diag( ei ) and k > 0 such that 
Z? = ( e”n*hij ) = kE- ‘A.5 = ( kel:‘ec~~hiiej). (1.29) 
If the diagonal entries of H are positive, (1.29) implies that dii - cii = log k 
for 1~ i < n, or D - C is a scalar multiple of the identity. Conversely, if 
D - C is a scalar multiple of I, Equation (1.28) clearly becomes an equality 
for 0 < t < 1. Thus we obtain Friedland’s necessary and sufficient conditions 
for strict convexity in the case he considers. 
REMARK 1.3. In some work on matrix theory it is useful to have versions 
of Corollary 1.2 in which the parameter t is a vector and lies in a convex set 
C in [w “; see [lo], for example. Such versions can be derived from Corollary 
1.2, but it may be worthwhile to describe such a result explicitly. Thus, 
suppose C is a convex subset of Iw” and that, for 1~ i, j < n, g, j : C + R is 
either identically zero or positive and a log convex function of t E C. Define 
G(t) = (gij(t)), and assume G(t) is irreducible for all t E C. Suppose 
t”’ t@),...,t(m) are m distinct points in C, define P,, = { 0 E R n’ 113 > 0 and 
zTi i oi = l}, and for 0 E P,,, define H(0) = G(I~=“=,B,t(‘)). For 1 < k < m 
define Ack’ = (a$!)) = G(tck’), and for 8 E P,,, define B( 0) = ( bi j( 8)) by 
n, 
bij(e)= kFl(Ui:‘)8k. 
Then one has for all B E P,,, 
(1.30a) 
and equality holds in (1.30) for some B > 0, 8 E P,,,, if and only if equality 
holds for all 8 E P,. If r, = r(Ack)) for 1~ k =s m, one has for all 0 E P,,, 
r@(e)) 6 fi $. 
k=l 
(1.3Ob) 
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Equality holds in Equation (1.3Ob) for some B E P,,, 8 > 0, if and only if there 
exist positive diagonal matrices E, for 2 < k < m and positive constants ck 
for 2 < k < m such that 
A(k) = c E- ‘A(“E k k k' 
It is perhaps easiest to prove the above result by arguing in analogy with 
Theorem 1.1. Specifically, select uck) > 0 so 
and given 8 E P,,,, 8 > 0, define w > 0, w E R “, by 
Wi = fj (tp)“‘, 
k=l 
and observe how B(8) acts on w. We leave the details to the reader. 
We shall now turn to a closely related question posed by Friedland [12]. If 
H is a fixed rr X rz, nonnegative matrix, Friedland asks if the map D + r( DH) 
is a convex function on the set of positive diagonal matrices. If H # I is a 
permutation matrix, the map D + r(DH) is not convex (see [12, Section 61); 
however, Friedland proves (see Theorem 4.3 in [12]) that if H is invertible 
and - H- ’ is essentially nonnegative, then D + r( DH) is convex on the set 
of positive diagonal matrices. 
Our next theorem will contain Friedland’s theorem and “almost” contain 
Theorem 1.1. To state the theorem we need a definition. 
DEFINITION 1.1. Let C be a convex subset of a vector space E, and 
f: C + R a real-valued function. The map f is called “quasiconvex” if for 
every real number (Y, the set {x E C 1 f( x < a} is convex (possibly empty); f ) 
is “quasiconcave” if - f(x) is quasiconvex. 
THEOREM 1.2. Let notation and assumptions be as in the statement of 
Theorem 1.1, except do not assume that F( t ) is irreducible and suppose that 
G( t ) is a positive diagonal matrix. Let H be an n X n, nonnegative, 
irreducible, invertible matrix, and suppose that - HP’ is essentially non- 
negative. Then one has 
r(HF(t)+HG(t))<r(HM(t)), o<t,<1, (1.31) 
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and equality holds in (1.31) for some t with 0 < t =C 1 if and only if 
F(t)+G(t)=M(t) 
for all t with 0 < t < 1. Furthermore, if R( t ) = r( HM( t )), then R( t ) is a 
quasiconvex function of t, 0 6 t < 1; and this is true even if H is not 
irreducible. Zf F( t ) is identically zero, then R( t ) is a convex function of t, 
and this is also true even if H is not irreducible. 
Zf R(0) = R(1) = CY, then there exists a to, 0 < to < 1, such that R( to) = a if 
and only if G(0) = G(1) and there exists a positive diagonal matrix E such 
that 
E-‘F(O)E = F(1) (1.32a) 
and 
E-‘HE = H. (1.32b) 
Proof. It is known (and not hard to prove) that if H is a nonnegative, 
invertible matrix and - HP ’ is essentially nonnegative, then H- ’ can be 
written in the form 
where K > 0 and E > r(K). We shall assume from the start that H is 
irreducible. LL -’ ‘m not irreducible, one can obtain the desired quasiconvexity 
or convexity by approximating H by H” = (5 - K,) -l, where K, is a 
sequence of strictly positive matrices which approach K in norm.] 
Because H is nonnegative and irreducible and G( t ) is a positive diagonal 
matrix, HF( t )+ HG( t ) and HM( t ) are irreducible and nonnegative. It was 
observed before that 
F(t)+G(t)<M(t), 
so 
HF(t)+ HG(t) < HM(t). 
It follows that the inequality (1.31) holds for 0 6 t < 1, and Lemma 1.2 
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implies that if equality holds for some t,, 0 < to < 1, then 
F(t)+G(t)=M(t) 
for all t, 0 < t < 1. 
To prove that R(t) is quasiconvex we must prove that if R(t,) < (Y and 
R(t,) G (Y, then R(t)< a for t, < t < t,. It is an easy exercise to see (by 
reparametrizing) that it suffices to prove this when to = 0 and t, = 1. If u is a 
positive eigenvector for HM(0) an d v is a positive eigenvector for HM(l), one 
has 
Cu+Au<a(t-K)u (1.33a) 
and 
Dv + Bv < a(t - K)v. (1.33b) 
For fixed t, 0 < t < 1, define w by wi = u!-’ t 
By Holder’s inequality one has 
vi and define k(t)= (~fi~b!~). 
([aK+R(t)]w)i=~(cukijUj)1~f(cukijvj)f+~(aijUj)1-f(bij”j)f 
i j 
zakijuj + xaijuj 
j i 
)l-f(&xk,l”j+ Ebijvj)t 
i 
(1.34) 
Equality holds in (1.34) if and only if there exists a positive constant A i such 
that 
Xikijuj = kijvj for 1 <j < n (1.35) 
and 
Xiaijuj = bijvj for l<j<n. (1.36) 
Using (1.33) in (1.34), one obtains 
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and the previous inequality implies 
> [(l- l)c,, + tdii] w,. (1.37) 
Strict inequality holds in (1.37) unless 
cii = d. II. (1.38) 
The inequality (1.37) implies that 
HM(t) w<aw. (1.39) 
Furthermore, a little thought shows that our arguments imply equality holds 
in (1.39) if and only if equality holds in (1.33a) and (1.33b), and in (1.35) 
(1.36), and (1.38) for 1 < i < R. Lemma 1.1 thus implies that 
R(t)=r(HM(t))a, (1.40) 
which proves quasiconvexity. 
Now assume that R(0) = R( 1) = a [ so u and o in (1.33) are eigenvectors] 
and that R(t) = cr for some t, 0 < t < 1. By adding Equations (1.35) and 
(1.36) we obtain 
xi 
i 
2 akijuj + 2 UijUj = A,(& - Ci,)Ui 
j=l j=l I 
i akijvj+ i bijvj 
j=l j=l 
= (a[ - d,,)v,. 
If a[ - cii > 0, Equation (1.38) implies A, = vi/.ui. However, Equation (1.33) 
implies CX.$ - dii > 0 unless bij = kij = 0 for 1 < j < n. Thus, even if at - cii 
= 0, Equations (1.35) and (1.36) are still satisfied if one defines Ai = vi/ui. 
With this convention, if we define E = diag(ui/ui), we obtain 
E-‘AE = B, 
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which is Equation (1.31) and 
E-IKE = K. 
The latter equation implies 
Ep’(Z-K)E=Z-K 
and 
E-lHE= H. 
Conversely, if R(0) = R(1) = a, G(0) = G(l), and Equations (1.31) and 
(1.32) are satisfied, let u be a positive eigenvector of HM(0). If v is defined 
by diag(u,/v,) = E, one verifies that v is a positive eigenvector of HM(1). If 
w is defined by wi = ui l-b:, one works backwards through the above 
inequalities to verify that 
HM(t)w = aw, Ogt<l. 
We leave the details to the reader. 
It remains to show that R(t) is a convex function of t if F(t) = 0. 
Initially, we do not assume F( t ) = 0. If 
then select s, 0 < s < 1, and define X, = (l/~)[(l- s)ra + sri] and X, = 
(l/r,)[(l - s)rO + sri]. Define A = X,A, C = X,C, B = X,B, and D = X,D. 
We then have 
and quasiconvexity implies that for 0 < t < 1, 
where i!i$t)=(afJ:‘bij). If we take t =s/X, [so 1 -t =(l- s)/X,], a 
calculation gives 
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If F( t ) = 0, the previous inequality becomes 
r(H[(l-s)C+sD])<(l-s)r(HC)+sr(HD), (1.41) 
where C and D are positive diagonal matrices, and this is the desired 
convexity result. n 
REMARK 1.4. Theorem 1.2 immediately implies that t + r(HF(t)+ 
HG( t )) is quasiconvex. 
If F(t) = 0 and if equality holds in (1.41) for some s with 0 < s < 1, then 
in the notation of the above proof and with t = s/X, 
Our theorem for strict convexity implies c = b or D = XC, h > 0. Con- 
versely, if D = XC for some h > 0, one clearly has equality in (1.41) for 
0 < s < 1. Thus we obtain Friedland’s necessary and sufficient condition for 
strict convexity (see Theorem 4.3 in [12]). 
2. MINIMAX FORMULAS FOR THE SPECTRAL RADIUS 
If A is an n x n matrix, write AT for the transpose of A, and denote by P 
the set of probability vectors in R “, P = { (Y E Iw ” 1 a > 0, Ca j = 1)) and by Pa 
the set {~EP]~~>O for l<i<n}. If A is a given nXn, nonnegative 
matrix, we shall consider in this section variants of the function f(a, x) given 
by 
(Ax). f(a,x)= i cu,log * 
i=l i lI 
(2.1) 
for (cY,x)EPxP~ or for (a,x)~ {((Y,x):cKEP, x>O}. For a given (YEP 
one can consider the map 
x-f(%x>=g(x) (2.2) 
and consider g as defined on {x > 0) or on PO. Since g is homogeneous of 
degree zero, any critical point x of g ) PO actually satisfies vg(x) = 0. 
CONVEXI-IY AND LOG CONVEXITY 77 
If A is an n X n nonnegative matrix and r = r(A), there exist nonnega- 
tive (nonzero) vectors u and 0 such that 
Au=ru (2.3) 
and 
ATu=rv. (2.4) 
If A is also irreducible, then necessarily u > 0 and v > 0, and u and v can be 
chosen so 
i uivi = 1. (2.5) 
i=l 
However, even if A is not irreducible, it may happen that u > 0, and then 
(2.5) can also be satisfied. 
Our first theorem presents a simple proof of a result which was first 
proved by Friedland and Karlin (see [ 13, Section 31) and which plays a central 
role in [12]. 
THEOREM 2.1 (Friedland and Karlin [ 131). Let A = (a i j) be a rwnnega- 
tive, irreducible matrix such that a,, > 0 for 1~ i < n. Zf a E PO and g(x) is 
defined by Equation (2.2), then g 1 P, has a unique critical point 5 and 
In particular, if u and v satisfy Equations (2.3), (2.4), and (2.5) and if a is 
defined by 
then 
a=(u1v1,uzu2,..., w4l> ) (2.6) 
j&qlog( +) > i u,u,log( e] =logr(A) (2.7) 
I i=l t 
for all vectors x > 0. 
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Proof. As is observed in [12, 131, ‘f 1 a is given by (2.6) the function g(x) 
has a critical point at r = u (this is an easy calculation), and Equation (2.7) 
then follows from the first part of the theorem. 
Thus we concentrate on proving the first part of the theorem. Select 
(Y E I’,, and let g be given by Equation (2.2). We first claim that g achieves 
its minimum on PO. To prove this it suffices to prove that if z E P and z @ PO, 
then limz,z,X,, g(x)= co. We know that (Ax)~/x~ > a,, > 0 for any x E PO, 
so we shall be done if we can find an index i such that zi = 0 and (Ax), > 0. 
Let S = {i ]I< i < n, zi = O}; we claim that (AZ), > 0 for some i E S. If not, 
for each k @ S multiply row k of A by X, > 0 such that X,(Az), = zk. This 
gives a new matrix B which is also irreducible but which has a nonnegative 
eigenvector z which is not strictly positive, thus contradicting Lemma 1.1. It 
follows that f has a minimum on PO, say at 5. 
Given vectors x > 0 and y > 0 and a real number t, define a positive 
vector w = xlPtyt by wi = x!-“y’. We next claim that for 0 < t < 1 
d” l-Yt) G Cl- thdx)+~g(Y) (2.8) 
and that equality holds in (2.8) for some t with 0 < t -C 1 if and only if there 
exists a positive real X such that y = hr. To see this, observe that for a fixed t 
with 0 < t -C 1 Holder’s inequality implies 
n 
(A(x'-~~~))~ = c (aijxj)l-'(aijyj)t 
j=l 
Equality holds in (2.9) if and only if there exists a positive number Xi such 
that 
aijyj = Xiaijxj, l<j<n. (2.10) 
Because (Y > 0, (2.9) and (2.10) imply that 
and that equality holds in (2.11) if and only if Equation (2.10) is satisfied for 
l<i<n. 
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Since we assume a ii > 0, taking j = i in (2.10) gives hi = yi/xi, and 
(2.10) then implies 
(2.12) 
If i and j are arbitrary indices, the irreducibility of A implies that there are 
indices jr, ja,. . . , j, such that 
aij,aj,jzaj2j3.. . aj P j > 0, 
and we obtain from this fact and (2.12) that 
Ai=Xj,=hjz= ..’ =Xjv=hj, (2.13) 
i.e., y = Xx for some h > 0. 
The above observations show that the point [ E Pa where g achieves its 
minimum is unique. For suppose g achieves its minimum also at -$ E Pa and 
i z .$. Then one has 
but g((.$g)“‘) < g(t), a contradiction. 
We know that vg([) = 0, but it remains to show that if x E PO and x # 5, 
thenVg(x)+O.If Vg(x)=Oandwedefinedx,=~!rP’,wewouldhave 
lim t%(x) - dxt) = o 
t+o+ II--x,II . 
However, Equation (2.8) implies that 
and the differentiability of t + rt implies that 
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for some constant M. Thus we have 
and the assumption that vg( x) = 0 was wrong. n 
REMARK 2.1. Suppose that 4 : 88 + R is a map such that lim, _ _ m $( t ) 
E $( - cc) exists either as a real number or in the sense that lim, _ ~ co G(t) = 
+ cc or lim t _ _ m #(t ) = - 00. If A is an arbitrary n X n nonnegative matrix, 
(Y E P, x > 0, and 4 is as above, we shall want to make sense of 
h(a,x)= i a,# 1 g 
i=l 
(0 (e+J 
even if (Ax)~ = 0 for some i. If #( - cc) is finite and (Ax)~ = 0, define 
cxi$(log[(Ax)i/n:i])= ai$( - cc). If $( - cc) = * cc, (Ax)~ = 0 and (Y~ > 0, 
define h(cu, x) = $( - cc); but if (Y~ = 0, define ai$(log[(Ax)i/xi]) = 0, no 
matter what the value of (Ax)~. These conventions give a well-defined value 
of h(~y, x) and, in particular [taking 4(t) = t], of f(cw, x). An examination of 
the proof of Theorem 2.1 shows that the inequality (2.8) is still true in this 
generality. 
It turns out that the inequality (2.7) is true under less restrictive assump- 
tions. Since the argument we shall give also has the virtue of extending to the 
case of partial differential equations, we present it here. 
THEOREM 2.2. Let A be a nonnegative matrix such that A has an 
eigenvector u > 0, Au = ru. (Zt is then necessarily true that r = r(A).) Let v 
be a nonnegative eigenvector of AT such that v satisfies Equations (2.4) and 
(2.5). The inequality (2.7) is then satisfied for all x > 0. 
Proof. If A is identically zero, (2.7) is trivially satisfied (both sides are 
- cc). If A is not identically zero, then r > 0 and the assumption on A 
implies Ax > 0 for x > 0. If (Y~ = uiv, and g(x) is defined by 
g(x)= f: qlog 
i=l 
it follows that g(x) is finite for vectors x > 0. As before, a calculation gives 
vg(u)=O and g(u)=logr. 
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Assume there exists ,$ > 0 such that g( 5) < g(u), and for 0 < t < 1 define 
a, = t,i-, ~(~:-tU:-‘,...,5~-‘u~~’ ). We know that g satisfies the in- 
equality (2.8) (see Remark 2.1), so exactly the argument at the end of the 
proof of Theorem 2.1 shows that vg( U) # 0, a contradiction. H 
REMARK 2.2. The hypotheses of Theorem 2.2 may be satisfied for 
matrices A which are not irreducible and for which AT does not have an 
eigenvector 2, > 0, e.g., for 
As an immediate consequence of Theorem 2.2, we obtain the following 
corrected variant of Theorem 3.3 in [12]. Notice that we do not claim that 
Equation (2.14b) below is true for arbitrary nonnegative matrices A (compare 
Theorem 3.3 in [12]). In fact, we show in Remark 2.3 below that for general 
A Equation (2.14b) is false. 
THEOREM 2.3 (Compare Friedland [12]). Assume that A is an n X n, 
nonnegative matrix which has an eigenvector u > 0, so Au = ru (necessarily 
r = r(A)). Let v 2 0 satisfy Equations (2.4) and (2.5). Zf $: R -+ R is a 
continuous, convex function which is nondecreasing on [log r, co), and if we 
define G(t) = $(log t), then 
” (Ax), inf C uivi$ * (A = @CT) X>O i-1 
= +(r). 
Proof. We proved in Theorem 2.2 that 
(Ax). inf C uivi log X_ 
i A =logr, X>O i-1 
(2.14a) 
(2.14b) 
(2.15) 
and because 4 is nondecreasing on [log r, 00) and convex, Equation (2.15) 
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implies for any x > 0 
Since one obtains equality in (2.16) for x = u, we have proved Equation 
(2.14a). 
Equation (2.14a) immediately implies 
by taking CY=(U~Z)~,..., u,,u,). On the other hand, for any cx E P one has 
and the preceding two inequalities give (2. I4b). n 
REMARK 2.3. It is tempting to conjecture that if 4 satisfies the assump- 
tions of Theorem 2.3 and A is an arbitrary nonnegative matrix, then Equation 
(2.14b) is satisfied. However, if 
so r = r(A) = 2 and r,L is any convex function on R’ such that $ is increasing 
on [log2, cc) but G(O) = +(l) > rc/(log2) = +(2), one can easily check that 
CAx)j _ 
inf inf Caj+ - - (Ax )j
X>Cl a=P i 1 ri sup inf xaj+ 7 i i = i//(o) > q(1og r). aCzPX’” I 
A classical (and fairly easy) result of Wielandt [32] asserts that for any 
nonnegative matrix A, 
inf max = r(A) = r. 
X>O l<i<n 
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If \c, : R -+ R is continuous and nondecreasing on [log r, co), one assigns an 
arbitrary value for +( - co), and one defines +(t) = #(log t) for t > 0, then 
one can derive easily that for any vector x > 0 one has 
Because 
one concludes that 
inf max I+ 
r>O a=P 
If AU = TU for some u > 0 (e.g., if A is irreducible), and if one takes x = u in 
the previous inequality, one sees that 
= +(r(A)). (2.17) 
If A is an arbitrary nonnegative matrix, define J to be a matrix all of whose 
entries are 1 and A, = A + &_I. Assume in addition that + : R + R is non&- 
creasing (not just on [log r, 00)) and that $( - co) = lim t _ _ ca q(t). A simple 
monotonicity argument then gives 
and taking the limit as E+ O+, one finds that Equation (2.17) holds for 
general A > 0 if Ic, is nondecreasing on R. 
Theorem 2.3 and the above remarks yield 
PROPOSITION 2.1. Let A be an n x n nonnegative matrix with r = r(A). 
Let 4 : R + R be a continuous function which is nondecreasing on [log r, CO), 
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and define 
I)( - co) = tli_mmi#(t) (possibly #( - OQ) = + co). 
If+(t)= 44logt), 
(2.18) 
and if A possesses an eigenvector u > 0 or I/J is rwndecreasing on Iw, one has 
(Ax), inf max CCQB X_ 
x>o a‘sP ( A = G(r), (2.19) 
but in general strict inequality can hold in (2.18). Zf 4 is convex on R and 
nondecreasing on [log r, co) and A has an eigenvector u > 0, then 
(Ax). inf sup CQJ * = 
CXGP i A (Ax), x>o sup inf Cai+ Z_ LX‘FPX’0 i J = G(T). (2.20) 
Friedland remarks (see [12, p. 3061) that for #(t) = t Equation (2.14b) 
can be proved easily for ah A >, 0 once one knows it for A > 0, because the 
left-hand side of (2.14b) is a continuous function of A. In fact, this point is 
nontrivial, and we would Iike to sketch a proof of Equation (2.14b) for 
arbitrary A > 0 and for arbitrary nondecreasing convex functions $. We shall 
use a theorem of Sion [30] (the same theorem was also used in [ll]); 
Friedland has shown the author a purely matrix-theoretic (but also nontrivial) 
proof for the case q(t)= t. 
To begin, let R = R U { - MI} U { + 00) denote the twopoint compactifi- 
cation of R. If 2 is a convex subset of a topological vector space and 
g : Z --, R, define g to be quasiconvex or quasiconcave by using Definition 
1.1. Define g to be lower semicontinuous if { z E Z 1 g(z) > c } is open for all 
real numbers c and define g to be upper semicontinuous if - g is lower 
semicontinuous. If g : Z + Iw we use the same definition of upper or lower 
semicontinuity. Sion [30, Corollary 3.31 has proved the following lemma in the 
case that the map f(x, y) below is real-valued. 
LEMMA 2.1. Assume that X and Y are convex subsets of topological 
vector spaces E and F respectively and that at least one of X or Y is compact. 
Let f:XXY+E =RU{+ca)U{ --co} be a map such that (1) for each 
x E X, the map y --, f(x, y) is quasiconvex and lower semicontinuous and (2) 
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for each y E Y the map x -+ f(x, y) is quasiconcave and upper semicontinu- 
ous. Then one has 
supinff(r,y)=i;f supf(r,Y). 
X Y X 
Proof. Son has proved this lemma if f is real-valued, so it suffices to 
reduce to this case. For a positive integer N define a retraction pN :B -+ 
[-N,N]byp,(t)=Nif t>N, p,,,(t)=t if -N<t<N,andp,(t)= -N 
if t < N. If 2 is a convex subset of a topological vector space and g : 2 -+ w is 
lower semicontinuous (respectively upper semicontinuous) and quasiconvex 
(respectively quasiconcave), then it is a straightforward exercise which we 
leave to the reader to prove that pN 0 g is lower semicontinuous and quasi- 
convex (respectively upper semicontinuous and quasiconcave). If we define 
fN(x, y) by fN(x, y) = PN( f(x, y)) and apply the previous comment, Son’s 
theorem implies 
supinff,(r,Y)=i;fsuPf~(x,Y). 
r y x 
(2.21) 
For any function f(x, y) one has 
supinff(x,Y)Q infsuPf(x,Y), 
X y Y x 
(2.22) 
and we shall use (2.21) to obtain equality in (2.22). If the right-hand side of 
(2.22) is - co, we are done, so assume 
inf supf(x,y)=a 
y x 
where - CO < u < 00. Choose N > - u, and observe that for any y E Y one 
has then 
supf(x, y) 2 supfN(x, Y) > min(a, N). 
x X 
(2.23) 
Using Equations (2.21) and (2.23) one obtains 
infsupf,(x,y)= supinff,(n:,y)~min(a,N), 
Y X I y 
and (since - N < a) one derives from the previous equation that 
sup inff(x, y) >, min(u, N). 
x Y 
The desired result follows by letting N + co. n 
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Now let #: [w -+ R be a nondecreasing 
+:a +ij% by ~(~cc)=lim,_ &m#(~). If 
,.. ., e”n), and for a given nonnegative matrix 
h(a, z) by 
convex function, and extend 
ZGlw”, define e3 = (e’l, ei2 
A and (01, Z)E P xR" define 
(2.24) 
where +(t) = $(log t) and h(a, z) is defined as in Remark 2.1. 
THEOREM 2.4. Assume # : Iw --* Iw is a nondecreasing convex function, 
anddefine ~(~cc)=lim,,+, q(t) and e(t) = +(log t) fir t > 0. IfA is an 
n X n, nonnegative matrix, then 
= @(r(A)). (2.25) 
Proof It suffices to prove that 
sup inf h((~, z)= inf sup h(a, z), 
a,CPZER” ZER” arJJ 
(2.26) 
where h is given by Equation (2.24). Proposition 2.1 implies that the 
right-hand side of (2.26) equals +(r(A)). 
The inequality (2.9) is valid for A > 0, and one easily concludes that for 
O<t<landz,wEIW”andcuEP, 
h(a,(l- t)z + tw) c (l- t)h(a, z)+ th(cy,w), 
so z + h(Cy, z) is certainly quasiconvex. The facts that a! + h(cy, z) is quasi- 
concave and upper semicontinuous and .z + h(cu, z) is lower semicontinuous 
are straightforward but tedious, and we leave them to the reader. Some care is 
necessary because of possible - cc values. The conclusion of Theorem 2.4 
follows now from Lemma 2.1. n 
The cases of greatest interest in Theorem 2.4 are $( t ) = t and C#B( t ) = log t 
or G(t)= et and G(t)= t. 
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REMARK 2.4. Zf 4 is convex and nonincreasing on R, one obtains 
t,b(log r(A)) = f:fp sup 2 ai$ 1 g 
X>O i=l (o (%+)I 
= 
because then the function h(a, z) in Equation (2.24) is quasiconcave in z. 
3. CONVEXITY THEOREMS FOR THE SPECTRAL RADIUS OF 
NONLINEAR, HOMOGENEOUS CONE MAPS 
If X is a real Banach space and C is a subset in X, we shall say that C is a 
cone (with vertex at 0) if C is closed and convex and (1) if x E C and t is any 
nonnegative real, then tx E C, and (2) if r E C - {0}, then - x @ C. The 
cone C induces a partial order on X by x < y if and only if y - x E C. If 
f: C + (C and f(0) = 0, by an eigenvector of f is meant a vector x E C - { 0) 
such that f(x) = Xx for some real number h (the eigenvahre), and by a 
nonzero fixed point of f is meant an eigenvector with eigenvalue X = 1. 
There is an enormous literature concerning the existence of fixed points or 
eigenvalues of nonlinear maps of cones: see [18], [19, Section 91, [22, Section 
11, [23, Section 51, [25], [4], [27] and [31], [33], and [34] for example. 
One can also ask somewhat more delicate questions than just the existence 
of eigenvectors. If f: C + C is continuous, define f to be homogeneous of 
degree one if for ail real numbers t and all x E C, f(tx) = tf(x), and define f 
to be order-presming (with respect to C) if for all x, y E C such that x < y 
one has f(x) < f(y). Krein and Rutman [19] use the term “monotonic” 
instead of “order-preserving.” If f: C + C is continuous and the image of any 
bounded set in C under f has compact closure, f is called a compact map. If 
f: C + C is a compact map (or, more generally, a “condensing map” [23]), 
homogeneous of degree 1 and order-preserving, one can define the spectral 
radius of f (with respect to C), r( f ). If f has an eigenvector in C, then 
r(f) = sup{ h 1 f(x) = Ax for some r E C, x f 0) ; 
and for general compact f: C + C as above, r(f) is defined by approximat- 
ing f by compact maps f, of the same type such that f, has an eigenvector 
in C and defining 
r(f)= lim T(f,). 
n+m 
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(The existence of appropriate f, follows by results in Section 9 of [19] or, for 
more general noncompact f, from results in Section 5 of [23].) Having 
defined r(f), one can ask how r(J) varies with a parameter t if fl depends 
in an appropriate way on t and f; : C 4 C. We shall prove in this section 
direct analogues of Cohen’s theorem and Kingman’s theorem for nonlinear 
maps and also of the “min-max” and “max-min” formulas for the spectral 
radius. 
If r and y are elements of C, define r and y to be comparable if there 
exist positive numbers cr and p such that 
If u~C-{O),defineC(u)={x~C~xiscomparabletou}.Iff:C:~Cis 
compact, homogeneous of degree 1, and order-preserving and f has an 
eigenvector in C(u), one can ask whether this eigenvector is unique (to within 
scalar multiples). If the eigenvector D in C(U) is unique and if f( C( u)) c C(U), 
then one can define g : C(u) + C(u) by g(x) = f(x)/11 f(x)ll, and one can ask 
whether lim n_oo g”(r)= u/]]u]l for any x E C(U) (where g” denotes the 
iteration of g with itself rt times). We shall consider such questions in Section 
4 below. 
In this section and the next section we shall usually restrict ourselves for 
simplicity to X = Iw n, and to the cone K={~ER”]x>O}. We wish to 
emphasize, however, that much of what we shall prove has extensions to the 
general framework just described. This is particularly so if X = C(M), the 
continuous real-valued functions on a compact space M, or X = Lp(& p), 
1~ p < co, where D is a u-finite measure space with measure ~1; C is taken to 
be the cone of nonnegative functions in either case. In fact, it will be useful if 
the reader considers R n as C(M), where M = { 1,2,. . . , n }, i.e., continuous 
real-valued functions on M. Thus R * is an algebra, and if U, c E R n, then 
UZ) = w, where 2ui = uioi, 1~ i < n. If t is a nonnegative real and u E K, 
then uf = w, where w, = uf; and if IA, v E K and 0 < t f 1, then ul-‘vt = 20, 
where w. = u!~‘u~. 
We shall always write K for the cone of nonnegative vectors in R “, and 
K,= {xE[w”: xi > 0 for 1 <i < n}, i.e., the vectors in K which are com- 
parable to (l,l,..., l)= U. If x ER”, we shall always write Ix]= zy_, ]xi], 
P = {x E K IIrl= l} and P,={x~K~]]x]=l}. We shall say XEK is a 
positive vector if x > 0, i.e., if x E K,. To save repetition, we make the 
following definition. 
DEFINITION 3.1. We shall say that a continuous map f: K + K satisfies 
hypothesis Hl if f is homogeneous of degree one and order-preserving. 
Our first lemma is well known, but we sketch a proof for completeness. 
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LEMMA 3.1. Zf f: P + K is a continuous map, f has an eigenvector. 
Proof. If f(x) = 0 for some x E P, x is an eigenvector with eigenvalue 0. 
If f(x) # 0 for all x E P, the map g(x) = f(x)/1 f(x)1 is a continuous map of 
P into itself. The Brouwer fixed-point theorem implies that g(r) has a fixed 
point, which is an eigenvector of f. W 
Note that if f”(P) c K, for some integer m 2 1, then the eigenvectors of 
f all lie in K,. 
With the aid of Lemma 3.1 we can define the spectral radius r(f) of a 
map f satisfying Hl. 
DEFINITION 3.2. If f satisfies Hl, then r( f ), the spectral radius of f, is 
given by 
r(f)=sup{X]Xx=f(x)forsomexEK- (0)). 
Properly we should speak of the “cone spectral radius of f” and write 
rh( f) to indicate dependence on K. However, for simplicity we shall use the 
previous notation. For linear maps in Banach space, the idea of the cone 
spectral radius was introduced by Bonsall [35], although he used the term 
“ partial spectral radius.” 
In order to establish the basic properties of the spectral radius we need 
two more lemmas. The next lemma is a special case of Theorem 9.1 in [19]; 
other generalizations can be found in Section 5 of [23]. 
LEMMA 3.2 (Krein and Rutman [19]). Assume that f: K + K satisfies 
Hl and that there exist u E K - (0) and X E R such that f(u)> Au. Then 
there exists x E K - (0) and x’ >, X such that f(x) = X’x. 
The following simple lemma will also be useful. 
LEMMA 3.3. Assume that C is a cone in a real Banach space X and that 
f: C ---) C is a continuous map which is homogeneous of degree one and 
order-preserving. Suppose that there exists x E C - (0) and a real number X 
such that 
Zf f( y ) = p y for some y E C - (0) and if there exists a real number 6 > 0 
such that 6y < x, then p < A. In particular, if the interior Co of C is 
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nonempty and x E C,, then every eigenvalue p off satisfies p G A. 
Proof. Because f is order-preserving and homogeneous, the fact that 
6 y < x implies 
where f” denotes the composition of f with itself n times. If p were strictly 
greater than X, Equation (3.1) would imply 
a contradiction. n 
Our next theorem collects the basic properties of the spectral radius. 
THEOREM 3.1. 
(1) Zf f: K -+ K satisfies Hl and if there exists y E K, such that f(y) < 
Xy, then r(f)<A. Zf g:K+K also satisfies Hl and f(x)<g(r) for all 
x E K, then r(f) < r(g). 
(2) Suppose that f: K + K satisfies Hl and that { f,, : m >, 1) is a 
sequence of maps f, : K --, K all of which satisfy Hl and 
lim sup Ifn,(X)-f(X)I=O. 
m -) 30 x E p 
(3.2) 
Then one has lim”, _ m r( f,) = r( f ). 
(3) Zf f: K + K satisfies Hl, one has 
(f(x))i n r(f)= inf max y= (f(x))i 
x>O l<i<n t inf sup C ei 7 , i A (3.3) x”“aEPi=l 
where (f(x)), denotes the i th component of f(x) and ai the i th component 
ofa. 
(4) Assume that f satisfies Hl and that for all x, y E K and all real 
numbers 9 with 0 G 0 < 1 one has 
(3.4) 
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Let q!~ : R + W be a nondecreasing, convex function, and define #( - 00) = 
lim ,_-,$(t)(possibZy+(-a)= -m)and+(t)=rC/(logt) fortaO, with 
+(O) = $( - ~0). Then one has 
+(rtf )> = jF\ suP t “i+ * 
i J 
(f(4). = sup inf i +I A (f(4). 
aEPi=l aEPX” i=l ( i x, . 
(3.5) 
Proof. (1): The first part of (1) follows immediately from Lemma 3.3. By 
the compactness of P, there exists u E P such that f(u) = T~U, where 
ri = r( f ). The assumption on g implies that 
f(u) = TlU < g(u), 
so Lemma 3.2 implies that g has an eigenvalue greater than or equal to ri, 
i.e., r(g) > ri. 
(2): Let {f, 1 m > l} and f be as in the statement of part (2) of the 
theorem, and write X = r(f) and A, = r( f,). By the compactness of P, there 
exists u E P such that f(u) = Au, and there exist U, E P such that f,( urn) = 
X ,,,um. The assumptions on f, imply that 
where lim m _ o. 6, = 0. If h = 0, the numbers 8, can all be taken equal to 
zero. Thus for m large enough, Lemma 3.2 applies and shows r( f,) 2 X - a,, 
so 
(3.6) 
Because the functions f, are uniformly bounded on P, the numbers A, 
are bounded, and by taking a subsequence A,, we can arrange that 
lim A,, = limsuph, = x’. 
i-00 nl’cc 
By using the compactness of P and taking a further subsequence we can 
assume that u,, + v E P, and a simple limit argument shows 
f(v)= xv. 
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Thus the definition of r(f) implies that 
X= IimsupX,, < r(f), 
nr + CC 
(3.7) 
and Equations (3.6) and (3.7) give 
r(f)= lim r(f,). 
“1 + 00 
(3): The second equality in Equation (3.3) is obvious, so we concentrate 
on proving 
(f(4). r(f)= inf max *. 
x>Ol<i<n I 
If x > 0 (i.e., x E K,), Lemma 3.3 implies 
so 
r(f) < inf max 
(f(‘))i 
x>O lGi<n xi * 
(3.6) 
On the other hand, if f has an eigenvector u E K,, then by taking x = u in 
Equation (3.3) we see that 
r(f) > inf max 
(f(‘))i 
X>O l<i<n xi ’ 
which gives equality in this case. 
To handle the possibility that f has no eigenvector in K,, define, for 
m >, 1, f,(x) = f(x)+(l/m)Jr, where J will always denote a matrix with all 
entries equal to one. By part (2) of this theorem we have 
r(f) = h df,,>. 
m+m 
Because f,(K - { 0}) c K,, L emma 3.1 shows f,, has an eigenvector in K,, 
CONVEXITY AND LOG CONVEXITY 93 
so the above remarks imply 
r(fm) < inf max 
(fm(‘>)i 
xz0 l<i<n xi . 
It is clear that 
inf max 
(fm<‘>)i 
> inf max 
(ftx))i 
x>O l<i<n ‘i x>O lgi<n xi ’ 
so taking limits as m + co gives 
r(f)= lim r(f,)>, inf max (f(‘>)i 
IT, -+ cc x>O l<ign xi . 
(3.9) 
Equations (3.8) and (3.9) give the desired result. 
(4): In the statement of part (4) of this theorem one encounters sums 
Cr=i(~~r~, where (Y E P and - cc Q ri < cc. If oi = 0, eiri is defined to be zero 
even if ri = - co, but if r, = - cc and (Y~ > 0 for some i, the sum is - co. 
The first part of Equation (3.5) follows from Equation (3.3) and the fact 
that + is nondecreasing; convexity does not enter here. To prove the second 
part, define ei = (e’l, e’a,. . . , e’n) for z E R”, and define h(cw, Z) for 1y E P, 
zER” by 
h(a, 2) = i a.$ i=l I ( (fyq 
Just as in Section 2, one easily shows that (Y + h(a, z) is upper semicontinu- 
ous and quasiconcave and that z + h(a, z) is lower semicontinuous. The fact 
that z + h(a, z) is quasiconvex follows immediately from Equation (3.4) and 
the assumption that 4 is convex and nondecreasing. n 
Equation 3.3 in Theorem 3.1 is closely related to a formula of Schneider 
and Turner (Corollary 2.10 in [34]); however, it does not seem to follow 
directly from that result. 
Suppose C is the cone of nonnegative functions in C(M), the Banach 
space of continuous real-valued functions on a compact space M, or in 
Lp(Q CL), 1~ p < 00, where (52, p) is a u-finite measure space. Then for 
u,u~C and 0 a real number with 0~8~1, we have u’-%?EC. If 
X = C(M), this is obvious, and if X = LP it follows from Holder’s inequality 
94 ROGER D. NUSSBAUM 
If f: C + C is continuous, it thus makes sense to ask whether the analogue of 
Equation (3.4) holds, namely, whether for all u, u E C and all 8 with 
O<Bfl, 
f(u 1-cue)< [f(u)]‘P8[f(2))]0 (3.10) 
DEFINITION 3.2. If f: C + C is continuous and f satisfies Equation 
(3.10) for all u, 0 E C and all 8 with 0 < 8 6 1, we shall say that f satisfies 
hypothesis H2. 
If C is a cone in a real Banach space X, let C* denote the set of 
continuous linear functionals w* in X * such that w*(x) > 0 for all x E C. 
Recall that if X = C(M) and C is the cone of nonnegative functions, then C * 
is the set of nonnegative, regular Bore1 measures on M; and if X = LP(Q), 
l<p<oo, then C* is the set of nonnegative functions in L4(Q), where 
l/p + l/q = 1. Using these representations and Holder’s inequality, one can 
easily see that for all u, u E C, w* E C *, and real 8 such that 0 G 0 < 1, one 
has 
w*(u’-eve)< [w*(u)]‘-“[w*(u)]“. (3.11) 
It will be useful for us to know classes of functions which satisfy Equation 
(3.10). 
PROPOSITION 3.1. Assume that either X = C(M), the space of continu- 
ous real-valued functions on a compact space M, or X = Lp(s2), 1~ p < co, 
where G! is a a-finite measure space with respect to a measure p. Let C be the 
cone of nonnegative functions in X, and f: C --* C a continuous map. 
(1) Zf X = C(M), then f satisfies H2 if and only if fm every w* E C* 
and every pair u, v EC, the map 8 + w*( f(u’-%?)) is log convex. 
(2) IF f: C + C and g : C + C satisfy H2, then f + g satisfies H2; and if 
f is order-preserving, f 0 g satisfies H2. 
Proof. (1): Take u, o E C and w* E C. If f: C + C satisfies H2, we must 
show that h(B)= w*(f(u l -Bd’)) is log convex for 0 G 8 G 1. Take 8,, 8, such 
that 0 < 8, G 8,, and for 0 G t G 1 define 0, = (1 - t)O, + tf?,. We must show 
that 
h(B,) = w*( f(( ul-%?Q )l~t(ulWO’)t))< h(eO)l-th(e,)‘. 
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f( ( ul-e%e, )l-yU1-e,vB,)‘) < 
so applying w* and using Equation (3.11) gives the desired result. Notice 
that this argument applies also if X = Lp. 
Conversely, suppose that h(B) defined above is log convex for all choices 
of U, v EC and w* E C*. If X = C(M) and one chooses w*(z)= z(m) for a 
fixed m E M, one finds that Equation (3.10) is satisfied pointwise at each m, 
so Equation (3.10) is satisfied. 
(2): If f and g satisfy H2 and h(z) = (f-t g)(z) for z E C, then Holder’s 
inequality gives 
h(u r-+9) = f( U ‘9+r)+ g(u’-%@) 
~f(u)‘-ef(v)e+g(u)l-eg(v)e 
G [f(~>+g(u)l’-e[f(o)+g(v)le= [h(4~‘~e[h(41’-e~ 
so h satisfies H2. (Pointwise almost everywhere interpretations of these 
inequalities must be given in the LP case.) 
If f is also order-preserving, 
f(g(u ‘eoe))sf(g(u)‘-eg(o)e) G [f(g(u))l’-“Ef(g(v))l eF 
so f 0 g satisfies H2. n 
REMAM 3.1. It is not hard to show that statement (1) of Proposition 3.1 
also is true if X is one of the standard Lp spaces, but we omit the proof. 
It will also be useful to specify basic properties of maps f: K + K which 
satisfy Hl. 
PROPOSITION 3.2. 
(1) If f: K + K is continuous and f is continuously diffkwntiable on K,, 
then f is order-preserving if and only if 
gjx),o 
I 
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for all i and j with 1~ i, j < n and all x E K,. (Here f;(x) denotes the i th 
ccnnponent off(x). ) 
(2) Zf f: K + K and g : K -+ K satisfy Hl, then f + g and f 0 g satisfy 
Hl. 
Proof. (1): Suppose that 
By the continuity of f, to prove f is order-preserving on K, it suffices to 
prove f is order-preserving on K,. Thus suppose u, v E K, and u < v, and 
for O<t<l define u,=(l-t)u+tv. If g(t)=f;(u,), it suffices to prove 
g(1) 2 g(0). But the fundamental theorem of calculus gives 
g(l)-g(o)=ilgr(t)dt= i ]‘$(u,)(vj-uj)dt>O. 
j=l” J 
Conversely, suppose that f is order-preserving. If x E K, and ej denotes 
the unit vector with 1 in the jth position and zeros elsewhere, then order-pre- 
serving implies 
O< lim ‘( x + tej) - x( cc) 
t+0+ t 
= 2(x). 
J 
Statement (2) of the proposition is trivial, and we leave it to the reader. W 
Notice that we do not assume f is C’ on K (in Proposition 3.2), because 
this is almost never true in our examples. 
If x E K, T is a real number, and u E P, we define the “(r, a) mean of x,” 
M,,(x), as follows. 
DEFINITION~.~. If x=(x,,xa ,..., x,)EK, o=(a,,a, ,..., u,)~P,and 
r is a real number, then for r # 0, 
(3.12) 
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and for T = 0. 
M,,(x)= fi x> = lim M,,(x). 
j=l r-+0+ 
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(3.13) 
If r < 0, some further explanation of Equation (3.12) is needed. Given 
u E P, let B = { j 1 uj > O}. By definition, 
Mrotr)= (jgBujx;)I/' (3.14) 
for x E K, and (for r < 0) the right-hand side of Equation (3.14) is interpreted 
as equal to zero if xj = 0 for some j E B. 
To simplify formulas we adopt the notation r” = II;=, x7 for x E K, 
(7 E P. 
With the above conventions, we leave as an exercise to the reader to prove 
that x --, M,,(x) is continuous on K for every real r and every u E P. It is 
also easy to see that M,,(x) is homogeneous of degree 1, and that if 0 < x Q y, 
then M,,(x) < M,,(y). Furthermore, if X, y E K, and 0 < 8 < 1 and r > 0, 
Holder’s inequality gives 
M,,(x’-~ye)= ( f: (ujxy(ujy;)e)l” 
j=l 
(3.15) 
This inequality is also true for r = 0, by taking limits as r + O+ (or giving a 
separate argument). Continuity of M,,(r) also implies that (3.15) is true for 
all x and y in K. 
The typical example of a function f: K + K to which the results of this 
section and Section 4 will apply is one such that (f(~))~, the ith component 
of f(x), is a sum of positive multiplies of functions M,,(x) for differing 
nonnegative T and CT. Formally, suppose that for each i, 1 Q i < n, there exists 
a finite collection Ii of ordered pairs (r, a) with r E R and u E P. Suppose 
that f: K -+ K is such that (f(~))~ is given by the formula 
(3.16) 
where ciro > 0 for (r, u)E Ii. 
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DEFINITION 3.4. If f: K - K is defined by Equation (3.16), then we say 
f is a positive sum of (r, a) means or, simply, a positive sum of means. 
Propositions 3.1 and 3.2 and the above remarks show that functions which 
are positive sums of (r, u) means satisfy Hl and H2. Therefore we have 
COROLLARY 3.1. All conclusions of Theorem 3.1 apply to functions 
which are positive sums of (r, a) means with r 2 0 for all (r, a) E r,. 
We now want to give a generalization in this framework of Kingman’s 
theorem, and to do this we must discuss parametrized families of nonlinear 
operators. Suppose that f: [0, l] X K -+ K, and for each t E [0, l] define 
f;(r) = f(k x). 
DEFINITION 3.5. Suppose that f: [0, l] X K + K is continuous and that 
for each t with 0 < t < 1, f; satisfies Hl. In addition, suppose that for all real 
numbers to and t, in [O,l], ail nonnegative vectors u and v and all real 8 
with 0 < fl< 1 one has 
f((l-qtO+et,,u’-eve)< [f(t,,u)ll~e[f(tl~v)le. (3.17) 
Then we shall say f satisfies hypothesis H3. 
If f:[O,l]x K + K is continuous and one defines hit, z)= f(t, e”), one 
can see that the inequality (3.17) is equivalent to assuming h is log convex on 
[O, l] x R n. 
The next proposition shows that there are many examples of functions 
satisfying H3 and that they behave nicely with respect to some standard 
operations. 
PROPOSITION 3.3. 
(1) Assumethatf:[O,1]~K+Kandg:[O,1]~K~Kandthatfandg 
satisfy H3. Then h(t, x) = f(t, x)+ g(t, r) satisfies H3. 
(2) Zf f: [0, l] X K -+ K satisfies H3 and g: K + K satisfies Hl and H2, 
then g( f(t, x)) satisfies H3. 
(3) Zff:[O,l]xK-+Ksatis$es H3 a&c(t), O<t<l, isa bgconvex, 
real-valued function oft, then h(t, x) = c(t)f(t, x) satisfies H3. 
(4) For 1~ i < n let ri be a finite collection of ordered pairs (r, a) with r 
nonnegative and u E P, and for (r, a) E r, and 1~ i < n let ciro(t ) be a 
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positive log convex function of t. Then if f: [0, l] x K -+ K is defined by 
f(t, x) satisfies H3. 
Proof. (1): This follows by essentially the same argument used to prove 
the second part of Proposition 3.1, and we leave it to the reader. 
(2): If 0 < to G t, G 1, x and y E K, and 0 =Z 8 =Z 1, and if to = (1 - e)t, + 
et,, one has 
g(f(t,,x 1-eYe)) G g( [fkV 411Yf(t,7 YJI”) 
G [g(f(t,, XIII l-e[g(f(t17 YHI e2 
which implies that g( f(t, x)) satisfies H3. 
(3): In the notation of the preceding paragraph one has 
so h(t, x) satisfies H3. 
(4): If ei is the unit vector with 1 in the ith position, we have already seen 
that x + M,,(x)e, satisfies H2, so by part (3) of this proposition r + 
ciro( t)M,,(x)e, satisfies H3. Since the map f(t, x) in Equation (3.18) is a sum 
of such maps, part (1) of this proposition implies that f(t, x) satisfies H3. n 
We now come to the principal theorem of this section, which is a direct 
generalization of Kingman’s theorem [ 171. 
THEOREM 3.2. Assume that f: [0, l] X K + K satisfies H3 (see Defini- 
tion 3.5), and define J(x) = f(t, x). Then the map t -+ r(f;) is log convex. In 
particular t + r(x) is log convex if f; is given by Equation (3.18), i.e., f, is a 
positive sum of (7, a) means with coefjkients c&t) which are log convex 
functionsoftandr20 foraZZ(r,cr)Eri. 
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Proof. Select E > 0, and define 
where J is the matrix all of whose entries are 1 and k >, 1 is an integer. Select 
to and t, in [O,l] and 0 with 0 < 6 < 1, and define te = (1 - t9)t, + Bt,. If 
g,(x) = g(t, x), Theorem 3.1 implies that for k large enough, r( fE,> < r(g,,) < 
r(fE,)+e for j=O and 1, and r(fE,)<r(gJ. Because g,(K--{O})cK,, 
Lemma 3.1 implies that there exist vectors u E K, and 0 E K, such that 
g,,,(u) = pau, g,,(v) = piv, where pj = r(g,,) for j = 0 and 1. Proposition 3.3, 
part (l), implies that g satisfies H3, so 
Theorem 3.1, part (l), therefore implies that 
and because E > 0 can be taken arbitrarily small above, we are done. n 
The case in which all the numbers r in Equation (3.18) equal zero 
provides the simplest nontrivial example of Theorem 3.2. Thus assume that 
G, c P is a finite set or 1~ i < n and that for u E Gj, ci,(t) is a log convex 
function of t, 0 < t < 1. If f;: K + K is defined by 
(f;<‘>)i= C Cio(t)XoT (3.19) 
0 E G, 
then t -+ r( fE) is log convex (recall x0 = l-l;= i x~J). 
There is also a generalization of Cohen’s theorem to this framework. 
THEOREM 3.3. Assume that f: [0, l] x K + K satisfies H3 and that 
D( t ) = diag(d ii(t)) is a nonnegative, diagonal matrix whose diagonal ele- 
ments d,,(t) are convex functions oft for 0 < t < 1. Then the map t + r(fl + 
D(t)) isaconuexfinctionoftfor O<t<l. 
Proof. By using the trick of approximating f(t, x) by f(t, r)+(l/k)Jx 
(as in the proof of Theorem 3.2), we can assume that f(t, x) E K, for 
0 < t < 1 and x E K - (0). Define to, t,, 8, and to as in the proof of Theorem 
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3.1. Lemma 3.1 implies that f;, + D(t,) has an eigenvector u E K, with 
corresponding eigenvalue X, = r( D(t,)+ f,,). Similarly, fl, + D(ti) has an 
eigenvector o E K, with eigenvalue X, = r(D(t,)+ f;,). For notational con- 
venience write dii(to) = ai and dii(tl) = hi, so 
dii(&) < (1- f?)a, + 8bi. 
Because f satisfies H3, 
< [(l - B)a, + Bb,] u;-“v; + (f(t,, ~,)f-“((fct,> 0)); 
i { (1 - ejai + eb, +(x0 - +)‘-‘(A, - b,)“} u;-~v~, (3.20) 
where the subscript i denotes the ith component of a vector. Because the 
geometric mean is dominated by the arithmetic mean, Equation (3.20) gives 
and Theorem 3.1 then implies that 
r(D(te)+fE,) 6 Cl- ebb + 8% 
which proves the theorem. n 
4. CONVERGENCE OF ITERATES TO A UNIQUE 
POSITIVE EIGENVECTOR 
If A is an irreducible, nonnegative matrix, A possesses a unique (to 
within scalar multiples) eigenvector in K,. The first question we shall ask is 
whether certain maps f: K --) K have a unique eigenvector in K,. Unlike the 
linear case, we shall not expect a unique eigenvector in K. Thus the map 
f(x,, x2) = (/G, /G) clearly h as a unique eigenvector u = (1,l) in K,, 
but also has eigenvectors (1,0) and (0, I), not in K,. 
A nonnegative n X n matrix A is called “primitive” if there exists an 
integer p >, 1 such that AP > 0. If A is primitive, A has a unique eigenvector 
u E K, such that ]uJ = 1. However, Birkhoff [3] has shown that much more is 
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true. For x E K,, define g(x)= Ax/(Axl and let gP(x) denote the iteration 
of g with itself p times. Birkhoff proved that if x E K,, then lim,,,lgP(x) 
- U( = 0 and that, in fact, the convergence is geometric. If f: K + K satisfies 
Hl and f(K,)c K,, one can define g(x)= f(x)/lf(x)l and ask whether 
lim p_mlgP(~)--l=Of or x E K,, where u E K, is the unique eigenvector 
of f, normalized so luI= 1. We shall show that this is indeed true for a large 
class of maps f, and our results will reduce to Birkhoff’s in the linear case. 
The typical map f to which our results will apply is a positive sum of 
(r, a) means (see Definition 3.4). One basic difficulty is that we shall to 
consider fP, the composition of f with itself p times, and that in general fp 
will not be a positive sum of (r, a) means. Thus we are forced to consider 
more general classes which are closed under composition. Another problem to 
remember is that it is not, in general, true for our functions f that f”(K - 
(0)) c K, for some integer m. If f”( K - (0)) c K,, many of the subsequent 
difficulties would vanish. 
DEFINITION 4.1. If f: K + K satisfies Hl (see Definition 3.1) f will be 
called power-bounded below if for each i, 1 G i G n, there exists a positive 
constant c and a probability vector u E P, both dependent on i, such that 
(fCx))i a cxo (4.1) 
for all x E K. [Here (f(~))~ denotes the ith component of f(x).] 
We also need to define an incidence matrix for a power-bounded-below 
function f. 
DEFINITION 4.2. If f: K + K is power-bounded below and A = (a i j) is 
an n x n, nonnegative matrix, then A is called an incidence matrix fir f (with 
respect to being power-bounded below) if whenever a ij > 0, there exist a 
positive real c and a probability vector u E P (both depending on i and j) 
such that ui, the jth component of u, is positive and 
for all x E K. 
Notice that an incidence matrix for a power-bounded-below map f is not 
unique, although there is clearly an incidence matrix A with a maximal 
number of nonzero entries. If incidence matrices are normalized so that their 
nonzero entries equal 1, then A > B for every other incidence matrix B. 
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LEMMA 4.1. 
(1) Zf f, g : K + K satisfy Hl (see Definition 3.1) and are power-bounded 
below, then h(x) = f(g(x)) satisfies Hl and is power-bounded below. Zf A is 
an incidence matrix for f (with respect to being power-bounded below) and B 
is an incidence matrix for g, then AB is an incidence matrix for h. 
(2) Zf f is as in part 1 and +: K + K satisfies Hl, then f(x)++(x) is 
power-bounded below and has incideru matrix A. 
Proof. (1): Because g is power-bounded below, for 1~ j < n there exist 
positive constants ci and probability vectors r(j) E P such that for all x E K 
(g(X))j > CjXT(". (4.2) 
Because f is power-bounded below, there exists a positive constant c and a 
vector u E P such that 
(fb>)i a cu(T (4.3) 
for all u E K. Taking u = g(x), one obtains 
(f(a))i 2 dx’, (4.4) 
where d = cny=, C,~J and r = E~=rujr (j)E P. This shows that f(g(x)) is 
power-bounded below. 
If the (i, k) entry of AB is positive, there exists p such that aipbpk > 0. 
The fact that bpk > 0 means that, in the notation of the preceding paragraph, 
rCp) E P can be chosen so that TOP), the kth component of T(P), is positive; 
and (I E P can be chosen so ap, the pth component of (I, is positive. Ail of this 
implies that the kth component of r = C;=,ujr(j) is greater than or equal to 
uprk (p), which is positive. The latter fact proves AB is an incidence matrix for 
h. 
The second part of the proposition is obvious, and we leave it to the 
reader. W 
If g is defined and continuously differentiable on an open neighborhood 
of a point x E R * and g maps into R “, let l&x) denote the Jacobian matrix 
of g at x, i.e., 
J&x)= ($4)¶ 
I 
(4.5) 
where gi( x) denotes the ith component of g(x). 
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The next lemma shows that J,(X) is often an incidence matrix (with 
respect to being power bounded below) for a map g: K + K. 
LEMMA 4.2. For 1~ i < n assume that Ti is a finite collection of ordered 
pairs(r,o), whererisarealnumberandaEP. Forl<i<nand(r,a)~I’~ 
assume that ciro is a positive real, and define f: K --f K by 
(fCx))i = C CiroMro(X)~ 
(r,O)Er, 
where M,,(x) is defined in Equations (3.12)-(3.14). Define I’,+ = {(r, a) E 
r,lr>O}, assumethat r,+ isnonemptyfor l<i<n, anddefineg:K-,K 
by 
(gCx))i = C CiroMro(X)' 
(r,o,Er,+ 
Then f is power-bounded below, and for any x E K,, J,(x) is an incidence 
matrix for f. Furthemuzre, if fP denotes the composition off with itself p 
times, x E K,, and A = J,(x), then AP is an incidence matrix for fp. 
Proof. Lemma 4.1, part (2), implies that if g is power-bounded below, f 
is; and if A is an incidence matrix for g, it is an incidence matrix for f. 
Furthermore, Lemma 4.1 also implies that if A is an incidence matrix for 
f, then AP is an incidence matrix for fp, 
Thus it remains to show that g is power-bounded below and if x E K,, 
then J,(X) is an incidence matrix for g. Because the arithmetic mean 
dominates the geometric mean, 
M,,(x) > x0 (4.6) 
for r E K and (r, a) E ri+. [Notice that the inequality (4.6) is reversed if 
r < 0.1 It follows that 
(g(‘)>i a C CiroXu, (4.7) 
(r,V,Er,+ 
and because ri+ is nonempty, (4.7) shows that g is power-bounded below. 
Furthermore, if one defines a nonnegative matrix B = ( bi j) by bi j > 0 if there 
exists (r, a) E ri+ such that uj, the jth component of u, is positive, then 
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Equation (4.7) shows that B is an incidence matrix for g. However, if x E K, 
and g i(x) denotes the i th component of g, a calculation shows that 
if there exists u E ri’ such that uj > 0. Thus J,(x) has the same positive 
entries as B and is an incidence matrix for g. n 
REMARK 4.1. For r < 0, M,,(x) does not in general satisfy an inequality 
of the form M,,(x) >, czr for some c 2 0 and r E P, as one can easily verify 
for M(x,, xa)=(x;l+ ~2~))‘. 
We shall need to introduce one more definition before proving our main 
theorems. 
DEFINITION 4.3. If f: K + K is a continuous map, f is superadditive if 
for all x, y E K, 
f(x>+f(Y)Gf(x+Y). (4.8) 
We are interested in superadditive functions because the map x + M,,(x) 
is often superadditive. Specifically, a classical inequality (see Theorem 24 on 
p. 30 in [15]) implies that if r < 1 and (I E P, then for all r, y E K 
M,,(x)+M,,(y)~M,,(r+y), r d 1, (I E P. (4.9) 
The next lemma shows that the class of superadditive functions is closed 
under various simple operations. 
LEMMA 4.3. 
(1) If f: K --, K is superadditive, then f is order-preserwing. and if f and g 
are superadditive, then f + g and f 0 g are superadditive. 
(2) Zf f and g are superadditive and I3 is a real number, 0 -c 8 -c 1, then 
h(u) = f(u)‘-8g(u)e is superadditive. 
(3) Zf f is defined as in Lemma 4.2 and (r, a) E ri implies r < 1, then f is 
superadditive. 
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Proof. (1): This is obvious and is left to the reader. 
(2): By using Holder’s inequality and superadditivity one obtains for 
X,YEK 
h(x + y) = f(x + y)l-Bg(x + y)O 
2 [f(x>+f(Y)ll-B[g(r)+g(Y)lB 
which is the desired result. 
(3): By using the inequality (4.9) one sees that f is a sum of superadditive 
functions and hence superadditive. n 
With these preliminaries we can prove our first theorem. 
THEOREM 4.1. Assume that f: K + K is homogeneous of degree 1, 
power-bounded below, and superadditive. In addition, suppose that f has an 
incidence matrix A (with respect to being power-bounded below) such that A 
is irreducible. Then f has a unique (to within scalar multiples) positive 
eigenvector x E K,. 
Note that f may have other eigenvectors in K, but these cannot he in K,. 
Proof of Theorem 4.1. First we prove the existence of a positive eigen- 
vector u E Po c K,. This part of the proof only requires that f satisfy Hl and 
be power-bounded below. If J is the matrix ah of whose entries equal 1 and 
k > 1, let u(~)E PO be a positive eigenvector for f(x)+(l/k)Jx, so 
f( u(k)) + :I( u(Q) = A,&‘. (4.10) 
Because f is bounded on P, one obtains from (4.10) (by taking norms on both 
sides) that there exists a constant B (independent of k > 1) such that 
Equation (4.10) implies that for any integer p > 1, 
fP( u(k)) < A@(k), (4.11) 
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where fp denotes composition of f with itself p times. Because A is assumed 
irreducible, for any pair of integers (i, j) with 1~ i, j < n there exists an 
integer p > 1, depending on i and j, such that the (i, j ) entry of AP is 
positive. Given k >, 1, select i and j, i z j, so that u!“) is the smallest 
component of uck) and ujk) is the largest component, and let p = p(i, j) be 
such that the (i, j ) entry of AP is positive. Lemma 4.1 implies AP is an 
incidence matrix for fP, so there exists a positive constant c = cij and a vector 
u E P (u dependent on i and j ) such that aj, the j th component of (I, is 
positive and 
( fp(x))i 2 cXu (4.12) 
for all x E K. For notational convenience, fix k and write v = u(~), so vi is 
the minimal component of O, and vi the maximal component. Then (4.11) 
and (4.12) imply 
cv?-a , JVyJ < qq, (4.13) 
or 
(4.14) 
The number A, is bounded by B, and the numbers p, c, and aj each assume 
at most n2 distinct positive values, corresponding to the n2 ordered pairs 
(i, j ). Thus there exists a constant M, independent of k, such that 
If we take a subsequence of (hk, u(~)) such that hk + x and uCk) + u E P, 
then Equation (4.15) implies that u E K,, and continuity gives 
f(u)= Au. 
Next we have to prove uniqueness of the positive eigenvector of f. 
Suppose by way of contradiction that x, y E K, are eigenvectors of f with 
eigenvalues h and ~1 respectively and that y is not a scalar multiple of X. 
Theorem 3.1 implies that X = p. If we define 8 by 
jj= Yk min -, 
l<k<n xk 
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there exists an integer j such that yj > 6x j and an integer i such that 
yi = $xi. We know that fp is superadditive for any integer p >, 1, so if 
0 < 6 < 6, we have 
or 
(fP(y - 6x)), + GAPXi < %vk*. (4.16) 
Because A is irreducible, there exists an integer p such that the (i, j) 
entry of AP is positive (where i and j are selected as above); and because AP 
is an incidence matrix for fp, there exists a positive real c and a vector T E P 
such that rj, the jth component of r, is positive and 
fP( w) 2 cwr (4.17) 
for all w E K. By using Equation (4.17) in (4.16) with w = y - 6r, we obtain 
c( yj - sxj)ys - S)’ -TJ I-J x2 < (6 - S)A?xi. 
k#j 
(4.18) 
If rj = 1, we obtain an immediate contradiction by taking S = 8. If 0 < 7j < 1, 
the inequality (4.18) is of the form 
a(8-S)1-T~gp(h3), (4.19) 
where (Y and p are fixed positive constants independent of S for 0 < S < 8, 
and this is impossible for 8 - 6 small. n 
The question of whether a continuous f: K, -+ K, which satisfies Hl has 
an eigenvector in K, is central to the results of this section. It is interesting to 
note that, for a particular class of nonlinear maps f: K, + K,, precisely this 
question arose in a different context in work of Menon and Schneider [33]. 
Before applying Theorem 4.1 to the case of positive sums of (r, a) means, 
it will be convenient to prove one more lemma. For real numbers t # 0 define 
%: Kc-,&, by 
4,(x)=x’=(x:,...,x~). (4.20) 
Observe that 4f is defined and continuous on K if t > 0 and that &( +f( x)) = 
4,(4s(x)) = x if s = t-‘. 
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LEMMA 4.4. Suppose that f: K -+ K satisfies Hl and is power-bounded 
below with incidence matrix A. Zf t > 0 and h(x) is defined by 
h(x) = +t+(f(@t(x)))’ 
where G,(X) is defined by Equation (4.20), then h is power-bounded below, 
and A is an incidence matrix for h. 
Proof. Suppose aij > 0, so there exists c > 0 and a vector u E P such 
that uj, the jth component of u, is positive. Then for all x E K 
so we obtain 
(h(x)), > (/)x0. 
The latter equation shows h is power-bounded below and has A as an 
incidence matrix. n 
COROLLARY 4.1. Assume that f(x) and g(x) are defined as in Lemma 
4.2 and that for some x E K,, the Jacobian matrix Jg(x) of g at x is 
irreducible. Then f has a positive eigenvector u E K,, and (to within scalar 
multiples) such an eigenvector is unique. 
Proof. If one knew that r Q 1 whenever (T, a) E ri for some i, 1~ i < n, 
Lemmas 4.2 and 4.3 would imply that f is superadditive and power-bounded 
below with incidence matrix J,(x), so Corollary 4.1 would follow directly 
from Theorem 4.1. Since one may have r > 1, a different approach is needed. 
Select t > 0 such that t 6 1 and tr Q 1 for any real number T such that 
(r,u)~~~forsomeiandsomeu~P.Defines=t~’andh(x)=~,(f(~,(x))). 
Lemmas 4.2 and 4.4 imply that h(x) is power-bounded below and has 
incidence matrix J.(x) for x E K,. 
We claim that h is superadditive. Because h is continuous on K (a 
composition of continuous functions), to prove superadditivity it suffices to 
show that for all x, y E K, and 16 i Q n, 
(h(x + Y)>i 2 (h(x)), + (h(Y))i. 
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(h(x+Y))i= (r $:ErcirD 5 'jtxj+Yjlrf 1’rf ’ i i[ I I j=l 1 I 
s 
1. 
Because rt < 1, Equation (4.9) gives 
n 
C "j('j + Yj) 
j=l 
“r’> [ ;rujr;‘rr’ + [ ;r”iy;j? (4.21) 
If we set (Y,, = [C~=rajrjf] v’~ and &, = [Cs=r ajyJf] ‘lrt and use Equation 
(4.21) in the formula for (h(x + Y))~, we obtain 
(h(x + Y))i 2 C ‘iroLarcr +Prol’ ” 
1 
(4.22) 
(r.U)er$ 
If we apply Equation (4.9) again, but this time to the vectors u = ((u,,) and 
o = (&,), indexed by r,, we obtain 
(h(x+Y))ia 
[ 
C Ciro[av3+~rulf ’ 
(r,a)Eq 1 
Thus h is superadditive. 
Since it is clear that h is homogeneous of degree 1, Theorem 4.1 implies 
that h has a unique (to within multiples) eigenvector x such that x E K,. 
Since eigenvectors x E K, of h are in one-to-one correspondence with 
eigenvectors y E K, of f by the map y = &(x), f has a unique eigenvector 
in K,. n 
It may be worthwhile to state explicitly a special case of Corollary 4.1. 
COROLLARY 4.2. For 1~ i < n assume that ri is a finite collection of 
ordered pairs (r, a) such that r is a nonnegative real and u E P is a 
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probability vector. For 1< i Q n and (r, a) E I?,, suppose that ciro is a 
positive real, and define f: K + K by 
(f(x>)i = C CiroMm(x)~ 
(r.o)Er, 
where M,,(x) = (CU~X;)~/~ if r > 0 and M,,(r) = ny=, x7 if r = 0. For some 
positive vector x E K, assume that Jr(x), the Jacobian matrix off at x, is 
irreducible. Then f has a unique (to within scalar multiples) eigenvector x 
such that x E K,. 
Corollary 4.1 provides no information if f(x) is a positive sum of (r, a) 
means such that r < 0 whenever (r, a) E I,. The next corollary is designed to 
give information about precisely this case. In the statement of the corollary 
recall that vectors x and y in K are called comparable if there exist positive 
reals cx and p such that 
COROLLARY 4.3. For 1~ i < n assume that ri is a finite collection of 
ordered pairs (r, a) such that r < 0 is a negative real number and u E P. In 
addition assume that if (r, a) and (?,a) are any two elements of ri for 
1~ i G n, then u and 5 are comparable. Define f: K + K by 
CfWi = c CiroM,,(x), 
(r,a)=r, 
where ciro is a positive real number for 1 Q i G n and (r, a) E r,. Zf there 
exists x E K, such that If(x), the Jacobian matrix off at x, is irreducible, 
then f has a unique (to within scalar multiples) eigenvector u such that 
UEK~. 
Proof. Select a real number t < 0 such that rt < 1 for all r such that 
(r,o)EriforsomeuEPandsomei.ForxEKodefines=t-’anddefine 
h(x) by 
h(x) = %,(f(+,(x))) 
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where +t is given by Equation (4.20). One can write 
. (4.23) 
We have already remarked that the map x + WJX) has a continuous 
extension to all of K. Similarly, the map (w,,) + (C,,, (TJ E r, c~~,,w,~,)~, consid- 
ered as a map on vectors (w,,) (indexed by I?,) all of whose components are 
positive, has a continuous extension to vectors (w,,) with nonnegative compo- 
nents. Thus x -+ h(x) is a composition of continuous maps, and hence has a 
continuous extension to all of K. 
Clearly h is homogeneous of degree one. We claim that h is superad- 
ditive. The proof is essentially the same as the proof of the corresponding fact 
in the proof of Corollary 4.1, except one must remember that exponentiation 
to the power t or power t-r now reverses inequalities. Details are left to the 
reader. 
In order to apply Theorem 4.1 to h it remains to show that h is 
power-bounded below with incidence matrix Jdx); and it is at this point that 
we need the special assumptions on J?,. For fixed integers i and k, let uk 
denote the kth component of u for (r, u) E ri. Our assumption implies that 
u,=Oforall(r,u)~~~oru~>Oforall(r,u)~~~.Assumingthat uk>Ofor 
all(r,u)EI’,,onehasfor(r,u)Er,andxEK, 
and using Equation (4.24) in (4.23) gives 
(4.24) 
Notice that if we did not know uk > 0 for all (T, a) E ri, Equation (4.25) 
would give no information. 
Equation (4.25) implies that h is power-bounded below. Furthermore, if 
one selects (r, a) E lYi and puts u in the ith row of a matrix B, then Equation 
(4.25) shows that B is an incidence matrix (with respect to being power- 
bounded below) for h. A simple calculation shows that B has precisely the 
same positive entries as Jdr) for any x E K,, so B is irreducible. 
Theorem 4.1 now implies that h (and hence f) has a unique (to within 
scalar multiples) eigenvector u E K,. n 
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REMARK 4.2. It is unclear exactly when a map f(x) which is positive sum 
of (r, a) means has a unique eigenvector u such that u E K, and ]u] = 1. One 
might conjecture that this should be the case if Jhx) is an irreducible matrix 
for all x E K,; however, the following example shows such a conjecture is 
false. For n = 2 and positive reals c and d, define f: K + K by f(x,, x2) = 
(c(x;'+ xL1)-l,d(xl + x2)). For r E K,, all entries of If(x) are positive. 
However, if u E K, is an eigenvector for f with eigenvalue h and if one 
defines t = ui/us > 0, a calculation gives 
c(l+t))’ =A = d(t + l), 
or 
(1+1)2=i. 
If d > c, the latter equation has no solution t > 0, so the original equation has 
no eigenvector in K, if d > c. On the other hand, Corollary 4.3 applies to a 
slight modification of this example, namely f(xr, x2) = (c(r~i + ~2~)) ‘, dx,) 
[think of dx, as d(r,‘)-‘I, and Corollary 4.3 implies f has a unique positive 
eigenvector for any c, d > 0. 
If f: K --j K satisfies Hl, f( K,) c K,, and g(x) = f(x)/1 f(x)l, we next 
want to study when gP(x) converges to a positive eigenvector of f. The 
principal tool to be used is Hilbert’s projective metric. Discussions of the 
projective metric and of generalizations and variants of it can be found in [3, 
4, 14, 27, 311. We list here the definition and basic properties of the projective 
metric and refer the reader to the above references for further details. 
If x,y~K”, define a=sup{r]ry<x} and p=inf{s]r<sy}. Then 
d(r, y), the Hilbert projective metric distance between x and y, is defined by 
If X, y E K, and X and p are any positive reals, then d(hy, py) = d(x, y). If 
r, y, and z are any elements of K,, then 
and 
4x7 y) = d(y, x). 
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If one restricts d to pairs x, y E P,, then d is a metric on PO, and Pa with 
metric d is a complete metric space. 
If f: K ---) K satisfies Hl, f(K,) C K,, and ay < x <BY for x, y E Ko, 
then cuf(y) G f(x) < Bf(y>, and one obtains that 
d(f(4, f(y)) G 4x3 y>. (4.27) 
Furthermore, if g(r)= f(x)/lf(x)l f or x E K, and f” denotes the pth iterate 
of f, p 2 1, the properties of d imply 
d(fP(+fp(y)) = d(gW> g”(y)). (4.28) 
With these preIiminaries we can state our next theorem. 
THEOREM 4.2. Assume that f: K + K is homogeneous of degree 1, 
superadditive, and power-bounded below. Suppose also that f has an inci- 
dence matrix A (with respect to being power-bounded below) such that A is 
primitive. Zf g = f(x)/1 f(r)1 and g”(x) denotes the composition of g with 
itself k times, then for any x E K, one has 
lim g”(x) = u, 
k-cc 
(4.29) 
where u c P, is the unique eigenvector off in P,. Zf, for a given positive 
constant R, RR(u)= {x~K,Id(r,u)<R} [d(x,u) denotes Hilbert’s pro- 
jective metric], then g(B,( u)) c BR( u) and f(RR( u)) c RR(u), and there 
exist constants M and c with 0 < c < 1 (M and c depend on R and f) such 
that if x E B&U) and k 2 1, then 
d(gk(x),u)=d(fk(x),u)< Mck. (4.30) 
Proof. Theorem 4.1 implies that f has a unique eigenvector u E P,,. 
Equation (4.29) wilI follow for a given x E K, if we choose R > d(x, u) and 
prove Equation (4.30). 
Thus it suffices to pick R > 0 and prove the latter part of the theorem. 
Because f(u) = Xu, Equation (4.27) implies that if r E BR(u) 
d(f(x), u) = d(f(x), f(u)) G d(r, u) = R, 
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and Equation (4.28) implies that 
A simple calculation, which we leave to the reader, also shows that if 
x E BR(U), 
max z&R max 2, 
l<i,j<n xj i l<i,j<n uj i 
(4.3Oa) 
Select an integer p > 1 such that AP > 0. We claim that there exists a real 
number c with 0 < c < 1 such that for all x, y E By, 
d(fP(X),fP(Y))~CPd(X,Y), (4.31) 
and by the homogeneity of fit suffices to prove (4.31) for all x, y E BR( u)fl P. 
Before proving (4.31) recall (Lemma 4.1) that AP is an incidence matrix 
for fp. Thus by the definition of power-bounded below, for each pair of 
integers (i, j) with 16 i, j < n, there exists a positive constant b and a vector 
T E j [both ‘depending on (i, j)] such that ij, 
positive and 
( fP(W))i > bw’ 
the jth component of r, is 
(4.32) 
for all w E K. Because there are only finitely many pairs (i, j ) with 1~ i, j < 
n, we can select positive numbers 6 and X, independent of (i, j), such that 
b a 6 and rj 2 h for all the n2 pairs (b, 7). 
Now take any unequal vectors x and y in BR( u) n P and define numbers 
Band (Yby 
Select numbers p > a and (Y < Z, and note that superadditivity and homo- 
geneity give 
PfP(Y)-fP(BY-r)~fP(x)~~fP(Y)+fpt~--Y). (4.34) 
If 1 <i Q n and j, is as in Equation (4.33), there exists b >, 6 an T E P 
(depending on i and j,) such that 7j0 2 X and Equation (4.32) holds (6 > 0 
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and X > 0 are as in the preceding paragraph). Taking w = By - x in Equa- 
tion (4.32) gives 
(fp(BY-r))idS(BY-r)‘>G( II (PBj-8Yj)TJj(~Yj,-aYj”)‘lo 
i + j0 
~6y’(p-p)‘-~~p-,)~0>,8y~(p-p)1~X(p-(y)h. 
(4.35) 
There are at most n distinct vectors r E P corresponding to the n pairs 
(i, j,), 1~ i < n, and by using Equation (4.3Oa) one sees that for each such T, 
min{y’IyEB,(u)nP} >O. 
It follows that there exists a positive constant E such that for each of the n 
vectors r corresponding to (i, j,) and all y E B,(u)n P, 
YTa ~(f”(YI)i* (4.36) 
Substituting (4.36) in (4.35) gives 
fp(pY-x)~Efp(Y)(P--)l-X(p-a)X, (4.37) 
where E > 0 and A, 0 < h Q 1, are independent of x and y in BR( u). 
Substituting (4.37) in (4.34) gives for all p >, p 
[P-&(P-~)l-h(p-~)]fP(Y)~fP(x). (4.38) 
If X = 1, one obtains from (4.38) that 
[P-&(p-(Y)lfP(Y)~fP(X). (4.39) 
If 0 < X < 1, define p so that 
p-5 x 
i -I- P-P (lJqEy 
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and observe that for this choice of p, Equation (4.38) gives 
[P-e,(p-~)lfp(Y)~fP(X), 
8, = $q[(l-h)E]A-‘>O. (4.40) 
An exactly analogous proof shows that there exists a positive number 0,, 
independent of x and y, such that 
fP(X)2 [~+uB-41fP(Y) (4.41) 
If we define B = min(l,8,, 0,) > 0, Equations (4.40) and (4.41) imply that 
4fP(4> fP(Y)) = 4gP(49 g"(Y)) G 1% 
i 
P- w- 4 . (4.42) --+ e(p+ q 
i 
If one writes z = P/Z > 1, the right-hand side of (4.42) can be written as 
and we leave it as a calculus exercise for the reader to prove that there exists a 
positive constant K < 1 (depending on 6) such that for all numbers z > 1, 
(4.43) 
If one selects c, 0 < c < 1, such that cp = K, Equations (4.42) and (4.43) imply 
that for all x, y E By, 
d(fP(X),fP(Y))~Cpd(r,Y). (4.44) 
If m is any positive integer, 0 ( j < p, and N = mp + j, then Equation (4.44) 
gives (for u the eigenvector of f in Pa) 
R 
=GC N max 7. 
O<j<p Cl 
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Equation (4.30) follows by defining 
We now want to apply Theorem 4.2 to the case of positive sums of (r, a) 
means. 
COROLLARY 4.4. Let the notation and assumptions be as in the state- 
ment of Lemma 4.2, and assume in addition that for some x E K,, the 
Jacobian matrix J,(x) of g at x is a primitive matrix. Zf u E P, denotes the 
unique positive eigenvector off, then for any x E K,, 
lim d(g”(x),u)=O, 
m * co 
where d(x, y) denotes Hilbeti’s projective metric. Furthermore, if R is a 
positive real and BR(u)= {x~K~jd(x,u)<R}, then f(BR(u))CBR(u), 
and there exist constants M and c with 0 < c < 1 such that for all x E BR(u) 
and integers k >, 1, 
d(fk(x),u)<Mck. (4.45) 
Proof. Corollary 4.1 implies that f has a unique eigenvector u E Pa, and 
the proof of Corollary 4.1 showed that f is power-bounded below with 
incidence matrix A = J,(x) for any x E K,. 
Select t>O so that t<l and tr<l for all (r,a)Eri, l<i<n, and 
define h(x) = & L( f(&( x)), where & is given by Equation (4.20). Lemma 4.4 
implies that h is also power-bounded below with incidence matrix A, and in 
the proof of Corollary 4.1 it was proved that h is superadditive. 
Thus Theorem 4.2 applies to h, and since v = +,-I(U) is the unique (to 
within scalar multiples) positive eigenvector of h, given any R > 0 there exists 
a constant M, and a constant c, 0 < c < 1, such that for all x E BRtml(v) and 
all integers k > 1, 
d(hk(x), v) Q M,ck. 
Notice that d(+,(x),+,(y))= Itld(x, y) for all x, y E K, and that hk = 
& 1 f “&. Thus the previous inequality implies 
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or 
(4.46) 
for all x E BRtml(u) and k 2 1. Because 
the inequality (4.46) is equivalent to (4.45). The other statements of the 
corollary follow from (4.45). n 
Our next corollary is a sharpening of Corollary 4.3. 
COROLLARY 4.5. Let the notation and assumptions be as in the state- 
ment of Corollary 4.3. In addition assume that there exists x E K, such that 
Jdx) is a primitive matrix. Then f has a unique eigenvector u E K, and for 
any x E K,, d( f 5, u) -+ 0. Zf R is a positive constant, there exist constants 
M and c, 0 < c < 1, such that for all x E BR(u) and all integers k 2 1 
d( fk(x),u) < Mck. 
Proof. Select t<O such that rt<l for all (r,u)~I~, l<i<n, and 
define h(x) = +tml( f(+Jx))) for x E K,. It was proved in the proof of 
Corollary 4.3 that h has a continuous extension to K, h is power-bounded 
below with incidence matrix A = If(x), h is superadditive, and h is homoge- 
neous of degree one. Thus h satisfies the hypotheses of Theorem 4.2, and the 
corresponding conclusions for f can be obtained just as in the proof of 
Corollary 4.5. The details are left to the reader. n 
We conclude this paper by giving two simple examples of the previous 
results. The examples are still difficult enough to require most of the appara- 
tus we have developed. 
COROLLARY 4.6. For 1~ i < n let Gi c P be a finite set of probability 
vectors, and for (I E Gi, 1~ i Q n, let ciO be a positive real. Define f: K + K 
by 
Then if IAx), the Jacobian matrix off at x, is irreducible for some positive 
vector x E K,, f has a unique (to within scalar multiples) positive eigenvec- 
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tor u E K,. Zf j-f(x) is a primitive matrix for some x E K,, then for any 
YEKCP 
lim d(fk(y),u)=O 
k+m 
where d( v, w ) denotes Hilbert ‘s projective metric. 
The next example was shown to the author by Dan Weeks, who pointed 
out that such maps may occur in so-called “two-sex models” in population 
biology. (See [20] and [28] for background.) Let n = 6, and K denote the 
nonnegative vectors in R 6. Define f: K + K by 
/ Xl ‘h-3, ‘6) 
x2 ax1 
x3 
f = ;;: . 
*4 
(4.47) 
*5 
dx4 
\‘6, 
\ ex5 / 
In (4.47) assume that a, b, c, d, and e are positive. There are many possible 
choices for 9. One possible assumption is 
c$(u, v) = c cjuTJv’-T~, (4.48) 
j=l 
where 0 < rj < I and cj > 0 for 1~ j < m. Another possible choice is 
+(U,U)= f cj[oju++(l - oj)v-r] Y 
j=l 
(4.49) 
whereO<ujil and cj>Ofor 1G j<m. 
COROLLARY 4.7. Assume that f: K -+ K is given by Equation (4.47), 
where @(x3, x6) is given either by Equation (4.48) with 0 < rj < 1 and cj > 0 
for 1 < j < m or by Equation (4.49) with 0 < uj < 1 and cj > 0 for 1 < j < m. 
Then f has an eigenvector w all of whose components are positive, and this 
eigenvector is unique to within scalar multiples. Zf x E K,, then 
lim d(fk(x),w)=O, 
k-a2 
where d denotes Hilbert ‘s projective metric 
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Proof. Take x E K, and write M = Jf(x). A calculation shows that M is 
primitive and M l6 > 0. Thus the conclusions of the corollary follow from 
Corollary 4.4 if (p is given by Equation (4.48), and from Corollary 4.5 if $ is 
given by Equation (4.49). [Note that in applying Corollary 4.5, linear terms 
like ax, must be written as a(~,‘)-‘, so that one always has r = - 1.1 w 
I would like to thank Joel Cohen for encouraging me to establish necessary 
and sufficient conditions for equality in his theorem and Kingmun’s theorem. 
Thanks are also due to Norman Dancer for a helpful, early discussion about 
Cohen’s theorem, and to Dan Weeks for showing me some of the population- 
biology literature. 
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