Energetic Reasoning (ER) is a powerful filtering algorithm for the Cumulative constraint. Unfortunately, ER is generally too costly to be used in practice. One reason of its bad behavior is that many intervals are considered as relevant, although most of them should be ignored. In the literature, heuristic approaches have been developed in order to reduce the number of intervals to consider, leading to a loss of filtering. In this paper, we provide a sharp characterization that allows to reduce the number of intervals by a factor seven without loss of filtering.
Introduction
Due to its relevance in many industrial contexts, the NP-Hard Cumulative Scheduling Problem (CuSP) has been widely studied in Constraint Programming (CP). This problem is defined on a set of activities A consuming a resource of capacity C. Each activity a ∈ A is defined by four variables: its starting time s a , its processing time p a , its ending time e a and its height h a , which represents the amount of resource consumed by the activity when it is processed. We use the notation a = {s a , p a , e a , h a }. Usually, variables p a and h a are fixed integers, as well as C. In this paper, we make such assumptions. A solution to a CuSP is a schedule that satisfies the following constraints:
In CP, this problem is generally represented by the global constraint Cumulative [1] . The Energetic Reasoning of Baptiste et al. (ER) is one of the most powerful filtering algorithms for Cumulative [2] . This algorithm uses a characterization of relevant intervals, that is, intervals that are sufficient to check in order to ensure that all the undergoing rules used for filtering domains are satisfied. Unfortunately, ER is often too costly to be used in practice. First, its time complexity is O(n 3 ). Moreover, the hidden constant in that time complexity is huge, as many intervals are characterized to be relevant although most of them should be ignored. In the literature, only heuristic approaches have been proposed for reducing the number of checked intervals [3] .
This article provides a sharper characterization of relevant intervals. We reduce the number of intervals by a factor seven without loss of reasoning. From this theoretical work, we improve the ER checker and we introduce a new ER propagator. Compared with state-of-the-art ER techniques for Cumulative, our experiments show a significant reduction in the running time of both the ER checker and the ER propagator. 
Background
Given a variable x, let x be the minimum value in its domain and x the maximum value. The principle of ER is to compare the available energy within a given time interval (length of that interval × capacity) with the energy necessarily taken by activities that should partially or totally overlap this interval. The minimum energy for an activity can be found either when the activity is left shifted or right shifted.
We define the part of a left shifted activity a in intersection with an interval [t 1 , t 2 [ as LS(a, t 1 , t 2 ) = max(0, min(e a , t 2 ) − max(s a , t 1 )). Similarly, for the right shifted intersection we define RS(a, t 1 , t 2 ) = max(0, min(e a , t 2 ) − max(s a , t 1 ) ). Then the minimal intersection of activity a with an interval [t 1 , t 2 [ is:
MI(a, t 1 , t 2 )= min(LS(a, t 1 , t 2 ), RS(a, t 1 , t 2 )) Proposition 1 (ER checker [5] ). If the condition
(1)
is violated then the problem represented by Cumulative is unfeasible.
One issue is then to find the smallest sufficient set of intervals [t 1 , t 2 [ that should be checked to detect the unfeasibility. Baptiste et al. characterization) . In order to ensure that the condition of Proposition 1 holds, it is sufficient to consider all pairs of activities (i, j) and check
Proposition 2 (
Proposition 1 can also be used to adjust bounds of starting and ending time variables. We examine if scheduling an activity a at its minimum schedule does not lead to a failure of condition (1). We first define the available energy for a over interval [t 1 , t 2 [ as the capacity of the interval minus the minimum intersection of all other activities:
Proposition 3. For any activity a if there exists an interval [t 1 , t 2 [ such that Avail(a, t 1 , t 2 ) < h a ×LS(a, t 1 , t 2 ) then the left shift placement of a is not valid and the activity can not start before t 2 − 1 ha ×Avail(a, t 1 , t 2 ).
Proposition 4. For any activity a there exists an interval [t 1 , t 2 [ such that Avail(a, t 1 , t 2 ) < h a ×RS(a, t 1 , t 2 ) then the right shift placement of activity a is not valid and a can not end after t 1 + 1 ha ×Avail(a, t 1 , t 2 ).
