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Abstract
Stochastic partial di!erential equations with variable coe%cients are considered in C1 domains.
Existence and uniqueness results are given in Sobolev spaces with weights allowing the deriva-
tives of the solutions to blow up near the boundary. The number of derivatives of the solution
can be negative and fractional, and the coe%cients of the equations are allowed to substantially
oscillate or blow up near the boundary.
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1. Introduction
The main goal of this article is to extend the results of Kim and Krylov (2004a)
to multi-dimensional cases. We are dealing with an Lp-theory of the following Itoˆ
stochastic partial di!erential equations (SPDEs) in a domain G ⊂ Rd:
du= (aijuxixj + b
iuxi + cu+ f) dt + (
ikuxi + 
ku+ gk) dwkt ; t ¿ 0: (1.1)
Here wkt are independent one-dimensional Wiener processes, i and j go from 1 to
d, and k runs through 1; 2; : : : : The coe%cients aij, bi, c, ik , k and the free terms
f; gk are random functions depending on (t; x). As mentioned in Krylov and Lototsky
(1999), such equations with a Bnite number of the processes wkt appear, for instance,
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in nonlinear Bltering problems for partially observable di!usions, and considering in-
Bnitely many wkt is instrumental in treating equations for measure-valued processes, for
instance, driven by space–time white noise (see Krylov, 1999a).
Our approach is based on Sobolev spaces with weights allowing the derivatives of
the solution to blow up near the boundary of G, and our goal is to prove existence and
uniqueness theorems in Sobolev classes with fractional positive or negative number of
derivatives summable to the power p¿ 2. The motivation for such setting is discussed
at length in Krylov (1999a) and Krylov and Lototsky (1999). We only mention that,
unless certain compatibility conditions (see, for instance, Flandoli, 1990) are fulBlled,
the derivatives of the solution may blow up near the boundary, and this blow-up can
be controlled with the help of appropriate weights.
In Krylov (1999a) and Krylov and Lototsky (1999), equations of type (1.1) are
considered either in the whole space with variable coe%cients or in half spaces with
constant coe%cients. Quite often (although not always) in the theory of partial dif-
ferential equations, once we know how to solve equations with constant coe%cients
in the whole space and in half spaces, then constructing a solvability theory even for
nonlinear equations with variable coe%cients becomes a standard and rather unreward-
ing task, especially if one is satisBed with quasi-linear equations and somewhat sloppy
assumptions on smoothness of the coe%cients. The case of Lp-theory of SPDEs turns
out to be one more exception to the usual situation if we want only to impose al-
most necessary conditions. Actually, in Krylov (1994) we already saw this even for
p = 2 and nonnegative integral number of derivatives. It is also worth noting that,
if there are no stochastic terms in (1.1), the corresponding Lp-theory is developed in
Kim and Krylov (2004b).
A version of Lp-solvability theory (p¿ 2) for Eq. (1.1) with “uniformly” continu-
ous leading coe%cients in su%ciently smooth domains in Rd is presented in Lototsky
(1999). However, while reading somewhat sketchy proofs in Lototsky (1999) we could
not reconstruct the argument based on renormalization of spaces and came to the con-
clusion that the argument may be wrong. The trouble we had is that the renormalization
may dramatically change constants in estimates for equations with constant coe%cients.
In this article we give independent proofs in much more general situations.
Our main results are stated in Section 2 and consist of Theorems 2.9 and 2.10, on
solvability of SPDEs in domains and half space, respectively. Notice that in Theorem
2.9 we only consider bounded domains, however, actually the result is also true for the
domains G which are uniformly C1 smooth in a natural sense. It is assumed usually
in Lp-theory of parabolic partial di!erential equations that the leading coe%cients are
continuous in the closure of the domain. But in our results the coe%cients are only
assumed to be measurable in (!; t) and may substantially oscillate near the boundary.
For instance, if G=R+ := {x∈R : x¿ 0}, then we allow a to behave near x=0 like
2 + sin(|ln x|); ∈ (0; 1) (see Remark 2.4).
In Section 3, we prove some auxiliary results, and in Section 4 we investigate the
solvability in half spaces and prove Theorem 2.10. Finally, in Section 5 we prove
Theorem 2.9.
We Bnish the Introduction with some notations. As usual Rd stands for the Eu-
clidean space of points x=(x1; : : : ; xd), Br(x)= {y∈Rd : |x−y|¡r}. For i=1; : : : ; d,
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multi-indices = (1; : : : ; d), i ∈{0; 1; 2; : : :}, and functions u(x) we set
uxi = @u=@x
i = Diu; Du= D
1
1 · · · · · Ddd u; ||= 1 + · · ·+ d:
2. Main results
Let ( ;F; P) be a complete probability space, and {Ft ; t¿ 0} be an increasing
Bltration of -Belds Ft ⊂ F, each of which contains all (F; P)-null sets. By P we
denote the predictable -Beld generated by {Ft ; t¿ 0} and we assume that on  we
are given independent one-dimensional Wiener processes w1t ; w
2
t ; : : :, each of which is
a Wiener process relative to {Ft ; t¿ 0}.
Let G be an open set in Rd; G = Rd. We are going to consider the equation
du(t; x) = (aij(t; x)uxixj (t; x) + b
i(t; x)uxi + c(t; x)u(t; x) + f(t; x)) dt
+
∞∑
k=1
(ik(t; x)uxi(t; x) + 
k(t; x)u(t; x) + gk(t; x)) dwkt ; (2.1)
where aij; bi; c; f are real-valued, and i; ; g are ‘2-valued functions deBned for !∈ ,
t¿ 0; x∈G.
Fix an increasing function #0 deBned on [0;∞) such that #0($)→ 0 as $ ↓ 0.
Assumption 2.1. The domain G ⊂ Rd is of class C1u . In other words, there exist
constants r0; K0 ¿ 0 such that for any x0 ∈ @G there exists a one-to-one continuously
di!erentiable mapping & from Br0 (x0) onto a domain J ⊂ Rd such that
(i) J+ := &(Br0 (x0) ∩ G) ⊂ Rd+ := {x∈Rd : x1 ¿ 0} and &(x0) = 0;
(ii) &(Br0 (x0) ∩ @G) = J ∩ {y∈Rd : y1 = 0};
(iii) ‖&‖C1(Br0 (x0))6K0 and |&−1(y1)−&−1(y2)|6K0|y1 − y2| for any yi ∈ J ;
(iv) |&x(x1)−&x(x2)|6 #0(|x1 − x2|) for any xi ∈Br0 (x0).
To state our assumptions on the coe%cients, we take some notations from Kim
and Krylov (2004b). Denote )(x) = )G(x) = dist(x; @G), and )(x; y) = )G(x; y) =
)(x) ∧ )(y). For ∈R, ∈ (0; 1), and k = 0; 1; 2; : : :, as in Douglis and Nirenberg
(1955) and Gilbarg and Trudinger (1983), deBne
[f]()k = [f]
()
k;G = sup
x∈G
|*|=k
)k+(x)|D*f(x)|;
[f]()k+ = [f]
()
k+;G = sup
x;y∈G
|*|=k
)k++(x; y)
|D*f(x)− D*f(y)|
|x − y| ;
|f|()k = |f|()k;G =
k∑
j=0
[f]()j;G; |f|()k+ = |f|()k+;G = |f|()k;G + [f]()k+;G:
By D*f we mean either classical derivatives or Sobolev ones and in the latter case
sup’s in the above are understood as ess sup’s. We also use the same notations for
‘2-valued functions.
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Fix a function +0(,)¿ 0 deBned on [0;∞) such that +0(,)¿ 0 unless ,∈{0; 1; 2; : : :}.
For ,¿ 0 deBne
,+=,+ +0(,)
and Bx some constants
+; K ∈ (0;∞); -∈R; p∈ [2;∞):
Assumption 2.2(-). (i) For each x∈G, the functions aij(t; x), bi(t; x), c(t; x), ik(t; x)
and k(t; x) are predictable functions of (!; t).
(ii) For any x; t, ! and .∈Rd,
(aij(t; x)− ij(t; x)).i.j¿ +|.|2; (2.2)
where ij = 12
ikjk .
(iii) For any t ¿ 0 and !∈ ,
|aij(t; ·)|(0)|-|+ + |bi(t; ·)|(1)|-|+ + |c(t; ·)|(2)|-|+ + |i(t; ·)|(0)|-+1|+ + |(t; ·)|(1)|-+1|+6K:
Assumption 2.3. (i) The functions aij(t; ·); i(t; ·) are continuous at any point x∈G
uniformly with respect to (t; !).
(ii) There is control on the behavior of aij, bi, c, i and  near @G, namely,
lim
)(x)→0
x∈G
sup
y∈G
|x−y|6)(x;y)
sup
t;!
[|aij(t; x)− aij(t; y)|+ |i(t; x)− i(t; x)|] = 0: (2.3)
lim
)(x)→0
x∈G
sup
t;!
[)(x)|bi(t; x)|+ )2(x)|c(t; x)|+ )(x)|(t; x)|] = 0: (2.4)
Remark 2.4. In Lototsky (1999), the uniform continuity of a(t; x) and (t; x) in G is
assumed instead of (2.3). It is easy to see that this is much stronger than (2.3). For
instance, if +∈ (0; 1), d=1, and G=R+, then the function a(x) equal to 2+sin(|ln x|+)
for 0¡x6 12 satisBes (2.3).
Indeed, if x; y¿ 0 and |x − y|6 x ∧ y, then
|a(x)− a(y)|= |x − y‖a′(/)|;
where / lies between x and y. In addition, |x − y|6 x ∧ y6 /6 2(x ∧ y), and
/|a′(/)|6 |ln[2(x ∧ y)]|+−1 → 0 as x ∧ y → 0.
The function a(x) also satisBes Assumption 2.2 for any - if we change it appropri-
ately for x¿ 12 . Also observe that (2.4) allows the coe%cients b
i; c and  to blow up
near the boundary at a certain rate.
To proceed further we introduce some well-known results from Gilbarg and
HOormander (1980) and Kim and Krylov (2004b) (also, see Lapic, 1994 for details).
K.-H. Kim / Stochastic Processes and their Applications 112 (2004) 261–283 265
Lemma 2.5. Let the domain G be of class C1u . Then
(i) there is a bounded real-valued function  de3ned in PG such that for any
multi-index ,
sup
G
)||(x)|D x(x)|¡∞ (2.5)
and the functions  and ) are comparable in the part of a neighborhood of @G lying
in G. In other words, if )(x) is su7ciently small then N−1)(x)6  (x)6N)(x) with
some constant N independent of x,
(ii) the function & in Assumption 2.1 can be chosen in such a way that for any
nonnegative integer n
|&x|(0)n;Br0 (x0)∩G + |&
−1
x |(0)n;J+ ¡N (n)¡∞ (2.6)
and
)(x)&xx(x)→ 0 as x∈Br0 (x0) ∩ G and )(x)→ 0; (2.7)
where the constants N (n) and the convergence in (2.7) are independent of x0.
To describe the assumptions of f and g we use the Banach spaces introduced in Kim
and Krylov (2004b) and Lototsky (2000). Let /∈C∞0 (R+) be a function satisfying
∞∑
n=−∞
/(en+t)¿ 0 ∀t ∈R:
For x∈G and n∈Z= {0;±1; : : :} deBne
4n(x) = /(en (x)):
Then we have
∑
n 4n¿ const¿ 0 in G and
4n ∈C∞0 (G); |Dm4n(x)|6N (m)emn:
For 6; -∈R, let H-p;6(G) be the set of all distributions u on G such that
‖u‖pH-p; 6(G) :=
∑
n∈Z
en6‖4−n(en·)u(en·)‖pH-p ¡∞; (2.8)
where H-p = H
-
p(Rd) = (1 − 8)−-=2Lp is the space of Bessel potential. This deBnition
is also used for ‘2-valued function g= (g1; g2; : : :), in which case,
‖g‖pH-p; 6(G) =
∑
n∈Z
en6‖4−n(en·)g(en·)‖pH-p(‘2);
where ‖h‖H-p; 6(‘2) := ‖|(1− 8)-=2h|‘2‖Lp for any h∈H
-
p;6(‘2).
It is known (see, for instance, Lototsky (2000)) that up to equivalent norms the
space H-p;6(G) is independent of the choice of / and  if G is bounded. Moreover if
-= n is a nonnegative integer then
‖u‖pH-p; 6(G) ∼
n∑
i=0
∑
||=i
∫
G
|Du(x)|p)6−d+ip(x) dx:
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For any Ft-stopping time ,, denote
H-p;6(G; ,) = Lp((|0; ,=;P; H -p;6(G));
U -p;6(G) =  
1−2=pLp( ;F0; H
-−2=p
p;6 (G)); Lp;6(G; ,) =H
0
p;6(G; ,)
and by H-p;6(G; ,) we denote the space of all functions u∈  H-p;6(G; ,) such that
u(0; ·)∈U-p;6(G) and for some f∈  −1H-−2p;6 (G; ,), g∈H-−1p;6 (G; ,),
du= f dt + gk dwkt ;
in the sense of distributions. In other words, for any ;∈C∞0 (G), the equality
(u(t; ·); ;) = (u(0; ·); ;) +
∫ t
0
(f(s; ·); ;) ds+
∞∑
k=1
∫ t
0
(gk(s; ·); ;) dwks
holds for all t6 , with probability 1. Let
H
-
p;6;0(G; ,) = H
-
p;6(G; ,) ∩ {u : u(0; ·) = 0}:
The norm in H-p;6(G; ,) is introduced by
‖u‖H-p; 6(G;,) = ‖ 
−1u‖H-p; 6(G;,) + ‖ f‖H-−2p; 6 (G;,)
+‖g‖H-−1p; 6 (G;,) + ‖u(0; ·)‖U-p; 6(G):
In the case G = Rd+, we also use the Banach spaces H
-
p;6, H
-
p;6(,), H
-
p;6(,) and
H
-
p;6;0(,) introduced in Krylov (1999b). They are deBned on the basis of (2.8) by
formally taking  (x) = x1, so that 4−n(enx) = /(x1)= : 4(x) and
‖u‖pH-p; 6 :=
∑
n∈Z
en6‖u(en·)4‖pH-p ¡∞:
Observe that the spaces H-p;6(Rd+) and H
-
p;6 are di!erent since  is bounded. We drop
, in the notations of appropriate Banach spaces if , ≡ ∞.
From this point on, we assume that
d− 1¡6¡d− 1 + p: (2.9)
As in Krylov (1999b), by M we denote the operator of multiplying by (x1) and
M = M 1. We denote Md×d;Md×∞ the set of all real-valued d × d, d ×∞-matrices,
respectively. For a∈Md×d; ∈Md×∞, deBne |a|; || from
|a|2 =
d∑
i; j=1
(aij)2; ||2 =
d∑
i=1
∞∑
k=1
(ik)2:
Finally we denote I the d× d identity matrix.
Denition 2.6. Let A be a set of (a; ), where a=(aij)∈Md×d and =(ik)∈Md×∞.
We call A to be of Ap;6-type if
(i) (I; 0)∈A and
(a; )∈A; .∈ (0; 1)⇒ .(a; ) + (1− .)(I; 0)∈A;
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(ii) the set A is invariant under rotation, that is, for any orthogonal matrix O∈Md×d,
(a; )∈A⇒ (OaO∗; O)∈A;
(iii) for any ∈R and any bounded predictable A-valued function (a; ) = (a(t);
(t)) = (a(!; t); (!; t)), f∈M−1Hp;6, and g = (g1; g2; : : :)∈H+1p;6 , Eq. (2.1) with
a(t; x) = a(t), (t; x) = (t) and bi = c = k = 0 admits a unique solution u in the
class H+2p;6;0;
(iv) there exists a Bnite function N0(), ∈R, such that for the solution from (iii)
we have
‖M−1u‖pH+2p; 6 6N0()(‖Mf‖
p
Hp; 6
+ ‖g‖pH+1p; 6 ): (2.10)
Remark 2.7. The widest Ap;6-type sets known so far are given in Krylov and Lototsky
(1999). For +1; +2 ∈ (0; 1], let us denote B+1 ;+2 the set of all (a; ) such that for any
.∈Rd,
+1|.|26 +2aij.i.j6 Paij.i.j6 aij.i.j6 +−11 |.|2; (2.11)
where Paij = aij − 12 ikjk . It turns out that if p and 6 satisfy
d− 1 + p
[
1− 1
p(1− +2) + +2
]
¡6¡d− 1 + p (2.12)
then the set B+1 ;+2 is of Ap;6-type. If  ≡ 0 then one can take +2 = 1 and then (2.12)
becomes d−1¡6¡d−1+p. But in general B+1 ;+2 is not of Ap;6-type, so in addition
to (2.9) one needs to impose stronger restrictions on 6 like (2.12). Note that (2.12) is
satisBed for any +2 ∈ (0; 1] if d− 2 + p6 6¡d− 1 + p.
Assumption 2.8. There exists a set A of Ap;6-type such that
(a(t; x); (t; x))∈A ∀!; t; x:
Here is our main result.
Theorem 2.9. Let G be bounded and ,6T , for some constant T ∈ [0;∞). Then under
the above assumptions,
(i) for any f∈  −1H-p;6(G; ,); g∈H-+1p;6 (G; ,) and u0 ∈U-+2p;6 (G) Eq. (2.1) with
initial data u0 admits a unique solution u in the class H
-+2
p;6 (G; ,),
(ii) for this solution
‖ −1u‖H-+2p; 6 (G;,)6N (‖u0‖U-+2p; 6 (G) + ‖ f‖H-p; 6(G;,) + ‖g‖H-+1p; 6 (G;,)); (2.13)
where the constant N is independent of f; g and u0.
We will see that the proof of Theorem 2.9 is based on the following result for Rd+,
in which Assumption 2.8 is relaxed to an assumption that (a; ) is su%ciently close to
the set A instead of belonging to it.
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Theorem 2.10. Let G = Rd+, *; *˜∈ (0;∞) and A be a set of Ap;6-type. Let
Assumption 2.2(-) be satis3ed and let, for each x, (a˜ij(t; x); ˜ik(t; x)) be a
bounded A-valued predictable function of (!; t) such that
sup
!; t;x
(|a˜(t; x)− a(t; x)|+ |˜(t; x)− (t; x)|)6 *˜:
Also (instead of Assumption 2.3) assume
|aij(t; x)− aij(t; y)|+ x1|bi(t; x)|+ (x1)2|c(t; x)|
+|i(t; x)− i(t; y)|+ x1|(t; x)|6 * (2.14)
whenever t ¿ 0, x; y∈Rd+, and |x − y|6 x1 ∧ y1.
Then there exist *˜0 = *˜0(-; N0(-))¿ 0 and *0 ∈ (0; 1) depending only on N0, +0,
p; +, 6, - and K , such that, if
*6 *0; *˜6 *˜0; (2.15)
then
(i) for any f∈M−1H-p;6(,); g∈H-+1p;6 (,) and u0 ∈U-+2p;6 Eq. (2.1) with initial data
u0 admits a unique solution u in the class H
-+2
p;6 (,),
(ii) for this solution
‖M−1u‖H-+2p; 6 (,)6N (‖u0‖U-+2p; 6 + ‖Mf‖H-p; 6(,) + ‖g‖H-+1p; 6 (,)); (2.16)
where the constant N depends only on N0; p; +; 6; -; +0 and K .
3. Auxiliary results
Here we extend properties (iii) and (iv) in DeBnition 2.6 and introduce results about
partitions of unity and pointwise multipliers.
For any unit vector /∈Rd, denote Rd+(/) = {x∈Rd : x · /¿ 0}, Rd+ = Rd+(e1),
where e1 = (1; 0; : : : ; 0)∈Rd. We deBne Banach space H-p;6(/) corresponding to H-p;6
as follows. Let O be an orthogonal matrix which induces a bijective linear mapping
from Rd+ to Rd+(/). For ∈R consider operators
O : f(x)→ f(Ox); M/ : f(x)→ (x · /)f(x):
We write u∈H-p;6(/) if and only if Ou∈H-p;6 and deBne
‖u‖H-p; 6(/) = ‖Ou‖H-p; 6 : (3.1)
By Lemma 1.9 in Krylov (1999b) it follows that H-p;6(/) is independent of O, and the
norms in (3.1) constructed from di!erent O are equivalent.
Similarly, we introduce the spaces
H-p;6(/; ,); H
-
p;6(/; ,); H
-
p;6;0(/; ,)
which correspond to H-p;6(,);H
-
p;6(,) and H
-
p;6;0(,), respectively.
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Lemma 3.1. Let A be a set of Ap;6-type, and let (a0(!; t); 0(!; t)), (a1(!; t);
1(!; t)) be bounded Md×d ×Md×∞-valued predictable functions such that
(a0(!; t); 0(!; t))∈A ∀!; t;
sup
!; t
(|a1(!; t)− a0(!; t)|+ |1(!; t)− 0(!; t)|)6 : (3.2)
Then for any ∈R,
(i) there is 0 = 0()¿ 0 depending only on d; p; 6; ; N0 such that if 6 0,
then for any invertible matrix P ∈Md×d, f∈M−1/ Hp;6(/); g∈H+1p;6 (/) Eq. (2.1) with
coe7cients a(t) := Pa1(t)P∗; (t) := P1(t), bi = c= k = 0 admits a unique solution
u in the class H+2p;6;0(/),
(ii) for this solution,
‖M−1/ u‖pH+2p; 6 (/)6N (‖M/f‖
p
Hp; 6(/)
+ ‖g‖pH+1p; 6 (/));
where N depends only on 6; p; d; ; |P|; |P−1| and N0().
Proof. Step 1: First assume P = I; / = e1. Since the coe%cients are independent of
x, the result in this case just follows from standard perturbation arguments. Indeed,
assume u∈H+2p;6;0 is a solution of the equation
du= (aij1 uxixj + f) dt + (
ik
1 uxi + g
k) dwkt
= (aij0 uxixj + (a
ij
1 − aij0 )uxixj + f) dt + (ik0 uxi + (ik1 − ik0 )uxi + gk) dwkt :
Then by DeBnition 2.6(iii),
‖M−1u‖pH+2p; 6 6N0()(‖(a
ij
1 − aij0 )Muxixj +Mf‖pHp; 6 + ‖(
ik
1 − ik0 )uxi + g‖pH+1p; 6 )
6 p2p−1N0()(‖Muxixj‖pHp; 6 + ‖uxi‖
p
H+1p; 6
)
+ 2p−1N0()(‖Mf‖pHp; 6 + ‖g‖
p
H+1p; 6
):
Moreover we know (see Krylov, 1999b)
‖Muxx‖Hp; 6 + ‖ux‖H+1p; 6 6N‖M
−1u‖H+2p; 6 :
Thus,
‖M−1u‖pH+2p; 6 6 
pNN0()‖M−1u‖pH+2p; 6 + 2
p−1N0()(‖Mf‖pHp; 6 + ‖g‖
p
H+1p; 6
): (3.3)
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Now we choose 0 such that NN0()6 12 for 6 0. Then from (3.3) we get
‖M−1u‖pH+2p; 6 6 2
pN0()(‖Mf‖pHp; 6 + ‖g‖
p
H+1p; 6
):
Note that for any .∈ [0; 1], a. := .a1 + (1−.)a0; . := .1 + (1−.)0 satisBes (3.2)
since
|a. − a0|+ |. − 0|6 |a1 − a0|+ |1 − 0|6 :
Therefore the method of continuity yields the result in the case under consideration.
For the rest of the proof we assume that (3.2) holds with 0 chosen above.
Step 2: Assume P is an orthogonal matrix. Let O be the orthogonal matrix which
is used to construct the space H-p;6(/). Take f∈M−1/ Hp;6(/), g∈H+1p;6 (/). Then by
(3.1)
Of∈M−1Hp;6; Og∈H+1p;6 :
Observe that u∈H+2p;6;0(/) satisBes
du= ((Pa1P∗)ijuxixj + f) dt + ((P1)ikuxi + gk) dwkt (3.4)
if and only if v(t; x) := u(t; Ox)∈H+2p;6;0 and it satisBes
dv= (a˜ij1 vxixj + Of) dt + (˜1vxi + Og
k) dwkt ; (3.5)
where (a˜1(t); ˜1(t)) = (O∗Pa1(t)P∗O;O∗P(t)).
By assumption
(O∗Pa0(t)P∗O;O∗P0(t))∈A ∀!; t
and obviously
|a˜1 − O∗Pa0(t)P∗O|+ |˜1 − O∗P0|6 0: (3.6)
Therefore, by the results of step 1, (3.5) is uniquely solvable in the class H+2p;6;0,
and consequently, the solvability of Eq. (3.4) in the class H+2p;6;0(/) follows. Also for
the solution,
‖M−1/ u‖pH+2p; 6 (/) = ‖M
−1v‖pH+2p; 6 6 2
pN0()(‖MOf‖pHp; 6 + ‖Og‖
p
H+1p; 6
)
= 2pN0()(‖M/f‖pHp; 6(/) + ‖g‖
p
H+1p; 6 (/)
): (3.7)
Step 3: Assume that P = B is a diagonal matrix with positive diagonal entries.
Consider the operator
B : h(x)→ h(Bx):
Using Corollary 1.6 and Lemma 1.9 in Krylov (1999b) one can easily check that
Bf∈M−1/ Hp;6(/); Bg∈H+1p;6 (/):
Thus, by the results of step 2, one can deBne the solution v∈H+2p;6;0(/) of
dv= (aij1 vxixj + Bf) dt + (
ik
1 vxi + Bg
k) dwkt : (3.8)
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Also, it is easy to see that u(t; x)= v(t; B−1x) is a unique solution of (3.4) in the class
H+2p;6;0(/), and by Corollary 1.6, Lemma 1.9 in Krylov (1999b) and (3.7),
‖M−1/ u‖pH+2p; 6 (/)6N‖M
−1
/ v‖pH+2p; 6 (/)
6NN0()(‖M/Bf‖pHp; 6(/) + ‖Bg‖
p
H+1p; 6 (/)
)
6NN0()(‖M/f‖pHp; 6(/) + ‖g‖
p
H+1p; 6 (/)
);
where N depends only on 6; ; p; d, |B| and |.−1|.
Step 4: Note that in general we can put P=O1BO2, where Oi are orthogonal matrices
and B is a diagonal matrix with positive diagonal entries. Denote /˜=O∗1/. As before,
u∈H+2p;6;0(/) satisBes (3.4) if and only if v(t; x) := u(t; O1x)∈H+2p;6;0(/˜) satisBes
dv= (a˜ij1 vxixj + O1f) dt + (˜
ik
1 vxi + O1g
k) dwkt ; (3.9)
where a˜1(t) = BO2a1(t)O∗2B; ˜1(t) = BO21(t).
Observing
|O2a1O∗2 − O2a0O∗2 |+ |O21 − O20|6 0;
(O2a0(t)O∗2 ; O20(t))∈A ∀!; t
and using the results of step 3, one easily gets the unique solvability of (3.9) in the
class H+2p;6;0(/˜) and the unique solvability of (3.4) in the class H
+2
p;6;0(/). And for the
solution
‖M−1/ u‖pH+2p; 6 (/)6N‖M
−1
/˜
v‖pH+2p; 6 (/˜)6N (‖M/˜O1f‖
p
Hp; 6(/˜)
+ ‖Og‖pH+1p; 6 (/˜))
= N (‖M/f‖pHp; 6(/) + ‖g‖
p
H+1p; 6 (/)
);
where N depends only on 6; p; d; ; N0(), |P| and |P−1|. The lemma is proved.
The following lemmas are taken from Kim and Krylov (2004b).
Lemma 3.2. Let constants C; +∈ (0;∞), a function u∈H-p;6, and q be the smallest
integer such that |-|+ 26 q.
(i) Let Dn ∈C∞(Rd+), n= 1; 2; : : :, satisfy∑
n
M |||DDn|6C in Rd+ (3.10)
for any multi-index  such that 06 ||6 q. Then∑
n
‖Dnu‖pH-p; 66NC
p‖u‖pH-p; 6 ;
where the constant N is independent of u, 6, and C.
(ii) If in addition to the condition in (i)∑
n
D2n¿ + on Rd+; (3.11)
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then
‖u‖pH-p; 66N
∑
n
‖Dnu‖pH-p; 6 ; (3.12)
where the constant N is independent of u and 6.
The reason the Brst inequality in (3.13) below is written for D4n (not for D
2
n) as in
the above lemma is to have the possibility to apply Lemma 3.2 to D2n. Also observe
that obviously
∑
a26 (
∑ |a|)2.
Lemma 3.3. For each $¿ 0 and q=1; 2; : : : there exist nonnegative functions Dn ∈C∞0
(Rd+), n= 1; 2; : : : such that
(i) on Rd+ for each multi-index  with 16 ||6 q we have∑
n
D4n¿ 1;
∑
n
Dn6N (d);
∑
n
M |||DDn|6 $; (3.13)
(ii) for any n and x; y∈ supp Dn we have |x−y|6N (x1∧y1), where N=N (d; q; $)∈
[1;∞).
Lemma 3.4. Let p∈ (1;∞), -; 6∈R. Then there exists a constant N=N (-; |-|+; p; d)
such that if f∈H-p;6 and a is a function with 3nite norm |a|(0)|-|+;Rd+ , then
‖af‖H-p; 66N |a|
(0)
|-|+;Rd+‖f‖H-p; 6 : (3.14)
In addition,
(i) if -= 0; 1; 2; : : :, then
‖af‖H-p; 66N sup
Rd+
|a| ‖f‖H-p; 6 + N‖f‖H-−1p; 6 supRd+
sup
16||6-
|M ||Da| (3.15)
(ii) if - is not integer, then
‖af‖H-p; 66N
(
sup
Rd+
|a|
)s
(|a|(0)|-|+)1−s‖f‖H-p; 6 ; (3.16)
where s := 1− |-|=|-|+¿ 0.
The same assertions hold true for ‘2-valued a.
4. Proof of Theorem 2.10
We closely follow the proof of Theorem 2.16 of Kim and Krylov (2004a). As usual
we assume u0 = 0 and ,=∞. Denote, for .∈ [0; 1], a. = .a+ (1− .)I , . = . and
deBne a˜.; ˜. similarly. Note
a. = Ia.I∗; . = I.;
(a˜.(t; x); ˜.(t; x))∈A ∀!; t; x;
|a. − a˜.|+ |. − ˜.|6 *˜ ∀!; t; x
(4.1)
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and the functions a.; ., .c, . satisfy Assumption 2.2. Therefore having the method
of continuity in mind, we convince ourselves that to prove the theorem it su%ces to
show that there exist *0, *˜0 such that the a priori estimate (2.16) holds given that the
solution already exists and *6 *0, *˜6 *˜0. Below, by N we denote various constants
depending only on the same data as in the statement of the theorem. We divide the
proof into several cases. The reason for this is that if - is not an integer we use (3.16)
and if - is a nonnegative integer we use (3.15), but if - is a negative integer we use the
somewhat di!erent approaches used in Kim and Krylov (2004a). We also mention that
if extra (unnecessary) smoothness of the coe%cients is assumed, then the arguments
in case 1 work for all the cases, since then using (3.14) and interpolation inequalities
one can get an inequality similar to (3.16).
Case 1: |-| ∈ {0; 1; 2; : : :}. Take the least integer q¿ |-|+ 4. Also take an $∈ (0; 1)
to be speciBed later and take a sequence of functions Dn, n=1; 2; : : :, from Lemma 3.3
corresponding to $; q. Then by Lemma 3.2, we have
‖M−1u‖p
H-+2p; 6
6N
∞∑
n=1
‖M−1uD2n‖pH-+2p; 6 : (4.2)
For any n let xn be a point in supp Dn and an(t)= a(t; xn), n(t)=(t; xn). From (2.1),
we easily have
d(uD2n) = (a
ij
n (uD
2
n)xixj +M
−1fn) dt + (ikn (uD
2
n)xi + g
k
n) dw
k
t ;
where
fn = (aij − aijn )D2nMuxixj − 2aijn M (D2n)xi uxj − aijn M−1uM 2(D2n)xixj
+D2nMb
iuxi + D
2
nM
2cM−1u+MfD2n;
gkn = (
ik − ikn )D2nuxi − ikn M−1uM (D2n)xi +MkM−1uD2n + gkD2n:
Take 0 = 0(-)¿ 0 from Lemma 3.1 and assume *˜6 0 then by Lemma 3.1, for
each n,
‖M−1uD2n‖pH-+2p; 6 6N (‖fn‖
p
H-p; 6
+ ‖gn‖pH-+1p; 6 ) (4.3)
and by (3.16),
‖(aij − aijn )D2nMuxixj‖H-p; 66N‖DnMuxixj‖H-p; 6 sup
[0;∞)×Rd+
|(aij − aijn )Dn|s; (4.4)
where s¿ 0 is a constant depending only on - and |-|+.
By Lemma 3.3(ii), for each n and x; y∈ supp Dn we have |x − y|6N ($)(x1 ∧ y1),
where N ($)=N (d; q; $), and we can easily Bnd not more than N ($)+26 3N ($) points
xi lying on the straight segment connecting x and y and including x and y, such that
|xi − xi+1|6 x1i ∧ x1i+1. It follows from our assumptions
sup
[0;∞)×Rd+
|(aij − aijn )Dn|6 3N ($)*:
We substitute this to (4.4) and get
‖(aij − aijn )D2nMuxixj‖H-p; 66NN ($)*
s‖DnMuxixj‖H-p; 6 :
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Similarly,
‖D2nMbiuxi‖H-p; 6 + ‖D
2
nM
2cM−1u‖H-p; 6 + ‖(
ik − ikn )D2nuxi‖H-+1p; 6
+‖D2nMM−1u‖H-+1p; 6 6NN ($)*
s(‖Dnux‖H-+1p; 6 + ‖DnM
−1u‖H-+1p; 6 ):
Coming back to (4.3) and (4.2) and using Lemma 3.2, we conclude
‖M−1u‖p
H-+2p; 6
6NN ($)*ps(‖Muxx‖pH-p; 6 + ‖ux‖
p
H-+1p; 6
+ ‖M−1u‖p
H-+1p; 6
)
+NCp(‖ux‖pH-p; 6 + ‖M
−1u‖p
H-+1p; 6
) + N (‖Mf‖pH-p; 6 + ‖g‖
p
H-+1p; 6
); (4.5)
where
C = sup
Rd+
sup
||6q−2
∞∑
n=1
M ||(|D(M (D2n)x)|+ |D(M 2(D2n)xx)|):
By construction, we have C6N$. Furthermore (see, for instance, Krylov (1999b))
‖ux‖H-+1p; 6 6N‖M
−1u‖H-+2p; 6 ; ‖Muxx‖H-p; 66N‖M
−1u‖H-+2p; 6 : (4.6)
Hence (4.5) yields
‖M−1u‖p
H-+2p; 6
6N1(N ($)*ps + $p)‖M−1u‖pH-+2p; 6 + N (‖Mf‖
p
H-p; 6
+ ‖g‖p
H-+1p; 6
):
Finally, to get a priori estimate (2.13) it is enough to choose Brst $ and then *0, so
that N1(N ($)*ps + $p)6 12 for *6 *0.
Case 2: -∈{0; 1; 2; : : :}. First consider the case - = 0. Assume *˜6 0(−1) ∧ 0(0)
and proceed as in case 1 with $= 1 and arrive at (4.3) which is
‖M−1uD2n‖pH2p; 66N (‖fn‖
p
Lp; 6 + ‖gn‖
p
H1p; 6
):
Notice that (4.4) holds with s= 1 (since -= 0). Also by (3.15),
‖(ik − ikn )D2nuxi‖H1p; 6 6N sup
[0;∞)×Rd+
|(ik − ikn )Dn‖|Dnux‖H1p; 6 + N‖Dnux‖Lp; 6
6N*‖Dnux‖H1p; 6 + N‖Dnux‖Lp; 6 : (4.7)
From this point by following the arguments in case 1, one gets
‖M−1u‖H2p; 66N1*‖M
−1u‖H2p; 6 + N‖M
−1u‖H1p; 6 + N‖Mf‖Lp; 6 + N‖g‖H1p; 6 :
Thus, if N1*06 12 and *6 *0 then we have
‖M−1u‖H2p; 66N‖M
−1u‖H1p; 6 + N‖Mf‖Lp; 6 + N‖g‖H1p; 6 : (4.8)
Next by reducing *0 (note that we are free to do this) we will estimate the norm
‖M−1u‖H1p; 6 . Take an $∈ (0; 1) to be speciBed later and proceed as in case 1 and write
(4.2) and (4.3) for -=−1. The latter is
‖M−1uD2n‖pH1p; 66N (‖fn‖
p
H−1p; 6
+ ‖gn‖pLp; 6):
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Using the fact ‖fn‖H−1p; 66 ‖fn‖Lp; 6 and the previous arguments, one obtains
‖M−1u‖pH1p; 6 6NN
p($)*p(‖Muxx‖pLp; 6 + ‖ux‖
p
Lp; 6 + ‖M−1u‖
p
Lp; 6)
+NCp(‖ux‖pLp; 6 + ‖M−1u‖
p
Lp; 6) + N (‖Mf‖
p
Lp; 6 + ‖g‖
p
Lp; 6);
where C is introduced after (4.5). By using (4.6) we get
‖M−1u‖pH1p; 66N (N
p($)*p + $p)‖M−1u‖pH2p; 6 + N (‖Mf‖
p
Lp; 6 + ‖g‖
p
Lp; 6):
Finally by substituting this into (4.8) and then choosing $ and then *0 properly, one
gets the desired estimate.
To consider the case -= 1; 2; : : :, one uses the induction arguments based on (3.15)
(just proceed as for (4.8)) and the result for -=0. We leave the details to the reader.
Case 3: -=−1 and Assumption 2.2(1) is satisBed. In this case we prove the theorem
directly without depending on an a priori estimate. Since Assumption 2.2(1) is stronger
than Assumption 2.2(0), there exist *0; *˜0 such that the assertions of the theorem hold
for - = 0 if (2.15) is satisBed. Assume that (2.15) is satisBed with the above *0; *˜0,
then the operator R which maps the couples (f; g)∈M−1Lp;6×H1p;6 into the solutions
u∈H2p;6;0 of Eq. (2.1) is well-deBned and bounded.
Now take (f; g)∈M−1H−1p;6 × Lp;6. By Corollary 2.12 in Krylov (1999b) we have
the following representations:
f =MD‘f‘; gk =MD‘g‘k ; (4.9)
where f‘ ∈M−1Lp;6; g‘ ∈H1p;6; ‘ = 1; 2; : : : ; d and
d∑
‘=1
‖Mf‘‖Lp; 66N‖Mf‖H−1p; 6 ;
d∑
‘=1
‖g‘‖H1p; 66N‖g‖Lp; 6 : (4.10)
Next denote v‘ = R(f‘; g‘) and Pv =
∑d
‘=1 MD‘v
‘. Then by (4.6) Pv∈MH1p;6 and
satisBes
d Pvt = (aij Pvxixj + b
i Pvxi + c Pv+ f + Pf) dt + (
ik Pvxi + 
k Pv+ gk + Pg k) dwkt ;
where
Pf = v‘xixjMD‘a
ij +M−1 Pv‘xiM
2D‘bi +M−2 Pv‘M 3D‘c − 2ai1 Pv‘x‘xi −Mb1M−1 Pv‘x‘ ;
Pg k = (MD‘ik)v‘xi − 1kv‘x‘ + (M 2D‘k)M−1v‘:
By assumptions one can easily check that | · |(0)0 -norm of MD‘aij, M 2D‘bi, M 3D‘c
and | · |(0)1 -norm of MD‘, M 2D‘ are Bnite. Therefore,
M Pf∈ Lp;6; Pg∈H1p;6:
Finally, we deBne Pu=R( Pf; Pg) and u= Pv− Pu. Then u∈H1p;6;0 satisBes (2.1) and (2.16)
follows from the formulas deBning u.
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Next, we prove the uniqueness of solutions. Assume (2.15) holds with *0; *˜0 found
above and assume u∈H1p;6;0 satisBes (2.1) with f= gk =0. Since we already have the
uniqueness in the space H2p;6;0 under condition (2.15), to show u= 0 we only need to
show u∈H2p;6. Take Dn from Lemma 3.3 corresponding to $ = 1. From (2.1) one can
write equations for Dnu for each n and get
d(Dnu) = (aij(Dnu)xixj + b
i(Dnu)xi + c(Dnu) + f˜) dt
+(ik(Dnu)xi + 
k(Dnu) + g˜ k) dwkt ;
where
f˜ =−2aijDnxi uxj − (aijDnxixj + biDnxi)u; g˜ k =−ikDnxiu:
Since u∈MH1p;6 and Dn has compact support, we easily have (f˜; g˜)∈ Lp × H1p (see
Krylov, 1999a for the notations). Also the above equation will not change if we change
arbitrarily a; b; c;  outside of the support of Dn. Therefore using Remark 5.6 of Krylov
(1999a), one easily concludes that Dnu∈H2p and therefore M−1Dnu∈H2p;6; Dnu∈H2p;6;0.
Then Bnally by using (2.16) (which we have for - = 0) and Lemma 3.2 one obtains
‖M−1u‖H2p; 6 ¡∞, that is u∈H2p;6;0.
Case 4: - = −1 with no additional assumptions. To prove an a priori estimate we
use the results of case 3. Fix a nonnegative smooth function ;∈C∞0 (B1=2(0)) with a
unit integral. DeBne
P(x) =
∫
(y)(x1)−d;
(
x − y
x1
)
dy:
DeBne P similarly. Observe that
| P − |6 *; |M P|6 2*:
Also using the fact x16 2(x1 − x1z1)6 4x1 for |z1|6 12 , one can easily check that
there is a constant N (2)¡∞ such that
| P|(0)2 + | P|(1)2 ¡N (2):
For instance, let i; j¿ 2, and +1‘ = 1 if ‘ = 1 and +1‘ = 0 otherwise, then
x1 Px1 (x) =
∫
|z|61=2
(x − x1z)[−d;(z) + ;x‘(z) · (+1‘ − z‘)] dz;
(x1)2 Px1 (x) =
∫
|z|61=2
x1(x − x1z)[−d;(z) + ;x‘(z) · (+1‘ − z‘)] dz;
(x1)2 Pxixj (x) =
∫
|z|61=2
(x − x1z);xixj (z) dz;
(x1)3 Pxixj (x) =
∫
|z|61=2
x1(x − x1z);xixj (z) dz
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and therefore it is obvious that the functions in the above are bounded. Also all other
cases can be considered similarly.
Take (f; g)∈M 1H1p;6 × Lp;6 and let u∈H1p;6;0 be a solution of (2.1). Then
du= (aijuxixj + b
iuxi + cu+ f) dt + ( P
ikuxi + P
ku+ Pg k) dwkt ;
where Pg= g+ ( − P)uxi + (− P)u. Note
‖ Pg‖Lp; 66 ‖g‖Lp; 6 + *‖ux‖Lp; 6 + 3*‖M−1u‖Lp; 6 : (4.11)
Take *˜0 from case 3. If max{*˜; *}6 12 *˜0, then
|a− a˜|+ | P − ˜|6 |a− a˜|+ | P − |+ | − ˜|6 * + 12 *˜06 *˜0:
Thus, by the results of case 3, there exists *0 such that, in addition to *6 12 *˜0, if
*6 *0 then
‖M−1u‖H1p; 6 6N (‖Mf‖H−1p; 6 + ‖ Pg‖Lp; 6)
6N1(‖Mf‖H−1p; 6 + ‖g‖Lp; 6) + N2*‖M
−1u‖H1p; 6 ; (4.12)
where the second inequality comes from (4.6).
Finally, we assume
*6 *0 ∧ (*˜0=2) ∧ (2N2)−1:
Then (4.12) yields
‖M−1u‖H1p; 66 2N1(‖Mf‖H−1p; 6 + ‖g‖Lp; 6):
Thus we get the desired result for -=−1.
Case 5: - = −2;−3;−4; : : :. Note that Assumption 2.2(-) is stronger than
Assumption 2.2(- + 1). One can easily check that | · |(0)-+1-norm of MD‘aij, M 2D‘bi,
M 3D‘c and | · |(0)-+2-norm of MD‘, M 2D‘ are Bnite. Therefore it is enough just to
proceed as in case 3. The theorem is proved.
5. Proof of Theorem 2.9
First we introduce a lemma which is a modiBcation of Theorem 2.10.
Lemma 5.1. Let G = Rd+, P*; *˜; K˜ ∈ (0;∞), and A be a set of Ap;6-type. Let
Assumption 2.2(-) and (2.14) be satis3ed, and let for each x, (a1(!; t; x); 1(!; t; x)),
(a2(!; t; x); 2(!; t; x)) be boundedMd×d×Md×∞-valued predictable functions of (!; t)
such that
(a1(!; t; x); 1(!; t; x))∈A ∀!; t; x;
|a2(!; t; x)|+ |2(!; t; x)|6 *˜ ∀!; t; x:
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Also assume there is a Md×d-valued function Q(x) which is Borel measurable in x
such that
|Q(x)|+ |Q−1(x)|6 K˜ ∀x;
sup
x;y
|Q(x)− Q(y)|6 P*;
a(t; x) = Q(x)(a1(t; x) + a2(t; x))Q∗(x) ∀!; t; x;
(t; x) = Q(x)(1(t; x) + 2(t; x)) ∀!; t; x:
Then there exist *˜0 = *˜(-; N0), P*0 = P*0(-; K˜ ; N0(-))¿ 0 and *0 ∈ (0; 1) depending only
on N0; +0; p; 6; -; K˜ and K , such that, if
*6 *0; P*6 P*0; *˜6 *˜0;
then
(i) for any f∈M−1H-p;6(,); g∈H-+1p;6 (,) and u0 ∈U-+2p;6 Eq. (2.1) with initial data
u0 admits a unique solution u in the class H
-+2
p;6 (,),
(ii) for this solution
‖M−1u‖H-+2p; 6 (,)6N (‖u0‖U-+2p; 6 + ‖Mf‖H-p; 6(,) + ‖g‖H-+1p; 6 (,)); (5.1)
where the constant N depends only on N0; p; 6; -; +0; K˜ and K .
Proof. Our proof is almost identical to the proof of Theorem 2.10. Fix x0 ∈Rd+, and
deBne PQ(x) = Q−1(x)Q(x0) and for .∈ [0; 1],
a. = .a+ (1− .)Q(x0)Q∗(x0) = Q(.a1 + (1− .)I + a2.)Q∗;
. = Q(.1 + .2);
where a2. := .a2 + (1− .)( PQ PQ∗ − I).
Observe
|a2.|+ |.2|6 .(|a2|+ |2|) + (1− .)| PQ PQ∗ − I |
6 .*˜ + (1− .)N (d; K˜)|Q(x)− Q(x0)|6 *˜
if N (d; K˜) P*=: PN P*6 *˜. Thus if we assume this, then we get, instead of (4.1),
(a.; .) = (Q(.a1 + (1− .)I + a2.)Q∗; Q(.1 + .2));
(.a1 + (1− .)I; .1)∈A ∀!; t; x;
|a2.|+ |.2|6 *˜:
Now to Bnish the proof of the lemma it is enough to repeat the proof of Theorem 2.10
word for word. Indeed, as in the proof of Theorem 2.10 we again divide the proof
into 5 cases. All the proofs of cases 1–3 and 5 go exactly the same way as before
without changing a word, except that the constants N in the proof also depend on K˜
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just because we are using Lemma 3.1, not only for P = I but also for any invertible
matrix P. Therefore, it is enough to consider case 4. Proceed as in the proof of case
4 of Theorem 2.10 up to (4.11) and then observe that
P(t; x) = Q(x)(1(t; x) + ˜2(t; x))
with ˜2 := Q−1( P − ) + 2 and |a2|+ |˜2|= |Q−1( P − ) + 2|6 PN* + *˜.
Take *˜0 from case 3. Assume max{*˜; PN*}6 *˜0=2, then
|a2|+ |˜2|6 *˜0
and therefore by the results of case 3, there exists *0 such that, additionally, if *6 *0
then
‖M−1u‖H1p; 6 6N (‖Mf‖H−1p; 6 + ‖ Pg‖Lp; 6)
6N1(‖Mf‖H−1p; 6 + ‖g‖Lp; 6) + N2*‖M
−1u‖H1p; 6 ; (5.2)
where the second inequality comes from (4.6).
Finally, we assume
*6 *0 ∧ ( PN−1*˜0=2) ∧ (2N2)−1:
Then (5.2) yields
‖M−1u‖H1p; 66 2N1(‖Mf‖H−1p; 6 + ‖g‖Lp; 6):
Therefore we get the desired estimate. The lemma is proved.
Now we turn our attention to the proof of Theorem 2.9. As in the proof of Theorem
2.14 in Kim and Krylov (2004a) we may assume , ≡ T . Using the results of Lemma
5.1 we Brst establish the a priori estimate (2.13) assuming that u∈H-+2p;6 (G; T ) satisBes
(2.1) with initial data u0. Let x0 ∈ @G and & be a function from Assumption 2.1.
Denote P(x) = (&ixj (&
−1(x)) for each x in the closure of &(Br0 (x0) ∩ G). Then
we have |P(x)|+ |P−1(x)|6 2dK0. Take *˜0; P*0 from Lemma 5.1 which correspond to
-; 2dK0; N0. Also choose r˜ ¿ 0 su%ciently small such that for each x; y∈B+r˜ (0),
|P−1(x)P(0)P(0)∗(P∗)−1(x)− I |6 *˜0; (5.3)
|P(x)− P(y)|6 P*0: (5.4)
DeBne r = r0=K0 ∧ r˜ and Bx smooth functions D∈C∞0 (Br); ’∈C∞(R) such that
06 D; ’6 1, and D = 1 in Br=2, ’(t) = 1 for t6 − 3, and ’(t) = 0 for t¿ − 1 and
0¿’′¿ − 1. Observe that &(Br0 (x0)) contains Br . For m = 1; 2; : : :, t ¿ 0, x∈Rd+
introduce ’m(x) = ’(m−1 ln x1),
aˆm := a˜D(x)’m + (1− D’m)P(0)P(0)∗; bˆm := b˜D’m; cˆm := c˜D’m;
ˆm := ˜D’m; ˆm := ˜D’m;
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where
a˜ij(t; x) = Paij(t; &−1(x)); b˜i(t; x) = Pbi(t; &−1(x));
˜ik(t; x) = Pik(t; &−1(x)); Paij = ars&ixr&
j
xs ;
Pbi = ars&ixrxs + b
m&ixm ; P
ik = rk&ixr ;
c˜(t; x) = c(t; &−1(x)); ˜(t; x) = (t; &−1(x)):
Using (2.6) and Lemma 3.4 of Kim and Krylov (2004b), one can easily check
that aˆm; bˆm; cˆm, ˆm, ˆ satisfy Assumptions 2.2 with G=Rd+ and new constant K ′ ∈ (0;∞)
independent of m and x0.
Take *0 from Lemma 5.1 corresponding to +0; p; 6; -; |-|+, 2dK0 and K ′. Observe
that ’(m−1 ln x1) = 0 for x1¿ e−m and |’(m−1 ln x1) − ’(m−1 ln y1)|6m−1 if |x1 −
y1|6 x1 ∧ y1. Also we easily see that (2.7) implies x1&xx(&−1(x)) → 0 as x1 →
0. Using these facts, Assumption 2.1 and Assumption 2.3(ii), one can Bnd m¿ 0
independent of x0 such that
|aˆm(t; x)− aˆm(t; y)|+ |ˆm(t; x)− ˆm(t; y)|+ x1|bˆm(t; x)|
+(x1)2|cˆm(t; x)|+ x1|ˆm(t; x)|6 *0;
whenever t ¿ 0; x; y∈Rd+ and |x − y|6 x1 ∧ y1. Now we Bx a )0 ¡r0 such that
&(B)0 (x0)) ⊂ Br=2 ∩ {x : x16 e−3m}:
Let 4 be a smooth function with support in B)0 (x0) and denote v := (u4)(&
−1) and
continue v as zero in Rd+ \&(B)0 (x0)). Since D’m = 1 on &(B)0 (x0)), the function v
satisBes
dv= (aˆijmvxixj + bˆ
i
mvxi + cˆmv+ fˆ) dt + (ˆ
ik
mvxi + ˆ
k
mv+ gˆ
k) dwkt ;
where
fˆ = f˜(&−1); f˜ =−2aijuxi 4xj − uaij4xixj − ubi4xi + 4f;
gˆ= g˜(&−1); g˜=−iku4xi + 4g:
Next we observe that by Lemma 2.5 and Theorem 3.2 in Lototsky (2000) (or see Kim
and Krylov (2004b)) for any ; ∈R and h∈  −Hp;6(G) with support in B)0 (x0)
‖ h‖Hp; 6(G) ∼ ‖Mh(&−1)‖Hp; 6 : (5.5)
Therefore, we conclude that v∈H-+2p;6 (T ). Here, to use Lemma 5.1 we deBne the fol-
lowing functions. For x such that D(x)’m(x) = 0, deBne
Q(x) = P(0); a1(t; x) = I; a2(t; x) = 0; 1 = 0
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and for other x, we deBne
Q(x) = P(x); a1(t; x) = D(x)’m(x)a(t; &−1(x)) + (1− D(x)’m(x))I;
a2(t; x) = (P(x)−1P(0)(P(x)−1P(0))∗ − I)(1− D(x)’m(x));
1(t; x) = D(x)’m(x)(t; &−1(x)):
Then
(aˆm(t; x); ˆm(t; x)) = (Q(x)(a1(t; x) + a2(t; x))Q∗(x); Q1(t; x)):
Also by DeBnition 2.6(i), (5.3) and (5.4)
(a1(t; x); 1(t; x))∈A ∀!; t; x;
|a2(t; x)|6 *˜0; sup
x;y
|Q(x)− Q(y)|6 P*0:
Therefore by Lemma 5.1 we have, for any t6T ,
‖M−1v‖H-+2p; 6 (t)6N (‖Mfˆ‖H-p; 6(t) + ‖gˆ‖H-+1p; 6 (t) + ‖u0(&
−1)4(&−1)‖U-+2p; 6 ):
By using (5.5) again we obtain
‖ −1u4‖H-+2p; 6 (G;t)6N‖a4x ux‖H-p; 6(G;t) + N‖a4xx u‖H-p; 6(G;t)
+N‖4x bu‖H-p; 6(G;t) + N‖4xu‖H-+1p; 6 (G;t) + N‖4 f‖H-p; 6(G;t)
+‖4g‖H-+1p; 6 (G;t) + ‖4u0‖U-+2p; 6 (G):
Next we use Theorem 3.1 in Lototsky (2000). Remembering that ) and  are com-
parable in G, one can easily check that | b(t; ·)|(0)|-|+ is bounded on [0; T ]. Also using
Lemma 2.8 in Kim and Krylov (2004b) and Assumption 2.2(iii) one can easily estimate
|4xa(t; ·)|(0)|-|+; |4xx a(t; ·)|(0)|-|+; |4x b(t; ·)|(0)|-|+; |4x(t; ·)|(0)|-+1|+:
Then one concludes
‖ −1u4‖H-+2p; 6 (G;t)6N‖ ux‖H-p; 6(G;t) + N‖u‖H-p; 6(G;t)
+N‖ f‖H-p; 6(G;t) + ‖g‖H-+1p; 6 (G;t) + N‖u0‖U-+2p; 6 (G):
Note that the above constants )0; m; K ′; N are independent of x0. Therefore, to esti-
mate the norm ‖ −1u‖H-+2p; 6 (G;t), one introduces a partition of unity 4(i); i=0; 1; 2; : : : ; N
such that 4(0) ∈C∞0 (G) and 4(i) ∈C∞0 (B)0 (xi)), xi ∈ @G for i¿ 1. Then one estimates
‖ −1u4(0)‖H-+2p; 6 (G;t) using Theorem 5.1 in Krylov (1999a) and the other norms as above.
By summing up those estimates one gets
‖ −1u‖H-+2p; 6 (G;t)6N‖ ux‖H-p; 6(G;t) + N‖u‖H-p; 6(G;t)
+N‖ f‖H-p; 6(G;t) + N‖g‖H-+1p; 6 (G;t) + N‖u0‖U-+2p; 6 (G): (5.6)
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Furthermore, we know from Theorem 4.1 of Lototsky (2000) that
‖ ux‖H-p; 6(G)6N‖u‖H-+1p; 6 (G):
Therefore (5.6) yields
‖u‖p
H-+2p; 6 (G;t)
6N‖u‖p
H-+1p; 6 (G;t)
+ N‖ f‖pH-p; 6(G;t) + ‖g‖
p
H-+1p; 6 (G;t)
+ ‖u0‖pU-+2p; 6 (G):
Now (2.13) follows from inequality (2.21) of Lototsky (2001) and Gronwall’s inequal-
ity.
Finally, considering the method of continuity, we Bnish the proof by showing that for
any u0 ∈U-+2p;6 (G) and (f; g)∈  −1H-p;6(G; T )×H-+1p;6 (G; T ), there exists u∈H-+2p;6 (G; T )
such that u(0; ·) = u0 and
du= (Uu+ f) dt + gk dwkt : (5.7)
We can approximate g=(g1; g2; : : :) with functions having only Bnite nonzero entries
and it is known (see Lototsky, 2000) that smooth functions with compact support are
dense in Hp;6(G). Therefore, it follows from a priori estimate (2.13) that we may
assume that g has only Bnite nonzero entries and is bounded on  × [0; T ]×G along
with each derivative in x and vanishes if x is near @G. In that case it is well known
that
v(t; x) :=
∫ t
0
gk(t; x) dwks
is inBnitely di!erentiable in x and vanishes near @G. Therefore, we conclude v∈Hp;6
(G; T ) for any ∈R. Observe that Eq. (5.7) can be written as
d Pu= (U Pu+ f +Uv) dt;
where Pu := u − v. Thus we reduced the case to the case in which g ≡ 0. So we
may assume g = 0 in (5.7). By Theorem 2.10 in Kim and Krylov (2004b), for any
nonrandom z1 ∈U-+2p;6 (G; T ) and z2 ∈  −1H-p;6(G; T ) there exists a unique (nonrandom)
solution w∈H-+2p;6 (G; T ) of equation
dw = (Uw + z2) dt
with initial data z1 and it satisBes
‖w‖H-+2p; 6 (G;T )6N (‖ z2‖H-p; 6(G;T ) + ‖z1‖U-+2p; 6 (G)): (5.8)
Therefore, it follows from Theorem 2.10 in Kim and Krylov (2004b) and (5.8) that
there exists a solution v∈H-+2p;6 (G; T ) of Eq. (5.7) with initial data u0. The theorem is
proved.
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