We formally derive the standard deterministic linear program (LP) for bid-price control by making an affine functional approximation to the optimal dynamic programming value function. This affine functional approximation gives rise to a new LP that yields tighter bounds than the standard LP. Whereas the standard LP computes static bid prices, our LP computes a time trajectory of bid prices. We show that there exist dynamic bid prices, optimal for the LP, that are individually monotone with respect to time. We provide a column generation procedure for solving the LP within a desired optimality tolerance, and present numerical results on computational and economic performance.
Introduction
The notion of "bid-price controls" (Talluri and van Ryzin 1998 , Simpson 1989 , Williamson 1992 ) has been a powerful and influential solution concept in revenue management for more than a decade. Major airlines, for instance, have used bid-price control policies for deciding when to open and close customer fare classes for sale. More generally, they can be used in revenue management settings where the supply of resources is fixed and customer requests arrive over a finite time horizon to consume various resource configurations. The arriving requests must either be accepted or rejected, with the objective of maximizing expected profit over the time horizon. The basic idea of bid-price control is simple: Accept the request if the revenue earned exceeds the value of the resources consumed as measured by bid prices. Typically, the bid prices are computed as optimal dual prices, i.e., marginal resource values, of a simple deterministic linear program.
While the system under control is dynamic, to date there only exist models for computing static bid prices, which do not change as a function of time. The effect of dynamically changing prices is created by re-solving the static bid-price model through time as the system evolves. One purpose of this paper is to derive and explore a tractable model for computing a time trajectory of bid prices all at once within a single model. In implementation this model may still be re-solved over time, and this turns out to be a good strategy, but hopefully the prices will be more accurate and effective due to the fact that system dynamics must somehow be taken into account in computing them.
The second purpose of this paper is to further formalize the connection between bid-price control in revenue management and dynamic programming, beyond Talluri and van Ryzin (1998) . Given the standard bid-price linear program, Talluri and van Ryzin (1998) heuristically interpret the embedded pricing mechanism as making a linear functional approximation to the dynamic programming value function. However, the linear program itself has never been derived directly from the dynamic program. Rather, its prices are heuristically interpreted ex post in terms of a value function approximation.
In this paper, we start with the dynamic program, and a priori make an affine functional approximation to the value function, i.e., based on a linear combination of affine basis functions. If r i is the number of seats (resources) still available for flight (resource type) i in period t, then we approximate the value of state vector r by v t r ≈ t + i V t i r i for parameters V t i and t . From this, we derive the standard bid-price linear program. We do this by substituting this approximation into a linear programming formulation of the optimality equations, and then aggregating constraints in the dual. We thereby show that the intermediate linear program, which computes dynamic bid prices V t i , provides stronger bounds than the standard bid-price linear program. Furthermore, we may interpret the standard, static bid prices as approximating the dynamic ones.
This analysis also leads to a new, alternative proof that the standard linear program provides an upper bound on the optimal dynamic programming value function. Previous proofs were based on sample-path arguments, for example, see the discussion in Bertsimas and Popescu (2003) . We provide numerical results showing that the standard bound can be as much as 50.4% larger than our new bound. This improved bound can be used by researchers to numerically obtain improved optimality guarantees for new heuristics. This is the first paper to use the linear programming approach to approximate dynamic programming in the context of revenue management. This approach was first considered by Schweitzer and Seidmann (1985) , and more recently by de Farias and Van Roy (2003) . The idea is to approximate the value function with a linear combination of basis functions, and then substitute the approximation into the linear programming formulation of the optimality equations. To our knowledge, this approach has not been considered previously in the finite-horizon case, such as we have here.
We show that this approach has foundational significance in the context of bid-price controls in revenue management. Indeed, bid prices need not be associated with a linear functional approximation, as they are usually thought of. In general, they may be viewed as prices on basis-weighted flowbalance constraints that appear in a primal problem, for any arbitrary collection of basis functions used to approximate the value function. The standard bid prices are associated with linear basis functions.
We show how to get this approach to work effectively in the affine basis case. Hopefully, our progress will aid future researchers in exploring stronger functional forms for basis functions, or in applying these methods on other variations of revenue management problems. For instance, in the general approximation case, we establish that obtaining feasibility is trivial and that there is a simple optimality guarantee. We demonstrate the importance of structural properties satisfied by optimal bid-price trajectories. We prove that the optimal bid prices are individually nonincreasing over time, and by adding this as dual constraints, we obtain substantial computational speedup by as much as a factor of 85. It turns out that this is key to implementing the model on real-world industrial-sized instances. This structural result also permits us to interpret the approximate linear program as finding a time threshold policy that is optimal with respect to an approximate policy evaluation. We also report on an effective column generation algorithm for solving the model within any desired optimality tolerance. The economic performance of the resulting policy, with re-solving, beats standard bid-price control by as much as 21.4% in our numerical tests. This is substantial in the context of airline revenues, for instance.
Previous work has considered various other, but quite different, approximate dynamic programming approaches to revenue management. As mentioned above, Talluri and van Ryzin (1998) intepret various revenue management models in terms of approximating the value function. Bertsimas and Popescu (2003) consider using the exact value functions of math programming models, in particular, the standard bid-price linear program, to compute opportunity costs. Our model could in fact be used in their procedure, and therefore complements their work. Bertsimas and de Boer (2005) use simulation-based methods to estimate gradients useful in updating booking limits. The latter two references, the book (Talluri and van Ryzin 2004) and the review article (McGill and van Ryzin 1999) , provide excellent, detailed reviews of the literature on other approaches to, and aspects of, the revenue management problem. This paper is organized as follows. In §2, we provide some background, including a standard dynamic programming formulation and the standard bid-price control models. Then, in §3, we consider the general case of approximating the value function with a linear combination of basis functions. This leads to a primal model with an interesting structural form, as well as results regarding feasibility and optimality guarantees. The heart of the paper is §4, which makes the affine functional approximation, derives the standard bid-price linear program from it, provides structural properties, and gives a useful column generation algorithm. We provide numerical results in §5 on computational times, comparative bound strength, and policy performance.
Preliminaries
In this section, we provide the basic formulations and notation we will use throughout the paper. We first present a known formulation of the network revenue management problem as a Markov decision process. We then formulate the standard linear program used for bid-price control.
Markov Decision Process Formulation
Our formulation essentially follows Cooper and Homemde-Mello (2003) , and similar models have appeared in the literature (McGill and van Ryzin 1999) . The model is a finite-horizon discrete-time Markov decision process with time units t = 1 , where is the last period in which sales can occur. The objective is to maximize the total expected revenue.
There are m resources and n product or customer classes. There is an m-vector of resources c ≡ c i , and an m × nmatrix A ≡ a i j . The entry c i > 0 represents the integer amount of resource i available at the beginning of the time horizon (t = 1), and the entry a i j represents the integer amount of resource i required by a class j customer. To ease notation, we reserve the symbols i, j, and t for resources, classes, and time, respectively, and we omit writing the index sets. For example, the notation ∀ i means ∀ i ∈ 1 m and i means i∈ 1 m . In each period, at most one customer arrives. A class j customer arrives in period t with probability p t j , and with probability 1 − j p t j no customer arrives. When a customer of class j arrives, the controller must decide whether to accept or reject this customer. If the controller chooses to accept, she receives f j > 0 in revenue, and resources are consumed according to the jth column of matrix A, denoted by A j . (Our analysis permits the revenue to depend on time if we so wished, i.e., it could be given by f t j .) If there are not enough resources available to satisfy the request, then the request must be rejected and there is no reward. Even if enough resources are available, a request may be rejected if it is more profitable to reserve resources for potential future customers.
The state at the beginning of any period t is an m-vector of resources r that satisfies
In Period 1, we have r = c, and so for convenience we define
Given an initial state c and the arrival probabilities p t j , not all states are reachable, and so the sets t are larger than needed. The controller chooses a vector u ∈ 0 1 n , where u j = 1 if the controller would accept a class j customer if one arrives this period, and u j = 0 otherwise. Given that the system is in state r, this vector must satisfy
to ensure that there are enough resources available to satisfy a class j request if u j = 1. Given r and u, with probability p t j the reward for the current period will be f j u j and the next state will be r − A j u j . With probability 1 − j p t j , the reward in the current period will be zero and the next state will be r.
Let v t r denote the expected cost-to-go over periods t starting from state r at the beginning of period t. Define the terminal value v +1 r ≡ 0 ∀ r, and assume that this holds throughout. The optimality equations are
It is easy to show that an optimal policy chooses, in state r and period t,
where f j v t+1 r − v t+1 r − A j means that the revenue for a class j customer meets or exceeds the opportunity cost of the resources that would be consumed. Note that the control policy is nested: for any two classes j 1 and j 2 for the same itinerary A j 1 = A j 2 , if f j 2 > f j 1 then the policy accepts j 2 if it accepts j 1 .
In principle, the optimal value function at the initial state c can be computed by the linear program
with decision variables v t r ∀ t r. This can be shown from complementary slackness. It is apparently nontraditional to consider linear programming for stochastic dynamic programs in the finite-horizon case. However, we can view this dynamic program as a "positive dynamic program" (Puterman 1994 ) with the time index included in the state space, and therefore general results for that model, including ones dealing with linear programming, hold here. For notational convenience, we write the inequality above as
where R t+1 ∈ t+1 is the random vector representing the resource state at the beginning of period t + 1. Throughout the paper, the above conditional expectation relies only on the one-step transition probabilities, which involve the demand probabilities p t j as shown above.
The following result is elementary. It shows that any feasible solution to (D0) provides an upper bound on the expected profit-to-go for an optimal policy from every state and time period. Later, we will consider feasible solutions that arise from special functional forms for v t · . Proposition 1. Suppose that v t · solves the optimality Equations (1), andv t · is any feasible solution to (D0). Then,
Proof. We show this by induction. For all r ∈ , u ∈ r , dual feasibility ( where the equality is the optimality Equation (1) for period t = . Now suppose the result is true for t + 1. Then, for all r ∈ t , u ∈ r , by dual feasibility we havê 
The dual of (LP) is
where V i are dual prices on (5) and j are dual prices on the right-hand inequality of (6). Let V * i and * j denote optimal dual prices. The idea of bid-price control is to accept a class j arrival if f j i a ij V * i , and reject it otherwise. In practice, (LP) is re-solved frequently. Williamson (1992) shows that this policy performs quite well, and in fact this has been a widely used approach to revenue management in industry.
Generalized Functional Approximations
We now lay down a general framework for approximately solving (D0). Consider a set of basis functions k r for all k in some set that indexes them, and approximate
where V t k is a parameter that weights the kth basis function at time t. Note that if we specify a separate basis function for every possible state r, then we recover the exact model (D0). The general idea is this: By substituting the approximation (7) into (D0), we restrict it into an optimization problem over only the parameters V t k . If there are relatively few parameters and there is enough structure in the k functions, then hopefully the restricted optimization problem will be considerably easier to solve than (D0). From Proposition 1, the resulting approximate value function provides an upper bound on the optimal value function for every state. The approximate linear program in fact finds the lowest upper bound on v 1 c of the form (7). Futhermore, we obtain a policy whose performance can be compared with the upper bound using simulation. It sets
This is computationally easy to implement provided the given set of basis functions is not too large and the basis functions are easy to evaluate.
Note that this policy does not fit the definition of "bidprice controls" given in Talluri and van Ryzin (1998) , yet it is still based on (dual) prices. Indeed, substituting (7) into (D0) yields an optimization problem over the parame-
Note that
Its dual is
The constraints (12) are basis-weighted flow-balance constraints, whereby flow balance is maintained around each basis function k · separately. The V t k are dual prices on these constraints, and may be viewed as generalized bid prices. The problem (P ) has relatively few constraints if not many basis functions are used but many variables. Thus, it may be well-suited for solution via column generation, provided the subproblems can be solved efficiently. Denote the reduced profit of X t r u by
Given an initial set of prices V t k , to generate a new column for (P ), or prove that none exist with positive reduced profit, we solve max t r∈ t u∈ r t r u
Later we consider a special case in which this subproblem becomes a linear integer program for each t.
Despite the enormous number of variables in (P ), obtaining an initial feasible solution to begin a column generation procedure is trivial. There exists one supported by only decision variables, corresponding with the "offer nothing" policy.
Proposition 2. A feasible solution to (P ) is
Proof. For all t, we have c ∈ t and u = 0 ∈ c . For all t and k, the left-hand side of (12) is
Likewise, for all t > 1, the right-hand side is
The next result gives an upper bound on the optimality gap between an optimal solution and a given feasible solution. This kind of result is relatively standard, but we specialize it to our functional approximation setting. It is useful because it provides a stopping criterion for a column generation procedure. This result in fact holds for any basic feasible solution X, but we present it in the form in which we will use it, i.e., in terms of columns. Define * t = max r∈ t u∈ r t r u ∀ t to be the maximum reduced profit for period t under V .
Proposition 3. Suppose that k ∀ k is chosen so that 0 r = 1 ∀ r. Consider the restricted version of (P ) containing only decision variables X t r u , whose indices are in a subset of all possible indices. Let X V denote the corresponding optimal primal-dual pair for this restricted problem, and let * t be * t computed with respect to V . Let Z denote its optimal objective value. Then,
which implies r∈ t u∈ r X t r u = 1 ∀ t
Consider any X feasible to (P ), and any numbers V t k ∀ t k. Multiply both sides of (12) by V t k for each t, k, and add the resulting equations together with Z X = t r u j p t j f j u j X t r u
We obtain
where the last equality follows from (13), and t r u is the reduced profit of X t r u . Because this relation is true for all feasible solutions X, it is true in particular for an optimal solution X * to (P ), having objective value Z X * = Z . Furthermore, from strong duality applied to the restricted problem, we have
which is the desired result.
Affine Functional Approximation
In this section, we study a specific form of functional approximation (7) with affine basis functions. We give the resulting primal-dual formulations, and then establish their relationship with the standard LP for bid-price control. We then give some results on structural properties satisfied by optimal solutions. While they are interesting in their own right, we will see later that these structural properties also have a dramatic impact on computational times for solving larger-scale problem instances. Lastly, we discuss a column generation algorithm.
Formulation
Consider the affine functional approximation
where V t i estimates the marginal value of a unit of resource i in period t, and t is a constant offset. We implicitly assume +1 = 0 and V +1 i = 0 ∀ i. This approximation has the form (7), with componentwise basis functions i r = r i ∀ i and the constant basis function 0 r = 1. Under (14), the control policy (2) becomes
which has the well-known bid-price control structure (Talluri and van Ryzin 1998) . The linear program (D ), specialized to this form, becomes
By expanding the expectation, we can rewrite (17) as
The dual of (D1) is
Constraints (19) say that the expected mass of resources having type i flowing into time t must equal that flowing out. The first part of (19) for t = 1 can be eliminated by noting 1 = c and substituting (20) for t = 1 into the left-hand side. Furthermore, (20) can be replaced simply by
This allows us to interpret the decision variables X t r u as state-action probabilities. (Note, however, that the X solution does not, in general, yield an implementable randomized control policy. The support of X does not specify an action for every attainable state.) The objective function (18) maximizes the approximate total expected revenue over the finite time horizon.
Relationship with the Standard LP for Bid-Price Control
To derive (LP) from (P1), define
The objective function (4) follows immediately from (18). Now fix i, and sum (19) over time t to obtain 
Next, we bound the second term on the right-hand side. We first show that for all i, t, r ∈ t , u ∈ r , r i j a i j p t j u j By definition of r , we have r i a i j u j ∀ i j. Multiply both sides by p t j for any j to obtain r i p t j a i j p t j u j Now sum over j to obtain To derive the inequalities on the right-hand side of (6), start with (22) It is well known that z LP is asymptotically optimal, i.e., converges to v 1 c , as the demand, capacity, and time horizon scale linearly (e.g., see Cooper 2002) . It follows, then, that z P1 is also asymptotically optimal. Also, although the bound obtained from (P1) is stronger than that obtained from (LP), this does not theoretically guarantee that the associated policy (15) is better than standard bid-price control based on (LP).
The following example shows that we can have z LP > z P1 .
Example 1. Suppose that there is only one resource and one class, i.e., m = n = 1. Hence, we drop the indices i and j. Set = 2, c = 1, f = 1, a = 1, and p t = 0 5 for t = 1 2. Without loss of optimality, we can eliminate X variables that set u = 0 when r = 1. Then, the linear program (P1) reduces to max 0 5 X 1 1 1 + X 2 1 1
which trivially has optimal objective value equal to 0 75. In contrast, (LP) becomes max Y 0 Y 1 with optimal objective value equal to one. The difference arises because, whereas (LP) aggregates over all sample paths according to (22), (P1) at least partially accounts for sample-path dynamics. As an aside, note that in this case the linear program (P1) is exact, meaning that it solves the original optimality Equations (1).
Comparing the objective function (16) with that of the dual of (LP) suggests that optimal dual prices from (LP) are estimates of the optimal functional approximation (14) computed by (D1), i.e.,
This formalizes the heuristic interpretation of Talluri and van Ryzin (1998) that
Note, however, that (15) indicates the prices from time period 2, rather than 1, are relevant for the decision in time period 1.
In the appendix, we show that the above analysis can be carried out with a lower-fidelity, quasi-static value function approximation. The resource prices do not depend on time, as they do here, and so the upper bound is weaker.
Structural Properties
Given a feasible solution X to (P1), define the first time resource i is used by
with X t r u > 0 u j = 1 a i j > 0 ∀i (25) It is not necessarily the case that t * i = 1 in an optimal solution X * . For example, resource i's consumption may simultaneously require, under the matrix A, the unprofitable consumption of other resources. Lemma 1. Fix i. Assume that t * i exists (which implies c i > 0) and p t j > 0 ∀ t j. Then,
(1) ∀ t > t * i , ∃X t r u > 0 such that r i < c i , and (2) ∀ t t * i , X t r u > 0 only if r i = c i . Proof. We start by showing the first part. Assume that t * i < . Let r and u be such that X t * i r u > 0 and there The second claim is true for t = 1 by definition of 1 . Now consider any 1 < t t * i , and suppose that the statement is true for t − 1. Then, (19) reads Theorem 2. Assume that c i > 0 ∀ i and p t j > 0 ∀ t j. There exists an optimal dual solution * V * of (D1) and a set of indices t * i ∀ i such that * t * t+1
Proof. Suppose that t * i , as defined in (25), exists. Consider t * i = t * i . We later consider the case where t * i does not exist. We first focus attention on (27) and (28), which we prove in three steps:
(
to V * t+1 i without loss of optimality.
Finally, we prove the remaining claims.
Step 1. Assume that t * i < . Consider an optimal primaldual solution X * , V * * . From Lemma 1, there exists an X * t r u > 0 for which r i < c i . Therefore, complementary slackness implies that
Consider a new r , equal to r except that r i = r i + 1 c i . Note that u is still feasible, i.e., u ∈ r . By dual feasibility (17),
which yields the desired result, i.e., (28) for t > t * i , when combined with (30).
Step 2. We now show that V * t i V * t+1 i for all t < t * i . Equation (20) implies that there exists an X * t r u > 0 for some r and u, and from Lemma 1 it has the property that r i = c i . By complementary slackness, we then have
Now consider a new r equal to r except r i = c i − 1 0. Because, by definition of t * i , u j = 0 for all j such that a i j > 0, we know that u is still feasible, i.e., u ∈ r . By dual feasibility (19), we have
Combining the last two displays yields V * t i V * t+1 i .
Step 3. Given an optimal primal-dual solution X * , * V * , consider the largest t t * i such that V * (28) is satisfied for t = t * i . We will alter the optimal dual solution to produce another solution that achieves (27) (or (28) if t = t * i ), yet is still optimal because it preserves dual feasibility and complementary slackness. Denote the modified solution by V , and define it to be the same as * V * except
We first check the period t inequalities (17) for dual feasibility. Indeed, for any r and u, the reduced profit is *
The inequality follows because the second expression is the reduced profit, under the original dual feasible solution * V * , for a (potentially) modified r having r i = c i and u unchanged (yet still feasible). In particular, consider any r, u, for which X * t r u > 0. Because t t * i , from the argument above r i = c i and (31) holds under * V * . Note that the expression in (32) is the same as (31), i.e., the reduced profit is the same under V as under * V * , and so complementary slackness is preserved.
Next, we check dual feasibility and complementary slackness for the period t − 1 inequalities (17), assuming that t > 1. For any r, u, 
Subtracting the first reduced profit from the second yields
hence, dual feasibility is preserved. Furthermore, for any X * t−1 r u > 0, we know that r i = c i and u j = 0 for all j such that a i j > 0. Therefore, the last inequality changes to equality, i.e., complementary slackness is preserved.
The modified variables V t i and t appear nowhere else besides where considered above, and so overall dual feasibility and complementary slackness is preserved. Now apply the same argument successively for each smaller t. Because V * t i V * t+1 i (from Step 2 above), the procedure achieves (27). There exists an optimal dual solution * V * of (D1) and a set of time thresholds * j ∀ j such that for each class j,
The corresponding control policy (15) is therefore Figure 2 . Column generation algorithm for solving (P1) to within an optimality tolerance of .
Algorithm Column generation Set = t c 0 ∀ t , solve the restricted problem (P1( )), and set * t = for all t. while t * t > Z do for all t ∈ 1 compute * t = max r u t r u select an r t u t ∈ arg max r u t r u update ← ∪ t r t u t solve (P1( )) One might then interpret (P1) as searching over policies having the above form, but evaluating them only approximately. In the single resource-type problem m = 1 , it is well known that a time threshold policy is optimal. However, the time thresholds depend on the current state, whereas here they only depend on the initial state c. Bertsimas and Popescu (2003) argue that the time threshold property does not hold in the network case. This reinforces how (P1) is still an approximation. Note that (LP) exhibits no notion of time thresholds, as it is too coarse. Figure 1 shows dynamic bid-price trajectories for each of four resources in a problem instance with 20 periods. These were obtained by solving (D1) to optimality. The trajectories are monotone, without loss of optimality as stated by Theorem 2. Intuitively, the marginal value of a resource decreases over time because the opportunities to use it are fewer. In fact, after the horizon, V +1 i = 0 for all i. Note that the curves exhibit nonlinearity toward the end of the horizon. In the beginning of the horizon, the curves tend to be flat until an inflection point is reached. Theorem 2 shows that sometime at or before that point is reached, the resource is first used (i.e., at time t * i ).
Column Generation
In passing from (D0) to (D1), we have reduced the number of decision variables from
which is exponential in m, down to · m + 1 , a polynomial in m. However, there is still an exponential number of constraints. Hence, the primal program (P1) is potentially suited for solution via column generation. To solve (P1) using column generation, first price out an initial primal feasible solution. This is supplied by Proposition 2. Denoting the resulting prices by V , , now solve max t r∈ t u∈ r t r u = max t r∈ t u∈ r j
which maximizes the reduced profit from (17). If the objective value is greater than zero, then we add the column to the existing set of columns for (P1); otherwise, we have attained optimality. For fixed t > 1, this is equivalent to solving the linear integer program max u r j
Note that if a i j are integral, then without loss of optimality, we can relax the integrality of r i . This is because fixing u, in an extreme point solution either r i = max j a i j u j or r i = c i . Furthermore, fixing r, a u solution is given by (15). We believe that because of this structure, we find empirically that CPLEX can efficiently solve these subproblems to optimality. We present the full algorithm in Figure 2 , where (P1( )) denotes the restricted version of (P1) with columns coming only from , and Z denotes the corresponding optimal objective value. This is a standard algorithm, except that we enter a batch of columns at once, potentially one column for each time period. We found this to be much more effective than adding one column at a time.
As a consequence of Proposition 3, to ensure that the objective value of the current solution X based on columns is within percent of an optimal solution, i.e., Table 3 .
CPU seconds to solve (P1) with and without monotonicity constraints. Z /Z 1 + , it suffices to ensure that
This is merely sufficient; for the solution X, the ratio Z /Z in fact may be closer to one than 1 + . We employ this as a stopping criterion for the algorithm. We also considered more complicated versions of this basic algorithm. In one version, whenever a t r u was found for which X t r u has positive reduced profit, we added this index to for all t for which X t r u has positive reduced profit. This avoided having to solve as many integer programming subproblems, but this benefit was outweighed by having to solve more linear programs containing more columns. It was better to add columns with maximum reduced profit.
Numerical Results
We conducted numerical experiments to study three questions:
(1) How long does it take to solve instances of practical size?
(2) How much stronger is the upper bound given by (P1) as compared with (LP)?
(3) How well does the approximate policy perform in simulations, as compared with the upper bound given by (P1) and standard bid-price control? Table 4 .
CPU seconds to solve (P1) with monotonicity constraints for the same instances except for half the load factor. In our first set of experiments, we randomly generated 24 problem instances of varying complexity, having time horizons in the set 20 50 100 200 500 1 000 . We considered an airline servicing L locations out of a single hub, where L ∈ 2 5 10 20 . This is an important, basic network structure of revenue management problems found in the airline industry. Each location l ∈ 1 L is associated with two flight legs, i.e., to and from the hub, each departing at the end of the time horizon . Hence, there are m = 2L resources. There are m single-leg itineraries and L · L − 1 two-leg itineraries. For each itinerary, we designate a high-fare class and a low-fare class, so that the total number of classes is n = 2 m + L · L − 1 . Table 1 gives the resulting dimensions of our test instances. The dimensions of the largest instances are of real-world size.
We generated the revenue for each low-fare class from a discrete uniform distribution on the interval 15 49 , and set the high fare for the same itinerary equal to five times that of the low fare. For simplicity, we considered stationary demand with the probability 0.2 for having no customer arrival in a period, and the other probabilities generated randomly. For each itinerary, we split the demand so that 25% was for the high-fare class, and 75% was for the lowfare class. For each instance, we set the initial capacity (seats), c, to be the same for each leg. Table 2 displays the capacity per leg and load factor for each instance. The load factor is defined as the expected demand for seat legs divided by the supply, i.e., load factor = j i t p t j a i j cm ,857.30 (119.21) 20,587.60 (132.26) 19,362.60 (123.96) 21,189.10 (125.73) In Table 3 , we report the CPU seconds required to solve (P1) guaranteed to within = 5%, which is a practical tolerance given the data uncertainty encountered in the real world. We ran these instances on an Intel Xeon CPU running at 3.6 GHz with 3 GB of memory, using CPLEX 9.1. Adding monotonicity constraints to (D1) had a dramatic impact on the solution times, and in fact makes solution practical on large-scale instances. The improvement was on average by a factor of (at least) 21.32 times, with a range between 2.06 and 157.10 times. For the largest instance, with L = 20 and = 1 000, the model solved in 3.25 hours with monotonicity constraints. Without them the model did not solve after one day, and so we terminated the algorithm. Table 4 shows CPU times, with monotonicity constraints, when the load factor is cut in half by doubling the capacity c per leg. On average, the speedup was by a factor of 11.14, with a range between 1.38 and 84.84. There was a marked increase in speedup as the size of the network increased. This speedup can be explained by the fact that as the load factor decreases, the policy that always accepts tends to be closer to being optimal. The algorithm quickly generates the corresponding columns, and there is effectively a complexity reduction because other combinations of accept/reject decisions are less important.
In Table 5 , we report the (approximate) relative difference in upper bounds between the standard linear program (LP) and our (P1), i.e., z LP /z P1 . The numbers reported in the table correspond with (P1) solved to an optimality ,465.29 (57.96) 5,905.84 (65.99) 5,701.03 (63.79) 6,312.69 (69.05) tolerance of = 5%, which does not strictly give an upper bound. However, when we solved (P1) to within = 0 5%, the improvement in the objective value of (P1) was on average only about 1%, and this was achieved with an increase in CPU time by a factor of about five, on average. Therefore, the differences reported in the table are representative; they are also consistent with similar results that follow.
The gap between the bounds can be quite substantial, up to 48.5% on these instances. Two trends are noticeable. As the number of locations increases-i.e., the network becomes more complex-the gap in the bounds increases. Also, as the time horizon increases, the gap in the bounds decreases. On these instances, the capacity and demand scale up linearly as the time horizon increases. As a consequence of the asymptotic result in Cooper (2002) , (LP) becomes asymptotically optimal, and hence so does (P1) due to Theorem 1.
We next considered policy performance. It has been shown by Williamson (1992) that static bid-price control, using (LP), performs quite well when the bid prices are reoptimized frequently. This motivates the following policies, where the acronym DBPC stands for dynamic bidprice control.
• DBPC fixed: Solve (P1)-(D1) once. Given a set of fixed dynamic bid prices, use the policy given by (15).
• DBPC: Solve (P1)-(D1) multiple times spread evenly over the time horizon . Between solution epochs, use the policy given by (15). • BPC fixed: Solve (LP) once. Given a fixed set of static bid prices, use the policy given in §2.2.
• BPC: Solve (LP) multiple times spread evenly over the time horizon . Between solution epochs, use the policy given in §2.2.
Unless specified otherwise, we re-solve (P1)-(D1) and (LP) five times over the time horizon.
We noticed a small improvement in the DBPC policies when we used a simple single-period lookahead instead of (15). Letv denote the affine approximation (14), and u denote policy (15) underv. Instead of using approximation (14) in policy (2), we instead approximate v t+1 r and v t+1 r − A j by looking ahead to period t + 1, applying policyû in that period but evaluating the subsequent state in period t + 2 using the affine approximationv. Thus, we use the approximatioñ Relationship between relative bound improvement and policy improvement. We also noticed a small improvement in the DBPC policies when we required the revenue f j to be strictly greater than the opportunity cost as measured byṽ t+1 r −ṽ t+1 r − A j . In this set of experiments, we randomly generated three sets of instances having the same characteristics as the original set, except L ∈ 3 5 and ∈ 20 50 100 200 500 . The first set has stationary demand, while the second and third sets have nonstationary hi-lo demand and lo-hi demand, respectively. Following Bertsimas and Popescu (2003) , under hi-lo demand the arrival probabilities increase over time t for high-fare classes according to p t j = p j / log a a + − t , where p j is the "base" stationary arrival probability and a and are parameters. The arrival probabilities decrease over time t for low-fare classes according to p t j = p j / log a a + t − 1 . Lo-hi demand is the reverse, with the arrival probabilities for high-fare classes decreasing over time, and the arrival probabilities for low-fare classes increasing over time. For our experiments, we used a = 5 and = 1. We simulated each instance 100 times for each policy, using the same sequence of customer demands across different policies. We also solved (P1) with an optimality tolerance of = 0 5%.
The results are shown in Tables 6, 7 , and 8 with standard errors reported in parentheses. Figure 3 summarizes these results by plotting the relationship between the difference in the bounds and the difference in policy performance. The improvement of the DBPC policy over the BPC policy increases as the quality of the bound (P1) relative to (LP) improves. Furthermore, the differences are substantial: the (LP) bound can be up to 50.4% worse than the Table 9 .
Relative policy improvement from re-solving every period. (P1) bound, and the policy DBPC can perform up to 21.4% better than BPC. There appears to be no obvious dependency on the demand characteristics-i.e., stationary, hi-lo, or lo-hi-although the policy improvements appear slightly weaker for lo-hi demand. Table 9 considers the effect of more frequent re-solving when demand is stationary. It reports the mean policy performance from re-solving every period, divided by the mean policy performance from Table 6 for re-solving five times over the time horizon. Re-solving leads to more improvement for BPC than for DBPC. On the other hand, as shown in Tables 6, 7 , and 8, re-solving for BPC may actually degrade the policy (a well-known effect), whereas re-solving consistently improves DBPC. We suspect this is because the model (P1) is more accurate than (LP), and therefore its recommendations are more on target with outcomes.
We also tested how the policies are affected by the load factor. We considered the same instances as for the stationary demand case in Table 6 , except the stationary arrival probabilities are used as base probabilities in the models given above for hi-lo and lo-hi demand. As shown in Tables 10 and 11 , this gives a load factor that decreases as increases. For hi-lo demand (the lo-hi demand case is similar), in Figure 4 we plot how the policy and bound differences change as a function of load factor. As the load factor decreases, the advantage of (P1) over (LP) decreases Table 11 .
Bound and policy results for lo-hi demand with decreasing load factor across instances. 
Now define Y j as before in (22). Constraints (A3) are equivalent to (21), and therefore (24) still holds, deriving (6). Constraints (A2) are the same as (23), and therefore the same argument after (23) holds to derive (5). The remaining details follow as before. The same example from §4.2 shows that there can be a gap between z quasi and z LP . Furthermore, the above dual program restricts (D1) by adding the constraints Here, the approximation consists of the usual dynamic component, i.e., the first sum, as in (7). It also includes a static component in the second sum, where the parameters W l do not depend on time and l · is the lth basis function. The quasistatic approximation (A1) is a special case. It should be computationally easier to handle higherfidelity basis functions for the static component than for the dynamic component because fewer parameters need to be optimized over.
