Rich vehicle routing problems try to represent situations that can be found in reality. Starting from a case study, in this paper a rich vehicle routing problem is analyzed. The elements that characterize it are mainly the presence of multiple objectives, constraints concerning multiple time windows, heterogeneous fleet, maximum duration of the subtours, and multiple visits. Two variants of the Ant Colony Optimization metaheuristic are proposed for tackling this problem. The specific framework is called Multiple Ant Colony Optimization. It is finalized to the consideration of multi-objective problems. Two algorithms are tested. The results appear very satisfactory.
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The vehicle routing problem (VRP) has been first proposed by Dantzig and Ramser (1959) . It consists in the determination of the optimal set of routes to serve a given set of customers using a fixed fleet of vehicles. Following this study, many algorithms have been presented. Both optimal and approximated approaches have been considered. This problem is known to be NP -hard (Lenstra and Rinnooy Kan, 1981) .
Many variants have been also analyzed. They are obtained by adding different kinds of constraints. These constraints can be related to: time windows in which the service must be performed, the requirement of inserting in the same tours both pickup and delivery of goods, the availability of different types of vehicles, the presence of more than one depot, etc. Introducing these features implies a significant increase in the complexity of the problem, which further reduces the dimension of the instances that can be solved to optimality within a reasonable time. For this reason the literature is more and more focusing on heuristic and metaheuristic approaches.
In recent years, moreover, thanks to the increasing efficiency of these methods and the availability of a larger computing power, the interest has been shifted to other variants identified as rich VRP. The problems grouped under this denomination have in common the characteristics of including additional constraints, aiming a closer representation of real cases.
Following this trend, the rich vehicle routing problem studied in this paper is inspired by the analysis of a case study. It is characterized by many different types of constraints, each of which unanimously classified as challenging even when considered alone. These features are: the presence of multiple time windows, the availability of different types of vehicles, the requirement of multiple visits to some customers and the limitation of the duration of each subtour.
Moreover, the problem is multi-objective with two objectives to be considered in hierarchic order. The first one is the minimization of the number of vehicles used, and the second one is the minimization of the total time required by the subtours.
We use the metaheuristic approach known as Ant Colony Optimization (Dorigo and Stützle, 2004) to tackle this problem. We consider two of its most successful variants: Ant Colony System (Dorigo and Gambardella, 1997a) and MAX-MIN Ant System (Stützle and Hoos, 1997). They are both studied in a multiple colonies framework. The respective results are compared. The Randomized Nearest Neighbor heuristic and a Tabu Search algorithm are used as reference elements. The instances used to evaluate the different behavior of the algorithms are produced using an instance generator. The analysis is performed on four classes of instances.
In Section 1 the case study is presented. This priority is due to the main role that the practical case has in the development of this study. In Section 2 the resulting rich vehicle routing problem is proposed. In Section 3 the two Ant Colony Optimization algorithms considered are described. Section 4 presents the Tabu Search approach and Section 5 the Randomized Nearest Neighbor heuristic. Section 6 describes the instances used for the analysis and Section 7 the experimental setup. Finally Section 8, reports the computational results and Section 9 some conclusions.
The Case Study
The case study at the basis of this study is concerned to an Italian firm. Its major activity consists in the delivery of a wide number of food products to restaurants and retailers in the North-East region of the country. This task is accomplished by external suppliers of vehicles. The cost of each vehicle consists in a fixed amount related to the vehicle itself and in a variable one due to the working hours of the driver. The firm decides the set of customers to be assigned to each vehicle and the sequence according to which the customers must be visited. The fee owed to a driver is much lower for the first eight hours than for the following ones, and then the firm imposes tours of limited duration.
This structure allows to consider as virtually unlimited the dimension of the fleet available. Moreover, the usable vehicles are of two kinds. They differ for what concerns the external dimensions and the load and unload system. In 3 particular, the bigger vehicles are endowed with a large posterior door, while the smaller ones are characterized by a system of plural lateral doors. As a consequence, the use of the first type is very convenient for serving customers with high demand. At the same time the second type is more practical for visiting the customers requiring low quantities. In this sense, the demand of each customer may imply the use of one or the other kind of vehicle. Another element having an impact on the choice of the kind of vehicle to be used is the geography of the area considered. The customers are all located in a quite well defined region which includes both cities and smaller towns. Most of these urban areas are characterized by an ancient historical center. Owing to the narrow dimension of the streets belonging to these centers, the customers there located must be served using small vehicles.
As it is widespread practise in this sector, the firm allows the customer to choose when to receive the delivery. To this aim, they can indicate at most three time intervals for each of the five working days of the week. This gives a total of at most fifteen time windows per customer. Moreover, each customer can require to be served more than once a week. When this is the case, the firm must take care of placing the visits in non-consecutive days unless the customer himself explicitly requires consecutive visits.
The aim of the firm is the minimization of the cost of completing all the deliveries. As previously explained, this cost has two main components: a fix one, which is related to the utilization of the vehicle, and a variable one, which is related to the amount of time required to complete the tour assigned.
The fix component has the stronger impact. This makes a set of few tours requiring a certain time preferable to another set including more tours and implying a smaller amount of hours. The general aim then can be split in two objectives which have to be pursued hierarchically: the first is the minimization of the number of vehicles required to complete the services, the second is the minimization of the total time needed.
The procedure currently applied by the firm to establish the tours consists first of all in splitting the customers in groups of seventy to eighty, and then 4 in deciding the assignments to the different vehicles according to a weekly time horizon. Tours are scheduled on the basis of the experience and the knowledge of the territory of the logistic manager. In agreement with the firm, the aim of the research presented in this paper is proposing an algorithm for solving this second step, considering then the first clusterization as non-modifiable.
The rich vehicle routing problem
The VRP has been solved in the literature with exact methods, heuristics and metaheuristics. Examples of exact methods can be found in: Agarwal, Mathur and Salkin (1989); Christofides, Mingozzi and Toth (1981); Fisher (1994) ; Hadjiconstantinou, Christofides and Mingozzi (1995) . Some heuristics are presented in: Beasley (1983); Dror and Levy (1986) ; Gillett and Miller (1974); Stewart and Golden (1984) . And finally metaheuristics are described in: Alfa, Heragu and Chen (1991); Bullnheimer, Hartl and Strauss (1999); Gendreau, Hertz and Laporte (1994); Potvin, Dubé and Robillard (1996) . For a quite complete review of the papers available on this argument we refer the reader to Toth and Vigo (2002) . On the other hand, to the best of our knowledge, the rich vehicle routing problem object of this paper has not yet been considered.
Following the characteristics of the case study presented in the previous section, this problem consists in the determination of the set of subtours that allow to serve all the customers using the minimum number of vehicles, as first objective, and the minimum total time.
First of all, let us analyze the constraint related to the requirement of multiple visits to a single customer. In the classical formulations of VRP, every customer must be visited exactly once. In order to maintain this logic, the multiple services are treated as follows. Each customer j requiring s j > 1 services is duplicated s j − 1 times. All the characteristics of j, such as the type of vehicle required or the distances from all the other customers, are replicated for the new dummy customers. The distance between them is set infinite. The w j time windows of customer j are equally distributed among j and the dummy cus-5 tomers related to him. Finally, some constraints must be added to assure that different visits are scheduled at a suitable time distance, as will be discussed and explained in the following.
The time horizon considered is split in disjoint subperiods, which represent different days. Each subtour must belong to only one of these subperiods and its total time length must not exceed a fixed duration.
As in the classical VRP the demand of all the customers must be met and the capacity of the vehicles has to be respected. Moreover, a specific type of vehicle must be associated to each subtour. The metaheuristic starting from this model, consists in using the solutions previously found to modify the pheromone values, biasing in this way the search toward high quality solutions (Zlochin et al., 2004) . A complete analysis of this metaheuristic can be found in Dorigo and Stützle (2004) .
Many ACO algorithms have been proposed in the literature. The two most successful variants, when dealing with routing problems are recognized to be Ant Colony System (ACS) first proposed by Dorigo and Gambardella (1997a,b) and MAX-MIN Ant System (MMAS) first introduced by Stützle and Hoos (1997) . The general framework of the ACO algorithms implemented for this study is reported in Table 1 . In this study, the swap local search is combined 6 The two ACO variants considered differ for the three procedures referred to as Pheromone Trail Initialization, Construct Solution, and Pheromone 
Update. In particular, as for the way pheromone is treated, the procedures are shown in Table 2 vehicles is generated. The procedure is reported in Table 3 , with an highlight on the part in which the two algorithms differ. As it can be seen, the difference consists in what is called pseudorandom proportional rule that characterizes the Ant Colony System. It allows to define more explicitly in which measure to concentrate the search of the system around the best-so-far solution. Moreover, the application of a Local Pheromone Update, again typical of ACS, is needed to make the pheromone evaporating from the edge just used. This is done for allowing a greater exploration of different tours. It is applied on every 8 
Set the probability of being chosen Next node j =
Select randomly next node j z ∈ SearchSpace, z feasible}
Else
For each node j ∈ SearchSpace such that j is feasible Set the probability of being chosen 
where is γ is a scale factor used to have homogeneous quantities. This formula is the one proposed by Gambardella, Taillard and Agazzi (1999) for the VRP with single time windows, apart from the presence of the coefficient γ and from the raising to the third power of IN j , which is introduced to privilege the choice of customers "difficult" to visit.
The computation of ϑ ij is focused on the presence of multiple time windows.
It depends both on the time still available to visit node j being in node i at the instant now and on the number of time windows of customer j:
where SW j = {v ∈ {1, . . . , w j }|l v j >l j } is the set of the time windows of customer j subsequent the one chosen, l max j is the end of his last time window and ξ is a scale factor introduced to have homogeneous quantities. Remark that if there is no time windows successive to the current instant, the value of ϑ must be set equal to 1 so that the criterion on which the next node is chosen relies completely on η and τ .
Dealing with specific constraints
In order to apply these procedures to the rich VRP considered, two elements must be clarified concerning the satisfaction of the different constraints: the definition of feasible customers has to be given, and a way for dealing with the multiple time windows has to be stated.
First of all, the constraint on the duration of each subtour is quite easy to treat. This can be done by stating that if visiting customer j and going back to the depot implies that the current subtour lasts more than the available time, then j is unfeasible.
For taking into account the differences among vehicles, the following procedure has been applied. First of all, one type of vehiclek is fixed as default.
Then the insertion of the customers begins considering the capacity constraint imposed by typek, and without taking into account the type of vehicle possibly required by the customers. When the first customer requiring a specific type of vehicle is inserted, this type is considered for the subtour. The following customers will be feasible if either they do not require a specific class of vehicles or they require the class already established. When considering customers for the insertion while the vehicle is still the default one, if the cumulated demand is larger than the capacity of some type of vehicle, then all the customers requiring such types are set as unfeasible.
Finally, periodic constraints must be satisfied. In the same way as explained in the description of the problem in Section 2, before starting all the procedures, the set of customers is analyzed, and each of those requiring more than one visit is duplicated assigning to each dummy customer some time windows of the original one. If this division of the time windows allows a suitable separation between the services, it is recorded that the visits to these customers must happen with at least a certain distance. This distance depends from the number of visits required. When constructing a solution, these customers are treated as totally independent apart from the necessary distance between the services, when imposed, which might render some of them unfeasible at some step.
As far as the multiple time windows are concerned, the procedure used is quite straightforward. It consists in choosing dynamically the one to be considered. It corresponds to the first one closing after the moment in which the customer can be reached, if such time window exists. The number and duration of the not yet closed time windows is nonetheless taken into account in the choice via the computation of the heuristic measure ϑ.
Dealing with multiple objectives
For facing the problem proposed by the firm and analyzed in Sections 1 and 2, the algorithms must operate considering the two objectives in hierarchical order. They represent the minimization of the number of vehicles used, and the minimization of the time required to complete the tour.
To this aim, a very interesting approach has been presented Gambardella, Taillard and Agazzi (1999) consisting in the implementation of a system of multiple colonies, according to which two kinds of colonies with different specializations are exploited. This system has been developed to tackle a multi-objective vehicle routing problem with time windows using Ant Colony System and has never been implemented for other ACO variants, despite reaching very encouraging results.
The two kinds of colonies employed (VEI and TIME ) are specialized following the two objectives of the problem. Given a certain number of vehicles v, the VEI colonies search for a feasible solution, while the TIME ones try to improve its quality in terms of total time. The implementation proposed here is sequential, differently from the parallel one proposed in Gambardella, Taillard and Agazzi (1999), in which the two type of colonies work at the same time.
Here, VEI colonies are started first. Their aim is to fix the minimum number of vehicles with which ants are able to find a feasible solution. As soon as a feasible solution is found with a certain number of vehicles, VEI colonies are restarted decreasing this number. Then, once the final number of vehicles is fixed, TIME colonies are activated. This change imposes the choice of some criteria accord-12 ing to which the algorithm should pass from VEI to TIME colonies. Since the stop criterion of the whole procedure is the computational time, we decided to express in terms of time also the chance allowed to VEI colonies to improve the solution according to their own objective. It is quite predictable that the lower the number of vehicles used is, the lower the number of feasible solutions is, and so the more difficult it is to find them. Then, when diminishing v, it is expected that the VEI colonies need a longer time to find a solution. On the other hand, if such a solution does not exist, it is not convenient wasting computational time that might be used to improve the current solution in terms of total time. For dealing with this trade off, the VEI colonies are allowed to operate for a time
if the current number of vehicles is the first one considered by a VEI colony
with t prev equal to the time that has been necessary for the VEI colonies to find a feasible solution with the previous number of vehicles considered. We will refer to the value t VEI as partial stopping criterion.
In Gambardella, Taillard At each solution built by these TIME colonies a check for the number of vehicle used is performed. This is done since proceeding in the successive trials, ants tend to concentrate on profitable areas of the search space. It is possible, and not too infrequent, that they manage to find a solution with one vehicle less than the available ones. In this case this new number is recorded and used for the following iterations. The solution with the lower number of vehicles becomes the new best-so-far. In this sense we might state that the TIME colonies used in this paper are somehow hybrids of the TIME and the VEI ones proposed by Gambardella, Taillard and Agazzi (1999).
A remarkable feature characterizing the VEI colonies is related to the pheromone update. As soon as an ant finds a feasible tour with the desired number of vehicles, the activity of the colony stops and new colonies are activated with less vehicles available. Following Gambardella, Taillard and Agazzi (1999), the pheromone update during the activity of this kind of colony is performed twice according to the formula for the Pheromone Update reported in Table 2 .
First of all, the best feasible solution found so far is considered. Remark that this solution uses a number of vehicles greater that the one currently considered. Then, the best solution with the current number of vehicles is used. This current best solution is the one including the greater number of nodes. In case this number is common to more than one sequence, it is the one implying the shortest total time. In a way then, also VEI colonies can be considered as hybrid.
The two algorithms obtained following these steps will be referred as Mul- 
Tabu Search
Tabu Search (Glover, 1986; Glover and Laguna, 1997 ) is one of the most successful metheuristics for the vehicle routing problem with single time windows.
For this reason it is considered as a reference point for the algorithms proposed 14 here.
The idea represented by this metaheuristic consists in exploring the solution space via a local search procedure, using a short term memory in order to avoid sequences of moves that constantly repeat themselves. In the algorithm considered here, the starting solution is generated with the Deterministic Nearest Neighbor heuristic and its neighborhood is explored via the swap local search procedure.
The short term memory is represented by a list of forbidden moves (called The length of this list, i.e. the number of solutions forbidden at each step, known as tabu tenure (Gendreau, 2003, p.43-44) , is a parameter of the algorithm.
If its value is low, the search is concentrated on small areas of the search space.
If it is high, a larger region is explored. In this implementation, a random value between λ · |N | and |N | is assigned to the tabu tenure at each step, with |N | number of customers and λ parameter (0 ≤ λ ≤ 1: the higher the value is, the higher is the probability of having a large value associated with the tabu tenure). The tabu list is handled in a Fist In First Out manner. The multiple objectives are considered when solutions are compared. In this case the preferred one is always the one implying fewer vehicles, and if this number is equal, the one requiring the smaller total time.
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6 The Instances Considered
Being the case study presented in Section 1 the starting point of this analysis, we study the behavior of the different algorithms when having to deal with instances similar to those that have to be solved by the firm itself. We implemented therefore an instances generator.
The first need is then to analyze the structure of a typical instance. As said in Section 1, we are interested in sets of customers with cardinality of the order of 70 to 80 elements, as for the subsets of customers considered by the firm.
The customers are geographically quite close, so that they can be considered as grouped in one cluster. A city is represented as a set of concentric circles, the number of which depends on the population of the city considered (the higher the population, the higher the number of circles). Given that the towns in the interested region of Italy are not very large, we consider a cluster made of either one or two circles. We will refer to the areas bounded by two consecutive circles as to zones. The nodes are uniformly distributed in each zone and the depot is located in the most external one. The matrix of distances is produced for each instance. Distances are expressed in travel time. They are calculated associating to each zone a coefficient, that represents the speed, for which the Euclidean distance must be multiplied. To reproduce the situation of real cities, where this speed decreases when one approaches the center, the coefficient becomes smaller while moving from a zone to a more internal one. The speed considered in order to compute these coefficients are 15 km/h for the most internal circle of the city and 40 km/h for the most external one. For a detailed description of this procedure we refer the reader to Pellegrini and Birattari (2005) , in which an instances generator for the vehicle routing problem with stochastic demand is described. In this framework the same procedure for the localization of the nodes is used.
Apart from the geographical location of the nodes, many characteristics must be assigned to each customer in order to consider all the present constraints.
Again, before deciding the ratio according to which fixing these features, we need to take a look to the way they are settled in practice. The data relative to an instance representative of those supplied by firm are reported in Table   7 (Appendix). They are related to the type of vehicle needed for the service, the number of services required and the demand relative to each one. The requirement of multiple visits is quite rare, while the need of a specific type of vehicle is observable more often and it is split almost equally between the two available ones. These two elements are almost constant in all the available real instances, and so we decided to keep them constant also in the ones generated:
The number of customers requiring a specific type of vehicle varies between 15
and 18 and the number of those requiring multiple services (in our case two) is equal to 5. The specific customers are randomly drawn according to a uniform distribution.
Given that two types of vehicles are available to the firm, we considered two different types as well. The capacities are set equal to 200 and 300. As shown in Table 7 (Appendix) the distribution of the demands is characterized by a quite high variance. In previous studies (Pellegrini, 2005) this element has proven to increase quite strongly the difficulty of the instances. In order to test the algorithms on instances able to reflect the real ones, but also to get a deeper understanding of their behavior when dealing with cases with different and somehow recognized level of difficulty, we decided to consider the situations with both low and high variance of the distribution from which the demands are drawn. For this reason the bounds of this distribution are set equal either to 10 and 15, 10 and 20, or 10 and 25 -low variance -or to 5 and 45, 5 and 50, or 5 and 55 -high variance -.
Finally, the parameters related to the assignment of the time windows must be fixed. The time windows concerning the representative instance considered in Table 7 are reported in Figure 4 (Appendix). A time horizon of a week, five working days, is considered. The starting and ending values of the time windows are considered in terms of the number of minutes elapsed, starting the count at 0:00 am of the first day. The time horizon is then equal to the interval [0, 7200] and is reproduced in our generator. As it is expected being a real case, the distribution of these intervals does not follow a strict schema, even if a main trend is detectable. The first clear element is that for each day all the time windows are fixed in an interval shorter than the 24 possible hours. This element is very common in reality, but it is seldom reproduced in benchmark instances.
For reproducing this situation we impose that the time windows can neither start before 7:00 am nor end after 7:00 pm. Secondly, apart from some exceptions, most of the customers allow to be served in few time windows with a quite long duration. As before, the impact of the number and the duration of the time windows on the difficulty of an instance has been analyzed in Pellegrini (2005), resulting that the configuration with many short intervals is more difficult than one with less longer ones. In order to differentiate the characteristics of the instances, then, we decided to consider two structures for the time windows 
Experimental Setup
The experiments have been run on a cluster of an AMD Opteron TM 244. The executables have been generated from C++ source. The code is publicly avail- where the number of vehicles is quite seldom improved (in about 50% of the cases). When this happens the difference is less stressed than for the ACO algorithms. On the other hand the total travel time is diminished much more often.
Finally, TS places itself between the ACO algorithms and RNN. The number of instances in which the number of vehicles is improved is close to the one de- tected for ACO algorithms, and once it is even bigger. Nonetheless, the average improvement is always quite lower. The value referred to the total travel time in this case is comparable to the one concerning RNN. The predominance of the ACO algorithms with respect to the first objective of the problem is clear also when observing Figure 2 . Here the distribution of the percentage improvement with respect to the DNN's solutions is presented. In all the classes of instances the Randomized Nearest Neighbor performs worse than the others, despite often achieving an improvement with respect to its deterministic counterpart. It is also observable, as considered before, that M-MMAS obtains better results than M-ACS, which are in any case much better than those of DNN and RNN.
As far as TS is concerned, it is remarkable that in most of the cases its results are located between RNN and M-ACS, a part from class 3 in which it behaves better than this ACO algorithm.
Focusing on the differences in the four classes, for RNN the behavior does not significantly change and for TS it changes only in class 1. For both the ACO algorithms it is detectable that the relative performance with respect to DNN is not very sensible to the changes in the configuration of the time windows, where with the symbol ≺ we mean that, according to the second objective of the problem, the second algorithm is preferable to the first. The predominance of RNN might be due to the fact that it builds solutions without posing an accent more searching for one with the starting number minus one). As a consequence, they can investigate the one that will be the final search space only for the remaining 60% of the time available. The worse performance of TS can maybe be explained with the fact that it is focused on the first objective for all the computational time.
Finally, let us try to compare the approaches presented with the one currently applied by the firm object of the case study. It is not very easy to analyze the differences, since following the tours provided by the firm about 20% of the time windows are violated. In any case, the ACO algorithms find feasible solutions which imply in average the same number of vehicles currently used, even if the total travel time needed is bigger. In terms of average performance TS is the third algorithm, followed by RNN and DNN, all supplying tours requiring more vehicles than those currently used but clearly not violating any constraint.
Since only few real instances are available, no more details on the results related to the case study are reported. better than these alternatives, both on instances generated for the theoretical analysis and on those available for the case study. 
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