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Employing a field dependent three-momentum cut-off regularization technique, we study the phase structure
and mesonic masses using the 2-flavour Nambu–Jona Lasinio model at finite temperature and density in presence
of arbitrary external magnetic field. This approach is then applied to incorporate the effects of the anomalous
magnetic moment(AMM) of quarks on constituent quark mass and thermodynamic observables as a function
of temperature/baryonic density. The critical temperature for transition from chiral symmetry broken to the
restored phase is observed to decrease with the external magnetic field, which can be classified as inverse
magnetic catalysis, while an opposite behaviour is realized in the case of a vanishing magnetic moment, implying
magnetic catalysis. These essential features are also reflected in the phase diagram. Furthermore, the properties
of the low lying scalar and neutral pseudoscalar mesons are also studied in presence of a hot and dense magnetized
medium including AMM of the quarks using random phase approximation. For non-zero values of magnetic
field, we notice a sudden jump in the mass of the Goldstone mode at and above the Mott transition temperature
which is found to decrease substantially with the increase in magnetic field when the AMM of the quarks are
taken into consideration.
I. Introduction
Study of strongly interacting matter under the influence of high temperature and finite baryonic density in a magnetized
medium is a subject of great interest [1]. Specifically, the presence of a background magnetic field results in a large number
of interesting physical effects in quark matter and understanding them brings us closer to our main objective of understanding
quantum chromodynamics (QCD). Some of the most important ones among these phenomena are Chiral Magnetic Effects
(CME) [2–5]; Magnetic Catalysis (MC) [6–9] of dynamical chiral symmetry breaking as well as Inverse Magnetic Catalysis
(IMC) [10, 11] which may lead to significant modification of the nature of electro-weak [12–15], chiral and superconducting
phase transitions [16–19], electromagnetically induced superconductivity and superfluidity [20, 21] and many more. Now, it
is remarkable that strong magnetic fields of the order of ≈ 1018 G [3, 22] or larger can be generated in non-central heavy-ion
collisions, at RHIC and LHC, two of the most important laboratories for the study of strongly interacting matter. Since this
is comparable to the QCD scale i.e. eB ≈ m2pi (note that in natural units, 1018 G ≈ m2pi ≈ 0.02 GeV2), the magnetic field in
these laboratories is sufficient to make noticeable influence in the properties of QCD matter. The charge separation in heavy ion
collisions may be a consequence of such magnetic field which has been attributed to the so-called CME mentioned earlier. It
is worth mentioning that, though the fields created during heavy ion collision is short lived [3], the presence of finite electrical
conductivity of the hot and dense mediummay lead to substantial delay in the decay of these time-dependentmagnetic fields [23].
This justifies the use of a uniform background field in most of the calculations in literature. Besides heavy ion collisions, strong
magnetic field can be realized in several physical systems, such as: (i) in the early universe during electroweak transition where
the magnetic field, as high as ≈ 1023 G [24, 25] might have been produced, (ii) at the surface of certain compact stars called
magnetars, magnetic field is of the order of ≈ 1015 G [26, 27], while in the interior it might reach ≈ 1018 G [28], (iii) in
quasi-relativistic condensed matter systems like graphene [29, 30] etc. Thus, apart from its theoretical intricacies, the possibility
of an experimental verification has attracted a large number of researchers in this domain of physics in recent years.
However, the detailed analysis of the above mentioned properties involves a great deal of complexities while evaluating
quantities of interest from first principles since the large coupling strength of QCD in low energy regime restricts the use
of perturbative approach. Lattice QCD simulations provide one of the best procedures to tackle the problem at intermediate
temperatures (comparable to the QCD scale) and low baryonic density which is relevant for highly relativistic heavy ion
collisions [31–37]. However, for compact stars one has to deal with the low temperatures and high values of baryonic chemical
potential. CBM experiment at FAIR is also expected to explore high baryonic density matter. These areas of the phase diagram
are not accessible via the lattice simulation due to the so-called sign problem in Monte Carlo sampling [10]. Available alternative
is to work with effective models which possess some of the essential features of QCD and mathematically tractable so that the
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2basic mechanisms remain illustrative. Nambu Jona-Lasinio (NJL) model [38, 39] is one such model, which presents a useful
scheme to examine the vacuum structure of QCD at arbitrary temperatures and baryonic density. This model has been extensively
used to study some of the non-perturbative properties of the QCD vacuum as it was constructed respecting the global symmetries
of QCD, most importantly the chiral symmetry (see [40–43] for reviews). As mentioned in [40] the point like interaction between
quarksmakes the NJLmodel non-renormalizable. Thus a proper regularization scheme has to be chosen to deal with the divergent
integrals and the parameters associated with the model are fixed to reproduce some well known phenomenological quantities, for
example pion-decay constant fpi , condensate etc [44].
The problem of chiral phase transition using NJL model in presence of a uniform background magnetic field is an extensively
studied topic in the literature [7–9, 45–48]. In most of the cases it was found that the magnetic field is likely to strengthen chirally
broken phase leading to the MC. But in few lattice data [34, 49–51], a contradictory behaviour of the transition temperature was
observed which supports IMC. A significant amount of effort has been made to explain this discrepancy by adopting appropriate
modifications of effective models, primarily considering a field dependent coupling constant [52–54]. In [46] it was shown that
eB-dependence of transition temperature can vary depending upon the regularization scheme. In a recent study [55], it has been
indicated that finite value of anomalous magnetic moment(AMM) of nucleons increases the level of pressure anisotropies for
a system of proton and neutrons. Furthermore, in [56] it was demonstrated that, as a manifestation of inclusion of AMM of
protons and neutrons, critical temperature for vacuum to nuclear medium decreases with increasing magnetic field which can be
identified as IMC. Since the chiral symmetry breaking leads to the generation of an AMM for the quarks [57, 58], it is justified
to include their contributions during evaluation of dynamics of chiral symmetry breaking and restoration at high temperatures
and chemical potentials. A rigorous study of the effect of AMM in phase diagram in a magnetized medium can be found in [59],
where they have used zeta function regularization technique to regularise the eB dependent thermodynamic potential for non
zero values of AMM of quarks and used a field dependent smoothing function.
In absence of magnetic field NJL model has also been used extensively to describe the physical properties of light scalar and
pseudoscalar mesons [40, 60–64], which have a direct relevance with the dynamics of chiral phase transition. Progress have
also been made in studying these lightest hadrons in a hot and dense magnetized medium [47, 65–67]. It was found that the
minimum temperature for which the overlap interval starts in the crossover region increases with increasing magnetic field. As
it was already pointed out in the previous paragraph that inclusion of AMM in different cases leads to an opposite behaviour in
transition temperature so it will be interesting to evaluatemesonic masses considering the AMMof quarks. It is worth mentioning
that there are also other methods available to study mesonic properties, such as, lattice simulations [31–33, 68, 69], dimensional
reduction [70, 71], hard thermal loop approximation [72–74] etc. As mentioned in Ref. [64], the latter approaches rely on a
separation of momentum scales which, strictly speaking, holds only in the weak coupling regime g ≪ 1 and hence may not be
justified near the vicinity of phase transition.
In this work, we aim to study the effect of AMM of the quarks on both the phase structure as well as mesonic properties
(namely of scalar mesonσ and pseudoscalar neutral meson π0) in 2-flavour NJLmodel. We have used a magnetic field dependent
three-momentum cut-off as our regularization scheme [75] which has been shown to be a generalization of the usual zero field
three-momentum cut-off regularization. We have also shown that, in the limit B → 0, the analytic expression reduces to the
corresponding one in absence of externalmagnetic field. An extensive study of the phase structure of quarkmatter at finite density
under arbitrary external magnetic field has been made by evaluating the chiral susceptibility in the neighbourhood of transition
temperature or chemical potential of quarks. MC is observed when AMM of the quarks is switched off while an opposite
behaviour (IMC) is obtained considering the AMM of the quarks. Moreover, it is seen that, the nature of the (pseudo-chiral)
phase transition largely depends on the external magnetic field as well as on the consideration of the AMM of the quarks. We
then calculated the masses of σ and π0 at finite temperature, density and arbitrary external magnetic field including AMM of
the quarks, of which we have not come across any prior work investigations in the literature. The π0 mass has been seen to
suffer sudden jump at and above Mott transition (TMott) temperature. Finally, the variation of TMott with external magnetic field is
studied and significant decrease of TMott is observed with the increase in B when the AMM of the quarks are taken into account.
It is worth mentioning that, all the calculation presented in the work have been performed by considering all the Landau levels
of the quarks and thus the results are valid for arbitrary magnetic field.
The paper is organized as follows. In Sec. II, the gap equation is derived for the calculation of the constituent quark mass.
Next in Sec. III, various thermodynamic quantities are obtained. Sec. IV is devoted for the calculation of mesonic properties.
We then present numerical results in Sec. V followed by a summary and conclusion of our work in Sec. VI.
II. Constituent Quark Mass
The Lagrangian of the two-flavour NJL-model considering the anomalous magnetic moment of free quarks in presence of
constant background magnetic field is given by [38–40, 43, 60, 76]
L = ψ(x)
(
i /D − m + 1
2
aˆσµνFµν
)
ψ(x) + G
{(
ψ(x)ψ(x)
)2
+
(
ψ(x)iγ5τψ(x)
)2}
(1)
3where we have dropped the flavour ( f = u, d) and color (c = r, g, b) indices from the Dirac field
(
ψ f c
)
for a convenient
representation. In Eq. (1), m is current quark mass representing the explicit chiral symmetry breaking (we will take mu = md = m
to ensure isospin symmetry of the theory at vanishing magnetic field), Dµ = ∂µ + iQAµ is covariant derivative which couples
quark charge Qˆ = diag(2e/3,−e/3)with the externalmagnetic field represented by the four potential Aµ, the factor aˆ = Qˆκˆ, where
κˆ = diag(κu, κd) is a 2 × 2 matrix in the flavour space (see Ref. [59] for details), Fµν = ∂µAν − ∂νAµ and σµν = i
2
[γµ, γν]. The
metric tensor used in this work is mostly negative, gµν = diag (1,−1,−1,−1). Now expanding ψ¯ψ around the quark-condensate〈
ψψ
〉
and dropping the quadratic term of the fluctuation one can write(
ψψ
)2
=
(
ψψ − 〈ψψ〉 + 〈ψψ〉)2 ≈ 2 〈ψψ〉 (ψψ) − 〈ψψ〉2 . (2)
In this mean field approximation (MFA), the Lagrangian becomes
L = ψ(x)
(
i /D − M + 1
2
aˆσµνFµν
)
ψ(x) − (M − m)
2
4G
(3)
where, M is the constituent quark mass given by
M = m − 2G 〈ψψ〉 . (4)
Eq. (4) is known as ‘gap equation’. Now following Ref. [47, 59], the one-loop effective potential (Ω) for a two-flavour NJL
model considering the AMM of quarks at finite temperature (T ) and chemical potential (µ) in presence of a uniform background
magnetic field (B) fixed along z-direction is expressed as
Ω =
(M − m)2
4G
− Nc
∑
f
e f B
β
∞∑
n=0
∑
s∈{±1}
∫ ∞
−∞
dpz
4π2
{
βEnf s − ln
(
1 − n+) − ln (1 − n−)} (5)
where Nc = 3 is the number of colors, eu = 2e/3, ed = −e/3, β = 1
T
is the inverse temperature and n± being the thermal
distribution functions of the quarks/antiquarks given by
n± =
1
exp
[
β(Enf s ∓ µq)
]
+ 1
(6)
with µq being the chemical potential of the quark. In Eqs. (5) and (6), Enf s are the energy eigenvalues of the quarks in presence
of external magnetic field (which is a consequence of the Landau quantization of the transverse momenta of the quarks due to
the external magnetic field) and given by
Enf s =
[
p2z +
{(√e f B (2n + 1 − sξf ) + M2 − sκ f e f B)2
}] 1
2
(7)
where, n is the Landau level index, s ∈ {±1} is the spin index and ξf = sign
(
e f
)
.
Following Ref. [59], in this article we will assume the values of κ f appearing in Eq. (7) as constant and independent of
(T, µ, B, M). Now the constituent quark mass can be obtained self-consistently by minimizing the thermodynamic potential w.r.t.
M. For this, we differentiate Ω w.r.t. M and equate it to zero to get
∂Ω
∂M
=
M − m
2G
− Nc
∑
f
e f B ∞∑
n=0
∑
{s}
∫ ∞
−∞
dpz
4π2
M
Enf s
(
1 − sκ f e f B
Mnf
) (
1 − n+ − n−) = 0 . (8)
The solution of the above equation gives the constituent quarks mass as
M = m + 2GNc
∑
f
e f B ∞∑
n=0
∑
{s}
∫ ∞
−∞
dpz
4π2
M
Enf s
(
1 − sκ f e f B
Mnf
) (
1 − n+ − n−) (9)
where Mnf =
√e f B (2n + 1 − sξf ) + M2. Note that in Eq. (9), the medium independent integral is ultraviolet divergent. This
feature is due to the fact that quarks are assumed to interact via point-like interaction [40]; as a consequence the theory becomes
non-renormalizable. So it is necessary to provide an appropriate regularization scheme to make a sense of the divergent integrals.
4There is no unique way to introduce this regulator [40, 43, 46, 47, 67, 77, 78]. Discussions about the implementation of different
regularization schemes and their outcomes in absence as well as in presence of background magnetic field can be found in these
articles. In the case of non-zero background magnetic field, regularization has been done via extracting the pure vacuum part
using Hurwitz zeta function and applying a three momentum cut-off on the pure vacuum part [47, 67, 77]. In this article, we will
demonstrate the application of a field dependent cut-off [75] on the divergent pz-integral directly without going into the trouble
of extracting the pure vacuum part which may become cumbersome. To discuss this procedure we will start from the following
integral which appeared in Eq. (9):
Idiv =
∫ ∞
−∞
dpz
4π2
M
Enf s
(
1 − sκ f e f B
Mnf
)
. (10)
First, we note that the integrands in Eqs. (9) and (10) are both even functions of pz ; introducing the field dependent cut-off
parameter Λz we get,
Ireg = 2
∫
Λz
0
dpz
4π2
M
Enf s
(
1 − sκ f e f B
Mnf
)
(11)
where,
Λz =
√
Λ2 − ®p2⊥ (12)
while Λ being the usual three-momentum cut-off. The quantity ®p2⊥ inside the square root can be identified from Eq. (7) in the
following manner:
®p2⊥ =
(√e f B (2n + 1 − sξf ) + M2 − sκ f e f B)2 − M2 = e f B (2n + 1 − sξf ) + (κ f e f B)2 − 2sMnf κ f e f B. (13)
As a cross check, one can see that as κ f → 0, we get ®p2⊥ → (2n + 1 − sξf )
e f B which is the usual expression of the Landau
quantized transverse momentum expressing the fact that the lowest landau level is non-degenerate. Now the regularization shown
in Eq. (11) will be valid iff Λ2 − ®p2⊥ ≥ 0 and ®p2⊥ ≥ 0 as pz, ®p⊥ are real quantities. Note that the first condition will always be
there for any finite values of eB [55] but the second condition is only due to the non-zero values of AMM of quarks. These
conditions will constrain the contributing n-vlaues in the sum. From now on we will call these two conditions as ‘UV-blocking’
and ‘AMM-blocking’ respectively. A discussion on these issues is provided in Appendix B. Putting these condition back in
Eq. (9), we get
M = m + 4GNc
∑
f
e f B ∞∑
n=0
∑
{s}
∫
Λz
0
dpz
4π2
Θ
(
Λ
2 − ®p2⊥
)
Θ
(
®p2⊥
) M
Enf s
(
1 − sκ f e f B
Mnf
)
−4GNc
∑
f
e f B ∞∑
n=0
∑
{s}
∫ ∞
0
dpz
4π2
M
Enf s
(
1 − sκ f e f B
Mnf
) (
n+ + n−
)
. (14)
where Θ(x) represents Heaviside theta function with Θ(x) = 1 for x > 0 and zero otherwise. As a consistency check, we take
the limits κ f → 0 and e f B → 0 of the above equation (see Appendix C for details) and get,
M = m +
GMNf Nc
π2
[
Λ
√
Λ2 + M2 − M2 sinh−1
(
Λ
M
)]
(15)
which is the well known expression of the gap equation in absence of external magnetic field and agrees with Ref. [40].
III. Thermodynamic Quantities
In this section we will calculate some of the thermodynamic observables which can be evaluated from the effective potential
(Ω). For example, the entropy density is given
s = −∂Ω
∂T
= −Nc
∑
f
e f B ∞∑
n=0
∑
{s}
∫ ∞
−∞
dpz
4π2
[
ln
(
1 − n+) + ln(1 − n−) − Enf s
T
(
n+ + n−
)
+
µ
T
(
n+ − n−)] . (16)
5To study different mechanism involving the phase transition from symmetry broken to restored phase, we will use the chiral
susceptibility which is defined as
χmm =
∂2Ω
∂m2
=
1
2G
(
∂M
∂m
− 1
)
. (17)
Evaluation of Eqs. (16) and (17) are straight forward and can be done by differentiating M from Eq. (14) w.r.t. T and m in the
following way:
∂M
∂T
= − GNc
π2DT
∑
f
e f B ∞∑
n=0
∑
{s}
∫ ∞
0
dpz
β2M
Enf s
(
1 − sκ f e f B
Mnf
)
[
n+(1 − n+)(Enf s − µ) + n−(1 − n−)(Enf s + µ)
]
(18)
∂M
∂m
=
1
Dm
(19)
where DT and Dm appearing in the above equations are respectively given by:
DT = 1 − GNc
π2
∑
f
e f B ∞∑
n=0
∑
{s}
∫
Λz
0
dpz
[
sκ f e f BM
2
Enf sM
3
nf
+
1
Enf s
(
1 − sκ f e f B
Mnf
)
− M
2
E3
nf s
(
1 − sκ f e f B
Mnf
)2]
−GNc
π2
∑
f
e f B ∞∑
n=0
∑
{s}
M2(
Λ2 + M2
)1/2
(
1 − sκ f e f B
Mnf
)
sκ f e f B
ΛzMnf
+
GNc
π2
∑
f
e f B ∞∑
n=0
∑
{s}
∫ ∞
0
dpz
[
sκ f e f BM
2
Enf sM
3
nf
+
1
Enf s
(
1 − sκ f e f B
Mnf
)
− M
2
E3
nf s
(
1 − sκ f e f B
Mnf
)2] (
n+ + n−
)
−GNc
π2
∑
f
e f B ∞∑
n=0
∑
{s}
∫ ∞
0
dpz β
(
M
Enf s
)2 (
1 − sκ f e f B
Mnf
)2 [
n+(1 − n+) + n−(1 + n−)] , (20)
Dm = 1 − GNc
π2
∑
f
e f B ∞∑
n=0
∑
{s}
∫
Λz
0
dpz
[{
1
Enf s
− M
2
E3
nf s
(
1 − sκ f e f B
Mnf
)} (
1 − sκ f e f B
Mnf
)
+
sκ f e f BM
2
Enf sM
3
nf
]
−GNc
π2
∑
f
e f B ∞∑
n=0
∑
{s}
M2(
Λ2 + M2
)1/2
(
1 − sκ f e f B
Mnf
)
sκ f e f B
ΛzMnf
+
GNc
π2
∑
f
e f B ∞∑
n=0
∑
{s}
∫ ∞
0
dpz
[{
1
Enf s
− M
2
E3
nf s
(
1 − sκ f e f B
Mnf
)} (
1 − sκ f e f B
Mnf
)
+
sκ f e f BM
2
Enf sM
3
nf
] (
n+ + n−
)
−GNc
π2
∑
f
e f B ∞∑
n=0
∑
{s}
∫ ∞
0
dpzβ
(
M
Enf s
)2 (
1 − sκ f e f B
Mnf
)2 [
n+(1 − n+) + n−(1 + n−)
]
. (21)
The fact that Λz = Λz(M) is also a function M have been taken care of while taking the derivatives by means of using Leibniz
rule.
IV. Meson properties in the NJL-Model
Since mesons are the bound states of quark and antiquark, the meson propagators are expressed as [40] (in RPA)
Da(q) = 2G
1 − 2GΠa(q) (22)
where a ∈ {σ, π} denotes the scalar (Γa = 1) and pseudoscalar (Γa = iγ5τ) channels respectively. In the above equation, Πa(q)’s
are the ‘polarization functions’ and given by
Πa(q) = i
∫
d4k
(2π)4Tr [S(k)ΓaS(p = k + q)Γa] (23)
6where
S(k) = (/k + M)
[ −1
k2 − M2 + iǫ
]
(24)
is the ‘dressed’ quark propagator at zero temperature containing the vacuum constituent quark mass M. From the pole of the
propagators, the mesonic masses can be obtained which essentially requires solving the following set of transcendental equations
1 − 2GΠa(q0 = ma, ®q = ®0) = 0 , a ∈ {σ, π} . (25)
To include the effect of finite temperature and density in the mesonic excitations, we use the Real Time Formalism (RTF) of
Thermal Field Theory (TFT) [79, 80] in which all the two point correlation functions become 2 × 2 matrices in thermal space.
However, these matrices can be put in diagonal forms in terms of analytic functions (will be denoted by bars) and thus the
knowledge of any one components (say the 11 component) of these matrices are sufficient to know the complete one. The real
part of the analytic thermal polarization function is thus given by [79]
ReΠa(q0, ®q) = Re i
∫
d4k
(2π)4Tr
[
S11(k)ΓaS11(p = k + q)Γa
]
(26)
where
S11(k) = S(k) − η(k · u) [S(k) − γ0S†(k)γ0] (27)
is the 11 component of the real time ‘dressed’ quark propagator containing the temperature and/or density dependent constituent
quark mass M = M(T, µq). In the above equation,
η(k · u) = Θ(k · u) f +(k · u) + Θ(−k · u) f −(−k · u) (28)
where, uµ is the medium four velocity which becomes u
µ
LRF
≡ (1, ®0) in the Local Rest Frame (LRF) of the medium; f ±(x) =[
e(x∓µq )/T + 1
]−1
are the Fermi-Dirac distribution functions for the quark/antiquark. Performing the dk0 and the angular integrals
in Eq. (26), we get after some simplifications,
ReΠa(q0 = ma, ®q = ®0) = 1
4π2
∫
Λ
0
®k2d | ®k |
(
1
ωkq0
)
P
[Na(k0 = −q0 + ωk)
q0 − 2ωk
+
Na(k0 = ωk)
q0 + 2ωk
]
− 1
4π2
∫ ∞
0
®k2d | ®k |
(
1
ωkq0
)
P
[Na(k0 = −ωk) f −(ωk)
q0 − 2ωk
+
Na(k0 = ωk) f +(ωk)
q0 + 2ωk
+
Na(k0 = −q0 − ωk) f −(ωk)
q0 − 2ωk
+
Na(k0 = −q0 + ωk) f +(ωk)
q0 + 2ωk
]
(29)
where P denotes the Cauchy principal value integral and Na(k, q) contains the factors coming from interaction vertices as well
as the numerator of the fermion propagators. For the scalar and pseudoscalar channels, they are given by
Nσ(k, q) = NcNf Tr
[(✁k + ✁q + M)(✁k + M)] = 4NcNf (M2 + k2 + k · q) (30)
Npi(k, q) = −NcNf Tr
[
γ5(✁k + ✁q + M)γ5(✁k + M)
]
= −4NcNf (M2 − k2 − k · q) . (31)
It can be noticed that, a sharp three-momentum cutoff has been used to regulate the temperature independent part in Eq. (29).
We have checked that, the substitution of the above equations into Eq. (29) followed by some simplification agrees with the
expressions of the polarization functions as given in Ref. [40].
The effect of external magnetic field in the polarization function is included bymeans of Schwinger proper time formalism [81].
Thus, under both the externalmagnetic field (Bzˆ) and finite temperature, the real part of the analytic thermo-magnetic polarization
function (denoted by a double bar) becomes [82, 83]
ReΠa(q0, ®q) = Re i
∫
d4k
(2π)4Tr
[
S11B (k)ΓaS11B (p = k + q)Γa
]
(32)
where, S11
B
(k) is the 11-component of the real time thermo-magnetic quark propagator given by,
S11B (k) = SB(k) − η(k · u)
[
SB(k) − γ0S†B(k)γ0
]
(33)
with SB(k) being the momentum space Schwinger proper time propagator for charged Fermions. It is worth noting that, the
corresponding coordinate space Schwinger propagator contains a gauge dependent phase factor which gets canceled for the
7calculation of loop graphs containing equally charged particles. The expression for SB(k) for a particular quark flavour f
including the AMM of quarks is given by [84]
SB(k) =
∑
s∈{±1}
∞∑
n=0
(
1 − δ0nδ−1s
)
Dnf s(k)

−1
k2‖ −
(
Mn − sκ f e f B
)2
+ iǫ
 (34)
where,
Dnf s(k) = (−1)
ne−αk
2Mn
[(Mn + sM)(/k ‖ − κ f e f B + sMn) {1 + sign (e f ) iγ1γ2} Ln(2αk)
−(Mn − sM)(/k ‖ + κ f e f B − sMn)
{
1 − sign (e f ) iγ1γ2} Ln−1(2αk)
−4 {/k ‖ + sign (e f ) iγ1γ2s(Mn − sκ f e f B)} sign (e f ) iγ1γ2s/p⊥L1n−1 (2αk)] (35)
with αk = −k2⊥/e f B, Mn =
√
M2 + 2n
e f B and Lan (z) being the generalized Laguerre polynomial (with the condition La−1(z) = 0).
Due to the external magnetic field in the positive z-direction, the decomposition of a four vector is done as k = (k ‖ + k⊥) where
k
µ
‖ = g
µν
‖ kν and k
µ
⊥ = g
µν
⊥ kν with the corresponding metric tensors g
µν
‖ = diag(1, 0, 0,−1) and g
µν
⊥ = diag(0,−1,−1, 0).
We now substitute Eq. (33) into Eq. (32) and perform the dk0d2k⊥ integrals. Some relevant steps for this calculation are
provided in Appendix D and we get from Eq. (D8)
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where
ω
lsk
k
=
√
k2z + (Ml − sk κeB)2 , (37)
®k2⊥l = 2leB + (κeB)2 − 2skMl(κeB) , (38)
®p2⊥l = 2leB + (κeB)2 − 2spMl(κeB) . (39)
and the expression for N˜a
llsk sp
is given in Eq. (D7).
V. Numerical Results
In this section, we present numerical results for constituent quark mass, several thermodynamic quantities and properties of
scalar and neutral pseudoscalar mesons in a hot and dense medium in presence of uniform magnetic field. As already discussed
in Sec. II, due to the four-fermion contact interaction among the quarks, NJL model becomes non-renormalizable and we have
described a field dependent regularization techniquewhere three-momentumcut-off parameter(Λ) was used to get rid of divergent
integrals. Now, following Refs. [40, 43, 85], we have chosen Λ = 587.9 MeV, coupling constant G = 2.44/Λ2 and bare mass
of quarks m = 5.6 MeV. These parameters have been fixed by fitting the empirical values of pion mass mpi = 135.0 MeV and
pion decay constant fpi = 92.4 MeV at zero temperature and baryon density in absence of background magnetic field. We have
considered constant values of AMM of quarks κu = 0.29 GeV
−1 and κd = 0.36 GeV−1 following Ref. [59].
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Figure 1. Variation of constituent quark mass (M) with temperature (T) at zero quark chemical potential (µq) for three different values of
external magnetic field (eB = 0.0 , 0.05 and 0.10 GeV2) for (a) κf = 0 and (b) κf , 0. Variation of
∂M
∂T
with temperature (T) at zero quark
chemical potential (µq) for three different values of external magnetic field (eB = 0.0 , 0.05 and 0.10 GeV2) for (c) κf = 0 and (d) κf , 0.
In Fig. 1(a) we have demonstrated temperature dependence of constituent quark mass at µq = 0 for eB = 0.0, 0.05 and
0.10 GeV2 respectively without considering AMM of quarks. In all the cases, M almost remains constant up to T ≈ 100 MeV
and the transition from chiral symmetry broken (with M , 0) to the restored phase (i.e. M ≈ m ≈ 0), is a smooth crossover.
Since we have considered non vanishing current quark mass, m = 5.6 MeV, the chiral symmetry is never restored fully. So,
the temperature for which M has the highest change can be identified as critical temperature(Tc). Note that, for stronger values
of magnetic field, M increases as T → 0 and the transitions to the symmetry restored phase take place at the larger values of
temperature, which is immediately evident from Fig. 1(c) where we have plotted the variation of −∂M/∂T as a function T . It
can be seen that, as eB increases, the peak representing Tc, shifts towards the higher values of temperature. This phenomenon
is known as Magnetic Catalysis (MC) [3, 6–9], which explains that the magnetic field has a strong tendency to enhance (or
‘catalyze’) spin-zero fermion-antifermion (〈ψψ〉) condensates. Moreover, height of the peaks also increases with increase in eB
implying the fact that M decreases more rapidly around a certain value of temperature as we keep on increasing the magnetic
field. Now in Fig. 1(b) we have included AMM of quarks without altering the other external factors, such as, eB and µq. In
this case we observe an opposite effect. The value of M deceases significantly with the increase of eB at low temperature values
and the transitions occur at smaller values of temperature with increasing eB. Thus, in contrast to MC, chirality broken phase
becomes unfavourable with increasing magnetic field. This is known as inverse magnetic catalysis(IMC) [3, 10, 34, 49–51, 86].
The corresponding curve of −∂M
∂T
vs T shows s broadening of the peak in Fig. 1(d) which implies that, for finite values of AMM
of quarks, the transition occurs for larger range of temperature about TC .
In Figs. 2(a) and (b), we have shown M as function of T for two different values of quark chemical potential (µq = 300 and 330
MeV). It is important to note that in the first case, for finite and vanishing values of eB as well as κ f , M decreases continuously
as a function of T . But for higher value of µq we obtained several possible solutions of M from the gap equation for a range of
temperature. These solutions corresponds to the absolute (stable) minima, local minima (metastable) and maxima (unstable) of
the effective potential. Existence of three different solutions can be understood from considering the gap equation in zero field
scenario as expressed in Eq. (C6). Since this is a cubic equation in variable M, in principle, there will always be three roots for
M (three real or one real and two imaginary roots). For lower values of µq there exists only one real root and as we increase
9 0
 100
 200
 300
 400
 0  50  100  150  200
(a) 
(eB are in GeV
2
)
M
 (
M
eV
)
T (MeV)
eB = 0
κ = 0, eB = 0.10
κ ≠ 0, eB = 0.01
κ ≠ 0, eB = 0.10
 0
 100
 200
 300
 400
 0  40  80  120  160
(b)
(eB are in GeV
2
)
M
 (
M
eV
)
T (MeV)
κ = 0, eB = 0
κ = 0, eB = 0.10
κ ≠ 0, eB = 0.01
κ ≠ 0, eB = 0.10
 0
 150
 300
 70  75
Figure 2. T dependence of M at (a) µq = 300 MeV and (b) at µq = 330 MeV for different values of eB with and without considering AMM
of quarks. The inset plot in (b) shows the multi-valued nature of M by focusing on the relevant temperature range.
µq, after a certain value the imaginary roots become real. This multivaluedness of M is a signature of first order transition.
Comparing the solid-red and dashed-blue curves in both the Figs. 2(a) and (b), we notice that, in the absence of the AMM of
quarks the nature of pseudo-chiral phase transition changes from crossover to first order with the increase in quark chemical
potential. Similar behaviour is also seen even for non-zero AMM of the quarks (the dash-dot-green curves) for lower values of
eB (∼ 0.01 GeV2). However, at higher values of external magnetic field (∼ 0.10 GeV2), the transition remains always cross over
(the dash-dot-dot-pink curves) for κ , 0.
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Figure 3. µq dependence of Constituent quark mass (M) at (a) T = 30 MeV and (b) at T = 120 MeV for different values of eB and κ. The
inset plot in (a) shows the multi-valued nature of M by focusing on the relevant µq range.
Next, in Figs. 3(a) and (b), M is plotted as a function of µq at two different temperature (T = 30 and 120MeV) for four different
cases as discussed in the previous paragraph. Here also we get multiple solutions of M but at lower values of temperature for
similar external conditions as discussed above. This interplay of T and µq on the mechanism of phase transition will be revisited
while discussing the phase diagram. It is to be noted that, with the increase in temperature, µc decreases.
In Figs. 4(a) and (b) we have plotted eB-dependence of M at vanishing quark chemical potential with and without AMM of
quarks for three different values of temperatures. We have not used any smoothing function as done in Refs [47, 59, 65] during
numerical evaluation which leads to the oscillatory behaviour of M. These oscillations are related to the well known de Haas-van
Alphen (dHvA) effect [87] in the weak magnetic field regime and had also been observed in Refs. [16, 17, 47, 59, 88–92]. It
occurs whenever the Landau levels cross the quark Fermi surface. As can be noticed in Fig. 4, the dHvA oscillations get smeared
out with the increase in magnetic field (as LLL dominates) in agreement with Ref. [59]. As expected from Figs. 1(a) and (b), for
a particular temperature there is an overall increase of M with eB when AMM of quarks are not taken into consideration. On the
other hand, inclusion of AMM leads to a reduction in M with increasing eB which indicates the occurrence of IMC during the
transition from broken to symmetry restored phase.
Now we turn our attention to several thermodynamic observables defined in Sec. III. In Fig. 5, we have plotted the scaled
entropy density (s/T3) as functions of the temperature for three different conditions. In all cases, the scaled entropy density
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Figure 5. Variation of scaled entropy density as function of temperature at µq = 0 for zero and non-zero values of eB with and without
including AMM of quarks along with the Stefan-Boltzmann limit for the ideal gases.
increases monotonically with temperature and eventually saturates at the corresponding ideal gas limit. Since the transition to
the high temperature phase, as shown in Figs.1(a) and (b), is a rapid crossover the entropy varies continuously with increasing
temperature. Note that, when we include AMM of quarks, the steep rise in s/T3 starts at lower values of temperature compare
to the case for vanishing AMM of quarks.
In Figs. 6(a) and (b) we have shown the variation of chiral susceptibility(χmm) as a function of T for eB = 0, 0.10 GeV
2 at three
different values of µq without including the AMM of quarks. The behaviour is very similar in both cases. At µq = µCEP, χmm
diverges at T = TCEP and we have a second order phase transition. This is known as the critical end point (CEP). For µq < µCEP,
in the crossover region, χmm remains continuous for entire range of T and goes through a finite maximum at temperatures greater
than TCEP. On the other hand, for µq > µCEP we have found a finite discontinuity at some temperature less than TCEP and the
transition is first order. The only difference in Figs. 6 (a) and (b) is the fact that for non zero backgroundmagnetic fieldTCEP shifts
towards the higher values of temperature. In Figs 6(c) and (d), we have included AMM of the quarks and studied the variation
of χmm for eB = 0.01 and 0.10 GeV
2 respectively. For the smaller value of magnetic field, a similar behaviour of χmm (as
Figs. 6(a) and (b)) for three different µq around the CEP is observed; apart from the fact that TCEP, unlike the case of vanishing
AMM, moves towards lower values of temperature. But, interestingly, χmm in Fig 6(d) remains continuous for different values
of µ/T ratio and hence phase transition remains a crossover always which is also expected from Figs. 2 and 3. For the studied
parameter set we have found that (a) for eB = 0, CEP is located at µCEP = 321 MeV,TCEP = 82 MeV, (b) for eB = 0.10 GeV
2
CEP is at µCEP = 315 MeV,TCEP = 90 MeV and (c) for eB = 0.010 GeV
2 CEP is at µCEP = 322 MeV,TCEP = 78 MeV .
In Fig. 7 we have plotted the phase diagram associated with NJL model in the TC-(µq)C plane for different external conditions.
The essential features of the plots are similar except when we consider AMM of quarks at high background magnetic field. At
higher temperature and low chemical potential the transition from chiral symmetry broken to restored phase is a crossover. On
the other hand, at low temperature and high baryonic density the transition becomes first-order. Although, in presence of the
magnetic field, the transition temperature for a fixed value of (µq)C increases and CEP moves towards the higher (lower) values
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Figure 7. TC -(µq)C phase diagram in NJL model for three different conditions. The solid (dashed) lines denote the first-order (crossover)
transition. The red, green and blue square points represent CEPs
of temperature (chemical potential of quarks) for vanishing AMM of quarks. The opposite effect is realized when AMM of
quarks are taken into account. Interestingly, for high values of magnetic field in the later case, the transition temperature is found
to go down significantly and the transition remains a crossover for the entire range of TC and (µq)C we have considered in the
phase diagram. Note that the red, blue and green points in Fig. 7 represent the locations of the CEPs in three different cases.
In Figs. 8(a) and (b) we have plotted the variation of transition temperature (Tc ) with the critical external magnetic field (eBC)
at two different values of critical quark chemical potential ((µq)C = 0 and 150 MeV) with and without including AMM of quarks
along with respective curves in the chiral limit (m = 0). From Fig. 8(a), it is evident that when the contributions of AMM of
quarks are ignored, there is an overall increase in the transition temperature with increasing background magnetic field, again
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pointing towards the MC effect discussed earlier. On the contrary, when we include AMM, the transition temperature is reduced
as (eB)C increases, which leads to the IMC effect, which is obvious from Fig. 1(d). In similar manner, from Fig. 8(b) the MC
and IMC for increasing eBC for zero and non-zero values of AMM can be noticed. Only difference is the fact that finite values
of chemical potential results in a decrease of the magnitude of transition temperature. The overall behaviour of all these curves
are same in their corresponding chiral limit except the fact that value of transition temperature decreases further.
We now turn our attention to the mesonic properties in the NJL model. We will present results for the variation of masses of
scalar meson σ and neutral pseudoscalar meson π0 with temperature, density and external magnetic field. Let us first consider
the case of zero external magnetic field for which the masses of σ and π0 are plotted as a function of temperature in Fig. 9 at
three different values of quark chemical potential (µq = 0, 200 and 300 MeV). In each of the three curves, one can notice that,
the masses of σ and π0 start from their respective vacuum values at lower temperatures. With the increase in temperature, the σ
mass first decreases towards a minimum and then increases at the high temperature region. On the contrary, with the increase
in temperature, the π0 mass stays almost constant in the low temperature region and then starts increasing with temperature and
merges with the mass curve of σ meson owing to the restoration of chiral symmetry. The effect of increase in density is to shift
the position of the minima of the σ mass curve towards low temperature as well as to decrease the transition temperature (Tc) for
the chiral symmetry restoration. Though, it is barely possible to precisely locate the Tc from these curves, yet qualitatively the
behaviour of Tc with the change in density is consistent with Fig. 7.
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Figure 9. Variation of masses of scalar (σ) and neutral pseudoscalar (π0) mesons with temperature at zero external magnetic field and at three
different values of quark chemical potential (µq = 0, 200 and 300 MeV).
Now, we switch on the external magnetic field. In Fig. 10, the behaviour of masses of σ and π0 is shown as a function of
temperature at two different values of external magnetic field (eB = 0 and 0.10 GeV2 respectively) including and excluding the
AMM of the quarks. Figs. 10(a) is obtained using quark chemical potential µq = 0 whereas Figs. 10(b) corresponds µq = 200
MeV. As can be noticed from Figs. 10(a) and (b), the mass of σ increases with the increase in magnetic field when the AMM
of quarks are not taken into account and the position of minima shows no significant shift over the temperature axis. On the
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contrary, while considering the AMM of quarks, the σ mass decreases significantly with the increase in magnetic field in the low
temperature region followed by a shift of the minima toward low temperature and the smearing of the same. The mass of π0 is
seen to decrease (increase) with the increase in magnetic field in the low (high) temperature region when the AMM of the quarks
are turned off. However, turning on the AMM of the quarks, we find that the π0 mass increases with the increase in magnetic
field in all the temperature range. A sudden jump (discontinuity) of the π0 mass at a particular temperature is also noticed for
the non-zero external magnetic field values (in both the cases of κ = 0 and κ , 0).
Next, we look at the pion mass (mpi) in more detail and compare it with the constituent quark mass (M) in Fig. 11 where we
have plotted mpi, M and 2M as a function of temperature. In Figs. 11(a) and (b), the AMM of the quarks are switched off (i.e.
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Figure 12. Variation of Mott temperature with external magnetic field for two different values of quark chemical potential (µq = 0 and 200
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κ = 0) and the quark chemical potential µq = 0 and 200 MeV are used; whereas Figs. 11(c) and (d) correspond to κ , 0 with
µq = 0 and 200 MeV. Defining the Mott temperature (TMott) as the temperature beyond which mpi ≥ 2M i.e.
mpi(T ) ≥ 2M(T ) if T ≥ TMott , (40)
one can notice from Fig. 11 that, TMott decreases with the increase in quark chemical potential. Also, switching on the AMM of
quarks, decreases the value of TMott substantially with respect to the κ = 0 case.
Few comments on the Mott dissociation in the context of NJL model are in order here. As discussed in Ref. [93], the Mott
transition in the context of solid state physics [94] has a close analogy with the confinement-deconfinement phase transition of
QCD (hadrons to plasma of quarks and gluons). The Mott transition corresponds to the phase transition from a phase of bound
states and constituents to a phase of constituents only. Whereas both Mott and confinement-deconfinement phase transitions
involve the delocalization of the bound states into their constituents, the Mott transition is applicable for nonconfining systems
as well; for example in the NJL model where there is no confinement. Here, with the increase in temperature and/or density,
the dynamically generated constituent quark mass decreases owing to the partial restoration of chiral symmetry. One of the
immediate impacts on the meson spectrum is the decrease of the continuum thresholds for qq scattering. This in turn lowers the
binding energy for the pseudoscalar meson bound states (e.g. pions). The pions get dissociated while entering the continuum
and thus become resonances having a finite lifetime. This phenomenon is also termed as the ‘Mott Effect’ or the ‘Mott Transition’
which occurs when the polarization function of the pion possesses an imaginary part or in other words the mass pole become
complex. More details on this topic can be found in Refs. [66, 93, 95, 96].
This sudden jump of the pion mass at/or above the Mott temperature under external magnetic field is also observed and well
studied in Refs. [67, 96]. The main reason being the dimensional reduction from (3+1)D to (1+1)D of the quark degrees of
freedom due to which the number of accessible states for the qq resonant pair reduces. This in turn fails to guarantee some
solution for the resonant π0 state just above the mpi & 2M. However, due to the Random Phase Approximation (RPA) leading to
Eq. (25), the external momenta in the RPA bubbles are both conserved and onshell. This makes the pion mass to have a sudden
jump at/or above the Mott temperature to the lowest possible energy state accessible.
Finally, we present the variation of Mott temperature as a function of external magnetic field at two different values of quark
chemical potential (µq = 0 and 200 MeV respectively) in Fig. 12. The results including and excluding the AMM of quarks are
also shown. As can be seen from the graph that, the Mott temperature decreases substantially with the increase in µq for both
the cases of κ = 0 and κ , 0. For a particular value of µq, TMott is almost constant with the variation of the external magnetic
field for κ = 0. However, for κ , 0, TMott decreases with the increase in external magnetic field owing to the IMC.
VI. Summary & Conclusion
In summary, using a field dependent three-momentum cut-off, we study the 2-flavour NJL model at finite temperature and
baryonic density in presence of arbitrary external magnetic field. The constituent quark mass (M) is obtained by solving the
gap equation as a function of T , µq and eB considering the AMM of quarks. We have evaluated M as a function of T at
vanishing baryonic density for different magnetic fields and it is found that the transition temperature from symmetry broken to
restored phase increases with external magnetic field showing the enhancement of the quark anti-quark condensate, which can
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be identified as magnetic catalysis. On the other hand, the opposite behaviour is observed when AMM of quarks is taken into
consideration, indicating inverse magnetic catalysis. Temperature variation of M is also studied for finite baryonic density by
choosing two different representative values of µq and it is found out that, even at µq = 300 MeV, M remains single valued
through out the temperature range indicating a crossover transition but for µq ≃ 330 MeV, it is observed that for certain range
of T , the gap equation provides multiple solutions for M, which indicates a first order transition. The same behaviour is also
obtained while studying the µq dependence of M, the only difference is the fact that, multiple solutions for M are observed for
lower values of temperature. The eB dependence of M is obtained at different T with and without considering AMM of quarks.
In case of vanishing AMM, M becomes highly oscillatory function of eB but an overall increase in M with eB can be inferred.
But inclusion of AMM results in a steady decrease in M with eB. Critical behaviour of chiral susceptibility (χmm) has been
examined in the vicinity of the phase transition. Finally the phase diagram of hot and dense magnetized quark matter, described
by NJL model is obtained and for finite values of eB, the CEP is found to shift towards higher temperature. On the contrary,
when we include AMM of quarks CEP follows an opposite trend. Interestingly at high eB for finite values of AMM, the transition
remains crossover for larger range of TC and (µq)C . Thus, it can be inferred that in the presence of an external magnetic field,
the AMM of quarks plays a crucial role in characterizing the properties of quark matter and its modification at finite temperature
and density.
The masses of the scalar meson σ and the neutral pseudo-scalar meson π0 have been calculated at finite temperature, density
and arbitrary external magnetic field using the RPA in the NJL model. For this, both the AMM of the quarks as well as infinite
number of Landau levels of the quarks are considered in the calculation so that the results are valid for arbitrary strength of the
external magnetic field. In this context, the Mott temperature corresponding to the transition from a bound to a resonant pionic
state, has been calculated and its variation with external magnetic field and quark chemical potential is studied.
We find that, both the masses of σ and π0 reduces to their respective vacuum masses at T ≃ 0 and B ≃ 0. With the increase
in temperature, mσ decreases while mpi increases followed by a merging of their masses at high temperature owing to the partial
restoration of the chiral symmetry. The external magnetic field affects the masses of these mesons in a non-trivial way; mpi
decreases (increases) with the increase in magnetic field in the low (high) temperature region when the AMM of the quarks are
turned off. However, turning on the AMM of the quarks, mpi increases with the increase in magnetic field in the temperature
range considered. The π0 mass suffers a sudden jump (discontinuity) at and above the Mott transition temperature for non-zero
values external magnetic field. Finally, the TMott is found to decrease significantly with the increases in density and external
magnetic field when the AMM of the quarks are taken into consideration.
A. Derivatives of Distribution Functions
From Eq. (7) we get
∂Enf s
∂M
=
M
Enf s
(
1 − sκ f e f B
Mnf
)
(A1)
where Mnf =
√e f B (2n + 1 − sξf ) + M2. Again differentiating Eq. (6) w.r.t. M and using Eq. (A1) we can write
∂n±
∂M
= −β (n±)2 exp [β (Enf s ∓ µ) ] ∂Enf s
∂M
= −βn± (1 − n±) M
Enf s
(
1 − sκ f e f B
Mnf
)
. (A2)
In a similar manner, the following expressions can be derived:
∂n±
∂µ
= ±βn± (1 − n±) [1 ∓ M
E f
(
1 − sκ f e f B
Mnf
)
∂M
∂µ
]
(A3)
∂n±
∂T
= βn±
(
1 − n±) [Enf s ∓ µ
T
− M
E f
(
1 − sκ f e f B
Mnf
)
∂M
∂T
]
. (A4)
B. UV and AMM Blocking
In Sec. II, we have introduced two blocking factors while discussing the regularization scheme. To ensure the reality of UV
cutoff Λz , we arrived at UV blocking condition expressed as
Λ
2 −
e f B (2n + 1 − sξf ) − (κ f e f B)2 + 2sMnf κ f e f B ≥ 0 . (B1)
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Let us first study the case when κ f = 0 for which the above condition becomes
Λ
2 −
e f B (2n + 1 − sξf ) ≥ 0
=⇒ n ≤ Λ
2
2
e f B − 12 (1 − sξf )
which will give us a maximum value of the Landau level index, nmax =
[
Λ
2
2
e f B − 12 (1 − sξf )
]
up to which the summation has
to be performed. Here [x] is the floor function which give greatest integer less than or equal to x. Now for non-zero values of
AMM, the UV blocking condition becomes non-linear in n and thus it becomes difficult to find out the corresponding inequality
for n analytically. So we have implemented the condition given in Eq. (B1) in our numerical calculations.
Now the AMM blocking condition is appearing to ensure the positivity of the Landau quantized transverse momentum of the
quarks having an AMM. The AMM blocking condition ise f B (2n + 1 − sξf ) + (κ f e f B)2 − 2sMnf κ f e f B ≥ 0 (B2)
which will restrict the lower values of the Landau level index n.
C. Gap Equation in the Limit B → 0
In this appendix, we will show that, in the limit of vanishing external magnetic field, the analytic expression of the gap
equation without external magnetic field is exactly reproduced. We will show the calculation for the temperature independent
part containing the magnetic field dependent UV regulator for which a straight forward zero field limit is not obvious.
Let us consider the gap equation at T = 0 and B , 0 from Eq. (14):
M = m + 4GNc
∑
f
e f B ∞∑
n=0
∑
{s}
∫
Λz
0
dpz
4π2
Θ(Λ2 − ®p2⊥) Θ( ®p2⊥)
M
Enf s
(
1 − sκ f e f B
Mnf
)
. (C1)
To take the limit B → 0 of the above equation, we first put all the terms containing the κ f e f B equals to zero. Thus the above
equation becomes
M = m + 4GNc lim
B→0
∑
f
e f B ∞∑
n=0
(2 − δn0)
∫ √
Λ2−2n|e f B|
0
dpz
4π2
Θ(Λ2 − 2n
e f B) M√
p2z + 2n
e f B + M2 (C2)
where the sum over the spin index s has been carried out. We can now analytically perform the dpz integration and get after
some simplification
M = m +
MGNc
π2
lim
B→0
∑
f
e f B ∞∑
n=0
(2 − δn0)Θ(Λ2 − 2n
e f B) tanh−1
√
Λ
2 − 2n
e f B
Λ2 + M2
. (C3)
Separating out the contribution of the LLL from the above equation, we get after a substitution of τf = 2n
e f B
M = m +
MGNc
π2
lim
B→0
∑
f
e f B tanh
−1
√
Λ
2
Λ2 + M2
+ 2
∞∑
τ f =2 |e f B |
′
Θ(Λ2 − τf ) tanh−1
√
Λ
2 − τf
Λ2 + M2

where the primed summation
∑ ′ denotes an increment of 2e f B of its index rather than 1. Now as e f B → 0, we can change the
summation to an integration by doing the following substitution considering the continuum limit∑
τ f
′ → 1
2e f B
∫ ∞
2e f B
dτf . (C4)
This leads to
M = m +
MGNc
π2
∑
f
∫ ∞
0
dτfΘ(Λ2 − τf ) tanh−1
√
Λ
2 − τf
Λ2 + M2
. (C5)
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Note that, the presence of the step function will restrict the upper limit of the τf integration. Performing the remaining dτf
integral, we are left with
M = m +
GMNf Nc
π2
[
Λ
√
Λ2 + M2 − M2 sinh−1
(
Λ
M
)]
(C6)
which is same as the vacuum term given in Ref. [40].
D. Calculation of the Polarization Functions for B , 0
In this appendix, we will calculate the polarization functions in presence of external magnetic field and finite temperature. We
first substitute Eq. (34) and (33) into Eq. (32) to write,
ReΠa(q) = Re
∑
f
∑
sk ∈{±1}
∑
sp ∈{±1}
∞∑
l=0
∞∑
n=0
i
∫
d4k
(2π)4N
a
lnsk sp
(k, q)
[
−1
k2‖ − (Ml − sk κeB)2 + iǫ
− 2πiη(k · u)δ
{
k2‖ − (Ml − sk κeB)2
}]

−1
p2‖ −
(
Mn − spκeB
)2
+ iǫ
− 2πiη(p · u)δ
{
p2‖ −
(
Mn − spκeB
)2} (D1)
where the flavour indices have been suppressed inside the flavour sum for breviety andNa
lnsk sp
(k, q) for the scalar (σ) and neutral
pseudoscalar (π0) channels are given by
Nσlnsk sp (k, q) = NcTr
[
Dnf sp (q + k)Dl f sk (k)
] (
1 − δ0l δ−1sk
) (
1 − δ0nδ−1sp
)
(D2)
Npi0lnsk sp (k, q) = −NcTr
[
γ5Dnf sp (q + k)γ5Dl f sk (k)
] (
1 − δ0l δ−1sk
) (
1 − δ0nδ−1sp
)
. (D3)
Evaluating the traces over the Dirac matrices, the above equations become,
Nalnsk sp (k, q) = j2Nce
−αk−αp (−1)l+n
MlMn
(
1 − δ0l δ−1sk
) (
1 − δ0nδ−1sp
)
[
8L1l−1(2αk)L1n−1(2αp)(k⊥ · p⊥)
{
sk sp(k ‖ · p ‖) + jsk sp(κeB)2 + jMlMn − jκeB(spMl + skMn)
}
+Ll−1(2αk)Ln−1(2αp)
{
j(k ‖ · p ‖)(Ml − skM)(Mn − spM)
+
{
sk κeBM − Ml(M − skMl + κeB)
}{
spκeBM − Mn(M − spMn + κeB)
}}
+Ll(2αk)Ln(2αp)
{
j(k ‖ · p ‖)(Ml + skM)(Mn + spM)
+
{
sk κeBM − Ml(M + skMl − κeB)
}{
spκeBM − Mn(M + spMn − κeB)
}}]
(D4)
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where j = 1 for a ≡ σ and j = −1 for a ≡ π0. Performing the dk0 integral of Eq. (D1), we get
ReΠa(q) =
∑
f
∑
sk ,sp
∑
l,n
∫
d3k
(2π)3P

Na
lnsk sp
(k0 = −q0 + ωnspp )
2ω
nsp
p
{(
q0 − ωnspp
)2
−
(
ω
lsk
k
)2} + N
a
lnsk sp
(k0 = ωlsk
k
)
2ω
lsk
k
{(
q0 + ω
lsk
k
)2
−
(
ω
nsp
p
)2}
−
Na
lnsk sp
(k0 = −ωlsk
k
) f −(ωlsk
k
)
2ω
lsk
k
{(
q0 − ωlsk
k
)2
−
(
ω
nsp
p
)2} − N
a
lnsk sp
(k0 = ωlsk
k
) f +(ωlsk
k
)
2ω
lsk
k
{(
q0 + ω
lsk
k
)2
−
(
ω
nsp
p
)2}
−
Na
lnsk sp
(k0 = −q0 − ωnspp ) f −(ωnspp )
2ω
nsp
p
{(
q0 + ω
nsp
p
)2
−
(
ω
lsk
k
)2} − N
a
lnsk sp
(k0 = −q0 + ωnspp ) f +(ωnspp )
2ω
nsp
p
{(
q0 − ωnspp
)2
−
(
ω
lsk
k
)2}

(D5)
where ω
lsk
k
=
√
k2z + (Ml − sk κeB)2 in which the flavour index has been suppressed. Now considering ®q = ®0, the d2k⊥ integral
in the above equation has been performed using the orthogonality of the Laguerre polynomials as
ReΠa(q) =
∑
f
∑
sk ,sp
∑
l,n
∫
+∞
−∞
dkz
(2π)P

N˜a
lnsk sp
(k0 = −q0 + ωnsp
k
)
2ω
nsp
k
{(
q0 − ωnsp
k
)2
−
(
ω
lsk
k
)2} + N˜
a
lnsk sp
(k0 = ωlsk
k
)
2ω
lsk
k
{(
q0 + ω
lsk
k
)2
−
(
ω
nsp
k
)2}
−
N˜a
lnsk sp
(k0 = −ωlsk
k
) f −(ωlsk
k
)
2ω
lsk
k
{(
q0 − ωlsk
k
)2
−
(
ω
nsp
k
)2} − N˜
a
lnsk sp
(k0 = ωlsk
k
) f +(ωlsk
k
)
2ω
lsk
k
{(
q0 + ω
lsk
k
)2
−
(
ω
nsp
k
)2}
−
N˜a
lnsk sp
(k0 = −q0 − ωnsp
k
) f −(ωnsp
k
)
2ω
nsp
k
{(
q0 + ω
nsp
k
)2
−
(
ω
lsk
k
)2} − N˜
a
lnsk sp
(k0 = −q0 + ωnsp
k
) f +(ωnsp
k
)
2ω
nsp
k
{(
q0 − ωnsp
k
)2
−
(
ω
lsk
k
)2}

(D6)
where,
N˜alnsk sp (k, q) = δ
n
l j2Nc
eB
4πM2
l
(
1 − δ0l δ−1sk
) (
1 − δ0l δ−1sp
)
[
− 4eBl
{
sk sp(k2‖ + k0q0) + jsk sp(κeB)2 + jM2l − jκeBMl(sp + sk)
}
+
(
1 − δ0l
) {
j(k2‖ + k0q0)(Ml − skM)(Ml − spM)
+
{
sk κeBM − Ml(M − skMl + κeB)
}{
spκeBM − Ml(M − spMl + κeB)
}}
+ j(k2‖ + k0q0)(Ml + skM)(Ml + spM)
+
{
sk κeBM − Ml(M + skMl − κeB)
}{
spκeBM − Ml(M + spMl − κeB)
}]
. (D7)
The presence of Kronecker delta function in the above equation will eliminate one of the sums in Eq. (D6). It is to be noted that,
the temperature independent part of Eq. (D6) is ultra violate divergent which has to be properly regularized. Following the same
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regularization procedure as used in the gap equation (as discussed in Sec. II) we get,
ReΠa(q) =
∑
f
∑
sk ,sp
∞∑
l=0
∫ √
Λ2−®k2⊥l
0
dkz
π
Θ
(
®k2⊥l
)
Θ
(
®p2⊥l
)
Θ
(
Λ
2 − ®k2⊥l
)
Θ
(
Λ
2 − ®p2⊥l
)
P

N˜a
llsk sp
(k0 = −q0 + ωlsp
k
)
2ω
lsp
k
{(
q0 − ωlsp
k
)2
−
(
ω
lsk
k
)2} + N˜
a
llsk sp
(k0 = ωlsk
k
)
2ω
lsk
k
{(
q0 + ω
lsk
k
)2
−
(
ω
lsp
k
)2}

+
∑
f
∑
sk ,sp
∞∑
l=0
∫
+∞
−∞
dkz
(2π)
Θ
(
®k2⊥l
)
Θ
(
®p2⊥l
)
P

−
N˜a
llsk sp
(k0 = −ωlsk
k
) f −(ωlsk
k
)
2ω
lsk
k
{(
q0 − ωlsk
k
)2
−
(
ω
lsp
k
)2} − N˜
a
llsk sp
(k0 = ωlsk
k
) f +(ωlsk
k
)
2ω
lsk
k
{(
q0 + ω
lsk
k
)2
−
(
ω
lsp
k
)2}
−
N˜a
llsk sp
(k0 = −q0 − ωlsp
k
) f −(ωlsp
k
)
2ω
lsp
k
{(
q0 + ω
lsp
k
)2
−
(
ω
lsk
k
)2} − N˜
a
llsk sp
(k0 = −q0 + ωlsp
k
) f +(ωlsp
k
)
2ω
lsp
k
{(
q0 − ωlsp
k
)2
−
(
ω
lsk
k
)2}

(D8)
where
®k2⊥l = 2leB + (κeB)2 − 2skMl(κeB) (D9)
®p2⊥l = 2leB + (κeB)2 − 2spMl(κeB) . (D10)
In Eq. (D8), the step functions Θ
(
®k2⊥l
)
and Θ
(
®p2⊥l
)
represents the AMM blocking whereas Θ
(
Λ
2 − ®k2⊥l
)
and Θ
(
Λ
2 − ®p2⊥l
)
represents UV blocking of the loop quarks. These step functions will in turn restrict the minimum and maximum values of the
summation index l in Eq. (D8).
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