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Abstract
Given the importance o f  the global environmental agenda, never before has it been so 
important to understand the determinants o f industrial energy dem and in the developed 
world to aid international policy makers in their deliberations. They need sound and 
dependable models to support their projections o f future industrial energy demand to 
underpin policy; for example to grant emission trading permits. Therefore, never has it 
been more important to obtain ‘good’ estimates for energy demand as well as o f  the best 
way to specify and understand technical change.
Previous research has attempted to resolve the debate on finding the appropriate way 
to measure technical progress in energy demand models w ithout a definite consensus. 
Arguably more recent research has narrowed the debate to two competing methodologies
— Asymmetric Price Responses (APR) and Underlying Energy Dem and Trends (UEDT)
-  as a means o f accounting for technical progress in energy demand models. This 
research has therefore used these competing methodologies w ithin a panel data and time 
series modelling context. The time series methodology attempts to uncover the UEDT 
using the structural tim e series modelling (STSM) framework, while the panel data 
methodology seeks to uncover technical progress through the use o f  APR and fixed time 
dummies. This thesis, as part o f  this debate, uses both methodologies to investigate 
OECD industrial energy demand, with a view to obtaining an ‘appropriate’ model for 
energy demand in the industrial sector.
In order to achieve this objective, three models are used to evaluate OECD industrial 
energy demand in a panel data context and a time series context. These are the 
asymmetry model w ithout stochastic trend, the symmetric model w ith stochastic trend, 
and the asymmetric model with stochastic trend. Results from the tim e series analysis 
indicate that the data on OECD industrial energy demand strongly support the inclusion 
o f  a stochastic trend in the models. Although it is very difficult to obtain consistent 
estimates across different data sets, the results and tests from the panel data modelling 
fram ework supports the use o f APR in explaining technical progress in the OECD 
industrial sector in the longer data sets while it incorporates an exogenous trend in the 
shorter data sets.
Key Words: OECD industrial energy demand; Asymmetry; Energy-saving technical 
change; Underlying Energy* Demand Trends; Modelling.
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Chapter O n e
1.0 Introduction
Given the importance of global environmental agenda, never before has it been so 
important to understand the determinants of industrial energy demand in the 
developed world to aid international policy makers in their deliberations. They need 
sound and dependable models to support their projections of future industrial energy 
demand to underpin policy; for example to grant emission trading permits. Therefore, 
never has been more important to obtain ‘good’ estimates for energy demand as well 
as know the process of technical change and how best to do this.
The upsurge in energy prices has been a major issue for many developed and 
developing countries in the past five decades. Energy prices have fluctuated widely 
especially in the early seventies and early eighties. The use o f energy in the world, 
and within the OECD (Organisation of Economic Cooperation and Development) 
countries, is largely made up of fossil fuel. Therefore, the availability, transportation, 
price of crude oil and indeed all the activities involved with the product, is of interest 
to policy makers and consumers alike, who are interested not only in the end-user 
prices of crude oil in the international market, but also the political economy of oil. 
Figure 1.1 World primary energy mix (2003)
Biomass & O th e r
Waste \  -Renew ables
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2 4%
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Source: IEA 2005. World energy outlook
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The dominance of fossil fuel as a primary source of energy is well documented in 
the literature and is not in doubt. Figure 1.1, shows the combined share of coal, oil 
and gas is about 80 per cent of total world primary energy demand. Further, as shown 
in Figure 1.2, 51 per cent o f world primary energy demand is used in OECD 
countries, with a large proportion o f production being sourced outside the OECD. 
Current realities surrounding the production, refining and transportation of crude oil, 
arguably puts a strain on the availability of the commodity. The resultant effect of this 
is the increase in the price of crude oil in international markets, which consequently 
filters down to end-user energy prices. Therefore, policy makers need a clear 
understanding of the supply chain and political issues involved in getting crude oil 
into a usable form, which is the premise of this thesis.
Figure 1.2 Regional Shares in World Primary Energy Demand (2003)
Source: 1EA 2005. World energy outlook
Energy demand derives from the demand for goods and services, therefore end- 
user energy prices and the demand for goods and services are crucial in determining 
its level. The demand for energy is linked to energy conversion equipments, which in 
many cases, as will be discussed shortly, is made up of many complex processes - 
especially for the industrial sector. Therefore, end-user energy prices, economic 
growth and technology play a crucial role in the determination o f energy demand. 
Many analysts are quick to link energy prices to crude oil price for reasons of the 
latter being dominant in the primary' energy mix. However, despite the generally
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accepted view, the IEA argues the demand for energy in most OECD countries is 
little affected by increases in international prices of crude oil. This is because end- 
user prices are cushioned by high taxes and other country-specific macroeconomic 
policies. Thus, crude oil price changes do not have an immediate impact on end-user 
energy prices because it takes time for the effects of the crude price changes to work 
fully through the economic system. It is therefore important to clarify this important 
issue since the focus of this thesis is to understand the determinants of industrial 
energy demand, of which end-user industrial energy price, play an important role as 
discussed above.
The IEA argue that energy demand in the industrial sector is different from other 
sectors, especially since industrial processes are very complex and not dependent on 
consumer behaviour, income and geographical location. However, some factors such 
as consumer habits, replacement rate of capital stock, government policies, resource 
availability and quality may provide important triggers to explain energy efficiencies 
in the industrial sector. The allocation of energy for the various steps of the 
production process is not readily available. However, the IEA state that 15 per cent of 
total industrial energy demand is for feedstock, 50 per cent for process energy, 15 per 
cent for motor drive system and 20 per cent for other uses such as transport and 
lighting. These estimates vary widely across the OECD countries. Therefore, in order 
to understand the demand for industrial energy, a sound knowledge of the drivers of 
demand in the sector is required. As will be discussed in the relevant section below, 
this is the focus of this thesis, - that is, to uncover the drivers of energy demand and 
obtain estimates of the main determinants of industrial energy demand in OECD 
countries using a variety of methods.
To set the tone for this, a brief history of the Organisation of Economic 
Cooperation and Development (OECD) as well as its main agency within the energy 
sector will be discussed. OECD was set up in Paris on 14th December 1960 and 
formally came into existence on 30th September 1961. The original member countries 
of the OECD were Austria, Belgium, Canada, Denmark, France, Germany, Greece, 
Iceland, Ireland, Italy, Luxembourg, the Netherlands, Norway, Portugal, Spain, 
Sweden, Switzerland, Turkey, the United Kingdom (UK), and the United States 
America (USA). Subsequently, the following countries became members on the dates
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indicated: Japan (1964), Finland (1969), Australia (1971), New Zealand (1973), 
Czech Republic (1995), Hungary (1996), Mexico (1996), Poland (1996), the Republic 
of Korea (1996), and Slovakia (2000).
Within the framework of the OECD, the International Energy Agency (IEA) was 
set up in November 1974, with the basic aims of:1
(i) Development of a common level of emergency self-sufficiency in oil supplies;
(ii) Establishment of common demand restraint measures in an emergency;
(iii) Establishment and implementation of measures for allocating available oil in 
time of emergency;
(iv) Development of a system of information on the international oil market and a 
framework for consultation with international oil companies;
(v) Development and implementation of a long-term co-operation programme to 
lessen dependence on imported oil, including: conservation of energy, development 
of alternative sources of energy, energy research and development, and supply of 
natural and enriched uranium;
(vi) Promotion of co-operative relations with oil producing countries and with other 
oil consuming countries, particularly those of the developing world.
However, its mandate has broadened to incorporate the “Three E’s”2 of balanced 
energy policy making, energy security, economic development, and environmental 
protection. Its current work focus on climate change policies, market reform, energy 
technology collaboration and outreach to the rest of the world, especially major 
producers and consumers of energy like China, India, Russia and the Organisation of 
Petroleum Exporting Countries (OPEC).
1.1 Background of OECD Energy Sector
Generally speaking, energy consumed within the OECD3 is from three main 
sources: (i) coal, (ii) crude oil and petroleum products and (iii) natural gas. The 
energy consumed varies widely with the sectors of the respective economies. Total
1 International Energy Agency, www.iea.org.
2 International Energy Agency, www.iea.org
3 The data used for OECD here relates to 15 OECD countries. These are Austria, Belgium, Canada, 
France, Greece, Italy, Japan, the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, the 
United Kingdom and the United States of America. Unless where specifically mentioned, reference to 
OECD in this thesis refer to these countries.
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OECD final consumption, estimated at 2,942 mtoe (million tonnes of oil equivalent) 
in year 2003 is made up of the industrial sector 22 per cent, the residential sector 19 
per cent and the transport sector 35 per cent.4 This sectoral composition of energy 
consumption varies widely across countries and time.
Source: IEA (wwwjeaorg)
Source: IEA (www.iea.ore)
4 The data is sourced from IEA (www.iea.org) but with further calculations by author.
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As highlighted in Figure 1.3 above, energy demand in the OECD transport sector 
grew steadily from 1962 to 2003 with consumption exceeding the industrial sector in 
1982. In the industrial sector, energy consumption rose steadily from 1962 to 1970 
followed by several variations notably in 1973, 1974, 1988 and 2000. Meanwhile, 
residential energy consumption has also risen steadily from 1962 to 2003 but with 
less variation over the period. Total final energy consumption has grown by 123 per 
cent from 1962 to 2003, an average of 1.97 per cent’ a year. However, these trends 
contain wide variations across the countries considered here, for instance, the United 
Kingdom and the United States of America accounts for 59 per cent of total final 
consumption in the OECD. The two countries also account for 50 per cent, 58 per 
cent and 66 per cent of industrial consumption, residential consumption and transport 
consumption respectively in the OECD6. The share of sectoral consumption in total 
final consumption also presents an interesting expression of technical change.
Figure 1.5 Share of industrial energy/total OECD energy consumption7
The industrial sector’s share of total final consumption has declined from 42 per 
cent in 1973 to 29 per cent in 20038. Figure 1.4, shows that while the residential 
sector share remained relatively stable and flat, the transport sector’s share has
5 This is a geometric mean of total final energy consumption.
6 This refers to energy consumption data for 15 OECD countries. A detailed explanation of this can be 
found in Chapter Two.
7 Calculations by the author.
8 This relates to total industrial consumption for 15 OECD countries.
6
increased from 26 per cent in 1962 to over 35 per cent in 2003. It actually surpassed 
the share of industrial sector in 1982.
It can be argued that the sustained increases in energy prices over time do not 
correlate with the downward trend in the ratio of industrial energy use/total energy 
consumption. This may be due to structural changes in the economies, that is, a shift 
from energy intensive industries, such as manufacturing to service industries, which 
are less energy intensive. Figure 1.5 illustrates this trend in the industrial sector, 
which may indicate a measure of technical change9 especially since industrial 
production increased steadily through the period 1962-2003.10 The focus of this thesis 
is on the OECD industrial sector; hence, the next section will examine the structure of 
OECD industrial energy demand.
1.2 Structure of OECD Industrial11 Energy Demand
Demand for energy in the OECD industrial sector as shown from the previous 
discussion above showed some relative stability from 1994 - as shown in Figure 1.4 
above, despite rising levels of industrial output. In addition, following from the 
discussion in the previous section, this may indicate a measure of technical change 
over the period. However, because energy use in many industrial subsectors is 
complex and because of the number of processes involved in production and 
differences in energy use across industries, there is a need to examine carefully these 
issues.
The IEA, in a recent study,12 state that nearly a third of global energy demand is 
attributable to manufacturing, especially in materials industries such as Iron and 
Steel, Cement, Chemicals and Petrochemicals, Paper and Aluminium. Greening at al 
(2007) posit that the share of industrial energy consumption in total consumption is 
expected to continue into the foreseeable future; arguing that changes in industrial 
activity and energy efficiencies have reduced, but not removed, the impact of
9 Refer to Section 1.4 for a detailed discussion of technical change in OECD industrial sector.
10 Refer to Chapter Two for a detailed discussion of trends in OECD industrial sector.
11 The use of industrial sector in this thesis refers to manufacturing, construction, and mining 
industries. A few studies conducted were for only the manufacturing industry. Efforts will be made to 
clarify this position where necessary throughout the thesis.
12 International Energy Agency (IEA), 2007. Tracking Industrial Energy Efficiency and C02 Emissions
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increases in economic activity on energy consumption from this sector. 13 The 
industrial sector embodies a multifaceted production process that is different from 
other sectors since industrial processes and technologies are not dependent on 
income, geography and consumer behaviour. However, some factors such as the 
capital stock of production equipments, scale of production, resource availability and 
quality may explain difference in perceived energy efficiency noticed in the trend. 
Following the discussion above, a visual assessment of percentage share of energy 
consumption for the industrial sector shows a downward trend that may suggest some 
interesting possibilities of technical change. These possibilities range from changes in 
levels of industrial activities to improvements in energy use. Thus, being able to 
understand the drivers of industrial energy consumption particularly in the OECD 
countries is important for policy decision making, especially given the importance of 
the global environmental agenda.
In the past four decades, several authors have made significant efforts to 
understand the determinants of industrial energy demand. Going by the number and 
variants of studies, it appears that not a single model can authoritatively claim 
dominance in methodological completeness to explain fully energy demand. By its
13 Greening at al (2007), page 19.
14 This refers to 15 OECD countries. The choice o f these countries will become clearer in Chapter 
Two.
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nature, energy demand is a derived demand; therefore, the need to capture the effect 
of technological progress of the capital stock and its resulting effect on improved 
energy efficiency. In a seminal work, Berndt and Wood (1975) argue that industrial 
demand for energy as an input arose from the demand for industrial output. Thus, the 
‘pull’ for industrial energy demand is premised on the demand for goods and 
services. Rational firms would therefore seek the cheapest combination of energy 
inputs to produce the largest possible bundle of goods and services.
The sharp increases in crude oil prices during the mid-seventies and early eighties 
stimulated a significant interest in energy demand research. Industrial energy demand 
has also attracted significant attention, but due to the complex nature of industrial 
processes, many approaches have been used to explore the demand relationship in the 
sector. Greening et al (2007) provide a concise coverage of modelling efforts in 
industrial energy demand; arguing that there are several approaches that can be used 
and that no single approach can lay claim to methodological completeness in 
modelling and forecasting industrial energy demand15. Figure 1.6 shows the 
variations in industrial energy consumption is most noticeable in the periods between 
1974-75, 1980-83, 1985-86, and 1989-93 with the largest annual demand shrinkage 
ranging between 0.39 per cent and 8.57 per cent (the largest occurred in 1975). 
Within the same observed period, demand recoveries range between 3.12 per cent and 
6.38 per cent (the largest recovery occurring in 1984). At first glance, it appears that 
these variations were triggered, in part, by crude oil price rise of the early seventies. 16
15 A detailed review o f  relevant literature on industrial energy demand is presented in Section 1.4.
16 It is important to note that the fluctuations could also have been due to recessions that may or may 
not be due to crude oil price fluctuations.
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Source: IEA 2005 (www. iea. ore)
Figure 1.8A Logarithm of OECD Industrial Energy Prices18 (2000=100)
2.35 -----------------------------------------------------------------------------------------------------------------
Year
Source: IEA 2005 (www. iea. ore)
17 This is weighted industrial production, weights being real Gross Domestic Product (GDP), based on 
15 OECD countries.
18 This is the weighted industrial energy prices, weights being real GDP. This is also based on 15 
OECD countries.
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Source: IEA 2005 (www. iea. ore)
Industrial energy prices recovered after the first crude oil price shock of the mid­
seventies around 1976, while the industrial energy price rise of 1979 and early 
eighties did not recover until 1987. Therefore, the observed variations in industrial 
energy prices appear to be closely related to the escalation and resolution of crises. 
For instance, the twin effect of the Yom Kippur war and the Iranian revolution, which 
accounted for part of the price variations of the mid-seventies and early eighties, on 
crude oil prices, subsided with the end of the crises.20 Though there are country 
specific variations, there is a positive correlation between the OECD industrial energy 
prices and crude oil price as shown on Figures 1.8A and 1.8B.
On face value, this would seem abnormal if the neoclassical theory of demand is 
considered. One would expect that, the higher the price the lower the quantity 
demanded and conversely. Thus if prices were to increase by a certain extent and 
return to its original position after some time, demand is expected to move in similar 
fashion and expected to be symmetric. However, the observed response of demand to 
energy price variations of the early seventies and mid-eighties is far from being 
symmetric. An indication of this fact is reflected in the index of OECD industrial
19 This series is made up o f crude oil spot prices for Arab light (1962-1981) and Brent (1982-2003) due 
to lack o f consistent data for the whole period. The reason for the choice o f Brent is due to its wide use 
as a reference crude oil in the global energy industry while Arab light is the only available crude oil 
price series for 1962-1981
20 BP Statistical Review o f World Energy, June 2005 page 14.
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production that shows a steady rise in output despite the variations associated with 
industrial energy price especially for the period between 1974 and 1986. This is an 
indication that despite the variations observed in consumption, except for the sharp 
drop in 1976, industrial production maintained a steady growth amidst some 
variations as shown in Figure 1.7. One can easily deduce that the decline in industrial 
production in 1975, 1982, 1993 and 2001 is partly due to the increase in industrial 
energy prices during this period. Therefore, it can be argued based on economic 
theory that the observed industrial production trends do not totally conform to prior 
expectations throughout the sample period; implying a form of structural change or 
induced efficiency in the OECD industrial sector.
Many researchers have explored the reason (or trigger) for the observed price- 
induced efficiency achieved over time.21 For instance, Dargay (1990) argues that 
price increases of the early seventies have had a permanent effect on demand, so a 
return to lower prices will not restore the relationships prevailing before the price 
increase was recorded. Gately and Huntington (2002), using price decomposition 
methodology, 22 argues that demand has responded more to increases than to 
decreases in price for oil demand. Also using the price-asymmetry methodology, 
Hass and Schipper (1998) found significant evidence that technical efficiency is an 
important parameter for describing and forecasting energy demand.
Therefore, the importance of using a correct specification in an energy demand 
relationship cannot be overemphasised. This will aid the process of obtaining the 
appropriate energy demand elasticities, which are in turn important market 
parameters pointing to how easily a market can respond to disruptions; how energy 
prices and taxes may affect energy suppliers; consumers and government budgets; 
and how energy prices will change overtime. Given the importance of energy demand 
elasticities, one focus of this thesis will be to evaluate different methodologies in 
order to obtain a good model of OECD industrial energy demand and hence estimates 
of the income and price elasticities.
21 Section 1.4 provides a detailed review o f  relevant literature.
22 Refer to Chapter two for a discussion o f  price decomposition methodology.
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1.3 Consideration and Treatment of Technical Progress
There has been an on-going debate in the past four decades on the best way to 
account for technical change in energy demand modelling. To set the tone for this 
section, a brief discussion of technical progress23 will be undertaken. It is important, 
therefore, that the concept of technical progress in energy demand models is clearly 
defined and understood. As discussed previously, the derived nature of energy 
demand ties the consumption of energy to the capital stock. Therefore, the level of 
consumption depends on the given level of technology embodied in the capital stock. 
Meanwhile, the level of technology at any time is a combination of innovation, which 
is dependent on a combination of endogenous and exogenous factors.
Table 1.1 Underlying energy demand trends24
(Pure) Technical efficiency Consumer tastes Economic structure
Endogenous Exogenous Exogenous Exogenous
Walker and Will (1993) proposed that technical change is an improvement in 
energy efficiency which is induced by sustained price rises. Endogenous technical 
progress is price induced if the price rises results in a permanent shift of the demand 
curve to the left, but is distinct from the normal price effect represented by the price 
elasticity of demand. On the other hand, exogenous technical progress can result from 
a number of factors such as government legislation and policies such as the mandated 
energy efficiency standards and other related regulations for the protection of the 
environment. This effect also leads to a shift of the demand curve to the left. 
Arguably, understanding the nature of technical progress and its measurement is 
important in modelling industrial energy demand, because of the complex structure of 
industrial energy use.25
The most common procedure is to use a simple linear time trend as an 
approximation for technical progress. Beenstock and Willcocks (1981, 1983) used a 
linear time trend as a proxy for technical progress, suggesting that although not a 
satisfactory method, it is better than just ignoring the issue. Kouris (1983) argued 
against using a time trend to capture technical progress since to him it cannot
23 Refer to Section 1.4 for a detailed review.
24 Adapted from Hunt et al (2003b) page 141
25 IEA (2007). Tracking Industrial Energy Efficiency and C02 Emissions, page 33.
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adequately capture the impact of technical change. Further, he proposed that most 
technical change is induced by price changes rather than other exogenous factors, 
thereby inferring that technical progress cannot be separated from the long-run price 
elasticity.
This argument is not consistent with the argument proposed in Hunt et al (2003a). 
The authors proposed that technical progress can only be adequately captured by a 
stochastic trend, referred to as the Underlying Energy Demand Trend (UEDT). 
However, according to Hunt et al (2003a), the UEDT includes more than just 
exogenous technical progress; it also includes exogenous change caused by such 
things as habit persistence and changes in economic structure etc. This argument 
confirms the argument proposed by Welsch (1989) that it is not right to expect price 
changes to capture fully technical progress in energy demand; since Komis’s 
argument leads to negative technical change if energy prices decline. Recent work by 
Gately and Huntington (2002) has however, provided a more general form of the 
argument proposed in Kouris (1983), by decomposing the price variables into three 
distinct parts; namely price-maximum, price-recovery and price-cut.26 This 
commonly used methodology was initially proposed by Wolfram (1971) and later 
clarified by Houck (1977). In this approach, a segmentation procedure is used to 
separate the independent variable into increasing, recovery and decreasing segments, 
thereby allowing individual estimations of the impact of the variable when it is 
increasing, recovering or decreasing. This method implicitly combines the Kouris and 
Welsch arguments, since the process of price decomposition adequately addresses 
their respective concerns. More recent studies have attempted to combine asymmetric 
price responses and technical progress in energy demand models. Griffin and 
Schulman (2005) argues that price-asymmetry is only acting as a proxy for energy- 
saving technical change and shows that combining asymmetric price responses and 
energy-saving technical progress is not valid, that is, both models are not
26 A full description o f the decomposition method is provided in Chapters Two and Three; however, a 
simple representation is given below.
, = cumulative increases in log o f maximum historical prices;
a  max,!
Pent i ~ cumulative decreases in log o f prices;
Prec t ~ cumulative submaximum increases in log o f prices;
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complements. This argument was challenged by Huntington (2006), who argues that 
such a conclusion is invalid without proper statistical testing. There is therefore not a 
consensus on the use of a particular method to capture technical progress, though 
more recent work agrees that a general model capable of including price-induced 
effects and other exogenous factors will be suitable to account for technical progress 
in energy demand. Because of the above, the objective of this thesis is to get the true 
‘nature’ of industrial energy demand and to understand the nature and state of 
technical progress. In the next section, a review of relevant literature will be 
undertaken to provide a background to this thesis.
1.4 Literature Review
The research undertaken in this thesis is organised around three main chapters, 
therefore discussion of the specific literature will be done in the respective chapters to 
give emphasis to the issues and modelling framework. However, in order to set the 
tone for this thesis and give a good foundation for the research strategy, a review and 
critique of relevant literature covering the entire research work will be evaluated at 
this point. To achieve this objective, this review will be divided into two main 
categories; (a) studies on OECD industrial energy demand; and (b) studies that 
considered price-asymmetry and technical progress in modelling energy demand, to 
explore fully the literature in relation to the discussions in Section 1.3 above. There is 
some obvious overlap in studies using technical progress/asymmetries in OECD 
industrial energy demand. Every effort will be made to avoid repetition,
1.4.1 Previous Studies on OECD Industrial Energy Demand
As highlighted in the sections above, industrial energy demand is a derived 
demand. Therefore, the demand for energy is not for its own sake but for the services 
it can provide, in conjunction with energy conversion equipment. At the end user 
level, energy consumed in the industrial sector is not from a single fuel type but 
rather from a combination of several fuel types with several substitution possibilities. 
The sector therefore, embodies a multifaceted production process which is different 
from other sectors since industrial processes and technologies are not dependent on 
income, geography and consumer behaviour. However, some factors such as the 
capital stock of production equipments, scale of production, resource availability and
15
quality may explain difference in perceived energy efficiency noticed in the trend.27 
Thus, being able to understand the drivers of industrial energy consumption 
particularly in the OECD countries is important for policy decision making, 
especially given the importance of the global environmental agenda.
Most of the earlier studies of industrial energy demand followed the seminal work 
of Berndt and Wood (1975), concentrating on factor substitution and subsequently 
inter-fuel substitution models.28 More recently, as Table 1.2 illustrates, the majority 
of studies of industrial energy demand published since 1975 have used a single 
equation approach with a constant elasticity of demand (linear in logs) function. This 
procedure has become standard in energy demand estimation given its simplicity, 
straightforward interpretation, and limited data requirements and, as noted by Pesaran 
et al. (1998), it generally outperforms more complex specifications across a large 
variety of settings.
As far as is known, prior to this work, all previous studies of industrial energy 
demand assumed symmetric price elasticity. Consequently, all cited studies assume 
that the estimated constant elasticities are symmetric; however, they do differ in terms 
of the country or countries, data frequency and period, the dynamic specification, the 
econometric technique used and the allowance for technical progress (or the 
underlying energy demand trend). For example, Hunt and Lynk (1992) estimated a 
cointegrating error correction model (ECM) for the UK manufacturing sector with a 
deterministic trend using annual data from 1952 to 1988. Hunt et al (2003a) and 
Dimitropoulos et al (2005) used the structural time series model (STSM) to capture a 
non-linear underlying trend with an autoregressive dynamic lag (ARDL) model with 
UK quarterly and annual data respectively. Whereas Jones (1995 and 1996), 
estimated a dynamic linear—logit model using annual data but for the USA and the G- 
7 countries but still including a deterministic time trend. Liu (2004) used a partial 
adjustment model (PAM) with a generalised method of moments’ (GMM) estimator
27 See Figure 1.4 for the sectoral trend
28 However, due to the paucity o f data on other factors o f production, and the difficulty o f measuring 
the capital stock and the fact that the study is primarily interested in technical change which is difficult 
to incorporate in a inter-related factor demand model makes the inter-related factor models 
impracticable in achieving the objective o f this thesis. Therefore, the focus o f this thesis is restricted to 
evaluation and review o f single equation models
16
to investigate aggregate energy demand for a panel of OECD countries with an 
allowance for exogenous technical change via a deterministic trend. Chang and 
Martinez-Chombo (2003), on the other hand, used cointegrating error-correction 
model (ECM) with time varying parameters to estimate electricity demand in Mexico 
using annual data but made no allowance for exogenous energy-saving technical 
change — instead implicitly assuming all technical progress is induced through the 
price effects. Medlock III and Soligo (2001) utilised a log quadratic specification to 
estimate the relationship between energy and income for a panel of mixed OECD and 
non-OECD countries by allowing for non-constant income elasticity, thus treating 
income as exogenous. Kamerschen and Porter (2004) estimated an electricity 
demand relationship using an adjustment factor on USA energy prices to reflect 
consumer expectation of future prices. Casler (1997) and Dahl and Erdogan (2000) 
estimated factor substitution models for the USA and Turkey respectively. Not 
surprisingly therefore, as illustrated in Table 1.2, there is a fairly wide range of 
estimates with the long run price elasticity varying from -0.04 to -1.55 and the long 
run income elasticity varying from 0.01 to 3.88.
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1.4.2 Previous Studies - Price-Asymmetries and Technical Progress
Numerous attempts have been made to analyse the issue of modelling technical 
change in energy demand, so the literature looking for empirical evidence in support 
of price-asymmetry and technical change in energy demand is wide. The studies 
typically differ in one or more of the following aspects: the country/region under 
scrutiny; the time frequency and period of the data used; the dynamic model 
employed in the empirical investigation. Following the discussion in Section 1.3, it is 
dear that some form of technical progress has occurred over the years. This change 
may be due to changes in international energy prices and other factors within the 
economy such as changes in government policies and economic structure. Therefore, 
modelling energy demand in such a way as to account for technical change has 
become a prominent issue in energy demand research. A simple answer might be to 
include just a time trend as a proxy for technical progress but this may not 
necessarily be the solution to the problem. Therefore, many researchers recognise and 
agree the important role of technical progress in energy demand models is not easily 
achievable.
There is no agreement on how this effect should be incorporated when modelling 
energy demand. It can reasonably be argued that improvements in the economy takes 
place over time and not at a fixed rate; and this effect will be in response to some 
factors, which may range from energy price changes to changes in the structure of the 
economy or conscious government actions that may influence the use of energy 
consumption equipments. Other reasons may be general improvements in level of 
technology available through advances in research.
Jones (1994) employs 1960-90 energy data for seven OECD countries to study 
whether a time trend should or should not be included in an energy demand model. 
The author found out the inclusion of a time trend improves the model fit and gives a 
'much more credible long-run price elasticities' (page 245) with long-run price and 
income elasticities of -0.69 and 1.23 respectively. Also, Beenstock and Willcocks 
(1981, 1983), used a linear time trend as a proxy for technical progress and posit that 
though it is not a satisfactory method but it is better than just ignoring the issue.
29 Arguably this will only capture exogenous technical progress. The process is expected to disentangle 
exogenous effects from price and income effects.
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Whereas, Kouris (1983), argued against using a time trend to capture technical 
progress since it cannot fully capture the dynamic impact of technical change. 
Further, he posit that most technical change is induced by price changes rather than 
other exogenous factors, thereby implying that technical progress cannot be separated 
from long-run price elasticity. This argument is not consistent with the argument 
proposed in Hunt at al (2003a), who posit that technical progress can only be 
adequately captured by an underlying energy demand trend (UEDT), that includes the 
price induced technical change plus changes induced by other exogenous factors such 
as consumer tastes and habit persistence, changes in economic structure etc. This 
argument confirms the argument proposed by Welsch (1989) that it is not right to 
expect price changes to capture fully technical progress in energy demand; since 
Kouris’s argument leads to negative technical change if energy price declines.
Recent work by Gately and Huntington (2002) has however, provided a more 
general form of the argument proposed in Kouris (1983), by decomposing the price 
variables into three distinct parts; namely price-maximum, price-recovery and price- 
cut.30 The problem of different responses to price increases was considered in the 
agricultural economics literature by Wolframm (1971). The author gave attention to 
the methodological issues regarding the splitting procedure of the price variable. This 
is based on calculating first differences of series. However, because of an important 
cause of asset fixity, Traill et al (1978) and Vande-Kamp and Kaiser (1999), argue 
the source of asymmetry is a short run problem.31 Thus, in order, to display 
asymmetric short run but symmetric long run responses, an Almon lag could be 
applied to each price series.
Hass et al (1998) used 1970-95 data for residential oil and gas demand for 
selected OECD countries to explore the impact of volatile prices on oil demand. The 
authors posits that (i) on the choice of fuels, strong patterns of asymmetry exist; (ii) 
the maximum historical oil price is the dominating feature on residual oil demand; 
and (iii) volatile prices have a greater influence on energy demand than high but 
rather constant prices.
30 Refer to Chapter Three for details o f the decomposition method.
31 Arguably the GS approach as well as GH approaches misses an important point since price 
asymmetry can be imposed as a temporary rather than a permanent response (see for example Vande 
Kamp and Kaiser, 1999).
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The effect on energy and oil demand of changes in income and oil prices, for 96 
of the world's largest countries was studied by Gately and Huntington (2002). The 
authors used 1971-97 data to examine the asymmetric effects on demand of increases 
and decreases in oil prices; the asymmetric effects on demand of increases and 
decreases in income; and the different speeds of adjustment to changes in price and 
income. They used distributed lag model on the decomposed price and income series 
to get evidence of asymmetry and speed of adjustment to changes in price and 
income. However, Griffin and Schulman (2005) argue the price asymmetry model 
used by Gately and Huntington (2002) is only acting as a proxy for energy-saving 
technical change. The authors employ 1961-99 energy and oil demand data to explore 
the issue. Using a panel of 16 OECD countries, they inferred that symmetric price 
responses cannot be rejected after dearly controlling for energy-saving technical 
change.
Huntington (2006) faulted the inadequacy of the approach in Griffin and 
Schulman (2005). The author argues that adequate statistical tests were not conducted 
before reaching a conclusion in Griffin and Schulman (2005). He therefore performed 
an F-test of parameter restrictions on (a) the inclusion of asymmetry and (b) the 
inclusion of fixed time effects. He inferred the empirical test support the asymmetric 
specification without the inclusion of fixed time effects. However, an important 
reason for considering price asymmetries is that price-induced technical change may 
be important for many long-term problems. But an important limitation of symmetric 
model with fixed yearly effects is that the dummy variables may capture many factors 
that have nothing to do with price. This new function underpins the contribution of 
Hunt et al (2003a and 2003b), Hunt and Ninomiya (2005) and Dimitropoulos (2005). 
The authors argue that there are other factors, apart from the price and income effect, 
that have important influences on energy demand. For instance, a restructuring of the 
economy from energy intensive industries to service industries; concerns on the 
environment through carbon dioxide emissions and the resultant pressures on 
government for new regulations to combat and mitigate this effect; changes in 
consumer tastes; habit persistence; development of new energy efficiency standards. 
All of these factors will have a far-reaching effect on the demand for energy services.
21
Employing the structural time series model (STSM) approach suggested by 
Harvey (1997), and based on annual data for the UK from 1967-2002; Dimitropoulos 
et al (2005) reiterate the importance of using a stochastic rather than a linear 
deterministic trend when estimating energy demand models. Finally, Kamerschen and 
Porter (2004) estimate residential, industrial and total electricity demand by partial 
adjustment approach and simultaneous equation approach. They argued the latter 
approach fits better and suggest that residential customers are more price-sensitive 
than industrial customers.
Table 1.3 summarises the literature on technical progress and price asymmetry 
according to the following criteria: type of energy, country, model or technique used, 
treatment of technical change, data used and the estimated long-run elasticities. The 
majority of the studies surveyed have studied OECD and G7 countries, while the 
frequency of data is typically annual. The modelling technique employed is usually 
dynamic and non-linear through the autoregressive distributed lag model (ARDL), 
structural time series model (STSM), Koyck lag model and non-linear fixed-effect 
panel data model. Turning to the results, there is a wide range of inference that can be 
drawn from the variety of studies. Using data for OECD countries over the period 
1950 -  1978, Beenstock and Willcocks (1981) estimated long run income and price 
elasticities of 0.99 and -0.01 respectively. Dargay and Gately (1995), obtained similar 
long-run income estimates for non-transport oil demand in eleven OECD countries, 
with long-run income and price elasticities of 1.00 and -0.09 respectively.
When comparing the results from models employing the use of asymmetric price 
responses, it is clear that the long-run estimates for the price-max, price-rec and price- 
cut give very different results. This is probably due to the use of different data sets 
with different start dates that affect the associated decomposed price series. Long-run 
price elasticities therefore range from 0.11 to 3.51 while long-run elasticities of price- 
max range from -0.14 to -0.63. For instance while Dargay (1990) estimates the long- 
run income and price-max elasticities of 1.53 and -0.63 respectively; Dargay and 
Gately (1996) obtained long-run income and price-max elasticities of 0.34 and -0.18 
respectively. These results give an indication of the variety of inference that can be 
obtained with the use of the available methodologies.
22
1.4.3 Section Summary
This section has highlighted the relevant literature as a background for this 
thesis. In the recent past, there has been a considerable debate in the literature on 
issues of methodology in energy demand modelling. This debate stems from the 
reliance on the assumption of symmetry in energy demand models. Proponents of 
price asymmetry methodology argue that the inclusion of decomposed prices in the 
model is adequate to capture induced technical progress. On the other hand, other 
academics argue that even the inclusion of price asymmetry in a model of energy 
demand would not capture the effect of exogenous technical progress. There is no 
consensus on the best way to capture technical progress in energy demand models. 
Most of the models have used different data sets across different sectors to investigate 
energy demand, with conflicting inferences. This section therefore, brings these 
strands of literature together with the aim of disentangling the complex relationship 
between induced and exogenous technical progress.
As previously discussed, it is clear that there are wide varieties of methodologies 
that have been utilised in investigating energy demand relationships and there is no 
consensus on the best model that has wide application across different scope of 
analysis. However, it has been strongly argued by some energy economics 
researchers that when modelling energy demand and considering the impact of 
technical progress, it is important to start the evaluation from the most unrestricted 
specification with the most flexible exogenous trend before testing down to the final 
chosen preferred specification. This thesis will therefore, consider the use of several 
techniques and also set up a testing procedure to assess the usefulness of the 
techniques as well as consider whether the models are complements or substitutes 
based on the efficiency of the estimates and improvements achieved in the use of 
such methods. In the next section, broad questions will be specified to provide 
answers to this enquiry.
23
Ta
ble
 
1.3 
Se
lec
tio
n 
of 
pr
ev
io
us
 s
tu
die
s 
on 
As
ym
m
et
ry
/T
ec
hn
ica
l 
Pr
og
re
ss
Es
tim
at
ed
 
L
R
 
E
la
st
ic
iti
es
Pr
ice
 
= 
-0
.0
1 
In
co
m
e 
= 
0.
99
P+ 
= 
-0
.6
3 
P- 
= 
0.
00
 
P 
= 
-0
.5
7
In
co
m
e 
(S
ym
) 
= 
1.
03
 
In
co
m
e 
(A
sy
m
) 
= 
1.
53
Pr
ice
 
= 
-0
.33
 
to 
-0
.9
6 
In
co
m
e 
= 
0.7
0 
to 
1.
08
Pr
ice
 
= 
-0
.6
9 
In
co
m
e 
= 
1.
23
Pr
ice
 
= 
-0
.0
9 
Pr
ice
-m
ax
 
= 
-0
.1
4 
Pr
ice
-c
ut
 = 
-0
.0
1 
Pr
ice
-r
ec
 
= 
-0
.1
0 
In
co
m
e 
(S
ym
) 
=
1.
0 
In
co
m
e 
(A
sy
) 
= 
1.
09
Pr
ice
 
= 
-0
.1
2 
Pr
ice
-m
ax
 
= 
-0
.1
8 
P-
re
c=
P-
cu
t 
= 
-0
.0
4 
In
co
m
e 
(S
ym
) 
= 
0.
19
 
In
co
m
e 
(A
sy
m
) 
= 
0.
34
Da
ta 
us
ed
A
nn
ua
l
19
50
-1
97
8
A
nn
ua
l
19
60
-1
98
8
A
nn
ua
l
19
62
-1
98
8
A
nn
ua
l
19
60
-1
99
0
A
nn
ua
l
19
70
-1
99
1
A
nn
ua
l
19
62
-1
99
0
Tr
ea
tm
en
t 
of
 
te
ch
ni
ca
l 
ch
an
ge
D
et
er
m
in
ist
ic 
tr
en
d
A
sy
m
m
et
ri
c 
re
sp
on
se
 
for
 p
ri
ce
; 
de
te
rm
in
ist
ic 
tr
en
d
| !
A
sy
m
m
et
ri
c 
re
sp
on
se
 
for
 p
ri
ce
D
et
er
m
in
ist
ic 
tr
en
d
A
sy
m
m
et
ri
c 
re
sp
on
se
 
for
 p
ri
ce
A
sy
m
m
et
ri
c 
re
sp
on
se
 
for
 p
ri
ce
E
st
im
at
io
n
m
et
ho
d
Le
as
t-s
qu
ar
e
Le
as
t-s
qu
ar
e
Le
as
t-s
qu
ar
e
N
on
-li
ne
ar
le
as
t-s
qu
ar
e
N
on
-li
ne
ar
le
as
t-s
qu
ar
e
N
on
-li
ne
ar
le
as
t-s
qu
ar
e
Na
tu
re
 
of
 
sp
ec
ifi
ca
tio
n
EC
M
EC
M
D
ec
om
po
se
d
pr
ic
es
EC
M
D
ec
om
po
se
d
pr
ic
es
A
R
D
L
Ko
yc
k 
la
g
D
ec
om
po
se
d
pr
ic
es
Ko
yc
k 
la
g
D
ec
om
po
se
d
pr
ic
es
Fu
nc
tio
na
l
fo
rm
Lo
g-
lin
ea
r
Lo
g-
lin
ea
r
Lo
g-
lin
ea
r
L
og
-li
ne
ar
L
og
-li
ne
ar
L
og
-li
ne
ar
Ty
pe
 
of
 
m
od
el
Si
ng
le
eq
ua
tio
n
Si
ng
le
eq
ua
tio
n
Si
ng
le
eq
ua
tio
n
Si
ng
le
eq
ua
tio
n
Si
ng
le
eq
ua
tio
n
Si
ng
le
eq
ua
tio
n
C
ou
nt
ry
O
EC
D U
K
Fr
an
ce
, 
G
er
m
an
y,
 
an
d 
th
e 
U
K
G
-7
co
un
tr
ie
s
11 
O
EC
D
 
co
un
tr
ie
s
11
-r
eg
io
n 
O
EC
D
Ty
pe
s 
of
 
en
er
gy
A
gg
re
ga
te
en
er
gy
A
gg
re
ga
te
en
er
gy
Oi
l 
de
m
an
d 
fo
r 
ro
ad
 
tr
an
sp
or
t
A
gg
re
ga
te
en
er
gy
N
on
-tr
an
sp
or
t 
oil
 d
em
an
d
Tr
an
sp
or
ta
tio
n 
fu
el 
de
m
an
d
St
ud
y
Be
en
sto
ck
 
&
 
W
ill
co
ck
s 
(1
98
1)
Da
rg
ay
 
(1
99
0)
Da
rg
ay
 
(1
99
1)
Jo
ne
s(
19
94
)
Da
rg
ay
 
& 
G
at
el
y 
(1
99
5)
Da
rg
ay
 
& 
G
at
el
y 
(1
99
6)
rt
CM
Pr
ic
e(
m
ax
) 
= 
-0
.14
 
to 
- 
0.
85
Pr
ic
e(
re
c)
 = 
-1
.81
 
to
 
1.
37
Pr
ice
(c
ut
) 
= 
-0
.22
 
to 
- 
1.
44
In
co
m
e 
= 
0.1
1 
to 
3.
51
Pr
ice
 
= 
-0
.2
4 
In
co
m
e 
= 
0.
59
Pr
ice
 
= 
-0
.2
0 
In
co
m
e 
= 
0.
72
Pr
ice
 
=-
0.
08
 
&
-0
.1
2 
In
co
m
e 
= 
0.6
5 
& 
0.
57
 
(F
or
 
Ja
pa
n 
& 
U
K
 
re
sp
ec
tiv
el
y.
)
Pr
ice
 
= 
-0
.18
 
to
-0
.6
8 
In
co
m
e 
= 
0.7
2 
to 
1.
06
VI o
9  H
II 2
n 1•e °  
fL( Pr
ice
 
= 
-0
.1
6 
In
co
m
e 
= 
0.
70
A
nn
ua
l
19
70
-1
99
5
A
nn
ua
l
19
70
-1
99
3
A
nn
ua
l
19
71
-1
99
7
Q
ua
rt
er
ly
19
71
Q
1-
19
95
Q
4
Q
ua
rt
er
ly
19
72
Q
1-
19
95
Q
4
A
nn
ua
l
18
87
-2
00
1
A
nn
ua
l
19
61
-1
99
9
A
nn
ua
l
19
67
-1
99
9
D
et
er
m
in
is
tic
 
tre
nd
; 
A
sy
m
m
et
ri
c 
re
sp
on
se
s 
for
 
pr
ic
e
A
sy
m
m
et
ri
c 
re
sp
on
se
 
for
 p
ri
ce
A
sy
m
m
et
ri
c 
re
sp
on
se
 
for
 p
ri
ce
St
oc
ha
sti
c 
tr
en
d
St
oc
ha
sti
c 
tr
en
d
St
oc
ha
sti
c 
tr
en
d;
 
D
et
er
m
in
ist
ic 
tr
en
d
D
et
er
m
in
ist
ic
 
tr
en
d
St
oc
ha
sti
c 
tr
en
d
N
on
-li
ne
ar
le
as
t-s
qu
ar
e
L
ea
st
-s
qu
ar
e
N
on
-li
ne
ar
le
as
t-s
qu
ar
e
M
ax
im
um
lik
el
ih
oo
d
M
ax
im
um
lik
el
ih
oo
d
M
ax
im
um
lik
el
ih
oo
d
N
on
-li
ne
ar
le
as
t-s
qu
ar
e
M
ax
im
um
lik
el
ih
oo
d
A
R
D
L
D
ec
om
po
se
d
pr
ic
es
PA
M
D
ec
om
po
se
d
pr
ic
es
Ko
yc
k 
la
g
D
ec
om
po
se
d
pr
ic
es
A
R
D
L
A
R
D
L
A
R
D
L
Ko
yc
k 
la
g
D
ec
om
po
se
d
pr
ic
es
A
R
D
L
Lo
g-
lin
ea
r
L
og
-li
ne
ar
L
og
-li
ne
ar
Lo
g-
lin
ea
r
Lo
g-
lin
ea
r
Lo
g-
lin
ea
r
L
og
-li
ne
ar
L
og
-li
ne
ar
Si
ng
le
eq
ua
tio
n
Si
ng
le
eq
ua
tio
n
Si
ng
le
eq
ua
tio
n
Sy
ste
m 
of
 
eq
ua
tio
ns
Sy
ste
m 
of
 
eq
ua
tio
ns
Sy
ste
m 
of
 
eq
ua
tio
ns
Si
ng
le
eq
ua
tio
n
Sy
ste
m 
of
 
eq
ua
tio
ns
9 
O
EC
D
 
co
un
tr
ie
s
10 
O
EC
D
 
co
un
tr
ie
s
96 
O
E
C
D
/ 
no
n-
 
O
EC
D
 
co
un
tr
ie
s.
U
K
UK
 
&
 
Ja
pa
n
Ja
pa
n
16 
O
E
C
D
 
co
un
tr
ie
s.
U
K
R
es
id
en
tia
l 
na
tu
ra
l 
ga
s
R
es
id
en
tia
l
de
m
an
d,
A
gg
re
ga
te
en
er
gy
A
gg
re
ga
te
en
er
gy
A
gg
re
ga
te
en
er
gy
Tr
an
sp
or
t 
oi
l 
de
m
an
d
A
gg
re
ga
te
en
er
gy
A
gg
re
ga
te
en
er
gy
A
gg
re
ga
te
en
er
gy
H
as
s, 
Z
oc
hl
in
g 
& 
Sc
hi
pp
er
 
(1
99
8)
Ha
as
 & 
Sc
hi
pp
er
 
(1
99
8)
Ga
tel
y 
&
 
H
un
tin
gt
on
 
(2
00
2)
Hu
nt
 e
t 
al
 
(2
00
3a
)
Hu
nt
 e
t 
al
 
(2
00
3b
)
H
un
t&
N
in
om
iy
a 
(2
00
5)
Gr
iff
in
 
&
 
Sc
hu
lm
an
 
(2
00
5)
D
im
itr
op
ou
lo
s 
et
 
al 
(2
00
5)
N
ot
es
(i) 
ST
SM
 
= 
str
uc
tu
ra
l 
tim
e 
ser
ies
 m
od
el;
 A
RD
L 
= 
aut
o 
re
gr
es
siv
e 
dis
tri
bu
ted
 
lag
;
(ii)
 
So
me
 o
f 
the
 
stu
die
s 
als
o 
inc
lud
e 
es
tim
at
es
 f
or 
oth
er 
se
cto
rs
, 
bu
t 
are
 
est
im
ate
d 
sep
ar
ate
ly 
so 
no
t 
inc
lud
ed
 h
er
e.
1.5 Research Questions
Given the aims above, this research will seek to answer the following broad research 
questions:
1. What is the ‘appropriate’ way to incorporate technical progress in a model 
of OECD industrial energy demand?
2. Given the answer to question 1, what are the ‘best’ estimates for price and 
income elasticities of OECD industrial energy demand?
These research questions will be answered in Chapters Three, Four and Five using 
different methodologies while bringing out the main benefit of each of the techniques. 
All these chapters will be summarised in Chapter Six where the methodologies will 
be analysed to reach a conclusion for the thesis.
1.6 Thesis Outline
This thesis is organised around three main chapters to answer the research 
questions therefore, all the methodologies will be discussed in the respective chapters. 
The chapters are organised as highlighted below;
Chapter 2: Presents the data sets used in the thesis and examines energy
intensities in the OECD industrial sector.
Chapter 3: Presents panel data analyses, incorporating price asymmetries and
energy-saving technical change.
Chapter 4: Discusses and evaluates industrial energy demand using three
methodologies; static, partial adjustment mechanism (PAM) and 
autoregressive distributed lag (ARDL) methodologies. Using ‘general 
to specific’ approach, these models are tested to try to discover 
whether the UEDT and asymmetric approaches are substitutes or 
complements when used to model OECD industrial energy demand.
Chapter 5: Evaluates the Underlying Energy Demand Trends (UEDT) in OECD
industrial sector.
Chapter 6 : Summary, conclusion and future research.
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C hapter Tw o
2.1 Introduction
The objective of this chapter is to describe the data used in this thesis and to 
examine the sources and rationale for using the different sets of data. The main source 
of data in this thesis is from the International Energy Agency (IEA), therefore this 
and other sources of data are detailed in Section 2.2, as well as a discussion of the 
rationale and setting up of the data and the variables. This is followed in Section 2.3 
by a description of the data and a brief discussion of the trends of the variables: 
energy consumption, the real energy price and economic activity (industrial output). 
Section 2.4 explores the energy intensities of the countries analysed in the thesis. The 
final section presents a summary.
2.2 The Sources of Data Sets
The research undertaken for this thesis uses four constructed data sets that have 
been named ‘Data Set 15A’, ‘Data Set 15B’, ‘Data Set 20A5 and ‘Data Set 20B.’ A 
brief description of data sets is given below.
2,2.1 Data Set 15A32
Data Set 15A covers the period 1962 to 2003 for 15 OECD countries: Austria, 
Belgium, Canada, France, Greece, Italy, Japan, the Netherlands, Norway, Portugal, 
Spain, Sweden, Switzerland, the United Kingdom (UK) and the United States of 
America (USA). This gives the longest and most consistent time series data set 
available for OECD aggregate industrial energy for countries listed above. The data 
set includes three series for each country, that is, industrial energy consumption, the 
index of industrial output and an index of industrial real energy prices, which is
• , 33further decomposed as discussed in detail below:
Data Analysis and Energy Intensities
32 This data set maximises the time series observations.
33 To be precise the natural logarithm o f  the real energy price is decomposed.
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(i) Aggregate industrial energy consumption (E) data are taken from the Energy 
Balances of OECD countries available at www.iea.org. (IEA 2005), in millions 
tonnes of oil equivalent (mtoe) . 34
(ii) Industrial economic activity (Y) data describes the industrial production index 
at 2000 prices (2000 = 100). The main source of these series is the OECD publication 
‘Indicators of Industrial Activity’, 2005 available at www.iea.org. Industrial 
production refers to the goods produced by establishments engaged in mining 
(including oil extraction), manufacturing, and production of electricity, gas and water. 
These are categories C, D and E of ISIC Rev. 3.35
(iii) The aggregate real energy prices (P) indices in 2000 prices are available from 
the International Energy Agency (IEA) database Energy Statistics of OECD 
Countries. The index of industrial real energy price (2000=100) is only available 
from the IEA for the period 1978 -  2003. So this is spliced with an index for each 
country drawn from data in Baade (1981) calculated from different fuel price indices: 
36 the real industrial gas price, the real industrial coal price, and the real industrial 
electricity price weighted by their fuel consumption shares. This produces industrial 
real aggregate energy price indices for each country in 1972 prices (1972 = 100) over 
the period 1962 to 1980. The two series (1962 -  1980; 1972=100) and (1978 -  2003; 
2000=100) are subsequently spliced using the ratio from the overlap year 1978 to get 
the series for the whole period 1962 to 2003 at 2000 prices (2000=100),
Following the procedure adopted in energy demand literature by a number of 
authors,37 the natural logarithm of the index of the price series is decomposed into 
three components. These are cumulative sum of change in maximum logarithm of 
prices (price-maximum or price-max); cumulative sum of sub-maximum increases in 
the logarithm of prices (price-recovery or price-rec); and cumulative sum of decreases
34 Aggregate industrial energy consumption consists o f  different types o f fuel usually with different 
measurement units; therefore, the original units were converted to a single measurement unit (mtoe).
35 Details o f the International Standard Industrial Classification (ISIC) available at
http ://unstals. un.org
36 This source was used in a similar way by Prosser (1985) to calculate real price indices for the whole 
economy.
37 Please refer to Chapter One for a detailed discussion on the evolution and application o f price- 
asymmetry methodology in energy demand literature and elsewhere.
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ill logarithm of prices (price-cut). The addition of the three decomposed price series 
and the logarithm of price in starting year equal the price for the year such that:
P t  = P \  +  / W  +  P  cut J +  P  recj
where p x — log of price in starting year t=l
Pwmj ~ cumulative increases in log of maximum historical prices;
monotonically non-decreasing: p maK, > 0
Pan,i = cumulative decreases in log of prices;
monotonically non-increasing: p cut, < 0
Prec,i ~ cumulative sub-maximum increases in log of prices;
monotonically non-decreasing: p rec l > 0
(iv) Industrial energy intensity is a measure of industrial energy consumption per 
unit of industrial output. These are available from the International Energy Agency 
(IEA) database Energy Balances of OECD Countries, and are calculated as E/Y
2.2.2 Data Set 15B
In using the price asymmetry methodology, a number of authors have criticised 
its dependence on the starting point of the data. Given the spliced price data and in 
order to test the validity of this claim, a shorter (time) version of data set 15A is 
hereby developed. Therefore, Data Set 15B covers a shorter time period from 1978 to 
2003 for 15 OECD countries defined in previous section.38 However, since this data 
set is nested in data set 15A, no further description will be made again to avoid 
repetition.
2.2.3 Data Set 20A
Following the approach adopted in Data Set 15B above, an attempt is made to 
include as many countries as possible in modelling OECD industrial energy demand. 
The data set therefore consists of the full Data Set 15A (1962 -  2003) plus an 
additional data for five extra countries (1978 -  2003). These extra countries are 
Australia, Denmark, Finland, Ireland and Luxembourg. Therefore, this data set 
maximises the countries available for the estimation exercise using unbalanced panel 
data modelling framework. Since a part of this data set is nested in Data Set 15A and
38 Given that the starting point o f the data has changed, the decomposed prices, Prnax, Prec and Pcut, 
were recalculated accordingly.
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in order to avoid repetition, only the data for the extra five countries that have not 
been previously discussed, especially the (new) decomposed price39 data will be 
discussed.
2.2.4 Data Set 20B
Similar to the objective of using Data Set 15B, this data set consists of Data Set 
15B plus additional five countries discussed in Data Set 20A above. Therefore, this 
data set is for 20 countries over the period 1978 -  2003. Since this data set is nested 
in Data Sets 15B and 20A, no further description will be made again to avoid 
repetition.
2.3 Description of the Data
Descriptive statistics for the variables used in this thesis are discussed in Sections 
2.3.1, 2,3.2, 2.3.3 and 2.3.4. These variables are industrial energy consumption, 
industrial output and industrial energy prices - which is decomposed into price- 
maximum, price-recovery and price-cut. The variables are expressed in logarithms40 
to account for cross-country variations over time and to adhere to assumptions of the 
classical linear regression model41
A notable feature of these statistics is the standard deviation figures, which 
indicate that data are clustered closely around the mean. Also, as expected, 42 the 
mean and maximum value of the price-cut variable for all the data sets is negative and 
zero respectively.
2.3.1 Data Set 15A
As shown in Table 2.1 the mean of the logarithm of price, price-max, price-rec 
and price-cut are 1.95, 0.11, 0.22 and -0.30 respectively; while the standard deviation 
from the mean are 0.12, 0.13, 0.17 and 0.18 respectively. The mean and standard
39 The price decomposition procedure is dependent on the starting point o f the data series; therefore the 
process is repeated starting from 1978.
40 Logarithms convert changes invariably to percentages. It is arguably easier to compare energy 
consumption, industrial output and energy prices across countries and over time when they are 
expressed in percentage terms.
41 For detailed explanation please refer to Greene (2003) pages 41-61.
42 The procedure for decomposition ensures that the value o f price-cut variable will always be 
equal/less than zero.
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deviation of income is 1.80 and 0.17 respectively, while the mean and standard 
deviation of energy consumption is 4.27 and 0.59 respectively.
Table 2.1 Descriptive Statistics -  Data Set 15A
E Y P P-max P-cut P-ree
Mean 4.27 1.80 1.95 0 . 1 1 -0,30 0 .2 2
Median 4.24 1.84 1.97 0.06 -0.31 0 .2 1
Maximum 5.64 2 .0 2 2 .2 0 0.47 0 .0 0 0.73
Minimum 2.87 1.26 1.54 0 .0 0 -0.76 0 .0 0
Std. Dev. 0.59 0.17 0 . 1 2 0.13 0.18 0.17
where;53
E = Logarithm of industrial energy consumption 
Y  = Logarithm of OECD industrial output index 
P = Logarithm of OECD industrial energy price index 
P-max= Cumulative sum of change in maximum of log of price 
P-rec = Cumulative sum of sub-maximum increases in log of prices 
P-cut = Cumulative sum of decreases in log of price
2.3.2 Data Set 15B
The mean of the price, price-max, price-rec and price-cut are 1.99, 0.16, 0.05 and - 
0.14 respectively; while the standard deviations from the mean are 0,07, 0.07, 0.07 
and 0.10 respectively. The mean and standard deviation of the income is 1.90 and 
0.08 respectively, while the mean and standard deviation of energy consumption is 
4.32 and 0.56 respectively.
Table 2.2 Descriptive Statistics -  Data Set 15B
E Y P P-max P-cut P-rec
Mean 4.32 1.90 1.99 0.16 -0.14 0.05
Median 4.27 1.91 1.99 0.16 -0.14 0.03
Maximum 5.64 2 .0 2 2 .2 0 0.34 0 .0 0 0.29
Minimum 3.54 1.65 1.78 0 .0 0 -0.29 0 .0 0
Std. Dev. 0.56 0.08 0.07 0.07 0 .1 0 0.07
43 This note also applies to Tables 2.2, 2.3 and 2.4
—
2.3.3 Data Set 20A
The mean of the price, price-max, price-rec and price-cut are 1.95, 0.12, 0.18, and 
-0.26 respectively; while the standard deviations from the mean are 0 .1 1 , 0 .1 2 , 0.16 
and 0.18 respectively. The mean and standard deviation of the income variable is 1.80 
and 0.17 respectively, while the mean and standard deviation of energy consumption 
is 4.16 and 0.62 respectively.
Table 2.3 Descriptive Statistics -  Data Set 20A
E Y P P-rnax P-cut P-rec
Mean 4.16 1.80 1.95 0 . 1 2 -0.26 0.18
Median 4.12 1.84 1.98 0.09 -0.25 0.16
Maximum 5.64 2.09 2 .2 0 0.48 0 .0 0 0.72
Minimum 2.87 1.23 1.54 0 .0 0 -0.75 0 .0 0
Std. Dev. 0.62 0.17 0 . 1 1 0 . 1 2 0.18 0.16
2.3.4 Data Set 20B
The mean of the price, price-max, price-rec and price-cut are 1.99, 0.15, 0.06, and 
-0.14 respectively; while the standard deviations from the mean are 0.08, 0.07, 0.07 
and 0.10 respectively. The mean and standard deviation of the income variable is 1.88 
and 0.13 respectively, while the mean and standard deviation of energy consumption 
is 4.14 and 0.61 respectively.
Table 2.4 Descriptive Statistics -  Data Set 20B
E Y P P-max P-cut P-rec
Mean 4.14 1 .8 8 1.99 0.15 -0.14 0.06
Median 4.11 1.90 1.99 0.16 -0.15 0.03
Maximum 5.64 2.09 2 .2 0 0.34 0 .0 0 0.36
Minimum 2.94 1.23 1.72 0 .0 0 -0.37 0 .0 0
Std. Dev. 0.61 0.13 0.08 0.07 0 .1 0 0.07
A closer look at the data sets shows that a lot of similarity and consistency in the 
summary statistics of Data Set 15A and Data Set 20A, which is obviously due to the 
composition of the two data sets and consistent with prior expectations. In the same 
vein, the descriptive statistics from Data Set 15B and Data Set 20B is also similar. 
However, these are slightly different from the other data sets. Standard deviation
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from the mean for the variables is lower than those obtained from the other data sets. 
This is indicative of stability of the data set during the period under review, which is 
true considering the relative stability in energy prices from 1978 to 2003.44 A more 
detailed discussion of the three data sets based on individual countries will be made 
in the following sections.
2.3.1.1 Austria
Industrial energy consumption for Austria generally increased from 1962 through 
to 2003, with major decreases noticeable in 1981 amidst other minor fluctuations 
during the period. Turning to the price series, price-max was flat from 1962 through 
to 1974 and stable at the new level through to 1981 before rising to a new level in 
1982 through to 2003. Price-rec data was flat from 1962 through to 1973 and 
generally increased from 1974 through to 2003. As expected, the price-cut data 
generally decreased from 1962 through to 2003. Conversely, the index of industrial 
energy prices was relatively flat, but with minor fluctuations across the period. Lastly, 
the index of industrial production generally increased from 1962 through to 2003.
44 This will become clearer in the trend analysis of individual country data sets below.
—
Austria - Industrial production
(1962-2003)
Year
Industrial energy intensity rose briefly between 1962 and 1964, but then generally 
declined through to 2003 amidst several minor variations some of which are 
noticeable in 1972, 1982 and 1997.
34
Austria - Industrial energy intensity
(1962-2003)
Year
As discussed in section 2.2.2 above, the price decomposition methodology is highly 
dependent on the starting point of the data. Hence, for Data Sets 15B and 20B, the 
new decomposed price series will be discussed. Price-max increased marginally from 
1979 through to 1981, before rising to a new level in 1982 through to 2003. Price-rec 
data was flat from 1978 through to 1984 and generally increased from 1985 through 
to 2003. As expected, the price-cut data was flat from 1978 through to 1982 and 
generally decreased from 1983 through to 2003.
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2.3.1.2 Belgium
Industrial energy consumption for Belgium, generally increased from 1962 
through to 2003, especially rapid increases from 1962 to 1973. Major decreases are 
noticeable in 1976 and 1981 amidst several fluctuations during the period.
Belgium - Industrial energy consumption 
(1962-2003)
Year
Belgium - Industrial production
Year
Turning to the price series, price-max was flat from 1962 through to 1974, stable at 
the new level through to 1979 before rising to a new level in 1982 through to 2003. 
Price-rec data was flat from 1962 through to 1969 and generally increased from 1970 
through to 2003. As expected, the price-cut data generally decreased from 1962 
through to 2003. Conversely, the index of industrial energy prices was relatively flat, 
but with several minor fluctuations across the period. Lastly, the index of industrial
36
production generally increased from 1962 through to 2003, but with sharp declines in 
1975 and 1993.
Industrial energy intensity rose between 1962 and 1973, but then declined through to 
1990 amidst other variations, which are noticeable in 1994 and 2001.
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Belgium - Industrial energy intensity 
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For the shorter data sets, price-max increased marginally from 1979 through to 
1981, before rising to a new level in 1982, which generally increased thereafter 
through to 2003. Price-rec data was flat from 1978 through to 1988 and generally 
increased from 1989 through to 2003. As expected, the price-cut data was flat from 
1978 through to 1984 and generally decreased from 1985 through to 2003.
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Belgium - Industrial energy price (1978-2003)
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2.3.1.3 Canada
Industrial energy consumption for Canada generally increased from 1962 through 
to 2003, especially rapid increases from 1962 to 1974. Major decreases are noticeable 
in 1975 and 1981 amidst other fluctuations in the data.
C an ad a  - Industrial en erg y  c o n su m p tio n  
(1962-2003)
Year
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Canada - Industrial production 
(1962-2003)
Year
Turning to the price series, price-max was flat from 1963 through to 1975 and stable 
at the new level through to 1981 before rising to a new level in 1982 through to 2003. 
Price-rec data was flat from 1962 through to 1969 and generally increased from 1970 
through to 2003. As expected, the price-cut data generally decreased from 1964 
through to 2003. Conversely, the index of industrial energy prices was relatively flat, 
but with major upswing in 1976 and 2002 amidst other minor fluctuations across the 
period. Lastly, the index of industrial production generally increased from 1962 
through to 2003 with several minor fluctuations across the period.
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Industrial energy intensity declined steadily between 1962 and 1969, but then varied 
widely between 1970 and 1980 before showing trends of continuous decline from 
1981 through to 2003 amid other minor variations which are noticeable in 1987, 1996 
and 2003.
Canada - Industrial energy intensity 
(1962-2003)
Year
For the shorter data sets, that is, Data Sets 15B and 20B, price-max was flat from 
1978 through to 1980 and increased thereafter from 1981 through to 2003. Price-rec 
data was flat from 1978 through to 1980 and generally increased from 1981 through 
to 2003. As expected, the price-cut data generally decreased from 1979 through to
2003.
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2.3.1.4 France
Industrial energy consumption for France generally increased from 1962 through 
to 2003, especially rapid increases from 1962 to 1970. Major decreases are noticeable 
in 1975 and 1982 amidst other fluctuations in the data.
France - Industrial energy consumption 
(1962-2003)
Year
France - Industrial production 
(1962-2003)
Year
Turning to the price series, price-max was flat from 1962 through to 1974 and 
stable at the new level through to 1979 before rising to a new level in 1980 through to 
2003. Price-rec data was flat from 1962 through to 1969 and generally increased from 
1970 through to 2003. As expected, the price-cut data generally decreased from 1963 
through to 2003. Conversely, the index of industrial energy prices was relatively flat, 
but with major upswing in 1975 amidst other minor fluctuations across the period.
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Lastly, the index of industrial production generally increased from 1962 through to 
2003 with sharp decline in 1975 and 1993 amidst other minor fluctuations across the 
period.
Industrial energy intensity rose steadily between 1962 and 1970, but declined from 
1971 through 2003 amidst other minor variations which are noticeable in 1979, 1992 
and 1996. It appears the country is energy intensive during the period 1962 through to 
1970, as consumption increased rapidly while output levels increased at a slower rate.
France - Industrial energy intensity 
(1962-2003)
Year
Price-max in the shorter data sets generally increased from 1978 through to 2003. 
Price-rec data was flat from 1978 through to 1989 and generally increased from 1990
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through to 2003. As expected, the price-cut data was flat from 1978 through to 1983 
and generally decreased from 1984 through to 2003.
2.3.1.5 Greece
Industrial energy consumption for Greece generally increased from 1962 through 
to 2003, especially rapid increases from 1962 to 1980. Major decreases are noticeable 
in 1966 and 1970 amidst other fluctuations in the data.
Greece - Industrial energy consumption 
(1962-2003)
Year
Turning to the price series, price-max was flat from 1962 through to 1969 and 
stable at the new level through to 1970 before rising to a new level in 1980 through to
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2003. Price-rec data generally increased from 1964 through to 2003 and as expected, 
the price-cut data generally decreased from 1963 through to 2003. Conversely, the 
index of industrial energy prices was relatively flat, but with major upswings in 1976 
and 1980 amidst other fluctuations across the period. Lastly, the index of industrial 
production generally increased from 1962 through to 2003 with minor fluctuations 
across the period.
Greece - Industrial production 
(1962-2003)
Year
Industrial energy intensity rose briefly between 1963 and 1966, but then varied 
widely between 1967 through to 2003 with major fluctuations noticeable in 1972, 
1984, 1990 and 1996.
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For the shorter data sets, that is, Data Sets 15B and 20B, price-max generally 
increased from 1978 through to 2003. Price-rec data was flat from 1978 through to 
1983 and generally increased from 1984 through to 2003. Price-cut data was flat from 
1978 through to 1982 and, as expected, it generally decreased from 1983 through to 
2003.
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2.3.1.6 Italy
Industrial energy consumption for Italy generally increased from 1962 through to 
2003, especially rapid increases from 1962 to 1974. Major decreases are noticeable in 
1975 and 1982 amidst other fluctuations in the data.
Italy - Industrial energy consumption 
(1962-2003)
Year
Italy - Industrial production 
(1962-2003)
Year
Turning to the price series, price-max was flat from 1962 through to 1979, and 
generally increased from 1980 through to 2003. Price-rec data was flat from 1962 
through to 1965 and generally increased from 1966 through to 2003. As expected, the 
price-cut data generally decreased from 1962 through to 2003. Conversely, the index 
of industrial energy prices was relatively flat, but with major upswings in 1975, 1980 
and 1990 amidst other minor fluctuations across the period. Lastly, the index of
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industrial production generally increased from 1962 through to 2003 with a sharp 
decline in 1975 amidst other minor fluctuations across the period.
between 1973 through 2003 amidst other fluctuations in 1979, 1987, 1999 and 2003.
Italy - Industrial intensity 
(1962-2003)
Year
For the shorter data sets, that is, Data Sets 15B and 20B, price-max generally 
increased from 1978 through to 2003. Price-rec data was flat from 1978 through to 
1988 and generally increased from 1989 through to 2003. Price-cut data was flat from 
1978 through to 1984 and as expected it generally decreased from 1985 through to 
2003.
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Italy - Industrial energy price (1978-2003)
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2.3.1.7 Japan
Industrial energy consumption for Japan generally increased from 1962 through 
to 2003, especially rapid increases from 1962 to 1973. Major decreases are noticeable 
in 1975 and 1980 amidst other fluctuations in the data.
5.30
Japan - Industrial energy consumption 
(1962-2003)
I I I I I I I I » T'l " III!
faC+ /d>ch' r>A fa°> faQP SF SF fa^J fa<50-
Year
Turning to the price series; price-max was flat from 1962 through to 1976, stable 
at the new level through to 1979 before rising to a new level in 1980 through to 2003. 
Price-rec data generally increased from 1965 through to 2003, and as expected, the 
price-cut data generally decreased from 1962 through to 2003. Conversely, the index 
of industrial energy prices was relatively flat, but with major upswings in 1974 and
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1980 amidst other minor fluctuations across the period. Lastly, the index of industrial 
production generally increased from 1962 through to 2003 with a sharp decline in 
1974 and 1980 amidst other minor fluctuations across the period.
Japan - Industrial production 
(1962-2003)
Year
Industrial energy intensity rose briefly between 1962 and 1966, but then declined 
between 1967 through 2003 amidst other fluctuations in 1979, 1994, 1999 and 2002.
49
J a p a n  - Industrial energy intensity
(1962-2003)
Year
For the shorter data sets, that is, Data Sets 15B and 20B, price-max generally 
increased from 1978 through to 2003. Price-rec data was flat from 1978 through to 
1989 and generally increased from 1990 through to 2003. Price-cut data was flat from 
1978 through to 1982 and as expected it generally decreased from 1983 through to
2003.
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2.3.1.8 Netherlands
Industrial energy consumption for Netherlands generally increased from 1962 
through to 2003, especially with rapid increases from 1962 to 1974. Major decreases 
are noticeable in 1975 and 1980 amidst other fluctuations in the data.
Netherlands - Ind. energy consumption 
(1962-2003)
Year
Netherlands - Industrial production 
(1962-2003)
Year
Turning to the price series; price-max was flat from 1962 through to 1964, and 
generally increased from 1965 through to 2003. Price-rec data generally increased 
from 1965 through to 2003, and as expected, the price-cut data generally decreased 
from 1962 through to 2003. Conversely, the index of industrial energy prices was 
relatively flat, but with major upswings in 1975 and 1980 amidst other minor 
fluctuations across the period. Lastly, the index of industrial production generally
51
increased from 1962 through to 2003 with a decline in 1975 amidst other minor 
fluctuations across the period.
Industrial energy intensity rose briefly between 1962 and 1973, but then varied 
widely between 1967 and 1979 before showing a downward trend from 1980 through 
2003 amidst several fluctuations noticeable in 1987, 1991, 1997, 2000 and 2003.
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Netherlands - Ind. energy intensity 
(1962-2003)
Year
For the shorter data sets, price-max generally increased from 1978 through to 2003. 
Price-rec data was flat from 1978 through to 1983 and generally increased from 1984 
through to 2003. Price-cut data was flat from 1978 through to 1982 and as expected it 
generally decreased from 1983 through to 2003.
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2.3.1.9 Norway
Industrial energy consumption for Norway generally increased from 1962 through 
to 2003, especially rapid increases from 1962 to 1970. Major decreases are noticeable 
in 1986 and 1991 amidst other fluctuations in the data.
Norway - Industrial energy consumption 
(1962-2003)
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Year
Turning to the price series; price-max was flat from 1962 through to 1966, and 
generally increased from 1967 through to 2003. Price-rec data was flat from 1962 
through to 1964 and generally increased from 1965 through to 2003. As expected, the 
price-cut data generally decreased from 1962 through to 2003. Conversely, the index
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of industrial energy prices was relatively flat, but with major upswings in 1980 and 
1981 amidst other minor fluctuations across the period. Lastly, the index of industrial 
production generally increased from 1962 through to 2003 with minor fluctuations 
across the period.
Norway - Industrial production
Year
Industrial energy intensity rose briefly between 1962 and 1968, but then declined 
between 1969 through 2003 amidst other fluctuations noticeable across the period.
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N o r w a y  - Industrial energy intensity
(1962-2003)
•c| £> 
■g i
*. +■* 
© E
J &£ Er
■ n  «C ert v 60
I
Year
For the shorter data sets, that is, Data Sets 15B and 20B, price-max generally 
increased from 1978 through to 2003. Price-rec data was flat from 1978 through to 
1987 and generally increased from 1988 through to 2003. Price-cut data was flat from 
1978 through to 1985 and as expected it generally decreased from 1986 through to 
2003.
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2.3.1.10 Portugal
Industrial energy consumption for Portugal generally increased from 1962 
through to 2003, with rapid increases from 1962 to 1974. Minor decreases are 
noticeable in 1983 and 2001 amidst other fluctuations during the period.
Portugal - Industrial energy consumption
Year
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Portugal - Industrial production
Year
Turning to the price series; price-max was flat from 1962 through to 1980, and 
generally increased from 1981 through to 2003. Price-rec data was flat from 1962 
through to 1964 and generally increased from 1965 through to 2003. As expected, the 
price-cut data generally decreased from 1962 through to 2003. Conversely, the index 
of industrial energy prices was relatively flat with a major increase in 1978 and other
56
fluctuations across the period. Lastly, the index of industrial production also
increased generally from 1962 through to 2003.
Industrial energy intensity rose briefly between 1962 and 1965, but then fluctuated 
widely between 1966 and 2003.
Portugal - Industrial energy intensity 
(1962-2003)
Year
For the shorter data sets, that is, Data Sets 15B and 20B, price-max generally 
increased 1978 through to 2003. Price-rec data was flat from 1978 through to 1990 
and generally increased from 1991 through to 2003. Price-cut data was flat from 1978 
through to 1985 and as expected it generally decreased from 1986 through to 2003.
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2.3.1.11 Spain
Industrial energy consumption for Spain generally increased from 1962 through 
to 2003, especially with rapid increases from 1962 to 1978. Minor decreases are 
noticeable in 1982 and 1993 amidst other fluctuations during the period.
Spain - Industrial energy consumption 
(1962-2003)
fiSJ Vs' /A (A qfo cO'' go r&2 pN
4? &  &  &  &  &  ^  ^
Year
Turning to the price series; price-max generally increased from 1962 through to 
2003. Price-rec data was flat from 1962 through to 1966 and generally increased from 
1967 through to 2003. As expected, the price-cut data generally decreased from 1962 
through to 2003. Conversely, the index of industrial energy prices was relatively flat,
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but with several fluctuations across the period. Lastly, the index of industrial
production generally increased from 1962 through to 2003.
Spain - Industrial production
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Spain - Industrial energy prices (1962-2003)
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Industrial energy intensity fluctuated widely from 1962 through to 2003, especially 
with major fluctuation which are noticeable in 1973, 1985, 1991, 1995 and 2001.
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Spain - Industrial energy intensity 
(1962-2003)
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For the shorter data sets, that is, Data Sets 15B and 20B, price-max was flat from 
1978 through to 1979 and generally increased 1978 through to 2003. Price-rec data 
was flat from 1978 through to 1979 and generally increased from 1980 through to 
2003. As expected, price-cut data generally decreased from 1978 through to 2003.
2.3.1.12 Sweden
Industrial energy consumption for Sweden generally increased from 1962 through 
to 2003, especially with rapid increases from 1962 to 1973. However, major 
decreases are noticeable in 1977 and 1982 amidst other fluctuations during the period.
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Sweden - Industrial energy consumption
Year
Turning to the price series; prices declined steadily from 1962 through to 2003, 
and never rose above the 1962 price level, hence price-max is zero for the entire 
period. Price-rec was flat from 1962 through to 1972 and generally increased from 
1973 through to 2003. As expected, the price-cut series generally decreased from 
1962 through to 2003. Conversely, the index of industrial energy prices was relatively 
flat, but with minor fluctuations across the period. Lastly, the index of industrial 
production generally increased from 1962 through to 2003.
Sweden - Industrial production
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Industrial energy intensity generally declined from 1962 through to 2003, amidst 
other fluctuations which are most noticeable in 1967, 1970, 1974 and 1990.
Sweden - Industrial energy intensity 
(1962-2003)
•c
1 P
© .a
£ fcJZ P®
•C ce t vCl.2
Year
For the shorter data sets, that is, Data Sets 15B and 20B, price-max increased from 
1978 through to 1981 and generally remained flat thereafter through to 2003. Price- 
rec data was flat from 1978 through to 1983 and generally increased from 1984 
through to 2003. Price-cut data was flat from 1978 through to 1981 and as expected it 
generally decreased from 1982 through to 2003.
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2.3.1.13 Switzerland
Industrial energy consumption for Switzerland fluctuated widely from 1962 
through to 2003. Consumption generally increased from 1962 through to 1970. Major 
decreases are noticeable in 1975, 1982 and 1987 amidst other fluctuations during the 
period.
Switzerland - Industrial energy consumption 
(1962-2003)
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Switzerland - Industrial production
Year
Turning to the price series; price-max was zero from 1962 through to 1964, and 
increased in 1965 and remained flat from 1966 through to 2003. Price-rec data was 
flat from 1962 through to 1964 and generally increased from 1965 through to 2003. 
As expected, the price-cut data generally decreased from 1962 through to 2003. 
Conversely, the index of industrial energy prices was relatively flat, but with minor 
fluctuations across the period. Lastly, the index of industrial production generally 
increased from 1962 through to 2003, but with sharp declines in 1975, 1993 and 2002 
amidst other fluctuations in the data.
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Industrial energy intensity rose briefly between 1962 and 1963, but then varied 
widely between 1964 and 1983 before showing a downward trend from 1984 through 
2003 amidst other fluctuations which are most noticeable in 1987, 1988 and 1999.
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Switzerland - Industrial enei^y intensity 
(1962-2003)
Year
For the shorter data sets, that is, Data Sets 15B and 20B, price-max increased from 
1978 through to 1980 and remains flat from 1981 through to 2003. Price-rec was 
Zero from 1978 through to 1983 and generally increased from 1984 through to 1999 
and remained flat from 2000 through to 2003. Price-cut data was zero from 1978 
through to 1981 and as expected it generally decreased from 1982 through to 2003.
Switzerland - Industrial energy price (1978-2003)
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2.3.1.14 United Kingdom
Industrial energy consumption for the United Kingdom generally increased from 
1962 through to 1970. Thereafter, it generally declined from 1974 through to 2003, 
with sharp variations in 1980 and 1984 amidst other fluctuations during the period.
UK - Industrial energy consumption
Year
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Turning to the price series; price-max generally increased from 1962 through to 
2003. Price-rec data was flat from 1962 through to 1970 and generally increased from 
1971 through to 2003. As expected, the price-cut data generally decreased from 1962 
through to 2003. Conversely, the index of industrial energy prices was relatively flat, 
but with minor fluctuations across the period. Lastly, the index of industrial
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production generally increased from 1962 through to 2003, with noticeable variations 
in 1975, 1981 and early 1990s.
Industrial energy intensity rose briefly between 1962 and 1968, but then generally 
declined between 1969 through to 2003 amidst other fluctuations which are most 
noticeable in 1980, 1991 and 1999.
U K  - Industrial energy intensity
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Year
In Data Sets 15B and 20B, price-max was flat between 1978 and 1980. It thereafter 
increased to a new level in 1981 and remained flat at this level through to 2003. 
Price-rec data was flat from 1978 through to 1980 and generally increased from 1981 
through to 2003. Price-cut data was flat from 1978 through to 1979 and as expected it 
generally decreased from 1980 through to 2003.
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2.3.1.15 United States of America
Industrial energy consumption for United States generally increased from 1962 
through to 1968. From this period, it displayed wide fluctuations through to 2003, 
especially between 1969 through to 1988. Major decreases are noticeable in 1974 and 
1983 amidst other fluctuations during the period.
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USA - Industrial energy consumption 
(1962-2003)
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Turning to the price series; price-max was flat from 1962 through to 1970, and 
generally increased from 1971 through to 2003, with prices rising above previous 
maxima in 1979. Price-rec data was flat from 1962 through to 1967 and generally
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increased from 1968 through to 2003. As expected, the price-cut data generally 
decreased from 1962 through to 2003.
USA - Industrial production
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Conversely, the index of industrial energy prices generally increased from 1962 
through to 1982 and remained relatively flat from 1983 through to 2003, but with 
other minor fluctuations across the period. Lastly, the index of industrial production 
generally increased from 1962 through to 2003.
Industrial energy intensity rose briefly between 1962 and 1963, but then generally 
declined between 1964 through 2003 amidst other fluctuations which are most 
noticeable in 1981, 1985, 1992 and 1998.
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For the shorter data sets, price-max generally increased 1978 through to 2003. Price- 
rec data was flat from 1978 through to 1989 and generally increased from 1990 
through to 2003. Price-cut data was flat from 1978 through to 1982 and as expected it 
generally decreased from 1983 through to 2003.
2.3.1.16  Australia
Industrial energy consumption for Australia generally increased from 1978 
through to 2003, especially rapid increases between 1978 and 1980. Major decreases 
are noticeable in 1983, 1986, 1992 and 2002 amidst other fluctuations during the 
period. Turning to the price series; price-max was flat between 1978 and 1979 and
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generally increased from 1980 through to 2003. Price-rec was flat between 1978 and 
1979 and generally increased from 1980 through to 2003. As expected, the price-cut 
data generally decreased from 1978 through to 2003. Conversely, the index of 
industrial energy prices was relatively flat, but with minor fluctuations across the 
period. Lastly, the index of industrial production generally increased from 1978
through to 2003, but with a sharp decline in 1983 amidst other fluctuations during the
Australia - Industrial production 
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Industrial energy intensity for Australia generally declined throughout the sample 
period with noticeable variations in 1979, 1985 and 2001.
2 .3 .1.17  Denmark
Industrial energy consumption for Denmark was flat between 1978 and 1979, but 
declined sharply between 1979 and 1983. Major variations are noticeable in 1989 and 
1997 amidst other fluctuations during the period to 2003. Turning to the price series; 
price-max generally increased from 1978 through to 2003. Price-rec data was flat 
from 1978 through to 1984 and generally increased from 1985 through to 2003.
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Price-cut was flat from 1978 through to 1981 and as expected it generally decreased 
from 1982 through to 2003. Conversely, the index of industrial energy prices was 
relatively flat, but with major increases in 1981 and 1999 amidst other fluctuations 
during the period. Lastly, the index of industrial production generally increased from 
1978 through to 2003.
Denmark - Industrial energy consumption
Year
Denmark - Industrial production
Year
73
Industrial energy intensity for Denmark generally declined throughout the sample 
period with minor variation in 1994.
2.3.1.18  Finland
Industrial energy consumption for Finland increased from 1978 through 2003. 
Major decreases are noticeable in 1985 and 1992 amidst other fluctuations during the 
period.
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Finland - Industrial energy consumption
Year
Turning to the price series; price-max was flat between 1978 and 1979, and 
generally increased from 1980 through to 2003. Price-rec data was also flat between 
1978 and 1979 and generally increased from 1980 through to 2003. As expected, the 
price-cut data generally decreased from 1978 through to 2003. Conversely, the index 
of industrial energy prices was relatively flat, but with minor fluctuations across the 
period. Lastly, the index of industrial production generally increased from 1978 
through to 2003.
Finland - Industrial production
Year
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Industrial energy intensity for Finland generally declined throughout the sample 
period with a major variation in 1984 amidst other fluctuations during the period.
Finland - Industrial energy intensity
Year
2.3.1.19  Ireland
Industrial energy consumption Ireland displayed wide fluctuations between 1978 
and 2003, especially with sharp decreases noticeable in 1981 and 2002 amidst other 
fluctuations during the period.
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Ireland - Industrial energy consumption
Year
Turning to the price series; price-max was flat between 1978 and 1979, and 
generally increased from 1980 through to 2003. Price-rec data was also flat between 
1978 and 1979 and generally increased from 1980 through to 2003. As expected, the 
price-cut data generally decreased from 1978 through to 2003. Conversely, the index 
of industrial energy prices was relatively flat, but with minor fluctuations across the 
period. Lastly, the index of industrial production generally increased from 1978 
through to 2003.
Ireland - Industrial production
Year
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Industrial energy intensity for Ireland generally declined throughout the sample 
period with minor variations over the period.
Finland - Industrial energy intensity
Year
2.3.1.20 Luxembourg
Industrial energy consumption for Luxembourg generally decreased from 1978 
through 2003, especially with rapid decreases from 1978 to 1981. Minor increases are 
also noticeable in 1984 and 1989 amidst other fluctuations during the period.
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Luxembourg - Industrial energy consumption
Year
Turning to the price series; price-max generally increased from 1978 through to 
2003. Price-rec data was flat from 1962 through to 1989 and generally increased from 
1990 through to 2003. Price-cut was flat from 1978 through to 1985 and generally 
decreased from 1986 through to 2003. Conversely, the index of industrial energy 
prices was relatively flat, but with minor fluctuations across the period. Lastly, the 
index of industrial production generally increased from 1978 through to 2003, with 
noticeable variations in 1981 and 1993 amidst other minor fluctuations during the 
period.
Luxembourg - Industrial production
Year
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Industrial energy intensity for Luxembourg generally declined throughout the sample 
period with noticeable variation in 1993 amidst other fluctuations during the period.
Luxembourg - Industrial energy intensity
Year
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2.4 Summary and Conclusion
This chapter has outlined the data sources and how the four data sets used in this 
thesis have been constructed. It also describes the variables considered in details as 
well as descriptive statistics which show the characteristics of the data sets. Further, a 
brief analysis of the variables estimated and industrial energy intensities are 
considered for each country involved in the estimation and analyses. Although 
industrial energy intensity is not estimated in any of the models, its inclusion is a 
useful backdrop to the analyses in the next three chapters, given the focus on trends 
of technical progress and asymmetry in the O ECD  industrial sector. Furthermore, this 
will be drawn upon in the overall summary and conclusion of thesis in Chapter Six.
A  detailed comparison of the data series show that industrial energy consumption 
in the majority of countries generally increased over the period. However, in some of 
the countries notably the United Kingdom, the United States of America and 
Luxembourg, industrial energy consumption generally decreased for relatively long 
periods between 1962 through to 2003 as contrasted with generally rising trend of 
industrial production for these countries. This suggest that there is a measure of 
improved efficiency in these instances -  especially between mid-seventies and early 
eighties - driven by high energy prices and/or other exogenous factors such as 
government policies, consumer tastes and habit persistence, changes in economic 
structure. Except in some instances, the trends of industrial energy prices for ail the 
O E C D  countries are very similar. The industrial energy price series for the United 
States decreased from 1962 through to 1969 and increased from 1970 through to 
1983. It thereafter generally decreased again from 1984 through to 1999. Unlike all 
the other countries in the data set and similar to the crude oil price trend, industrial 
energy price for Canada and the U SA  was on the increase prior to the oil price shock 
of 1973/74.
Given all the data sets have now been introduced, explained and discussed, the 
next three chapters will utilise these in the econometric modelling of industrial energy 
demand. The next chapter will therefore examine modelling of O ECD  industrial 
energy demand using panel data econometrics methodology and considering the 
inclusion of asymmetric prices and time dummies as a measure of energy-saving 
technical progress.
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C h a p t e r  T h r e e
Modelling OECD Industrial Energy Demand: Asymmetric Price 
Responses and Energy-Saving Technical Change45
3.1 Introduction
Industrial energy consumption averaged about 28 per cent of total OECD energy 
consumption between 1971 and 2003. As shown in Figure 1.5 there was a downward 
trend in the ratio of industrial energy consumption to total energy consumption over 
the period 1962 to 2003, probably brought about primarily by changes in the level of 
industrial activity and more efficient use of energy.46
Thus, being able to understand the drivers of industrial energy consumption 
particularly in the OECD countries is important for policy decision making, 
especially given the importance of the global environmental agenda. As discussed in 
Chapter One, several authors have made significant efforts to understand the 
determinants of industrial energy demand. Going by the number and variants of 
studies, it appears that not a single model can authoritatively claim dominance in 
methodological completeness to explain fully energy demand.
This is made more difficult due to the multi-level process involved in the industrial 
sector. Consequently, the ‘derived’ nature of energy demand should guide the 
approach to capturing the effect of technological progress of the capital stock and its 
resulting effect on improved energy efficiency. This is well documented in previous 
literature. Berndt and Wood (1975) provide a good representation by proposing that 
industrial demand for energy as an input arose from the demand for industrial 
output.47 Thus the ‘pull’ for industrial energy demand is therefore premised on the 
demand for goods and services. Rational firms would therefore seek the cheapest
45 An abridged version o f  this chapter has been published as Adeyemi, O.I. and Hunt L, C., (2007), 
‘Modelling OECD Industrial Energy Demand: Asymmetric Price Responses and Energy-Saving 
Technical Change’, E n e r g y  E c o n o m i c s .  Vol 29(4) page 693-709.
46 This is consistent with the observed trend on industrial energy intensity for all OECD countries used 
in this thesis except Portugal. Refer to Chapter Two for OECD industrial energy intensity charts.
47 Chapter One provides a detailed discussion o f  previous literature on industrial energy demand and 
technical change.
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combination of energy inputs to produce the largest possible bundle of goods and 
services.
The complex nature of industrial processes presents a window of opportunity to 
explore the best possible representation of the determinants of OECD industrial 
energy demand as well as technical progress. As discussed in Chapter One, there is 
no real consensus on the appropriate method of modelling energy demand especially 
when incorporating technical progress.
The approach adopted in this chapter is similar to that used by Griffin and 
Schulman (2005), (hereafter referred to as GS) in their critique of Gately and 
Huntington (2002), (hereafter referred to as GH) in conjunction with the note by 
Huntington (2006), (hereafter referred to as Huntington).
GH implicitly assumes that the price decomposition process provides a good 
platform to capture technical progress as well as the other determinants of energy 
demand. This implies that technical progress is price induced since an element of 
time variation is incorporated through the price decomposition process. Although, the 
methodology has been criticised by several authors on a number of theoretical 
grounds, it has nevertheless improved the general understanding of the effect of price 
variations on energy demand in the literature.
One of the persuasive critiques of GH and the price asymmetry methodology was 
presented by GS. The authors suggested that price asymmetry methodology is merely 
acting as a proxy for energy saving technical change. Similar to GH, GS also used a 
Koyck lag model to analyse aggregate data for 16 OECD countries from 1961-1999. 
In order to test the hypothesis that price asymmetry is acting as a proxy for energy 
saving technical change, the authors augmented the GH asymmetry model by 
including time dummies as a measure of technical change in the model. The inclusion 
of this measure of ‘technical progress’, as proposed by GS, explicitly accounts for 
technical progress, which as, the authors claim, is a proxy for energy-saving technical 
change. Therefore, in furtherance of the debate on price asymmetry and energy- 
saving technical progress particularly for the industrial sector, this chapter will 
explore these issues using Data Sets 15A, 15B, 20A and 20B for the OECD industrial 
sector. As far as is known, prior to this research, this method has not been previously 
applied to explore industrial energy demand in the OECD.
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The plan of this chapter is as follows: Section 3.2 details the methodology used in 
the study; Section 3.3, a discussion of the empirical results; with Section 3.4 
providing a summary of the findings and some general conclusions.
3,2 Methodology
As previously discussed above, this study draws its theoretical foundations mainly 
from the work of GH, GS, and Huntington. However, in order to test all the 
assumptions made by the author(s), further tests are proposed here to enhance the 
modelling. These methodologies are hereby set up and discussed in the following 
sections.
3.2.1 Gately and Huntington (2002) methodology
GH used a simple log-linear energy demand specification, and allows demand to 
be determined by current and past values of prices and income, in which the weights 
for past values decline geometrically.
where, e, is the logarithm of energy consumption; p(L)yt represents an infinite 
distributed lag of industrial output; and y(L)p, represents an infinite distributed lag of 
energy price.
This specification represents a Koyck lag on prices and income. Assuming that 
the y's as well as the p 's  are all the same sign, the Koyck lag system assumes that 
the variables decline geometrically as follows:
where k -  lag length and X (which is 0 < X < 1) is known as the rate of decline of 
the distributed lag, while 1 - X is known as the speed of adjustment. Thus, the value 
of the lag coefficient yk depends on the value of/I. By the assumption of 
nonnegative and declining weights for X , the Koyck lag system ensures that the sum 
of the y 's , which gives the long-run multiplier is finite, namely;
et = f[P(L)yt,y(L)pt] (3.1)
Yk = and A  = PoA k = 0,1, ... (3.2)
(3.3)
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This means that y captures the short-run price elasticity and y /(l-  A) captures 
the long-run price elasticity. Similarly, J3 captures the short run income elasticity and 
/?/(1 -  A) captures the long-run income elasticity 
As a result of equation (3.2), equation (3.1) can now be written as: 
e, = a  + p oy, +  /?0Ay,_ j +  /?0A2 y,_2 +...
+ /oPt + 7o^Pt-\ + Yift Pt-2 + ••« + /*,
Lagging equation (3.4) by one period gives:
et- 1  =  #  +  f30y,_i + PoXy,_2 +  /?0A y t_3...
+ To?,-1 + n ^ r-2  + - + //,-i
Multiply equation (3.5) by A
^z-i = 2ot + /?0Ayf_j + /?0A y,_2 + //0A yr_3...
(3.6)
+ +r  ^  Pi-i + M 3 a - 3 - + M -i
Subtract equation (3.6) from equation (3.5)
e, -  Ae,_, = (a -  Aa) + + ypt + (//, -  A^,_,) (3.7)
Rearranging equation (3.7)
e, =a* +J3y, +ypt +Ae,_, +s, (3.8)
where s t = //, -  A//r-1 
a* = a (l-A )
However, equation (3.8) is only valid if the speed of adjustment represented by A 
is the same for both prices and income. Since there is nothing to support such a 
proposition, GH allowed for different speeds of adjustment and conducted the Koyck 
transformation to reflect this fact, such that:
e, = a  * (1 -  Xy ) * (1 -  A/;) + (A, + A,,) * eM -  (Xy * A, ) * e,_2 
+ $7 ~ ^  $7-t + Wt ~ Xy7Pz-l
GH further identified two important asymmetry phenomena, which are:49
48 The income (activity variable) can be similarly decomposed as proposed by GH. However, as 
proposed by GH, the preferred model is one where A = 0 ,  that is, instantaneous adjustment.
Therefore, this approach is not used in this thesis and will not be presented.
49 Gately and Huntington. (2002, p. 10)
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a. Imperfect price-reversibility: the demand response to a price increase is not 
necessarily reversed completely by an equivalent price decrease, nor is the demand 
response to an increase in the maximum historical price necessarily the same as the 
response to a price recovery (submaximum increase):
b. Imperfect income-reversibility: Similarly, the demand responses to an income 
increase is not necessarily reversed by an equivalent income decrease, nor are the effects 
o f a ll income increases necessarily the same.
GH therefore followed a three-way decomposition of the logarithm of prices as 
previously discussed in Chapter One, but re-presented here for reasons of clarity and 
relevance to the current discussion;
where p x = log of price in starting year t=l
Pm ax i = cumulative increases in log of maximum historical prices;
monotonically non-decreasing: p maXt, ^  0
Pan i = cumulative decreases in log of prices;
monotonically non-increasing: p cut t <  0
Prec i = cumulative submaximum increases in log of prices;
monotonically non-decreasing: p rec t > 0
3.2.2 Griffin and Schulman (2005) methodology
Similar to the GH representation in Equation 3.1, but augmented by a measure of 
technical progress, GS consider the basic log-linear energy demand specification as 
follows:
where, e, is the logarithm of energy consumption; y, is the logarithm of industrial 
output; y (L )P i represents an infinite distributed lag of energy price; and z , , a 
technical index of energy efficiency.
The price variable follows a geometric lag distribution, such that:
P t - P  1 + P mm J + Pcutj + Prec,I (3.10)
e, = f [ y l i y ( L ) p l t z l ] (3.11)
(3.12)
Written differently, the above is equivalent to:
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e, = a + fly, + Wt + YP,-x + W,-2 • • • + + M, (3.13)
Since indexes of technical change are unobservable, GS replaced zt with fixed 
time effects (time dummy variables) and using Koyck equation this becomes; 
e, = a  + P(y, - Xy,_x) + yp,+ 0(zt - Xzt_x) + Xe,_x + e, (3.14)
where s, = p t -  Xjli,_x 
a* -  a(\ -  X)
3.2.3 Huntington (2006)
In his reply to GS on modelling induced technical change in an energy demand 
model, Huntington (2006), supposed the choice of model could only be made based 
on sound statistical tests. He proposed an F-test (Wald test) for parameter restrictions 
to identify the model with better explanatory power. He specified two null 
hypotheses: (hereafter referred to as Huntington tests)
H o ' Y,n = / r = Yc aad;
H 0 :0,=  0
This is done by comparing the asymmetry model (with fixed time effects) to the 
symmetric model on one hand, and by comparing the asymmetric model with fixed 
time effects to an asymmetric model without fixed time effects on the other.50 
Therefore, the unrestricted model in both cases is the asymmetry model with fixed 
time effects.
The F-test is given by:
F (k ,D F UR) = [(,SSE r - SSE ur)/(&)]f[SSE m  / DFUR] 
where
SSE = Sum o f squared errors 
UR =  Unrestricted model 
R =  Restricted model 
DF = Degrees of freedom 
k — dfR — dfUR
50 The exact equations will be derived and identified in the next section. At this point the restricted and 
unrestricted models 011 which the F-test is based will become known.
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3.2.4 Estimation and Testing Technique
Drawing upon previous work from GH, GS and Huntington, the estimation 
procedure and testing framework adopted in this chapter will be discussed. The 
starting point is with the G H  price asymmetry specification, which decomposes the 
price variable into three; illustrated with a simple static demand relationship as 
follows:
e,=(X + ymp w  + yrp rec,t + ycp cuu 51 (3.15)
As shown in Figure 3.1 and 3.2, in order to ensure the decomposed price equals to 
zero, GH  set the price specification as follows:
P t= P \+ Pm*x,t + PcutJ + Prec,l 
GS showed using hypothetical data “that the frequency and amplitude of price 
variation affects the rate at which energy consumption decreases” and that “if the 
frequency and overall range of price volatility is constant ... one can write the 
following equation which is observationally equivalent to equation [(3.15)]” (GS, 
page 8)
et = a  + yP,+Ot (3.16)
where, t is a time trend used to measure a constant rate of technical change.
(Source: IEA)
51 Note that Equation 3.15 is a representation o f  the price decomposition, which is part o f the equation 
specified in Equation 3.10.
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Since the decomposed price series are derived from the real energy price series, 
the theoretical implication of this process overshadows the seemingly equivalence of 
equation (3.15) and (3.16) as well as the two models (that is, GH  and GS). GS then 
proposed that the theoretical problem with using price asymmetry to proxy for 
energy-saving technical change is that it is driven by the volatility in price, thus the 
model would probably explain the energy/price relationship in the decade of the 
1970’s and 1980’s, and thereafter. This is because since large price increases 
recorded within the mid seventies and early eighties, the world has not seen such 
price variation in the price of crude oil. The point being made here is that it will 
probably take another massive price increase as experienced in the early seventies to 
ignite a new round of technological advancement. This may unleash a new wave of 
price-induced technical change.
Figure 3.2 Decomposed O E C D  Industrial Energy Prices (2000=100)
As discussed previously, indices of energy-saving technical change are 
unobservable; therefore, the technical change index proposed by GS in equation 
(3.14) is replaced with fixed time effects (time dummy variables) as follows: 
e„ = a ' + p (y it -  Xy„_x) + ypu + Aeu_x +6 ,D,+ S,Di + su (3.17)
where, z = 1,2...,15, while the ratio G!( 1 -A )  would reveal the nature and extent of 
energy-saving technical change.
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To compare the two models, the authors specified a price asymmetry model using 
panel data modelling framework:
eil = « ++ P iy tt -  tyu-1) + rmPmm,n + TcPcuUU + KPrec.i, ^  j g)
+ Xeu_x + SA  + su
Equation (3.17) differs from equation (3.18) in that it allows for asymmetric price 
responses and omits the separate time dummies. Both models use fixed country 
effects and employ non-linear least squares estimation.
Further, to reflect energy saving technical change to the GH model, GS added time 
dummies to equation (3.18) as follows:
eu = a  + P(yu -  Xyit_x) + ympm&xM + ycpcllU, + yrprecJI 
+ Xeit_x + 0,D( + SiDi + sit
where; eu = ju„ -  Xpit_x
Since both eit_x and sn are functions of j l i u _ x, it follows that eu_x, which is a right-
hand variable is correlated with the error term. This makes the usual least-squares 
estimators biased and inconsistent. Greene (2003) observed that the most widely used 
approaches to resolve AR(1) disturbances, the Cochrane-Orcutt and Prais-Winsten 
procedures are multi-step approaches meant to resolve autocorrelation through 
iterations. In his words, ‘since the estimator is asymptotically efficient at every 
iteration, nothing is gained by doing so’ (page 273). From a practical perspective, the 
statistical software EViews52 estimates AR models using non-linear regression 
techniques by estimating the coefficients /?, y , and X simultaneously by applying the 
Marquardt non-linear least square algorithm to the transformed equations.53
Therefore, following GS and Huntington, this study will estimate Equations (3.18), 
(3.17), and (3.19), hereafter referred to as Model I, Model II and Model III 
respectively, using non-linear least squares with Data Sets 15A, 15B, 20A and 20B. 
Thereafter, the following tests will be conducted to verify the regression results.
1. ‘Huntington’ F-tests.54 Due to the modelling framework adopted in this thesis, it 
is imperative that the tenets of asymmetric price responses are tested for validity, that
52 Quantitative Micro Software, LLC (1994-2004)
53 In addition, given the model is expressed in level form (in logarithms), panel unit roots tests were 
undertaken to ensure the variables are stationary. The results are presented in Appendix 3.1
54 This is exactly the same test proposed by Huntington (2006) and discussed in Section 3.2.3
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is, to check if it is indeed necessary to go through the route of price decomposition. 
The Huntington test computes a test statistic based on the unrestricted regression. The 
test statistic is used to see whether imposing the restriction given by the null 
hypothesis (H 0 : ymax = yrec = ycm) is statistically acceptable. If the restriction is 
accepted, then the exercise of decomposition is not necessary. Similarly, the other 
Huntington test checks for the validity of using time dummies as a measure of 
technical change. The test statistic is used to see whether imposing the restriction 
given by the null hypothesis (H0: 0t -  0) is statistically acceptable.
2. Breusch-Godfrey type test for autocorrelation. This test is a Lagrange Multiplier 
(LM) based test undertaken by estimating an auxiliary regression by non-linear least 
squares. The residuals from the original estimated equations are regressed on the set 
of original explanatory variables in their non-linear form (other than the first 
time/year dummies) plus the residuals lagged one period. It is important to note 
however, that this actually tests the null hypothesis of no autocorrelated errors for an 
AR(1) process rather that a MA(1) process given by the Koyck derivation. Arguably, 
this test should still give an indication of any autocorrelation problems.55 Where there 
are indications of autocorrelation, the models will be re-estimated with a correction 
for serial correlation. Thereafter, the corrected version will be compared with the 
original estimation results for possible efficiency gains from the exercise. This 
approach will be adopted throughout this chapter.
3. Test for Endogeneity (Hausman Test). Hausman (1978) originally proposed a test 
statistic for endogeneity based upon a direct comparison of coefficient values. In this 
thesis, the version of the Hausman test proposed by Davidson and MacKinnon (1989, 
1993), which carries out the test by running an auxiliary regression is used.
The Koyck-lag specification used in this chapter generates a concern that that the 
lagged values of industrial energy consumption et.i is endogenously determined by 
industrial energy consumption et. If endogeneity is present, then least-square 
estimates will be biased and inconsistent. To test this hypothesis, a set of instrumental 
variables that are correlated with the "suspect" variable et.j but not with the error
55 See Greene (2003) page 269
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term of the industrial energy demand equation are required. In this instance, the 
lagged values of gross domestic product (GDP)56 is used as instruments.
To carry out the Hausman test by artificial regression, two least-squares regressions 
are run. In the first regression, the suspect variable log et.j is regressed on all 
exogenous variables and instruments and retrieves the residuals.
Then in the second regression, the industrial energy demand function is re-estimated 
including the residuals from the first regression as additional regressor. If the least- 
square estimates are consistent, then the coefficient 011 the first stage residuals should 
not be significantly different from zero.
4. Non-nested test. The traditional F-Test is only effective when the models being 
compared are nested in each other. For instance, Model I can be compared to Model
II, likewise Model II can also be compared to Model III using an F-test. However, 
when these models are non-nested, such as in the comparison of Model I to Model
III, the F-test becomes unusable. In this chapter, for the purposes of model 
comparison, a non-nested test, commonly referred to as the J-Test, proposed by 
Davison and McKinnon, (1993) is used. This is done in five simple steps:
a. Model I is estimated and the fitted values extracted. For simplicity this is called 
‘Fitted Values-1’
b. Model II is also estimated and the fitted values extracted. This can be referred to 
as ‘Fitted Values-2’
c. To compare the effect of Model II on Model I, the original equation for Model I is 
re-estimated including the additional variable ‘Fitted Values-2’.
d. Lastly, to compare the effect of Model I on Model II, the original Model II is re- 
estimated along with the additional variable ‘Fitted Values-1’
e. Using the traditional t-test, the hypotheses Ho: coefficient of FittedValues-1 = 0 
and Ho: coefficient of Fitted Values-2 = 0
This test provides one method of choosing between Model I and Model II. The idea is 
that if one model is the correct model, then the fitted values from the other model
56 Since the size of the economies of the OECD countries included in this study varies widely, the 
purchasing power parity (PPP) version of GDP estimates were used as instruments.
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should not have more explanatory power when estimating that model. Therefore, the 
following equations will be estimated;
eH = a  + P(yu -  Xylt_x) + ympimxJt + ycpmJt + yrprecJl
(3*20)+ Xeit_x + 5jDj + <peZi+eu
A
where (p is the coefficient of e2i , which is the fitted values from Model II (‘Fitted 
Value-2’).
e„ = a +  (3(yu - XyH_x) + ypit + Xeit_x + 6tDt + SiDi +ipeu+ su (3.21)
A
where if/ is the coefficient of eu, which is the fitted values from Model I (‘Fitted 
Value-1’).
Using the t-test, the hypotheses Ho: <p = 0 and Ho: y/ = 0 are tested.
In the following section, Models I, II, and III (representing Equations 3.18, 3.17 
and 3.19 respectively) will be estimated for all the data sets. Thereafter, the following 
tests will be conducted to check the robustness of the result obtained from the 
models. These tests are the Breusch-Godfrey type test for autocorrelation; Hausman 
test for endogeneity; Huntington test for coefficient restriction and model comparison 
(as discussed above); Non-nested test for model comparison and panel unit root tests. 
In cases where there is evidence of autocorrelation, the models are re-estimated with 
a correction for autocorrelation and the tests repeated. The objective of this exercise 
is to evaluate the acceptability of the models in explaining OECD industrial energy 
demand, and thereby making a decision on the most acceptable model based on 
economic and statistical theory.
3.3 Estimation results
The approach adopted throughout the chapter is to estimate57 Equation 3.18, 
Equation 3.17 and Equation 3.19 (denoted by Model I, Model II and Model III 
respectively) for OECD industrial energy demand using Data Sets 15A, 15B and 20A 
and 20B. The results for the respective data sets as well as the associated tests will be 
discussed and a preferred model chosen appropriately.
57 All estimation is done using EViews version 5.
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3.3.1 Estimation results -  Data Set 15A
Table 3.1 shows estimation results from the three models agree that prices and 
income are important determinants of industrial energy demand and the Hausman test 
for endogeneity fails to reject least squares as a consistent estimator for the three 
models. A panel unit root test58 on the estimated data series shows that the series are 
stationary. However, the tests for autocorrelated errors59 indicate that there is a 
problem at the 4 per cent and 6 per cent levels for Model II and Model III 
respectively. Also, given the sources of data for the price series, there exists potential
concern for validity of the derivation of the price series used in this data set.
Therefore, a parameter constancy test is used to determine its validity as proposed by 
Chow (1960). Result of this test, which confirms its validity is presented in Appendix
3.2
The symmetric Model II shows a 0.56 income elasticity, a -0.01 short run price 
elasticity, and a -0.22 long-run price elasticity. Results from the asymmetric Model I 
signal a lower elasticity for price increase than for price recoveries (in absolute 
terms). For price-maximum the short run elasticity is -0.04 while the long run 
elasticity is -0.52. It is apt to point out that income elasticities differ in Model I and 
Model II. In the symmetric model, the income elasticity is 0.56 as contrasted with 
0.78 in the asymmetric model. This indicates that the inclusion of time dummies
reduces the response of energy demand to income changes and gives an idea that
there may be a role for the inclusion of technical progress in the models. However, 
the three competing models will be tested using statistical tests and economic theory 
to arrive at the appropriate model for OECD industrial energy demand. This testing 
procedure will be adopted through the remaining sections of this chapter.
With the introduction of the time dummies in the asymmetry model, the income 
elasticity falls from 0.78 to 0.55, the parameter estimates on Pmax and Prcc becomes 
less elastic, with their standard errors reduced. This result gives some concerns about 
its theoretical validity. Huntington (2006) supposes that asymmetry implies\ym\ > \yc\.
58 See results of panel unit root test in appendix 3.1
59 The test statistics in Table 3.1 above is the f-statistics for the coefficient on the lagged residuals. It is 
important to note that this actually tests the null hypothesis of no autocorrelated errors for an AR(1) 
process rather that a MA(1) process given by the Koyck derivation. This test should still give an 
indication of any autocorrelation problems. See Greene, (2003) page 269.
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In this case, not only is \ym\ smaller, but it is also statistically insignificant. This
result is enlightening. It may be because of the fact the estimation of long run 
industrial energy demand would uncover underlying industrial energy demand trends, 
which are fully adjusted, all inherent price volatility would have been smoothened 
and a reliable estimate of long run energy demand obtained.
As discussed in Section 3.2.4, a Huntington test for symmetry will be conducted to 
check the validity of asymmetric specification in Model I and Model III.60 With the 
result obtained, the hypothesis of symmetry is rejected in the two models. On the 
other hand, the test for model comparison yields some interesting results. Testing the 
hypotheses, H 0 : 9 ,  = 0 and H 0 : ym -  yr — yc, both hypotheses cannot be rejected 
as shown in the table above. This was the position taken by GS in inferring that price 
asymmetry is acting as a proxy for energy-saving technical change, though they did 
not conduct a formal test to reach this conclusion.
Rather GS premised their argument on the estimated long run technical efficiency 
measured by 6 t /(l -  A) over the period. The results from the F-test support the 
conclusion that an asymmetric model with fixed time effects is preferred to a 
symmetric model with fixed time effects.
The implication of the F-test is that, Model III is statistically better than both Model I 
and Model II and on this basis, OECD Data Set 15A, seems to support the inclusion 
of price-asymmetry and time dummies in the model; that is, the two methods 
complement each other. However, as discussed above, although Model III is 
statistically preferred to Model I and Model II, the estimates of the variables from the 
model are not well determined as only the coefficient of price-cut is statistically 
significant at conventional levels. The choice of model using Data Set 15A is now 
technically between Model I and Model II.
60 This test is specified in section 3.2.3 and 3.2,4. It is important to note that this test is the traditional 
F-test for linear restriction
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Table 3.1 Estimation results - Data Set 15A
Model I Model II Model III
Income 0.777
(0.00)
0.562
(0.00)
0.551
(0.00)
Price -0.014
(0.23)
Price-max -0.036
(0.00)
0.019
(0.19)
Price-rec -0.047
(0.00)
-0.020
(0.31)
Price-cut -0.021
(0.15)
-0.073
(0.00)
Lagged energy demand 0.931
(0.00)
0.938
(0.00)
0.921
(0.00)
Time dummies included No Yes Yes
Price asymmetry Yes No Yes
Autocorrelated errors ^ 5 7 9 i -  0.66 [0.51] 5 4 2 )= 2.04 [0,04] / (540 i ~ L89 [0.06]
Hausman t(594)= 0.40 [0.69] f 1556) ^ 0.92 [0.36] ^5541 = 0.74 [0.46]
Long-run elasticities
Income 0.78 0.56 0.55
Total Price -0.22
Price-max -0.52 0.24
Price-rec -0.68 -0.26
Price-cut -0.30 -0.91
No of estimated parameters 20 58 60
No of Observations 615 615 615
RSS 0.226660 0.188884 0.186338
Overall F-Statistic 485.440 407.455 393.132
Nested Restriction Tests
No fixed time effects
is II O F u o ,  555) ~ 3.00 [0.00]
Symmetric price responses
H o  1 Y m ax  y  r e c  ^  c u t Fn. 595) ~ 8.99 [0.00] F(2.ss5) = 3.71 [0.02]
Noil-nested J-Tests
Compare Model II to Model I
Ho: <p- 0 
Compare Model I to Model II
t(594) = 0.05 [0.96]
Ho : y / ~ Q trssv = 0.90 [0.371
Notes:
(i) The adjusted R 2 for all the specifications were high at over 0.99.
(ii) The long-run price elasticity is calculated as y/(l- X) for the total price and ymnJ(l- X), yrec/( l-  X), and 
yc,i/(l- X) for die long run Price-max, Price-rec and Price-cut elasticities respectively.
(iii) The test for autocorrelated errors tests for the presence of an AR(1) process.
(iv) Probability values in ( )
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These two models, that is , Models I and II, are however non-nested, so as 
discussed in Section 3.2.4, non-nested test will be used for model evaluation. Results 
from the test shows that both hypotheses cannot be rejected, that is, both models 
contain no extra explanatory power beyond that contributed by the original model(s). 
This gives a hint that the models are substitutes in explaining the industrial energy 
demand in OECD countries. This is contrary to the statistical conclusion reached 
earlier on, which inferred that the two models are complements. However, Gujarati 
(2004, page 534) has shown that if both models are accepted or rejected, the data may 
not be rich enough to discriminate between the two hypotheses and notes that “it is 
important in developing a model to pay careful attention to the phenomenon being 
modelled”. This is arguably true of OECD industrial energy demand modelling where 
the complex nature of industrial processes does not give a direct and easy way to 
model demand behaviour especially in an era of volatile price movements.
This ambiguity renders the process of model choice very difficult hence, it is vital 
to rely on economic theory to take such a decision. Model III is preferred statistically; 
however, as discussed earlier, it does not conform to economic theory because the 
coefficients of the price-max and price-rec variables are not statistically significant. 
This leaves the choice of model between Model I and Model II. This is also difficult 
since the non-nested test could not give a clear path to making a choice. Therefore, 
Model I is chosen on pragmatic and economic grounds despite the coefficient of 
price-cut variable not being statistically different from zero.61
However, due to the autocorrelation problems observed in Model II and Model III, 
Data Set 15A will be re-estimated with correction for autocorrelated errors as 
discussed in section 3.2.4 above.
3.3.2 Estimation result with AR (1) correction - Data Set 15A
Following the discussions above, this section presents the results derived from re-
estimating Data Set 15A with correction for AR(1) type error found in Models II and 
III. Similar to previous results, Table 3.2 shows that estimation results for the three 
models agree that prices and income are important determinants of energy demand.
61 The coefficient o f  price-rec is greater than the coefficient o f price-max (in absolute terms). However, 
they are not statistically different as the Wald test imposing the restriction o f  equality ^  , y  _ y  ^
is given at F  =0.35(0.56) indicating that the null hypothesis o f  equality cannot be rejected.
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The symmetric Model II shows a 0.57 income elasticity, a -0.02 short run price 
elasticity, and a -0.26 long-run price elasticity. Considering the other diagnostic tests, 
it can be seen that the Hausman test for endogeneity indicates that the least squares 
estimates are consistent.
Generally, results obtained from the estimation with AR(1) correction show no 
discernible difference to the results shown on Table 3.1. Results from the asymmetric 
Model I show a higher elasticity for price increase than for price recoveries, which 
conforms to prior expectations. For Pmax the short run elasticity is -0.04 while the 
long run elasticity is -0.53. The inclusion of the time dummies has an effect on the 
income elasticities. In the symmetric Model II, the income elasticity is 0.57 as 
contrasted with 0.78 in the asymmetric Model 1. As discussed in Section 3.3.1 above; 
with the introduction of the time dummies, the income elasticity falls from 0.78 to 
0.55, the parameter estimates on Pmax is statistically insignificant and comes up with 
a positive sign. It is therefore flawed theoretically.
The implication of the F-test is that, Model III is statistically better than both 
Model II and Model I and on this basis, the data on industrial energy demand in the 
OECD seems to be supporting the inclusion fixed time effects in the price-asymmetry 
model. Also, a test for symmetry in Model I and Model III supports the price- 
asymmetry specification as it rejects the hypotheses of symmetry in the two models 
tested. This strengthens the arguments in favour of the asymmetry methodology as 
shown on Table 3.2.
Despite the superiority of Model III over the other two models, its results are 
statistically weak. This signals the need for a non-nested test to choose between 
Model I and Model II. Results from the non-nested tests indicate that Model II has 
more explanatory powers over the specification in Model I. However, the price 
coefficient in Model II is not statistically significant at conventional levels, while on 
the other hand, the coefficients of price-max and price-rec in Model I are statistically 
significant. Therefore, the analysis presented above, supports the result from Model 
III, that is, inferring that OECD industrial energy demand model supports the 
inclusion price asymmetry as well as time dummies. However, the result is not 
consistent with economic theory, with only the coefficient of price-cut being 
significant. One is now left to make a choice between Model I and Model II.
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Table 3.2 Estimation results - Data Set 15A [AR(1)]
Model I Model II Model III
Income 0.783
(0.00)
0.567
(0.00)
0.551
(0.00)
Price -0.016
(0.11)
Price-max -0.036
(0.00)
0.018
(0.22)
Price-rec -0.051
(0.00)
-0.021
(0.23)
Price-cut -0.028 
- ........  (043)
-0.080
(0.00)
Lagged energy demand 0.932 0.938 0.919
(0.00) (0.00) (0.00)
Time Dummies Included No Yes Yes
Price asymmetry Yes No Yes
Inverted AR roots -0.03 -0.09 -0,09
Hausman t(594)=  0.40 [0.69] ttssa)= 0,92 [0.36] /f554> = 0.74 [0.46]
Long-run elasticities
Income 0.78 0.57 0.55
Total Price -0.26
Price-max -0.53 0.22
Price-rec -0.75 -0.25
Price-cut -0.41 -0.99
No o f estimated parameters 20 58 60
No o f  observations 600 600 600
RSS 0.216116 0.180247 0.177150
Overall F-Statistic 460.71 409.29 394.48
Nested Restriction Tests
No fixed time effects
H 0 -.e, =o
Symmetric price responses
F (4 o . 5 4 0 )  = 2.97 [0.00]
#0 * Ymax Yrec ~  Ycut Fa. sm =  6.32 [0.00] Fa. sm ~  4.72 [0.01]
Non-nested J-Tests
Compare Model II to Model I
H o :  < p  =  0  
Compare Model I to Model II
t(563) =  2.21 [0.03]
§ II o tfss6i = 1-34 [0.18]
Notes:
(i) Model (I), (II), and (III) correspond to equations (3.18), (3.17), and (3.19).
(ii) The adjusted R2 for all the specifications were high at over 0.99
(iii) The long-run price elasticity is calculated as y / ( l -  X )  for the total price and y m m / ( l - X ) ,  yrcJ(l- X ) ,  and 
ycJ(l- X )  for die long run Price-max, Price-rec and Price-cut elasticities respectively.
( iv) Probability value in (  )
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But again the result from Model II is not well determined. Therefore, as in Section 
3.3.1, Model I is selected based on economic theory. The implication of this 
conclusion is that for a 1 per cent increase in industrial output, energy demand 
increases by 0.78 per cent, while for a 1 per cent increase in the maximum price 
(price-max), energy demand decreases by 0.53 per cent. Although it is difficult to get 
a direct comparison from previous estimates using the panel data methodology, this 
results are generally similar to results in Hass, Zochling & Schipper (1998) and 
Dargay (1991)
3.3.3 Evidence of energy-saving technical change -  Data Set 15A
The essence of this chapter is to test if price asymmetry is acting as a proxy for 
energy-saving technical change in industrial energy demand of OECD countries. The
data period chosen is enough to uncover this trend if there is indeed any technical
62change. “ The chart shows rather interesting estimates of the long run technical 
efficiency, which is implied by 6 1( 1-A) in period t. For simplicity, a simple linear 
time trend line is fitted to the chart.
Figure 3.3 Estimates of exogenous change - Data Set 15A
6~ The data period 1962 -  2003 sufficiently covers the relative stable period of the sixties, the price 
volatile period of early-seventies and mid-eighties as well as the relatively stable period afterwards.
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Figure 3.4 Estimates of exogenous technical change - Data Set 15A [AR(1)]
Three major issues are clearly obvious from Figures 3.3 and 3.4. First, the charts 
are very similar, indicating that there is no remarkable efficiency gains from the 
AR(1) corrections applied; Second, the time dummies display large variations from 
year to year, but both display a downward trend implying significant overall energy- 
saving technical change; and third, the change in the asymmetry Model III is steeper 
than the symmetry Model II, which probably points to larger long run technical 
efficiency arising from using the asymmetry specification along with time dummies. 
This is contrary to prior expectation since it is expected that the trend from the most 
general model should essentially be less steep than the symmetric model, given that 
endogenous technical progress should be picked up in the asymmetric price effects. 
So combining the model in its present form presents some challenges for modelling 
OECD industrial energy demand.
3.3.4 Summary Results - Data Set 15A
Analyses and discussions in relevant sections above have presented an application 
of econometric tools to determine the estimates for OECD industrial energy demand 
as well as to obtain evidence of energy-saving technical change. To achieve this, the 
price-asymmetry methodology proposed by GH, the traditional symmetry 
specification proposed by GS as well as a combination of both specifications was 
estimated. Several statistical tests as proposed by Huntington were conducted in 
addition to other tests to validate the results. These include serial correlation tests,
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Hausman test for endogeneity, non-nested test, parameter constancy tests and panel 
unit root test.
Given the inconclusive statistical results, Model I, that is, price-asymmetry model 
without fixed time effects, is the preferred model, on economic grounds, to explain 
OECD industrial energy demand. The implication of this conclusion is that technical 
progress is adequately explained by asymmetric prices responses for the 15 OECD 
countries over 1962-2003 period. This goes to show that all the technical progress 
that occurred during this period has been accounted for through the asymmetric price 
responses. On the other hand, the estimated long-run energy-saving technical change 
from Models II and III, shows a downward trend, which would suggest the need to 
include a variable to capture technical progress in the model of OECD industrial 
energy demand. This is a bit complicated. However, before reaching a conclusion, 
perhaps it is necessary to conduct more in-depth analysis using other data sets. 
Therefore, as a first step in this new set of analyses, Data Set 15A will be combined 
with available data set from five extra countries, but over a shorter period between 
1978 and 2003. As discussed in Chapter Two, this new data set is referred to as Data 
Set 20A. The next section will therefore, explore the issue of finding the appropriate 
specification for modelling OECD industrial energy demand by using Data Set 20A.
3.3.5 Estimation results - Data Set 20A (Unbalanced panel 1962-2003)
Estimation results from the three specifications agree that prices and income are 
important determinants of energy demand. The symmetric Model II shows a 0.43 
income elasticity, a -0.02 short-run price elasticity, and a -0.35 long run price 
elasticity. Considering the diagnostic tests, a panel unit root test63 on the estimated 
data series shows that the series are stationary while the Hausman test for 
endogeneity suggests that least square estimates are consistent and the autocorrelated 
errors indicates that there is no problems with the three models. In addition, given the 
decomposition of the price series for the five extra countries covering the period 1978 
through to 2003, there exists potential concern for the validity of this derivation and 
its use in unbalanced panel estimation. Therefore, a parameter constancy test is used 
to determine its validity as proposed by Chow (1960). Result of this test, which 
confirms its validity is presented in Appendix 3.2
63 Refer to appendix 3.1 for the panel unit root test details.
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Results from the asymmetric Model I show higher price elasticity for price 
recoveries than for price cuts and a higher elasticity for price increases than for price 
cuts, which confirms the results theoretically and suggests the existence of significant 
asymmetries in the price responses. For price-max, the short run elasticity is -0.04 
while the long run elasticity is -0.63. Income elasticities differ substantially in both 
Model I and Model II. In the symmetric model, the income elasticity is 0.43 as 
contrasted with 0.68 in the asymmetric model. With the introduction of the time 
dummies, the income elasticity falls from 0.68 to 0.41; the parameter estimate of 
price-max becomes less elastic and statistically insignificant.
The result for the parameter restriction test confirms that we reject the hypothesis 
of symmetry, that is, Model III is statistically preferred to Model II. We also reject 
the hypothesis of ‘no fixed time effects’ that is, Model III is preferred to Model I. 
Also, as shown in Table 3.3, the test of symmetry in Model I and Model III, reject the 
hypothesis of symmetry in Model I but not in Model III. This renders Model III 
invalid. The above result confirms the conclusions reached in the previous section. 
So, the choice of model is limited to Model I and Model II.
Results from the non-nested tests show that, we reject both hypotheses, that is, both 
models contain extra explanatory powers beyond that contributed by the original 
Models. This gives a hint that both models, that is, Model I and Model II are 
substitutes in explaining industrial energy demand in OECD countries.
However, the coefficient of price in Model II is not significant while only the 
coefficient of price-cut is not statistically significant at the 5 per cent level in Model I. 
On this basis Model, I is hereby chosen as the preferred model since all the 
coefficients are statistically significant and provides sound economic results. It 
should be noted however, this is a very difficult decision and further research may be 
required to authenticate this conclusion.
Generally, this result conforms to the previous conclusions in previous sections 
with the use of Data Set 15 A. Estimates from the preferred model indicate a long-run 
income elasticity of 0.68 and long-run price-max, price-rec and price-cut elasticity of 
-0.63, -0.82 and -0.38 respectively. As discussed earlier, it is very difficult to get 
consistent comparison with previous published estimates since most of the published 
studies did not use the panel data modelling framework as used here.
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Table 3.3 Estimation results -  Data Set 20A
Model I Model II Model III
Income 0.680
(0.00)
0.426
(0.00)
0.407
(0.00)
Price -0.021
(0.06)
Price-max -0.038
(0.01)
-0.001
(0.95)
Price-rec -0.049
(0.00)
-0.031
(0.09)
Price-cut -0.023 -0.054
(0.09) (0.02)
Lagged energy demand 0.940
(0.00)
0.940
(0.00)
0.934
(0.00)
Time dummies included No Yes Yes
Price asymmetry Yes No Yes
Autocorrelated errors tfm = 0.36 (0.71) 1(657) = 1-62 (0.11) t(655)= 1.61 (0.11)
Hausman t(7N) =  1.14 (0.25) 1(676) = 1.16 (0.25) 1(674) ~ 0.50 (0.62)
Long-run elasticities
Income 0.68 0.43 0.41
Total Price - -0.35
Price -  max -0.63 - -0.02
Price -  rec -0.82 - -0.47
Price -  cut -0.38 - -0.82
No. of estimated parameters 25 63 65
No. of observations 740 740 740
RSS 0.326548 0.277009 0.275862
Overall F-Statistic 506.27 459.56 458.79
Nested Restriction Tests
No fixed time effects
H 0 : 9 ,  = 0 F (4 0 . 6 7 5 ) = 3.10 [0.00]
Svmmetric mice resoonses
H 0  • Y mnx Y r e c  Y c u t F(l 7,5) = 8.52 [0.00] F(2, 675) —  1*40 [0.25]
Non-nested J-Tests
Compare Model II to Model I t.( 7 N )  = 2.79 [0.00]Ho: (p =  0
Compare Model I to Model II 
Ho: i f / =  0 1(676) —  2.98 [0.00]
Notes:
(i) Models I, II, and III correspond to equations (3.18), (3.17), and (3.19).
(ii) The adjusted R 2 for all the specifications were very high at over 0.99.
(iii) The long-run price elasticity is calculated as y / ( l -  X )  for the total price and y B m / ( l -  X ) ,  y r J ( l -  X ) ,
and y c u / ( l -  X )  for the long run Price-max, Price-rec and Price-cut elasticities respectively.
(iv) The test for autocorrelated errors tests for the presence of an AR(1) process.
(v) Probability values in (  )
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3.3.6 Evidence of energy-saving technical change -  Data Set 20A
As previously discussed, Figure 3.5 shows that Model III is surprisingly steeper 
than Model II contrary to prior expectation. Two major issues are clearly obvious 
from the chart. First, the time dummies display similar variations from year to year, 
but both display a downward trend implying significant energy-saving technical 
change. Second, the estimates of technical change are very similar to Figure 3.3 and 
Figure 3.4. This indicates that supports the use of Data Set 20A since it displays 
consistent long-run estimates of technical change.
3.3.7 Summary Results - Data Set 20A
Using Data Set 20A, this section presented an application of econometric tools to 
determine the estimates for OECD industrial energy demand as well as to obtain 
evidence of energy-saving technical change. Similar to the method used in sections
3.3.1 and 3.3.2, the three models, that is, the price-asymmetry methodology proposed 
by GH, the traditional symmetry specification proposed by GS as well as a 
combination of both specifications were estimated. The conclusion from the 
estimations and associated tests support Model I, that is, the preferred specification 
incorporates asymmetric price responses without exogenous technical progress. 
Therefore, similar to previous estimates, results from modelling and tests supports the 
adequacy of asymmetric price responses in explaining technical progress in OECD 
industrial sector.
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The price estimates is similar to the result obtained in Jones (1996),64 while the 
income estimate is within the range of result in Hass, Zochling & Schipper (1998). 
Arguably, long-run estimates of technical change which is less steep than estimates 
from the more parameterised model with asymmetric price responses is contrary to 
prior expectation. Also, results from Model II and Model III shows lower income 
elasticity which indicates that excluding the measure of technical progress may be 
over-stating the income response. This was the position taken by GS, but without 
enough tests to support the conclusion. Though the results obtained from the two data 
sets are consistent, the main criticism of the asymmetry specification remains. 
Therefore, in order to further validate these results and to check if the starting point of 
the data have any impact on the results, two different data sets, Data Set 15B and 
Data Set 20B, incorporating a shorter time period will be used to evaluate OECD 
industrial energy demand to check the robustness of the approach and hopefully take 
a conclusive position on the appropriate way to incorporate technical progress in the 
model.
3.3.8 Estimation Results for the period 1978 -  2003
One of the main criticisms of the price-asymmetry methodology is the problem of
relying on very old maximum price and highly dependent on the starting point of 
data. Also, Vande Kamp et al., (1999), argued that price asymmetry can be imposed 
only as a temporary rather than a permanent response. Also, given that Data Set 20A 
is unbalanced, the start of price-max differs for the extra five countries added to Data 
Set 15A. Therefore, in light of these criticisms and to verify the conclusions in 
previous sections, this section seeks to use shorter data sets over the period 1978 - 
2003 to estimate OECD industrial energy demand.
Following the data analysis presented in Chapter Two, it is clear that this data set 
falls outside the period of severe price fluctuations of mid-seventies. Also, since the 
main reason for the choice of Data Set 15A is due to lack of consistent data for the 
period 1962 -  2003, Data Set 15B and Data Set 20B will be estimated to explore the 
issue of price asymmetry and energy-saving technical change in fifteen and twenty 
OECD countries respectively.
64 Though this study was for G-7 countries, the result is indicative of the OECD countries used in this 
Chapter because of the size of the economies.
109
3.3.9 Estimation results - Data Set 15B
Estimation results from the three specifications agree that income is an important
determinant of energy demand. The symmetric Model II shows a 0.38 income 
elasticity, a -0.02 short-run price elasticity, and a -0.18 long run price elasticity. A 
Hausman test for endogeneity fails to reject least squares as a consistent estimator and 
the test for autocorrelated errors also fail to detect any problem in the models. Similar 
to results from Data Sets 15A and 20A, the panel unit root test65 on the estimated data 
series shows that the series are stationary.
Results from the asymmetric Model I show lower price elasticity for price 
recoveries than for price cuts and a higher elasticity for price increases than for price 
cuts, which confirms the results theoretically and suggests the existence of significant 
asymmetries in the data. For price-max, the short run elasticity is -0.03 while the 
long run elasticity is -0.22. Income elasticities differ substantially in both Model I 
and Model II. In the symmetric model, the income elasticity is 0.38 as contrasted with 
0.65 in the asymmetric model. With the introduction of the time dummies, the income 
elasticity falls marginally from 0.38 to 0.37; the parameter estimates of price-max and 
price-cut becomes more elastic, with their standard errors increased therefore making 
ymandyc statistically insignificant. Results from the parameter restriction tests
confirm that we reject both hypotheses hence the data supports the conclusion that 
Model III is preferred to both Model I and Model II. Tentatively, this means the 
preferred specification is the asymmetry model with fixed time effects represented by 
Model III.
Also, as shown in Table 3.4, a test of symmetry within Model I and Model III, reject 
the hypothesis of symmetry in Model III but fail to reject the hypothesis of symmetry 
in Model I. This effectively rules out Model I from reckoning judging by the result 
which implies that the model reverts to the traditional symmetric model without time 
effects. In line with the adopted procedure in this chapter, though, Model I is ruled 
out of ‘contention.’ However, it will be interesting to find out its strength/weakness 
over Model II by conducting the non-nested tests.
6S See results of panel unit root test in appendix 3.1
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Table 3.4 Estimation Result - Data Set 15B
Model I Model II Model III
Income 0.647 0.381 0.370
(0.00) (0.00) (0.00)
Price -0.019
(0.39)
Price-max -0.026 0.104
(0.44) (0.12)
Price-rec -0.000 -0.073
(0.99) (o.oi)
Price-cut -0.021 -0.047
(0.24) (0.30)
Lagged energy demand 0.880 0.879 0.855
(0.00) (0.00) (0.00)
Time dummies included No Yes Yes
Price asymmetry Yes No Yes
Autocorrelated errors ii74 = 1.40 (0.16) (374 = 0.33 (0.74) t374 = 0.06 (0.95)
Hausman 1(354) = 1-39 (0.17) 1(332) = 1-48 (0.25) 1(330) = 1 >60 (0.11)
Long-run elasticities
Income 0.65 0.38 0.37
Total Price -0.18
Price — max -0.22 0.72
Price -  rec -0.00 -0.50
Price — cut -0.17 -0.32
No. of estimated parameters 20 42 44
No. of observations 375 375 375
RSS 0.112581 0.094249 0.092249
Overall F-Statistic 227.78 312.64 317.95
Nested Restriction Tests
No fixed time effects
H o :0,= 0 F(24,33i) = 3.04 [0.00]
Symmetric price responses
A) ' Y max “ Y rec ~ Ycut F(l 3ss) = 0.71 [0.49] F(2,3si) = 3.59 [0.03]
Non-nested J-Tests
Compare Model II to Model I
Ho: <p- 0 t(354) = 12.54 [0.00]
Compare Model I to Model II
Ho: y/ = 0 t(332) — 3.80 [0.00]
Notes:
(i) Model (I), (II), and (III) correspond to equations (3,18), (3.17), and (3,19) respectively.
(ii) The adjusted R2 for all the specifications were high at over 0.99
(iii) The long-run price elasticity is calculated as y / ( l -  X )  for the total price and y m ax / ( 7- X ) ,  y rec/ ( l -  X ) ,  and y c „ / ( l -  
X )  for the long run Price-max, Price-rec and Price-cut elasticities respectively.
(iv) The test for autocorrelated errors tests for the presence of an AR(I) process.
(v) Probability values in (  )
Results from the non-nested tests show that, we reject both hypotheses, that is, both 
models contain extra explanatory powers beyond that contributed by the original 
models. This gives a hint that both models, that is, GS (2005) and GH (2002) are 
substitutes in explaining industrial energy demand in OECD countries. However, as 
discussed above, Model I is not valid on statistical and economic grounds and also in
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Model II, the price coefficient is not statistically significant. Though the coefficient of 
price-max is greater than the coefficient of price-rec, which is in turn greater than the 
coefficient of price-cut, (i.e. \ym\ > \yr\ > \yc\ ) in Model III, the model has a major
flaw as it cannot be justified on economic grounds as only the coefficient of price-rec 
is significant. This makes the process of choosing a model inconclusive and arguably 
highlights the major criticism of the asymmetry model that of being too reliant on the 
starting point of the data. Consequently, it is not surprising that it is difficult to obtain 
consistent results across different data sets. This result contrasts the earlier results 
obtained in Data Set 15A  and Data Set 20A, which supports the exclusive use of 
asymmetric price responses as a way to account for technical change.
3.3.10 Evidence of energy-saving technical change -  Data Set 15B
Contrary to estimates of long-run technical progress obtained previously, Figure 
3.6 displays what can reasonably be described as estimates of the long run technical 
inefficiency.
As previously discussed, the long-run estimates of technical change from the two 
models display the same trend. However, for Data Set 15B, the observed trend from 
Figure 3.6, shows an upward trend implying significant negative energy-using 
technical change. This is intuitively correct since the main period of high oil price 
volatility is excluded from this data set. Further, it may be a signal to show a period
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of capital stock replacement in the industrial sector following the severe fluctuations 
experienced in the mid-seventies and early-eighties.
3.3.11 Summary Result - Data Set 15B
The objective of using Data Set 15B was to check the robustness of the estimates 
obtained from using Data Sets 15 A  and 20A. Further, it was also meant to investigate 
the view that asymmetric price responses should only be viewed as a temporary rather 
than a permanent phenomenon. Results from estimation and tests as well as 
application of economic theory could not really ascertain the robustness of earlier 
results. This makes the process of model choice inconclusive and invalidates the 
results from the models using Data Set 15B.
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3.3.12 Estimation result - Data Set 20B
Similar to previous results, estimation results from all the models shows the
coefficient of the income variable is statistically significantly different from zero. 
Turning to the diagnostic tests, the test for serial correlation indicate problems in 
Models II and III, while the Hausman test for endogeneity reveals no problems in all 
the models. However, as shown in Appendix 3.14, panel unit root test indicate 
problem in all the variables. Therefore, all the problems were addressed and re- 
estimated with results presented and discussed in Section 3.3.13 below.
Table 3.5 Estimation Result - Data Set 20B
Model I Model II Model III
Income 0.455 0.162 0.152
(0.00) (0.01) (0.01)
Price -0.056
(0.01)
Price-max -0.098 0.038
(0.05) (0.59)
Price-rec -0.034 -0.077
(0.15) (0.01)
Price-cut -0.038 -0.065
(0.03) (0.06)
Lagged energy demand 0.886 0.856 0.852
(0.00) (0.00) (0.00)
Time dummies included No Yes Yes
Price asymmetry Yes No Yes
Autocorrelated errors A(434)= 132 [0.26] '(414)= 2.76 [0.01] '(412)= 2.86 [0.00]
Hausman '(454) = 0.85 [0.39] '(434)= 0.20 [0.84] '(432)= 0.50 [0.58]
Long-run elasticities
Income 0.45 0.16 0.15
Total Price -0.39
Price -  max -0.86 -0.29
Price -  rec -0.30 -0.56
Price -  cut -0.33 -0.27
No. of estimated 26 46 48
parameters
No. of observations 480 480 480
RSS 0.196697 0.161192 0.160731
Overall F-Statistic 284.27 367.88 367.11
Notes:
(i) Model (I), (II), and (III) correspond to equations (3.18), (3.17), and (3.19) respectively.
(ii) The adjusted R  for all the specifications were high at over 0.99
(iii) The long-run price elasticity is calculated as y / ( l - X )  for the total price and y m J ( l -  X ) ,  y rJ ( l -  X ) ,  and y „ , / ( l -  X )  
for the long run Price-max, Price-rec and Price-cut elasticities respectively.
(vi) The test for autocorrelated errors tests for the presence of an AR(1) process.
(vii) Probability values in /  )
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3.3.13 Estimation result - Data Set 20B with AR (1) correction
Following the discussion in section 3.3,12 above, Data Set 20B is re-estimated in
first-difference for all the variables except price-max and with correction for AR(1) 
error.
Table 3.6 Estimation result - Data Set 20B [AR(1)]
Model I Model II Model III
Income 0.432 0,180 0.172
(0.00) (0.00) (0.00)
Price -0.067
(0.00)
Price-max 0.092 0.016
(0.19) (0.82)
Price-rec -0.054 -0.074
(0.01) (0.00)
Price-cut -0.053 -0.079
(0.00) (0.01)
Lagged energy demand 0.888 0.878 0.876
(0.00) (0.00) (0.00)
Time dummies included No Yes Yes
Price asymmetry Yes No Yes
Inverted AR roots -0.03 -0 .1 1 -0 .1 1
Long-run elasticities
Income 0.43 0.18 0.17
Total Price -0.55
Price -  max 0.82 0.13
Price -  rec -0.48 -0.60
Price -  cut -0.47 -0.64
No. of estimated 26 46 48
parameters
No. of observations 460 460 460
RSS 0.170563 0.143232 0.143248
Overall F-Statistic 253.51 310.15 310.49
Nested Restriction Tests
No fixed time effects
H 0 :e (  0  =  0 F ( 2 2 , 4 1 2 )  = 3.57 [0.00]
Symmetric price resDonses
• Y max — Yt ec ~ 7cut F(2,4S4) = 2.25[0.11] F(2. 4 1 2 )  ~ 0.65 [0.52]
Non-nested J-Tests
Compare Model II to Model I Not estimated66
H o :  <p = 0
Compare Model I to Model II Not estimated
H o :  i// =  0
Notes:
(i) Model (I), (II), and (III) correspond to equations (3.18), (3.17), and (3.19) respectively.
(ii) The adjusted R 2 for all the specifications were high at over 0.99
(iii) The long-run price elasticity is calculated as y / ( l - X )  for the total price and y m a x / ( l -  X ) ,  y r c J ( l - X ) ,  and y c u / ( l -  X )  
for the long run Price-max, Price-rec and Price-cut elasticities respectively.
(iv) Probability values in (  )
66 This is due to the fact that decision can be made entirely from the nested test above.
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Similar to previous results, the income variable is statistically significant while the 
coefficient of the price variables presents conflicting results. As shown on Table 3.6, 
Model III is preferred to Model I and Model II. However, a Huntington test to 
validate the use of asymmetric price responses fails to reject the hypothesis of 
symmetry in Models I and III.
Turning to Model II, although the coefficients of price and income are statistically 
significant, the income coefficient is relatively low. The result indicates that for 1 per 
cent increase in industrial production, industrial energy demand increases by only 
0.18 per cent; suggesting a weak relationship between industrial energy demand and 
industrial production. Since this is a panel of OECD countries industrial sector, this 
does not seem plausible. Therefore, similar to conclusions reached with Data Set 15A 
and based on economic theory, this exercise is deemed inconclusive.
3. 3.14 Evidence of energy-saving technical change -  Data Set 20B
Similar to estimates of long-run technical progress obtained using Data Set 15B, 
Figure 3.7 displays what can be described as estimates of the long run technical 
inefficiency.
Figure 3.7 Estimates of exogenous technical change -  Data Set 20B [AR(l)j
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This chapter is an exercise in estimating a panel data model of OECD industrial 
energy demand with data covering the period 1962-2003 and 1978 -  2003 based on 
the general modelling framework proposed by GH, GS, and Huntington (2006) but 
augmented with extra tests. As shown on Table 3.7 and 3,8 below and as discussed 
in previous sections above, the results, give mixed messages. Results from Data Sets 
15A and 20A are broadly similar to result in Dargay (1991), while results from Data 
Sets 15B and 20B display inconsistency with the larger data sets and previous 
published works. Therefore, unlike Huntington (2006) for the whole economy energy 
(and oil) demand, it is not possible to clearly infer that both asymmetric price 
responses and time dummies have a role to play; that is they are ‘complements’ rather 
than ‘substitutes’ as GS imply. Although the tests suggested by Huntington (2006) 
do support a similar conclusion for OECD industrial energy demand, the estimated 
price coefficients are not well determined all round.
3.4 Chapter summary and conclusion
Table 3.7 Summary of preferred models (based on panel data econometrics)
Data Sets
Model I 
Asymmetry without 
time dummies
Model II 
Symmetry with 
time dummies
Model III 
Asymmetry with 
time dummies
Data Set 15A Preferred - -
Data Set 20A Preferred - -
Data Set 15B ************** inconclusive
Data Set 20B ************** inconclusive ***************
This chapter shows that when estimating energy demand models and considering 
the important issue of energy-saving technical progress (and other exogenous trends) 
a general flexible approach should initially be adopted. The chosen model should be 
the one that is accepted by the data while conforming to economic theory -  but this 
should be estimated and tested rather than imposed at the outset. However, this 
exercise also shows that even then a clear favoured statistical model may not be 
found without the recourse to economic intuition and theory.
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Table 3.8 Summary of results from the preferred models
Data Sets
Model I 
Asymmetry without 
time dummies
Model II 
Svnnnetrv with 
time dummies
Model III 
Asymmetry with 
time dummies
Data Set 15A Income = 0.78 
Pmax = -0.53 
Prec = -0.75 
Pcut =-0.41
- -
Data Set 20A Income = 0.68 
Pmax = -0.63 
Prec = -0.82 
Pcut = -0.38
- -
Data Set 15B inconclusive
Data Set 20B inconclusive
In conclusion, it has been shown that panel data econometric modelling of OECD 
industrial energy demand is not an easy task and further research is needed before 
‘definitive’ estimates are obtained. Nevertheless this research has shown the 
importance, when modelling industrial energy demand in a panel context, of using a 
general flexible framework allowing for asymmetric price responses and time 
dummies to capture the underlying energy demand trends driven by technical 
progress and other exogenous factors. Although the results are not definite, they do 
show that assuming a specific model or imposing, rather than testing, particular 
assumptions can be equally misleading and wherever possible the data should be 
allowed to determine the model - but guided by economic intuition and theory.
However, these results do not give a clear direction to account for technical 
progress in a model for OECD industrial energy demand. The results from the larger 
data sets, i.e. Data Sets 15A and 20A, support the use of asymmetric price responses. 
On the other hand, results from Data Sets 15B and 20B are not well determined and 
therefore are inconclusive. Therefore, similar to the conclusions by GS, it is clear that 
the robustness of the asymmetry methodology is questionable when applied over 
different time periods.
Further, this study has also exposed a few weaknesses that need further research. 
Some restrictions imposed by the GH and GS panel framework are adopted here:, in 
particular the assumption that the slope and time coefficients are constant across a
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wide range of countries.67 Given the diverse nature of the countries used in this study 
it could be argued that these restrictions may be unrealistic.68 Each country’s share of 
industrial output in GDP is likely to be different and involve different industrial 
structures, institutions and socioeconomic patterns. Therefore imposing the same 
pattern of underlying energy demand trend across each country via the fixed time 
effects appears restrictive (at least without formal testing). Further, although this is a 
panel of O ECD  countries, the countries are still likely to be at different stages of 
development. Given these factors it is not surprising that it is difficult to get 
statistically sound and economically consistent estimates with sensible elasticities 
that apply across all countries with an identical underlying energy demand trend. In 
order to further explore this issue a panel restriction test conducted fail to show any 
problem with these specifications.
Future research will therefore aim to explore these matters further, by testing the 
application of A P R  and U E D T  in three of the most commonly used times series 
specifications to determine the preferred methodology to account for technical 
progress in O E C D  industrial energy demand starting with a general specification that 
allows for asymmetric responses but with a non-linear underlying trend to capture 
energy-saving technical change and other exogenous effects and test the models 
accordingly.
67 Also the assumption of a Koyck lag structure could be questioned, despite this being quite popular in 
the asymmetric price response literature.
68 Arguably this is also true of the whole economy work undertaken by GH and GS.
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Appendix 3.1 Panel Unit Roots Tests
Most economic variables that exhibit strong trends, such as energy consumption, 
energy prices, and industrial production data may have unit roots. Standard inference 
procedures do not apply to the regressions which contain an integrated dependent 
variable or integrated regressors. Therefore, it is important to check whether a series 
is stationary or not before using it in a regression. The formal method to test the 
stationarity of a series is the unit root test. Apart from the test on Data Set 20B, the 
panel unit root tests, rejects the presence of unit root in the data sets.
Appendix 3. 11  Unit Root Tests -  Data Set 15A
A  striking feature of the results is the high -  and very significant -  estimated 
coefficient of the lagged energy demand; all being in excess of 0.92 suggesting that 
energy demand may have a unit root. As shown in Table 3.9, the majority of the tests 
reject the presence of a unit root, in particularly the most commonly used tests by 
Levin, Lin  and Chu (2002) and Im, Peseran and Shin (2003). It is therefore assumed 
that this is not a problem despite the relatively high estimated value of the coefficient 
of lagged energy demand.
Table 3.9 Panel Unit Root Test -  Data Set 15A
Method Statistic Probability Cross-sections
Null: Unit root (assumes common unit root process)
Levin, Lin & Chu t* -10.6964 0.0000 15
Breitung t-stat 1.19574 0.8841 15
Null: Unit root (assumes individual unit root process)
Im, Pesaran and Shin W-stat -8.23135 0.0000 15
ADF - Fisher Chi-square 136.130 0.0000 15
PP -  Fisher Chi-square 176.977 0.0000 15
Null: No unit root (assumes common unit root process)
HadriZ-stat 12.6617 0.0000 15
Notes:
(i) All estimations undertaken in EViews 5
(ii) Includes linear trends and lags of 1 year
(iii)Probabilities for Fisher tests are computed using an asymptotic Chi-square distribution. All other 
tests assume asymptotic normality.
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Appendix 3.12 Unit Root Test - Data Set 20A
As discussed in appendix 3.11 above, a panel unit root test on energy demand is 
also conducted for Data Set 20A. Table 3.8 shows that there is no unit root in energy 
demand despite the high values of the coefficients of lagged energy demand.
Table 3.10 Panel Unit Root Test -  Data Set 20A
Method Statistic Probability Cross-sections
Null: Unit root (assumes common unit root process)
Levin, Lin & Chu t* -10.7910 0.0000 20
Breitung t-stat 1.33974 0.9098 20
Null: Unit root (assumes individual unit root process)
lm, Pesaran and Shin W-stat -7.91134 0.0000 20
ADF - Fisher Chi-square 155.646 0.0000 20
PP - Fisher Chi-square 196.364 0.0000 20
Null: No unit root (assumes common unit root process)
H adriZ-stat 14.6132 0.0000 20
Notes:
(i) All estimations undertaken in EViews 5
(ii) Includes linear trends and lags of 1 year
(iii) Probabilities for Fisher tests are computed using an asymptotic Chi-square distribution. All other
tests assume asymptotic normality.
Appendix 3.13 Panel Unit Root Tests - Data Set 15B
As discussed above, a panel unit root test on energy demand on Data Set 15B shows
that there is no unit root in energy demand 
Table 3.11 Panel Unit Root Test -  Data Set 15B
Method Statistic Probability Cross-sections
Null: Unit root (assumes common unit root process)
Levin, Lin & Chu t* -2.73476 0.0031 15
Breitung t-stat 0.77749 0.7816 15
Null: Unit root (assumes individual unit root process)
lm, Pesaran and Shin W-stat -1.983 85 0.0236 15
ADF - Fisher Chi-square 46.4240 0.0283 15
PP - Fisher Chi-square 29.1493 0.5098 15
Null: No unit root (assumes common unit root process)
Hadri Z-stat 8.08624 0.0000 15
(i) All estimations undertaken in EViews 5
(ii) Includes linear trends and lags of 1 year
(iii) Probabilities for Fisher tests are computed using an asymptotic Chi-square distribution. All other
tests assume asymptotic normality.
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Appendix 3.14 Panel Unit Root Tests - Data Set 20B
As discussed above, a panel unit root test (in levels) on energy demand on Data Set 
20B shows that there is a unit root in energy demand, while a repeat of the test in first 
differences shows that the problem is resolved at this point. Therefore, as indicated in
Section 3.3.12, the estimation was done in first differences. 
Table 3.12 Panel Unit Root Test -  Data Set 20B (in levels)
Method Statistic Probability Cross-sections
Null: Unit root (assumes common unit root process)
Levin, Lin & Chu t* -0.93271 
Breitung t-stat 0.59792
0.1755
0.7251
20
20
Null: Unit root (assumes individual unit root process)
lm, Pesaran and Shin W-stat 0.17540 
ADF - Fisher Chi-square 43.7553 
PP - Fisher Chi-square 50.8993
0.5696
0.3151
0.1159
20
20
20
Null: No unit root (assumes common unit root process)
Hadri Z-stat 13.5216 0.0000 20
(i) All estimations undertaken in EViews 5
(ii) Includes linear trends and lags of 1 year
(iii) Probabilities for Fisher tests are computed using an asymptotic Chi-square distribution. All other
tests assume asymptotic normality.
Table 3.13 Panel Unit Root Test -  Data Set 20B (in first differences)
Method Statistic Probability Cross-sections
Null: Unit root (assumes common unit root process)
Levin, Lin & Chu t* -14.7708 0.0000 20
Breitung t-stat -9.13221 0.0000 20
Null: Unit root (assumes individual unit root process)
lm, Pesaran and Shin W-stat -15.2302 0.0000 20
ADF - Fisher Chi-square 267.980 0.0000 20
PP - Fisher Chi-square 279.009 0.0000 20
Null: No unit root (assumes common unit root process)
Hadri Z-stat 2.15512 0.0156 20
(i) All estimations undertaken in EViews 5
(ii) Includes linear trends and lags of 1 year
(iii) Probabilities for Fisher tests are computed using an asymptotic Chi-square distribution. All other
tests assume asymptotic normality.
122
A ppendix 3.21 C how  test -  D ata Set 15A
G iven the sources o f  data for the price series, there exists potential concern for 
validity  o f  the derivation o f  the price series used in Data Set 15A. Therefore, a 
param eter constancy test is hereby used to determ ine its validity. U sing the test 
proposed by C how  (I9 6 0 ),69 the objective o f  this appendix therefore is to conduct a 
param eter constancy test. For the purpose o f  this test, the data set is divided into two 
parts. The first part covers the period w ith a consistent price data, that is, 1978 
through to 2003, w hile the second part covers the period betw een 1962 and 1977. The 
Chow  test is therefore a sim ple F-test that com pares the residual sum o f  squares from  
these tw o restricted sam ples to the unrestricted sam ple represented by D ata Set 15A. 
A nalysis in Table 3.14 below , suggest that there should not be a problem  w ith 
com bining the data this way.
Table 3.14 Param eter constancy (Chow ) test
Data Sets Model I Model 11 Model 111
F test 0.1128 0.0711 0.0875
F(5%) 1.00 1.00 1.00
Decision (5%) Accept Ho Accept Ho Accept Ho
A ppendix 3.22 C how  Test -  Data set 2 0 A
G iven the decom position o f  the price series and the com bination o f  the data used 
in D ata Set 20A, there is a potential concern for the validity  o f  the derivation o f  the 
price series. Therefore, sim ilar to the test on Data 15A above, the data set is divided 
into tw o parts. The first part relates to the data on 15 countries represented by Data 
Set 15A (1962-2003), w hile the second part relates to data on the rem aining five 
countries (1978-2003) that m akes up the data set. A nalysis on Table 3.15 below  
suggests that there should not be a problem  w ith com bining the Data Set 20A  in this 
way.
Table 3.15 Param eter constancy (Chow ) Test
Data Sets Model I Model II Model III
F test 0.0608 0.1378 0.1649
F(5%) 1.00 1.00 1.00
Decision (5%) Accept Ho Accept Ho Accept Ho
69 Chow (1960) page 591 - 605
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C h a p t e r  F o u r
Asymmetric Price Responses (APR) and Underlying Energy Demand 
Trends (UEDT): Are They Substitutes or Complements?
4.1 Introduction
Judging by the varying degree of differences in results and conclusions of Chapter 
Three, this chapter aims to conduct more robust tests on the main competing 
methodologies utilised. Arguably, there are obvious limitations of the panel data 
methodologies especially with the industrial sector of a diverse economic group such 
as the OECD. As discussed in Chapter One, there are wide variations in the size of 
the industrial sector in the countries and more importantly, the share of the industrial 
sector in the respective countries’ GDP is different. Therefore, by dropping the 
assumption of homogenous income, prices and trends, it would serve a useful purpose 
to conduct a number of statistical tests within a time series framework to ascertain the 
‘preferred’ methodology and to ascertain if the competing methodologies are 
complements or substitutes.
This is therefore, an extension of the debate on the adequacy of using price- 
asymmetry and fixed time dummies70 as a measure of technical progress in industrial 
energy demand modelling. The tests conducted within the panel data modelling 
framework, consists of traditional F-tests as proposed by Huntington (2006), and J- 
test for non-nested models to determine the choice of model for all the data sets 
utilised.
The objective of this chapter therefore, is to conduct tests for asymmetric effects 
in industrial energy demand models within a structural time series-modelling 
framework (consistent with the Hunt et al, 2003a approach). This is done by formally 
testing the effect of imposing the restrictive assumption of symmetry on an 
unrestricted general model in order to test whether asymmetric price responses and 
energy saving technical change (or the more general UEDT) are substitutes for each
70 Since the time trends is used as a measure of technical progress by GS; it can be viewed as being 
equivalent to UEDT proposed by Hunt et al (2003a, 2003b)
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other when modelling energy demand or whether they are actually picking up 
different effects and are therefore complements.
This is achieved through the use of three econometric specifications71 by 
exploring the gains derivable from using the asymmetry and time dummies/UEDT 
specifications individually and collectively within a time series framework. These 
specifications are the simple static model, the partial adjustment (PAM) model and 
the autoregressive distributed lag model with a lag of one year, ARDL(1,1) (hereafter 
referred to as STATIC, PAM and ARDL respectively). The idea being to evaluate 
and justify the use of APR and/or UEDT in industrial energy demand modelling such 
as conducted in this thesis. Also, it will provide a useful extension of the debate 
which centres on finding a good way to account for technical change in energy 
demand modelling. Arguably, this is important when modelling industrial energy 
demand, considering the complex nature of industrial processes.
As previously discussed in Chapter One, the most commonly used procedure in 
energy demand literature utilises a simple linear time trend as an approximation for 
technical progress. This procedure has been questioned by many authors72 with 
several arguments proposed to resolve the issue. The modelling framework and tests 
conducted in previous chapter of this thesis attest to the fact that it is not an easy task 
to make definitive conclusions on the debate. Estimation and tests results from 
Chapter Three therefore, broadly supports the notion that model selection is not 
straightforward. Therefore, the choice of model may be dependent on the data, 
methodology as well as economic theory.
The estimation and testing procedure adopted in this chapter is based on that 
suggested by Huntington (2006) within a panel data modelling context. As such, the 
most general unrestricted model is initially proposed with less flexible, restricted (or 
nested) versions of the model then being tested against this general unrestricted 
model. These restricted models are subsequently adopted based on their parsimony 
and congruence with standard test procedures and economic theory, that is, if it can 
be proved that a more general version provides no statistical gains; it is favoured due 
to its parsimony.
71 These specifications have not been previously used in this thesis and the justification and the 
respective model specification will become clearer in Section 4.2.
72 Refer to Chapter One for a detailed discussion of the asymmetry/UEDT debate.
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Following these tenets, this chapter establishes a testing procedure to enable the 
integration of asymmetric decompositions of data series as a ‘general’ feature into 
demand models and subsequently determine whether they are preferred to restricted 
symmetric responses. Such decompositions have found increasing use in the 
literature.73 Further, many authors have been increasingly involved with the debate as 
to whether or not such decompositions encapsulate the effects of technological 
progress, hence making them substitutes within a model, see for example Griffin and 
Schulman (2005). The test framework used in this paper is therefore also developed 
in order to offer an initial response to this issue and thus provide clarity on whether 
these two approaches are substitutes or complements.
Therefore, in order to give credence to the arguments proposed above and reach a 
conclusion on modelling OECD industrial energy demand, a testing procedure is 
hereby proposed using three of the most widely used methodologies as set out in the 
next section below. The rest of this chapter will be as follows: Section 4.2 discusses 
the methodology; the results are discussed in Section 4.3, while a summary is given 
in Section 4.4.
4.2 Methodology
Three competing models/techniques are applied in an experimental framework to 
ascertain whether APR and UEDT are complements or substitutes in modelling 
OECD industrial energy demand. The models used are the STATIC, PAM and ARDL 
as discussed above. It can be argued that these models are quite popular in energy 
demand literature. Several authors74 have used these techniques individually and 
jointly to investigate energy demand behaviour.
Using Data Set 15A75 in a time series concept, the respective equations are 
estimated for individual countries, and then a combination of LR and F tests are 
conducted to assess the efficiency gains/losses derived from using the asymmetry and 
UEDT methodologies as discussed below.
The models will be estimated using a general (unrestricted) model and later by a 
restricted model. The restrictions here refer to moving from asymmetry model to a
73 See Chapter One for a detailed discussion on the use of asymmetric price responses in the literature.
74 Please see Table 1.1 and Table 1.2 for a complete list.
75 The use of Data Set 15A is premised on the fact that it maximises time period and number of 
countries.
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symmetry model on one hand and from moving from a UEDT inclusive model to a 
UEDT exclusive model on the other hand.
Turning to the tests, the LR test is a general large sample test based on the maximum 
likelihood estimation method. According to Greene (2003), the test is carried out by 
comparing the values of the log-likelihood function with and without the restrictions 
imposed. It is therefore based on the difference between LnLu - LnZ,& where LU is 
the value of the likelihood function at the general (unrestricted) model and LR is the 
value of the likelihood function at the restricted estimate. Such that;
LR statistic = -2[inLR - InLy] — 5*-+ X2[J] (4.1)
The hypotheses are set as follows with decisions made at the 5 per cent level for all 
the models and tests.
Table 4.1 Description of hypotheses _____________________
All models
1. Does adding a (level) stochastic trend76 to a symmetric model 
improve the model?
2. Does an adding asymmetric price to symmetric model with no 
trend improve the model?
3. Does adding a (level) stochastic trend to an asymmetric model 
improve the model?
4. Does an adding asymmetric price to symmetric model with a 
stochastic trend improve the model?
Generally, the hypothesis measures the gains from moving from an unrestricted 
model to a restricted model. The details will become clearer in the following section. 
Essentially, if the null hypotheses H q are accepted in Test 1 and Test 3, UEDT is 
rejected, which implies that asymmetry is superior to UEDT. On the other hand, if H0 
is rejected, then UEDT (AND asymmetry) is accepted. This implies that asymmetry 
and UEDT are complements. Further, if the null hypotheses Ho are accepted in Test 2 
and Test 4, APR is rejected. This implies that a symmetric price response is superior 
to APR.
The choice of tests is based purely on assessing the efficiency gains from 
including APR and/or UEDT in a model of industrial energy demand. The LR testing
76 The use of the term ‘stochastic trend’ is also referred to as UEDT.
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procedure is used for Test 1 and Test 3 because the models were estimated using the 
maximum likelihood (ML)77 estimation procedure. Test 2 and Test 4 utilise the 
traditional F-test procedure for parameter testing as previously shown in Chapter 
Three. These set of tests are laid out clearly in the following four sub-sections.
4.2.1 Estimation Procedure and Test 1
The three models are estimated using maximum likelihood with the Kalman filter 
to account for UEDT in the models. A restricted form of the models is then re- 
estimated without the UEDT. As set out below, the unrestricted model are estimated 
using equations 4.2 and 4.3; 4.5 and 4.6; and 4.8 and 4.9 for STATIC, PAM and 
ARDL respectively. On the others hand, equations 4.4, 4.7 and 4.10 representing the 
restricted versions of STATIC, PAM and ARDL respectively is also estimated. 
Thereafter, the LR test for parameter restriction is conducted on all the models to 
ascertain the gains/losses derivable from adding stochastic trend component to a 
traditional symmetric model without UEDT.
4.2.1.1 STATIC 
General (unrestricted) model:
et -  Mi+ P yy, + P PP,
Where: p t = ju,_x +r/, with cr2 ~M D (0,<r2)
The restricted model is: 
e , = p + f f y t +/3pP,
4.2.1.2 PAM 
General (unrestricted) model:
e, = M ,+ P yy , + P PP, +^m
Where: ju, -  ju,_x +t}, with a 2 ~ NID (0,<jJ)
(4.2)
(4.3)
(4.4)
(4.5)
(4.6)
77 The rationale for this approach broadly follows the STSM framework adopted by Hunt et al (2003a, 
2003b) to evaluate UEDT, Details of this approach will become clearer in Chapter Five.
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The restricted model is: 
e, = P + Pyy, + p pp,+Ae,_l (4.7)
4.2.1.3 ARDL
General (unrestricted) model:
e, -  Mt + P ly i + P I y <-1 + PxPt + P iP - i  + Aet-i
Where: ju, = /zM + tj, with <x2 -  NID (0, a 2)
(4.8)
(4.9)
The restricted model is:
(4.10)
4.2,2 Estimation Procedure and Test 2
The general/unrestricted Specifications I, II and III are estimated using least 
squares Equations 4.11, 4.13 and 4.15 represents an unrestricted version of STATIC, 
PAM and ARDL respectively. On the other hand, equations 4.12, 4.14 and 4.16 
representing the restricted versions of STATIC, PAM and ARDL respectively are 
also estimated. Thereafter, F-test for parameter restriction is conducted to ascertain 
the gains/losses derivable from adding asymmetric price responses to a symmetric 
model with no trend.
4.2.2.1 STATIC
General (unrestricted) model
e( = p  + Pyy l + p mP: ' + p cp cl + p rp rt 
The restricted model is given by: 
el = p  + p yy l + p pPl
(4.11)
(4.12)
4.2.2.1 PAM
(4.13)
(4.14)
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4.2.2.3 ARDL
(4.15)
(4.16)
4.2.3 Estimation Procedure and Test 3
The procedure adopted in section 4.2.1 above is repeated here. As set out below, 
the unrestricted model are estimated using Equations 4.17 and 4.18; 4.20 and 4.21; 
and 4.23 and 4.24 for STATIC, PAM and ARDL respectively. On the other hand, 
Equations 4.19, 4.22 and 4.25 representing the restricted versions of STATIC, PAM 
and ARDL respectively are also estimated. Thereafter, the LR test for parameter 
restriction is conducted on all the models to ascertain the gains/losses derivable from 
adding stochastic trend component to a traditional asymmetric model without UEDT.
4.2.3.1 STATIC
General (unrestricted) model:
et = p , + 0  + P yy, + P"p7 + P cp ct + P'P\  
Where: p, = p t_x +rjf with cr2 ~NID (0,<r2)
(4.17)
(4.18)
(4.19)
4.2.3.2 PAM
General (unrestricted) model:
e, = Mt + P  + p yy , + P mp f  + P cp c, + P rP\ +
Where: p, = p,_} +rj, with cr2 ~NID (0,cr2)
(4.20)
(4.21)
(4.22)
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4.2.3.3 ARDL
General (unrestricted) model:
e,=M,+ f f y ,  + f i l y ^  + f t p ?  + K p U  
+ Pi Pt + Pi Pi-i + Pi Pt + Pi P't-\ + Aet-i 
Where: jut = ju(_x +rj, with a 2 ~NID (0, a 2)
The restricted model is given by:
e, = P  + Pi y, + Pi y ,~i + Pi Pt + P i P ,-1 + t e t-i
4.2.4 Estimation Procedure and Test 4
An unrestricted version of the three models is first estimated with a stochastic 
trend. These models are then re-estimated using least squares after the stochastic 
trend have been extracted from the previous estimation, that is, Equations 4.26, 4.29 
and 4.32 along with Equations 4.27, 4.30 and 4.33 representing the unrestricted 
version of STATIC, PAM and ARDL respectively. On the other hand, Equations 
4.28, 4.31 and 4.34 representing the restricted versions of STATIC, PAM and ARDL 
respectively is also estimated. Thereafter, F-test for parameter restriction is conducted 
to ascertain the gains/losses derivable from adding asymmetric price responses to a 
symmetric model with a stochastic trend.
4.2.4.1 STATIC
General (unrestricted) model (with UEDT)78
e,=jut + P + p yy, + p mp? + P cp c, + P'p'i (4.26)
Where: /ut = ju,_x +t], with a 2 ~NID (0, <r2) (4.27)
The restricted model is:
e ,  = M , +  P y y , + P P P t  (4-28)
78 This achieved by estimating Equation 4.26 in Stamp and then fixing the estimated trend f i t and re-
A
estimating e, — JU, = P yy, +  P'"p " ' + P °p c, +  P' p', in PcGive to obtain the RSS. Similarly, this 
process is repeated for the restricted model in Equation 4.28, by re-estimating
A
et — jUt = P yy, + P Pp, in PcGive to obtain the RSS.
(4.23)
(4.24)
(4.25)
131
4.2.4.2 P A M
General (unrestricted) model (with U E D T )79
et = p , + p  + f V y t + A X '  + A X '  + A X  + Ae,_, (4.29)
where: p , = p,_x + p, with a 2 ~ N ID (0, a 2) (4.30)
The restricted model is:
= M,+ P yy, + P PPt + (4.31)
4.2.4.3 A R D L
General (unrestricted) model (with U E D T )80
et = M l+ P yy , + P l y , .  x + A X "  + A X - ,  (4 32)
+ A c p \ + P i p ^-i + A r X + AX-i + X-i
where: //, = + p, with cr2 -  N ID (0,cr2) (4.33)
The restricted model is:
= A  + A X  + P l  y t-1 + A X  + AX-i + X-i (4*34)
The testing mechanism for these specifications is reproduced in Table 4.2 below.
79 This achieved by estimating Equation 4.29 in Stamp and then fixing the estimated trend fl, and re-
estimating e, -  JU, = p yy , + P mp "  + P cp c, + p rp r, + M ,_x in PcGive to obtain the RSS. 
Similarly, this process is repeated for the restricted model in Equation 4.31, by re-estimating
A
et — p t — p yy , + P Pp, +  Xei_l in PcGive to obtain the RSS.
A
80 This achieved by estimating Equation 4.32 in Stamp and then fixing the estimated trend p , and re- 
estimating e< ^ 1 ~  A  y 1 F  A  +  A  Pi + A  Pt~\ in PcGive to obtain the RSS. Similarly,
+ Pi P Ct + A X - 1 + Pi Pi + P i Pt-i +
this process is repeated for the restricted model in Equation 4,34, by re-estimating
A
e, — p , = P ly , + P ly ,_ x + P ip ,  + P l  Pt-\ + X - i  in PcGive to obtain the RSS.
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T ab le  4 .2  S ta tem en t o f  h y p o th ese s
Statement of Hypotheses
Test 1
Does adding a (level) stochastic trend81 to a 
symmetric model improve the model?
He- tr,2 = 0  
(i.e ./i, = /t,_ , = / ? )
Test 2 Does an adding asymmetric price to 
symmetric model with no trend improve the 
model?
X o II II 735 II
Test 3 Does adding a (level) stochastic trend to an 
asymmetric model improve the model?
H0: a 2 = 0 
(i.e .//, = / / M = P )
Test 4 Does an adding asymmetric price to 
symmetric model with a stochastic trend 
improve the model?
H0: p p = p '"  = p c = p r
The results will be presented in two parts; part A  shows probability levels of test and 
part B shows the decision at the 5 per cent level. These provide the answers to the 
questions in Table 4.2 above.
4.3 Estimation Results
As discussed in Chapter Three, the methods proposed here allows for empirical 
testing of different specifications that allow for the inclusion of U E D T  and 
asymmetry methodologies in industrial energy demand models and to ascertain 
whether the approaches are substitutes or complements. Overall test results for all 
countries severely challenge the traditional symmetric modelling approach and also 
show the inadequacy of over-generalisation of modelling results when a group of 
countries such as the O E C D  is being evaluated. The results for a majority of the 
countries broadly support the inclusion of a stochastic trend as well as the APR. The 
exclusiveness of A P R  is rejected for all countries, which contrasts sharply with 
previous results in Chapter Three.82 Individual countries’ results are presented below 
using the testing framework proposed in Section 4.2 above plus a detailed discussion 
of the test results.
81 The term ‘stochastic trend’ is also referred to as UEDT.
82 This is related to results from Data Sets 15A and 20A in Chapter Three.
1 3 3
4.3.1 Austria test results
The results for Austria in Tests 1 and 2 indicate that adding U E D T  and A P R  to 
the symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry. However, asymmetry is rejected within the 
A R D L  framework when U E D T  is not included in the model as shown in Table 4.3A 
and Table 4.3B. This suggests that U E D T  is superior to asymmetric specification, 
Further, results from Tests 3 and 4, also show that asymmetric prices responses and 
U E D T  are complements for modelling industrial energy demand.
Table 4.3A Austria result (p-values)83
Austria
1963-2003 STATIC
PAM ARDL
Test 1: 
H0: CT* =  0 0.000 0.002 0.006
Test 2:
Ho: = p m = p c = p r 0.000 0.046 0.472
Test 3: 
H0: cr2 =  0 0.000 0.003 0.008
Test 4:
Ho: p r = p ' " = p c = p r 0.000
0.000 0.000
Table 4.3B Austria result (decision - table)
Austria
1963-2003
STATIC PAM ARDL
Test 1: 
H0: cr2 = 0 Yes Yes Yes
Test 2:
H0: P p = P "‘ = P c = P r Yes Yes No
Test 3: 
H0: cr2 = 0 Yes Yes Yes
Test 4:
Ho: pP = p m = p c = P r Yes Yes Yes
where:
Y es =  reject H0
N o =  accept H0
83 See Table 4.2 for a full description of the tests.
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4.3.2 Belgium test results
The results for Belgium in Tests 1 and 2 indicate that adding U E D T  and A P R  to 
the symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry. However, asymmetry is rejected within the 
A R D L  framework when U E D T  is not included in the model as shown in Table 4.4A 
and 4.4B. This suggests that U E D T  is superior to asymmetric specification. Results 
from Tests 3 and 4, also show that asymmetric prices responses and U E D T  are 
complements for modelling industrial energy demand.
Table 4.4A Belgium result (p-values)
Belgium 1963-2003 STATIC PAM ARDL
Test 1: 
H0: = 0 0.000 0.000 0.019
Test 2:
H 0: P P =  P m = P C = P r
0.000 0.000 0.137
Test 3: 
H0: cr* = 0 0.000 0.011 0.014
Test 4:
H 0: p p = p ,n = p °  = p r 0.000 0.000 0.000
Table 4.4B Belgium result (decision - table)
Belgium
1963-2003 STATIC PAM ARDL
Test 1: 
H 0: =  0 Yes Yes Yes
Test 2:
H 0: P p = P m = P C =  P r
Yes Yes No
Test 3: 
H 0: a l  = 0 Yes Yes Yes
" 
J
52 
«-** 
i
II O II to
Yes Yes Yes
where:
Y es =  reject H0
N o =  accept H0
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4.3.3 Canada test results
The results for Canada in Tests 1 and 2 indicate that adding U E D T  and A PR to 
the symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry. Asymmetry and U E D T  is accepted in all 
modelling framework as shown by Table 4.5A and Table 4.5B. Overall, these set of 
results for Canada shows that asymmetric prices responses and U E D T  are 
complements for modelling industrial energy demand.
Table 4.5A  Canada result (p-value)
Canada
1963-2003 STATIC PA M ARDL
Test 1: 
H0 : cr2 = 0 0.000 0.000 0.001
Test 2:
Ho: pP  =  p m =  p c =  p r 0.000 0.000 0.029
Test 3: 
H0: cr2 =  0 0.000 0.010 0.011
Test 4:
H0: pP — P 'n — p c =  P '
0.000 0.000 0.000
Table 4.5B Canada result (decision - table)
Canada
1963-2003
STATIC PA M ARDL
Test 1: 
H0: a 2 = 0 Yes Yes Yes
Test 2;
Ho: pP = p '"  = P C = P r Yes Yes Yes
Test 3:
H„: a ] = 0 Yes Yes Yes
Test 4;
H0: pP  = p m = P c = P r Yes Yes Yes
where:
Y es =  reject H0
N o  =  accept H0
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4.3.4 France test results
The results for France in Tests 1 and 2 indicate that adding U E D T  and A P R  to the 
symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry. However, asymmetry is rejected within the 
A R D L  framework when U E D T  is not included in the model as shown by Table 4.6A 
and Table 4.6B. This suggests that U E D T  is superior to APR. In a general sense, 
these set of results for France shows that asymmetric prices responses and U E D T  are 
complements for modelling industrial energy demand.
Table 4.6A  France result (p-values)
France
1963-2003 STATIC PAM ARDL
Test 1: 
H0: a 2 = 0 0.000 0.003 0.036
Test 2:
H0: P p =  f i m =  P c
toII 0.000 0.008 0.258
Test 3: 
H 0: <72 =  0 0.000 0.000 0.002
Test 4:
H0: P p =  P m =  P c
toii 0.000 0.000 0.000
Table 4.6B France result (decision - table)
France
1963-2003 STATIC PAM ARDL
Test 1: 
H0: CT] = 0 Yes Yes Yes
Test 2:
H0: P p = p m = P c = p r
Yes Yes No
Test 3: 
H0: CTI = 0 Yes Yes Yes
to II to 
£
ii 
+ 
to o = P " Yes Yes Yes
where:
Y es =  reject H0
N o =  accept H0
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4.3.5 Greece test results
The results for Greece in Tests 1 and 2 indicate that adding U E D T  and A P R  to 
the symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry. However, asymmetry is rejected within the 
P A M  and A R D L  framework when U E D T  is not included in the model. Also, U E D T  
is rejected within a symmetric modelling approach as shown by Table 4.7A  and Table 
4.7B. This suggests that U E D T  is superior to asymmetric specification. In a general 
sense, judging by the results from Tests 3 and 4, these set of results for Greece shows 
that A P R  and U E D T  are complements for modelling industrial energy demand.
Table 4.7A Greece results (p-values)
Greece
1963-2003 STATIC PAM ARDL
Test 1: 
H0: a 2 = 0 0.000 0.000 1.000
Test 2:
H0: J3P =  p m =  f i c =  P r 0.000 0.103 0.438
Test 3: 
H0: a ]  =  0 0.000 0.000 0.026
Test 4:
H0: P p =  /?'" = P c =  P r 0.000 0.000 0.000
Table 4.7B Greece result (decision - table)
Greece
1963-2003 STATIC PAM ARDL
Test 1: 
H0: a 2 = 0 Yes Yes No
II  ^
rt1 
2 
oo
II 
£
= A Yes No No
Test 3: 
H0: cr’ = 0 Yes Yes Yes
Test 4:
H0: P p = A" = A ’= A ‘
Yes Yes Yes
where:
Yes = reject H0
No = accept H0
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4.3.6 Italy test results
The results for Italy in Tests 1 and 2 indicate that adding U E D T  and A P R  to the 
symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry. Asymmetry and U E D T  is accepted in all 
modelling framework as shown by Table 4.8A and 4.8B. Overall, these set of results 
for Italy shows that asymmetric prices responses and U E D T  are complements for 
modelling industrial energy demand.
Table 4.8A  Italy result (p-values)
Italy
1963-2003 STATIC PAM ARDL
Test 1: 
H0: CT I = 0 0.000 0.000 0.001
Test 2:
H0: P p = /?"' = P c = P r 0.000 0.001 0.002
Test 3: 
H0: CT2 -  0 0.000 0.000 0.002
Test 4:
H0: p p = P "' =  p c II to
0.000 0.000 0.000
Table 4.8B Italy result (decision - table)
Italy
1963-2003 STATIC PAM ARDL
Test 1: 
H0: cr2 =  0 Yes Yes Yes
Test 2:
H0: P p = P m = P c = P r Yes Yes Yes
Test 3: 
H0: cj\  = 0 Yes Yes Yes
Test 4:
H0: P p = P m = P c = P r Yes Yes Yes
where:
Yes = reject H0
No = accept H0
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4.3.7 Japan test results
The results for Japan indicate a rather complicated pattern. Results from Tests 1 
and 2, indicates that adding U E D T  and A P R  to the symmetric specification improves 
the analysis for the STATIC and P A M  specifications, while we fail to reject the 
hypotheses of U E D T  and symmetry in the A R D L  specification. Conversely, results 
from Tests 3 and 4, broadly supports the acceptance of U E D T  and asymmetry as 
shown by Table 4.9A and 4.9B. This suggests that U E D T  is superior to both the 
symmetric and asymmetric specifications. In a general sense, these set of results for 
Japan shows that A P R  and U E D T  are complements for modelling industrial energy 
demand.
Table 4.9A Japan results (p-values)
Japan
1963-2003 STATIC PAM ARDL
Test 1: 
H0: cr2 =  0 0.000 0.001 1.000
Test 2:
Ho: p p =  p m =  p c = P “
0.000 0.124 0.258
Test 3: 
H0: < j\ =  0 0.000 0.000 0.071
Test 4:
H0.■ pP = P m =  P c =  P ”
0.000 0.000 0.000
Table 4.9B Japan result (decision - table)
Japan
1963-2003 STATIC PAM ARDL
Test 1: 
H0: cr2 =  0 Yes Yes No
Test 2:
H0: p P  =  P "‘ = P C =  P r Yes No No
Test 3: 
H0: CT2 =  0 Yes Yes No
IIO
+ 
II
£ 
^ii£ Yes Yes Yes
where:
Y es =  reject Hn
N o  =  accept H0
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4.3.8 Netherlands test results
The results for Netherlands in Tests 1 and 2 indicate that adding U E D T  and A P R  to 
the symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry. However, asymmetry is rejected within the 
P A M  and A R D L  framework when U E D T  is not included in the model as shown by 
Table 4.10A and Table 4.1 OB. This means that U E D T  is superior to asymmetric 
specification within the framework in Test 2. Conversely, results from Tests 3 and 4, 
broadly supports the acceptance of U E D T  and asymmetry. Therefore, in a general 
sense, these set of results for Netherlands shows that A P R  and U E D T  are 
complements for modelling industrial energy demand.
Table 4.1OA Netherlands result (p-values)
Netherlands
1963-2003 STATIC PAM ARDL
Test 1: 
H0: a ]  =  0 0.000 0.001 0.002
Test 2:
H0: /3P =  J3'" =  f3c II 0.001 0.077 0.144
Test 3: 
H0: or2 =  0 0.000 0.001 0.008
Test 4:
H0: p p =  P m = P c =  A '
0.000 0.000 0.000
Table 4.1 OB Netherlands result (decision - table)
Netherlands
1963-2003 STATIC PAM ARDL
Test 1: 
Ho: <72 = 0 Yes Yes Yes
Test 2:
H0: P p =  /?"' =  A  = p r
Yes No No
Test 3: 
H0: a I  =  0 Yes Yes Yes
II
"3* 
II
to 
5
£ 
^
 
n Yes Yes Yes
where:
Y es =  reject H0
N o =  accept H0
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4.3.9 Norway test results
Similar to the results for Japan, the results for Norway indicate a non-consistent 
pattern. Results from Tests 1 and 2, indicates that adding U E D T  and A P R  to the 
symmetric specification improves the analysis for the STATIC and A R D L  
specifications, while we fail to reject the hypotheses of U E D T  and symmetry in the 
A R D L  specification. For the P A M  specification, we fail to reject the hypotheses of 
U E D T  and A P R  respectively. Conversely, results from Tests 3 and 4, broadly 
supports the acceptance of U E D T  and asymmetry as shown by Table 4.11 A  and 
Table 4.1 IB. This suggests that U E D T  is superior to asymmetric specification in 
some instances, which suggests that asymmetry and U E D T  are substitutes. Therefore, 
in a general sense, these set of results for Norway shows that A P R  and U E D T  are 
complements for modelling industrial energy demand.
Table 4.11A  Norway result (p-value)
Norway
1963-2003 STATIC PAM ARDL
Test 1: 
H0: <r 2 = 0 0.000 0.130 0.041
Test 2:
H0: P p = P m = P° = P r 0.000 0.721 0.799
Test 3: 
H0: cx2 = 0 0.000 0.062 0.025
Test 4:
Ho: p p = P '" = P C = p r
0.000 0.000 0.000
Table 4.1 IB Norway result (decision - table)
Netherlands
1963-2003 STATIC PAM ARDL
Test 1: 
H0: CT2 = 0 Yes No Yes
Test 2:
Ho: p p =  p m =  p c II to
"s Yes No No
Test 3: 
H0 .: cr 2 =  0 Yes No Yes
Test 4:
H0: P p = P m =  P c =  P r
Yes Yes Yes
where:
Y es =  reject H0
N o  =  accept H0
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4.3.10 Portugal test results
The results for Portugal in Tests 1 and 2 indicate that adding U E D T  and A P R  to 
the symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry. Results from Tests 3 and 4, indicates that 
asymmetry and U E D T  is accepted within all modelling frameworks except the P A M  
framework as shown by Table 4.12A and 4.12B. This suggests that U E D T  is superior 
to asymmetric specification in these instances, which suggests that asymmetry and 
U E D T  are substitutes, Therefore, in a general sense, these set of results for Portugal 
shows that A P R  and U E D T  are complements for modelling industrial energy 
demand.
Table 4.12A Portugal result (p-values)
Portugal
1963-2003 STATIC PAM ARDL
Test 1: 
H o i  c r 2 =  0
0.000 0.008 0.041
Test 2:
Ho: pP  =  P'" =  p c = P r
0.006 0.031 0.027
Test 3: 
H0: c r 2 =  0 0.001 0.128 0.025
Test 4:
Ho: pP =  p m =  P c = P"
0.001 0.115 0.012
Table 4.12B Portugal result (decision - table)
Portugal
1963-2003 STATIC PAM ARDL
Test 1: 
H0: cr2 =  0 Yes Yes Yes
Test 2:
H0; P 1’ =  P m =  P c = P"
Yes Yes Yes
Test 3:
H0 : cr2 =  0 Yes No Yes
Test 4:
Ho: p p =  p m =  p c II -r Yes No Yes
where:
Y es =  reject H0
N o =  accept H0
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4.3.11 Spain test results
The results for Spain in Tests 1 and 2 indicate that adding U E D T  and A P R  to the 
symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry. However, U E D T  is rejected within a symmetric 
A R D L  modelling approach as shown by Table 4.13A  and Table 4.13B. This suggests 
that U E D T  is superior to asymmetric specification in this instance, which suggests 
that asymmetry and U E D T  are substitutes. Therefore, in a general sense, these set of 
results for Spain shows that A P R  and U E D T  are complements for modelling 
industrial energy demand.
Table 4.13A  Spain result (p-value)
Spain
1963-2003 STATIC PAM ARDL
Test 1: 
Ho: a ]  =  0 0.000 0.000 0.080
Test 2:
H0: (3P = A' = A  = A' 0.000 0.010 0.036
Test 3: 
H0: a 2n =  0 0.000 0.015 0.014
Test 4:
H0: X  = A" = A  =  A
0.000 0.000 0.000
Table 4.13B Spain result (decision - table)
Spain
1963-2003 STATIC PAM ARDL
Test 1: 
H0: cr2n =  0 Yes Yes No
Test 2:
Hq: A  =  A" = A = A
Yes Yes Yes
Test 3: 
H0: a f} = 0 Yes Yes Yes
Test 4:
Ho: X  = A' = A - A
Yes Yes Yes
where:
Y es =  reject H0
N o =  accept H0
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4.3.12 Sweden test results
The results for Sweden in Tests 1 and 2 indicate that adding U E D T  and A P R  to the 
symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry jointly except for the situation when asymmetry 
is added to the asymmetric model using the A R D L  modelling framework. However, 
asymmetry is rejected within the A R D L  (1) framework when U E D T  is not included 
in the model as shown by Table 4.14A and 4.14B, This suggests that U E D T  is 
superior to asymmetric specification in these instances that suggests that asymmetry 
and U E D T  are substitutes. Conversely, results from Tests 3 and 4, broadly supports 
the acceptance of U E D T  and asymmetry. Therefore, in a general sense, these set of 
results for Sweden shows that A P R  and U E D T  are complements for modelling 
industrial energy demand.
Table 4.14A Sweden result (p-value)
Sweden
1963-2003 STATIC PAM ARDL
Test 1:
H0 : cr2 = 0 0.000 0.000 0.042
Test 2:
H0: P p = P m = P° = P r
0.000 0.002 0.085
Test 3: 
H0: cr2 =  0 0.000 0.016 0.149
Test 4:
H0.: p p = p m =  p c = P"
0.000 0.000 0.000
Table 4.14B Sweden result (decision - table)
Sweden
1963-2003 STATIC PAM ARDL
Test 1: 
H0: cr2 =  0 Yes Yes Yes
H„:
Test 2: 
pP = p '" = p e = p r Yes Yes No
Test 3: 
H0: cr2 =  0 Yes Yes No
H0:
Test 4: 
p p = p '" =  p c = p>' Yes Yes Yes
where:
Y es =  reject H0
N o  =  accept H0
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4.3.13 Switzerland test results
The results for Switzerland in Tests 1 and 2 indicate that adding U E D T  and A P R  to 
the symmetric specification improves the analysis. It therefore, broadly supports the 
acceptance of U E D T  and asymmetry. However, asymmetry is rejected within the 
P A M  and A R D L  framework when U E D T  is not included in the model as shown by 
Table 4.15A and 4.15B. This means that U E D T  is superior to asymmetric 
specification in some instances, which suggests that asymmetry and U E D T  are 
substitutes. Similarly, results from Tests 3 and 4, broadly supports the acceptance of 
U E D T  and asymmetry. Therefore, in a general sense, these set of results for 
Switzerland shows that A P R  and U E D T  are complements for modelling industrial 
energy demand.
Table 4.15A  Switzerland result (p-value)
Switzerland 1963-2003 STATIC PAM ARDL
Test 1: 
H0: cr2 -  0 0.000 0.000 0.000
Test 2:
H0: p p =  p m =  p c = P "
0.012 0.218 0.136
Test 3: 
H0: <T2 =  0 0.000 0.000 0.001
Test 4:
H0: p p = p m = p c 0.002 0.000 0.000
Table 4.15B Switzerland result (decision - table)
Switzerland
1963-2003 STATIC PAM ARDL
Test 1: 
H0: CT2 =  0 Yes Yes Yes
Test 2:
H0: P p = P m = P c = p r Yes No No
Test 3: 
H0: CT2 = 0 Yes Yes Yes
Test 4:
H0: p p =  p m — P° — P ' Yes Yes Yes
where:
Yes =  reject H0
N o  =  accept H0
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4.3.14 United Kingdom test results
The results for the United Kingdom in Tests 1 and 2 indicate that adding U E D T  and 
A P R  to the symmetric specification improves the analysis. It therefore, broadly 
supports the acceptance of U E D T  and asymmetry. Asymmetry and U E D T  is accepted 
in all modelling framework as shown by Table 4.16A and 4.16B. On the other hand, 
results from Tests 3 and 4, broadly supports the acceptance of U E D T  and asymmetry. 
Overall, these set of results for United Kingdom shows that A P R  and U E D T  are 
complements for modelling industrial energy demand.
Table 4.16A United Kingdom result (p-value)
UK
1963-2003 STATIC PAM ARDL
Test 1:
H0: a ]} =  0 0.000 0.000 0.021
Test 2:
Ho: X  =  X' = X = X ‘
0.000 0.000 0.013
Test 3: 
Ho: a \  =  0 0.000 0.001 0.003
Test 4:
H0: X  =  X '  =  X = x
0.000 0.000 0.000
Table 4.16B United Kingdom result (decision - table)
UK
1963-2003 STATIC PAM ARDL
Test 1: 
Hq: a l  =  0 Yes Yes Yes
Test 2:
Hq: X  =  X" = X = X Yes Yes Yes
Test 3: 
Ho: a l  =  0 Yes Yes Yes
Test 4:
Ho: pP  =  A " -  X = x Yes Yes Yes
where:
Y es =  reject H0
N o =  accept H0
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4.3.15 United States of America test results
The results for the United States of America in Tests 1 and 2 indicate that adding 
U E D T  and A P R  to the symmetric specification improves the analysis. It therefore, 
broadly supports the acceptance of U E D T  and asymmetry jointly except for the 
situation when asymmetry is added to the asymmetric model using the A R D L  
modelling framework. Asymmetry is rejected within the A R D L  framework when 
U E D T  is not included in the model as shown by Table 4.17A and Table 4.17B. This 
suggests that U E D T  is superior to asymmetric specification in some instances, which 
suggests that asymmetry and U E D T  are substitutes. However, in a general sense, 
these set of results for U S A  shows that A PR and U E D T  are complements for 
modelling industrial energy demand.
Table 4.17A United States of America results (p-value)
USA
1963-2003 STATIC P A M ARDL
o
L* 
ii 
its 
V
 
£ 
b £
|
0.000 0.000 0.031
Test 2:
H0: p p = p m = p c = P r
0.000 0.000 0.165
Test 3: 
H0: a 2 = 0 0.000 0.003 0.070
Test 4:
Ho: pP = p m = p c = P r
0.000 0.000 0.000
Table 4.17B United States result (decision - table)
USA
1963-2003 STATIC P AM ARDL
Test 1: 
H0: cr2 = 0 Yes Yes Yes
Test 2:
H0: pP  = p m = P ° = p r Yes Yes No
Test 3: 
H0: cr2 = 0 Yes Yes No
Test 4:
H0: pP = p '" = p c = p r Yes Yes Yes
where:
Y es =  reject H0
N o =  accept H0
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4.4 Summary
Though there are minor differences in the results across countries, the methods 
used in this analysis broadly shows that asymmetry and U E D T  are complements in 
modelling O E C D  industrial energy demand and highlights the importance of using 
robust testing methodologies for model choice.84 Differences in modelling and test 
results for individual countries highlights the importance and impact of country 
specific policies and price effects on industrial energy demand.
Conceptually, the effect of asymmetric price responses on industrial energy 
demand presents energy researchers ample opportunity to understand the intricate 
nature of demand responses to price changes. However, as discussed earlier in this 
thesis, asymmetry should be viewed as a temporary rather than a permanent
OC
phenomenon. Therefore, it can be argued that asymmetric price responses 
adequately captures price effects but not exogenous factors that can have important 
and far-reaching effects on industrial energy demand. Therefore, both models should 
be incorporated at the onset and tested accordingly in order to understand fully the 
true energy demand relationship.
Recent global concerns over preservation of the environment highlights the 
importance of exogenous factors in influencing industrial energy demand. 
Environmental pollution abatement measures such as the Kyoto protocol, emission 
trading scheme (ETS), European Clean Development Mechanism (CDM) and other 
country specific industry related energy policies provide a good reference to how 
exogenous factors can have a significant influence on energy demand behaviour. 
Therefore, excluding this effect will obviously lead to overstatement of the price 
effect. It is no surprise to see that all the models incorporate a stochastic trend and 
asymmetric price responses on one hand, while it incorporates stochastic trend and 
symmetric price responses on the other.
The aim of this chapter, as stated, is to ascertain whether energy saving technical 
change (or the more general UEDT) and APR are substitutes for each other when 
modelling energy demand or whether they are actually picking up different influences 
and are therefore complements.
84 It is worth noting that the tendency to accept the null hypothesis appears to increase with the length 
of lag.
85 This is evident from the inconsistent results obtained when the shorter data sets were used within the 
panel data modelling framework in Chapter Three.
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T ab le  4 .1 8  S u m m ary  o f  e c o n o m ic  ev a lu a tio n  o f  preferred  m o d e ls
A u str ia S T A T IC P A M A R D L B e lg iu m S T A T IC P A M A R D L
Test 1 No No Yes Test 1 No No Yes
Test 2 Yes No Yes Test 2 No No Yes
Test 3 No No Yes Test 3 No No Yes
Test 4 Yes No Yes Test 4 Yes Yes Yes
C a n a d a S T A T IC P A M A R D L F ra n ce S T A T IC P A M A R D L
Test 1 No No Yes Test 1 No No Yes
Test 2 Yes Yes No Test 2 Yes Yes Yes
Test 3 No No No Test 3 No No Yes
Test 4 Yes Yes Yes Test 4 Yes Yes Yes
G r eece S T A T IC P A M A R D L Ita ly S T A T IC P A M A R D L
Test 1 No No Yes Test 1 No No No
Test 2 Yes No Yes Test 2 Yes Yes Yes
Test 3 No No No Test 3 Yes Yes No
Test 4 Yes Yes Yes Test 4 Yes Yes Yes
J a p a n S T A T IC P A M A R D L N eth er la n d s S T A T IC P A M A R D L
Test 1 No No Yes Test 1 Yes Yes Yes
Test 2 No No No Test 2 No Yes Yes
Test 3 Yes No Yes Test 3 Yes Yes No
Test 4 Yes Yes Yes Test 4 Yes Yes Yes
N o rw a y S T A T IC P A M A R D L P o r tu g a l S T A T IC P A M A R D L
Test 1 No No No Test 1 No Yes No
Test 2 No Yes Yes Test 2 Yes Yes Yes
Test 3 No No Yes Test 3 No Yes No
Test 4 Yes Yes Yes Test 4 Yes No Yes
S p a in S T A T IC P A M A R D L S w ed en S T A T IC P A M A R D L
Test 1 No No Yes Test 1 Yes Yes Yes
Test 2 No No No Test 2 No No Yes
Test 3 No No No Test 3 Yes Yes Yes
Test 4 Yes Yes Yes Test 4 Yes Yes Yes
S w itz er la n d S T A T IC P A M A R D L U K S T A T IC P A M A R D L
Test 1 No Yes No Test 1 No No Yes
Test 2 No Yes Yes Test 2 Yes Yes Yes
Test 3 No No No Test 3 No No Yes
Test 4 No Yes No Test 4 Yes No Yes
U S A S T A T IC P A M A R D L
Test 1 No No No
Test 2 Yes Yes Yes
Test 3 No No Yes
Test 4 Yes No Yes
N otes:
Yes: Conform  
No: D o not conform
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The aim was not to estimate statistically acceptable energy demand functions, but run 
a range of tests to try to understand better the relationship between the U E D T  and 
APR. As shown, in the main, there would appear to be a role for both a U E D T  and 
APR, hence suggesting that when estimating O E C D  industrial energy demand a 
general model should initially be estimated with both a U E D T  and A P R  and only if 
accepted by the data should the U E D T  be restricted or removed and/or symmetry 
imposed. This is therefore undertaken in the following chapter.
However, given in practice (as shown in the previous chapter) it is sometimes 
necessary to ascertain whether the estimated models conform to economic theory 
when choosing preferred models. Therefore, before embarking upon the actual 
estimation in the next chapter, it is useful to consider briefly whether the preferred 
models from the statistical tests applied above conform, generally to economic 
theory.86 The results from this exercise are shown in Table 4.18, and overall the 
results are broadly similar to the conclusions from the statistical evaluations. Table 
4.18 suggests that although the statistical tests may suggest that A P R  and/or U E D T  
should be included in the model the economics may suggest otherwise. Hence, when 
actually estimating the time series models in the next chapter, the choice of the 
preferred models will depend upon both aspects.
The overriding conclusion drawn from the analysis in this chapter is therefore that 
energy modelling work should commence with the evaluation of all possible 
competing models given that the statistical tests on the whole show that both A P R  
and U E D T  have a role to play in modelling O E C D  industrial energy demand. 
Afterwards, the choice of model should be made based on robust testing mechanism 
as demonstrated in this chapter to determine the suitability of the models, but also 
ensuring that the models do conform to economic theory.
Further, this chapter has also shown that despite the use of Data Set 15A, the 
share of the industrial sector output of Gross Domestic Product will be different for 
the respective countries. Therefore, judging by the results and discussions above, this 
exercise has highlighted the importance of time series methodology given the need to 
estimate and test the models for each country separately. These analyses have shown
86 That is, the long run signs conform to economic theory and the relative size of the coefficients of the 
decomposed price variables conform with |zmax| \yr(C\ ^  \ycu\  ■
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that the assumption of homogeneity of countries may not be tenable and therefore 
suggests that future analysis should not be restricted solely within a panel data 
framework but extended to time series analysis.
This chapter has therefore shown that the existence of price asymmetries and 
U E D T  will have important implications for energy demand in the O E C D  industrial 
sector especially for evaluation of broad environmental related policies. It will also 
affect the ‘accuracy’ of price and income elasticities and forecasting energy demand 
on the basis of historical time series data. The next chapter will explore the evaluation 
of O E C D  industrial energy demand within the Structural Time Series Modelling 
(STSM) framework.
15 2
Chapter Five
M o d e llin g  U n d e r ly in g  E n e rg y  D e m a n d  T re n d s  (U E D T )  in  the O E C D
In d u s tr ia l Sector
5.1 Introduction
Drawing from the discussions in Chapters Three and Four, the aim of this chapter 
is to model O E C D  industrial energy demand within a time series context to evaluate 
the benefits of using different methodologies and to (hopefully) gain an insight into 
the appropriate model for O E C D  industrial sector. One of the issues raised in Chapter 
Three regarding the overall results, was the differences in the size of the industrial 
sector of O E C D  countries relative to their respective GDP. Arguably, these 
differences could be responsible for the inconsistency in the results obtained, 
especially when considering the impact of recent changes in world’s economic and 
social structure has on consumption of energy products and services. Therefore, in 
line with the approach adopted in Chapter Four, O E C D  industrial energy demand will 
be evaluated in a time series context.
As previously discussed in Chapter One, O E C D  industrial sector has undergone 
many dramatic changes over the years in the composition of the energy mix as well as 
in the consumption of energy services. This may be because of technical progress, 
that is, improved efficiency of the industrial capital stock. However, there are other 
exogenous causes that can potentially contribute to the improved efficiency of the 
industrial capital stock. For example, energy efficiency standards, environmental 
pressures and controls, the substitution of labour, capital for energy inputs, habit 
persistence as well as changes in tastes that could lead to more or fewer energy 
intensive situation, A  visual assessment of O E C D  industrial energy intensity 
provides an interesting display of the trend between 1962 and 2003.
All the O E C D  countries being analysed in the study, except Portugal experienced 
a general decline in industrial energy intensity. Though, the slope of energy intensity 
in Greece, Netherlands and Spain is relatively flat but still show some signs of overall
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efficiency improvement, though marginal. The implication of the downward sloping 
energy intensity trend may indicate improved efficiencies that could be price-induced 
or due to other exogenous reasons as noted in Chapter One. Therefore, there could be 
many exogenous causes that could influence industrial energy demand positively and 
negatively and this will surely vary over time as can be seen from the charts. Turning 
to the nature of energy demand, it is become standard knowledge that energy demand 
is a ‘derived’ demand. Arguably, this is more evident in the industrial sector, which 
embodies a multifaceted production process. Thus, modelling industrial energy 
demand is a complicated issue; made all the more difficult by the need to capture the 
effect of technical progress of the capital stock.
This chapter will therefore use S TSM methodology in modelling O E C D  industrial 
energy demand using both the symmetry and price asymmetry specification to 
evaluate Data Set 15A. As far as is known, this is the first time this will be used to 
model O E C D  industrial energy demand.
The plan of this chapter is as follows: Section 5.2 explores the methodology; 
Section 5.3 discusses the empirical results for both the asymmetry and symmetry 
specifications; with Section 5.4 providing a summary of the findings and some 
general conclusions.
1 5 4
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5.2 Methodology
In furtherance of the modelling framework adopted in Chapters Three and 
Four, this chapter aim to use the general-to-specific approach to model OECD 
industrial energy demand within the STSM framework. The idea is to evaluate 
the outcome of modelling energy demand with the inclusion of a stochastic trend 
and/or asymmetric price responses. Therefore, three models will be estimated to 
achieve the objective of this chapter.
The first model evaluates the asymmetry specification without an UEDT (or a 
simple time trend), while the second and third models draw principally from the 
work of Hunt et al (2003a and 2003b), Dimitropoulos et al (2005) and Hunt and 
Ninomiya (2005).87 This model incorporates UEDT as applied to the estimation 
of OECD industrial energy demand using Data Set 15 A .88
The first model is a more general version of equation 3.18 incorporating an 
Autoregressive Distributed Lag of order one; that is ARDL(1,1)89 as follows;
e , = a  + fry , + p 2y,_x + y xp max,/ + y2p max,/~l ( 5  1 )
+ H\Prec,t 4" ^iPvecj-l *  PPcutj + &zPcut,t-1 1 *  St
In respect of the second and third models, the specification incorporates an over- 
parameterised ARDL(1,1) with UEDT. In this case, aggregate industrial energy 
demand is represented by
e , = M , +  Z ,3  v s ,  e( ~  N ID (0,a ; )  (5.2)90
where e, is the natural logarithm of industrial energy consumption, p, is the 
stochastic trend component (the UEDT), Z, is a k x 1 vector of explanatory 
variables (namely index of industrial output, index of real energy prices - as well 
as the decomposed price variables as appropriate- all in natural logarithm), 8 is a 
k x 1 vector of unknown parameters and s, is disturbance term.
The UEDT is assumed to follow a stochastic process:
r t  = r t- , + A -, + n, V, ~ NID(0,<T2n) (5.3)
A  =/»,_,+£ ~ N ID (0 ,a 2( ) (5.4)
87 D eta ils  o f  U n d erly in g  E nergy D em an d  T rends (U E D T ) literature is presented  in  Chapter One.
88 D ata  Set 15A  is  u tilised  b ecau se  it is  the m ost con sisten t data set that m ax im ises  the num ber o f  
observations.
89 T he u se  o f  A R D L (1 ,1 ) in th is Chapter derives from  the con c lu sion s from  Chapter Four and to  
ensure c o n sisten cy  in  the lag  structure used  throughout the th esis.
90 S ee  Equations 5 .5  and 5 .6  for the fu ll sp ecifica tion  for M o d els  II and III.
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where p, the level of the trend, and the growth term is p,, which is known as the 
slope of the trend. The nature of the UEDT depends on the zero restrictions 
imposed on the level, slope and the key hyperparameters cr2 and <r2.91 Hunt et al
(2003b, page 151) identified the possible set of restrictions that can be imposed 
and this is reproduced in Table 5.1 below. As shown on the Table, the model 
reduces to the traditional regression model with a constant and no time trend for 
the most restricted case cr2 = <r2 = 0 .
Table 5.1 Classification of possible stochastic trend models92
Slope
Level
Fixed level 
lvl Y 0, cr) = 0
Stochastic level 
M  5t 0, CT,; 56 0
No slope 
Sip = 0, cr) = 0
(i) Conventional regression 
with a constant but no time 
trend
(ii) Local level model 
(random walk plus noise)
Fixed slope 
Sip f  0, cr^ = 0
(iii) Conventional regression 
with a constant and a time 
trend
(iv) Local level model with 
a drift
Stochastic slope 
Sip /  0, cr) Y 0
(v) Smooth trend model (vi) Local trend model
Therefore, the specification in Equation 5.2 for the asymmetric and symmetric 
cases is restated as follows:
e ,= H < +  P ty, + + Y\P max/ + ViP
+ *1 Prec,l + ^2 Prec,,-I + SlPa„,, + ^Pcut,,-1 + M-1 + St
While the symmetry model specification is given by:
e ,= M ,+  fry , + P%yt-1 + YxP, + YiP,-1 + M -i + s , (5-6)
The estimation procedure adopted here is in three different ways. The price- 
asymmetry method without UEDT is utilised, while the model incorporating 
UEDT specification is estimated thereafter. Specifically, Equation 5.1
91 Please note that a version o f  Equation 5.4 was not evaluated in Chapter Four, due to the 
restriction on the slope o f  the trend such that <x| =  0 .
92 Adapted from Hunt et al (2003b) pg 151
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representing Model I is estimated but without a stochastic UEDT, while 
Equations 5.6 and 5.5 representing Model II and Model III respectively along 
with Equations 5.3 and 5.4. The estimation is carried out by calculating the 
maximum likelihood function by the prediction error decomposition method 
using the Kalman filter.93
Following the general-to-specific methodology, the coefficients of insignificant 
variables and hyperparameters are gradually deleted according to goodness of fit 
criteria and ensuring that an exhaustive list of diagnostic tests are passed to arrive 
at the final preferred specification for each model. Also, following Hunt et al 
(2003b), impulse dummies are included (as appropriate) in Model II and Model 
III where there is evidence of non-normality of the auxiliary residuals.
The choice for the preferred model is not arbitrary. Therefore, similar to the 
approach in Chapter Three, formal tests will be applied as follows;
Non-nested test94
This test is to choose between the models, since all the models non-nested, 
therefore the F-test outlined in Chapter Three becomes inappropriate; a non­
nested test is therefore applied. This test in this case, involves a comparison of 
Model I and Model II; comparison of Model I and Model III; and comparison of 
Model II and Model III.
Test-1 Comparison of Model I and Model II.
This is a comparison of Equation 5.1 and Equation 5.6, which is done by
A 95including the estimated et in Model I to check possible influence that price 
asymmetry may have on the symmetric Model II with UEDT. Similarly, the test 
is repeated to check for any possible influence the symmetric model may have on 
the asymmetric model without a stochastic UEDT as shown below: 
ef = a-h f i y ,  + (32y,_x + y lPmaxl + y 2p maxJ_l
(5.7)
+ FPrecJ + F > /W l + 5\Pcu<>i + $lPa + 'H -l + ^ 2 /+
A
where (p is the coefficient of e21 , which is the fitted values from Model II.
93 The software package S T A M P  6 . 3 0  (Koopman e t  a l . ,  2000) was used for the Kalman filter 
estimation.
94 Refer to Chapter Three for detailed discussion o f  the non-nested test developed by D avison and 
McKinnon, 1993.
95 This refers to the estimated fitted values for equation 5.1 and equation 5.6.
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e,= jut + Pyy, + p 2y t-1 + Y\ P, + r2A-i + M -t + V e«+ s, (5.8)
A
where is the coefficient of ew, which is the fitted values from Model I.
Using the conventional t-test, the hypotheses Ho: (p -  0 and Ho: \y = 0 are 
tested.
Test-2 Comparison of Model I and Model III
This is a comparison of Equation 5.1 and Equation 5.6, which is done by
A
including the estimated e, in Model I to check possible influence that price 
asymmetry may have on the combined Model III with stochastic UEDT. 
Similarly, the test is repeated to check for any possible influence the combined 
model may have on the asymmetric model without a stochastic UEDT as shown 
below:
e, = a  + p xy ,+ p 2y (_x+ y xp max,/ + YiP max,/-I
(5-9)
+ K\Prec,t + XzPrccj-1 + PPcu,., + ^lPaUj-1 + M -l  + 3 e * + St
A
where «9 is the coefficient of e y ,, which is the fitted values from Model III.
e, = Mi + PA, + P2y ,-1 + f i / W  + YzP max,/-I
(5.10)
+ XxPrccj + KzPrecJ-1 + ^ l/V z + r f /V z -l + M -l
A
where iy is the coefficient of ew, which is the fitted values from Model I.
Using the conventional t-test, the hypotheses Ho: 3 - 0  and Ho: ly = 0 are 
tested.
Test-3 Comparison of Model II and Model III
This is a comparison of Equation 5.5 and Equation 5.6, which is done by
A
including the estimated e, in Model II to check possible influence that the 
symmetric model with stochastic UEDT may have on the combined Model III 
with stochastic UEDT. Similarly, the test is repeated to check for any possible 
influence the combined model may have on the symmetric model with stochastic 
UEDT as shown below:
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e, = Ml + p y , +  p 2y,~ 1 + Y\Pt + /a A -1 + ft / + */ (5.11)
A
where 3 is the coefficient of e v , which is the fitted values from Model III.
ei = Pi + fity, + A L -i + YiP max/ + Y lP  max,!-\
(5.12)
+ n\ Prec,t + XiPncj-1 + 3  Pcut,I + ^ P a lj-l + 'H -l + ?>ft/ +
A
where (3 is the coefficient of e21, which is the fitted values from Model II.
Using the conventional t-test, the hypotheses Ho: 3  -  0 and Ho: (p -  0 are 
tested.
5.3 Estimation Results
Following previous discussions above, Data Set 15A is used to estimate and 
test the over-parameterised general ARDL (1) models for each individual 
country. The results for all countries are outlined in Tables 5.2 to 5.16 and are 
discussed in more details in the respective sections below. The methodology 
employed was to select a suitable restricted model by testing down from the over- 
parameterised model that satisfied parameter restrictions without violating a 
range of diagnostic tests. In particular, the equation residuals were tested for non­
normality, serial correlation, heteroscedasticity etc; In addition, auxiliary 
residuals were tested to ensure there were no significant outliers or structural 
breaks. Clearly all the preferred models are free of any misspecification 
problems, passing all diagnostics tests.
5.3.1 Austria
The preferred symmetric model with UEDT for Austria incorporates no 
dynamic term. The long-run income elasticity is 0.51 while the long-run price 
elasticity is -0.04. Impulse dummy for 1990 was included to ensure normality of 
the auxiliary residuals, but its inclusion has no discernable effect on the estimated 
elasticity or the shape of the UEDT. The shape of the UEDT for Austria given in 
Figure 5.2 is a smooth frend with a fixed level and stochastic slope. The shape of 
the estimated UEDT generally displays an upward trend with minor variations 
throughout the sample period.
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The preferred asymmetric model with UEDT does not incorporate any 
dynamic term. The long-run income elasticity is 0.37 while the long-run elasticity 
for price-max is -2.65. Impulse dummies for 1980, 1990 and 1997 are included to 
ensure normality of the auxiliary residuals, but their inclusion has no effect on the 
estimated elasticity or the shape of the UEDT. The shape of the UEDT for 
Austria given in Figure 5.3 is a smooth trend with a fixed level and stochastic 
slope. Although the shape of the estimated UEDT displays wide variations 
throughout the sample period, it generally shows an upward trend. On the other 
hand, the asymmetric model without UEDT incorporates a dynamic term. The 
long-run income elasticity is 0.57, while the long-run elasticity for price-max is - 
1.83.
The non-nested tests for the choice of model indicate that Model III is 
preferred to Model II and Model I, while Model II is preferred to Model I. These 
set of test results supports the inclusion of stochastic trend in the model of 
Austrian industrial sector. The process of choosing a model is not clear cut. 
Though Model II is preferred to Model I, but it is statistically ‘inferior’ to Model I 
especially when the price variable is considered. On the other hand, Model III is 
well defined and the coefficients are statistically significant at conventional 
levels. Despite a large price-max elasticity and zero price-recovery and price-cut 
elasticity, the Akaike Information Criterion (AIC), supports Model III as the 
preferred model. On this basis, the preferred model for Austria is Model III 
suggesting that asymmetric price responses and UEDT are complements for 
modelling industrial energy demand for Austria.
Table 5.2 Austria industrial energy demand estimates and tests
M od el I 
A ustria -  asym m etry  
w ith out U E D T
M od el II 
A ustria -  sym m etry  
w ith  U E D T
M od el III 
A u str ia -  
asym m etry w ith  
U E D T
E stim ated C o effic ien ts  
Income 0 .263 0 .5 1 4 0 .3 6 9
(0.00) (0.02) (0.08)
Lagged energy demand 0 .5 3 5 - -
(0.00) - -
Price - -0 .0 4 5 -
- (0.56) -
Price-max -0 .8 5 3 - -2 .653
(0.00) - (0.01)
Price-rec - - -
- - -
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Price-cut -
_
LR  e la stic ity  estim ates
Incom e 0 .5 6 6 0 .5 1 4 0 .3 6 9
Price - -0 .0 4 5 -
Price-m ax -1 .8 3 4 - -2 .6 5 3
P rice-rec - - -
P rice-cut - - -
H yperparam eters
Irregular - 0 .0 0 0 6 4 5 0 .0 0 0 3 3 0
L evel - - -
S lo p e - 0 .0 0 0 2 3 0 0 .0 0 0 3 3 8
N ature o f  T rend - Sm ooth  trend S m ooth  trend
G row th rate at end o f - 3 .7 0  per cent p.a. 3 ,23  per cent p.a.
period
Interventions - L v ll9 9 0 I r r l9 8 0 ,L v ll9 9 0 ,  
Irr 1997.
G ood n ess o f  fit
p.e.v. 0 .0 0 1 5 1 6 0 .0 0 1 5 6 9 0 .0 0 1 1 6 0
p.e.v/m.d2 1.047 1.053 1.025
AIC -6 .2 9 6 -5 .995 -6 .3 2 0
R2 0 .931 0.921 0 .947
R f . 0 .3 3 4 0 .2 8 9 0 .4 9 0
D iagn ostics
Residuals
Std Error 0 .0 3 9 0 .0 4 0 0 .0 3 4
N orm ality 0 .1 1 7 1.290 1.961
S k ew n ess 0 .013 0 .0 9 2 0 .0 4 9
K urtosis 0 .1 0 4 1.198 1.912
H (1 3 ) 0 .851 H (1 2 ) 2 .1 7 5 H (1 3 ) 0 .703
'■(•••) r(l)  0.181 r(J ) 0 .053 r(l) 0 .039
/• ( .. .) r (6 ) 0 .055 r(7 ) -0 .0 7 2 /•( 7 ) -0 .0 9 6
D W 1.535 1.852 1.797
2 U ..) g ( 6 , 6 )  3 .3 6 0 2 ( 7 , 6 )  2 .6 6 4 2 ( 7 ,  6 ) 9 .875
A u xiliary  residuals  
Irregular
N orm ality - 0 .475 2 .4 1 8
S k ew n ess - 0 .443 2 .1 4 5
K urtosis - 0 .3 1 3 0 .273
Level
N orm ality - - -
S k ew n ess - - -
K urtosis - - -
Slope
N orm ality - 1.490 0 .7 0 8
Sk ew n ess - 0 .5 2 0 0 .258
K urtosis - 0 .9 7 0 0 .4 5 0
N otes35
(i) Normality is tested via the Bowman-Shenton and Doomik-Hansen statistics; both approximately 
distributed as x2p)-
96 This note applies to Tables for Tables 5.3 to 5.16 as well.
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(ii) Kurtosis statistic is approximately distributed as x2(ty
(iii) Skewness statistic is approximately distributed as xfi)'
(iv) H(h) is the test for heteroscedasticity, distributed approximately as
(v) r(t) tlie residual autocorrelation at lag t  distributed approximately as N(0, 1/T).
(vi) DW-Durbin-Watson statistic.
(vii) Q(p,d) is the Box-Ljung statistic based on the firstp residuals autocorrelations and distributed 
approximately as x2,d)-
(viii) Irr, Lvl and Sip represent Irregular, Level and Slope interventions respectively
(ix) R7 is the coefficient of determination,
Table 5.2.1 Non-Nested Test-1 (Austria)
Compare M odel II to 
M odel I 
Ho: (p =  0
Compare M odel I to 
M odel II 
Ho: y /  =  0
t- statistic 1 ll © to 03
©II3\
Probability 0.00 0.29
D ecision (5%) Reject Ho Accept Ho
Table 5.2.2 Non-Nested Test-2 (Austria)
Compare M odel III to 
M odel I 
Ho: &  =  0
Compare M odel I to 
M odel III 
Ho: y /  =  0
t- statistic 1,40) ~  8.45 t , 4 D  —  1.38
Probability 0.00 0.17
D ecision (5%) Reject Ho Accept Ho
Table 5.2.3 Non-Nested Test-3 (Austria)
Compare M odel III to 
M odel II 
Ho: $  = 0
Compare M odel II to 
M odel III 
Ho: (p = 0
t- statistic t , 39> ~  7.60 1,40)= 1 -45
Probability 0.00 0.15
D ecision (5%) Reject Ho A ccept Ho
Figure 5.2 Austria - Estimated UEDT (Symmetric specification)
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Figure 5.3 A ustria -  E stim ated U E D T  (A sym m etry specification)
5.3.2 Belgium
The preferred symmetry model with UEDT for Belgium incorporates no 
dynamic term. The long-run income elasticity is 1.20 while the long-run price 
elasticity is -0.18. Impulse dummies for 1984, 1995 and 2002 were included to 
ensure normality of the auxiliary residuals, but their inclusion has no discernable 
effect on the estimated elasticity or the shape of the UEDT. The shape of the 
UEDT for Belgium given in Figure 5.4 is a smooth trend with a fixed level and 
stochastic slope. The shape of the estimated UEDT generally displays a 
downward trend with minor variations throughout the sample period especially 
from 1966 to 1970.
The preferred asymmetry model with UEDT for Belgium does not 
incorporate any dynamic term. The long-run income elasticity is 0.97 while the 
long-run elasticity for price-max is -0.58. Impulse dummies for 1968 and 2002 
are included to ensure normality of the auxiliary residuals, but their inclusion has 
no distinct effect on the estimated elasticity or the shape of the UEDT. The shape 
of the UEDT for Belgium given in Figure 5.5 is a local level model (random walk 
with noise) with a stochastic level and no slope. Although the shape of the 
estimated UEDT displays wide variations throughout the sample period, it 
generally shows a downward trend. On the other hand, the asymmetry model 
without UEDT for Belgium incorporates a dynamic term. The long-run income 
elasticity is 1.65, while the long-run elasticity for price-max is -0.96.
164
The non-nested tests for the choice of model indicate that Model III is 
preferred to Model II and Model I, while Model II is preferred to Model I. These 
set of test results supports the inclusion of stochastic trend in the model of 
Belgium industrial sector. The process of choosing the preferred model is not 
clear-cut. Though Model II is preferred to Model I, both models are statistically 
significant at conventional levels. On the other hand, Model III is well defined 
and the coefficients are statistically significant at conventional levels and are 
supported by the value of the AIC as the model with the best goodness of fit. On 
this basis, the preferred model for Belgium is Model III, suggesting that 
asymmetric price responses and UEDT are complements for modelling industrial 
energy demand for Belgium.
Table 5.3 Belgium industrial energy demand estimates and tests
M od el I 
B elg iu m  -  
asym m etry w ith out 
U E D T
M od el II 
B elg iu m  -  sym m etry  
w ith  U E D T
M o d el III 
B elg iu m  -  
asym m etry w ith  
U E D T
E stim ated  C oeffic ien ts
Income 0 .853 1.201 0 ,9 6 8
(0.00) (0.00) (0.00)
Lagged energy 0 .4 8 3 - -
demand
(0.00) - -
Price - -0 .1 7 9 -
- (0.03) -
Price-max -0 .4 9 5 - -0 .5 8 0
(0.00) - (0.00)
Price-rec -0 .2 5 8 - -
(0.06) - -
Price-cut "
.
L R  e lastic ity  estim ates
Incom e 1.650 1.201 0 .968
P rice - -0 .1 7 9 -
P rice-m ax -0 .9 5 7 - -0 .5 8 0
Price-rec -0 .4 9 9 - -
P rice-cut - - -
H yperparam eters
Irregular - 0 .0 0 0 4 9 6 0 .0 0 0 3 3 9
L evel - - 0 .0 0 0 8 9 6
S lop e - 0 .0 0 0 1 4 5 -
N ature o f  Trend - S m ooth  trend L ocal lev e l m od el
(R andom  w alk
w ith  no ise)
G row th rate at end o f - 1.11 per cen t p. a. -
period
Interventions - IrrI984, Irr l9 9 5 , L v!1 9 6 8 , L vI2002.
L vI2002
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G ood n ess o f  fit 
p.e.v
p.e.v/m .d2
AIC
R2
Rd
0 .0 0 1 7 5 2
1.006
-6 .1 0 3
0 .9 4 6
0 .5 9 7
0 .0 0 1 0 8 5
1 .297
-6 .2 9 0
0 .9 6 6
0 .751
0 .0 0 1 3 1 9
1 .049
-6 .3 4 5
0 .965
0 .693
D iagn ostic s
Residuals
Std Error 0 .0 4 2 0 .0 3 3 0 .0 3 6
N orm ality 0 .7 4 5 0 .1 0 3 0 .6 6 7
S k ew n ess 0 .4 3 9 0 .001 0 .0 1 2
ICurtosis 0 .3 0 6 0 .1 0 2 1 .069
H ( . . . ) H (1 3 ) 0 .7 9 2 H (1 3 ) 0 .325 H (1 3 ) 0 .9 7 2
/ ( I )  0 .1 0 8
<NOoo/--\ /—
X
O o 00
/ • ( .. .) r( 6) -0 .1 3 4 /•(7) -0 .0 2 5 r(7 ) -0 .053
D W 1.732 1.911 2 .1 4 9
Q U ..) g ( 6 ,6 )  3 .0 5 0 2 ( 7 ,6 )  2 ,2 8 0 2 ( 7 ,6 )  3 .8 9 6
A u xiliary  residuals
Irregular
N orm ality - 0 .8 2 9 0 .898
S k ew n ess - 0 .413 0 .8 3 0
K urtosis - 0 .4 1 6 0 .0 6 8
Level
N orm ality - - 0 .957
S k ew n ess - - 0 .0 1 2
K urtosis - - 0 .9 4 5
Slope
N orm ality - 0 .4 0 7 -
S k ew n ess - 0 .208 -
K urtosis - 0 .2 0 0 -
Table 5.3.1 Non-Nested Test-1 (Belgium)
C om pare M o d e l II to  M od el 
I
Ho: (p =  0
C om pare M od el I to M odel 
II
Ho: y/ =  0
t- statistic t(4o> ~  9 .3 0 tr$9) ~  0 .71
Probability 0 .0 0 0 .4 8
D e c is io n  (5% ) R eject Ho A ccep t Ho
Table 5.3.2 Non-Nested Test-2 (Belgium)
C om pare M o d e l III to  
M od el I 
H o: & =  0
Com pare M od el I to  M od el 
III
H o: y/  =  0
t- statistic L-to) =  2 4 .2 9 too — -0.30
Probability 0 .0 0 0.76
D e c is io n  (5% ) R eject H o A ccep t H o
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Table 5 .3.3 N on -N ested  Test-3 (B elg ium )
C om pare M od e l III to 
M od el II 
H o: t9 =  0
C om pare M od e l II to  M odel 
III
Ho: (p =  0
t- statistic t(39, =  2 0 .9 8 t(4n ~  -0 .2 5
P robability 0.00 0 .8 0
D e c is io n  (5% ) R eject H o A cce p t H o
Figure 5.4 Belgium - Estimated UEDT (Symmetric specification)
Figure 5.5 Belgium - Estimated UEDT (Asymmetric specification)
I  Trend LnEl /\
5.3.3 Canada
The preferred symmetry model with UEDT for Canada incorporates no 
dynamic term. The long-run income elasticity is 0.52 while the long-run price 
elasticity is -0.10, Impulse dummies for 1970, 1975, 1981 and 1982 were 
included to ensure normality of the auxiliary residuals, but their inclusion has no 
discernable effect on the estimated elasticity or the shape of the UEDT. The shape 
of the UEDT for Canada given in Figure 5.6 is a smooth trend with a fixed level 
and stochastic slope. The shape of the estimated UEDT generally displays an 
upward trend with minor variations throughout the sample period especially in 
1975 and 1982
The preferred asymmetry model with UEDT for Canada incorporates a 
dynamic term. The long-run income elasticity is 0.86 while the long-run elasticity 
price-max is -0.02. Impulse dummies for 1970, 1975, 1980, 1990, 1998 and 2001 
are included to ensure normality of the auxiliary residuals, but their inclusion has 
no distinct effect on the estimated elasticity or the shape of the UEDT. The shape 
of the UEDT for Canada given in Figure 5.7 is a smooth trend with a fixed level 
and stochastic slope. The shape of the estimated UEDT displays downward trend 
with some variations throughout the sample period. On the other hand, the 
asymmetry model without UEDT for Canada incorporates a dynamic term. The 
long-run income elasticity is 1.11, while the long-run elasticity for price-rec is - 
0.61.
The non-nested tests for the choice of model indicate that Model III is 
preferred to Model I, while Model II is also preferred to Model I. However, the 
test between Model II and Model III is inconclusive since both models contain 
extra explanatory powers beyond the original model(s). These set of test results 
supports the inclusion of stochastic trend in the model for Canada industrial 
sector. The process of choosing the preferred model is not clear-cut. Though 
Model II is preferred to Model I, both models are statistically significant at 
conventional levels. In Model I, only the price-rec variable is statistically 
significant. Therefore, from a theoretical standpoint, both models are substitutes 
in modelling industrial energy demand. Although the AIC test supports Model III 
on the ‘goodness-of-fif criteria, it is not well defined and most of the coefficients 
are not statistically significant at conventional levels. On this basis, the preferred 
model is Model II suggesting that incorporating stochastic trend in a symmetric 
specification is the ideal model for industrial energy demand in Canada.
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T able 5 .4  Canada industrial energy dem and estim ates and tests
M o d el I 
C anada -a sy m m etr y  
w ith out U E D T
M o d el II 
Canada -  sym m etry  
w ith  U E D T
M od el III 
Canada -  
asym m etry w ith  
U E D T
E stim ated C oeffic ien ts
Income 0 .4 6 8 0 .5 2 2 0 .6 6 5
(0.00) (0.00) (0.00)
Lagged energy demand 0 .5 7 9 - 0 .2 2 5
(0.00) - (0.00)
Price,,.i) - -0 .1 0 0 -
- (0.00) -
Price-max -0 .0 1 0 - -0 .0 1 6
(0.71) - (0.63)
Price-rec -0 .2 5 6 - -0 .0 9 7
(0.00) - (0.30)
Price-recft.j) - - -0 .1 8 5
- - (0.08)
Price-cut “ “ “
L R  e lastic ity  estim ates
Incom e 1.112 0 .5 2 2 0 .8 5 8
P rice - -0 .1 0 0 -
P rice-m ax -0 .0 2 4 - -0 .021
Price-rec -0 .6 0 8 - -0 .3 6 4
Price-cut - - -
H yperparam eters
Irregular - 0 .00 0 1 6 1 0 .0 0 0 1 9 7
L evel - - -
S lop e - 0 .0 0 0 0 9 3 0 .0 0 0 0 2 0
N ature o f  T rend - Sm ooth  trend Sm ooth  trend
G row th rate at end o f - 2 .03  per cen t p.a. 4 .7 2  per cent p.a.
period
Interventions Irr1970, L v ll9 7 5 ,  
L v ll9 8 1 ,  L v ll9 8 2
Irr 1970, Irr l9 7 5 ,  
In-1980, Irr 1990, 
L v ll9 9 8 ,  S lp 2001
G ood n ess o f  fit
p.e.v 0 ,0 0 1 0 6 0 0 .0 0 0 4 1 8 0 .0 0 0 3 0 2
p.e.v/m .d2 1.218 1.413 1.196
AIC -6 .6 0 5 -7 .1 9 4 -7 .4 2 3
R2 0 .9 8 7 0 .995 0 .9 9 6
R j 0 .5 6 8 0 .8 3 0 0 .8 7 7
D iagn ostic s
Residuals
Std Error 0 .0 3 2 0 .0 2 0 0 .0 1 7
N orm ality 0 .2 4 0 0 .938 1.908
S k ew n ess 0 .2 3 9 0 ,927 0 .1 6 8
K urtosis 0 .001 0 .011 1.741
H ( . . . ) H (1 3 ) 0 .813 H (13) 1 .778 H (1 3 ) 0 .491
!•(...) K l )  0 .1 7 0 K l )  0 .007 K l )  -0 .018
;•(...) /•(6) 0 .0 8 0 K 7) 0 .078 r(7) -0 .0 1 8
DW 1.541 1.813 1.981
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g u ~ ) 2 (6 ,6 )  14.262 2 (7 ,6 )  3.452 2 (7 ,6 )  3.831
Auxiliary residuals 
I r r e g u l a r
Normality - 0.271 0.750
Skewness - 0.067 0.083
Kurtosis - 0.204 0.667
L e v e l
Normality - - -
Skewness - - -
Kurtosis - - -
S l o p e
Normality - 2.310 0.559
Skewness - 2.134 0.001
Kurtosis - 0.175 0.558
Table 5.4.1 Non-Nested Test-1 (Canada)
Compare M odel II to M odel I 
Ho: #? =  0
Compare M odel I to 
M odel II 
Ho: if/ —  0
t- statistic L40) ~  12.61 I n o )  =  0.79
Probability 0.00 0.43
D ecision (5%) Reject Ho Accept Ho
Table 5.4.2 Non-Nested Test-2 (Canada)
Compare M odel III to M odel I 
Ho: 9  =  0
Compare M odel I to 
M odel III 
Ho: y /  =  0
t- statistic 1 (4 0 )=  7.22
oooIIJ
Probability 0.00 0.63
D ecision (5%) Reject Ho Accept Ho
Table 5.4.3 Non-Nested Test-3 (Canada)
Compare M odel III to M odel 
II
Ho: 3  =  0
Compare M odel II to 
M odel III 
Ho: <p =  0
t- statistic
oviII1 1(39) =  1 1.39
Probability 0.00 0.00
D ecision (5%) Reject Ho Reject Ho
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Figure 5 .6 Canada - Estim ated U E D T  (Sym m etric specification)
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Figure 5.7 Canada - Estimated UEDT (Asymmetric specification)
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5.3.4 France
The preferred symmetric model with UEDT for France incorporates a 
dynamic term. The long-run income elasticity is 1.02 while the long-run price 
elasticity is -0,33. Impulse dummies for 1970, 1981 and 1986 were included to 
ensure normality of the auxiliary residuals, but their inclusion has no discernable 
effect on the estimated elasticity or the shape of the UEDT. The shape of the 
UEDT for France given in Figure 5.8 is the local level trend with a stochastic
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level and no slope. The shape o f the estimated UEDT generally displays a 
downward trend with wide variations throughout the sample period
The preferred asymmetric model with UEDT for France incorporates a 
dynamic term. The long-run income elasticity is 2.09 while the long-run elasticity 
price-max is -2.69. An impulse dummy for 1971 is included to ensure normality 
o f the auxiliary residuals, but its inclusion has no discernable effect on the 
estimated elasticity or the shape o f the UEDT. The shape o f the UEDT for France 
given in Figure 5.9 is a smooth Wend with a fixed level and stochastic slope. The 
shape o f the estimated UEDT displays downward trend with some variations 
throughout the sample period. In addition, the asymmetry model without UEDT 
for France incorporates a dynamic term. The long-run income elasticity is 0.71, 
while the long-run elasticity for price-max is -0.80.
The non-nested tests for the choice o f model indicate that Models II and III 
contain extra explanatory powers beyond the original models and are therefore 
inconclusive. In addition, Model III is preferred to Model I, but the reverse test is 
not estimated due to problems o f ‘overfitting’ o f the models.97 However, Model II 
is preferred to Model I. These set o f test results supports the inclusion o f 
stochastic trend in the model o f Belgium industrial sector, The process o f 
choosing the preferred model is not clear-cut. Though Model II is preferred to 
Model I, both models are statistically significant at conventional levels. On the 
other hand, Model III is also well defined and the coefficients are statistically 
significant at conventional levels, but the AIC test supports Model II as the 
preferred model. Therefore, Model II is hereby chosen as the preferred model for 
France, suggesting that UEDT is superior to asymmetry for modelling industrial 
energy demand.
Table 5.5 France industrial energy demand estimates and tests
M odel I 
Fi ance -  
asymmetry without 
U ED T
Model II 
France -  symmetry 
with UED T
M odel III 
France -  
asymmetry with 
UED T
Estimated Coefficients
I n c o m e 0.296 0.614 0.530
( 0 . 0 0 ) ( 0 . 0 0 ) ( 0 . 0 0 )
Lagged energy 0.582 0.398 0.747
d e m a n d
( 0 . 0 0 ) (0.00) ( 0 . 0 0 )
P r i c e - -0.200 -
97 This is because the estimation does not converge; perhaps this supports the use o f  AIC as model 
selection criteria.
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Price-max 
Price-max (,.i) 
Price-rec 
Price-cut
-0 .3 3 5
(0.00)
(0.01)
-0 .681
(0.00)
0 .4 1 2
(0.05)
L R  e la stic ity  estim ates
Incom e 0 .7 0 8 1.020 2 .0 9 5
P rice - -0 .3 3 2 -
P rice-m ax -0 .801 - -1 .0 6 3
P rice-rec - - -
P rice-cut - - -
H yperparam eters
Irregular - 0 .0 0 0 0 2 5 0 .0 0 1 0 1 2
L evel - 0 .00 0 9 0 1 -
S lo p e - - 0 .0 0 0 0 0 3
N ature o f  Trend L oca l leve l 
(R andom  w a lk  w ith  
n o ise)
S m ooth  trend
G row th rate at end o f - - -0 .8 9  per cent p.a.
period
Interventions - In-1970, L v ll9 8 1 ,  
Irr l9 8 6
L v ll9 7 1
G ood n ess o f  fit
p.e.v 0 .0 0 1 6 6 5 0 .0 0 0 7 4 2 0 .0 0 1 1 7 2
p.e.v/m .d2 1 .216 1 .135 1 .082
AIC -6 .2 0 3 -6 .7 1 8 -6 .3 5 9
R2 0 .8 9 8 0 .9 5 4 0 .9 2 8
R j 0 .4 9 0 0 .7 7 3 0 .641
D iagn ostics
Residuals
Std Error 0 .085 0 .0 2 7 0 .0 3 4
N orm ality 18 .535 1 .926 0 .6 9 8
S k ew n ess 4 .4 8 8 1 .470 0 .123
K urtosis 14 .047 0 .4 5 6 0 .575
H (1 3 ) 0 .2 0 9 H (1 3 ) 1 .329 H (1 3 ) 0 .9 2 6
* . . . ) r ( l )  0 .2 9 6 /•(l)  0 .0 0 2 /‘( l )  0 .1 7 2
r (6 ) -0 .1 5 9 /*(7) -0 .2 6 9 r( 7 ) -0 .121
D W 1.376 1 .970 1.635
6 ( - » ..) 2 ( 6 ,6 )  6 .7 4 6 2 ( 7 ,6 )  9 .041 2 ( 7 ,6 )  8 .2 8 0
A u xiliary  residuals  
Irregular
N orm ality - 0 .733 1.263
S k ew n ess - 0 .1 8 9 1.190
K urtosis - 0 .543 0 .073
Level
N orm ality - 1 .792 -
S k ew n ess - 1.001 -
K urtosis - 0 .7 9 0 -
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S l o p e
Normality - - 1.403
Skevmess - - 0.449
Kurtosis - - 0.954
Table 5.5.1 Non-Nested Test-1 (France)
Compare M odel II to 
M odel I 
Ho: <p =  0
Compare M odel I to M odel 
II
Ho: if/ =  0
t- statistic 3 Ii oo © 00
IIJ
Probability 0.00 0.09
D ecision  (5%) Reject Ho Accept Ho
Table 5.5,2 Non-Nested Test-2 (France)
Compare M odel III to 
M odel I 
Ho: 3  =  0
Compare M odel I to M odel 
III
Ho: y /  -  0
t- statistic 1,40) =  6.19 D id not converge
Probability 0.00
D ecision (5%) Reject Ho
Table 5.5.3 Non-Nested Test-3 (France)
Compare M odel III to 
M odel II 
Ho: &  =  0
Compare M odel II to 
M odel III 
Ho: ( p  =  0
t- statistic t ,4 0 )  ~  2.25 t , 39) —  7.02
Probability 0.03 0.00
D ecision  (5%) Reject Ho Reject Ho
Figure 5.8 France - Estimated UEDT (Symmetric Specification)
|-- Trend' LiE] .
Figure 5 .9 France -  E stim ated U E D T  (A sym m etric specification )
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5.3.5 Greece
The preferred symmetric model with UEDT for Greece incorporates no 
dynamic term. The long-run income elasticity is 0.88 while the long-run price 
elasticity is -0.03. Impulse dummies for 1967 and 1968 were included to ensure 
normality of the auxiliary residuals, but their inclusion has no discernable effect 
on the estimated elasticity or the shape of the UEDT. The shape of the UEDT for 
Greece given in Figure 5.10 is a local Wend model with a stochastic level and 
stochastic slope. The shape of the estimated UEDT generally displays an upward 
trend with wide variations throughout the sample period.
The preferred asymmetric model with UEDT for Greece incorporates a 
dynamic term. The long-run income elasticity is 0.72 while the long-run elasticity 
for price-rec is -0.17. Impulse dummies for 1966, 1968, 1981 and 1999 are 
included to ensure normality of the auxiliary residuals, but their inclusion has no 
discernable effect on the estimated elasticity or the shape of the UEDT, The shape 
of the UEDT for Greece given in Figure 5.11 is a smooth Wend with a fixed level 
and stochastic slope. The shape of the estimated UEDT displays downward trend 
with some variation throughout the sample period, especially with the sharp rise 
between 1963 and 1971. The asymmetry model without UEDT for Greece 
incorporates a dynamic term. The long-run income elasticity is 1.23, while the 
long-run elasticities for price-max, price-rec and price-cut are -0.55, -0.54 and - 
0.34 respectively.
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The non-nested tests for the choice o f model indicate that Model III and 
Model II are preferred to Model I. However, tests between Models II and III are 
inconclusive as both models contain extra explanatory powers. These set o f test 
results supports the inclusion o f stochastic trend in the model o f Greek industrial 
sector. The process o f  choosing the preferred model is not clear-cut Though 
Model II is preferred to Model I, the price variable Model II is not statistically 
significant at conventional levels, while the variables in Model I are statistically 
significant. Turning to Model III, the AIC ‘goodness-of-fif criteria supports it as 
the preferred model, though the price-rec variable is statistically insignificant. On 
the basis o f the arguments presented above, Model III is hereby chosen as the 
preferred model.
Table 5.6 Greece industrial energy demand estimates and tests
M o d el I 
G reece — 
asym m etry w ith out 
U E D T
M od el II 
G reece -  sym m etry  
w ith  U E D T
M od el III 
G reece  -  
asym m etry w ith  
U E D T
E stim ated C o effic ien ts
Income 0 .6 9 2 0 .881 0 .5 7 9
(0.00) (0.00) (0.00)
Lagged energy 0 .4 3 8 - 0 .195
demand
(0.00) - (0.00)
Price - -0 .0 3 4 -
- (0.64) -
Price-max -0 .3 1 2 - -
(0.01) - -
Price-rec -0 .3 0 6 - -0 .1 3 9
(0.03) - (0.13)
Price-cut(l_i) -0 .1 9 1 - -0 .441
(0.09) - (0.00)
L R  e lastic ity  estim ates
Incom e 1.231 0 .881 0 .7 1 9
P rice - -0 .0 3 4 -
P rice-m ax -0 .5 5 5 - -
P rice-rec -0 .5 4 4 - -0 .1 7 3
P rice-cut -0 .3 4 0 - -0 .5 4 8
H yperparam eters
Irregular - 0 ,0 0 0 0 0 0 0 .0 0 0 1 3 6
L evel - 0 .0 0 1 1 4 9 -
S lop e - 0 .0 0 0 4 2 6 0 .0 0 0 4 4 1
N ature o f  Trend - L ocal trend S m ooth  trend
G row th rate at en d  o f - -1 .1 7  per cen t p.a. -2 .8 5  per cent p.a.
period
Interventions - L vl 1967, L vl 1968 Irr1966, Irr l968 , 
L v ll9 8 1 ,  Irr l999
G ood n ess o f  fit
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p . e . v
p . e . v / m . d 2 
A I C  
R 2
R f
0.002280
1.266
-5.791
0.989
0.662
0.001635
1.175
-5.880
0.992
0.757
0.000764
1.187
-6.640
0.996
0.887
D iagnostics
R e s i d u a l s
Std Error 0.048 0.040 0.028
Normality 1.528 0.365 0.549
Skewness 1.430 0.081 0.214
Kurtosis 0.098 0.283 0.335
H (...) H (13) 0.305 H (13) 1.299 H (13) 0.952
/•(...) /•(l) 0.366 /( I )  0.099 /•(l) 0.062
r(6) 0.130 r ( 8 )  0 .080 r ( 7 )  -0.076
DW 1.165 1.733 1.787
Q ( ........ ) Q ( 8 , 6)  7 .378 Q ( 8 , 6)  4.501 Q ( 7 ,  6 )  5.586
Auxiliary residuals 
I r r e g u l a r
Normality - 2.210 0.881
Skewness - 2.065 0.217
Kurtosis - 0.144 0.664
L e v e l
Normality - 2.217 -
Skewness - 1.671 -
Kurtosis - 0.546 -
S l o p e
Normality - 0.746 0.514
Skewness - 0.052 0.029
Kurtosis - 0 .694 0.484
Table 5.6.1 Non-Nested Test-1 (Greece)
Compare M odel II to 
M odel I 
Ho: ( p  =  0
Compare M odel I to 
M odel II 
Ho: ty =  0
t- statistic t ( m  =  7.13 i(3 9 i —  0.73
Probability 0.00 0.47
D ecision (5%) Reject Ho A ccept Ho
Table 5.6.2 Non-Nested Test-2 (Greece)
Compare M odel III to 
M odel I 
Ho: &  =  0
Compare M odel I to 
M odel III 
Ho: i y  =  0
t- statistic l ( m  =  7.66 t ( 39) = 1 .8 2
Probability 0.00 0.08
D ecision (5%) Reject Ho Accept Ho
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Table 5.6.3 N on -N ested  Test-3 (G reece)
Compare M odel III to 
M odel II 
Ho: >9 = 0
Compare M odel II to 
M odel III 
Ho: (p =  0
t- statistic t ( 39) =  8.37 t ( 39) -  3.65
Probability 0.00 0.00
D ecision (5%) Reject Ho Reject Ho
Figure 5.10 Greece -  Estimated UEDT (Symmetric specification)
4.7
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Figure 5.11 Greece -  Estimated UEDT (Asymmetric specification)
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5,3.6 Italy
The preferred symmetry model with UEDT for Italy incorporates a dynamic 
term. The long-run income elasticity is 0.84 while the long-run price elasticity is - 
0.18. Impulse dummies for 1975 and 1980 were included to ensure normality o f 
the auxiliary residuals, but their inclusion has no discernable effect on the 
estimated elasticity or the shape o f the UEDT. The shape o f the UEDT for Italy 
given in Figure 5.12 is a local trend model with a stochastic level and stochastic 
slope. The shape o f the estimated UEDT generally displays a downward trend 
with minor variations throughout the sample period, especially with a rise in the 
trend between 1963 and 1971,
The preferred asymmetry model with UEDT for Italy incorporates no 
dynamic term. The long-run income elasticity is 0.89 while the long-run elasticity 
for price-max is -0.35. No impulse dummy was included in the model. The shape 
o f the UEDT for Italy given in Figure 5.13 is a smooth trend w ith a stochastic 
level and stochastic slope. The shape o f the estimated UEDT displays an upward 
trend with some variations throughout the sample period especially with the sharp 
rise between 1963 and 1971. On the other hand, the asymmetry model without 
UEDT for Italy incorporates a dynamic term. The long-run income elasticity is 
1.16, while the long-run elasticity for price-max is -0.43.
The non-nested tests for the choice o f model indicate that Model III is 
preferred to Model II and Model I, while Model II is also preferred to Model I. 
These set o f test results broadly supports the inclusion o f stochastic trend in the 
model industrial sector o f Italy. The process o f choosing the preferred model is 
not clear-cut especially since all the models are well defined and statistically 
significant at conventional levels. The choice is made more difficult by the AIC 
results, which supports Model II as the preferred model. On the basis o f economic 
and statistical theory, the choice o f preferred model for Italy is Model II,
Table 5.7 Italy industrial energy demand estimates and tests
M odel I 
Italy — asymmetry 
without UED T
M odel II 
Italy -  symmetry 
with UED T
M odel III 
Italy -  asymmetry 
with U ED T
Estimated Coefficients
I n c o m e 0.580 0.836 0.886
( 0 . 0 0 ) ( 0 . 0 0 ) ( 0 . 0 0 )
L a g g e d  e n e r g } >  d e m a n d 0.501 -
( 0 . 0 0 ) -
P r i c e f , . , ) - -0.176 -
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P r i c e - m a x
P r i c e - r e c
P r i c e - c u t
-0 .214
( 0 . 0 5 )
-0.279
( 0 . 0 0 )
( 0 . 0 0 )
-0.352
( 0 . 0 2 )
-0.166
( 0 . 0 3 )
0.219
( 0 . 0 0 )
LR elasticity estimates
Income 1.162 0.836 0.886
Price - -0.176 -
Price-max -0.429 - -0.352
Price-rec -0.559 - -0.166
Price-cut - - 0.219
Hyperparameters
Irregular - - 0.000104
Level - 0.000223 -
Slope - 0.000110 0.000147
Nature o f  Trend - Local trend Local trend
Growth rate at end o f - 2.35 per cent p.a. 3.45 per cent p.a.
period
Interventions - Lvl 1975, Irrl980 -
Goodness o f  fit
p . e . v 0.000894 0.000358 0.000446
p . e . v / m . d 2 1.166 1.024 1.002
A I C -6.776 -7.448 -7.335
R 2 0.963 0.985 0.987
R f 0.669 0.868 0.847
D iagnostics
R e s i d u a l s
Std Error 0.030 0.019 0.021
Normality 0 .520 1.528 1.266
Skewness 0 .056 0.053 0.630
Kurtosis 0.464 1.475 0.636
H (...) H (13) 1.358 H(13) 0.527 H (13) 0.733
/ ( . . . ) r ( l)  0.327 r ( l )  0.013 /•(l) -0.014
A - ) /•(6) 0.111 r ( 8 )  -0.032 7(8) -0.130
DW 1.148 1.946 1.953
e c . , ..) 0 ( 6 ,6 )  11.404 Q(8, 6) 3.866 0 (8 , 6) 3.608
Auxiliary residuals 
I r r e g u l a r
Norm ality - 1.559 1.848
Skewness - 1.203 0.195
Kurtosis - 0.355 1.653
L e v e l
Norm ality - 0.816 1.688
Skewness - 0.467 0.040
Kurtosis - 0.348 1.648
S l o p e
Normality - 0.039 0.889
Skewness - 0.001 0.022
Kurtosis - 0.038 0.868
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Table 5.7.1 N on -N ested  Test-1 (Italy)
Compare M odel II to 
M odel I 
Ho: <p =  0
Compare M odel I to 
M odel II 
Ho: \ f /  =  0
t- statistic t m )  ~  29.30 {(39) =  1-83
Probability 0.00 0.07
D ecision (5%) Reject Ho Accept Ho
Table 5.7.2 Non-Nested Test-2 (Italy)
Compar e M odel III to 
M odel I 
Ho: 3  =  0
Compare M odel I to 
M odel III 
Ho: y /  =  0
t- statistic {(40 ) ~  25,09 {(40) =  1.38
Probability 0.00 0.17
D ecision (5%) Re ject Ho Accept Ho
Table 5.7.3 Non-Nested Test-3 (Italy)
Compare M odel III to 
M odel II 
Ho: 9  = 0
Compare M odel II to 
M odel III 
Ho: ( p  = 0
t- statistic {(39) = 14.39
OOIIJ
Probability 0.00 0.15
D ecision (5%) Reject Ho Accept Ho
Figure 5.12 Italy -  Estimated UEDT (Symmetric Specification)
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Figure 5.13 Italy -  E stim ated U E D T  (A sym m etric specification)
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5.3,7 Japan
The preferred symmetry model with UEDT for Japan incorporates no 
dynamic term. The long-run income elasticity is 0.75 while the long-run price 
elasticity is -0.16. Impulse dummies for 1970, 1980, 1990, 1992 and 1994 were 
included to ensure normality of the auxiliary residuals, but their inclusion has no 
discernable effect on the estimated elasticity or the shape of the UEDT. The shape 
of the UEDT for Japan given in Figure 5.14 is a local trend model with a 
stochastic level and stochastic slope. The shape of the estimated UEDT generally 
displays a downward trend with minor variations throughout the sample period, 
especially with a rise in the trend between 1963 and 1969; and between 1991 and 
2003.
The preferred asymmetry model with UEDT for Japan incorporates no 
dynamic term. The long-run income elasticity is 0.88 while the long-run elasticity 
for price-rec is -1.02. An impulse dummy for 1970 is included to ensure 
normality of the auxiliary residuals, but its inclusion has no discernable effect on 
the estimated elasticity or the shape of the UEDT. The shape of the UEDT for 
Japan given in Figure 5.15 is a local trend with a stochastic level and stochastic 
slope. The shape of the estimated UEDT displays an upward trend with some 
variations throughout the sample period especially with the shaip decline in 1970. 
On the other hand, the asymmetry model without UEDT for Japan incorporates a
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dynamic term. The long-run elasticity o f income is 0.66, while the long-run 
elasticity for price-max is -1.19.
The non-nested test results indicate that Model II is preferred to Model I, 
while the choice between Model II and Model III is inconclusive. However, the 
non-nested test indicates that Model III is preferred to Model I, the reverse test is 
not estimated due to problems o f overfitting o f the model. It is clear however, 
these set o f test results broadly supports the inclusion o f stochastic trend in the 
model o f Japanese industrial sector. On the choice o f preferred model, the AIC 
criteria support Model III as being ‘superior’ to the other two models. The choice 
o f model is made more difficult since all the models are well defined and 
statistically significant at conventional levels. Therefore, on the basis o f economic 
theory and statistical tests, Model II is hereby chosen as preferred model for 
Japan.
Table 5.8 Japan industrial energy demand estimates and tests
M odel I 
Japan -  asymmetry 
without UEDT
M odel II 
Japan -  symmetry 
with UED T
M odel III 
Japan -  asymmetry 
with U ED T
Estimated Coefficients
Income 0.283 0.748 0.876
(0.01) (0.00) (0.00)
Lagged energy demand 0.574 - -
(0.00) - -
Price(l.,) - -0.156 -
- (0.02) -
Price-max -0.506 - -1.019
(0.05) - (0.01)
Price-rec -0.196 - -0.174
(0.01) - (0.32)
Price-cut •» "
LR elasticity estimates
Income 0.664 0.748 0.876
Price - -0.156 -
Price-max -1.188 - -1.019
Price-rec -0.460 - -0.174
Price-cut - - -
Hyperparameters
Irregular - 0.000177 0.000626
Level - 0.000000 0.000000
Slope - 0.000161 -
Nature o f  Trend - Local trend Local trend
Growth rate at end o f - 1.47 per cent p.a. 3.63 per cent p.a.
period
Interventions - LvI1970, L v ll9 8 0 , 
L vll9 9 0 , LvlI992,
L v ll9 7 0
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Irrl994
Goodness o f  fit
p . e . v 0,001823 0.000522 0.000279
p . e . v / m . d 2 1.159 1.239 2.971
A I C -6.015 -6.874 -6.952
R 2 0.969 0.991 0.991
R j 0.602 0.886 0.938
Diagnostics
R e s i d u a l s
Std Error 0.043 0.023 0.017
Normality 0.830 0.602 5.479
Skewness 0.262 0.015 1.046
ICnrtosis 0.568 0.587 4.433
H (...) H (13) 0.773 H(13) 1.173 H (12) 2.385
/ ( . . . ) /•(l) 0 .134 K l)  -0.013 K l)  -0.133
/•(...) /•(6) -0.152 K 8) 0.009 K 8) 0.031
DW 1.704 1.982 2.20
2 U  •■) g ( 6 , 6) 7.684 2 ( 8 ,6 )  6.949 2 ( 8 ,6 )  8.180
Auxiliary residuals 
I r r e g u l a r
Normality - 1.830 -
Skewness - 0.006 -
Kurtosis - 1.824 -
L e v e l
Normality - 0.789 0.017
Skewness - 0.310 0.015
Kurtosis - 0.478 0.002
S l o p e
Norm ality - 0.899 0.368
Skewness - 0.716 0.067
Kurtosis - 0.827 0.300
Table 5.8.1 Non-Nested Test-1 (Japan)
Compare M odel II to 
M odel I 
Ho: (p -  0
Compare M odel I to 
M odel II 
Ho: i f /  =  0
t- statistic 1(40) — 2 2 . 7 2 t(39) = 0.06
Probability 0.00 0.95
D ecision  (5%) Reject Ho A ccept Ho
Table 5.8.2 Non-Nested Test-2 (Japan)
Compare M odel III to 
M odel I 
Ho: 3  =  0
Compare M odel I to 
M odel III 
Ho: y /  =  0
t- statistic t (3 8 ) ~  13.34
Probability 0.00
D ecision  (5%) Reject Ho
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Table 5.8 .3  N on -N ested  Test-3 (Japan)
Compare M odel III to 
M odel II 
Ho: i9 =  0
Compare M odel II to 
M odel III
Ho: <p =  0
t- statistic t,3 7 )  ~  7.68 t(3 7 ) -  6-31
Probability 0.00 0.00
D ecision (5%) Reject Ho Reject Ho
Figure 5.14 Japan - Estimated UEDT (Symmetric specification)
Figure 5.15 J apan - Estimated UEDT (Asymmetric specification)
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5.3.8 Netherlands
The preferred symmetry model with UEDT for the Netherlands incorporates 
no dynamic term. The long-run income elasticity is 1.02 while the long-run price 
elasticity is -0.06. An impulse dummy for 1972 was included to ensure normality 
of the auxiliary residuals, but its inclusion has no discernable effect on the 
estimated elasticity or the shape o f  the UEDT. The shape o f  the UEDT for the 
Netherlands given in Figure 5.16 is a smooth Wend model w ith  a fixed level and 
stochastic slope. The shape o f the estimated UEDT generally displays a bell­
shaped trend with minor variations throughout the sample period.
The preferred asymmetry model with UEDT for the Netherlands incorporates 
no dynamic term. The long-run income elasticity is 0.79 while the long-run 
elasticity for price-rec is -0.44. Impulse dummies for 1972, 1975 and 1988 were 
included to ensure normality o f the auxiliary residuals, but their inclusion has no 
discernable effect on the estimated elasticity or the shape o f  the UEDT. The shape 
o f the UEDT for the Netherlands given in Figure 5.17 is a smooth trend with a 
fixed level and stochastic slope. The shape of the estimated UEDT displays an 
upward trend with some variations throughout the sample period especially with 
the sharp decline in 1988. On the other hand, the asymmetry model without 
UEDT incorporates a dynamic term. The long-run income elasticity is 1.82, while 
long-run elasticity for price-rec is -0.54.
The non-nested tests for the choice of model indicate that both Model II and 
Model III are preferred to Model I, while the test between Model III and Model II 
is inconclusive. These set o f test results supports the inclusion o f stochastic trend 
in the model o f the Dutch industrial sector. However, the AIC criteria support 
Model III as the preferred model, the process of choosing the preferred model is 
difficult. From statistical tests, it is clear that the choice is between Model II and 
Model III. Both models are well defined and the coefficients are statistically 
significant at conventional levels. On this basis, the preferred model for the 
Netherlands is Model II.
Table 5.9 Netherlands industrial energy demand estimates and tests
M odel I 
Netherlands -  
asymmetry without 
U ED T
M odel II 
Netherlands -  
symmetry with 
U ED T
M odel III 
Netherlands -  
asymmetry with 
UED T
Estimated Coefficients
I n c o m e 0.649 1.016 0.791
( 0 . 0 0 ) ( 0 . 0 0 ) ( 0 . 0 0 )
L a g g e d  e n e r g y 0.644 - -
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d e m a n d
(0.00) - -
P r i c e - -0.056 -
- (0.01) -
P r i c e - m a x - - -0.445
- - (0.00)
P r i c e - r e c -0.192 - -
(0.00) - -
P r i c e - r e C ( , . , j - - -0.281
- - (0.00)
P r i c e - c u t - - -0.125
- - (0.07)
LR elasticity estimates
Income 1.823 1.016 0.791
Price - -0.056 -
Price-max - - -0.445
Price-rec -0.539 - -0.281
Price-cut - - -0.125
Hyperparameters
Irregular - 0.001146 0.000574
Level - - -
Slope - 0.000078 0.000090
Nature o f  Trend - Smooth trend Smooth trend
Growth rate at end o f - 2.52 per cent p.a. 3.57 per cent p.a.
period
Interventions - L v ll9 7 2 L v ll9 7 2 , Irrl975, 
L vlI988
Goodness o f  fit
p . e . v 0.002187 0.001913 0.001105
p .  e . v / m . d 2 0.979 1.214 1.438
A I C -5.930 -5.820 -6.320
R 2 0.979 0.981 0.989
R a 0.592 0.643 0.794
Diagnostics
R e s i d u a l s
Std Error 0.047 0.044 0.033
Normality 2.623 1.685 0.483
Skewness 1.066 1.685 0.483
Kurtosis 1.557 0.000049 0.000243
H (13) 0.408 H (13) 0.793 H (13) 0.715
K ~ .) K l)  0.014 K l)  0.171 K l)  0.111
K - ) K 6) 0.092 K7) 0.205 K7) 0.026
DW 1.868 1.500 1.592
Q ( ...... ) 2 (6 ,6 )  2 .142 2 (7 ,6 )  9.415 2 (7 ,6 )  2.328
Auxiliary residuals
I r r e g u l a r
Normality - 0.162 0.254
Skewness - 0.154 0.007
Kurtosis - 0.008 0.018
L e v e l
Normality - - -
Skewness - - -
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Kurtosis - - -
S l o p e
Normality - 0.206 0.597
Skewness - 0.088 0.406
Kurtosis - 0.118 0.191
Table 5.9.1 N  on-Nested T est-1 (Netherlands)
Compare M odel II to 
M odel I 
Ho: (p = 0
Compare M odel I to M odel 
II
Ho: i f /  = 0
t- statistic U r n  =  8.33 t (3 9 )  —  -0.93
Probability 0.00 0.36
D ecision (5%) Reject Ho A ccept Ho
Table 5.9.2 Non-Nested Test-2 (Netherlands)
Compar e M odel III to 
M odel I 
Ho: 3  =  0
Compare M odel I to M odel 
III
Ho: y /  =  0
t- statistic l m ) =  8.55
OOI!On
Probability 0.00 0.08
D ecision (5%) Reject Ho Accept Ho
Table 5.9.3 Non-Nested Test-3 (Netherlands)
Compare M odel III to 
M odel II 
Ho: 3  =  0
Compare M odel II to 
M odel III 
Ho: (p =  0
t- statistic t(3 9) =  6.84 t ( 3 9 ) =  4.36
Probability 0.00 0.00
D ecision  (5%) Reject Ho Reject Ho
Figure 5.16 Netherlands -  Estimated UEDT (Symmetric specification)
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Figure 5 .17  N etherlands -  Estim ated U E D T  (A sym m etric specification)
5.3.9 Norway
The preferred symmetry model with UEDT for Norway incorporates a 
dynamic term. The long-run income elasticity is 0.62 while the long-run price 
elasticity is -0.02. An impulse dummy for 2002 was included to ensure normality 
of the auxiliary residuals, but its inclusion has no discernable effect on the 
estimated elasticity or the shape of the UEDT. The shape of the UEDT for 
Norway given in Figure 5.18 is a smooth Wend model with a fixed level and 
stochastic slope. The shape of the estimated UEDT generally displays a 
downward trend with minor variations throughout the sample period, especially 
with a rise in the trend between 1996 and 2003.
The preferred asymmetry model with UEDT for Norway incorporates no 
dynamic term. The long-run income elasticity is 0.26 while the long-run elasticity 
for price-rec is -0.69. No impulse dummy for was included in the model. The 
shape of the UEDT for Norway given in Figure 5.19 is a local Wend with a 
stochastic level and stochastic slope. The shape of the estimated UEDT displays 
an upward trend with a slight decline in 1992. On the other hand, the asymmetry 
model without UEDT incorporates a dynamic term. The long-run income 
elasticity is 0.34, while the long run elasticity for price-max is -0.42.
Generally, the non-nested tests for the choice of model are inconclusive. 
However, the test result indicates that Model II is preferred to Model I. Despite 
the inconclusiveness of these tests, they broadly support the inclusion of
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stochastic trend in the model o f the Norwegian industrial sector. Interestingly, the 
AIC measure supports Model I as the preferred model. This makes the process of 
choosing the preferred model difficult. Though Model II is preferred to Model I, 
both models are statistically insignificant at conventional levels. On the other 
hand, Model III is also not well defined and the coefficient o f income is 
statistically insignificant at conventional levels. This makes the choice of model 
very difficult indeed. On the strength o f the tests that suggests the inclusion o f 
stochastic trend in the Norwegian model and the preference of the AIC 
‘goodness-of-fif criteria, Model II is chosen as the preferred model for Norway.
Table 5.10 Norway industrial energy demand estimates and tests
M odel I 
Norway -  asymmetry 
without UED T
M odel II 
Norway -  symmetry with  
UED T
M odel III 
Norway -  
asymmetry 
with UED T
Estimated Coefficients
I n c o m e 0.051 0.625 0.257
( 0 . 2 1 ) ( 0 . 0 2 ) ( 0 . 5 7 )
L a g g e d  e n e r g y  d e m a n d 0.850
( 0 . 0 0 )
-
P r i c e - -0.023 -
- ( 0 . 7 7 ) -
P r i c e - m a x -0.063 - -
( 0 . 3 8 ) - -
P r i c e - r e c - - -0.691
- - ( 0 . 0 3 )
P r i c e - c u t
_ M
LR elasticity estimates
Income 0.340 0.625 0.257
Price - -0.023 -
Price-max -0.420 - -
Price-rec - - -0.691
Price-cut - - -
Hyperparameters
Irregular - 0.000688 0.000386
Level - - 0.000000
Slope - 0.000293 0.000606
Nature o f  Trend - Smooth trend Local trend
Growth rate at end o f  
period
- 2.69 per cent p.a. 6.50 per cent 
p.a.
Intervention - Irr2002
Goodness o f  fit
p . e . v 0.001777 0.001895 0.000930
p . e . v / m . d 2 1.006 1.074 2.162
A I C -6.138 -5.927 -5.801
R 2 0.955 0.952 0.963
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R f 0.272 0.224 0.609
D iagnostics
R e s i d u a l s
Std Error 0.042 0.043 0.030
Normality 0.354 0.549 0.576
Skewness 0.002 0.015 0.539
Kurtosis 0.352 0.533 0.037
H (...) H (13) 2.611 H(13) 1.234 H(12) 1.825
/•(...) r ( l )  0.002 R (l)  0.130 /•(I) -0.066
/•(••■) r(6) 0,141 R(7) -0.141 r(8) -
0.069
DW 1.892 1.723 2.025
0 (~ , - ) 0 (6 , 6) 4 .487 Q(7, 6) 8.008 0 (8 , 6)
4.616
Auxiliary residuals
I r r e g u l a r
Norm ality - 1.355 0.696
Skewness - 0.321 0.547
Kurtosis - 1.034 0.150
L e v e l
Normality - - 1.082
Skewness - - 0.806
Kurtosis - - 0.276
S l o p e
Normality - 1.641 1.164
Skewness - 1.639 1.047
Kurtosis - 0.002 0.117
Table 5.10,1 Non-Nested Test-1 (Norway)
Compare M odel II to 
M odel I 
Ho: ( p  =  0
Compare M odel I to 
M odel II 
Ho: y /  =  0
t- statistic tao) —  8.13 if39) =  1.87
Probability 0.00 0.07
D ecision (5%) Reject Ho A ccept Ho
Table 5.10.2 Non-Nested Test-2 (Norway)
Compare M odel III to 
M odel I 
Ho: 3  =  0
Compare M odel I to 
M odel III 
Ho: y /  -  0
t- statistic t r n i  =  0.95 Did not converge
Probability 0.35
D ecision (5%) Accept Ho
Table 5.10.3 Non-Nested Test-3 (Norway)
Compare M odel III to 
M odel II 
Ho: 3 = 0
Compare M odel II to 
M odel III 
Ho: <p = 0
t- statistic t(37) — 61.31 t,37) = 5.65
Probability 0.00 0.00
D ecision (5%) Reject Ho Reject Ho
191
Figure 5 .18 N orw ay -  E stim ated U E D T  (Sym m etric specification )
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Figure 5.19 Norway - Estimated UEDT (Asymmetric specification)
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5.3.10 Portugal
The preferred symmetry model with UEDT for Portugal incorporates no 
dynamic term. The long-run income elasticity is 0.73 while the long-run price 
elasticity is -0.12. Impulse dummies for 1996 and 2001 were included to ensure 
normality of the auxiliary residuals, but their inclusion has no discernable effect 
on the estimated elasticity or the shape of the UEDT. The shape of the UEDT for 
Portugal given in Figure 5.20 is a local trend model with a stochastic level and
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stochastic slope. The shape o f the estimated UEDT generally displays an upward 
trend with minor variations throughout the sample period, especially with a 
decline in the trend between 1996 and 2001.
The preferred asymmetry model with UEDT for Portugal incorporates no 
dynamic term. The long-run income elasticity is 0.86 while the long-run elasticity 
for price-rec is -0.16. No impulse dummy was included in the model. The shape 
o f the UEDT for Portugal given in Figure 5.21 is a local level trend w ith a 
stochastic level and no slope. The shape o f the estimated UEDT displays an 
upward trend with some variations throughout the sample period. On the other 
hand, the asymmetry model without UEDT incorporates a dynamic term. The 
long-run income elasticity is 0.86, while the long-run elasticity for price-rec is - 
0.28.
The non-nested tests for the choice o f model indicate that both Model III and 
Model II are preferred to Model I. However, the test between Models II and III is 
inconclusive. Judging from these set o f test results it is clear that the data supports 
the inclusion o f stochastic trend in the model o f Portuguese industrial sector. 
Again, the process o f choosing the preferred model is difficult by the AIC 
measure, which supports Model I as the preferred model. Though Model II is 
preferred to Model I, both models are relatively well defined and statistically 
significant at conventional levels. On the other hand, Model III is also well 
defined and the coefficients are statistically significant at conventional levels. On 
the basis o f the AIC measure and statistical results, the preferred model for 
Portugal is Model II.
Table 5.11 Portugal industrial energy demand estimates and tests
M odel I 
Portugal- 
asymmetry without 
U ED T
M odel II 
Portugal -  
symmetry with 
UEDT
M odel III 
Portugal- 
asymmetry with 
UEDT
Estimated Coefficients 
I n c o m e 0.604 0.734 0.862
( 0 . 0 0 ) ( 0 . 0 0 ) ( 0 . 0 0 )
L a g g e d  e n e r g y  d e m a n d 0.299 - -
( 0 . 0 1 ) - -
P r i c e - -0.119 -
- ( 0 . 0 6 ) -
P r i c e - m a x 0.281 - -
( 0 . 0 1 ) - -
P r i c e - r e c -0.195 - -0.157
( 0 . 0 0 ) - ( 0 . 0 4 )
P r i c e - c u t ( , _ D -0.236 - -0.261
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(0.01) - (0.02)
L R  elasticity estimates
Income 0.862 0.734 0.862
Price - -0.119 -
Price-max 0.401 - -
Price-rec -0.278 - -0.157
Price-cut -0.337 - -0.261
Hyperparameters
Irregular - 0.000697 0.000774
Level - 0.000291 0.000457
Slope - 0.000000 -
Nature of Trend Local trend Local level 
(Random walk with 
noise)
Growth rate at end of - 2.51 per cent p.a. -
period
Interventions - LvlI996, Lvl2001 -
Goodness of fit
p.e.v 0.001216 0.001032 0.001480
p.e.v/m.d2 1.138 1.087 1.031
AIC -6.420 -6.340 -6.272
R2 0.996 0.996 0.995
Rd2 0.563 0.629 0.468
Diagnostics
Residuals
Std Error 0.035 0.032 0.038
Normality 0.040 1.050 0.761
Skewness 0.039 0.015 0.389
Kurtosis 0.001 1.035 0.372
H(....) H(13) 1.329 H(13) 0,486 H(13) 1.085
'■(•••) /•(l) 0.014 r(l) -0.020 Kl) -0.037
/•(....) r(6) 0.095
COoo r(7) -0.214
D W 1.952 1.982 2.008
Q(., ••) 2(6,6) 5.815 2(7,6) 5.457 2(7,6) 10.910
Auxiliar y residuals 
Irregular
Normality - 1.168 0.588
Skewness - 0.091 0.001
Kurtosis - 1.077 0.587
Level
Normality - 0.657 1.278
Skewness - 0.037 1.271
Kurtosis - 0.620 0.007
Slope
Normality - 1.441 -
Skewness - 1.384 -
Kurtosis - 0.058 -
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Table 5.11.1 Non-Nested Test-1 (Portugal)
Compare Model II to 
Model I 
Ho: (p- 0
Compare Model I to 
Model II 
Ho: y/ =  0
t- statistic t(40) ~ 8.61 t(39i ~ 1-78
Probability 0.00 0.08
Decision (5%) Reject H o Accept H o
Table 5.11.2 Non-Nested Test-2 (Portugal)
Compare Model III to 
Model I 
Ho: 3 = 0
Compare Model I to 
Model III 
Ho: y/ - 0
t- statistic §" ll 00 © t(4o) ~ 1.42
Probability 0.00 0.16
Decision (5%) Reject H o Accept H o
Table 5.11.3 Non-Nested Test-3 (Portugal)
Compare Model III to 
Model II 
Ho: *9 =  0
Compare Model II to 
Model III 
Ho: (p =  0
t- statistic t<39) ~ 7-56 t(40) ~ 11.64
Probability 0.00 0.00
Decision (5%) Reject H o Reject H o
Figure 5.20 Portugal -  Estimated UEDT (Symmetric specification)
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Figure 5.21 Portugal -  Estimated UEDT (Asymmetric specification)
| ----- Trend LnE]
/  \j \ f
“\
\
VX
4.750
4.725
\
4.700 : r 'f
1
4.675
.-■*
4.650 /  \
/  \
\ - /  
- j \ \  <•'
4.625
1965 1970 1975 1980 1985 1990 1995 2000 2005
5.3.11 Spain
The preferred symmetry model with UEDT for Spain incorporates no 
dynamic term. The long-run income elasticity is 1.05 while the long-run price 
elasticity is 0.06. Impulse dummies for 1969 and 1972 were included to ensure 
normality of the auxiliary residuals, but their inclusion has no discernable effect 
on the estimated elasticity or the shape of the UEDT. The shape of the UEDT for 
Spain given in Figure 5.22 is a local trend model with a stochastic level and 
stochastic slope. The shape of the estimated UEDT generally displays a 
downward trend with minor variations throughout the sample period especially 
with a rise in the trend in 1969 and 2001.
The preferred asymmetry model with UEDT for Spain incorporates no 
dynamic term. The long-run income elasticity is 0.86 while the long-run elasticity 
for price-max is -0.52. Impulse dummy for 1979 was included to ensure 
normality of the auxiliary residuals, but its inclusion has no discernable effect on 
the estimated elasticity or the shape of the UEDT. The shape of the UEDT for 
Spain given in Figure 5.23 is a local level trend with a stochastic level and 
stochastic slope. The shape of the estimated UEDT displays an upward trend with 
several variations throughout the sample period, especially with the sharp rise in 
1969. On the other hand, the asymmetry model without UEDT incorporates a
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dynamic term. The long-run income elasticity is 1.33, while the long-run 
elasticity for price-max is -0.74.
The non-nested tests for the choice of model indicate that Models II and III 
are preferred to Model I, while the non-nested test between Model II and Model 
III is inconclusive as both Model contain extra explanatory powers over the other 
model(s). Generally, these set of test results supports the inclusion of stochastic 
fiend in the model of Spanish industrial sector. As a confirmation of the non­
nested tests, the AIC measure supports Model III as the preferred model. This 
makes the process of choosing the preferred model somewhat clear-cut. Though 
Model II is preferred to Model I, the price coefficient is not statistically 
significant at conventional levels. On the other hand, Model III is well defined 
and the coefficients are statistically significant at conventional levels. On this 
basis, the preferred model for Spain is Model III, which suggests that asymmetric 
price responses and UEDT are complements for modelling industrial energy 
demand.
Table 5.12 Spain industrial energy demand estimates and tests
Model I 
Spain— asymmetry 
without U E D T
Model II 
Spain -  symmetry 
with U E D T
Model III 
Spain —  asymmetry 
with U E D T
Estimated Coefficients
Income 0.936 1.051 0.855
(0.00) (0.00) (0.00)
Lagged energy demand 0.297 - -
(0.01) - -
Price - 0.064 -
- (0.34) -
Pr ice-max (,.i) -0.521 - -0.520
(0.02) - (0.00)
Price-rec - - -
Price-cut - - -
L R  elasticity estimates
Income 1.331 1.051 0.855
Price - 0.064 -
Price-max -0.741 - -0.520
Price-rec - - -
Price-cut - - -
Hyperparameters
Irregular - 0.000000 0.000153
Level - 0.001336 0.001107
Slope - 0.000050 0.000001
Nature of Trend - Local trend Local trend
Growth rate at end of - 1.47 per cent p.a. 1.02 per cent p.a.
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period
Interventions - Lvl 1969, Lvl 1972 Lvl 1969
Goodness of fit
p.e.v 0.001811 0.001267 0.001273
p.e.v/m.d2 1.478 1.137 1.057
AIC -5.875 -6.135 -6.325
R2 0.989 0.992 0.992
Rf 0.670 0.769 0.768
Diagnostics
Residuals
Std Error 0.042 0.035 0.036
Normality 9.026 1.011 1.963
Skewness 5.655 0.013 1.081
Kurtosis 3.371 0.998 0.882
H(...) H(13) 0.211 H(13) 0.992 H(13) 0.845
/•(...) /(I) 0.219 /•(l) 0.014 Kl) -0.006
K...) r(6) -0.045 /•(8) -0.184 K8) -0.179
D W 1.503 1.873 1.964
ec...) 0(6,6) 5.038 2(8,6) 3.168 2(8,6) 6.627
Auxiliary residuals 
Irregular
Normality - 2.348 0.856
Skewness - 0.450 0.269
Kurtosis - 1.898 0.587
Level
Normality - 1.167 1.392
Skewness - 0.040 0.757
Kurtosis - 1.126 0.635
Slope
Normality - 0,660 0.400
Skewness - 0.379 0.101
Kurtosis - 0.281 0.300
Table 5.12.1 Non-Nested Test-1 (Spain)
Compare Model II to 
Model I 
Ho: (p = 0
Compare Model I to 
Model II 
Ho: y/ -  0
t- statistic t r n i =  2.94 t(391 =  1 *67
Probability 0.00 0.10
Decision (5%) Reject H o Accept H o
Table 5.12.2 Non-Nested Test-2 (Spain)
Compare Model III to 
Model I 
Ho: 3 =  0
Compare Model I to 
Model III 
Ho: \f/ =  0
t- statistic t,4o> =  50.57 1(39) =  L81
Probability 0.00 0.08
Decision (5%) Reject H o Accept H o
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Table 5.12.3 Non-Nested Test-3 (Spain)
Compare Model III to 
Model II 
Ho: i9 =  0
Compare Model II to 
Model III 
Ho: ( p  =  0
t- statistic t(39)=  44.48 1(39) =  1-53
Probability 0.00 0.00
Decision (5%) Reject H o Reject H o
Figure 5.22 Spain -  Estimated UEDT (Symmetric specification)
Figure 5.23 Spain -  Estimated UEDT (Asymmetric specification
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5.3.12 Sweden
The preferred symmetry model with UEDT for Sweden incorporates a 
dynamic term. The long-run income elasticity is 1.34 while the long-run price 
elasticity is -0.33. No impulse dummy was included in the model. The shape of 
the UEDT for Sweden given in Figure 5.24 is a smooth trend model with a fixed 
level and stochastic slope. The shape of the estimated UEDT generally displays a 
downward trend with no discernable variations throughout the sample period.
The preferred asymmetry model with UEDT for Sweden incorporates a 
dynamic term. The long-run income elasticity is 0.92 while the long-run elasticity 
for price-cut is -0.29. No impulse dummy was included in the model. The shape 
of the UEDT for Sweden given in Figure 5.25 is a local level trend with a 
stochastic level and no slope. The shape of the estimated UEDT displays a 
general downward trend with several variations throughout the sample period. In 
this same vein, the asymmetry model without UEDT incorporates a dynamic 
term. The long-run income elasticity is 2.10, while the long-run elasticity for 
price-rec and price-cut is -0.38 and -0.66 respectively.
The non-nested tests for the choice of model are generally inconclusive as 
shown on Tables 5.13.1, 5.13.2 and 5.13.3. In any case, these set of test results 
supports the inclusion of stochastic trend in the model of Swedish industrial 
sector. However, the AIC measure supports Model I as the preferred model. 
Again, the process of choosing the preferred model is difficult judging from the 
estimation and statistical test results. Though Model II is preferred to Model I, 
both models are relatively well defined and statistically significant at 
conventional levels. On the other hand, Model III is also well defined and the 
coefficients are statistically significant at conventional levels. Therefore, on the 
basis of economic theory, the preferred model for Sweden is Model II.
Table 5.13 Sweden industrial energy demand estimates and tests
Model I 
Sweden -  
asymmetry 
without U E D T
Model II 
Sweden -  
symmetry with 
U E D T
Model III 
Sweden -  
asymmetry with 
U E D T
Estimated Coefficients 
Income 0.638 0.724 0.654
(0.00) (0.00) (0.00)
Lagged energy demand 0.696 0.460 0.291
(0.00) (0.00) (0.06)
Price - -0.176 -
- (0.01) -
Price-max - - -
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Price-rec
Price-cut
-0.116
(0.03)
-0.202
(0.06)
- -0.206
(0.07)
L R  elasticity estimates
Income 2.099 1.341 0.922
Price - -0.326 -
Price-max - - -
Price-rec -0.381 - -
Price-cut -0.664 - -0.290
Hyperparameters
Irregular - 0.000762 0.000505
Level - - 0.000251
Slope - 0.000002 -
Nature of Trend Smooth trend Local level 
(Random walk 
with noise)
Growth at end of period - -1.11 per cent p.a. -
Interventions - - -
Goodness of fit
p.e.v 0.000678 0.000863 0.000812
p.e.v/in.d2 0.979 0.990 1.052
AIC -6.954 -6.665 -6.677
R2 0.933 0.915 0.920
Rf 0.654 0.560 0.585
Diagnostics
Residuals
Std Error 0.026 0.029 0.028
Normality 2.243 1.493 1.889
Skewness 0.513 0.218 0.505
Kurtosis 1.730 1.274 1.383
H(...) H(13) 0.638 H(13) 0.901 H(13) 0.630
/•(...) /■(l) -0.151 /•(l) 0.015 r(l) -0.040
'(•••) r(6) -0.117 r (7 )  -0.015 r (7 )  0.006
D W 2.265 1.934 2.079
0 U  ••) g(6, 6) 3.836 2(7,6) 3.536 2(7, 6) 2.064
Auxiliary residuals 
Ir re g u la r
Normality - 1.776 1.905
Skewness - 0.272 0.224
Kurtosis - 1.504 1.682
Level
Normality - - 0.744
Skewness - - 0.563
Kurtosis - - 0.181
Slope
Normality - 0.687 -
Skewness - 0.330 -
Kurtosis - 0.357 -
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Table 5.13.1 Non-Nested Test-1 (Sweden)
Compare Model II to 
Model I 
Ho: <p =  0
Compare Model I to 
Model II 
Ho: if/ =  0
t- statistic tarn =  2.19 t(39) = 1-98
Probability 0.03 0.05
Decision (5%) Reject Ho Reject Ho
Table 5.13.2 Non-Nested Test-2 (Sweden)
Compare Model III to 
Model I 
Ho: 3 =  0
Compare Model I to 
Model III 
Ho: i f /  = 0
t- statistic t(40i = 9.10 Not estimated
Probability 0.00
Decision (5%) Reject Ho
Table 5.13.3 Non-Nested Test-3 (Sweden)
Compare Model III to 
Model II 
Ho: 3 = 0
Compare Model II to 
Model III 
Ho : (p =  0
t- statistic i/39) = 8.75 l(4o) ~ 2-41
Probability 0.00 0.02
Decision (5%) Reject Ho Reject Ho
Figure 5.24 Sweden -  Estimated UEDT (Symmetric specification)
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Figure 5.25 Sweden -  Estimated UEDT (Asymmetric specification)
5.3.13 Switzerland
The preferred symmetry model with UEDT for Switzerland incorporates a 
dynamic term. The long-run income elasticity is 0.72 while the long-run price 
elasticity is 0.03. Impulse dummies for 1967, 1988 and 1999 were included to 
ensure normality of the auxiliary residuals, but their inclusion has no discernable 
effect on the estimated elasticity or the shape of the UEDT. The shape of the 
UEDT for Switzerland given in Figure 5.26 is a smooth trend model with a 
stochastic level and stochastic slope. The shape of the estimated UEDT generally 
displays a downward trend with minor variations throughout the sample period, 
especially with a rise in the trend between 1966 and 1972.
The preferred asymmetry model with UEDT for Switzerland incorporates a 
dynamic term. The long-run income elasticity is 0.68 while the long-run elasticity 
for price-max is -0.03. The shape of the UEDT for Switzerland given in Figure 
5.27 is a smooth trend with a fixed level and stochastic slope. The shape of the 
estimated UEDT generally displays a downward trend with some variations 
throughout the sample period. The asymmetry model without UEDT also 
incorporates a dynamic term. The long-run income elasticity is 1.28, while the 
long-run elasticities for price-max and price-rec are - 1 . 1 1  and -0.006 respectively.
Generally, the non-nested tests for the choice of model within the three 
models are inconclusive. These set of test results supports the inclusion of 
stochastic trend and asymmetric responses in the model of Swiss industrial sector.
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It is no surprise that the AIC measure supports Model II as the preferred model. 
However, the coefficients of the price variables in all the models are statistically 
insignificant. This makes the process of choosing the preferred model difficult. 
On the basis of economic theory, the preferred model for Switzerland is Model 
III.
Table 5.14 Switzerland industrial energy demand estimates and tests
Model I 
Switzerland -  
asymmetry without 
UEDT
Model II 
Switzerland -  
symmetry with 
UEDT
Model III 
Switzerland -  
asymmetry with 
UEDT
Estimated Coefficients
Income 0.442 0.721 0.681
(0.05) (0.00) (0.00)
Lagged energy 0.655 -
demand
(0.00) -
Price - 0.035 -
- (0.70) -
Price-max -0.383 - -0.035
(0.39) - (0.93)
Price-recfi-ij -0.002 - -
(0.99) - -
Price-cut “ “ *
LR elasticity estimates
Income 1.281 0.721 0.681
Price - 0.035 -
Price-max -1.110 - -0.035
Price-rec -0.006 - -
Price-cut - - -
Hyperparameters
Irregular - 0.000771 0.00887
Level - - -
Slope - 0.000353 0.000495
Nature of Trend - Smooth trend Smooth trend
Growth rate at end of - 0.92 per cent p.a. 0.77 per cent p.a.
period
Interventions - Lvl 1967, Lvl 1988, 
Lvll999
-
Goodness of fit
p.e.v 0.002056 0.001984 0.002586
p.e.v/m.d7 1.613 1.185 1.052
AIC -5.699 -5.735 -5.567
R2 0.845 0.851 0.805
Rd 0.372 0.394 0.210
Diagnostics
Residuals
Std Error 0.045 0.044 0.508
Normality 14.459 0.614 0.893
Skewness 1.344 0.610 0.019
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Kurtosis 13.115 0.004 0.874
H(13) 0.346 H(13) 0.391 H(13) 0.814
K -) r(l) -0.125 r(J) -0.045 Kl) -0.040
/•(...) r(6) -0.106 r(7) -0.253 K7) -0.164
DW 1.911 1.929 1.942
QL, •) 2(6,6) 3.029 2(7, 6) 8.258 2(7,6) 6.865
Auxiliary residuals
Irregular
Normality - 1.923 2.262
Skewness - 0.301 0.939
Kurtosis - 1.622 1.323
Level
Normality - - -
Skewness - - -
Kurtosis - - -
Slope
Normality - 0.147 0.094
Skewness - 0.107 0.029
Kurtosis - 0.040 0.064
Table 5.14.1 Non-Nested T est-1 (Switzerland)
Compare Model II to 
Model I 
Ho: (p = 0
Compare Model I to 
Model II 
Ho: if/ =  0
t- statistic lm  = 14.04 t(39) = -3.19
Probability 0.00 0.00
Decision (5%) Reject Ho Reject Ho
Table 5.14.2 Non-Nested Test-2 (Switzerland)
Compare Model III to 
Model I 
Ho: 3 = 0
Compare Model I to 
Model III 
Ho: y/ = 0
t- statistic
c4IIJ t(39) = -2.59
Probability o.o'o 0.01
Decision (5%) Reject Ho Reject Ho
Table 5.14.3 Non-Nested Test-3 (Switzerland)
Compare Model III to 
Modelll 
Ho: 3  = 0
Compare Model II to 
Model III 
Ho: (9 = 0
t- statistic II CO o t(39> = 18,09
Probability 0.00 0.00
Decision (5%) Reject Ho Reject Ho
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Figure 5.26 Switzerland -  Estimated UEDT (Symmetric specification)
Figure 5.27 Switzerland -  Estimated UEDT (Asymmetric specification)
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5.3.14 United Kingdom
The preferred symmetry model with UEDT for the United Kingdom 
incorporates no dynamic term. The long-run income elasticity is 1.11 while the 
long-run price elasticity is -0.21. Impulse dummies for 1967, 1979 and 1991 were 
included to ensure normality of the auxiliary residuals, but their inclusion has no 
discernable effect on the estimated elasticity or the shape of the UEDT. The shape 
of the UEDT for the United Kingdom given in Figure 5.28 is a local trend model 
with a stochastic level and stochastic slope. The shape of the estimated UEDT
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generally displays a downward trend with a few variations throughout the sample 
period, especially with a rise in the trend between 1963 and 1970.
The preferred asymmetry model with UEDT for United Kingdom 
incorporates a dynamic term. The long-run income elasticity is 1.08, while the 
long-run elasticity for price-rec is -0.60. Impulse dummies for 1967 and 1991 
were included to ensure normality of the auxiliary residuals, but their inclusion 
has no discernable effect on the estimated elasticity or the shape of the UEDT. 
The shape of the UEDT for the United Kingdom given in Figure 5.29 is a local 
level trend with a stochastic level and stochastic slope. The shape of the estimated 
UEDT generally displays a downward trend with a few variations throughout the 
sample period, especially with the sharp rise in 1965 and 1991. As with the 
asymmetry model with UEDT, the asymmetry model without UEDT also 
incorporates a dynamic term. The long-run income elasticity is 0.62, while the 
long-run elasticity for price-rec is -0.64.
The non-nested tests for the choice of model is inconclusive in all the models, 
indicating that all the model pairs contain extra explanatory powers over each 
other as shown in Tables 5.15.1, 5.15.2 and 5.15.3. However, the AIC measure 
supports Model III as the preferred model. Overall, these set of test results 
supports the inclusion of stochastic trend in the model of the British industrial 
sector. Looking at Model I and Model II, both models are relatively well defined 
and statistically significant at conventional levels. On the other hand, Model III is 
also well defined and the coefficients are statistically significant at conventional 
levels, but the coefficient of the price-max variable has the wrong sign. On the 
basis of statistical tests and economic theory, the preferred model for the United 
Kingdom is Model II, which indicates a preference for symmetric price 
specification with stochastic trend.
Table 5.15 United Kingdom industrial energy demand estimates and tests
Model I 
United Kingdom — 
asymmetry without 
UEDT
Model II 
United Kingdom -  
symmetry with UEDT
Model III 
United Kingdom -  
asymmetry with 
UEDT
Estimated
Coefficients
Income 0.266 1.112 1.084
(0.00) (0.00) (0.00)
Lagged energy 0.572 - -
demand
(0.00) - -
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Price
Pnce-max(,.p
Price-rec
Price-cut
-1.353
(0.00)
-0.276
(0.00)
-0.209
(0.01)
-0.515
(0.10)
-0.596
(0.00)
-0.071
(0.57)
LR elasticity 
estimates
Income 0.621 1.112 1.084
Price - -0.209 -
Price-max -3.161 - -0.515
Price-rec -0.645 - -0.596
Price-cut - - -0.071
Hyperparameters
Irregular - 0.000147 0.000173
Level - 0.000000 0.000000
Slope - 0.000082 0.000002
Nature of Trend - Local trend Local trend
Growth rate at end of - 0.59 per cent p.a. 1.94 per cent p.a.
period
Interventions Lvll967, Lvll974, 
Irrl980, Irrl991
Lvll967, Lvl 1991
Goodness of fit
p.e.v 0.000987 0.000392 0.002586
p.e.v/in.d2 1.085 1.291 1.397
AIC -6.628 -7.134 -7.248
R2 0.954 0.982 0.982
Rd 0.566 0.828 0.834
Diagnostics
Residuals
Std Error 0.031 0.019 0.0172
Normality 1.203 0.985 0.670
Skewness 1.188 0.979 0.324
Kurtosis 0.014 0.006 0.346
H(...) H(13) 0.597 H(13) 2.286 H(13) 2.163
K-) Kl) 0.102 Kl) -0.191 Kl) -0.183
!•(...) K6) 0.098 K 8) 0.039 K8) 0.096
DW 1.699 2.211 2.208
2(~, -) 0 (6 ,6 ) 1.447 2(8,6) 8.454 2(8,6) 11.280
Auxiliary residuals 
Irregular
Normality - 1.105 0.105
Skewness - 1.040 0.019
Kurtosis - 0.065 0.086
Level
Normality - 0.560 0.237
Skewness - 0.453 0.229
Kurtosis - 0.107 0.008
Slope
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Normality - 0.248 0.243
Skewness - 0.085 0.034
Kurtosis - 0.162 0.209
Table 5.15.1 Non-Nested Test-1 (United Kingdom)
Compare Model II to 
Model I
Ho: <p =  0
Compare Model I to 
Model II 
Ho: y/ = 0
t- statistic tm  — 13.51 t<39)= 2.73
Probability 0.00 0.01
Decision (5%) Reject Ho Reject Ho
Table 5.15.2 Non-Nested Test-2 (United Kingdom)
Compare Model III to 
Model I 
Ho: i9 = 0
Compare Model I to 
Model III 
Ho: if/ = 0
t- statistic i(40)=  19.42 1(39) —  -3.19
Probability 0.00 0.00
Decision (5%) Reject Ho Reject Ho
Table 5.15.3 Non-Nested Test-3 (United Kingdom)
Compare Model III to 
Model II 
Ho: 3  = 0
Compare Model II to 
Model III 
Ho: (9 = 0
t- statistic t(39> = 24.77 i(39) = 3.91
Probability 0.00 0.00
Decision (5%) Reject Ho Reject Ho
Figure 5.28 United Kingdom -  Estimated UEDT (Symmetric specification)
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Figure 5.29 United Kingdom — Estimated UEDT (Asymmetric specification)
5.3,15 United States of America
The preferred symmetry model with UEDT for the United States incorporates 
no dynamic term. The long-run income elasticity is 0.96 while the long-run price 
elasticity is -0.13. Impulse dummies for 1967, 1989 and 1990 were included to 
ensure normality of the auxiliary residuals, but their inclusion has no discernable 
effect on the estimated elasticity or the shape of the UEDT. The shape of the 
UEDT for United States given in Figure 5.30 is a local trend model with a 
stochastic level and stochastic slope. The shape of the estimated UEDT generally 
displays a downward trend with minor variations throughout the sample period.
The preferred asymmetry model with UEDT for United States incorporates 
no dynamic term. The long-run income elasticity is 0.36 while the long-run 
elasticity for price-max is -0.35. Impulse dummies for 1982 and 1985 were 
included to ensure normality of the auxiliary residuals, but their inclusion has no 
discernable effect on the estimated elasticity or the shape of the UEDT. The shape 
of the UEDT for the United States given in Figure 5.31 is a smooth trend with a 
fixed level and stochastic slope. The shape of the estimated UEDT generally 
displays a downward trend with minor variations throughout the sample period. 
On the other hand, the asymmetry model without UEDT incorporates a dynamic 
term. The long-run income elasticity is 2.32, while the long-run elasticity for 
price-max is -0,25.
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The non-nested model tests are generally inconclusive. However, the tests 
between Models I and II indicate a preference for Model II. Despite the 
inconclusiveness of these set of test results, it supports the inclusion of stochastic 
trend in the model of American industrial sector. It is not surprising therefore that 
the AIC measure supports Model III as the preferred model. This makes the 
choice of model relatively easy. Though Model II is preferred to Model I, both 
models are relatively well defined and statistically significant at conventional 
levels. On the other hand, Model III is also well defined and the coefficients are 
statistically significant at conventional levels. On this basis, the preferred model 
for the United States of America is Model II.
Table 5.16 United States industrial energy demand estimates and tests
Model I 
United States -  
asymmetry without 
U E D T
Model II 
United States —  
symmetry with 
U E D T
Model III 
United States -  
asymmetry with 
U E D T
Estimated Coefficients
Income 0.893 0.958 0.361
(0.00) (0.00) (0.02)
Lagged energy demand 0.616 - -
(0.00) - -
Price#.,) - -0.132 -
- (0.07) -
Price-max - - -0.335
- - (0.00)
P rice-max i) -0.095 - -
(0.03) - -
Price-reC(,-3) - - -0.288
- - (0.05)
Price-cut (,.2) - - -0.266
- - (0.05)
L R  elasticity estimates
Income 2.325 0.958 0.361
Price - -0.132 -
Price-max -0.247 - -0.355
Price-rec - - -0.288
Price-cut - - -0.266
Hyperparameters
Irregular - 0.000103 0.000099
Level - 0.000670 -
Slope - 0.000000 0.000084
Nature of Trend - Local trend Smooth trend
Growth rate at end of - -1.99 per cent p.a. -0.02 per cent p.a.
period
Interventions - Lvll967, Irrl989, 
Lvll990
Lvll982, In-1985
Goodness of fit
p.e.v 0.001182 0.000671 0.000165
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p.e.v/m.d2 1.132 1.287 2.557
AIC -6.399 -6.721 -7.480
R2 0.836 0.907 0.947
R f 0.633 0.791 0.949
Diagnostics
Residuals
Std Error 0.034 0.026 0.013
Normality 0.593 0.491 0.052
Skewness 0.541 0.029 0.000210
Kurtosis 0.052 0.461 0.052
H(...) H(13) 0.454 H(13) 1.141 H(12) 2.034
/•(...) ;<1) 0.096 Kl) -0.047 KU 0.027
>(...) K 6) -0.147 K8) -0.129 K7) -0.041
DW 1.801 1.988 1.891
0G •) 2(6,6) 10.898 2(8,6) 6.308 2(7,6) 6.352
Auxiliary residuals
Irregular
Normality - 0.585 2.331
Skewness - 0.149 0.036
Kurtosis - 0.436 2.295
Level
Normality - 0.400 -
Skewness - 0.113 -
Kurtosis - 0.286 -
Slope
Normality - 3.040 0.481
Skewness - 3.011 0.408
Kurtosis - 0.030 0.073
Table 5.16.1 Non-Nested Test-1 (USA)
Compare Model II to 
Model I 
Ho: (p = 0
Compare Model I to 
Model II 
Ho: iff = 0
t- statistic tpo) — 9.03 t(39) ~ 0.22
Probability 6.00 0.83
Decision (5%) Reject Ho Accept Ho
Table 5.16.2 Non-Nested Test-2 (USA)
Compare Model III to 
Model I 
Ho: 3  = 0
Compare Model I to 
Model III 
Ho: \f/ = 0
t- statistic t(38) =15.21 Not estimated
Probability 0.00
Decision (5%) Reject Ho
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Table 5.16.3 Non-Nested Test-3 (USA)
Compare Model III to 
Model II 
Ho: i9 =  0
Compare Model II to 
Model III 
Ho: <p =  0
t- statistic {(37) = 9-89 {(37) ~  3-97
Probability 0.00 0.00
Decision (5%) Reject H o Reject H o
Figure 5.30 United States -  Estimated UEDT (Symmetric specification)
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Figure 5,31 United States -  Estimated UEDT (Asymmetric specification)
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5.4 Summary and Conclusions
Using Data Set 15A, this chapter, unlike GH and GS that used the panel data 
methodology, explored the Underlying Energy Demand Trend in OECD 
industrial energy demand using the Structural Times Series Model (STSM). The 
estimations were conducted in three ways. The first method assumed price- 
asymmetry, made popular in energy demand literature in a panel context by 
Gately and Huntington (2002), but without a trend (or time dummies) included. 
The second method price-symmetry but with a stochastic trend to capture the 
exogenous underlying energy demand trends. Lastly, the third model assumed 
price asymmetry but also including a stochastic trend. For all these methods, a 
general ARDL was estimated and a parsimonious restricted model found 
following the testing down procedure explained in Section 5.2. The results from 
this procedure shows that the preferred models for all three methods in all 
countries passed all diagnostic tests and conform to prior expectations regarding 
the size and sign of the price and income elasticities.
Estimations and tests from the models indicate that Model III is statistically 
preferred to both Model I and Model II, that is, asymmetric price responses 
(APR) and underlying energy demand trends (UEDT) are complements in 
modelling OECD industrial energy demand. However, in order to choose the 
preferred model for each of the countries, economic theory is also utilised. As 
shown in Table 5.17, the choice of preferred model for each country always 
incorporates a stochastic trend. In five countries, APR and UEDT are clearly 
accepted as complements while in the remaining ten countries, asymmetric price 
responses is rejected when a stochastic trend is included in the model. However, 
this conclusion masks some important country level issues that require further 
clarification, A number of the conclusions were taken based on economic theory. 
For instance, statistical tests favour the acceptance of Model III for the United 
Kingdom indicating that APR and UEDT are complements. The other test 
however, indicates that Model II is preferred to Model III plus the fact that the 
coefficient of the variables in the Model II is better determined than in Model III. 
Therefore, Model II is better suited to taking the decision. This set of results for 
the industrial sector of OECD countries supports the use of time series method, 
which otherwise might mask many important country-specific macroeconomic 
dynamics within the data.
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Table 5.17 S ummary of preferred specifications
Countries
Model I 
Asymmetric 
prices without 
exogenous 
UEDT
Model II 
Symmetric 
prices with 
stochastic 
UEDT
Model III 
Asymmetric 
prices with 
stochastic 
UEDT
Austria - - Preferred
Belgium - - Preferred
Canada - Preferred -
France - Preferred -
Greece - - Preferred
Italy - Preferred -
Japan - Preferred -
Netherlands - Preferred -
Norway - Preferred -
Portugal - Preferred -
Spain - - Preferred
Sweden - Preferred -
Switzerland - - Preferred
United Kingdom - Preferred -
United States - Preferred -
Overall as shown in Table 5.18 below, the long-run income elasticities for the 
preferred symmetric models range from 0.52 to 1,34, while the long-run price 
elasticities range from -0.03 to -0.69. On the other hand, the long-run income 
elasticities for the preferred asymmetric model range from 0.37 to 0.97 while the 
long-run price elasticities for price-max, price-rec and price-cut range from 0 to - 
2.65; 0 to -0.17 and 0 to -0.55 respectively.
Table 5.18 Summary of results from the preferred models
Model H Model III
Income 0.52 to 1.34 0.37 to 0.97
Price -0.02 to -0.33 -
Price-max - 0.00 to -2.65
Price-rec - 0.00 to-0.17
Price-cut - 0.00 to -0.55
Turning to some specific issues noticed in the results. Using pure statistical 
tests as a basis for evaluation, the data on Canada and Switzerland accepts only 
the symmetric specification exclusively, suggesting that industrial energy demand 
in these countries may not have responded to energy price shocks of the early- 
seventies and mid-eighties. There are several reasons that may be responsible for 
this; (a) the end-user prices for energy products may have been adequately
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cushioned by high taxes thus neutralising the effects of volatility in international 
crude oil prices; (b) though industrial energy consumption in Canada is almost 30 
per cent of total final consumption, it can be argued that the country’s large 
deposit of unconventional oil such as tar sand could have insulated it from the 
volatility in oil prices during the period. On the other hand, total final 
consumption in Switzerland is made up predominantly of residential and transport 
energy demand, while industrial consumption is only about 18 per cent of total 
final consumption. This fact, as well as point (a) discussed above may explain the 
acceptance of the symmetric specification by data on Switzerland.
Conversely, the story is different for Austria, Greece, Norway and Spain 
where industrial energy demand data accepts the asymmetric specification 
exclusively. This is a pointer to the fact that there is significant price-induced 
energy-saving technical change. For instance, energy intensities in the four 
countries are generally downward sloping implying energy-saving price-induced 
technical change. Although, the slope of the intensity is steeper in Austria and 
Norway than in Greece and Spain, it shows that these economies are responsive 
to asymmetric price specification. Annual average growth of industrial energy 
consumption in Austria, Greece, Norway and Spain is 2.05 per cent, 15.74 per 
cent, 2.48 per cent and 1 1 .6 8  per cent respectively.
Industrial energy data in nine countries (Belgium, France, Italy, Japan, 
Netherlands, Portugal, Sweden, the United Kingdom and the United States of 
America) supports the use of both the symmetric and asymmetric specifications. 
This provides compelling evidence that both specifications are substitutes when 
used within the STSM framework, thus confirming the arguments proposed by 
previous research works in energy demand. Greening et al (2007) argue that no 
single modelling approach is sufficient to exclusively model industrial energy 
demand due to the complex nature of industrial process of production. Many 
researchers also agree with this argument. Authors that have used the STSM in 
energy demand modelling such as; Hunt et al (2003a, 2003b), Dimitropoulos 
(2005) and Hunt and Ninomiya (2005) agree that the method is robust enough to 
capture the underlying energy demand trends. Using this method with the 
asymmetric specification is indicative of its robustness since it captures both the 
price-induced technical progress as well as those due to other exogenous factors.
However, a number of interesting discoveries were made during the analysis 
undertaken in this chapter. Most of the preferred models do not incorporate any
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dynamic terms that suggests that the short run estimates are also the long run 
elasticities. Arguably, this seems implausible considering the fixity of the capital 
stock and the notion that adjustment of the capital stock takes time. However, this 
is what is given by the data given the general unrestricted model for all three 
specifications were an ARDL (1,1). However, this is not uncommon with the use 
of the STSM; see for example the results for the UK manufacturing sector in 
Hunt, et al. (2003a and 2003b) and Dimitropoulos et al. (2005). However, more 
research is needed to attempt to address this anomaly.
It is also worth emphasising that the UEDT concept as originally conceived 
in Hunt (2003a and 2003b) and Hunt and Ninomiya (2003) is not to be viewed as 
merely a measure of technical progress but to also encompass changes in 
economic structure and consumer tastes. However, it is also feasible that certain 
factors such as resource availability and quality, scale of production, and age of 
capital equipment stock can explain differences in energy efficiency, and hence 
effectively incorporated into the UEDT. Thus, the discussion of the results in this 
chapter reflects this. The observed trends of industrial energy demand may 
therefore, indicate periods of rapid industrialisation and structural change for 
those countries -  namely Austria, Canada, Netherlands, Portugal, and Spain. 
Although the trends for the other countries do not necessarily constitute a 
continuous downward trend it does show a measure of energy-saving technical 
change, while instances of energy-saving technical progress can be seen from the 
similar UEDT for the UK and the USA, with only minor upward trend over the 
period.
However, the results obtained here are not directly comparable to the results 
from Chapter Three, they do indicate that APR and UEDT are complements in 
modelling OECD industrial energy demand. In conclusion, once again it shows 
that that when modelling OECD industrial energy demand, it is important to use 
an ‘appropriate’ specification that incorporates the effects of APR and UEDT in 
the model. It has also been shown that due to the complex nature of industrial 
energy demand, statistical tests and economic theory needs to be used in choosing 
the preferred model(s). As shown in Table 5.17, APR and UEDT are clearly 
accepted as complements while in the remaining ten countries, asymmetric price 
responses is rejected when a stochastic trend is included in the model.
Overall, this discussion offers an interesting point in equivalence or at least 
similarities in the STSM and the modelling approach adopted in Chapter Three,
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that is, combining the asymmetric specification with a measure of technical 
progress represented by time dummies. The estimated technical change is similar 
to the UEDT in many respects but it can be argued that this only captures the 
exogenous technical progress within the model. This leaves the STSM estimated 
in this chapter intuitively ‘better’ than previous estimates. This issue will be 
discussed further in this next chapter to determine the adequacy of these 
methodologies in modelling OECD industrial energy demand.
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Chapter Six
S u m m a ry  and  C on clu sion s
6.1 Introduction
This thesis has utilised various econometrics techniques to estimate and test 
OECD industrial energy demand data from 1962 to 2003. This is done in order to 
evaluate the appropriate way to incorporate technical progress in the model and to 
ascertain the best possible estimates of price and income elasticities of demand 
for the OECD industrial sector. The approach adopted in this study is to broadly 
evaluate the adequacy of two main approaches of incorporating technical progress 
in the energy demand literature, that is, asymmetric price responses and 
underlying energy demand trends (UEDT). This is laid out using three distinct 
modelling and testing frameworks to ascertain the relevance of the respective 
techniques in answering the research questions identified in chapter one. These 
modelling techniques are panel data econometrics, structural time series and a 
testing framework utilising three modelling techniques namely, static model, 
partial adjustment model (PAM) and the first order autoregressive distributed lag 
model [ARDL(l,l)j. These are evaluated in Chapters Three, Four and Five 
respectively to attempt an answer to the two research questions as set out below:
1. What is the ‘appropriate’ way to incorporate technical progress in 
a model of OECD industrial energy demand?
2. Given the answer to question 1, what are the ‘best’ estimates for 
price and income elasticities of OECD industrial energy demand?
The rest of this chapter will be organised as follows. Sections 6.2, 6.3 and 6.4 
discusses the overall results and contributions made to answer the research 
questions proposed in chapter one. A summary of the findings from the thesis is 
presented in section 6.5.
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6.2 Panel Data Econometric Modelling
In Chapter Three, Data Sets 15A, 15B, 20A and 20B were used within a panel 
data framework. Three methodologies were used to investigate the OECD 
industrial energy demand with a view to answering the research questions. This 
approach analyses the traditional symmetric modelling specification, the 
asymmetric modelling specification and asymmetric specification augmented 
with UEDT (represented by time dummies as suggested by GS). The wisdom 
behind this framework is to uncover the ‘true’ nature of technical progress and 
hence a ‘more stable’ estimates of price and income elasticities for OECD 
industrial sector.
Results from estimation and tests broadly supports the pure asymmetry 
modelling specification, that is, asymmetric price responses fully explains the 
determinants of OECD industrial energy demand and the process of technical 
change from 1962 to 2003. On the other hand, the shorter data sets (i.e. Data Sets 
15B and 20B) give conflicting results. For this methodology, there are two main 
difficulties associated with such estimators.
First, the assumption that the slope and time coefficients are constant across a 
wide range of countries is questionable. Given the diverse nature of the countries 
used in this study, it could be argued that these restrictions are unrealistic. Each 
country’s share of industrial output in GDP is likely to be different and involve 
different industrial structures, institutions and socioeconomic patterns.
Second, the inclusion of time dummies as a proxy for technical progress may 
be questionable since it imposes the same rate of technical change for all 
countries over time. Though this is a panel of OECD countries, it is not unlikely 
that they will be at different stages of development. Given these factors, it is not 
surprising that it is difficult to get statistically sound and economically consistent 
estimates with sensible elasticities that apply across all countries with an identical 
underlying energy demand trend.
6.2.1 Answers to Research Questions Using Panel Data Approach
The answer to the research question is difficult because of the inconsistent 
results obtained from the four data sets. However, one can conclude from Data 
Sets 15A and 20A as follows;
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Ql: Modelling and test results indicate asymmetric price responses as
the appropriate way to incorporate technical change in models utilising 
panel data econometric framework.
Q2: The estimates of the long-run income elasticities of demand from
Data Set 15A is 0.78, while the long-run price elasticity for price-max, 
price-rec and price-cut is -0.53, -0.75 and -0.41 respectively. On the other 
hand, estimates of the long-run income elasticities of demand from Data 
Set 20A is 0.68, while the long-run price elasticity for price-max, price- 
rec and price-cut is -0.63, -0.82 and -0.38 respectively.
6.3 Asymmetric Price Responses (APR) Vs. Structural Time Series Model 
(STSM): Are They Complements or Substitutes?
Further to the discussions in section 6.2 above, the testing framework 
developed in Chapter Four sought to check the robustness of APR and UEDT in 
capturing the effect of technical progress by using three most commonly used 
econometric techniques. These are the static model, partial adjustment model 
(PAM) and the first order autoregressive distributed lag model [ARDL (1)].
The traditional LR and F tests were used to test the models and choose the 
preferred approach for incorporating technical progress. Following the findings in 
Chapter Three, the OECD industrial data were estimated and tested for individual 
countries to uncover the measure of technical progress that is country specific. 
Although, there minor variations in the technique used on test results for the 
countries, there is broad acceptance of APR and UEDT as complements for 
modelling OECD industrial energy demand.
6.3.1 Answers to Research Questions Using a Comprehensive Testing 
Framework
Unlike the answers provided in Section 6.2 above, only Question 1 will be 
answered here, since the focus of Chapter Four was purely to determine the 
appropriate way to incorporate technical progress in energy demand models.
Ql: Generally, results from the three specifications indicate that
something extra is required to augment the traditional symmetric 
specification, in order to adequately capture technical progress, as both 
APR and UEDT were accepted by the data. The other set of tests, also
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generally show that APR and UEDT are complements for modelling 
OECD industrial energy demand.
6.4 Structural Time Series Modelling (STSM) Approach
In order to further explore the issues highlighted in sections 6.2 and 6.3 
above, Chapter Five explores industrial energy demand using country level time 
series data98 with a stochastic trend to correct for the shortcomings of the panel 
data modelling approach. For consistency, three different models are also 
estimated and tested as conducted in Chapter Three. However, there are two main 
differences in the approach adopted. First, a stochastic trend is used to replace the 
deterministic trend in Model II and Model III; and the second distinguishing 
feature is individual OECD countries are estimated and tested separately within a 
time series framework.
This modelling framework examines the appropriateness of using asymmetric 
price responses and UEDT approaches to modelling OECD industrial energy 
demand. The UEDT approach has been proposed by a number of authors as a 
viable alternative to the deterministic trend approach. This is very important 
judging by the findings of Chapter Three and the appropriateness of its use as a 
proxy for technical progress, which has been questioned by a number of studies.99 
Again, as previously discussed, the trend may be nonlinear and reflect not only 
technical progress but other exogenous factors, such as changes in the structure of 
the economy, habit persistence, changes in consumer tastes, government policy 
etc., which are likely to be country specific.
The STSM approach therefore, allows modelling of OECD industrial energy 
demand with allowance for a stochastic underlying trend to adequately capture 
the 'unobseiwed' exogenous variables. Results from models’ estimation and 
relevant tests, for OECD countries broadly support the inclusion of stochastic 
trend and asymmetric price responses. This set of results refutes the generally 
held believe that APR and UEDT are substitutes. As shown in Chapter Five, APR 
and UEDT are complements in five countries suggesting the importance of 
general to specific modelling approach in OECD industrial energy demand 
modelling.
98 Data Set 15 A  is used because it is the only industrial sector data set that maximises the number 
of observations consistently across the listed O E C D  countries.
99 Refer to Chapter One for a detailed discussion of this issue.
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6.4.1 Answers to Research Questions Using STSM Approach
Ql: Broadly speaking, the appropriate way to capture technical progress 
involves the incorporation of stochastic trend to augment the traditional 
symmetric model in some instances. It also shown that both APR and 
UEDT are required to capture technical progress in other instances.
Q2: Generally, the estimates long-run income elasticities of demand 
range from 0.37 to 1.34, while the long-run elasticities for price, price- 
max, price-rec and price-cut ranges from -0.02 to -2.63. However, these 
estimates vary considerably across countries.
6.5 Conclusion
This thesis is an exercise in estimating OECD industrial energy demand with 
data covering the period 1962 to 2003 and 1978 to 2003 using various 
econometric approaches. This exercise shows that when estimating energy 
demand models and considering the important issue of energy-saving technical 
progress (and other exogenous trends) a general flexible approach should initially 
be adopted. The chosen model should be the one that is accepted by the data 
while conforming to economic theory -  but this should be estimated and tested 
rather than imposed at the outset. However, this exercise also shows that even 
then a clear favoured statistical model may not be found without the recourse to 
economic intuition and theory.
The results from the OECD panel estimations over two sub-samples, confirms 
the APR is the appropriate methodology and gives long-run income elasticities 
with a range of 0.68 to 0.78 while long-run price-max elasticities range from - 
0.53 to -0,63 that is within the range obtained by Dargay (1990) for UK energy 
demand. On the other hand, the results from the time series estimation with 
UEDT give different results across countries. For ten of the countries the results 
indicate a preference for the symmetric model with a stochastic trend to account 
for the underlying energy demand trends, while the APR is accepted as 
complementary to the UEDT in the remaining five countries. These differing 
results show clearly that although the panel estimation provide fairly consistent 
estimates across the two data sets utilised, the results may not have wide 
application for policy across the OECD industrial sector. Therefore, there is 
arguably a need for country specific policy instrument, which arguably should be
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guided by insights that can be provided by such methodology as those given by 
individual country estimates that incorporate the UEDT and APR.
In conclusion, it has been shown that econometric modelling of OECD 
industrial energy demand is not an easy task and further research is needed before 
‘definitive’ estimates are obtained. Nevertheless, this exercise has showed the 
importance, when modelling industrial energy demand of using a general flexible 
framework allowing for asymmetric price responses and UEDT100 to capture the 
underlying energy demand trends driven by technical progress and other 
exogenous factors. Although the results are not consistent across countries they 
do show that assuming a specific model or imposing, rather than testing, 
particular assumptions can be misleading and wherever possible, the data should 
be allowed to determine the model - but guided by economic intuition and theory. 
In addition, test results have shown that the use of panel data modelling 
techniques should be handled with caution when undertaking modelling work of 
this nature and magnitude. The model(s) should be estimated and well tested to 
avoid the pitfall of potential misleading results. Therefore, the research exposes 
the limitations of cross-country types of analysis within a panel data modelling 
context because it may mask several country specific technical progress, which is 
arguably better accounted for by the UEDT.
Overall, the methods used in this thesis shown that APR and UEDT are 
generally complements in modelling OECD industrial energy demand and 
highlights the importance of using the general to specific modelling approach. 
Differences for individual countries highlight the importance and impact of 
country specific policies and price effects on industrial energy demand. The 
existence of APR and UEDT will have important implications for energy demand 
in the OECD industrial sector especially for evaluation broad environmental 
related policies such as the emission trading scheme (ETS) and other specific 
industry related energy policies. It will also affect the ‘accuracy’ of price and 
income elasticities and forecasting energy demand on the basis of historical time 
series data. For example, in order to cut emissions it will be wrong to apply the 
same policy to the UK and Portugal who are arguably at different stages of 
development and largely different economic structure. Policy makers would 
benefit from careful appraisal of the UEDT to determining the right regulation to
100 The use of time dummies in Chapter Three also captures the underlying trends in a panel 
context.
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aid growth or preserve the environment. Future studies is however needed to 
separate the price induced technical progress from the pure exogenous technical 
progress, in order to assess the effect of government policies on their merit while 
not losing sight of other issues that could affect energy demand. This would aid 
the development of broad based non-market instruments that can be used by 
policy makers.
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