Improvement of Detection for Warning Students in E-learning Using Web Cameras  by Takahashi, Kenichi & Ueno, Masahiro
 Procedia Computer Science  35 ( 2014 )  747 – 756 
Available online at www.sciencedirect.com
1877-0509 © 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of KES International.
doi: 10.1016/j.procs.2014.08.157 
ScienceDirect
18th International Conference on Knowledge-Based and Intelligent 
Information & Engineering Systems - KES2014 
Improvement of detection for warning students in e-learning 
using web cameras 
Kenichi Takahashi*, Masahiro Ueno 
Hiroshma City University, Hiroshima 731-3194, Japan 
Abstract 
As e-learning systems that use computers and the Internet have become more popular around us, utilization of e-learning systems 
at schools for classwork has been more activated. However, there are some students that don’t concentrate on study. The 
objective of this research is to construct an e-learning system that stimulates students in order for them to concentrate on learning. 
The e-learning system captures images of students with web cameras and warns students with a message and sound once the 
system recognized that the student was not concentrating. This paper shows experiments for the case where various parts of a 
face are combined to improve the accuracy of detection. Through experiments and questionnaire, the accuracy of detection and 
the effect of warning are assessed. 
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1. Introduction 
E-learning systems utilizing computers and the Internet have been widely used1,2. There are various good points 
in using e-learning systems. Users can study at any time and at any place where the network connection is provided 
and can study at their own pace according to the degree of understanding. In addition, management of student 
information and learning status can be automated. On the other hand, e-learning systems also have weak points. 
Users just read texts displayed on a computer screen. In addition, they have no chance to ask teachers questions to 
solve problems and communicate with teachers. These shortcomings make some users easily bored. Moreover, 
teachers cannot grasp the real learning situation during study. In order to compensate the shortcomings, new 
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methods have been proposed. In 3-5, monitoring learning process and on-line activity of students and recognizing 
the learning style of students are shown to be effective. Also, Alseid et al. showed the effectiveness of the interface 
with auditory icons. Recently, a new field called entertainment learning has arisen for keeping the learning 
motivation; the entertainment learning incorporates “the fun” of the game into education systems7.  Other methods to 
keep the learning motivation by using web cameras and brain waves and by displaying images to scold and praise 
students are also being studied8-13. 
In general, it is supposed that users utilize e-learning systems to study on user’s own initiative, e.g. to acquire 
qualifications.  Recently, utilization of e-learning systems at schools for classwork also has been popular.  However, 
in the latter case, there are some students that don’t concentrate on study; some students don’t seriously answer 
questions provided by e-learning systems, some students use cellular phones while learning, and some students 
browse web pages for fun during the class.  At present, a system called LMS (learning management system) has 
been developed for teachers to grasp the student situations, such as the access history, the learning time and the 
answering history14. Though with these systems teachers can obtain information regarding the class attendance and 
the school record of students, they cannot obtain information about whether students studied in a concentrated 
manner or not. 
As a way to overcome the defect, we have constructed a warning system with web cameras for e-learning15. 
While in general, students are studying with e-learning systems by making a concentrated effort, they naturally do 
many things, e.g., reading displayed materials, reading other materials like books, writing memos, calculations by 
writing, and discussions with colleagues. This research assumes the situation of reading displayed materials and 
answering questions, where a student sits down at a desk to study and a web camera is settled on the display.  The 
system provides questions, and students choose one answer out of four candidates displayed on the screen while 
learning; students answer questions by clicking one answer with a computer mouse. Thus, students will look at the 
display while they are studying seriously.   In this situation, we can determine whether students are concentrating or 
not by detecting their frontal faces. Under the situation, the objective of this e-learning system is to stimulate 
students to concentrate on learning; the e-learning system captures images of students with web cameras and warns 
a student with a message and sound when the system finds out that the student is not concentrating, in order to have 
the student concentrate on study. First, the system checks whether a student is concentrating or not by detecting his 
face with AdaBoost16. It also checks whether a student studies in the appropriate position or not with a neural 
network.  Through experiments, the accuracy of detection is evaluated.  Secondly, learning experiments are carried 
out where students experience the system to evaluate the effect, and then a questionnaire is conducted to see how 
students feel about the system. In 15, the accuracy of detection of faces is about 83% and the warning system was 
effective. However, according to the questionnaire, the system still had mis-warning. Therefore in this paper, we 
propose a method to improve the accuracy of detection by combining various portions of a face.  Those portions are 
eyes, ears, and a nose. We also check the move of a computer mouse and employ template matching to detect the 
move of a body between frames. Through experiments, we find out the combination of those portions and the body 
move best for determining whether students are concentration or not.  Moreover, we conducted learning experiments 
to assess the effect of warning.  Finally, we perform a questionnaire to see how students feel about the system 
This paper is organized as follows. In Section 2, we describe the overview of our e-learning system and its 
functions implemented for students. Section 3 explains the method for measurement and judgment of concentration.  
Section 4 shows the experimental results performed for estimating the system. Finally, in Section 5 we give some 
concluding remarks and future tasks.  
2. The e-learning system 
2.1. System configuration 
This system is constructed as a web-based client server system. Figure 1 shows the block diagram of the system. 
Users access the web server with web browsers through the Internet. The web server carries out the PHP modules to 
read the image files and generate HTML texts, and transmits the HTML texts to the web browser of the user via the 
Internet. The PHP program modules retrieve and save various data such as user data and problem data in the 
database by carrying out SQL statements at the database server. Good points of using a database server instead of 
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handling files directly are as follows: we can improve the data security, easily maintain the data integrity and 
efficiently carry out the transaction processing such as storing and retrieving the data. The data are classified by 
contents and are stored as tables in the database according to the contents. 
Our e-learning system is made so that users can study Japanese meaning of English words. The system is an 
exercise type; the system displays an English word and students select one answer out of the four alternatives during 
study. Figure 2 shows a page to provide a problem. Though the page is written in Japanese, it is converted to English 
from Japanese for readability. In the system, problems are given in one-out-of-four choice format. Students study 
the meaning of English words by selecting one answer among the four choices. 
We decrease the number of page transitions on the screen in the process of learning by employing the technology 
of Ajax to implement the asynchronous communications and build seamless environment.  
2.2. Functions of the system 
We describe the outline of the functions in the e-learning system.  First a user logs into this system.  The system 
displays the interface depending on whether the user is a student (a learner) or a teacher.  When the user is a student, 
the system displays the main interface for students to solve problems and take tests.  When the user is a teacher, the 
system displays the main interface for managing students and problems for students to learn. 
In the top page displayed after the login for learning users includes function buttons linked to associated pages.  
The displayed buttons are used to move to the pages for showing information broadcasted to students by a teacher, 
starting the study, taking word tests, showing the status of the user, downloading files for the study, setting 
passwords, and logging out.  When a student clicks a button, he can jump to the page hyper-linked to the button.  




Fig. 1. A block diagram of the e-learning system. 
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Fig. 2. A page providing a problem. 
Table 1. The functions for students. 
Functions Explanations 
Information Students can see the information from a teacher, e.g. the change of the date of 
the lecture. 
Study A user starts to study by selecting a chapter and answering problems.  
Students study the meaning of English words by selecting one answer among 
the four choices. 
Word mini-test The system selects five problems in the chapter and presents the problems as 
a mini-test. After a user answers the five problems, the system grades the 
point and displays the result. This mini-test is mainly for check of each 
chapter. 
Status of learning The system shows when and how many times users attended the class, how 
many problems they solved and how many times they made wrong answers. 
Files to download Users can download the files uploaded by a teacher for distribution. 
Change the password Users can change the password. 
Logout Users can log out from the system. 
 
3. Detection of concentration   
3.1. Detection of faces facing toward the display 
While in general, students are studying with e-learning systems by making a concentrated effort, they naturally do 
many things, e.g., reading displayed materials, reading other materials like books, writing memos, calculations by 
writing, and discussions with colleagues. This research assumes the situation of reading displayed materials and 
answering questions. Moreover, our e-learning system is an exercise type; students select one answer out of the four 
alternatives during study.  In this situation, we can determine whether students are concentrating or not by detecting 
their frontal faces. Figure 3 illustrates the learning situation where a student sits down at a desk to study and a web 
camera is settled on the display. In our experiment, students are asked to answer questions by choosing one out of 
four candidates displayed on the screen while 90-minute learning; students answer questions by clicking one answer 
with a computer mouse. Thus, students will look at the display while they are studying seriously. In order to apply 
Let’s Study English 
Chapter 1  Words 1 (Basic words: Verb) 
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this method to other situations like writing memos, we need to enhance image processing ability to detect situations 
from images captured by web cameras, which is our future task.   
We detect faces facing toward displays in images captured by web cameras with AdaBoost tool included in Open 
CV software library. AdaBoost is an algorithm to produce a strong detector by combining weak detectors whose 
detection ability is not high. The AdaBoost tool indicates the number, the location and the size of a face in an image 
as shown in Figure 4 (a). Figure 4 (b) shows an example of an image captured by a web camera. While to train 
AdaBoost requires a training set with positive samples that include objects and negative samples that don’t include 
them,  Open CV library provides Adaboost already trained to detect frontal faces, left eyes, right eyes, left ears, right 
ears, and noses for convenience. We use the tool for experiments. Images are captured at every 1 second.  
3.2. Detection of body move in frames  
We detect moves of student’s body in image by using template matching between successive frames. The 
authors assume that when a student is concentrating on the study, he stares at the display without facing aside, 
yawning, touching his head, sitting back, nor lying down on the desk. Thus, we detect the move of students; two 
successive frames are compared and if the difference is larger than a threshold, then the flag for the move is turned 
on. We conducted a preliminary experiment in which a frame currently captured is compared with the previous 
frame captured 1 second before. We use 0.9 for the threshold value in the experiments described in 3.4. 
3.3. Determination of concentration  
The method to measure and judge concentration of students is activated while web pages for providing problems 
are displayed.  It captures images of each student every one second and detects his frontal face and the body move to 
determine whether he is concentrating or not; we assume that a student is concentrating when his frontal face is 













Fig. 3. The learning situation where a student sits down at a desk and there is a web camera on the display. 
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face, a left eye, a right eye, a left ear a right ear, and a nose. Let Cp and kp denote the concentration rate of portion p 






C   (1) 











  (2) 
In (2), N is the number of portions and the move used for detection. When C is smaller than a threshold determined 
beforehand, the system displays a message with sound to warn the student. When the threshold is large, students are 
required to keep their faces looking at the screen, while students are allowed to do other things than looking at the 
screen by using a small threshold value. The message is a window pane including the sencense “Concentrate on the 
study!”. The warning sound is a beep sound. The system checks the value of C every 1 seconds using the previous 
10 frames (i.e., frames in the past 10 seconds). Then, the system shifts the detection window 1 second. It displays 
the message and makes beep sound when C is smaller than the threshold.  Otherwise the message and the sound 
don’t appear.  Once the message is displayed on the screen, it is displayed until C becomes larger than the threshold; 
the message disappears when C becomes larger than the threshold.   
3.4. Experimental results of detection  
We conduct experiments to check the accuracy of detection for combinations of detectors.  In the experiments, all 
combinations of face portions and the body move are used. When a right eye and/or a left eye are detected, we 
assume that the eye is detected and the user is concentrating. When an ear is detected, we assume that the user looks 
aside and is not concentrating. Table 2 lists the accuracy of detection obtained as the results of the experiments for 
positive and negative training data. We can observe in Table 2 that the combinations of detectors of a frontal face, 
an eye, and the move with threshold 0.6 show the best result. Thus, we use the two face portions and the move for 
detection of concentration in the learning experiments. 
We also obtain the position of the computer mouse to check its movement; if the computer mouse stays at a 
position for more than 30 seconds, then we assume that the user is not concentrating. Before the learning 
Table 2. The accuracies of detection by combinations of portions and the move. 
Order Combinations Threshold Accuracy 
1 face, eye, move 0.6 0.887 
2 face, eye, move 0.5 0.880 
2 face, eye 0.7 0.880 
2 face, eye 0.8 0.880 
5 face, eye, nose, move 0.6 0.868 
5 face, eye 0.6 0.868 
7 face, eye, move 0.4 0.865 
8 face, move 0.6 0.862 
9 face, eye 0.9 0.860 
10 face, nose 1.0 0.853 
10 face, eye, nose 0.6 0.853 
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experiment, we conducted a preliminary experiment, where four students use the system for 30 minutes.  From the 
preliminary experimental result, we found that when users are concentrating, the duration of time of their mouse 
staying at one point is no more than 10 seconds. Thus, we set the alert time for mouse stop 30 seconds considering 
the personal difference. 
4. Experiments 
We conduct learning experiments to see the effect of warning in e-learning. We gather 14 students of our 
university as cooperators of the experiments; they first take a prior test, use this system to learn English words, and 
then take a posteriori test. After they take the test, we conduct a questionnaire about the system and the feeling. We 
divide students into two groups so that the average test points of groups are almost same. One group uses a system 
that warns students with a message and sound when the system finds out that they are not concentrating. The other 
group uses a system without warning. Using the test points before learning and after learning, we calculate relative 
increase rates to estimate the systems. Thereby, we check the effectiveness of the warning system. The relative 






PPR   (3) 
In (3), FP represents the full points, and P1 and P2 represent the points obtained through the prior test and the 
posteriori test, respectively.  The relative increase rate is small for small P1, while it becomes large for large P1.  For 
example, for P1=20, P2=40 and FP=100, then R=25%, while R=50% for P1=60, P2=80 and FP=100; students with 
high scores are evaluated more advantageously than students with low scores since it is difficult for students with 
high scores to improve the scores.  We should have divided students into two groups whose average scores are 
almost the same. Students in group A use the system with warning in the experiment, while students in group B use 
the system without warning. 
Figure 5 depicts the relative increase rates of cooperators A-N and the averages of groups, where relative 
increase rates of users are drown with black bars and the average increase rates of groups are drawn with blue bars. 
Test points of all users are increased, and the average increase rate is 61.7.  We can see in Fig.5 that the average 
increase rate of group A is about 71.2 and the average of group B is about 49.5, and thus the users in group A 
surpass those in group B.  Assuming that concentration on studying makes users’ grade up, the authors think that 
students with warning studied more seriously than students without warning, and that the system with warning 
produces a situation in which students are concentrating.   
However, the relative increase rate of user E in group A is low, namely 38. Conducting the questionnaire, we 
found some feature for him.  He doesn’t like English and he thinks that he didn’t study well and that the learning 
time was not enough. Moreover, he felt stress by warning messages more than other users did, and thus he could not 
concentrate on study. The authors consider that these elements are combined to cause the low relative increase rate.  
We also checked the effect of the system.  Table 3 lists counts of warning, mouse stop, and judgment of  no-
concentration for 90-minute learning time. The table also lists the percentages of duration of warning to 90 minutes.  
We can see from Table 3 that judgment of no-concentration for group A is about 20%, while that for group B is 
about 50%. Also, the duration of mouse stop for group B is much larger than that for group A. As the result, the time 
percentage of warning is much larger that for group A.  The authors believe that these results show the effect of 
warning system to have students concentrate on study.  
Moreover, we conducted a questionnaire and evaluated the effectiveness of warning from the results of the 
questionnaire. The points of the questionnaire range from 1 to 5; 5 means “I think so” and 1 means “I don’t think 
so”. Table 4 lists the average points of the questionnaire answered by users studied with the warning system.  In 
Table 4, values of question 3 and question 5 are higher than that of question 1, and thus students don’t feel stress just 
by being watched with web cameras, but feel stress by the warning message and sound. Since the point value of 
question 4 is the largest among those of questions 2, 4 and 6; displaying the warning message is the most effective in 
 


















Fig. 5. The relative increase rates.  
Table 3. Counts and time percentage of warning, mouse stop, and judgment of  no-concentration for 90-minute learning time. 
Group Warning Mouse stop No-concentration 
A Count 98.0 6.8 61.9 
Percentage for 
90 minutes 22.6 1.4 20.1 
B Count 117.9 17.8 80.6 
Percentage for 
90 minutes 63.9 22.5 50.5 
 
Table 4. Points obtained from the questionnaire. 
Question no. Questions Average points 
1 Did you feel stress by a web camera?  2.3 
2 Did a web camera make you concentrate?  2.6 
3 Did you feel stress by the warning message? 3.4 
4 Did the warning message make you concentrate? 3.6 
5 Did you feel stress by warning sounds? 4.4 
6 Did warning sound make you concentrate? 2.3 
7 Were there many mis-warnings? 3.7 
8 Do you want to use this system again? 2.3 
9 Do you think this system is effective? 3.6 
 
 
keeping students concentrated. On the other hand, question 5 shows that the warning beep sound made students feel 
stress. The authors think that this is because the mis-warning may happen as question 7 shows. This system use ten-
second sliding window to detect users’ concentration, and the window slides one second. As a result, every one 
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that the use is not concentrating.  This made the value in question 5 large.  Moreover, users think that this system is 
effective in learning, since the value in question 9 is large. However, the average value of question 8 is 3, which 
indicates that students are not willing to use this system with warning.   
5. Conclusion 
In this study, we constructed an e-learning system that stimulates students to concentrate on learning; the e-
learning system captures images of students with web cameras and warns a student with a message and sound when 
it finds out that the student is not concentrating. In the learning experiments, students experienced the system that 
uses detection of frontal faces, eyes, and the move. Through the experiments, it is confirmed that the system with 
warning produces a situation in which students have to study seriously. It is also shown through the questionnaire 
that the message and sound for warning give stress to students, and the message is more effective for warning than 
the sound.  
Improving the accuracy of judgment for concentration by combining various pieces of information and extending 
the method so that it can be applicable to other situations than just looking at the screen remain as future tasks. The 
task is to classify behavior of students such as writing memos, reading textbooks, or sleeping, and so on, by using 
cameras in classrooms in addition to web cameras settled on each display unit. With this method, teachers may be 
able to adapt the teaching way according to student behavior; when many students look bored, then the teacher can 
change the theme or way to lecture. This needs image analysis techniques to detect the body parts of students with 
high accuracy and classification techniques to classify student behavior correctly.   
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