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Abstract A huge challenge in nowadays’ data mining is
similarity search in streaming time series under Dynamic
TimeWarping (DTW). In the similarity search, data normal-
ization is a must to obtain accurate results. However, data
normalization on the fly and theDTWcalculation cost a great
deal of computational time and memory space. In the paper,
we present two methods, SUCR-DTW and ESUCR-DTW,
which conduct similarity search for numerous prespecified
patterns over multiple time-series streams under DTW sup-
porting data normalization. These two methods utilize a
combination of techniques to mitigate the aforementioned
costs. The efficient methods inherit the cascading lower
bounds introduced in UCR-DTW, a state-of-the-art method
of similarity search in the static time series, to admissi-
bly prune off unpromising subsequences. To be adaptive
in the streaming setting, SUCR-DTW performs incremen-
tal updates on the envelopes of new-coming time-series
subsequences and incremental data normalization on time-
series data. However, likeUCR-DTW,SUCR-DTWretrieves
only similar subsequences that have the same length as the
patterns. ESUCR-DTW, an extension of SUCR-DTW, can
find similar subsequences whose lengths are different from
those of the patterns. Furthermore, our proposed methods
exploit multi-threading to have a fast response to high-
speed time-series streams. The experimental results show
that SUCR-DTW obtains the same precision as UCR-DTW
and has lower wall clock time. Besides, the experimental
results of SUCR-DTW and ESUCR-DTW reveal that the
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extended method has higher accuracy in spite of longer
wall clock time. Also, the paper evaluates the influence of
incremental z-score normalization and incrementalmin–max
normalization on the obtained results.
Keywords Similarity search · Time series stream ·Dynamic
time warping · Data normalization
1 Introduction
A time-series stream is a sequence of data collected in a
continuousmanner as time progresses. In recent years, due to
accelerated technology developments, there have been more
and more applications related to data mining in streaming
time series, ranging from monitoring of sensor networks [1]
and environmental signals [2], to trading stocks online [3]. In
such applications, similarity search for prespecified patterns
in streaming time series is a critical subroutine, yet the time
taken for the task is almost a hurdle, since time-series streams
might transfer huge amount of data at steadyhigh-speed rates.
Hence, time-series streams are potentially unbounded in size
within a short period and the system runs out ofmemory soon.
Consequently, if a data point of time-series stream has been
processed, it is quickly discarded and cannot be retrieved
so that it yields to a new-coming one. To achieve real-time
response, methods of similar search in streaming time series
need to have one-pass scan and low computational time, yet
availablemethods used tomanage static time series are hardly
able to satisfy the above requirements as they commonly need
to scan time-series sequences many times and often have
high computation cost. Therefore, according to Yang andWu
[4], high-speed data streams is the second ranking challenge
among the ten top challenging problems in the present day’
s data mining. Furthermore, Fu [5] has recently conducted a
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Fig. 1 Matching points of a the Euclidean distance and b the DTW
distance
review on time-series data mining and claimed that mining
on streaming time series is a fascinating research direction.
There are two popular distance metrics for similarity
search in time-series data, the Euclidean distance and the
Dynamic Time Warping (DTW) [6] distance. DTW, which
originated in the speech community [7], is a robust distance
measure, because the distance measure can find similar time-
series sequences though they are misaligned and different
in length, whereas the Euclidean metric can hardly do this.
Therefore, results obtained from DTW are more accurate
than those from the Euclidean metric. Figure 1 illustrates
the difference between the two distance metrics in matching
among points to calculate the distance between two time-
series sequences C and Q. The applicability of DTW is not
only in pattern discovery by similarity search over time-series
data, but also in other time-series data-mining tasks such as
classification [8] and clustering [9].
Data normalization is very important for similarity search
over time-series data. Many researchers [10,11] reckoned
that this preprocessing step is necessary to have meaning-
ful results. For example, when two time series are analyzed
concurrently, one collects rainfall, whereas another records
humidity. Since these values are measured on different
offsets, they cannot be compared meaningfully. Another
example is given in Fig. 2 to justify the reason that data
normalization is required for similarity search over time-
series data. In Fig. 2b, the time-series sequence is a segment
extracted from a real EEG data set [12]. We define a time-
series pattern for query as in Fig. 2a, so as to retrieve similar
subsequences in the time-series sequence. The result is that
only one similar subsequence is found as shown inFig. 2b and
two other similar subsequences are missed due to shifting.
DTW is not only used for static time series but also for
streaming time series, yet some accelerating techniques for
the DTW calculation in similarity search over time-series
streams work only on the un-normalized data (e.g. [13,14]);
consequently, the obtained results are not accurate. Recently,
Rakthanmanon et al. [11] have introduced UCR-DTW, a
method of similarity search for patterns, which are prespeci-
fied time-series sequences, in static time series under DTW.
The authors paid due attention to data normalization prior
to any computation of the DTW distance. The experimental
results of UCR-DTW reveal that the method has low com-
putational time and high accuracy. The method, however,
works only on static time series and requires two sequences
of the same length while computing the DTW distance, so it
leaves many things open in similarity search over time-series
streams.
Motivated by the above observation, in this paper we will
present two methods, SUCR-DTW and ESUCR-DTW, of
similarity search for prespecified patterns in streaming time
series under DTW, which support data normalization. We
introduced SUCR-DTW in [15], which is a modification
of UCR-DTW to be adaptive in the streaming context. In
the work, we will describe SUCR-DTW in more detail and
introduce ESUCR-DTW for the first time. ESUCR-DTW is
an extension of SUCR-DTW for retrievals of similar subse-
quences whose lengths are likely to be different from those
of the corresponding patterns. Besides, in ESUCR-DTW, the
lengths of expectative similar subsequences can be prespeci-
fied within a valid domain for each pattern. The two methods
can be used with any type of data normalization such as
z-score normalization and min–max normalization provided
that these data normalization types can be incrementally cal-
culated, so as to mitigate the high computational time due
to the course of data normalization in the streaming setting.
More specifically, these twomethods can deal with an impor-
tant scenario in streaming applications where incoming data
are from multiple concurrent time-series streams at high-
speed rates, and there are numerous prespecified patterns for
query.
As regards technical aspect, both of the proposedmethods
have salient characteristics as follows.
• Applicability of multi-threading for similarity search
over multiple time-series streams.
Fig. 2 An example illustrates
why data normalization is
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• Incremental update on the envelopes of new-coming
time-series subsequences so that these envelopes can be
immediately used in a lower bounding function.
We conducted a large number of experiments to evalu-
ate the efficacy of SUCR-DTW and ESUCR-DTW. Firstly,
SUCR-DTW is compared with UCR-DTW in terms of
precession and wall clock time. Next, ESUCR-DTW is com-
pared with SUCR-DTW in terms of accuracy and wall clock
time. Then, for the first time, the results obtained by ESUCR-
DTW using incremental z-score normalization are compared
with those done by ESUCR-DTW using incremental min–
max normalization. Finally yet importantly, ESUCR-DTW is
compared with SPRING, a well-known method of similarity
search in streaming time series, combined with incremental
min–max normalization in terms of wall clock time and the
quality of similar subsequences.
The rest of paper is organized as follows. Section 2
describes DTW, techniques to speedup DTW, data normal-
ization, and typical tasks of similarity search in streaming
time series. Section 3 reviews related work. Afterwards,
Sect. 4 describes our two proposed methods. Section 5 goes
into the experimental evaluation, and Sect. 6 gives conclu-
sions and future work.
2 Background
2.1 Dynamic Time Warping
This nonlinear distancemeasure allows time-series sequences
to be stretched along the time axis to minimize the distance
between the sequences. The DTW distance is calculated by
dynamic programming as follows. Consider two time-series
sequencesC = c1, c2, . . . , cm and Q = q1, q2, . . . , qn . The
DTW distance between C and Q is defined as:
DTW (C, Q) = f (m, n)




f (i, j − 1)
f (i − 1, j)
f (i − 1, j − 1)
(1)
f (0, 0) = 0, f (i, 0) = f (0, j) = ∞
(1 ≤ i ≤ m, 1 ≤ j ≤ n)
where d(ci , q j ) = (ci − q j )2 is the Euclidean distance
between two numerical values, ci and q j . Notice that any
choice (e.g. d(ci , q j ) = |ci − q j |) would be fine. Our pro-
posed methods are completely independent of such choices.
To align C and Q using DTW, an n-by-m accumulated cost
matrix whose (i th, j th) cell contains the value of f (ci , q j ) is
constructed. An optimal warping pathP is a sequence of con-
tinuous cells in the matrix, which defines a mapping between
C and Q such that f (m, n) is minimum.
The calculation of theDTWdistance can be expressed by a
simpler way.Matching points ofC andQ as in Fig. 1b creates
an optimal warping path P as in Fig. 3a. Let the kth element
of P be pk = (i, j)k . We have P = p1, p2, . . . , pk, . . . , pK ,
where max(m, n) ≤ K ≤ m + n − 1. The DTW distance
between C and Q is a cumulative addition along P, which
minimizes the warping cost as follows:








Because DTW uses a dynamic programming algorithm
whose time and space complexity are O(mn), the distance
Fig. 3 a To align C and Q, a
warping path P, shown with
solid squares, is constructed. b
The Sakoe–Chiba band with a
width r is used as a global
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measure is almost very slow, especially for long time-series
sequences. For that reason, there have been many incessant
researches to speed upDTW, since Berndt and Clifford intro-
duced the distance metric in 1994 [6].
2.2 Techniques to speedup Dynamic Time Warping
The techniques to speedup DTW often fall into three cate-
gories:
• Constraints The technique aims to limit the number of
cells evaluated in the accumulated cost matrix. Figure 3b
depicts a Sakoe–Chiba band [16] that prevents patholog-
ical warping paths, where a data point in one time-series
sequence matches too many data points of another as
in Fig. 1b. The Sakoe–Chiba band constrains a warp-
ing window in the area defined by two lines parallel to
the diagonal. Keogh and Ratanamahatana [10] showed
that restricting the size of the warping windows not only
speedups computation, because only a part of the accu-
mulated cost matrix needs computing, but also tightens
the lower bounding property.
The Sakoe–Chiba band works well in domains where
an optimal warping path is expected to be close to the
diagonal of the accumulated cost matrix. The constraint
works poorly if time series are of events that start and stop
at extremely different times because the warping path
can stray very far from a linear warping path and nearly
the entire matrix must be evaluated to find an optimal
warping path.
• Lower bounding The technique uses cheap-to-compute
lower bounding functions to reduce the number of times
computing the DTW distance for finding the time-series
sequence that is nearly similar to a given time-series pat-
tern.
Let F be a function of dimension reduction or feature
extraction of a time-series sequence. A lower bounding
function dF is of the lower bounding property as follows.
dF (F(C), F(Q)) ≤ DTW (C, Q). (3)
The efficiency of dF is evaluated in terms of time com-
plexity and pruning power. The pruning power of dF is
competence for early detectionof unpromising sequences
so as not to use the naive DTW calculation on these
sequences in the post-processing phase. Let g be the num-
ber of unpromising sequences which dF identifies, and
G be the total number of sequences which are performed




Fig. 4 LB_Kim on Q and C, which are normalized
In this work, we applied two efficient lower bounding
functions that will be briefly described as follows. Firstly, the
lower bounding measure proposed by Kim et al. [17] (here-
after, referred to as LB_Kim), uses the four-tuples features
from each sequence. The features are the first and last data
points of the sequence, together with the maximum and min-
imum values. However, Rakthanmanon et al. [11] believed
that as time-series sequences are normalized, the distanceval-
ues of these extra two-tuples (the maximum and minimum
vectors) tend to be very small, so we may ignore them. As a
result, the computation complexity of LB_Kim reduces from
O(n) to O(1). Figure 4 depicts an illustration of LB_Kim
using the first points and last ones of Q and C.
Secondly, Keogh and Ratanamahatana [10] introduced
another lower bounding technique (referred to as LB_Keogh).
The technique exploits the fact that most DTW applications
use global path constraints while comparing two time-series
sequences, that is, i and j in pk = (i, j)k are constrained to
j − r ≤ i ≤ j + r, where r is independent of i in case of the
Sakoe–Chiba band. Using the fact, two time series U and L
(for upper and lower bounds) are constructed, such that they
define an envelope thatQmust lie in, regardless of howmuch
it is skewed under all possible warping paths that are allowed
under the global path constraint. Time-series data points of
U and L are
ui = max(qi−r : qi+r )
li = min(qi−r : qi+r ). (5)
Figure 5 shows the computation of LB_Keogh on Q and
C with U and L of Q. The lower bounding function com-
putes the sum of the distances of the data points of C beyond
the envelope of Q. The authors [10] reckoned two time-
series sequences of the same length and constrained amount
of warping produces no false dismissals. Thus, DTW has
become a very powerful tool in time-series data mining since
then. Having Q and C of same length, and U and L of Q,
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Fig. 5 LB_Keogh on Q and C whose length is n, so the computation
complexity is O(n)
• Early abandoning The technique is based on a compar-
ison of distances with a threshold ε. Similarity search
over two time-series sequences C and Q needs to check
f (i, j) in the formula (1), such that f (i, j) ≤ ε. If the
value of f exceeds ε, then C is not similar to Q and
the course to compute DTW (C, Q) is stopped immedi-
ately. Some works using the technique to accelerate the
DTW calculation are [11,18]. Notice that early abandon-
ing with a threshold ε can also be used in the calculation
of the Euclidean distance.Moreover, the LB_Keogh lower
bound can be used for early abandoning of the DTW cal-
culation as follows. While the classical DTW calculation
is being incrementally computed from left to right of two
sequences Q and C (e.g. from 1 to k), if the partial DTW
accumulation with the LB_Keogh contribution from k + 1
to n exceeds ε, then the naive DTW calculation is aborted
right away, since the sum of
DTW (Q1:k,C1:k) + LB_Keogh(Qk+1:n,Ck+1:n)
is a lower bound of DTW (Q1:n,C1:n). Hence, on the
occasion of the calculation of LB_Keogh(Q,C), an array
of cumulative bounds is got from the lower bounding
function. The kth element of the array of cumulative
bounds is LB_Keogh(Qk:n,Ck:n).
2.3 Data normalization
Data normalization makes the results of data-mining tasks
more accurate. Two common ways to normalize time-series
data are min–max and z-score. Let X denote a time-series
sequence, X = x1, x2, . . . , xn .
Min–max normalization maps a value x of X to xnorm by
computing
xnorm = x − xmin
xmax − xmin , (7)
where xmin and xmax are the minimum and the maximum
values of time-series X. xmin and xmax are referred to as min–
max coefficients.
Z-score normalization maps a value x of X to xnorm by
computing
xnorm = x − μ
σ
(8)









x2i − μ2. (10)
μ and σ are referred to as z-score coefficients.
Z-score normalization is often used in data-mining tasks
on time-series data, since normalized time-series sequences
follow the shape of original time-series ones more closely;
however, z-score normalization does not make sure that nor-
malized time-series sequences are of the same amplitude.
For instance, in image processing, pixel intensities have to
be normalized to fit within a range from 0 to 255 for the
RGB colour range. Also, a typical algorithm of neural net-
work requires data on a 0–1 scale, somin–max normalization
can be utilized to get values within the range. Furthermore,
min–max normalization is of low computational time. Thus,
there have been many recent time-series applications (e.g.
[19,20]) using min–max normalization.
2.4 Typical tasks of similarity search in streaming time
series
A time-series stream X is a discrete, semi-infinite time-series
sequence of real numbers x1, x2, . . . , xn, where xn is the
most recent value. In other words, X is a univariate time
series, which is evolving with an increase of n after each time
tick. Let X [xs : xe] be the subsequence starting from time
tick s, and ending at e; and N X [nxs : nxe] be the normalized
subsequence of X [xs : xe]. Let Y [y0 : ym−1] be a time-series
pattern of lengthm, and NY [ny0 : nym−1] be the normalized
sequence of Y. Three typical tasks of similarity search for Y
over X until the most recent time tick n are:
• Best-so-far search: Finding such an NX that is most sim-
ilar to NY. That means DTW (N X, NY ) is smallest. The
smallest value, which is recorded until time tick n, is the
best-so-far value, and X is the best-so-far subsequence
of Y.
• Range search: Given a threshold ε, finding any NX such
that DTW (N X, NY ) ≤ ε. Notice that ε is also referred
to as a range radius of Y. It is likely that similar sub-
sequences are overlapped, so Range search is modified
to Disjoint query. This means that given all overlapped
resultant NXs, Disjoint query chooses the one with the
smallest DTW (N X, NY ).
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• k-nearest neighboring (k-NN) search: Given a positive
integer k, finding a set of k NXs similar to NY, the set is
referred to as kS, such that if there is N X ′ /∈ kS, then
∀N X ∈ kS, DTW (N X, NY ) ≤ DTW (N X ′, NY ).
Note that if k = 1, the similarity search type becomes
best-so-far search.
3 Related work
There have been a few typical research efforts dealing with
similarity search over streaming time series under DTW.
The first is SPRING introduced by Sakurai et al. [13]. The
method is very impressive in the computational time. The
authors claimed that SPRING is up to 650,000 times faster
than using the naive calculation of the DTW distance. How-
ever, SPRING cannot work on z-score normalization, since
at each time tick the z-score coefficients (mean and standard
deviation) change frequently. When the z-score coefficients
change, reusing computed results at previous time ticks is
virtually impossible to SPRING. Hence, SPRING cannot be
used to compare with our methods. Recently, Gong et al.
[21] have introduced NSPRING, an extension of SPING
supporting z-score normalization. However, sinceNSPRING
computes current data, created from the current z-score coef-
ficients, and then combines these data with the previous data,
created from the previous z-score coefficients, in our opin-
ion the method is inaccurate. With an incessant effort, we
have recently developed ISPRING [22], an improved variant
of SPRING. ISPRING is SPRING equipped with incre-
mental min–max normalization (see Sect. 4.1). We choose
min–max normalization rather than z-score normalization
for ISPRING, because the min–max coefficients (minimum
and maximum values) of evolving subsequences in stream-
ing time series are occasionally changed, whereas the z-score
coefficients of the subsequences are almost changed when-
ever there is a new-coming data point. For the reason,
ISPRING using incremental min–max normalization can use
current normalized data with previous normalized data to
compute the DTW distance between a new-coming time-
series subsequence and a specific time-series pattern if the
min–max coefficients of the evolving subsequence are not
changed. To extract the min–max coefficients of the new-
coming subsequence of one streaming time series on the spot,
ISPRING uses a monitoring window anchored at the entry
of the time-series stream. The experiments in [21] demon-
strated that the size of the monitoring window should be the
same length as the pattern. We will compare ESUCR-DTW
using incremental min–max normalization with ISPRING in
Sect. 5.
Next, Rodpongpun et al. [23] proposed a lower bounding
function, referred to as LB_GUN, under global constraint,
uniform scaling, and z-score normalization. LB_GUN inher-
Fig. 6 Reversed LB_Keogh on C and Q
its from LB_Keogh and is expanded to deal with uniform
scaling. Since we assume that time-series data are uniformly
scaled already in our methods, it is not suitable to compare
our methods with LB_GUN.
Last but not least, UCR-DTW [11] is a method of similar
search in static time series under DTW supporting z-score
normalization. The method is of low computational time
and high accuracy, so we will be compare SUCR-DTWwith
UCR-DTW in Sect. 5. UCR-DTW will be reviewed in the
following paragraphs.
The spirit of UCR-DTW is using LB_Kim , LB_Keogh ,
reversed LB_Keogh , and the naive computation of DTW in
a cascading fashion. Reversed LB_Keogh is an exchange of
the role of query/data in LB_Keogh ; this means that query
Q is compared with the envelope of time-series sequence
C. Reversed LB_Keogh is computed in a just-in-time fashion,
only if LB_Kim and LB_Keogh fail to prune. Therefore, UCR-
DTWcosts a negligible time overhead for reversedLB_Keogh
to prune offmore classicalDTWcalculations. Figure 6 shows
reversedLB_Keogh that contrastswithLB_Keogh illustrated as
in Fig. 5. Besides, UCR-DTW uses the Sakoe–Chiba band as
a global constraint to support LB_Keogh , reversed LB_Keogh ,
and the classical DTW calculation for reduction of the run-
ning time.
UCR-DTW is briefly described in Algorithm UCR-DTW
for best-so-far searchwith some notations defined in Table 1.
There are some noticeable issues in the algorithm. At first,
the lower bounding functions, which are LB_Kim (line 6),
LB_Keogh (line 8), reversed LB_Keogh (line 10), and the pro-
cedureDTW (lines 13 and 15) all use q.bsf as an upper bound
for early abandoning of these functions. Next, it is likely that
the length of T is very large, so it is necessary to read T into
many big sections (e.g. 100,000 data points) (line 2). The
construction of Es (line 3) is carried out using the method
of Lemire [24] and then Es is used in reversed LB_Keogh
(line 10). In line 4, c extracted from s is stored in a circular
buffer whose length is double that of q.l. The z-score coef-
ficients of c are got in line 5; and at the moment, the data
points of nc had not been determined yet. Thanks to these
z-score coefficients, the data points of nc, which are required
in LB_Kim (line 6) and LB_Keogh (line 8), are computed in
a just-in-time fashion. LB_Kim in line 6 is expanded to cal-
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Table 1 Notations for UCR-DTW
Notation Meaning
T A static time series
s A big section of T
q A time-series pattern for query
nq The normalized pattern of q
q.l The length of q
q.r The width r of the Sakoe–Chiba band of q
Es The envelope of s constructed with q.r
q.bsf The best-so-far value of q over T
c A new-coming subsequence of S, corresponding with q
coef The normalization coefficients of c
nc The normalized pattern of c
cb1, cb2 Two arrays of cumulative bounds
culate on the first three data points and the last three ones
of nq and nc. In line 8, LB_Keogh uses the available enve-
lope of nq. If the algorithm reaches line 10, then the data
points of nc are completely determined at the moment, so
reversed LB_Keogh does not need to recalculate them. The
computation of LB_Keogh on nq and nc in line 8 returns one
lower bounding distance between the two normalized time-
series sequences, LB_Keogh1, and one array of cumulative
bounds, cb1. Similarly, in line 10, the calculation of reversed
LB_Keogh on nc and nq returns LB_Keogh2 and cb2. The pro-
cedure DTW in lines 13 and 15 uses cb1 and cb2 for early
abandoning of DTW.
Algorithm UCR-DTW(T, q)
1. q.bs f ← ∞
2. Get each s of T
3. Construct Es
4. Use a sliding window whose width is q.l to slide over s.
The operation extracts c for every sliding step.
5. coe f ← Incremental z-score normalize c
6. lb_Kim ← LB_Kim(nq, nc, q.bs f )
7. if lb_Kim < q.bs f then
8. (lb_Keogh1, cb1) ← LB_Keogh(nq, nc, q.bs f )
9. if lb_Keogh1 < q.bs f then
// reversed LB_Keogh
10. (lb_Keogh2, cb2) ← LB_Keogh(nc, nq, q.bs f )
11. if lb_Keogh2 < q.bs f then
12. if lb_Keogh1 > lb_Keogh2 then
13. d ← DTW (nq, nc, q.bs f, cb1)
14. else
15. d ← DTW (nc, nq, q.bs f, cb2)
16. if d < q.bs f then
17. q.bs f ← d
It is obvious that UCR-DTW combines all the techniques
mentioned in Sect. 2.2 so as to accelerate the similarity
search; therefore, the method is of low computational time
with respect to theoretical evaluation. We also note that the
algorithm can be expanded for range search and k-NN search,
and can be adjusted to process numerous patterns at every
sliding step over T.
Since Rakthanmanon et al. [11] reckoned that the speedup
techniques used in UCR-DTW dwarf the improvements
gained by multi-threading, we want to check the claim and
so propose our methods working on multicores. To evaluate
the accuracy and execution time of the proposed methods,
we adjust the methods for range search and each pattern has
its own range radius.
4 The proposed methods
In the section, we present incremental data normalization
to support data normalization in the streaming setting and
then give the problem definition. After that, the two proposed
methods, SUCR-DTW and ESUCR-DTW, are proposed to
solve the problem.
4.1 Incremental data normalization
Since time-series sequences change continuously in the
streaming setting, data normalization becomes a burden for
pre-processing time-series data prior to subsequence match-
ing. Therefore, it is necessary to have a complementary
technique for data normalization in the streaming context.We
propose incremental data normalization to get normalization
coefficients, which are min–max and z-score coefficients, on
the fly. Incremental min-max normalization and z-score nor-
malization are presented as follows.
• Incremental min–max normalization In the beginning, an
ascending numeric array is created from the data points of
X with the algorithm ofQuicksort, so xmin is the first ele-
ment and xmax is the last one of the ordering array. When
there is a new-coming data point, the oldest data point of
X is deleted out of the array, and then the new data point
is inserted into the array. The course of the deletion and
insertion must preserve the ascending order of the array,
so the algorithm of Binary search is used to find the ele-
ment that needs deleting and the suitable position in the
array to insert the new data point. As Quicksort is car-
ried out once when the array of new-coming data points
is full at the beginning of the course of the similarity
search, and since then Binary search is invoked for every
new-coming data point afterward, the time complexity of
incremental min–max normalization is O(log(n)).
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• Incremental z-score normalization









At first, Eq. (9) is used to compute μ and Eq. (11) is used
to compute x2. Next, when there is a new-coming data
point xn+1 deriving from the evolution of X, we compute
μnew = μ + xn+1 − x1
n
(13)
and x2new = x2 + x2n+1 − x21 . (14)
Therefore, we do not need to compute μnew and x2new
completely. Note that the time complexity of incremental
z-score normalization is higher than that of incremen-
tal min–max normalization, since the complex arithmetic
operators, which are the square to compute x2new and the
square root to compute σ , are used in incremental z-score
normalization.
Notice that because of the accumulation of the floating-
point error in the implementation of the incremental z-
score normalization, μnew and x2new will be completely
calculated by Eqs. (9) and (11), respectively, to flush out
any accumulated error for once every 100,000 coming
data points of a time-series stream.
4.2 Problem definition
The problem is that numerous prespecified time-series pat-
terns need to conduct one of the tasks of similarity search,
which is mentioned in Sect. 2.4, over multiple concurrent
time-series streams at high-speed rates under DTW and data
normalization. The multi-threading technique is proposed to
use to support the solution of the problem. The solution con-
sists of two phases:
Phase 1 The patterns are normalized and their envelopes are
constructed.
Phase 2 Each threading process deals with one time-series
stream. When there is a new-coming data point of the time-
series stream, for each pattern the matching procedure will
determine whether the new-coming time-series subsequence
is a candidate in case of SUCR-DTW or many new-coming
time-series subsequences are candidates in case of ESUCR-
DTW. The matching procedure works nearly the same as
for UCR-DTW. With respect to range search, a similar sub-
sequence has the DTW distance between its normalized
subsequence and the normalized pattern within the range
radius of the pattern.
Table 2 Additional notations
Notation Meaning
QSet The set of patterns
q.ep The range radius of q
q.RSet The range set of q
S A streaming time series
Tn The new-coming data value at time point n of S
Tn−1 The new-coming data value at time point n − 1 of S
Ec The envelope of c
There are some following supplementary ideas for the
similarity search. As regards data normalization, the simi-
larity search makes a choice between incremental z-score
normalization and incrementalmin–maxnormalization to get
normalization coefficients. Using whichever data normaliza-
tion is dependent on the requirement of applications. Next,
to accelerate the similarity search, data points of one time-
series stream are stored in a circular buffer whose length is
longer than the length of the longest pattern.
As for one time-series stream, if the similarity search is
conducted over one new-coming time-series subsequence of
the same length as the pattern, we propose SUCR-DTW,
which stands for StreamingUCR-DTW; otherwise, ESUCR-
DTW standing for Extended SUCR-DTW is proposed to
carry out the similarity search over many new-coming time-
series subsequences. Combined with Table 1, Table 2 shows
some additional notations, which we will use in the proposed
two methods afterwards.
4.3 SUCR-DTW
The working environment of the method is illustrated as
in Fig. 7. Given one pattern q, SUCR-DTW conducts the
similarity search over the new-coming subsequence c of the
time-series stream S and c having length of q.l. Therefore,
the method has a delay of q.l time ticks at the beginning
Fig. 7 SUCR-DTW extracts c and normalizes it, and then compares
nc with nq under DTW
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of the similarity search for q. In addition, when there is a
new-coming data point of the time-series stream, the method
needs to construct the envelope of c, which is Ec. Notice that
q also has its own envelope, which is created in Phase 1, and
the data structure to store the envelope is a pair of conven-
tional arrays. In UCR-DTW, the construction of the envelope
of c is carried out once for each big section of static time
series (line 3 of AlgorithmUCR-DTW ), while in the stream-
ing context, Ec can be created in a just-in-time fashion; that
is, Ec can be created from scratch, right from the moment
at which it is needed. However, SUCR-DTW uses another
way to construct Ec, which performs incremental updates on
Ec. SUCR-DTW thus uses two circular buffers of the same
length as the pattern to store the upper and lower bounds of
Ec. In Sect. 5.1, we will compare the performance of the two
cases in constructing Ec.
SUCR-DTW implementing Phase 2 is presented in Algo-
rithm SUCR-DTW for range search. We have some remarks
on the algorithm. Firstly, the algorithm handles many pat-
terns in succession (line 1), and every pattern q has its own
subsequence c of the streaming time series S (line 3). Next,
construction of Ec is carried out once (line 5), and after that
Ec is incrementally updated (line 7). Ec is used in reversed
LB_Keogh (line 13). Line 20 indicates that if c is a disjoint
query in the setq.RSet, then c is a valid similar subsequence of
q. Similar to the role of q.bsf in Algorithm UCR-DTW, q.ep
is an upper bound for early abandoning in LB_Kim (line 9),
LB_Keogh (line 11), reversed LB_Keogh (line 13), and the
procedure DTW (lines 16 and 18).
Algorithm SUCR-DTW (S)
When there is a new-coming data of S, Tn
1. foreach( q in QSet)
2. if n ≥ q.l − 1 then
3. Get c
4. if n = q.l − 1 then
5. Construct Ec
6. else
7. Incrementally update Ec
8. coe f ← Incrementally normalize c
9. lb_Kim ← LB_Kim(nq, nc, q.ep)
10. if lb_Kim ≤ q.ep then
11. (lb_Keogh1, cb1) ← LB_Keogh(nq, nc, q.ep)
12. if lb_Keogh1 ≤ q.ep then
// reversed LB_Keogh
13. (lb_Keogh2, cb2) ← LB_Keogh(nc, nq, q.ep)
14. if lb_Keogh2 ≤ q.ep then
15. if lb_Keogh1 > lb_Keogh2 then
16. d ← DTW (nq, nc, q.ep, cb1)
17. else
18. d ← DTW (nc, nq, q.ep, cb2)
19. if d ≤ q.ep then
20. if Dis joinQuery(c, q.RSet) then







r + l r lc
Fig. 8 The parts of Head and Tail of Ec = {U, L} need updating
Next, we will depict how to update Ec incrementally.
When a data point of S newly arrives, we can imag-
ine that c slides rightwards along the time axis. Let l be
the length of c, and r be the width of the Sakoe–Chiba
band of q (r 	 l). In other words, q.l is referred to
as l, and q.r is referred to as r. For the sake of illus-
tration, we assume that c slides from time tick 0 to 1,
and l is the most recent time tick. That means c =
{T1, T2, . . . , Tl}. Let U = {u1, u2, . . . , ul} be the upper
bound of c, and L = {l1, l2, . . . , ll} be the lower bound
of c. That means Ec = {U, L}. Deduced from the for-
mula (5), U and L keep the same values from time points
r + 2 to l − r − 1. Let Head be values of Ec from time
point 1 to r + 1 and Tail be values of Ec from time
point l − r to l. Head and Tail need updating when c
slides over the time axis. Figure 8 depicts the envelope
Ec, and its Head and Tail when c slides from time tick 0
to 1.
It is obvious that if Ec is completely constructed for each
sliding step, the time complexity of the task is O(l); how-
ever, if Ec is incrementally updated at its Head and Tail,
the time complexity reduces to O(r). Furthermore, due to
the features of the upper and lower bounds of Ec, updat-
ing Head and Tail can be early abandoned. Updates on
Head and Tail are detailed in Algorithm UpdateTail and
Algorithm UpdateHead, respectively. Line 7 of Algorithm
SUCR-DTW implements UpdateTail as well as Update-
Head.
Algorithm UpdateTail
1. ul ← max(Tl−r , Tl−r+1, . . . , Tl ) // update U
2. for (i = 1; i ≤ r; i++)
3. if ul−i ≥ ul then
4. break
5. ul−i ← ul
6. end for
7. ll ← min(Tl−r , Tl−r+1, . . . , Tl ) // update L
8. for (i = 1; i ≤ r; i++)
9. if ll−i ≤ ll then
10. break
11. ll−i ← ll
12. end for
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Algorithm UpdateHead
1. if T0 = u0 then // update U
2. u1 ← max(T1, T2, . . . , Tr+1)
3. umax ← u1
4. for (i = 2; i ≤ r + 1; i++)
5. if Tr+i > umax then
6. umax ← Tr+i
7. ui ← umax
8. end for
9. if T0 = l0 then // update L
10. l1 ← min(T1, T2, . . . , Tr+1)
11. lmin ← l1
12. for (i = 2; i ≤ r + 1; i++)
13. if Tr+i < lmin then
14. lmin ← Tr+i
15. li ← lmin
16. end for
Note that if the condition in line 3 of Algorithm Update-
Tail is satisfied, updating U will be immediately stopped.
Similarly, early abandoning takes place for L if the condi-
tion in line 9 of the algorithm is true. As regards Algorithm
UpdateHead, we note that u0 = max(T0, T1, . . . , Tr ) and
l0 = min(T0, T1, . . . , Tr ) for the present. Updating U in
Head occurs only if T0 is u0 (line 1). Similarly, updating
L inHead takes place only if T0 is equal to l0 (line 9). Notice
that UpdateTail and UpdateHead need adjusting slightly in
the general case where c slides from time tick h to h+ 1 with
h ≥ 0.
To evaluate the effectiveness and efficiency of the incre-
mental updates on Ec, we make two different variants of
SUCR-DTW. Both of them do not have lines 4–7 of Algo-
rithm SUCR-DTW. The first variant creates Ec at the right
time at which Ec is needed (between lines 12 and 13 of
Algorithm SUCR-DTW ). Let us denote the variant by SUCR-
DTW-1. The second variant does not use Ec, so reversed
LB_Keogh is omitted (lines 13, 14, 15, 17, and 18 are ignored).
Let us denote the second variant by SUCR-DTW-2. Besides,
we also modify UCR-DTW so that the algorithm can accom-
modate with multi-threaded programming, in which each
threading process handles a static time-series sequence. Let
TUCR-DTW be UCR-DTW equipped with multi-threading.
4.4 ESUCR-DTW
The method is an extension of SUCR-DTW from the fol-
lowing observation. Given a pattern q, the subsequences at
the entry of one streaming time series can be matched with
the pattern under DTW provided that the lengths of these
subsequences are within a range of [q.l − q.r : q.l + q.r ].
The reason is that because of the characteristic of the
Sakoe–Chiba band, LB_Keogh , reversed LB_Keogh , and the
procedure DTW can work with q and a time-series subse-
quence whose length is within this range. Figure 9 indicates
Fig. 9 A new-coming subsequence cwhose length is within a range of
[q.l − q.r : q.l + q.r ] can be matched with pattern q by ESUCR-DTW
Fig. 10 Using LB_Keogh in case of 0 ≤ |C | − |Q| ≤ r
that a subsequence c can be matched with q as the length of c
is within the range. ESUCR-DTW can find many more sim-
ilar subsequences than SUCR-DTW does, because the latter
performs similarity search only over one new-coming sub-
sequence of length q.l. The trade-off of finding many more
similar subsequences by ESUCR-DTW is that the running
time of ESUCR-DTW is much longer than that of SUCR-
DTW, directly proportional to the number of subsequences
matched with q at a time tick. The maximum number of
subsequences that are performed by the similarity search for
every pattern q over one time series stream at a time tick is
2 × q.r + 1.
Original LB_Keogh works only on two time-series
sequences of the same length, so to deal with two time-series
sequences whose lengths are different within a width r of
the Sakoe–Chiba band, the lower bounding function needs a
slight change in the two following cases.
Figure 10 illustrates the first case in which C is longer
thanQ. Letm = |Q|, n = |C |, andw = n − m. Suppose that
w ≤ r . It is intuitive that c1, c2, . . . , cw can be measured
with the first couple of the envelope ofQ (i.e. u1 and l1). The
formula (6) is thus changed to
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(ci − u1)2 if i ≤ w and ci > u1
(l1 − ci )2 if i ≤ w and ci < l1
(ci − ui+1−w)2 if i > w and ci > ui+1−w
(li+1−w − ci )2 if i > w and ci < li+1−w
0 otherwise.
(15)
Figure 11 shows the second case in whichQ is longer than














(ci − ui+1−w)2 if i > w and ci > ui+1−w
(li+1−w − ci )2 if i > w and ci < li+1−w
0 otherwise.
(16)
Let q.cS denote the set of new-coming subsequences,
which are performed the similarity search for q, of streaming
time series S. Also, given α, β ∈ N and α, β ≤ q.r , all the
subsequences of q.cS have their lengths within a range of
[q.l − α : q.l + β]. ESUCR-DTW implementing Phase 2 is
described in Algorithm ESUCR-DTW. There are some com-
ments on the algorithm as follows. Line 2 implies that the
similarity search has a delay of q.l − q.r time ticks. At the
time tick q.l − q.r − 1, the envelope Ec of a new-coming
subsequence of lengthq.l − q.r is created (line 4). This enve-
lope is used in reserved LB_Keogh for all subsequences in
q.cS. Notice that Ec does not have its Head at this moment
(line 4), so in the following time ticks from q.l − q.r to
q.l + q.r − 1, only Tail of Ec is updated (line 6). At time
tick q.l + q.r − 1, Ec is fully made; this means Ec has Tail
as well as Head. Thus, Head of Ec is also updated since
time tick q.l + q.r (line 8). Line 9 gets all new-coming sub-
sequences of q.cS. The similarity search is then performed
on every subsequence c in q.cS for pattern q in the same
course of the similarity search in Algorithm SUCR-DTW
(line 11). Note that the maximum number of the elements
in q.cS is 2 × q.r + 1 and, if (α, β) = (0, 0), then ESUCR-
DTW becomes SUCR-DTW.
Fig. 11 Using LB_Keogh in case of 0 ≤ |Q| − |C | ≤ r
Algorithm ESUCR-DTW (S)
When there is a new-coming data of S, Tn
1. foreach( q in QSet)
2. if n ≥ q.l − q.r − 1 then
3. if n = q.l − q.r − 1 then
4. Construct Ec
5. else
6. UpdateTail for Ec
7. if n > q.l + q.r − 1 then
8. UpdateHead for Ec
9. Get q.cS
10. foreach( c in q.cS)




The sectiondemonstrates experiments on themethods of sim-
ilarity search to evaluate their effectiveness and efficiency.
All the experiments were conducted on an Intel Dual Core
i3 M350 2.27 GHz, 4GB RAM PC. The programming lan-
guage is C# as the language is powerful for multi-threading.
For the sake of fairness, all threading processes are of the
same priority.
5.1 Evaluation of SUCR-DTW
Table 3 presents Dataset 1 that consists of five time-series
text files used as input for five time-series sequences. The
sources of the time-series files are given in [25,26]. Except
for the first time-series file, the four remaining time-series
files are for time-series classification and clustering, but not
time-series subsequences matching. Thus, we revised the
data format of these four time-series files slightly as follows.
Each time-series file consists of a set of time-series sequences
{S1, S2, . . . , Sn} and label li (s) of the sequences. We con-
nect all the sequences S1, S2, . . . , Sn together as a whole
sequence S. That means the labels li (s) in the time-series file
are removed.
We created three pattern sets from the above time-series
files, and the number of patterns in each pattern set is 100. In
Table 3 Dataset 1 simulates time-series sequences
No. Time-series file Length
1 Data.txt to demonstrate UCR Suite 1,000,000
2 Revised CinC_ECG_torso_TEST 2,261,820
3 Revised InlineSkate_TEST 1,035,100
4 Revised NonInvasiveFatalECG_Thorax1TEST 1,271,250
5 Revised uWaveGestureLibrary_X_TEST 1,128,330
Total points 6,695,500
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each pattern set, the number of patterns created from a time-
series file is directly proportional to the number of data points
in the file. The lengths of the patterns for query vary from 50
to 550. The patterns were extracted from random positions
in the time-series files. Next, all data points of a pattern were
added by a numerical constant, and then the data points were
virtually increased or decreased by a relatively small numeric
value (e.g. 0.3 or−0.3). Finally, 33 % of the data points were
changed by which they got the value of the preceding data
point or successive one, or the mean of neighboring ones.
The total number of data points was 28,762 for the pattern
set 1; 28,927 for the pattern set 2; and 33,219 for the pattern
set 3.
We developed UCR-DTW for best-so-far search as well
as range search for numerous prespecified patterns in multi-
ple static time series. After that, we implementedUCR-DTW
for best-so-far search of each pattern set over Dataset 1 and
recorded the best-so-far value of every pattern. The best-so-
far value is used as a range radius of this pattern for range
search. In this way, we created three pattern sets for range
search over Dataset 1. The other parameters of the testbed
are as follows. The circular buffers of the time-series streams
have the size of 1024. Since the authors in [7] claimed that
10 % constraint on warping inherited from speech commu-
nity is actually much higher than the constraint needed for
data-mining applications, the methods of similarity search
takes 5 % constraint on warping in their implementation. For
example, if the length of a time-series pattern is 500, then the
width r of the Sakoe–Chiba band is 25.
Then we implemented UCR-DTW for range search of the
three pattern sets. The results are 100 hits for each pattern
set, and all the patterns have one hit. After that, we car-
ried out SUCR-DTW, SUCR-DTW-1, SUCR-DTW-2, and
TUCR-DTW for the three pattern sets. Notice that all the
methods in the experiments use incremental z-score normal-
ization mentioned in Sect. 4.1. The results of the methods
are same as those of UCR-DTW, so the precision and recall
of the methods are 100 %. As regards wall clock time,
the obtained results are illustrated as in Fig. 12. The figure
shows that the performance of SUCR-DTW is better than
those of SUCR-DTW-1 and SUCR-DTW-2. This means that
incrementally updating the envelope Ec of a time-series sub-
sequence c and then using Ec in reversed LB_Keogh make
similarity search faster than completely constructing Ec, or
not using Ec. UCR-DTW is slowest; however, TUCR-DTW,
which is UCR-DTW equipped with multi-threading, has the
least wall clock time. Note that TUCR-DTW is not suitable
for the streaming setting, because the method requires avail-
able time-series sequences before the similarity search is
done, whereas time-series data points of a time-series stream
are only collected at every time tick, unknown beforehand.
Finally, with regard to SUCR-DTW, we recorded the aver-
age CPU times to process a new-coming data point of 2835
Fig. 12 Statistic of the wall clock times for range search
Table 4 Pruning powers of the lower bounding functions
LB_Kim (%) LB_Keogh (%) Reversed
LB_Keogh (%)
Pattern set 1
SUCR-DTW 54.66 34.67 9.95
UCR-DTW 54.67 34.66 9.90
Pattern set 2
SUCR-DTW 55.45 34.41 9.44
UCR-DTW 55.45 34.40 9.39
Pattern set 3
SUCR-DTW 51.47 39.17 8.69
UCR-DTW 51.47 39.17 8.65
ticks for the pattern set 1; 2944 ticks for the pattern set 2;
and 3208 ticks for the pattern set 3. These results present the
usability of SUCR-DTW in real-time applications that need
to perform the similarity search at high-speed rates.
Finally, there are two noticeable remarks on pruning
powers of the three lower bounding functions used in
SUCR-DTW and UCR-DTW. In the two methods, LB_Kim ,
LB_Keogh , and reversedLB_Keogh are arranged in the ascend-
ing tightness of the lower bounding property, such that front
lower bounding functions with low time complexities rule
out most unpromising subsequences. As a result, the num-
ber of post-checking times using the classical DTW so as
to determine if a candidate subsequence is a true hit is
very tiny. Table 4 indicates that LB_Kim , whose time com-
plexity is O(1), takes charge of the most pruning. After
that, LB_Keogh , whose time complexity is O(n), prunes
off remaining unpromising subsequences, and then reversed
LB_Keogh , whose time complexity is highest, tries to prune
off unpromising subsequences which LB_Kim and LB_Keogh
cannot detect. In addition, Table 4 shows that the pruning
power of reversed LB_Keogh in SUCR-DTW is larger than
that in UCR-DTW, roughly 0.05 %. This implies that the
envelopes, which are incrementally updated in SUCR-DTW,
are tighter than those which are constructed once, in UCR-
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Table 5 Dataset 2 simulates time-series sequences
No. Time-series file Length
1 Revised Adiac_TEST 68,816
2 Revised Adiac_TRAIN 68,640
3 Revised FISH_TEST 81,025
4 Revised FISH_TRAIN 81,025
5 Revised MedicalImages_TEST 75,240
Total points 374,746
DTW. In SUCR-DTW, more tightness is shown at both ends
of the envelopes of new-coming subsequences.
5.2 Evaluation of ESUCR-DTW
To evaluate ESUCR-DTW, we used Dataset 2 depicted as
in Table 5. The dataset consists of five time-series files [25]
revised in the same way as the four time-series files done in
Dataset 1. The reason using Dataset 2 rather than Dataset 1
is that the time complexity of ESUCR-DTW is much larger
than that of SUCR-DTW, so experiments on ESUCR-DTW
with Dataset 1 will have wall clock times too long. Although
the size of Dataset 2 is smaller than that of Dataset 1, the
experimental results onDataset 2 are also significant, because
the second dataset has a comparatively large scale.
Next, a pattern set was created from the revised time-
series files of Dataset 2. The number of patterns in the set
is 100 and the lengths of the patterns vary from 128 to 512.
These patterns were created in the same way as the patterns
constructed in Sect. 5.1. The total number of data points of
the pattern set is 34,404. Three next experiments onDataset 2
and the pattern setwere carried out to evaluateESUCR-DTW.
At first, ESUCR-DTW was compared with SUCR-DTW
in terms of accuracy and wall clock time. In the experiment,
both the methods use incremental z-score normalization.
As regards ESUCR-DTW, we set (α, β) = (1, 1). At the
beginning of the comparison, we implemented an original
UCR-DTW on the pattern set and recorded the best-so-far
value of every pattern. The best-so-far value is used as a
range radius of the pattern for range search. We thus cre-
ated the pattern set for range search over Dataset 2. After
that, SUCR-DTW and ESUCR-DTW were implemented.
With regard to SUCR-DTW, the results are 100 hits, and
all patterns have 1 hit. The wall clock time of SUCR-DTW
is roughly 8:56.95 min. With respect to ESUCR-DTW, the
results are 111 hits, and the patterns have one or many hits.
However, the wall clock time of ESUCR-DTW is about
26:28.02 min. In the experiment, ESUCR-DTW is three
times as slow as SUCR-DTW, since for each pattern q,
ESUCR-DTW must perform similarity search over three
new-coming subsequences, whose lengths are q.l − 1, q.l,
Table 6 The number of same
similar subsequences of the two
incremental data normalization







and q.l + 1, respectively, of one streaming time series at a
time tick. It is obvious that ESUCR-DTW is more accurate
than SUCR-DTW, yet the former costs much more time than
the latter.
The second experiment illustrates the correlation between
the obtained results with incremental z-score normaliza-
tion and those with incremental min-max normalization. At
first, ESUCR-DTW is changed from range search to best-
so-far search, and then the method employs incremental
z-score normalization with the cases of 2-tuple (α, β) be (0,
0), (1, 1), (2, 2), (3, 3), (4, 4), and (5, 5). After that, the
method uses incremental min–max normalization with the
same above cases of (α, β). Table 6 presents the number of
same best-so-far subsequences obtained by ESUCR-DTW
using incremental z-score normalization and ESUCR-DTW
using incremental min–max normalization for each case of
(α, β). These results show that if the search scope of new-
coming subsequences increases in ESUCR-DTW (i.e. from
(1, 1) up to (5, 5)), the number of same similar subsequences
of the two cases tends to decrease. As awhole, the best-so-far
subsequences obtained with incremental z-score normal-
ization rarely coincide with those done with incremental
min–max normalization. Notice that in case of best-so-far
search implemented with SUCR-DTW or ESUCR-DTW, a
threading process can competewith others to update the best-
so-far value of one pattern at a time, so the system must lock
the shared property and check the best-so-far value again
before the update can be done.
Other fascinating statistics of the second experiment also
is unfolded. We reuse the conventional symbols as fol-
lows. Let q be a time-series pattern for query and c be the
best-so-far subsequence of q. Figure 13 depicts the num-
ber of cases where best-so-far subsequences are shorter
than patterns (|c| < |q|), longer than patterns (|c| > |q|),
and the same length as patterns (|c| = |q|) for each case
of (α, β). ESUCR-DTW uses incremental z-score normal-
ization and incremental min–max normalization in turn. The
figure reveals that ESUCR-DTWoften returns similar subse-
quences longer than patterns.With regard to both incremental
data normalizations, the number of cases of |c| = |q| is rela-
tively low; especially for incremental z-score normalization,
the value is from four to five cases. Next, the number of
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Fig. 13 Evaluate best-so-far
subsequences with their patterns
in terms of length in 100 cases
Fig. 14 The wall clock times of ESUCR-DTW for each case of (α, β)
with the two incremental data normalizations
cases of |c| > |q| with incremental min–max normalization
is larger than that with incremental z-score normalization.
Figure 14 indicates the wall clock times of ESUCR-
DTW for every case of (α, β) with the two incremental data
normalizations. Note that if ESUCR-DTW is degraded to
SUCR-DTW due to (α, β) = (0, 0), the wall clock time
of ESUCR-DTW using incremental z-score normalization
and that of ESUCR-DTW using incremental min–max nor-
malization are nearly the same. Figure 14 also depicts that
the wall clock times of ESUCR-DTW using incremental
min–max normalization are smaller than those of ESUCR-
DTW using incremental z-score normalization. However,
this does not mean that ESUCR-DTW supports incremental
min–max normalization better than incremental z-score nor-
malization. Incremental min–max normalization takes low
computational time evidently, O((log(n))), so the technique
mitigates the running time of ESUCR-DTW significantly;
whereas incremental z-score normalization is of higher com-
putational time, ESUCR-DTW has longer wall clock time.
Furthermore, the wall clock times of ESUCR-DTW using
incremental z-score normalization are nearly directly pro-
Fig. 15 The distribution of the percentages of length difference
between the 100 patterns and the 100 corresponding best-so-far subse-
quences obtained by ISPRING and ESUCR-DTW
portional to the number of new-coming subsequences of one
streaming time series, which are matched with a pattern at a
time tick. For instance, the wall clock times are 7:57.41 min
in case of (α, β) = (0, 0), and 1:16:33.94 h in case of
(α, β) = (5, 5). The increase of approximately ten times
in wall clock time relates to the increase in the number of
new-coming subsequences on which the similarity search is
performed with a specific pattern at a time tick, of one time-
series stream, from 1 up to 5 + 1 + 5 = 11.
The third experiment is to compare ESUCR-DTW and
ISPRING in terms of wall clock time and the quality of
similar subsequences. Best-so-far search using min–max
normalization is implemented in the two methods. We use
again results obtained by ESUCR-DTW with (α, β) =
(5, 5). The wall clock times of ESUCR-DTW and ISPRING
are 47:27.75 min, 1:37:13.88 h, respectively. Thus, ESUCR-
DTW is roughly twice as fast as ISPRING in the testbed.
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With respect to similar subsequences, there are 91 cases in
which best-so-far values obtained by ISPRING are smaller
(i.e. better) than those done by ESUCR-DTW. The twometh-
ods have the same best-so-far values in the nine remaining
cases. As regards ISPRING, there are two remarks on lengths
of similar subsequences. Firstly, Fig. 13 indicates that the
probability bywhich ISPRING returns a similar subsequence
whose length is shorter than that of the corresponding pat-
tern is very high, 72 % of ISPRING compared with 46 % of
ESUCR-DTW.Secondly, the patterns and their similar subse-
quences often have a huge difference of lengths. For example,
there is a pattern of length 479, and ISPRING returns its best-
so-far subsequence of length 186; the percentage of length
difference in this case is 61.17%. ESUCR-DTW returns sim-
ilar subsequences whose lengths are dependent on (α, β), so
the similar subsequences always have lengths in a domain
prespecified by users. Figure 15 shows that with respect to
ISPRING, the maximum percentage of length difference is
69.3 %, whereas the value is 3.68 % as for ESUCR-DTW. If
the length of a similar subsequence is too different from that
of the corresponding pattern, it is because ISPRING does not
use any constraint on the warping path in the accumulated
cost matrix. It is likely that a point of one pattern matches
with toomanypoints of its similar subsequence, or vice versa.
Consequently, ISPRING can create a pathological warping
path in the accumulated cost matrix and this is a shortcoming
of this method.
6 Conclusions and future work
The paper has presented two methods of similar search
for numerous prespecified patterns in multiple time-series
streams under DTW. The bothmethods conduct data normal-
ization before the DTW distance between two normalized
time-series sequences is computed. To be adaptive in the
streaming setting, these methods use either incremental
z-score normalization or incremental min–max normaliza-
tion. The first method, SUCR-DTW [15], is a modifica-
tion of UCR-DTW, a state-of-the-art method of similar
search for prespecified patterns in static time series, so that
SUCR-DTW can cope with difficulties and complexities
of similarity search in streaming time series. Furthermore,
SUCR-DTW can deal with multiple concurrent time-series
streams at high-speed rates, because the method employs
multi-threading and a combination of techniques so as to
accelerate the performance of the similarity search. One
of these techniques is that the envelopes of new-coming
time-series subsequences are incrementally updatedwith low
computational time, so these envelopes can be immediately
used in reversed LB_Keogh , a lower bounding function to
prune off more unpromising subsequences. However, like
UCR-DTW, SUCR-DTW returns similar subsequences of
the same length as the patterns.We thus introduce the second
method, ESUCR-DT, which is an extension of SUCR-DTW
for finding similar subsequences whose lengths are likely
different from those of the patterns. Some major conclusions
are drawn from the experiments on SUCR-DTW, ESUCR-
DTW, and ISPRING, and another method of similar search
over time-series streams, as follows.
• SUCR-DTW has the same precision as UCR-DTW and
runs faster than the original UCR-DTW without multi-
threading.
• The envelopes incrementally updated in SUCR-DTWare
tighter than those constructed once in UCR-DTW.
• Similar subsequences obtained byESUCR-DTWare bet-
ter than those done by SUCR-DTW, yet the former must
spend more time than the latter.
• With regard to ESUCR-DTW, the best-so-far subse-
quences obtainedwith incremental z-score normalization
rarely coincide with those done with incremental min–
max normalization.
• ESUCR-DTW often returns similar subsequences longer
than the patterns.
• In addition, ESUCR-DTW using incremental z-score
normalization is slower than ESUCR-DTW using incre-
mental min–max normalization.
• Best-so-far values obtained by ISPRING are less than
or equal to those done by ESUCR-DTW, yet ISPRING
often returns best-so-far subsequences whose lengths
are unreasonable. This means that many similar subse-
quences obtained by ISPRING are too short in compari-
son to the lengths of the patterns.
In future work, we plan to study how to identify com-
mon local patterns of coevolving time-series sequences
under DTW and data normalization in light of the outcomes
obtained from this work.
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