Abstract. This short paper is a response to a comment appearing in this issue of Network: Computation in Neural Systems by Daniel Amit. I address issues raised in Amit's commentary on an earlier article of mine, explaining where misunderstandings have arisen and tackling points of genuine contention. I go on to explain why my model presents a more physiologically complete and consistent picture of processing in the temporal lobe during the recognition of familiar objects and images.
Summary of points
In his paper, Amit (1999) makes several criticisms of the feed-forward scheme which I proposed (Wallis 1998) . The essence of his comments can, I think, be fairly summarized as follows.
(a) The argument raised by Thorpe and Imbert (1989) , that processing of familiar stimuli in visual cortex is feed-forward and not recurrent, is nothing more than conjecture, since there are no conclusive data to support their argument. (b) It is an empirical fact that the activity of some neurons in inferior temporal (IT) cortex is maintained during the delay period of a delayed match to sample (DMS) task. How can this activity be maintained over a period of many seconds, without the presence of a recurrent network? (c) Sakai and Miyashita (1991) have demonstrated that the activity of IT neurons changes during the delay period of a DMS task. How can the architecture described by Wallis (1998) account for such adaptation? (d) How can the association mechanism described by Wallis (1998) , which operates over a temporal window of around 100 ms, be relevant to association over many seconds?
In the following section I shall be concerned with answering these points and will seek to explain where I disagree with his assessment or where I believe misunderstandings have arisen.
Detailed evidence

Feed-forward connectivity in visual cortex
One of the most important challenges which my work offers to Amit's papers is in rejecting IT as the site of a recurrent network. In its stead I suggest a feed-forward architecture consistent with 0954-898X/99/030281+04$30.00 © 1999 IOP Publishing Ltd Reply neurophysiological evidence from several laboratories. Thorpe and colleagues have produced numerous papers arguing this point on the basis of EEG recordings (Thorpe et al 1996) and behavioural studies of monkeys (Fabrethorpe et al 1998) . Thorpe also cites Oram and Perrett (1992) and Rolls and Tovee (1994) who have both shown that IT neurons are responding to stimuli within 100 ms of their having been presented †. As Amit rightly points out, mere speed is not grounds enough to reject the presence of a whole series of recurrent nets in visual cortex. That is, if one assumes that the recurrent connections are not required to do any processing which would affect the outcome of the decision being made. I must resort to Occam's Razor as justification for preferring a feed-forward model in this case.
Recurrent network or not
In his article, Amit seems to accept the evidence I provided, that the activity of neurons in IT cortex is maintained via links with prefrontal cortex. Prefrontal cortex appears to link up with IT cortex during storage and retrieval of the stimulus to be matched, but is capable of remaining largely undisturbed by the state of IT during the delay period if other images are seen (Desimone et al 1995 , Fuster et al 1985 . In contrast, IT appears to be slavishly tied to representing any image falling on the retinae (Rolls and Tovee 1994, Desimone et al 1995) . On the basis of this evidence I would argue that yes, a recurrent network is required to maintain activity during the long delay period, but that the network is in prefrontal cortex, not IT. The Figure 1 . Sketch of the proposed connectivity between prefrontal and inferotemporal cortex in the maccaque. Dark triangles denote dominant connections, white triangles weaker ones. The 'LOAD' input is included to gate the influence from IT on the neurons in prefrontal cortex. Recurrent connections in IT would serve to maintain the copy of the state of IT in prefrontal, and the weaker projections from prefrontal to IT would be enough to maintain activity in IT in the absence of feed-forward input from the lower visual areas such as V4.
major elements of the architecture I am proposing appear in figure 1. This relocation's major consequence is that it removes the need for recurrent processing from the ventral pathway, bringing it into line with the work of the neurophysiologists described earlier. † Rolls and Tovee's paper is particularly interesting because it demonstrates that if the monkey is not engaged in a DMS or similar task, activity in IT rarely lasts more than 300 ms. Amit appears to draw solace from this maintained activity, but if this firing is evidence of a recurrent network, Amit would have to explain why it only reverberates for on average 200 ms under normal viewing, but reverberates for many seconds in a DMS task. Rolls and Tovee's paper also demonstrates how presentation of a second stimulus erases any previous IT activity in the same time it took effects of the first stimulus to reach IT.
Response adaptation
The best evidence for the presence of attractor dynamics in working memory tasks comes not from Miyashita's original work (Miyashita 1988 ), but from a later paper on paired associate learning (Sakai and Miyashita 1991) , data from which appear in Amit's current paper. As Miyashita describes in a later paper (Miyashita 1993) , the '. . . delay activity gradually increased. . . ' in those cells only responsive to the second image of the pair. Amit's attractor based model represents one possible explanation for the gradual adaptation, but an alternative emerges from the functioning of a standard competitive network of the type described in my paper.
The argument runs as follows. During presentation of the first stimulus, cells responsive to an effective stimulus will, by definition, fire strongly. As a consequence, the lateral inhibition intrinsic to the competitive net inhibits all other cells. During the delay period, cells responsive to just the first or to both pairs of images, fire less strongly but continuously. If one assumes that the competitive net also has short range excitatory connections, local excitation between those cells responsive to both pairs would gradually raise the activity of neighbouring cells not activated by the first image but responsive to the second †. These cells would be able to fire because inhibition from cells only responsive to the first stimulus would be reduced during the delay period as compared to during actual presentation of the first image (consistent with Miyashita's data on interstimulus activity). This explanation negates the need for learning in IT's lateral connections.
The association time window
In order to understand how associations are being made over periods of many thousands of milliseconds one has to return to the DMS task. As mentioned earlier, neurons in IT cortex fire continuously throughout the delay period. The assumption I have to make, as does Amit, is that in the event of a matching stimulus being shown, activity continues to be maintained until the beginning of the next trial, when the next image in the testing sequence is shown ‡. If this were so, any neuron responding to an image in the testing sequence would be firing right up to the moment when the trial using the next test image began. The cells responsive to the old image would thus be active immediately up until the new image alters activity in IT. Hence, association over a short time window of just 100 ms would be sufficient to train neurons to associate the two images.
Conclusions
My main disagreement with Amit's work is not that he uses a recurrent network to explain the delay activity in the DMS task, but rather that he places the network in visual cortex, and that he sees it as involved in processing familiar images or views of familiar objects. As yet, I also see no compelling evidence that the recurrent network which I envisage residing in prefrontal cortex should function as an attractor network.
Ultimately, however, our conclusions differ mainly because of a difference in what we seek to draw from Miyashita's work. I regard the DMS task which Miyashita and Chang used as † There is, in fact, quite compelling evidence for short range lateral excitation in IT cortex, as well as more wide ranging inhibition. Many researchers have reported that neighbouring neurons in IT often demonstrate similar selectivity to image attributes (Fuster and Jervey 1982 , Perrett et al 1991 , Fujita et al 1992 .
‡ One piece of evidence to support this comes from Desimone et al (1995) , who indicated that monkeys in their laboratory may have solved the DMS task simply by responding to any reoccurrence of an image, without bothering to discriminate which was the probe and which the target.
Reply neither natural nor currently penetrable, beyond an observation that maintained activity results in IT and prefrontal cortex under very specific conditions. For me, the more interesting result is the long term effects of the DMS task and what it may tell us about learning view-invariant representations of objects.
