Abstract. We prove the existence and uniqueness of a local maximal solution to an H 1 -critical stochastic wave equation with multiplicative noise on a smooth bounded domain D ⊂ R 2 with exponential nonlinearity. First, we derive the appropriate deterministic and stochastic Strichartz inequalities in suitable spaces and, then, we show the local well-posedness result for small initial data.
Introduction
This paper is concerned with the nonlinear wave equations subject to random forcing, called the stochastic nonlinear wave equations (SNLWEs). Due to its numerous applications to physics, relativistic quantum mechanics and oceanography, SNLWEs have been thoroughly studied under various sets of assumptions, see for example [11] - [12] , [18] - [26] , [34] - [41] , [43] - [46] , [49] - [50] and references therein. The case that has attracted the most attention so far seems to be of stochastic wave equation with initial data belonging to the energy space
. For such equations, the nonlinearities can be of polynomial type, for instance the following SNLWE u tt − ∆u = −u|u| p−1 + |u| qẆ , s.t u(0) = u 0 , ∂ t u(0) = u 1 , (
with the suitable exponents p, q ∈ (0, ∞); see a series of papers by Ondreját [41] , [43] - [46] . Another extensively studied important case is when the initial data is in
(possibly with weights), see [49] , [50] for more details. Similar problems on a bounded domain have been investigated in [13] , [23] and [41] .
In the case of deterministic nonlinear wave equations (NLWEs), see for instance [54] , the question of solvability of (1.1) without noise, when the initial data belongs to
, has been investigated in the following three cases: (i) subcritical, i.e. p < p c ; (ii) critical, i.e. p = p c ; and (iii) supercritical, i.e. p > p c where p c = d+2 d−2 . In particular, for d = 2, any polynomial nonlinearity is subcritical. Therefore, an exponential nonlinearity is a legitimate choice of a critical one. Nonlinearities of exponential type have been considered in many physical models, e.g. a model of selftrapped beams in plasma, see [35] , and mathematically in [3] , [21] , [32] - [33] and [40] . With the help of suitable Strichartz estimates, the existence of global solutions has been proved, in [32] - [33] , in the cases when the initial energy is strictly below or at the threshold given by the sharp Moser-Trudinger inequality. Moreover, an instability result has been shown when the initial energy is strictly above the threshold.
Our aim here is to extend the existing studies to the wave equation with exponential nonlinearity subject to randomness. In this way, we generalise the above mentioned results of Ondreját for two dimensional domain, by allowing the exponential nonlinearites, as well as the results of Ibrahim, Majdoub, and Masmoudi and others to allow randomness. To be precise, we are interested in the following stochastic nonlinear wave equation on a smooth bounded domain D ⊂ R 2 ,
where A is either −∆ D or −∆ N , i.e. −A is the Laplace-Beltrami operator with Dirichlet or Neumann boundary conditions, respectively; (u 0 , u 1 ) ∈ D(A 1/2 )×L 2 (D); W = {W (t) : t ≥ 0} is a cylindrical Wiener process on a suitable real separable Hilbert space K; F and G are locally Lipschitz maps with some growth properties. In particular, the functions F (u) and G(u) are allowed to be of the form u e 4πu 2 − 1 and hence our results cover the recent results obtained in [33] . Detailed and precise assumptions on the model are stated in the subsequent sections. We would like to stress that, to the best of our knowledge, the present paper is the first one to study the wave equations in two dimensional domain with an exponential nonlinearity and an additive or multiplicative noise. We emphasize that result on the stochastic Strichartz estimates for the wave equations generalises the corresponding results for the Schrödinger equation given in [11] and [27] . Since the proof of the existence and uniqueness presented here is obtained by means of appropriate Strichartz estimates and these estimate are different for the full domain case, we will address the question of solvability of (1.2) on R 2 in a forthcoming paper. To underline the significance of the stochastic Strichartz estimates let us mention results by the first named authour, F Hornung and L Weis [8, 9] , where such estimates were applied to the nonlinear Schrödinger equation (NLSE) . Moreover, our fixed point argument is also similar to F Hornung's paper [28] which on the one hand was also inspired by [11] but on the other hand was an improvement to several older NLSE results.
The organization of the present paper is as follows. In Section 2, we introduce our notation and provide the required definitions used in the paper. In Sections 3 and 4, we derive the required in-homogeneous and stochastic Strichartz estimates, respectively, by the methods introduced in [16] - [17] and [11] . Section 5 is devoted to the estimates which are sufficient to apply the Banach Fixed Point Theorem in a suitable space and the proof of the existence and uniqueness of a local maximal solution is given. In Appendix A, we provide a rigorous justification of our adopted definition of a local mild solution. We conclude the paper with a brief Appendix B, in which we state an equivalence, without proof, of two natural definitions of a mild solution for SPDE (1.2).
Notation and conventions
In this section we introduce the notation and some basic estimates that we use throughout the paper. We write a b if there exists a universal constant c > 0, independent of a, b, such that a ≤ cb, and we write a ≃ b when a b and b a. In case we want to emphasize the dependence of c on some parameters a 1 , . . . , a k , then we write, respectively, a 1 ,...,a k and ≃ a 1 ,...,a k . For any two Banach spaces X, Y , we denote by L(X, Y ) the space of linear bounded operators L : X → Y .
To state the definitions of required spaces here, we denote by E and H a separable Banach and Hilbert space, respectively.
Function spaces and interpolation theory.
For the next few basic definitions and remarks, which are included here for the reader's convenience, from function spaces and interpolation theory we are borrowing the notation from [56] .
By L q (D), for q ∈ [1, ∞) and a bounded smooth domain D of R 2 , we denote the classical real Banach space of all (equivalence classes of) R-valued q-integrable
By L ∞ (D) we denote the real Banach space of all (equivalence classes of) Lebesgue measurable essentially bounded R-valued functions defined on D with the norm 
We also define, for any p ∈ [1, ∞), L p (0, T ; E) as the real Banach space of all (equivalence classes of) E-valued measurable functions u : [0, T ] → E with the norm
For any s ∈ R and q ∈ (1, ∞), 
Here g ↾ D is the restriction in the sense of distribution. We denote the completion of C ∞ 0 (D) (set of smooth functions defined over D with compact support) in H s,q (D) byH s,q (D). Throughout the whole paper, we denote by A the Dirichlet or the Neumann−Laplacian on Hilbert space L 2 (D) with domains, respectively, defined by
and
Here ν denotes the outward normal unit vector to ∂D. It is well known, see e.g. [52] , that the Dirichlet 
Since we work with both the operators simultaneously, we denote the pair of operator and its domain by (A, D(A)) and make the distinction wherever required.
From the functional calculus of self-adjoint operators, see for instance [57] , it is known that, the power A s of operator A, for every s ∈ R, is well defined and selfadjoint. It is also known that, for any s ∈ R, D(A s/2 ), where A = −∆ D or A = −∆ N , with the following norm
, is a Hilbert space. For s ∈ (0, 2) the space D(A s/2 ) is equal to the following complex interpolating space, refer [56, 2.5.3/(13)],
To derive the Strichartz estimate in a suitable space, we also need to consider the Dirichlet or the Neumann−Laplacian on Banach space L q (D), q ∈ (1, ∞), denoted by A D,q and respectively A N,q , with domains, respectively,
Under some reasonable assumptions on the regularity of the domain D, one can show that both of these operators have very nice analytic properties. In particular both have bounded imaginary powers with exponent strictly less than π 2 (and thus both −A D,q and −A N,q generate analytic semigroups on the space L q (D)). As in [56] , one can define the fractional powers (A B,q ) r/2 , where as below
r/2 ) of these operators can be identified as certain subsets of the Sobolev spaces H r,q (D), see Lemma 2.2 below. Next, we fix the notation for the required subspaces of H s,q (D) which are determined by differential operators. Fix k ∈ N and let
is said to be a normal system iff 0 ≤ m 1 < m 2 < · · · < m k , and for every vector ν x which is normal to ∂D at x the following holds
be a normal system as defined above for some k ∈ N. For s > 0, q ∈ (1, ∞), we set
By taking the suitable choice of normal system {B j } in the Definition 2.1, for s > 0 and q ∈ (1, ∞), we define
Since theH 1,q (D) spaces can also be defined by using f ↾ ∂D = 0 condition which appears in (2.1) and the Neumann boundary condition appearing in (2.2) can be written as ν x · ∇f ↾ ∂D = 0, we expect to have some relation between the spaces H 
We close this subsection with the following well known identity
2.2. Stochastic analysis. Now we state a few required definitions from the theory of stochastic analysis, refer [4] and [14] for more details. Let (Ω, F , F, P), where F := {F t : t ≥ 0}, be a filtered probability space which satisfies the usual assumptions, that is, the filtration F is right continuous and the σ-field F 0 contains all P-null sets of F . As the noise we consider a cylindrical F-Wiener process on a real separable Hilbert space K, see [14, Definition 4.1] . We denote by L p (Ω, F , P; E), for p ∈ [1, ∞), the Banach space of all (equivalence classes of) E-valued random variables equipped with the norm
Definition 2.3. For any K, a separable Hilbert space, the set of γ-radonifying operators, denoted by γ(K, E), consists of all bounded operators Λ : K → E such that the series
(Ω, F , P; E) for some (or any) orthonormal basis {f j } j∈N of K and some (or any) sequence {β j } j∈N of i.i.d. N(0, 1) real random variables on probability space (Ω, F , P). We set
, where E is the expectation operator w.r.t P.
One may prove that · γ(K,E) is a norm, and (γ(K, E), · γ(K,E) ) is a separable Banach space. Note that if K = R, then γ(R, E) can be identified with E.
A stopping time τ is called accessible iff there exists a sequence of stopping times {τ n } n∈N with the following properties:
(1) lim
for every n, τ n < τ n+1 , P−a.s.. For such sequence we write τ n ր τ . Such a sequence {τ n } n∈N will be called an approximating sequence for τ . For any given stopping time τ , we set
A stochastic process ξ : [0, τ ) × Ω → E is called progressively measurable iff ξ −1 (A) ∈ BF for all A in the Borel σ-algebra B(E), where BF is the space of R + , consisting of all the A ⊆ R + × Ω such that for any t ∈ R + , the subset
To prove the uniqueness of a local solution we need the following criteria of equivalent processes.
Definition 2.4. Let τ i , i = 1, 2 are stopping times. Two processes ξ i : [0, τ i )×Ω → X, i = 1, 2 are called equivalent iff τ 1 = τ 2 , P−a.s. and for any t > 0 the following holds
For an interval I ⊆ R, we say that, an E-valued process {M t } t∈I is an E-valued martingale iff M t ∈ L 1 (Ω, F , P; E) for t ∈ I and
To define the Itô type integrals for a Banach space valued stochastic process, we restrict ourself to, so called, M-type 2 Banach spaces which are defined as follows.
the following holds:
where M −1 = 0 as usual.
Assume that p ∈ [1, ∞). By M p loc (R + , E), we denote the space of all F-progressively measurable E-valued processes ξ : R + × Ω → E for which there exists a sequence {τ n } n∈N of bounded stopping times such that τ n ր ∞, P−a.s. and
As usual, see e.g. [ We also need the following spaces in the sequel. Assume that p ∈ [1, ∞) and
, we denote the space of all F-progressively
, we denote the space of all F-progressively measurable E-valued continuous processes ξ :
we denote the Banach space of equivalence classes of elements of
We close our discussion of the conventions here by observing that, for p ∈ [1, ∞),
In-homogeneous Strichartz estimates
In this section we prove the deterministic Strichartz type estimate, see Theorem 3.2 below, which is a generalization of [33, Theorem 1.2] and sufficient to tackle, both, the Dirichlet and the Neumann boundary case.
Recall that in our setting, the operator (A, D(A)) possesses a complete orthonormal system of eigenvectors {e j } j∈N in L 2 (D). We have denoted the corresponding eigenvalues by λ 2 j . From the functional calculus of self-adjoint operators, it is known that {(e j , λ j )} j∈N is a sequence of the associated eigenvector and eigenvalue pair for √ A. For any integer λ ≥ 0, Π λ is defined as the spectral projection of L 2 (D) onto the subspace spanned by {e j } j∈N for which λ j ∈ [λ, λ + 1), i.e.
At this juncture, it is relevant to note that the proof of the Strichartz estimate in deterministic setting, see e.g. [16] and [17] , is based on the following estimate in Lebesgue spaces of the spectral projector Π λ , refer [55] for the proof. 
where
Since the below derived Strichartz estimate, for the in-homogeneous wave equation, holds for both the Dirichlet and the Neumann case, from now onwards, to shorten the notation, we denote A B,q and A B,2 , respectively, by A q and A. 
with either boundary condition
where ν is the outward normal unit vector to ∂D and
for all (p, q, r) which satisfy
Remark 3.3. Let us observe that if for T > 0, C T denotes the smallest constant for which the inequality (3.1) holds for all data u 0 , u 1 and F from appropriate spaces, then the function (0, ∞) ∋ T → C T ∈ (0, ∞), is non-decreasing (or weakly increasing as some people call).
Proof. Without loss of generality we assume that T = 2π. The proof is divided into two cases. In the first case, we derive the Strichartz estimate for the homogeneous problem (i.e. F = 0) and then, in second case, we prove the in-homogeneous one (i.e. F = 0) by using the homogeneous estimate from first case.
First case : Estimate for the homogeneous problem. In this case, the Duhamel's formula gives
where, from the functional calculus for self-adjoint operators, for each t, cos(t √ A) and
.
Therefore, it is enough to estimate, as done in the following Steps 1-4, the
We will write the variables in subscript, wherever required, to avoid any confusion.
Step 1 : Here we show that
where B is the following "modification" of √ A operator by considering only the integer eigenvalues i.e.
B(e j ) = [λ j ]e j , j ∈ N.
The notation [·] stands for the integer part and e j is an eigenfunction of A associated to the eigenvalue λ 2 j . Before moving further we prove the boundedness property of the operator B − √ A.
Proof of Lemma 3.4. Indeed, observe that by definition of B we have for every
In continuation of the proof of (3.5), since u 0 ∈ L 2 (D), we can write
By functional calculus for self-adjoint operators,
where,
Thanks to the 1D Sobolev embedding and Lemma 2.2, we have
and consequently we argue as follows:
(3.6)
Note that since the sequence {e itk } k∈N is an orthogonal system in
,2 (0, 2π) and
due to the Parseval's formula we get, for fixed x,
Combining the estimate (3.7) and (3.6) followed by Minkowski's inequality and Theorem 3.1 we obtain
where, from ρ in Theorem 3.1, we have I ,
Here it is important to highlight that, the equivalence u 0 H r B (D) ≃ u 0 D(A r/2 ) holds in the last step of (3. . Next, since p ≥ q, by the Minkowski inequality we obtain the following desired result
which also implies that the operator e itB is continuous from
Step 2 : In this step we extend the inequality (3.5) to operator L + , i.e. we show that
and, therefore, according to the Duhamel's formula
, then using the Minkowski inequality, followed by estimate (3.5) and Lemma 3.4, we argue as follows:
By putting together (3.10) and (3.11) we obtain
Now, from the boundedness of e it √ A on D(A r/2 ), we infer that
Combining (3.13) and (3.12) we get
Hence, again, as an application of the Minkowski inequality we get (3.9) and finish with the proof of Step 2.
Step 3: Here, by using the well known consequence of Agmon-Douglis-Nirenberg regularity results for the elliptic operators, refer [1] , we prove the required estimate of the first term in (3.4), in particular, we show
We start the proof by recalling the following consequence of the Agmon-DouglisNirenberg regularity results for the elliptic operators. The operators
are isomorphisms. These operators will, respectively, be denoted by A D,q + I and A N,q + I, or simply by
). Then, since the operators A and L + commute, we infer that
Consequently by (3.9) we get
Thus, complex interpolation between (3.9) and (3.15) with θ =
1−r 2
gives the desired following estimate
Hence we have completed the proof of Step 3.
Step 4: Here we incorporate the term with u 1 , in (3.3), and complete the proof of the homogeneous Strichartz estimate.
Recall that λ 1 = 0 for the Neumann condition and λ 1 > 0 in the Dirichlet case. As mentioned before, we denote by m 0 the dimension of eigenspace corresponding to zero eigenvalue. It is known that m 0 = 0 for A = −∆ D and a positive finite integer when A = ∆ N . To proceed with the proof of this Step, as in [17] , we single out the contribution of zero eigenvalue and decompose L 2 (D) into the direct sum of a finite dimensional space ker A and the space orthogonal to ker A, which we denote by L 2,+ (D). Let us observe that if D is connected, then ker A is a one dimensional vector space consisting of constant functions. Mathematically, it means, for all u 1 ∈ L 2 (D),
Note that the term Πu 1 does not exist in the Dirichlet condition. Then we argue as follows:
where the last step holds due to the following argument
We mention that all the computations we have done so far in Steps 1-4 would work if we replace L + by L − . Combining (3.16) and (3.18) we obtain
This finishes the proof of Step 4 and, in particular, the first case.
Second case: when
Due to the Duhamel's formula
Applying the case first and using the calculation of (3.12) and (3.17) we get
Hence we have proved the Theorem 3.2.
Stochastic Strichartz estimates
This section is devoted to prove a stochastic Strichartz inequality, which is sufficient to apply the Banach Fixed Point Theorem in the proof of a local well-posedness result for Problem (1.2), see Theorem 5.10 in Section 5.
Let us set
where (p, q, r) is any suitable triple which satisfy (3.2) and K is any separable Hilbert space. Let us define the following two Banach spaces. For fix T > 0, we put
with norm, which makes it a Banach space,
To prove the main result of this section we need the following consequence of the Kahane-Khintchin inequality and the Itô-Nisio Theorem, see [31] . For any Λ ∈ γ(K, E), by the Itô-Nisio Theorem, the series ∞ j=1 β j Λ(e j ) is P−a.s. convergent in E, where {f j } j∈N and {β j } N are as in Definition 2.3, and then, by the KahaneKhintchin inequality, for any p ∈ [1, ∞), there exists a positive constant C(p, E) such that
This inequality tells that the convergence in L 2 (Ω, F , P; E) can be replaced by a condition of convergence in L p (Ω, F , P; E) for some (or any) p ∈ [1, ∞). Furthermore, we need the following version of Burkholder inequality which holds in our setting, refer [42] for the proof.
Theorem 4.1 (Burkholder inequality)
. Let E be a M-type 2 Banach space. Then for every p ∈ (0, ∞) there exists a constant B p (E) > 0 such that for each accessible stopping time τ > 0 and γ(K, E)-valued progressively measurable processes ξ the following holds:
Moreover, the E-valued process
, has a continuous modification.
Corollary 4.2. Let E be a M-type 2 Banach space and p ∈ (1, ∞). Then there exists a constantB p (E) depending on E such that for every T ∈ (0, ∞] and every L p (0, T ; E)-valued progressively measurable process (ζ(s), s ∈ [0, T )),
For a γ(K, H)-valued process ξ, let us define a γ(K, L p (0, T ; E))-valued process Ξ = {Ξ r : r ∈ [0, T ]} as follows:
(4.4) Before proving the main result of this section, we prove the following auxiliary lemma. 
Proof. Let us consider {β j } j∈N of i.i.d. N(0, 1) random variables on probability space (Ω, F , P), and a sequence of orthonormal basis {f j } j∈N of the separable Hilbert space K. In the proof first observe that the random variable Ξ r is well-defined because by Theorem 3.2, for each r ∈ [0, T ] and x ∈ H, the solution of the following homogeneous wave equation
belongs to L p (r, r + T ; E). In particular,
and the map
is linear and continuous. Moreover, sup r∈[0,T ] Λ r < ∞. By the above argument and (4.4), we infer that
and consequently, we deduce that the process Ξ is progressively measurable by [31, Proposition 1. 
where Λ r ∈ L(H, L p (0, T ; E)) and ξ(r) ∈ γ(K, H). Then, by using (4.1) we get
where by using the in-homogeneous Strichartz estimates (3.2) we have
Hence the Lemma 4.3. (I) There exists a separable and H A -valued II continuous and adapted modificatioñ u of the process u = {u(t) : t ∈ [0, T ]}, defined by the following formula
Moreover, (II) There exists an E-valued progressively measurable processũ such that
where i : H A ֒→ H and j : E ֒→ H are the natural embeddings. Moreover,
10)
whereC(p, T, E, H) := C T C(p, H) C(p, E)B p (E).
In particular, the map
is linear and bounded where Jξ is a process defined by
Proof. In what follows we fix the Dirichlet or the Neumann boundary conditions. To prove the first assertion, let us consider the following stochastic wave problem
Then, see Appendix B, by writing it as a first order system in space H := H A × H, endowed with Hilbertian norm, we get
Since A is non-negative self adjoint in L 2 (D), one may prove that A generate a C 0 -group (of contraction in the Dirichlet case) on H, which we denote by {S(t)} t≥0 in the sequel. Moreover, one can write the concrete structure of S(t) as
It is known that the solution of (4.12) exists, see e.g. [41] , and has the following form
Next, we define the processũ, bỹ
where by t 0 S(−s)ξ(s) dW (s), t ∈ [0, T ], we denote the separable, H-valued continuous and adapted modification of the process denoted by the same symbol. Hence, since {S(t)} t≥0 is a C 0 -group, the processũ is separable, H-valued continuous and adapted modification of the process u.
By defining a processũ byũ
where π 1 : H → H A is the natural projection, it follows thatũ is separable H A -valued continuous and adapted modification of u. Moreover, using the Burkholder inequality (4.2) and the bound property of C 0 -group, we argue as follows:
where K T ≤ M 1 e mT for some constants m ≥ 0 and M 1 ≥ 1. By substituting K(p, T, H) := K T B p (H) yield the inequality (4.8) and in particular, the assertion I.
We split the proof of assertion II in the following two steps. First we prove the theorem for a more regular process and then transfer the results to the concerned process by the argument of approximation.
Step 1: In this step we assume that ξ is a progressively measurable process from the space
, where k is a temporary auxiliary natural number such that the Hilbert space D(A k+1/2 ) is continuously embedded into the Banach space E = D(A (1−r)/2 q ). By the classical Sobolev embedding, such a number exists. Thus, by assertion I, we infer that there exists a separable, D(A k+1/2 )-valued continuous and adapted modificationũ of the process u = {u(t), t ∈ [0, T ]}, defined by the formula (4.7). Moreover,
Also, note that, because of our additional assumption in this step, the process u is an E-valued continuous and adapted. Henceũ is an E-valued progressively measurable process. Furthermore,
Then by the Burkholder inequality (4.3) with (4.5) we get
Let us defineũ to be a representative of the L p (0, T ; E)-valued random variable j(Ξ r )dW (r). Hence, the H-valued random variables i(ũ(t)) and j(ũ(t)), t ∈ [0, T ], are Leb ⊗ P equal. Since, the former is H-valued progressively measurable, by the Kuratowski Theorem, see e.g. [48, Corollary I.3 .3], we infer that processũ(t), t ∈ [0, T ], is E-valued progressively measurable. This concludes the proof of Step 1.
Step 2: Here we transfer the result of Step 1 to the concerned process. Let ξ be a progressively measurable process from the space
, where k is a temporary auxiliary natural number as in Step 1. We choose a sequence {ξ n } n∈N of processes from
We denote the corresponding processes for ξ n , which are valid from previous step, as u n andũ n . By Step 1, for each n, the processesũ n andũ n satisfy the condition (4.9), the processũ n satisfies inequality (4.8) and the processũ n satisfies inequality (4.10). Thus, both sequences are Cauchy in the appropriate Banach spaces
, respectively. Hence, there exist unique elements in those spaces, whose representatives, respectively, we denote byũ andũ. Because the convergence (4.14) is sufficiently fast, we deduce that P−a.s.,ũ n →ũ in E andũ n →ũ in C([0, T ]; H A ). Hence, we infer thatũ is H A -valued adapted and continuous process andũ is an E-valued progressively measurable process. Moreover, the processesũ andũ satisfy the condition (4.9). Hence we are done with the proof of Theorem 4.5.
Local well-posedness
The aim of this section is to formulate a theorem about the existence and uniqueness of solutions to the stochastic wave equation (1.2). Let us recall the notation
where q ∈ (1, ∞) and r ∈ [0, 1]. Let us also recall the definition of the spaces Y T . For any T > 0, we put
By M p (Y T ) we denote the Banach space of E-valued F-progressively measurable processes {u(t) : t ∈ [0, T ]} having a continuous D(A 1/2 )-valued modification and satisfying
We also put
to shorten the notation during computation. If T is a bounded F-stopping time, by M p (Y T ) we mean the Banach space of all E-valued F-progressively measurable processes
< ∞.
Considered SNLWE model with assumptions.
Here we recall the considered SNLWE and state the assumptions on the nonlinear and diffusion terms. To be precise, we consider the following Cauchy problem of stochastic nonlinear wave equation with Dirichlet or Neumann boundary condition
and W = {W (t) : t ≥ 0} is a cylindrical Wiener process on some real separable Hilbert space K such that some orthonormal basis
In (5.4), for the nonlinearity F and the diffusion coefficient G we assume the following hypotheses. A.1 Assume that H, H A and E are Banach spaces. Assume that
is a map such that for every M ∈ (0, 1) there exist a constant C F > 0 and γ ∈ (0, ∞) such that the following inequality holds
A.2 Assume that H A and E are Banach spaces, and K and H are Hilbert spaces, moreover, K is separable. Assume that
is a map such that for every M ∈ (0, 1) there exist γ ∈ (0, ∞) and a constant C G > 0 such that
provided u, v satisfy (5.6). Next two lemmata are a straightforward but necessary consequences of assumptions A.1 and A.2.
Lemma 5.1. Let us assume that T > 0 and let F : H A ∩ E → H be a map satisfying assumption A.1 Banach spaces H, H A and E. If M ∈ (0, 1) and γ ∈ (0, ∞) and C F are as in assumption A.1, then for p > γ, the following inequality holds
and sup
Proof. Let us introduce the following convenient notation:
Let us choose and fix u 1 , u 2 ∈ X T ∩ Z T . Then, by using assumption A.1, followed by the Hölder inequality, we get
Hence Lemma 5.1 follows.
Lemma 5.2. Let us assume that T > 0 and let G : H A ∩ E → γ(K, H) be a map satisfying assumption A.2 Banach spaces H A , E and Hilbert spaces K, H. If M ∈ (0, 1) and γ ∈ (0, ∞) and C G are as in assumption A.2, then for p > 2γ, the following inequality holds
Proof. Let us use the notation X T and Z T introduced the previous proof. Let us choose and fix u 1 , u 2 ∈ X T ∩ Z T . Then, invoking Assumption A.2 and the Hölder inequality, we obtain
Hence the proof of Lemma 5.2 is complete.
To prove the main result of this Section 5 we need the following known results. The first one is from [53] .
2 be a domain (bounded or unbounded), and α ≤ 4π. Then
Moreover, this result is sharp in the sense that for any α > 4π, the supremum in (5.7) is infinite.
The next required result is a well known Logarithmic inequality from [47] .
Theorem 5.4. Let p, q, m ∈ R satisfy 1 < p < ∞, 1 ≤ q < ∞, and m > n/q. Then there exists a constant C such that for all
, where D is any domain in R n , the following holds,
In the next result we provide an example of functions f and g such that the corresponding maps F and G, respectively, satisfy the assumptions A.1 and A.2. The example below has been considered, in deterministic setting, by [32] and [33] , but for the case when E is a suitable Hölder space. We prove the next result in detail because we need a slightly general version of the Moser-Trudinger inequality and the Logarithmic estimate, respectively, see Theorem 5.3 and 5.4, than used by [32] and [33] .
Then for every M ∈ (0, 1), there exist a number γ ∈ (0, ∞), a pair (q, r) satisfying
and a positive constant C h,γ such that
provided u, v satisfy (5.6) where the spaces H, H A and E are defined in (5.1).
Next result is about the Nemytskii operator G.
Lemma 5.6. Assume that condition (5.5) holds. Assume that g(x) = x e 4πx 2 − 1 ,
x ∈ R. Let G be the corresponding generalized Nemytskii operator defined by
Then G satisfies the following inequality
for all u, v ∈ H A ∩ E such that u, v satisfy (5.6), where the spaces H, H A and E are defined in (5.1) and
Proof of Lemma 5.6. By assumption (5.5) and Lemma 5.5 (applied to h = g) we infer that
as desired.
Proof of Lemma 5.5. Let u, v ∈ H A ∩E. Then, by the Mean value theorem, for every x, there exists θ = θ(x) ∈ (0, 1) such that
. Thus, the triangle inequality and (5.6) gives
Also, by (5.10) we get
(5.12)
Applying the basic inequality,
followed by the Hölder inequality with Sobolev embedding, for any ζ ∈ (0, 1) and ε > 0, we argue as follows:
Moreover, since u θ satisfy (5.11), the Moser-Trudinger inequality from Theorem 5.3 gives 14) provided that ε > 0 and ζ > 0 are chosen such that
Invoking the log estimate from Theorem 5.4, which is possible due to (5.9) and Lemma 2.2, we obtain
Using the fact that for any b > 0, the function x → x 2 1 + log 1 + b x is nondecreasing, we deduce that,
By setting
from (5.12), (5.13), (5.14) and (5.15), we get
Hence the Lemma 5.5 follows.
Remark 5.7. It is obvious, see e.g. [11] , that the previous two lemmata hold for all polynomial functions.
5.2.
Definition of a local mild solution. In this subsection we introduce the definitions of local and maximal local solutions that we adopt in this paper; they are modifications of definitions used earlier, such as in [10] . (1) τ is an accessible F-stopping time, (2) there exists an approximating sequence {τ n } n≥1 of F-stopping time for τ , such that u belongs to M p (Y t∧τn ) for all t and every n, and,
for all t ≥ 0 and n ∈ N, where we define
A local mild solution u = {u(t) : t ∈ [0, τ )} to Problem (5.4) is called a local maximal mild solution to Problem (5.4) iff for any other local mild solutionû = (û(t), t ∈ [0,τ )) to Problem (5.4) such that
there exists a measurable setΩ ⊂ {τ > τ } such that P(Ω) > 0 and u(τ ) =û(τ ) on Ω.
In other words, a local mild solution u = {u(t), t ∈ [0, τ )} to Problem (5.4) is not a maximal local mild solution, iff there exists another local mild solutionû = (û(t), t ∈ [0,τ )) to Problem (5.4) such that
If u = {u(t), t ∈ [0, τ )} is a local maximal solution to Problem (5.4), the stopping time τ is called the explosion time of u.
A local mild solution u = {u(t) : t ∈ [0, τ )} to problem (5.4) unique iff for any other local solutionû = {û(t) : t ∈ [0,τ )} to problem (5.4) the restricted processes
Remark 5.9. The definition of the process I τn (G) is explained in Lemma A.1 of Appendix A. The use of processes I τn (G) was first introduced for the SPDEs of parabolic type in [5] and [6] and in [10] for the hyperbolic SPDEs. The definition we use above is only in terms of the process u and thus it is different from the one used in [10] which is in terms of pair processes (u, u t ). In Appendix B we discuss an equivalence between these two approaches.
5.3.
Existence and uniqueness result. The main result of the present paper, i.e. the existence of an unique local maximal solution to the Problem (5.4), will be proved in this subsection.
Theorem 5.10. Let us assume that (γ, p, q, r) is a quadruple such that 0 < 2γ < p and (p, q, r) satisfy (3.2).
Let H, H A and E be Hilbert and Banach spaces defined in (5.1). Let us assume that the maps F : E ∩H A → H and G : E ∩H A → γ(K, H), where K is a separable Hilbert space, satisfy assumptions A.1 and A.2. Then for every
there exists a unique local maximal mild solution u = {u(t) : t ∈ [0, τ )}, to the Problem (5.4), in the sense of Definition 5.8 for some accessible bounded stopping time τ > 0.
Remark 5.11. It is relevant to note that the solution u = {u(t) : t ∈ [0, τ )} we construct later on will satisfy the following,
Proof of Theorem 5.10. We start the proof by remarking that it is enough to prove the existence of an unique local mild solution. Indeed, once we get such a result, the existence of a unique local maximal mild solution follows by methods which are standard now, see e.g. [11, Theorem 5.4 ] and references therein. The proof is divided in four steps. First two steps are devoted to prove the existence and uniqueness of the solution of the truncated evolution equation. In Step III we prove the existence of a local mild solution, in the sense of Definition 5.8, to Problem (5.4). We complete the proof in Step IV by proving a local uniqueness result.
Step I: Here we define the truncated evolution equation, related to Problem (5.4), and prove a few required estimates which allow us to show local well-posedness of truncated equation in Step II.
Since the initial position u 0 is given and the norm u 0 D(A 1/2 ) is less than 1, there exist M, M ′ ∈ (0, 1) such that
To derive the truncated equation we introduce the following two auxiliary functions. 
We have the following lemmata about θ ′ n s andθ as a consequence of their description. Lemma 5.12. The mapsθ and
are Lipschitz and bounded.
Lemma 5.13. If h : R + → R + is a non decreasing function, then for every x, y ∈ R,
To achieve the aim of Step 1, for each n ∈ N and T > 0, with the use of auxiliary functions θ,θ we define the map Ψ
if and only if u satisfy the following equation, for all t ∈ [0, T ],
Now we show that, for each n ∈ N, there exists T n > 0 such that the right handside of (5.19) is a strict contraction. We divide our argument in a couple of lemmata.
Lemma 5.14. For any T > 0, the map
is well-defined.
Proof of Lemma 5.14. It is known that, see [2] , w := I n 1 (u 0 , u 1 ) is the unique solution of the following homogeneous wave equation with the Dirichlet or the Neumann boundary condition
and w belongs to C ([0, T ]; H A ) = Z T . Moreover, due to Theorem 3.2, w belongs to X T and satisfy
. So, for every ω ∈ Ω, w ∈ X T ∩ Z T and (5.2) is satisfied. Furthermore, since w is adapted and continuous process, it is progressively measurable and, hence, we have proved Lemma 5.14.
Lemma 5.15. For any T > 0, the following map
Proof of Lemma 5.15.
Note that, above in the last step we have used the following consequence of the bound property of C 0 -group {S(t)} t≥0 , 
In view of (5.22) and (5.23), we infer that P−a.s. v Z T * ≤ M and v Y T * ≤ 2n. Thus, since F (0) = 0, by Lemma 5.1 the following argument holds,
In the next result, we show that
Lemma 5.17. For any T > 0, the map
where Jξ n is as (5.30), is well-defined.
Proof. First observe that from (4.10), we have
There exists a constant L n 3 (T ) > 0 such that the following assertions are true:
where L n (·) is non decreasing and lim Step III: Here we prove the existence of a local mild solution, in the sense of Definition 5.8, to Problem (5.4).
Fix any n ∈ N. Then, from
Step II, there exists a T n > 0 and a unique fixed point u n of map Ψ n Tn in the space M p (Y Tn ). Using the process u n , we define the following F-stopping time,
At this juncture it is important to mention that, since u n (0) H A < M ′ and the maps t → u n Yt and t → u n Zt are continuous, the stopping time τ n is strictly positive P−a.s..
Let {τ n k } k∈N denote a sequence of F-stopping times defined by
Then we deduce that τ n is actually an accessible F-stopping time with the approximating sequence {τ n k } k∈N . Next, to simplify the notation, we denote u := u n ; τ := τ n and τ k := τ n k in the remaining proof of Theorem 5.10. Since u is the fixed point of map Ψ n Tn , u satisfies the following,
for t ≥ 0. Observe that, from the definition of M p (Y Tn ), the processes on both sides of equality (5.41) are continuous and hence, the equality even holds when the fixed deterministic time is replaced by the random one, in particular, (5.41) holds for t∧τ k . Since by the definition of θ n ,θ, and τ k the following holds
we have
A F (u(s)) ds, P − a.s.
Invoke Lemma A.1 from Appendix A, which is a generalization of [10, Lemma A.1], we obtain
This concludes the existence part.
Step IV: In this step we complete the proof of Theorem 5.10, by showing the equivalence, in the sense of Definition 2.4, of u n [0,τn)×Ω and u k [0,τn)×Ω for all k, n ∈ N such that n ≤ k.
Let us fix any k, n ∈ N such that n ≤ k. Then obviously, by definition (5.40), τ n ≤ τ k , P−a.s.. Moreover, due to Step III, corresponding to n and k, respectively, {u n (t) : t ∈ [0, τ n )} and {u k (t) : t ∈ [0, τ k )} denote the local mild solutions to (5.4) , in the sense of definition (5.8) .
Applying the uniqueness part of Step III, for every (t, ω) ∈ [0, τ n ) × Ω, we argue as follows:
This implies u n [0,τn)×Ω and u k [0,τn)×Ω are equivalent in the sense of Definition 2.4. Hence we have completed Step IV, in particular, the proof of Theorem 5.10.
Remark 5.19. The method of proof using the cutoff function is indeed standard nowadays and in addition to [11] it has been used for the deterministic and stochastic NLS by Burq, Gerard and Tzvetkov [15] de Bouard and Debussche [7] as well as for parabolic SPDE, see L Hornung [29] and J Hussain [30] .
Thus the equality (A.1) holds for any deterministic time. Now let τ be any arbitrary stopping time. Define τ n := [2 n τ ] + 1 2 n , for each n ∈ N.
That is, τ n = k+1 2 if k 2 n ≤ τ < k+1 2 n . Then by straightforward calculation we get that for each ω ∈ Ω, τ n ց τ as n → ∞. Since equality (A.1) holds for deterministic time k 2 n , we have ½ k2 −n ≤τ <(k+1)2 −n I (k+1)2 −n (G) t ∧ (k + 1)2 −n = I τn (G) (t ∧ τ n ) .
(A.2)
Since τ n ց τ , we infer that, by continuity of trajectories of the process I(G), for all t ≥ 0, I(G)(t ∧ τ n ) → I(G)(t ∧ τ ), P − a.s. as n → ∞. (A.3) Furthermore observe that, E I τn (G)(t) − I τ (G)(t) Since τ n ց τ , P−a.s., as n → ∞, ½ [0,τn) → ½ [0,τ ) , P−a.s., as n → ∞. Also, note that since the C 0 -group {S(s)} s≥0 on H A × H is of contraction type, the integrand is bounded by some constant (depending upon t) multiply with 2 G(u(s)) Hence, there exists a subsequence of {I τn (G)(t)} n∈N , say {I τn k (G)(t)} k∈N , which converges to I τ (G)(t), P−a.s. as n → ∞. So for any fix t ≥ 0, by (A.2) and (A.3) we have P−a.s., I(G)(t ∧ τ ) − I τ (G)(t ∧ τ ) H A = I(G)(t ∧ τ ) − I(G)(t ∧ τ n k ) + I τn k (G)(t ∧ τ n k ) − I τ (G)(t ∧ τ ) H A ≤ I(G)(t ∧ τ ) − I(G)(t ∧ τ n k ) H + I τn k (G)(t ∧ τ n k ) − I τ (G)(t ∧ τ ) H A → 0 as k → ∞.
Thus, we get (A.1) and this completes the proof of Lemma A.1.
Appendix B. About the definition of a solution
Here we state an equivalence, without proof, between two natural definitions of a mild solution for SPDE (1.2). We begin by recalling the framework from Section 5. In particular, we set
where (p, q, r) is any suitable triple which satisfy (3.2). We assume that the maps F and G satisfy A.1 and A.2, respectively. Let us also recall that the space M p (Y T ) has been defined in (5.2). As mentioned in the introduction, the following result will be proved in the forthcoming paper.
Proposition B.1. Suppose that u 0 ∈ D(A 1/2 ), u 1 ∈ H, and T > 0.
• The following is a convenient reformulation of the previous result.
