( 
. Then x * is classified under f in the same way as under g.
Observe that for oscillatory nonhyperbolic fixed points, g(x 
Unfortunately, this falls in the gap of the classical theory. Therefore, to classify 0, the previous algorithm requires us to pass to the substantially more complicated g(
making 0 an unstable fixed point.
An improvement to the algorithm is made possible by a formula published in the mid-nineteenth century by Faà di Bruno. For a history of this result as well as some biographical information, see [6] .
for f ∈ C n and where a = a 1 +a 2 +···+a n and the sum extends over all possible integer
In our context, we are evaluating it all at the fixed point x * , with g(
and f (x * ) = −1. The sum then becomes
The character of this result will be more evident with several examples.
Example 3.3. For n = 2, there are two summands: {a 1 = 2, a 2 = 0} and {a 1 = 0, a 2 = 1}. Hence g (2) 
. This is no coincidence; Theorem 2.3 does not allow the first nonzero derivative of g to be even-numbered. For n = 3, there are three terms:
This confirms the classical test.
4. Generalized Schwarzian-type derivatives. Using formula (3.2), we can calculate generalized analogues of the Schwarzian derivative to use in our classification. We take
, and simplify using the assumption that S i f (x) = 0 for all i < k:
This allows a simpler algorithm to classify oscillatory nonhyperbolic fixed points of a one-dimensional map. Several properties of these S k f (x) are described in the following result.
Theorem 4.4. S k f (x) has exactly one term containing an odd derivative of f , and that term is −f (2k+1) (x).

Proof. First, recall that S k f (x) = (1/2)g (2k+1) (x).
We now use formula (3.2) with n = 2k + 1. Observe that the highest derivative that can appear is f (n) (x * ). This can appear in a term in only two ways: if a = n or if a n > 0. The restrictions on the sum force exactly two terms containing f (n) (x * ) : {a 1 = n, a 2 = ··· = a n = 0} and {a 1 = ··· = a n−1 = 0, a n = 1}. Each of these terms simplifies to −f
has the required term −f (2k+1) (x). Now, we prove by strong induction that no other terms appear with odd derivatives of f . The case k = 1 corresponds to the classical Schwarzian derivative. For k > 1, we observe that we are simplifying under the assumption that S i f (x) = 0 for all i < k. The result holds for these S i f (x) by the induction hypothesis. Hence, we can solve for each odd derivative f (2i+1) (x) in terms of even derivatives, and substitute into S k f (x).
We now use these Schwarzian-type derivatives to generate a class of functions, each of which is analytically a "square root" of the identity at the origin.
A special class of functions.
The function h(x) = x has a natural square root, namely, f (x) = −x. By this we mean that f (f (x)) = h(x) = x. However, we can construct an infinite class of other functions f , each of which is analytically a square root of h(x) at the origin. That is,
The most general square root is given by the following power series:
We observe that f (0) = 0, f (0) = −1, and otherwise f (n) (x) = a n . In order to ensure If we choose the even coefficients growing not too fast, the odd coefficients will also grow not too fast, by the following result.
Proof. In formula (3.2), there is exactly one term for each partition of n. Hence, there are at most e π √ 2n/3 terms (for a proof of this bound, see [13] ).
We will now show that each term has a coefficient bounded above by n!/2 n/2 . If any of a n/2 +1 ,...,a n is positive, then the coefficient of that term is at most n!/( n/2 + 1)! < n!/2 n/2 for n ≥ 4. Otherwise, we have 0 = a n/2 +1 = a n/2 +2 = ··· = a n . In this case, we have a 1 +a 2 +···+a n/2 = n, and the coefficient is at most n!/a 1 !a 2 ! ···a n/2 !. This is maximized when 2 = a 1 = a 2 = ··· = a n/2 . Hence, in any case, the coefficient of each term is bounded above by n!/2 n/2 .
So, putting together the two bounds above with the hypothesis that each derivative
√ n−(ln 2/2)n ≤ 1 for n sufficiently large (it turns out that n ≥ 55 is sufficient).
This bound is not sharp. The terms of formula (3.2) are of both signs, which is not exploited by this result. Also, the lower derivatives appear as multiple powers, and so there could be a further improvement that way, if we insist they are strictly less than one in absolute value. Calculation of polynomial approximations to these power series suggests that they can be made to have a positive radius of convergence, but this is unproven.
6. Open problems. This work has created more questions than it has answered. 
