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SUB-SEMI-RIEMANNIAN GEOMETRY OF GENERAL H-TYPE
GROUPS
MAURICIO GODOY MOLINA
ANNA KOROLKO
IRINA MARKINA
Abstract. We introduce a special class of nilpotent Lie groups of step 2, that gen-
eralizes the so called H(eisenberg)-type groups, defined by A. Kaplan in 1980. We
change the presence of inner product to an arbitrary scalar product and relate the
construction to the composition of quadratic forms. We present the geodesic equation
for sub-semi-Riemannian metric on nilpotent Lie groups of step 2 and solve them for
the case of generalH-type groups. We also present some results on sectional curvature
and the Ricci tensor of general H-type groups.
1. Introduction
A. Kaplan in 1980 proposed the construction of Heisenberg type algebras [15] whose
commutators are intimately related to the existence of a Clifford algebra over an inner
product space. He observed that the presence of a composition of two positive definite
quadratic forms ϕ and λ on two vector spaces H and V , respectively, allows one to
introduce a Lie bracket [· , ·] : H × H → V that induces a Lie algebra structure on
H ⊕ V . He also showed that the requirement that the adjoint map on a Lie algebra
(H ⊕ V, [· , ·]) of step 2 is an isometry between the orthogonal complement to its kernel
in H and V is a necessary and sufficient condition to recover the composition of ϕ and
λ. The presence of a composition is related to the existence of an H-representation of
the Clifford algebra Cℓ(V,−λ). We emphasize that in all mentioned constructions only
positive definite forms were used. Nevertheless, this restriction seems to be artificial,
since compositions are defined for arbitrary bilinear non-degenerate quadratic forms.
This leads to the definition of Lie brackets and, as a consequence, to the construction
of general H(eisenberg)-type algebras that include those constructed by Kaplan as a
particular case. To show that any general H-type algebra arises as a result of this
construction is one of our main results, see Theorem 1. As in the previous case, the
construction is closely related to the existence of the representation on H of the Clifford
algebra generated by V endowed with a scalar product.
The Heisenberg, and afterwardsH-type, groups are core examples in the study of sub-
Riemannian geometry. Remind that a sub-Riemannian manifold is a triplet (M,H, ρH),
where M is a smooth manifold, H is a smooth subbundle of the tangent bundle and ρH
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is a smoothly varying inner product defined for vectors from Hm, m ∈ M . Under the
bracket generating (or completely non-holonomic) condition on H, the sub-Riemannian
manifold can be considered as a metric space where the distance function is induced
by the metric tensor ρH. We give a list of references that is far from being complete,
where the fundamentals of sub-Riemannian geometry can be found [1, 2, 4, 24, 27].
In the same way as Riemannian and semi-Riemannian geometry are related, one
can study an analogue of sub-Riemannian geometry, that we call sub-semi-Riemannian
geometry. Namely, a triplet (M,H, ̺H), where M and H as above but ̺H is a smoothly
varying scalar product defined for vectors from Hm, m ∈ M , is called a sub-semi-
Riemannian manifold. The first examples and studies can be found in [6, 10, 11, 12, 13,
18, 19, 20]. Since the general H-type groups, introduced in the present work, carry a
natural scalar product closely related to its Lie structure, we think that they will play
an analogous cornerstone role in the study of sub-semi-Riemannian geometry. Apart
of this mathematical interest the H-type groups can find applications in affine control
systems, relativity theory, ADS-CFT correspondence and others subjects.
The present work is organized as following. After the introduction we review the
notion of composition and its relation to Lie algebras of step 2. In Subsection 2.5 the
general H-type algebras are defined and the main result is proved. The rest of Section 2
is dedicated to relations of the structure constants of a general H-type algebra and
coefficients of the Clifford algebra representation. Section 3 contains examples, showing
that there are general H-type algebras that are not among the classical ones introduced
by A. Kaplan. Moreover, we present an example showing that not all of general H-
type algebras can be obtained by taking the classical ones and changing the natural
inner product to an arbitrary scalar product. Section 4 is dedicated to the study of
sub-semi-Riemannian manifold related to nilpotent Lie groups of step 2. We write the
geodesic equations and general solutions in parametric form. For the general H-type
groups we present the closed parametric formulas for geodesics, which is possible due to
the extra symmetries of the problem. The last Section 5 collects some properties about
the Levi-Civita connection on general H-type groups, sectional curvature and the Ricci
curvature tensor.
2. Generalized H-type algebras.
2.1. Lie algebras of step 2. Let H be a Lie algebra and V a vector space. A central
extension of the Lie algebra H by V is a new Lie algebra that can be obtained as
follows. Consider a bilinear skew-symmetric map Ω: H ×H → V satisfying
(1) Ω([h1, h2]H , h3) + Ω([h2, h3]H , h1) + Ω([h3, h1]H , h2) = 0,
for all h1, h2, h3 ∈ H and where [· , ·]H denotes the bracket in H . Such kind of map is
called 2-cocycle. The vector space H ⊕ V endowed with the bracket
[(h1, v1), (h2, v2)] = ([h1, h2]H ,Ω(h1, h2)),
is the desired central extension.
IfH is abelian, then all brackets in (1) vanish, and by the bilinearity of Ω, equation (1)
holds trivially. The new brackets take the form
[(h1, v1), (h2, v2)] = (0,Ω(h1, h2)), h1, h2 ∈ H, v1, v2 ∈ V.
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Such kind of Lie algebras with abelian H will be the main object of our work and we
denote them by g =
(
H ⊕ V, [· , ·]
)
. It is easy to see that g is a nilpotent Lie algebra
of step 2. The subspace H is known as the horizontal space, and V is known as the
vertical space.
It is clear that the properties of the algebra g are determined by properties of the 2-
cocycle Ω. One of the possible ways of constructing such Ω was proposed by A. Kaplan
in the series of works [15, 16, 17], where compositions between positive definite quadratic
forms were used. Such kind of algebras are called H-type algebras or Heisenberg-type
algebras. In the present paper we propose to extend this construction by making
use of non-degenerate quadratic forms admitting a composition, regardless of the sign
requirement. We start from reviewing the definition and properties of composition.
2.2. Composition of quadratic forms. Let H and U be real vector spaces, and
let ϕ : H → R and λ : U → R be quadratic forms. For the rest of this article, we
will assume that both ϕ and λ are non-degenerate, in the sense that the associated
symmetric bilinear forms obtained by polarization
(2)
〈h1, h2〉ϕ =
1
2
(ϕ(h1 + h2)− ϕ(h1)− ϕ(h2)), h1, h2 ∈ H,
〈u1, u2〉λ =
1
2
(λ(u1 + u2)− λ(u1)− λ(u2)), u1, u2 ∈ U,
satisfy the condition that if 〈h1, h2〉ϕ = 0, for all h1 ∈ H , then h2 = 0; and similarly for
〈· , ·〉λ. We also observe the trivial consequences of (2)
(3) 〈h, h〉ϕ = ϕ(h), 〈u, u〉λ = λ(u).
We emphasize that the quadratic forms ϕ and λ are not assumed to be positive definite.
Definition 1. A bilinear map µ : U ×H → H is called a composition of ϕ and λ if for
any u ∈ U and any h ∈ H the equality
(4) ϕ(µ(u, h)) = λ(u)ϕ(h)
holds.
An old problem in the theory of quadratic forms asks for conditions for the existence
of a composition of two given quadratic forms. The answer to this question is a classical
non-trivial application of the theory of representation of Clifford algebras, see [21, pp.
133–139].
Example. Let U = H = R2 with u = (y1, y2), h = (x1, x2) and
ϕa(h) = ϕa(x1, x2) = x
2
1 + ax
2
2, λa(u) = λa(y1, y2) = y
2
1 + ay
2
2,
for any a ∈ R. The identity
(y21 + ay
2
2)(x
2
1 + ax
2
2) = (y1x1 + ay2x2)
2 + a(y1x2 − y2x1)
2
shows that the bilinear map µa : R
2 × R2 → R2 defined by
(5) µa(u, h) = µa
(
(y1, y2), (x1, x2)
)
:= (y1x1 + ay2x2, y1x2 − y2x1)
is a composition of the quadratic forms ϕa = λa, a ∈ R.
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Note that for a = 0, equation (5) still gives a composition of ϕa and λa. Even though
the degeneracy requirement plays no role in this example, non-degeneracy is of core
importance in the general arguments that will follow.
2.3. Lie algebras and compositions. Assume there is a composition µ : U×H → H
of the quadratic forms ϕ : H → R and λ : U → R. We will suppose that µ is normalized,
in the sense that we choose u0 ∈ U such that λ(u0) = ±1, and
µ(u0, h) = h, h ∈ H,
see [21, p. 134]. Let V ⊂ U be the orthogonal complement of span{u0}, with respect to
〈· , ·〉λ, and π : U → V the corresponding orthogonal projection. Note that the condition
λ(u0) 6= 0 is essential here, since the requirement that u0 is not a null vector (λ(u0) 6= 0)
guarantees that V = U ⊕ span{u0}, see [25, Lemma 2.23].
An important fact to have in mind is that the space End(H) of endomorphisms of
H admits a representation of the Clifford algebra Cℓ(V,−λ), i.e. there is an algebra
homomorphism ρ : Cℓ(V,−λ)→ End(H). More precisely, such algebra homomorphism
is given by v 7→ µ(v, ·). To see that this is indeed the case, note that the skew-symmetry
and composition formula give for any non-zero v ∈ V and arbitrary h′ ∈ H
(6) 〈µ
(
v, µ(v, h)
)
, h′〉ϕ = −〈µ(v, h), µ(v, h)〉ϕ = −〈v, v〉λ〈h, h
′〉ϕ.
We conclude that µ2(v, h)
def
= µ
(
v, µ(v, h)
)
= −〈v, v〉λh or, in other words, µ
2(v, ·) : H →
H is the identity map multiplied by the scalar −λ(v), which is exactly the image of the
defining property of Cℓ(V,−λ).
Remark 1. Up to an extra technical requirement, a converse of this result also holds,
see [21, Chapter 5].
In the next step we use a composition µ to define a Lie algebra structure on the
vector space H ⊕ V . To construct the corresponding Lie bracket, we first introduce a
bilinear map Φ: H ×H → U by means of the equality
(7) 〈u,Φ(h, h′)〉λ = 〈µ(u, h), h
′〉ϕ,
valid for all u ∈ U and all h, h′ ∈ H . The map Φ: H × H → U is in general not
anti-symmetric, for an example see Subsubsection 3.1.1. Nevertheless, projected to
V = span{u0}
⊥, it has the following useful property.
Proposition 1. The map π ◦ Φ : H ×H → V is an anti-symmetric bilinear map, i.e.
π ◦ Φ(h, h′) = −π ◦ Φ(h′, h) for all h, h′ ∈ H.
Proof. Notice that equation (4) can be conveniently rewritten as
(8) 〈µ(u, h), µ(u, h)〉ϕ = 〈u, u〉λ〈h, h〉ϕ, u ∈ U, h ∈ H,
by using (3). Applying this identity to u+ u′ ∈ U , we obtain the equality
(9) 〈µ(u, h), µ(u′, h)〉ϕ = 〈u, u
′〉λ〈h, h〉ϕ,
by bilinearity. If in equation (9) we evaluate u′ = u0 and assume u = v ∈ V , then we
see that
(10) 〈µ(v, h), µ(u0, h)〉ϕ = 〈µ(v, h), h〉ϕ = 0,
SUB-SEMI-RIEMANNIAN GEOMETRY OF GENERAL H-TYPE GROUPS 5
due to the normalization imposed to µ. Thus we have
0 = 〈µ(v, h+ h′), h+ h′〉ϕ =
= 〈µ(v, h), h〉ϕ︸ ︷︷ ︸
=0
+ 〈µ(v, h′), h′〉ϕ︸ ︷︷ ︸
=0
+〈µ(v, h), h′〉ϕ + 〈µ(v, h
′), h〉ϕ.
for v ∈ V . Therefore the map µ(v, ·) : H → H , v ∈ V , is a skew-symmetric map with
respect to the scalar product 〈· , ·〉ϕ. This implies that for v ∈ V and for all h, h
′ ∈ H
we have
〈v,Φ(h, h′)〉λ = −〈v,Φ(h
′, h)〉λ,
which means that π ◦ Φ(h, h′) = −π ◦ Φ(h′, h). 
As in Subsection 2.1, Proposition 1 allows us to define a Lie bracket on H ⊕ V by
[(h1, v1), (h2, v2)] = (0, π ◦ Φ(h1, h2)).
The resulting Lie algebra g = (H ⊕ V, [· , ·]) is a Lie algebra of step two.
The next result is completely independent of the chosen scalar products; nevertheless,
proving it with the non-degenerate products induced by ϕ and λ, helps us to obtain a
very useful corollary.
Lemma 1. Let Z(g) denote the center of the Lie algebra g = (H ⊕ V, [· , ·]). If g ∈
H ∩ Z(g), then g = 0.
Proof. If g ∈ H ∩ Z(g), then g = (h˜, 0), h˜ ∈ H and
[(h˜, 0), (h, v)] =
(
0, π ◦ Φ(h˜, h)
)
= (0, 0) for any (h, v) ∈ g.
It implies that Φ(h˜, h) ∈ ker π for all h ∈ H , or Φ(h˜, h) = ku0 for some k ∈ R. Thus
the equality
〈µ(v, h˜), h〉ϕ = 〈v,Φ(h˜, h)〉λ = k〈v, u0〉λ = 0 for all h ∈ H
and the non-degeneracy of the form ϕ yield µ(v, h˜) = 0 for any v ∈ V . Because of (8)
0 = 〈µ(v, h˜), µ(v, h˜)〉ϕ = 〈v, v〉λ〈h˜, h˜〉ϕ, for any v ∈ V,
we conclude that 〈h˜, h˜〉ϕ = 0. If the quadratic form ϕ is positive definite, then we
conclude that h˜ = 0 and finish the proof. In the case of non-degenerate indefinite form
we need more careful arguments.
Let us assume that h˜ 6= 0 and 〈h˜, h˜〉ϕ = 0. Using (8) we have for arbitrary h ∈ H
〈µ(v, h˜+ h), µ(v, h˜+ h)〉ϕ = 〈v, v〉λ〈h˜+ h, h˜ + h〉ϕ
= 〈v, v〉λ
(
2〈h˜, h〉ϕ + 〈h, h〉ϕ
)
.
On the other hand, since µ(v, h˜) = 0 for all v ∈ V , we have that
〈µ(v, h˜+ h), µ(v, h˜+ h)〉ϕ = 〈µ(v, h˜) + µ(v, h), µ(v, h˜) + µ(v, h)〉ϕ
= 〈v, v〉λ〈h, h〉ϕ.
Comparing both sides we see that 〈v, v〉λ〈h˜, h〉ϕ = 0 for an arbitrary v ∈ V and any
h ∈ H . This leads to a contradiction with the fact that h˜ 6= 0 due to non-degeneracy
of ϕ. 
As a corollary we immediately get the following.
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Corollary 1. If µ : V ×H → H is a composition of quadratic forms λ and ϕ, and for
any v ∈ V one has µ(v, h) = 0, then h = 0. Similarly if µ(v, h) = 0 for any h ∈ H,
then v = 0.
Let us observe more properties of compositions.
1. Equality (10) shows that the map µ(v, ·) : H → H transforms any h ∈ H to a
vector h′ = µ(v, h) ∈ H orthogonal to h, for any v ∈ V , v 6= 0.
2. Formula (9) ensures that any null vector h ∈ H (h 6= 0, 〈h, h〉ϕ = 0) is mapped
to a null vector h′′ = µ(v, h) for any v ∈ V .
3. The same formula (9) implies that if h ∈ H is fixed and 〈h, h〉ϕ = 1, then the
map µ(·, h) from V to the image of µ(·, h) inH is an isometry and if 〈h, h〉ϕ = −1
then the same map defines an anti-isometry.
4. For any v ∈ V such that 〈v, v〉λ = 1, equation (6) shows that the map µ(v, ·)
is an almost complex structure on H , that is, µ2(v, ·) = −IdH . Similarly, if
〈v, v〉λ = −1, then µ(v, ·) is a Cartan involution on H , i.e. µ
2(v, ·) = IdH .
5. Lemma 1 implies that the center of the Lie algebra g = (H ⊕ V, [· , ·]) coincides
with V and the bracket [· , ·] defines a map [· , ·] : H × H → V . Let us write
adh(·) = [h, ·], then adh defines a map adh : H → V . The relation (7) can be
written as
(11) 〈v, adh(h
′)〉λ = 〈v, [h, h
′]〉λ = 〈µ(v, h), h
′〉ϕ,
for v ∈ V , and h, h′ ∈ H . We see that for any h ∈ H , the image of µ(·, h)
belongs to the orthogonal space to kernel of adh, which we denote by ker
⊥(adh).
6. Comparing the observations 3. and 5. we can assume that, for h 6= 0, the map
adh is an inverse map to µ(·, h) and in the case of 〈h, h〉ϕ = ±1 it defines an
isometry or anti-isometry from ker⊥(adh) to V .
7. Substituting h′ = µ(v, h) with h 6= 0, 〈h, h〉ϕ = 0 in (11), we obtain
〈v, adh(µ(v, h))〉λ = 〈µ(v, h), µ(v, h)〉ϕ = 〈v, v〉λ〈h, h〉ϕ = 0
for any v ∈ V . The conclusion is that µ(v, h) ∈ ker(adh) since the quadratic
form λ is non-degenerate.
8. Taking into account 5. we conclude that the image of the map µ(·, h) is
ker(adh) ∩ ker
⊥(adh) for any h 6= 0 and 〈h, h〉ϕ = 0.
2.4. General H(eisenberg)-type Lie algebras. Let us, among all Lie algebras of
step 2 defined in Subsection 2.1 and carrying a scalar product 〈· , ·〉, consider special
ones that we call general H-type Lie algebras since they generalize the definition given
in [15] in the case when the scalar product 〈· , ·〉 is an inner product (positive definite).
Let us consider a Lie algebra g =
(
H⊕V, [· , ·]
)
of step two. We assume that H⊕V is
endowed with a non-degenerate scalar product 〈· , ·〉 = 〈· , ·〉H + 〈· , ·〉V such that 〈· , ·〉H
is non-degenerate scalar product on H and 〈· , ·〉V is a non-degenerate scalar product
on V . The decomposition H ⊕ V becomes orthogonal with respect to 〈· , ·〉. Since V is
the center of the Lie algebra g, the commutator is a map [· , ·] : H×H → V . Let h ∈ H
be such that 〈h, h〉H 6= 0, and we denote by Hh the orthogonal complement of
ker(adh : H → V ) = {h
′ ∈ H : [h, h′] = 0}.
We stress that Hh is only defined for non-null vectors, in which case it coincides with
ker⊥(adh). Also note that Hh ⊕ ker(adh) = H and Hh ∩ ker(adh) = {0}, see [25]
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Definition 2. We say that (g, 〈· , ·〉) is a Lie algebra of general H-type if adh : Hh → V
is a surjective isometry or anti-isometry for every vector h ∈ H, such that ‖h‖2H =
〈h, h〉H = ±1.
If 〈· , ·〉 is a positive definite, then Definition 2 coincides with the definition of H-type
groups given by A. Kaplan [15]. In this context, we have the following analogue of
Theorem 1 in [15].
Theorem 1. Let g be the Lie algebra constructed in Subsection 2.2, by using a com-
position of quadratic forms ϕ and λ. Then g is a general H-type Lie algebra with
〈· , ·〉 = 〈· , ·〉ϕ + 〈· , ·〉λ|V .
Conversely, for any given general H-type Lie algebra g = (H ⊕ V, [· , ·], 〈· , ·〉) there
exist a vector space U = V ⊕ span{u0}, quadratic forms ϕ on H and λ on U and a
composition µ : U ×H → H of ϕ and λ, such that g is built from the composition µ as
in Subsection 2.2.
Proof. Let g be a step 2 Lie algebra with underlying vector space H ⊕V , center V and
composition µ of the quadratic forms ϕ and λ. Then the commutator [· , ·] : H×H → V
is defined by equation (11). We see that if we define the scalar product 〈· , ·〉 on g by
〈·, ·〉 = 〈· , ·〉ϕ + 〈· , ·〉λ|V , then the map µ(·, h) : V → H is a formal adjoint to adh with
respect to this scalar product.
First, we need to prove that for each h ∈ H with norm 〈h, h〉ϕ = ±1 the map
adh : Hh → V
h′ 7→ [h, h′]
is an isometry or an anti-isometry. We start to show that it is a surjective map. Let
v′ ∈ V and fix h ∈ H such that for instance 〈h, h〉ϕ = 1. We show that h
′ = µ(v′, h)
satisfies adh(h
′) = v′. According to (11) and (9), we have for h′ = µ(v′, h)
〈v, adh(µ(v
′, h))〉λ = 〈µ(v, h), µ(v
′, h)〉ϕ = 〈v, v
′〉λ〈h, h〉ϕ = 〈v, v
′〉λ.
Therefore
〈v,
(
adh(µ(v
′, h)− v′)
)
〉λ = 0 for any v ∈ V.
By non-degeneracy of the quadratic form λ, we have adh(µ(v
′, h)) = v′, which shows
the surjectivity. If we would fix h ∈ H with 〈h, h〉ϕ = −1, then we need to chose
h′ = µ(v′,−h).
The map adh : Hh → V is injective, since if v
′ = 0 and h′ ∈ Hh then adh(h
′) = v′ = 0
implies h′ ∈ ker(adh) and we get the desired contradiction. We see that adh is an
isomorphism between Hh and V .
To check that adh is an (anti-)isometry, we need to check the equality
〈adh(h
′), adh(h
′′)〉λ = ±〈h
′, h′′〉ϕ for any h
′, h′′ ∈ Hh
with some fixed h ∈ H such that 〈h, h〉ϕ = ±1. Denote
adh(h
′) = v′ and adh(h
′′) = v′′,
then from the previous considerations we have
h′ = µ(v′, h) and h′′ = µ(v′′, h).
It yields
〈h′, h′′〉ϕ = 〈µ(v
′, h), µ(v′′, h)〉ϕ = 〈v
′, v′′〉λ〈h, h〉ϕ = ±〈adh(h
′), adh(h
′′)〉λ
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where we used (9) in the second equality. We finish the first part of the proof.
In the other direction, the problem is more subtle. Let g = H ⊕ V be a general
H-type algebra, with non-degenerate scalar product 〈· , ·〉 = 〈· , ·〉H+ 〈· , ·〉V and the Lie
bracket [· , ·]. At the first step we need to find a bilinear map µ : V ×H → H and then
extend it to the map from U ×H to H .
We start from the following observation. The bilinear form B : H ×H → R
Bv : H ×H → R
(h, h′) 7→ 〈v, [h, h′]〉V
defined for any v ∈ V \ {0} has the following property: if h ∈ H is fixed and ‖h‖2H
def
=
〈h, h〉H 6= 0 then there is h˜ ∈ H , h˜ 6= 0 such that Bv(h, h˜) 6= 0. Indeed, fix h 6= 0 in H
with ‖h‖2H 6= 0. Choose 0 6= v ∈ V and since the scalar product 〈· , ·〉V is non-degenerate
we find non-zero v′ ∈ V such that 〈v, v′〉V 6= 0. Denote ‖h‖H
def
=
√
|〈h, h〉H |. Since the
map ad h
‖h‖H
: H h
‖h‖H
→ V is surjective we find the unique non-zero h′ ∈ H h
‖h‖H
such that
ad h
‖h‖H
(h′) = v′ and Bv(h, h
′) 6= 0 because of
0 6= 〈v, v′〉V =
〈
v, ad h
‖h‖H
(h′)
〉
V
=
1
‖h‖H
Bv(h, h
′).
Let v ∈ V and h ∈ H . We define µ : V ×H → H by the formula
(12) 〈µ(v, h), h′〉H := 〈v, [h, h
′]〉V .
It is easy to see the following properties of µ.
a) The map µ is bilinear.
b) For any v ∈ V and h ∈ H the element µ(v, h) ∈ ker⊥(adh).
c) For any non-zero v ∈ V , the map µ(v, ·) : H → H is skew adjoint with respect
to 〈· , ·〉H:
〈µ(v, h), h′〉H = −〈h, µ(v, h
′)〉H .
d) If we set h′ = h, then the last property immediately implies that µ(v, h) is
orthogonal to h for arbitrary choice of h and v.
e) For fixed 0 6= h ∈ H the map µ(·, h) : V → H is the formal adjoint to adh : H →
V with respect to the scalar product 〈· , ·〉 in g.
Now we study the properties of µ(·, h) : V → H for some h ∈ H with 〈h, h〉H 6= 0.
We will show
(13) [h, µ(v, h)] = 〈h, h〉Hv, 〈h, h〉H 6= 0.
and the formula
(14) 〈µ(v, h), µ(v′, h)〉H = 〈v, v
′〉V 〈h, h〉H, v, v
′ ∈ V, h ∈ H.
Let v ∈ V , then since the map adh : Hh → V is bijective we find the unique h˜ ∈ Hh
such that adh(h˜) = v. Then by the (anti)-isometry property we have for an arbitrary
h′ ∈ H
‖h‖2〈h˜, h′〉H = ±‖h‖
2
〈
ad h
‖h‖
h˜, ad h
‖h‖
h′
〉
V
= ±〈[h, h˜], [h, h′]〉V
= ±〈v, [h, h′]〉V = ±〈µ(v, h), h
′〉H .
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Thus ‖h‖2h˜ = ∓µ(v, h). Then
[h, µ(v, h)] = ±[h, ‖h‖2h˜] = ±‖h‖2v.
Now we move to show the composition formula (14). Let v, v′ ∈ V and h ∈ H with
‖h‖2 6= 0. Then
〈µ(v, h), µ(v′, h)〉H
(12)
= 〈v, [h, µ(v′, h)]〉V
(13)
= ±‖h‖2〈v, v′〉V .
To show equalities (13) and (14) for h 6= 0 with ‖h‖2H = 0 we use the continuity
properties of linear maps. To proceed, we choose an orthonormal basis, see [25, p.
50], and consider coordinates with respect to this basis. It can be easily seen that the
following arguments do not depend on this choice. Let hn be a sequence of non-null
vectors in H such that hn → h as n → ∞ coordinate-wise. Then µ(v, hn) → µ(v, h)
as n → ∞ coordinate-wise in H for any fixed v ∈ V . Since the Lie bracket and scalar
product are continuous maps we conclude that (13) implies that for null vector h ∈ H
the image µ(v, h) belongs to ker adh for any v ∈ V . The equality (14) shows that the
image µ(v, h) of a null vector h ∈ H is a null vector.
Having the equality (14) for all h ∈ H , we substitute h with an arbitrary sum h+ h′
and obtain
〈µ(v, h), µ(v′, h′)〉H + 〈µ(v
′, h), µ(v, h′)〉H = 2〈v, v
′〉V 〈h, h
′〉H .
Applying skew-symmetry we get
−〈µ(v, µ(v′, h′)), h〉H − 〈µ(v
′, µ(v, h′)), h〉H = 2〈v, v
′〉V 〈h
′, h〉H
or in other words
µ(v, µ(v′, ·)) + µ(v′, µ(v, ·)) = −2〈v, v′〉V IdH(·), v, v ∈ V,
where IdH is the identity map in H . Particularly, for v = v
′ we deduce
µ2(v, ·) = µ(v, µ(v, ·)) = −〈v, v〉V IdH(·)
Thus
〈µ(v, h), µ(v, h)〉H = −〈µ(v, µ(v, h)), h〉H = 〈v, v〉V 〈h, h〉H,
and we showed the composition formula (8) for µ : V ×H → H . With this we recover
all the properties of the bilinear map µ : V ×H → H , listed in items 1.-8.
The next step is to extend the map µ to a vector space U . Set U = V ⊕ R with the
scalar product 〈· , ·〉U = 〈· , ·〉V + 〈· , ·〉R, where 〈· , ·〉R is usual Euclidean product. Define
an extended bilinear map µ˜ : U ×H → H by
µ˜(v + α, h) := µ(v, h) + αh, v ∈ V, h ∈ H, α ∈ R.
Then
〈µ˜(v + α, h), µ˜(v + α, h)〉U = 〈µ(v, h), µ(v, h)〉V + α
2〈h, h〉H
+ 2α〈h, µ(v, h)〉.
The last term in the right hand side vanishes due to the property c). Applying the
composition formula for µ we obtain
〈µ˜(v + α, h), µ˜(v + α, h)〉U = 〈h, h〉H
(
〈v, v〉V + 〈α, α〉R
)
,
that shows the composition µ˜ : U × H → H of the quadratic forms λ(·) = 〈· , ·〉U and
ϕ(·) = 〈· , ·〉H.
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Remark, that we can use a negatively definite product 〈· , ·〉R in R, but in this case
we define the scalar product on U by 〈· , ·〉U = 〈· , ·〉V − 〈· , ·〉R to get the same result.
This finishes the proof. 
2.5. Structure constants of a general H-type algebra. Consider the scalar prod-
uct vector spaces (H, 〈· , ·〉H) and (V, 〈· , ·〉V ) of indices νH and νV respectively. Recall
that the index of a scalar product vector space is the dimension of a maximal sub-
space where the scalar product is negative definite. Let from now on (h1, . . . , hn) and
(v1, . . . , vm) be orthonormal bases of the vector spaces H and V , respectively. We as-
sume for the rest of the paper that they are ordered in such a way that they satisfy
〈hi, hj〉H = ε
νH
i δij and 〈vα, vβ〉V = ε
νV
α δαβ, where δlk is the Kronecker symbol and ε
ν
k is
the sign symbol defined by
ενk =
{
−1 if k ≤ ν
1 otherwise.
In addition, denote by JH = (〈hi, hj〉H) = (ε
νH
i δij) and JV = (〈vα, vβ〉V ) = (ε
νV
α δαβ) the
Gram matrices of (H, 〈· , ·〉H) and (V, 〈· , ·〉V ) with respect to the chosen bases.
Let g = (H ⊕ V, [· , ·], 〈· , ·〉 = 〈· , ·〉H + 〈· , ·〉V ) be a general H-type algebra. As we
saw in Section 2.4, the Lie bracket defines an endomorphism µ(v, ·) : H → H for any
non vanishing v ∈ V by formula (12). We write
(15) µ(vα, hi) =
n∑
j=1
Aαijhj ,
and
(16) [hi, hj] =
m∑
β=1
B
β
ijvβ.
Since the Lie algebra g has step 2, the numbers Bβij are exactly the structure constants
of g.
Proposition 2. The coefficients Aαij and the structure constants B
β
ij of the general
H-type Lie algebra are related by
ενHj A
α
ij = ε
νV
α B
α
ij
Proof. We calculate
〈µ(vα, hi), hj〉H = 〈vα, [hi, hj]〉V =
m∑
β=1
B
β
ij〈vα, vβ〉V(17)
=
m∑
β=1
B
β
ijε
νV
α δα,β = ε
νV
α B
α
ij.
From the other side
(18) 〈µ(vαhi), hj〉H =
n∑
k=1
Aαik〈hk, hj〉V =
n∑
k=1
Aαikε
νH
k δkj = ε
νH
j A
α
ij .
Comparing (17) and (18) we obtain the result. 
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3. Examples
3.1. General Heisenberg groups. As one of our main motivating examples, we con-
sider the case of the Heisenberg Lie algebra. Consider the real nilpotent Lie algebra
heis2n+1 with generators
X1, . . . , Xn, Y1, . . . , Yn, Z
satisfying the well-known commutator rules
[Xk, Yl] = δk,lZ, [Xk, Z] = [Yl, Z] = 0,
where k, l ∈ {1, . . . , n} and δk,l denotes the Kronecker symbol. The horizontal subspace
is defined by
H = span{X1, . . . , Xn, Y1, . . . , Yn} ⊂ heis
2n+1
and the vertical space is simply V = span{Z}. We denote by H 2n,νH ,1 the Lie algebra
heis2n+1, endowed with the non-degenerate scalar product on H of index νH . The
super-index (2n, νH , 1) refers to the dimension of H , its index and the dimension of the
center of heis2n+1. For example, the classical sub-Riemannian structure on heis2n+1 is
denoted by H 2n,0,1.
The simplest non-trivial example of the objects studied in Section 2 is the general
Heisenberg group H 2,1,1 endowed with a sub-Lorentzian metric [10, 18]. To simplify
the notation, consider the generators X, Y, Z satisfying
[X, Y ] = Z, [X,Z] = [Y, Z] = 0.
As above, let H = span{X, Y } ⊂ heis3 and define a non-degenerate bilinear form on it
by
〈X,X〉H = −〈Y, Y 〉H = 1, 〈X, Y 〉H = 0,
and then extending it linearly to all of H . Additionally, consider the inner product
〈Z,Z〉V = 1 extended linearly to all of V = span{Z}.
3.1.1. H 2,1,1 as a general H-type group. To see that H 2,1,1 indeed satisfies the condi-
tions as in Subsection 2.4, note that if h = αX + βY ∈ H , for α, β ∈ R, then
〈h, h〉H = 〈αX + βY, αX + βY 〉H = α
2 − β2.
Assume α2 − β2 = 1, thus α 6= 0. The case in which α2 − β2 = −1 can be treated
analogously. Note that
[αX + βY, αX + βY ] = αβZ − αβZ = 0,
〈αX + βY, βX + αY 〉H = αβ − αβ = 0,
therefore
ker adh = span {αX + βY } and Hh = span {βX + αY }.
An immediate consequence of the above calculations is that
adh(βX + αY ) = [αX + βY, βX + αY ] = (α
2 − β2)Z = Z
is an isometry between the vector spaces Hh and V .
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3.1.2. H 2,1,1 in terms of composition of quadratic forms. In this sense, the above con-
struction has a very clear interpretation, given by formula (5) for a = −1. Proceed-
ing as in Subsection 2.2, we have that if H = U = R2, and ϕ = λ are such that
ϕ(h) = ϕ(x1, x2) = x
2
1 − x
2
2 and λ(h) = ϕ(y1, y2) = y
2
1 − y
2
2, then
ϕ(x1, x2)λ(y1, y2) = ϕ(µ˜((y1, y2), (x1, x2)),
where µ˜((y1, y2), (x1, x2)) = (y1x1−y2x2, y1x2−y2x1). Let us fix u0 = (1, 0) ∈ U , which
satisfies λ(u0) = 1. Then
µ˜(u0, h) = µ˜
(
(1, 0), (x1, x2)
)
= (x1, x2),
for h = (x1, x2) ∈ H , thus µ˜(u0, ·) is simply the identity map of H . The orthogonal
complement of span {u0} is V = span {v}, where v = (0, 1). Fix π : U → V to be the
orthogonal projection. It is easy to check that the map Φ: H ×H → U determined by
equation (7) is given by
Φ((x1, x2), (x
′
1, x
′
2)) = (x1x
′
1 − x2x
′
2, x2x
′
1 − x1x
′
2),
and therefore the space H ⊕ V inherits the Lie algebra structure given by
[((x1, x2), v1), (x
′
1, x
′
2), v2)] = (0, (x2x
′
1 − x1x
′
2)v),
for any h = (x1, x2) ∈ H , h
′ = (x′1, x
′
2) ∈ H and any v1, v2 ∈ V . Taking a basis of
H ⊕ V given by X = ((1, 0), 0), Y = ((0, 1), 0) and Z = ((0, 0), v), we see that
[X, Y ] = Z, [X,Z] = [Y, Z] = 0.
3.1.3. Care needs to be taken. Picking incompatible quadratic forms on H and U can
have undesirable consequences. For example, consider the problem of finding a compo-
sition of the quadratic forms
ϕ˜(x1, x2) = x
2
1 − x
2
2 and λ˜(y1, y2) = y
2
1 + y
2
2,
defined on H = U = R2, respectively. In order to solve the problem, we need to
determine the coefficients a, b, c, d, α, β, γ, δ ∈ R for the bilinear form
µ˜((y1, y2), (x1, x2)) =
(ay1x1 + by1x2 + cy2x1 + dy2x2, αy1x1 + βy1x2 + γy2x1 + δy2x2)
to satisfy the composition rule
ϕ˜(x1, x2)λ˜(y1, y2) = ϕ˜(µ˜((y1, y2), (x1, x2))).
If such a map exists, then the following equations must hold
a2 − α2 = b2 − β2 = −c2 + γ2 = −d2 + δ2 = 1(19)
ab− αβ = ac− αγ = ad− αδ = bc− βγ =
= bd− βδ = cd− γδ = 0.(20)
From equation (19), it follows that a, b, γ, δ 6= 0. This in turn implies α, β, c, d 6= 0, by
using the first and last equation in (20). Thus none of the coefficients of µ˜ can vanish.
Since ab = αβ, the first equation in (19) can be rewritten as
α2β2
b2
− α2 = α2
(
β2 − b2
b2
)
= −
α2
b2
= 1.
But then α2 + b2 = 0, which gives the desired contradiction.
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3.1.4. Extensions to higher dimensions. It is interesting to observe that a sort of “prod-
uct” construction holds for the general Heisenberg groups H 2n,n,1. Consider non-
degenerate bilinear form given by
〈Xk, Xl〉H = −〈Yk, Yl〉H = δk,l, 〈Xk, Yl〉H = 0,
for k, l ∈ {1, . . . , n}, and then extending it linearly to all of H . The inner product
〈Z,Z〉V = 1 is extended linearly to all of V = span{Z}. It is a simple exercise to note
that the arguments in Subsubsection 3.1.1 can be easily generalized to this case.
Similarly to what was done in Subsubsection 3.1.2, we consider the vector spaces
H = R2n and U = R2 with quadratic forms
ϕ(h) = ϕ(x1, y1, . . . , xn, yn) = x
2
1 − y
2
1 + · · ·+ x
2
n − y
2
n,
λ(u) = λ(u1, u2) = u
2
1 − u
2
2,
on H and U respectively. A composition µ between these two quadratic forms is simply
the bilinear map µ˜ : U ×H → H given by
((u1, u2), (x1, y1, . . . , xn, yn)) 7→
(u1x1 − u2y1, u1y1 − u2x1, . . . , u1xn − u2yn, u1yn − u2xn),
which corresponds to a coordinate-wise version of the composition law in Subsubsec-
tion 3.1.2.
Note that the discussion in Subsubsection 3.1.3 can be extended to the higher dimen-
sional case. Before drawing the conclusion, we recall the law of inertia for real quadratic
forms, which says that up to a change of coordinates every quadratic form of index ν
acting on RN can be written as −x21 − · · · − x
2
ν + x
2
ν+1 + · · ·+ x
2
N . Combining this and
Subsubsection 3.1.3, we see that any other choice of scalar product on H ⊂ heis2n+1
with index different from n will not give a general H-type Lie algebra.
3.2. General Quaternionic H-type groups. We can try to proceed as in Subsec-
tion 3.1 for a quaternionic analogue to the Heisenberg group H 2,1,1. Of course, such
case is more delicate than the previous one, nevertheless some of the constructions
follow the same patterns. To start with these ideas, note that the following identity
holds
(x21 + a x
2
2 + b x
2
3 + ab x
2
4)(y
2
1 + a y
2
2 + b y
2
3 + ab y
2
4) =
(x1y1 + a x2y2 + b x3y3 + ab x4y4)
2 + a(−x1y2 + x2y1 − b x3y4 + b x4y3)
2+
b(−x1y3 + x3y1 + a x2y4 + a x4y2)
2 + ab(−x1y4 + x4y1 − x2y3 + x3y2)
2,
for any a, b ∈ R. This implies that
µ((y1, y2, y3, y4), (x1, x2, x3, x4)) =
(y1x1 + a y2x2 + b y3x3 + ab y4x4, y1x2 − y2x1 − b y3x4 + b y4x3,
y1x3 − y3x1 + a y2x4 + a y4x2, y1x4 − y4x1 − y2x3 + y3x2)
is a composition of the quadratic form
(21) ϕ(a,b,ab)(x1, x2, x3, x4) = x
2
1 + a x
2
2 + b x
2
3 + ab x
2
4
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on H = R4 with λ(a,b,ab) = ϕ(a,b,ab) on U = R
4. Consider the vector spaces H = U = R4,
each endowed with the quadratic form equal to (21). By the inertia theorem, we can
reduce our study to the following two situations:
1. a = b = 1, 2. a = −b = 1.
In the first case, we obtain the quaternionic H-type group H 4,0,3 studied in [5]. The
second case presents a new example of a general H-type group, that we denote by H4,2,3,
following the notation in Subsubsection 3.1.1.
Let us fix u0 = (1, 0, 0, 0) ∈ U , which satisfies λ(1,−1,−1)(u0) = 1. Then for all
h = (x1, x2, x3, x4) ∈ H we have
µ((1, 0, 0, 0), (x1, x2, x3, x4)) = (x1, x2, x3, x4)
The orthogonal complement of span {u0} is V = span {v1, v2, v3}, where v1 = (0, 1, 0, 0),
v2 = (0, 0, 1, 0) and v3 = (0, 0, 0, 1). Fix π : U → V to be the orthogonal projection. It
is easy to check that the map Φ: H ×H → U determined by equation (7) is given by
Φ((x1, x2, x3, x4), (x
′
1, x
′
2, x
′
3, x
′
4)) =
(x1x
′
1 + x2x
′
2 − x3x
′
3 − x4x
′
4, x2x
′
1 − x1x
′
2 + x4x
′
3 − x3x
′
4,
x3x
′
1 + x4x
′
2 − x1x
′
3 − x2x
′
4, x4x
′
1 − x3x
′
2 + x2x
′
3 − x1x
′
4)
and therefore the space H ⊕ V has a Lie algebra structure given by
[((x1, x2, x3, x4), w1), (x
′
1, x
′
2, x
′
3, x
′
4), w2)] =
(0, (x2x
′
1 − x1x
′
2 + x4x
′
3 − x3x
′
4)v1 + (x3x
′
1 + x4x
′
2 − x1x
′
3 − x2x
′
4)v2+
+ (x4x
′
1 − x3x
′
2 + x2x
′
3 − x1x
′
4)v3),
for any (x1, x2, x3, x4), (x
′
1, x
′
2, x
′
3, x
′
4) ∈ H and any w1, w2 ∈ V . Taking a basis of H⊕V
given by
X1 = ((1, 0, 0, 0), 0), X2 = ((0, 1, 0, 0), 0)
X3 = ((0, 0, 1, 0), 0), X4 = ((0, 0, 0, 1), 0)
and Zi = (0, vi), we see that
[X1, X2] = [X3, X4] = −Z1,
[X2, X3] = [X1, X4] = Z2,
[X1, X3] = [X4, X2] = Z3,
which is isomorphic as Lie algebras to the one presented in [5]. Observe that this
construction can be extended as in Subsubsection 3.1.4 to obtain the general H-type
groups H 4n,2n,3.
4. General H-type Lie groups
4.1. Step 2 Lie groups. Let G be the unique (up to isomorphism) connected simply
connected Lie group with Lie algebra g. It is known, see [9], that for nilpotent groups,
we can identify G and g via the globally diffeomorphic exponential map exp : g → G.
Let (h1, . . . , hn) and (v1, . . . , vm) be bases of the vector spaces H and V , respectively,
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with structure constants Cαij defined by the formula [hi, hj] =
∑m
α=1 C
α
ijvα. We use the
normal coordinates
G ∋ g = (x1, . . . , xn, t1, . . . tm)
exp
←→ (
n∑
i=1
xihi +
m∑
α=1
tαvα
)
= (h, v) ∈ H ⊕ V.
By the Baker-Campbell-Hausdorff formula, the product law in G can be written as
(22) g · g′ = (x, t) · (x′, t′) =
(
x+ x′, t+ t′ +
1
2
[h, h′]
)
.
The group (G, ·) is referred to as a nilpotent Lie group of step two, see also [24].
We calculate the coordinates of the Lie bracket [h, h′]. Let h =
∑n
i=1 xihi and h
′ =∑n
j=1 x
′
jhj , then
[h, h′] =
n∑
i=1
n∑
j=1
xix
′
j [hi, hj] =
n∑
i,j=1
xix
′
j
m∑
α=1
Cαijvα(23)
and the group law (22) is written as
(24) g · g′ = (x, t) · (x′, t′) =
(
n∑
i=1
(xi + x
′
i),
m∑
α=1
(
tα + t
′
α +
1
2
n∑
i,j=1
xix
′
jC
α
ij
))
.
4.2. Step 2 Lie groups as sub-semi-Riemannian manifolds. For each g ∈ G,
we denote by Lg : G → G the left-translation diffeomorphism. If e ∈ G denotes the
identity element, as usual we identify the tangent space TeG with the Lie algebra g.
The left-translations, allow us to define the distributions
H(g) = deLg(H), V(g) = deLg(V ).
We also define a left invariant indefinite metric ρ by translating the scalar product 〈· , ·〉
from g to an arbitrary point:
ρ(Xg, X
′
g) = 〈dgLg−1(Xg), dgLg−1(X
′
g)〉, g ∈ G, Xg, X
′
g ∈ TgG.
Let us assume that H and V are orthogonal with respect to 〈· , ·〉, and let us write
〈· , ·〉 = 〈· , ·〉H + 〈· , ·〉V . The metric ρH obtained by translating 〈· , ·〉H is the indefinite
metric such that at each g ∈ G we have ρH : H(g)×H(g)→ R and it is called a sub-semi-
Riemannian metric. The triplet
(
G,H, ρH
)
is an example of a sub-semi-Riemannian
manifold, see [20]. By the well-known theorem of Chow and Rashevski˘ı, see [7, 26],
since the space H Lie-generates the whole Lie algebra g, every two points on G can be
connected by a piecewise smooth curve with velocity vectors almost everywhere in H.
Differentiating (24) with respect to g′ we get the matrix of deLg. Applying it to the
basic vectors {∂xi}
n
i=1 and {∂tα}
m
α=1 at the identity e = (0, . . . , 0) ∈ G we obtain the
expressions of left invariant vector fields at point g = (x1, . . . , xn, t1, . . . , tm) ∈ G:
(25) Xi(g) = ∂xi +
1
2
m∑
α=1
n∑
j=1
xjC
α
ji∂tα = ∂xi +
1
2
m∑
α=1
n∑
j=1
Cαijxj∂tα ,
for i = 1, . . . , n, and Tα(g) = ∂tα , α = 1, . . . , m.
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Remark 2. Among all sub-semi-Riemannian manifolds related to the Lie algebras of
step 2 the sub-semi-Riemannian manifolds produced by general H-type groups occupy
a special place due to additional natural relations between scalar product and Lie
brackets expressed in Proposition 2.
Our aim is to calculate the parametric formulas for normal sub-semi-Riemannian
geodesics that are projections of solutions of a Hamiltonian system. We start from the
deduction of such system, but we cannot solve it in the case of an arbitrary step 2 Lie
group. Nevertheless, we are able to give precise formulas for the case of general H-type
Lie groups.
For the subsequent computations, we choose orthonormal bases {hi}
n
i=1 of H and
{vβ}
m
α=1 of V as in Subsection 2.5. In such case, the vector fields given by (25) are
orthonormal with respect to ρH. The metric Hamiltonian function is given byH(g, λ) =
1
2
ρ∗H(λg, λg), where ρ
∗
H : T
∗
gG × T
∗
gG→ R is the co-metric, and the co-vector λg ∈ T
∗
gG
is expressed in coordinates of the dual basis as
λ(g) =
n∑
i=1
ξi dxi +
m∑
α=1
θαdtα.
Details about the construction of co-metric can be found in [10, 20, 24, 27]. By making
use of the orthonormal left-invariant vector fields (25), we write the Hamiltonian in the
form
(26) H(g, λ) = −
1
2
νH∑
i=1
λ(Xi(g))
2 +
1
2
n∑
i=νH+1
λ(Xi(g))
2.
Since
λ(Xi(g)) =
n∑
i=1
ξi +
1
2
m∑
α=1
n∑
j=1
Cαijxjθα, i = 1, . . . , n,
we need to simplify the notations in equation (26). We write Ωij =
∑m
α=1C
α
ijθα, ξ =
(ξ1, . . . , ξn), θ = (θ1, . . . , θm), x = (x1, . . . , xn), t = (t1, . . . , tm), and finally,
Ωx =
(
(Ωx)1, . . . , (Ωx)n
)
=
(
n∑
j=1
Ω1jxj , . . . ,
n∑
j=1
Ωnjxj
)
.
Then the Hamiltonian function is given by
H(x, t, ξ, θ) =
1
2
〈ξ, ξ〉H +
1
2
〈ξ,Ωx〉H +
1
8
〈Ωx,Ωx〉H ,
and the Hamiltonian system is
(27)


x˙ = ∂H
∂ξ
= JHξ +
1
2
JHΩx,
t˙α =
∂H
∂θα
= 1
2
〈ξ, Cαx〉H +
1
4
〈Ωx, Cαx〉H , α = 1, . . . , m,
ξ˙ = −∂H
∂x
= 1
2
ΩJHξ +
1
4
ΩJHΩx,
θ˙α = −
∂H
∂tα
= 0,
where Cα = (Cαij). Since we are interested in the projection of the solution to the
Hamiltonian system into G, we rewrite the system in terms of the relevant variables x
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and t. The first and the third equations imply
1
2
JHΩx˙ =
1
2
JHΩJHξ +
1
4
(JHΩ)
2x,
JH ξ˙ =
1
2
JHΩJHξ +
1
4
(JHΩ)
2x,
and we conclude that JH ξ˙ =
1
2
JHΩx˙. Now differentiating the first equation of (27) and
substituting the last equality we obtain
x¨ = JHΩx˙.
Observing that JH x˙ = ξ +
1
2
Ωx, we calculate
t˙α =
1
2
〈ξ +
1
2
Ωx, Cαx〉H =
1
2
〈JH x˙, C
αx〉H =
1
2
x˙TCαx,
where T denotes the usual transposition of matrices. We conclude that the geodesic
equations are
(28)
{
x¨ = JHΩx˙,
t˙α =
1
2
x˙TCαx, α = 1, . . . , m.
It is easy to see that we can give a closed formula for the solutions of the first of the
above equations, provided Ω is invertible. Working in a Lie group, without loss of
generality we can assume that x(0) = 0, and let us denote x˙(0) = V0. These solutions
are given by
x(s) = V0(JHΩ)
−1(exp(JHΩs)− I).
The solutions for the second equation can be found by integration, but no closed formula
seems to be available. Note that if θα = 0 for all α, then x¨ = 0 and thus x(s) = V0s. It
follows that
t˙α =
1
2
x˙TCαx =
s
2
V T0 C
αV0 = 0,
since Cα is a skew-symmetric matrix, and thus all the tα’s are constant. We conclude
that the geodesics are straight lines in the space t = t(0), passing through the point
(0, t(0)) with velocity vector V0.
Remark 3. The equation for horizontal coordinates depends on the choice of scalar
product, but the equation for the vertical components does not. This last equation ex-
presses the horizontality condition, which is independent from the chosen scalar product
and depend only on the structure constants of the Lie algebra. For a positive definite
metric for H-type groups the equations (28) where solved in [16, 17], see also [3, 5].
The case of the Lorentzian metric and a metric of index 2 for some specific Lie groups
of step 2 can be found in [10, 18, 19].
4.3. Geodesics for general H-type groups. Here we present solutions of (28) with
initial data x(0) = 0, t(0) = 0, x˙(0) = V0, θα(0) = θα, α = 1, . . . , m, in the case of
general H-type groups.
Since the case of θ = 0 was already considered, let us assume that not all of the θα’s
vanish. Denoting x˙ = y in (28), we obtain
y˙(s) = JHΩ y(s) =⇒ y(s) = V0 exp(sJHΩ).
To present the structure of exp(sJHΩ), we need to present some useful formulas that
will simplify the calculations afterward. Following our conventions, we denote the
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constants associated to µ by Aαij , as in equation (15), and the structure constants of
the general H-type algebra g by Bαij , as in equation (16). First of all, note that the
equation ενHj A
α
ij = ε
νV
α B
α
ij of Proposition 2 can be written as
(29) ενVα A
α = BαJH .
In addition, we also need the following lemma.
Lemma 2. With the notations introduced above and choosing bases as in Subsection 2.5,
we have that (
Aα
)2
= −‖vα‖
2JH = −ε
νV
α JH .(30) (
JHB
α
)2
= −ενVα JH .(31)
JHB
αJHB
β + JHB
βJHB
α = 0.(32)
Denoting Θ2 =
∑m
α=1 ε
νV
α θ
2
α for the square norm of the initial co-vector, we get
(33)
(
JHΩ
)2
= −Θ2JH .
Proof. To see that equation (30) holds, we calculate from one side
〈µ(vα, (µ(vα, hi)), hj〉H = 〈µ
2(vα, hi), hj〉H = −〈vα, vα〉V 〈hi, hj〉H
= −‖v2α‖V ε
νh
i δij ,
and from the other side
〈µ(vα, (µ(vα, hi)), hj〉H =
n∑
k=1
Aαik〈µ(vα, hk), hj〉H =
n∑
k=1
AαikA
α
kj =
{(
Aα
)2}
ij
.
Formula (31) follows directly from (29) and (30). Explicitly(
JHB
α
)2
= JH
(
BαJH
)2
JH = JH
(
ενVα A
α
)2
JH = −ε
νV
α JH .
To prove equation (32), remind the relation
〈µ(vα, µ(vβ, hi)), hj〉H + 〈µ(vβ, µ(vα, hi)), hj〉H = −2〈vα, vβ〉V 〈hi, hj〉H .
It implies
(
AαAβ + AβAα
)
ij
= −2〈vα, vβ〉V ε
νH
i δij = 0 with respect to the orthonormal
basis (v1, . . . , vm). We immediately deduce that
JHB
αJHB
β + JHB
βJHB
α = ενVα ε
νV
β JH
(
AαAβ + AβAα
)
JH = 0.
Finally, to obtain equation (33), we have the following chain of equalities, which are
simple applications of formulas (31) and (32)
(
JHΩ
)2
=
(
m∑
α=1
θαJHB
α
)2
=
m∑
α=1
θ2α
(
JHB
α
)2
+
m∑
α,β=1, α6=β
θαθβ
(
JHB
αJHB
β + JHB
βJHB
α
)
= −
m∑
α=1
ενVα θ
2
αJH := −Θ
2JH . 
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The value Θ2 < 0 corresponds the timelike initial data, Θ2 > 0 corresponds the
spacelike initial data and Θ2 = 0 corresponds the null initial co-vector.
If Θ2 = 0 then exp(sJHΩ) = I + sJHΩ. The solution is given by
x(s) =
(
sI +
s2
2
JHΩ
)
V0.
To solve the equation t˙α =
1
2
x˙TBαx we notice that JHB
α = BαJH by (31), that implies
also JHΩ = ΩJH for Ω =
∑m
β=1 θβB
β. Remind also that Bα, α = 1, . . . , m are skew-
symmetric by definition. Thus, we get
t˙α(s) =
s
2
[
V T0
(
I + sJHΩ
)T
Bα
(
I +
s
2
JHΩ
)
V0
]
=
s
2
[
V T0 B
αV0 +
s2
2
(
ΩV0
)T
Bα
(
ΩV0
)
−
s
2
〈V0, B
αΩV0〉H
]
.
The integration over [0, s] leads to the formula
tα(s) =
s2
4
V T0 B
αV0 −
s3
12
〈V0, B
αΩV0〉H +
s4
16
(
ΩV0
)T
Bα
(
ΩV0
)
.
Let us assume that Θ2 6= 0. Then the exponential exp(sJHΩ) can be decomposed
into four series
exp(sJHΩ) = I
( ∞∑
n=0
(sΘ)4n
(4n)!
)
+ JHΩs
( ∞∑
n=0
(sΘ)4n
(4n+ 1)!
)
− sign(Θ2)JH
( ∞∑
n=0
(sΘ)4n+2
(4n+ 2)!
)
− sign(Θ2)Ωs
( ∞∑
n=0
(sΘ)4n+2
(4n+ 3)!
)
=
1
2
[
I
(
cos(sΘ) + cosh(sΘ)
)
+ JHΩ
sin(sΘ) + sinh(sΘ)
Θ
− sign(Θ2)JH
(
− cos(sΘ) + cosh(sΘ)
)
− sign(Θ2)Ω
− sin(sΘ) + sinh(sΘ)
Θ
]
.
where we write Θ =
√
|Θ2|.
Solving the equation x˙(s) = V0 exp(sJHΩ) on the interval [0, s], we find
x(s) =
1
2
[
I
sin(sΘ) + sinh(sΘ)
Θ
+ JHΩ
− cos(sΘ) + cosh(sΘ)
|Θ|2
− sign(Θ2)JH
− sin(sΘ) + sinh(sΘ)
Θ
(34)
− sign(Θ2)Ω
cos(sΘ) + cosh(sΘ)− 2
|Θ|2
]
.
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We present only the expression for t˙α, since the integration of the presented formulas
are tedious but simple and we will not work with the formulas of geodesics anymore.
t˙α(s) =
Bα
Θ
(
cos(sΘ) + cosh(sΘ)
)(
sin(sΘ) + sinh(sΘ)
)
+
JHB
αΩ
|Θ2|
(
cosh2(sΘ)− cos2(sΘ)
)
−
sign(Θ2)JHB
α
Θ
(
cos(sΘ) + cosh(sΘ)
)(
− sin(sΘ) + sinh(sΘ)
)
−
sign(Θ2)BαΩ
|Θ2|
(
cos(sΘ) + cosh(sΘ)
)(
cos(sΘ) + cosh(sΘ) − 2
)
−
JHΩB
α
|Θ2|
(
sin(sΘ) + sinh(sΘ)
)2
−
(ΩBαΩ
|Θ3|
+
sign(Θ2)JHBα
Θ
)(
sin(sΘ) + sinh(sΘ)
)(
− cos(sΘ) + cosh(sΘ)
)
+ 2
sign(Θ2)ΩBα
|Θ2|
(
sinh2(sΘ)− sin2(sΘ)
)
(35)
+
sign(Θ2)JHΩB
αΩ
|Θ2|
(
sin(sΘ) + sinh(sΘ)
)(
cos(sΘ) + cosh(sΘ)− 2
)
−
sign(Θ2)BαΩ
|Θ2|
(
− cos(sΘ) + cosh(sΘ)
)2
+
(Bα
Θ
+
sign(Θ2)JHΩBαΩ
|Θ3|
)(
− cos(sΘ) + cosh(sΘ)
)(
− sin(sΘ) + sinh(sΘ)
)
+
JHB
αΩ
|Θ2|
(
− cos(sΘ) + cosh(sΘ)
)(
− cos(sΘ) + cosh(sΘ)− 2
)
−
JHΩB
α
|Θ2|
(
− sin(sΘ) + sinh(sΘ)
)2
−
ΩBαΩ
|Θ3|
(
− sin(sΘ) + sinh(sΘ)
)(
− cos(sΘ) + cosh(sΘ)− 2
)
.
We summarize the result of the section in the following theorem
Theorem 2. Let G be a general H-type group. Then the geodesics starting at the origin
with initial horizontal velocity V0 = (V
1
0 , . . . , V
n
0 ) ∈ H and initial co-vector (θ1, . . . , θm)
are given by:
• x(s) = V0s, tα = 0, α = 1, . . . , m if θ1 = . . . = θm = 0.
• If Θ2 =
∑m
α=1 ε
νV
α θ
2
α = 0 then
x(s) =
(
sI +
s2
2
JHΩ
)
V0,
tα(s) =
s2
4
V T0 B
αV0 −
s3
12
〈V0, B
αΩV0〉H +
s4
16
(
ΩV0
)T
Bα
(
ΩV0
)
,
for α = 1, . . . , m,
• In the case of Θ2 6= 0 the coordinates x are given by (34), and the coordinates t
are obtained by integrating formula (35).
Notice that a further knowledge about the matrices Bα, α = 1, . . . , m could lead to
simplifications in the formula (35). For example in the case of H-type groups with pos-
itive definite metric under the presence of the so-called J2-condition [8] the formulas for
geodesics were described in [3]. In the presence of the same J2-condition the geodesics
for the Heisenberg group H 2,1,1 and for H 4,2,3, can be found in [18, 19].
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5. Curvatures for general H-type groups
5.1. Covariant derivatives of left-invariant vector fields. Let G be a general H-
type Lie group with a left-invariant metric ρ = ρH + ρV as in Subsection 4.2, with
Lie algebra g. For notational convenience, since we work with left-invariant vector
fields, we use 〈· , ·〉 = 〈· , ·〉H + 〈· , ·〉V instead. Let ∇ be the semi-Riemannian Levi-
Civita connection on G, as in [25]. Milnor [23] observed that the Koszul formula for
left-invariant vector fields X, Y, Z ∈ g reduces to
(36) 〈∇XY, Z〉 =
1
2
(
〈X, [Z, Y ]〉 − 〈Y, [X,Z]〉 − 〈Z, [Y,X ]〉
)
.
Milnor made this observation in the Riemannian case, but his argument goes unchanged
for the semi-Riemannian case. In particular, equation (36) implies the skew-symmetry
of the operator ∇X , that is 〈∇XY, Z〉+ 〈Y,∇XZ〉 = 0.
Equation (36) helps computing covariant derivatives of left-invariant vector fields
in the case of general H-type groups, whether they are horizontal or vertical. We
summarize these formulas in the following lemma.
Lemma 3. Let h, h1, h2 ∈ H and v, v1, v2 ∈ V , then we have
(37)


∇h1h2 =
1
2
[h1, h2],
∇vh = ∇hv = −
1
2
µ(v, h),
∇v1v2 = 0.
Proof. All the computations follow easily from equations (12) and (36). To prove the
first identity, we see that
〈∇h1h2, h〉 =
1
2
(
〈h1, [h, h2]︸ ︷︷ ︸
vertical
〉 − 〈h2, [h1, h]︸ ︷︷ ︸
vertical
〉 − 〈h, [h2, h1]︸ ︷︷ ︸
vertical
〉
)
= 0,
thus ∇h1h2 does not have any horizontal component. For the vertical direction we have
〈∇h1h2, v〉 =
1
2
(
〈h1, [v, h2]︸ ︷︷ ︸
=0
〉 − 〈h2, [h1, v]︸ ︷︷ ︸
=0
〉 − 〈v, [h2, h1]〉
)
= −
1
2
〈[h2, h1], v〉.
For the first part of the second equation, we have
〈∇vh, h1〉 =
1
2
(
〈v, [h1, h]〉 − 〈h, [v, h1]︸ ︷︷ ︸
=0
〉 − 〈h1, [h, v]︸︷︷︸
=0
〉
)
= −
1
2
〈v, [h, h1]〉 = −
1
2
〈µ(v, h), h1〉
in the horizontal direction, and
〈∇vh, v1〉 =
1
2
(
〈v, [v1, h]︸ ︷︷ ︸
=0
〉 − 〈h, [v, v1]︸ ︷︷ ︸
=0
〉 − 〈v1, [h, v]︸︷︷︸
=0
〉
)
= 0
in the vertical direction. All other cases are similar or easier. 
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5.2. Sectional curvatures and stable subspaces. We want to compute the semi-
Riemannian curvature endomorphism for the general H-type groups, using the formulas
in Lemma 3. We use the sign conventions of Lee [22] for the curvature endomorphism,
that is
R(X, Y )Z =
(
∇X∇Y −∇Y∇X −∇[X,Y ]
)
Z,
for any X, Y, Z ∈ Vect(G).
Lemma 4. Let h, h1, h2 ∈ H and v, v1, v2 ∈ V , then we have
(38)


R(h1, h2)h =
1
4
(
2µ([h1, h2], h)− µ([h, h1], h2)− µ([h2, h], h1)
)
,
R(h1, v)h2 = −
1
4
[h1, µ(v, h2)],
R(h, v1)v2 = −
1
4
µ(v1, µ(v2, h)),
R(v1, v2)v = 0.
Proof. All these formulas follow easily from 3. Other combinations follow from skew-
symmetry in the first two components or from the first Bianchi identity. 
Our aim is to determine certain non-degenerate subspaces of H ⊂ g that are stable
under the action of the composition.
Definition 3. A non-degenerate subspace W ⊂ H is stable if µ(v,W ) ⊂ W for some
non-null vector v ∈ V or, in other words, if W is an invariant subspace for the map
µ(v, ·) : H → H.
We focus our attention in the case of two dimensional subspaces, since some of their
properties are intimately related to the corresponding sectional curvatures. Now let us
compute the different sectional curvatures k(P ) that are possible for different choices
of planes P ⊂ g.
Proposition 3. Let h, h1, h2 ∈ H and v, v1, v2 ∈ V . Assume, furthermore, that the
pairs h1, h2 and v1, v2 are linearly independent. Then
(39) k(P ) =


3
4
‖[h1, h2]‖
2
‖h1‖2‖h2‖2 − 〈h1, h2〉2
, if P = span{h1, h2},
−
1
4
if P = span{h, v},
0, if P = span{v1, v2}.
Proof. Recall that the sectional curvature of the plane P = span{α, β} is given by
(40) k(P ) =
〈R(α, β)α, β〉
‖α‖2‖β‖2 − 〈α, β〉2
.
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To compute the numerator in (40), we use the formulas (38) in the different cases listed.
If P = span{h1, h2} ⊂ H we have
〈R(h1, h2)h1, h2〉 =
1
2
〈µ([h1, h2], h1), h2〉 −
1
4
〈µ([h1, h1]︸ ︷︷ ︸
=0
, h2), h2〉−
−
1
4
〈µ([h2, h1], h1), h2〉 =
3
4
〈µ([h1, h2], h1), h2〉
=
3
4
〈[h1, h2], [h1, h2]〉 =
3
4
‖[h1, h2]‖
2.
The first formula follows. In the case when P = span{h, v}, we know that 〈h, v〉 = 0
by definition. What is left to prove is a straightforward computation
〈R(h, v)h, v〉 = −
1
4
〈[h, µ(v, h)], v〉 = −
1
4
〈µ(v, h), µ(v, h)〉
= −
1
4
〈v, v〉〈h, h〉 = −
1
4
‖v‖2‖h‖2.
The second formula follows. Finally, the last equality holds since R(v1, v2)v = 0 for all
v, v1, v2 ∈ V , and thus k(span{v1, v2}) = 0. 
We conclude with the computation of the sectional curvature of stable and abelian
two dimensional horizontal subspaces of g.
Proposition 4. Let P = span{h1, h2} be a non-degenerate two dimensional horizontal
subspace of g. If P is stable then k(P ) = 3
4
, and if P is abelian then k(P ) = 0.
Proof. Without loss of generality, we can assume that {h1, h2} is a non-null orthonormal
basis, since the sectional curvature is invariant under choice of basis, and P is non-
degenerate. Let us first write h2 = h + µ(v, h1) for some non-null v ∈ V and h ∈ H
chosen such that h ∈ µ(V, h1)
⊥. For any w ∈ V we have the following chain of equalities
〈w, [h1, h2]〉V = 〈w, [h1, h]〉V + 〈w, [h1, µ(v, h1)]〉V
= 〈µ(w, h1), h〉H︸ ︷︷ ︸
=0
+〈µ(w, h1), µ(v, h1)〉H = ‖h1‖
2〈w, v〉V ,
where we used equality (6). It follows that [h1, h2] = ‖h1‖
2v. It is clear that h = 0 if
and only if P is stable. In this case, note that
‖[h1, h2]‖
2 = 〈v, v〉 = ‖h1‖
2〈µ(v, h1), µ(v, h1)〉 = ‖h2‖
2‖h1‖
2,
therefore k(P ) = 3
4
‖[h1,h2]‖2
‖h1‖2‖h2‖2−〈h1,h2〉2
= 3
4
.
On the other hand, if P is abelian, then [h1, h2] = 0. The result follows. 
Remark 4. The calculations in Proposition 4 show that
‖[h1, h2]‖
2 = ‖h1‖
2‖h2 − h‖
2,
thus the sectional curvature k(P ) takes the form
k(P ) =
3
4
‖h2 − h‖
2
‖h2‖2
=
3
4
‖h2‖
2 − 2〈h+ µ(v, h1), h〉+ ‖h‖
2
‖h2‖2
=
3
4
‖h2‖
2 − ‖h‖2
‖h2‖2
=
(
1−
‖h‖2
‖h2‖2
)
.
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This is enough to prove that 0 ≤ k(P ) ≤ 3
4
in [16], but this no longer holds in the semi-
Riemannian case. Some bounds are still available, but do not give any new information.
5.3. The Ricci tensor and scalar curvature. With the results of Subsection 5.2
at hand, we can compute the Ricci tensor for general H-type groups and obtain some
interesting properties of the scalar curvature.
Theorem 3. Let (h1, . . . , hn) and (v1, . . . , vm) be non-degenerate orthonormal bases of
H and V , respectively, ordered as in Subsection 2.5. Then the Ricci tensor for the
general H-type group G, relative to the chosen basis, has the diagonal form
(41)


−
1
2
m∑
α=1
ενVα JH 0
0
1
4
n∑
i=1
ενHi JV

 .
Proof. The Ricci tensor Ric(X, Y ) evaluated at X, Y ∈ Vect(G) is given by
Ric(X, Y ) =
n∑
i=1
〈R(hi, X)Y, hi〉+
m∑
α=1
〈R(vα, X)Y, vα〉.
It is clear we need to consider only three cases, depending whether X or Y are horizontal
or vertical. For most of the computations, we use the formulas in Lemma 38.
Let h, h˜ ∈ H and v, v˜ ∈ V . We first study the two simpler cases: Ric(h, v) and
Ric(v, v˜). It is easy to see that Ric(h, v) vanishes, because
R(hi, h)v = −
1
4
[hi, µ(v, h)] +
1
4
[h, µ(v, hi)] ∈ V,
R(vα, h)v =
1
4
µ(vα, µ(v, h)) ∈ H,
and thus 〈R(hi, h)v, hi〉 = 〈R(vα, h)v, vα〉 = 0. This explains the zeros in the antidiago-
nal of (41). To compute Ric(v, v˜), we need to recall that R(vα, v)v˜ = 0, from Lemma 38,
and then
Ric(v, v˜) =
n∑
i=1
〈R(hi, v)v˜, hi〉+
m∑
α=1
〈R(vα, v)v˜︸ ︷︷ ︸
=0
, vα〉
= −
1
4
n∑
i=1
〈µ(v, µ(v˜, hi)), hi〉 =
1
4
n∑
i=1
〈µ(v˜, hi), µ(v, hi)〉
=
1
4
n∑
i=1
〈v, v˜〉〈hi, hi〉 =
(
1
4
n∑
i=1
ενHi
)
〈v, v˜〉,
which, in the basis (v1, . . . , vm), corresponds to the lower diagonal block in (41). Finally,
we need to compute Ric(h, h˜), and we do it by pieces. First, we have
m∑
α=1
〈R(vα, h)h˜, vα〉 =
1
4
m∑
α=1
〈[h, µ(vα, h˜)], vα〉 =
1
4
m∑
α=1
〈µ(vα, h), µ(vα, h˜)〉
=
1
4
m∑
α=1
〈vα, vα〉〈h, h˜〉 =
(
1
4
m∑
α=1
ενVα
)
〈h, h˜〉.(42)
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On the other hand, we see that since 〈µ([h˜, hi], h), hi〉 = 0
n∑
i=1
〈R(hi, h)h˜, hi〉 =
1
2
n∑
i=1
〈µ([hi, h], h˜), hi〉 −
1
4
n∑
i=1
〈µ([h˜, hi], h), hi〉
=
1
2
n∑
i=1
〈[hi, h], [h˜, hi]〉 −
1
4
n∑
i=1
〈[h˜, hi], [h, hi]〉
= −
3
4
n∑
i=1
〈[h, hi], [h˜, hi]〉.
In order to compute the last expression, we make use of the Fourier decomposition
[h, hi] =
∑m
α=1〈[h, hi], vα〉vα and obtain
n∑
i=1
〈R(hi, h)h˜, hi〉 = −
3
4
n∑
i=1
〈
m∑
α=1
〈[h, hi], vα〉vα, [h˜, hi]
〉
= −
3
4
m∑
α=1
〈[
h˜,
n∑
i=1
〈[h, hi], vα〉hi
]
, vα
〉
= −
3
4
m∑
α=1
〈[
h˜,
n∑
i=1
〈µ(vα, h), hi, 〉hi
]
, vα
〉
= −
3
4
m∑
α=1
〈[h˜, µ(vα, h)], vα〉 =
(
−
3
4
m∑
α=1
ενVα
)
〈h, h˜〉,(43)
where the last equality follows the lines of (42). Combining (42) and (43), we have
Ric(h, h˜) =
(
−
1
2
m∑
α=1
ενVα
)
〈h, h˜〉,
which, in the basis (h1, . . . , hn), corresponds to the upper diagonal block in (41). 
A natural consequence of this theorem is a closed expression of the scalar curvature
S of G in terms of the sign symbols ενi .
Corollary 2. In the notations of Theorem 3, we have that
S = tr(Ric) = −
1
4
(
m∑
α=1
ενVα
)(
n∑
i=1
ενHi
)
.
In particular we have the values
• S = −1
4
for H 2n,n,1, S = −n
2
for H 2n,0,1, and
• S = −1
4
for H 4n,2n,3, S = −3n for H 4n,0,3.
Remark 5. Observe that when constructing the examples H 2n,n,1 and H 4n,2n,3, we
made a choice of a vector u0. Changing that choice could change the signs of their
scalar curvatures. This seems to be a new phenomenon for general H-type groups, since
for left-invariant positive definite metrics on nilpotent groups it is known, see [14], that
the scalar curvature is negative.
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