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ABSTRACT
Cherukara, Mathew J. PhD, Purdue University, August 2015. The kinetics of Ni/Al
reactive intermetallic composites. Major Professor: Alejandro Strachan.
Molecular dynamics (MD) simulations have been used to study the underlying
physics and atomistic mechanisms of the reaction progression in Ni/Al reactive intermetallic composites. Preparation of these composites, either through deposition
techniques or through the process of mechanical ball milling, gives rise to a periodic
ordered, nanolaminated structure and in the first part of this thesis, the eﬀects of this
laminate period, ignition temperature and volumetric defects are studied. The presence of defects not only speeds up the reaction by as much as 5 times, but changes
the nature of mass transport from diﬀusive to partly ballistic. Subsequently, the
feasibility of using amorphous energetic materials is studied. The use of amorphous
precursors is found to speed up the reaction as well as increase the heat of reaction,
starting as it does from a higher energy state. Amorphous Ni recrystallizes at elevated
temperatures and this process has been investigated (both thermal and shock induced
recrystallization). The results presented herein, hint at the possibility of nanostructural tiling and the building of hierarchal nanostructures, starting from amorphous
rather than liquid or chemical precursors.
Through the use of large-scale, massively parallel simulations, the reaction pathways in Ni/Al systems that are close to equilibrium (through low temperature ignition studies) and the reaction paths in systems far from equilibrium (under dynamic
mechanical loading) are described. To study the reaction mechanisms in the Ni/Al
system close to equilibrium, thermal ignition studies on a core/shell structure of Ni/Al
are performed. The reaction path is found to be dependent on ignition temperature,
with nucleation of the NiAl intermetallic phase observed in samples ignited at 900 K

xii
or less. This nucleation of NiAl, which occurs under a large concentration gradient,
slows mass diﬀusion and adversely aﬀects the reaction rates.
To study the far from equilibrium response, a granular Ni/Al composite system,
built to mimic the experimentally observed structure, is studied under shock loading.
A transition in the mechanism of compaction under shock loading was observed, from
plastic deformation mediated pore closure at low impact strengths, to fluid flow and
atomistic jetting into the pores at higher shock strengths. This is found to localize
thermal as well as mechanical kinetic energy due to the formation of vorticity in the
samples, leading to accelerated mixing in the pores, from where the reaction front
initiates and propagates.
Finally, an attempt is made to tie reaction kinetics obtained from MD simulations with continuum models plasticity models. Such a framework would provide the
ability to model physically relevant length and time scales.
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CHAPTER 1. INTRODUCTION
Intermolecular reactive composites (IRCs) are a class of materials that react
exothermically under shock or thermal insult. They are of interest in a variety of
fields: defense [1], reactive welding or joining [2], and as microscale energy sources for
microelectromechanical systems (MEMS) or nanoelectromechanical systems (NEMS)
applications [3]. The performance and response of these materials is predominantly
governed by their nanostructure, and so significant eﬀort has been invested to engineer
desired features during processing, through the controlled deposition of nanolaminates
[4], or the mechanical activation of mixtures via high-energy ball milling (HEBM)
[5–8]. The nanostructure that is obtained through either technique consists of a
finely mixed laminate structure of Ni/Al, either as foils or within granular particles.
Eﬀorts like these have had to rely on an incomplete understanding of the complex
reaction mechanisms during the initiation and propagation of the chemical front, in
particular the role played by nanostructure and defects. In the first part of this
work, an attempt is made to understand the eﬀects of volumetric defects and the
fundamental nature of the chemical reaction through molecular dynamics simulations.
The complex interplay of mechanical, thermal and chemical processes all occurring
within very short time scales (1-100 ns), and under extreme conditions of temperature
and pressure, makes it diﬃcult to develop quantitative relationships between nano and
microstructure, and performance. While experimental studies using time resolved xray microdiﬀraction [4,9] or in situ transmission electron microscopy [10] can provide
some insight into the phase transitions and transient structures observed during the
reactions, in the main, experimental characterization is limited by the extremely short
time and spatial scales involved. Such systems, however, are tailor made for molecular
dynamics simulations that capture the complex interplay of phase transitions, mass
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and thermal transport and chemistry that governs the kinetics of these reactions
[11–14].
The focus of this work is on Ni/Al reactive composites, which have been widely
studied experimentally and theoretically. Modeling the thermomechanical response of
this class of materials has remained a challenge, in part due to unanswered questions
on the underlying physics of the problem, the 5 orders of magnitude in diﬀerence
between mass and thermal transport and an incomplete understanding of the reaction
processes, even under conditions close to equilibrium but especially under extreme
conditions of temperature and pressure.
Prior modeling work in these systems has been performed through two approaches: molecular dynamics (MD) simulations of idealized structures, a few nm in
dimension for a few ps, or by solving a coupled mass and heat flow problem, using parameters fit to experimental data. For example, MD work by Zhao et al. [3,13]showed
that introducing simple circular pores in a laminate structure accelerates the reaction
process through the localization of temperature and increased mixing of Ni and Al
in the pores. Another MD study highlighted the influence of interfacial strain, with
up to a 350 K diﬀerence in ignition temperature observed with a 7% strain. MD
simulations like these had been limited by the computational cost involved and by
the absence of methods to quantify data from these simulations in order to propagate
to simulations at higher length scales.
Complementing MD studies are simulations on the continuum scale, where as
mentioned, kinetics parameters are fit to reproduce experimentally observed flame
propagation rates in thermally ignited foils. The eﬀect of bilayer spacing, width
of intermixed zone at the Ni/Al interface, width of the initiating spark [15, 16] as
well as the instabilities in the propagating front in one-dimensional [17] and twodimensional [18] flame propagation have been described using this approach. Fitting
reaction kinetics to experimentally observed flame velocities, often leads to unphysical
values, for example in diﬀusion coeﬃcients. Secondly, while these models have been
applied extensively to thermal ignition in a variety of reactive intermetallic systems,
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they have not been applied to model the mechanical initiation of these materials, for
which the experimental characterization is even more scarce.
The modeling eﬀort described in this thesis seeks to address these shortcomings,
with a view to understanding the role of mechanical defects and the underlying physics
on the kinetics of the reaction and subsequently helping design nanostructural features
that provide the desired response from this class of materials. Chapter 2 dives down
to the smallest length scale of interest and discusses transport, and reaction kinetics
across the Ni/Al reaction front. Reactions in the bulk are found to be diﬀusion
controlled but the presence of volumetric defects like pores and free surfaces not only
speed up the reaction by up to a factor of 5, but change the very nature of transport,
from diﬀusive in the bulk to ballistic in defective samples. Chapter 3 looks at the
potential use of amorphous materials, with advantages to be gained from the kinetics
and the energetics.
Chapters 4 and 5 describe massively parallel molecular dynamics simulations of
the response of polycrystalline Ni/Al composites under shock loading. These simulations are the first MD simulations of a granular system, providing hitherto unavailable
insight into deformation mechanisms and stress localization within particles. They
describe the mechanisms of compaction at diﬀerent shock strengths and the consequent localization of translational and thermal kinetic energy in the vicinity of the
pores. This localization of energy leads to the initiation of the chemical front in the
vicinity of the collapsed pores, before its subsequent propagation through the sample.
Chapter 6 describes attempts to extend the length and time scales of simulation
by coupling a chemistry model that uses inputs from molecular dynamics simulations
to a finite element model of the mechanistic response of the materials. Insight is
gained on the initiation and propagation of the reaction, at length scales unattainable
through molecular dynamics simulations alone. The model described suﬀers from
quantitative limitations, some causes for which are discussed in Chapter 7. Chapter
7 describes the reactions paths followed by the Ni/Al system ignited at low and high

4
temperatures. The low temperature ignition studies are the first time the nucleation
of the intermetallic phase is seen during the intermixing process.
Finally, Chapter 8 describes the recrystallization of amorphous Ni under thermal and mechanical initiation. Apart from being of fundamental interest, the potential application of shock recrystallization to build tailored, hierarchal structures is
described.
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CHAPTER 2. COMPUTATIONAL METHODS

2.1 Molecular Dynamics
Molecular dynamics (MD) simulations provide an atomistic picture of the temporal evolution of a system starting from a pre-defined state, with the only parametric
input to the simulation being the potential energy surface that the atoms lie on. This
potential energy surface only depends on the system under consideration and is not
tinkered with for changing macroscopic or experimental conditions. This interatomic
potential or force field is caliberated using a combination of ab-initio simulations as
well as experimental data on lattice constants, elastic modulii, enthalpies of formation, defect energies etc.. Starting from an initial configuration and stimulus which
is defined by the user, the atoms in the systems are allowed to explore the potential
energy space, by integrating the Newtonian dynamics of the system. The force acting
on each atom (Fi ) is calculated from the negative gradient of the potential energy as
follows:

Fi =

rri U ({rij })

(2.1)

where U ({rij }) is the potential energy which depends on the coordinates the atoms
in the system.

The dynamic evolution of the system is then simulated by computing the trajectory of the atoms by integrating Newton’s equation of motion for every atom in
the system:

r˙i = ui

(2.2)
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u̇i =

Fi
mi

(2.3)

giving a description of the atomic coordinates and velocities at each time step of the
simulation. For all the simulations described, the time step chosen to update atomic
positions and velocities is 0.5 fs. All simulations were performed using the Large
scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [19, 20] developed
at Sandia labs. The nature of the problem is extremely conducive to parallelization
since the system can be spatially decomposed and the forces on each atom can be
evaulated independently. Consequently, simulation sizes of up to a trillion atoms have
been reported, running on ~200,000 processors [21].

2.2 Interatomic Potential
As described in the previous section, the dynamics of atoms is solely governed
by the interatomic potential, which is a function of the atom positions alone. This is
valid under the Born-Oppenheimer approximation, which assumes that the motion of
atomic nuclei and electrons can be separated due the much higher masses of nuclei.
The Hamiltonian for a real material is defined as:

H=

X P2
X P2
1 X Z i Zj e 2
1X
e2
i
↵
+
+
+
2mi
2mi 2 i,j |Ri Rj | 2 ↵, |r↵ r |
↵
i

X
i,↵

Zi e 2
(2.4)
|Ri r↵ |

where the first two terms represent the kinetic energies of the nuclei and atoms, with
the remaining terms representing the Coulombic interactions. Within the approximation, the Schrodinger equation can be reformulated into two separate equations:
He (r↵ , Ri ) = U (Ri ) (r↵ , Ri ) and Hi (Ri ) = E (Ri ) where He represents the last
P P2
four terms of Equation 2.4 and Hi = U (Ri ) + i 2mi i . Hence, using an interatomic
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potential that incorporates the electronic contribution to the Hamiltonian, the motion
of atoms can be determined by integrating the classical equations of motion.
The potential used in this work is an Embedded Atom Model (EAM) developed
by Purja and Mishin [22], where the potential energy of an atom is given by:

Ui =

1X
2 j6=i
⇢i =

ij (rij )

X

(2.5)

+ Fi (⇢i )

(2.6)

fj (rij )

j6=i

where rij is the interatomic distance,

ij

is the pairwise potential energy function and

F is an embedding function that represents the energy required to place atom i into the
electron cloud described by ⇢i . fj describes the contribution of the surrounding atoms
to the electronic density at the position occupied by atom i and hence ⌃j6=i fj (rij )
represents the local electron density ⇢i .
Both the choice of the functional form describing the pair-wise potential and
the electron density depend on the specific implementation. The Ni/Al interatomic
potential uses a combination of previous potentials for pure Ni [23] and pure Al [24].
The electron density for both elements is postulated to be of the form:

⇢(r) = (

r

rc
h

where A0 , B0 , C0 , r0 , rc , h, y and

)[Ao z y e

z

(1 + B0 e

z

) + C0 ]

are fitting parameters, z = r

(2.7)
ro and (x) is a cut

oﬀ function defined as:

(x) =

8
>
<

x4
1+x4

>
:0

x<0

(2.8)

x>0

The pair-wise term is fit to a Lennard-Jones form with

(r) = (

r

where z = r/r1 and b1, b2, r1, V0 and

rc
h

)[

V0
b2

b2
b1 z b1
(

b1
)+ ]
z b2

are fitting functions.

(2.9)
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2.3 Analysis Techniques

2.3.1 Local Temperature Analysis
Local variables of interest are extracted by binning the sample in two dimension
(X-Z) with each bin being 5Ao X 5Ao . To partition local kinetic energy into its
translational and thermal components, the following algorithm is implemented:
First the centre of mass velocities of each bin are calculated as follows:
vIcm = MI

1

X

(2.10)

mi vi

i2I

where atom i lies in bin I, vi are the atom velocities and mi are the atom masses.
P
MI = i2I mi is the total mass of each bin. These centre of mass velocities are used

in local velocity maps and vector plots as also in the calculation of the translational
kinetic energy of the system.
K trans =

X1
I

2

MI |vIcm |2

(2.11)

Average local temperatures within each bin are then calculated from the atomic
velocities after correcting for centre of mass motion as follows:

TI =

2 X1
mi |vi
3NI kB i2I 2

vIcm |2

(2.12)

2.3.2 Local Reaction Coordinates
Local reaction coordinates are extracted using the atom fractions in each bin
as follows:
⌘=

8
>
<2 ⇤

Ni

>
:2 ⇤ (1

N i)

where ⌘ is the local reaction coordinate and

Ni

Ni

 0.5

Ni

> 0.5

(2.13)

is the fraction of Ni in each bin.
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CHAPTER 3. ROLE OF NANOSTRUCTURE ON REACTION AND
TRANSPORT1

3.1 Introduction
As mentioned briefly in the introduction, the preparation of these materials
is either through the deposition of nanolaminates [4] or through high energy ball
milling [9]. In the latter process, powders of Nickel and Aluminum are mechanically
milled, resulting in a porous powder of finely mixed Ni/Al. Within each particle,
the microstructure shows a periodic layering of Nickel and Aluminum, with periods
ranging from tens to a few hundred nanometers. The molecular dynamics simulations
described in this section focus on the nature of transport and on the kinetics, right at
this interface by studying at laminates of diﬀerent periods (12-31 nm), and of three
types of nanostructures: bulk laminates, laminates with a volumetric pore normal
to the laminate interface, and laminates with two free surfaces perpendicular to the
interface. Figure 3.1 shows a close up of the structure at the nanoscale, alongside the
structures used in the molecular dynamics simulations.

3.2 Simulation Details
Every simulation cell contains a single Ni/Al bilayer with periodic boundary
conditions normal to the interfaces, setting up an infinite, periodic laminate. Except
for the slabs which have one non-periodic dimension normal to the interface, the
1

ADAPTED FROM: CHERUKARA, M.J., VISHNU, K., AND STRACHAN, A. (2012) ROLE
OF NANOSTRUCTURE ON REACTION AND TRANSPORT IN NI/AL INTERMOLECULAR
REACTIVE COMPOSITES. PHYSICAL REVIEW B 005400, 1–7. ALL FIGURES IN WHOLE OR
IN PART HAVE BEEN REPRODUCED FROM THE SAME UNLESS OTHERWISE INDICATED.
COPYRIGHT 2012 BY THE AMERICAN PHYSICAL SOCIETY.
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Figure 3.1. Microstructure of a ball milled Ni/Al composite particle compared to structures used in the molecular dynamics simulations. (Microstructure courtesy of Manukyan K., Mukasyan A., at Notre Dame and
Groven L., Mason B.A., Son S. at Purdue)

other two structures have periodic boundary conditions in all three directions. The
eﬀect of interface orientation is also studied with both the (001) and (111) interfaces
studied for each period and geometry. The number of Nickel and Aluminum unit cells
along the interfacial directions are chosen to minimize interfacial strain: for the (001)
interface, 20 unit cells of Aluminum along the [010] and [100] stack up against 23
of Nickel along each direction. This leaves an interfacial mismatch of 0.5%. For the
(111) interface, 20 unit cells of Nickel match 17 Aluminum unit cells along the [112]
direction with a disparity of 2.25%, while along the [110], 35 unit cells of Nickel stack
up against 30 unit cells of Aluminum, leading to a mismatch of 1.4%. The number of
unit cells along z for each element is chosen to make the atomic ratio of Ni:Al as close
to 3:1 as possible, with the total number of unit cells varied to get diﬀerent laminate
periods. The other geometries were derived from these samples; for the free surfaces,
large vacuums were introduced normal to one of the surfaces, while for the porous
samples, cylindrical pores were drilled right through the sample so that the volume
fraction of the pore for both interfaces was ~20%. All samples were thermalized at
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300K and 1 atm for 50 ps under isothermal-isobaric conditions (NPT ensemble) with
a Nose-Hoover thermostat and barostat, that used coupling constants of 0.01 and
0.1 ps respectively. All molecular dynamics simulations described in this document
use the embedded atom potential parameterized by Purja and Mishin [22] to describe
atomic interactions, which was fit to the cohesive energy, lattice parameter and elastic
constants of B2 NiAl, and the formation energies of several intermetallics of the Ni/Al
system. It successfully reproduces the lattice and elastic constants of Ni3 Al, which
has the L12 structure, as well as the melting temperatures of the various phases. All
simulations described in this document were run using the LAMMPS package [20],
which scales extremely well into the billion atom, 10,000 core regime.
To simulate the thermal initiation of the IRCs, samples which were thermalized
as described above are heated rapidly to the desired ignition temperature (Tini ) in
20 ps, using an NPT ensemble as before. The samples were then thermalized for
another 10 ps at Tini and 1 atm, before being switched to an isobaric-isoenthalpic
(NPH) ensemble. The choice of adiabatic conditions over the course of the reaction
is appropriate given the fast reaction time scales. A coupling constant of 1.0 ps for
the barostat and an integration time step of 0.5 fs is suﬃcient to conserve enthalpy
to ~6% of the change in potential energy during the reaction.

3.3 Results and Analysis

3.3.1 Overview of Reaction Progression
The reaction in the bulk laminates follows a 5 stage process: first, the initial exothermic reaction at the interfaces leads to an increase in temperature (Fig.
3.2(a)), which continues until the Aluminum melts (Fig 3.2(c)). The heat of fusion
of Aluminum leads to a drop in the temperature. Once the Aluminum has melted,
the reactions speeds up as a consequence of the faster diﬀusion of Nickel into molten
Aluminum. The reaction front simultaneously moves into the still crystalline Nickel,
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but at a considerably slower pace (Fig 3.2(d)). The subsequent melting of Nickel is
associated with a second drop in temperature (Fig 3.2(e)). This is followed by rapid
diﬀusion of Aluminum into the molten Nickel and the reaction is complete soon after,
with Nickel and Aluminum completely intermixed in the molten phase. This reaction
path is consistent with previously reported molecular dynamics simulations [11].

Figure 3.2. a) Typical temperature vs time plot of a bulk sample with
(111) interface ignited at 1100 K. A period of solid state reaction (b) is
followed by the melting of Al (c) and accelerated diﬀusion of Ni in Al (d).
Finally, Ni melts (e), leading to complete intermixing near the end of the
reaction.

While there is experimental evidence for a transient liquid Aluminum phase,
with Nickel impurities during the course of the reaction [9, 10], experiments on ball
milled Ni/Al samples, show evidence for fast solid-state reactions where ignition temperatures are less than that of the eutectic [25]. As will be described in Chapter 7, this
mechanism is ignition temperature dependent and samples ignited at temperatures
less than the melting point of Aluminum follow a diﬀerent reaction path.
Figure 3.3 compares the temperature evolution during the course of the reaction of the diﬀerent nanostructures and for the (001) and (111) interfaces with
Tini =1200K. The first row (Figs 3.3(a) and 3.3(b)) are of the bulk, the second row
that of the porous samples (Figs 3.3(c) and 3.3(d)), and the remaining (Figs 3.3(e) ,
3.3(f) and 3.3(g)) those of the samples with a free surface. As expected, the reaction
time increases with increasing laminate period as a consequence of larger transport
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distances, and decreases with increasing ignition temperature (Tini ) as a consequence
of faster diﬀusion rates. This is consistent with experimental studies of flame velocity as a function of laminate period [26]. A crucial diﬀerence between the samples
described here and experimental ones is the presence of an intermixed layer at the
interface, which is not considered in these simulations. While the influence of the
intermixed layer is negligible for longer periods, they play an increasingly important
role at shorter periods(<10nm) where an inverse trend of decreasing velocity with
decreasing period is observed. [15]
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Figure 3.3. Temperature vs time curves for the three nanostructures and
diﬀerent periodic lengths with an ignition temperature of 1200 K . A clear
decrease in reaction time is observed in samples with extended, volumetric
defects. Thin black lines show fitted curves using Equation 3.1.
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As seen from Figure 3.3, the presence of free surfaces or voids speeds up the
reaction by as much as a factor of 5. The presence of volumetric defects then, in this
class of materials, plays a vital role in the kinetics. The following section characterizes
the nature and underpinning mechanisms of this speed up.

3.3.2 Nanostructure and Transport Mechanisms
In order to obtain a characteristic time for each period, ignition temperature
and nanostructure, the temperature evolution is approximated to an exponential:

T = (Tini

Tf in ) ⇤ e

[(t to )/⌧ ]

(3.1)

+ Tf in

where Tini and Tfin are the ignition and final, asymptotic temperatures, to is the
induction time of the reaction, and ⌧ is a characteristic time of reaction. Tini , Tfin
and to are obtained directly from the molecular dynamics data while a least squares
fit is used to extract ⌧ . Fits are shown using thin black lines in Figure 3.3. While a
simple exponential is not expected to capture the intricacies of the reaction such as the
melting of Nickel or Aluminum, or the increased diﬀusion rates that follow the melting,
it does provide an estimate of the eﬀective reaction time, and, as will be shown, a
coarse-grained analysis is suﬃcient to capture the physics of the reaction progression.
It is emphasized that the following results are independent of the definition of the
characteristic time.
To study the reaction scaling, ⌧ is plotted against the eﬀective transport distance
( ), which is taken to be half the period of the bilayer. For the bulk, defect free
samples, it is found that the reaction time scales linearly with

2

, suggesting that the

reaction is diﬀusion controlled, i.e., where:
2

where the exponent

=D⇤⌧

(3.2)

is close to 1. Figure 3.4 shows this relation on a diﬀusion plot.
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Figure 3.4. Diﬀusion plots of the three nanostructures at Tini = 1200 K
and 1300 K for the (100) and (111) laminate interfaces.

In the case of the defective samples, those with porosity or free surfaces, not
only is there a speed up by as much as a factor of 5, the exponent ( ) rises to values
between 1.2 and 2.2, suggesting that there is a transition in transport kinetics from
diﬀusive to ballistic. While the exponents for the defect free samples are independent
of ignition temperature, the defective samples show an increase in exponent with ignition temperature. While the exponent ( ) for the bulk samples is always close to 1
, the diﬀusion coeﬃcient (D) is temperature dependent, which is extracted for each
ignition temperature and interface orientation by fitting to Equation 3.2 with =1.
The diﬀusion coeﬃcients so extracted, are plotted against the average temperature
during the reaction on an Arrhenius plot. These diﬀusion coeﬃcients, which represent an average of the underlying atomistic processes over the temperature range
of the reaction, nonetheless show Arrhenius behavior, with the close-packed (111)
interface being a little faster. A similar study using equi-proportions of Nickel and

17
Aluminum, also exhibited the same Arrhenius behavior, but with slight deviations
near the melting of Aluminum. Figure 3.5 shows the diﬀusion coeﬃcients extracted
from these simulations (of both N i75 Al25 and N i50 Al50 ), against average temperature
during the reaction. Also shown are experimental diﬀusion coeﬃcients for the various
processes over the course of the reaction, that the extracted diﬀusion coeﬃcient, is
an amalgamation of.

Figure 3.5. Extracted diﬀusion coeﬃcients plotted against average reaction temperature. Experimental values for Ni self diﬀusion in liquid
Ni [27], liquid NiAl and Ni3 Al [28], and Al liquid [29].

3.3.3 Transport in Samples with Volumetric Defects
The change in reaction kinetics described in the previous section is a result of
the alternate transport paths available when extended volumetric defects are present.
For the porous samples, molten Aluminum rushes into the pore, reacting with Nickel
along the walls of the pore, far ahead of the reaction front away from the pore, which
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is still diﬀusion controlled in the bulk. Figure 3.6 shows the reaction progression in a
porous sample.

Figure 3.6. a) Temperature evolution during reaction of a porous sample
with (111) interface ignited at 1100 K. b) Perspective view of the pore.
c)-f) Snapshots at various stages of the reaction marked on a).

Transport of molten Aluminum at velocities of the order of 30 m/s at 1100 K,
and 100 m/s at 1400 K, leads to rapid filling of the pore [Fig 3.6(e)]. This process
is accompanied by the erosion of Nickel atoms from the surface of the void by fast
moving Aluminum, also contributing to the increased mixing kinetics. Once the pore
is filled, Nickel and Aluminum continue to mix diﬀusively across the walls of the pore.
For the slabs, waves of molten Aluminum ride the surface of Nickel, reacting
with Nickel atoms along the surface. These waves, with velocities of about 25 m/s
at 1100 K and up to 100 m/s at 1400 K, rapidly cover the Nickel, and like the
porous samples, increase the eﬀective Ni/Al interfacial area, which is the basis for the
accelerated mixing seen in these samples. Figure 3.7 shows the atomistic evolution of
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Figure 3.7. a) Temperature evolution during reaction of a sample with a
free surface ignited at 1200 K for the (001) interface. b)-e) Snapshots at
various stages of the reaction marked on a).

a slab, showing the initial melting of Aluminum, and subsequent transport over the
surface of Nickel.

3.4 Conclusions
In conclusion, MD simulations were used to study the eﬀects of ignition temperature, laminate spacing and defects on the reaction kinetics of Ni/Al IRCs. Volumetric defects such as pores and free surfaces not only speed up the reaction by up
to 5 times, but the mechanism of reaction changes, from diﬀusion controlled in the
defect free samples to partly ballistic in the presence of defects. The (111) orientation
of the Ni/Al interface was also found to be slightly faster than the (100) direction.
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CHAPTER 4. THE USE OF AMORPHOUS REACTIVE NANOCOMPOSITES: A
PROOF OF CONCEPT1

4.1 Introduction
As was demonstrated in the previous chapter, the melting of Aluminum is a
step that occurs early on in the reaction, while the melting of Nickel occurs much
later. Both processes absorb a significant fraction of the energy of reaction, leading to
drops in temperature that have an adverse eﬀect on performance. A significant body
of work, both molecular dynamics [11, 14, 30, 31] and experimental [9,32], have shown
evidence for the melting of the crystal, while it has been suggested that mechanically
activated samples proceed through solid-state reactions [8]. This section analyzes the
viability of amorphous materials as reactants, where melting is a second order phase
transition with no heat of fusion. As in the previous chapter, the reaction progression
is studied in a single bilayer of Ni/Al. While the use of amorphous IRCs, will require
the development of more complex alloys, the Ni/Al system is the most widely studied,
and is hence used for this proof of concept.

4.2 System Setup
Five laminate periods of lengths 12.54 to 37.63 nm with an initial cross-section of
8.1 x 8.1 nm were studied. The Ni:Al ratio for each sample is 3.04. The samples were
prepared by the rapid heating and quenching of individual Nickel and Aluminum
1

ADAPTED FROM: GUDA VISHNU, K., CHERUKARA, M. J., KIM, H., AND STRACHAN, A.
(2012) AMORPHOUS NI/AL NANOSCALE LAMINATES AS HIGH-ENERGY INTERMOLECULAR REACTIVE COMPOSITES. PHYSICAL REVIEW B 85, 184206. ALL FIGURES IN WHOLE
OR IN PART HAVE BEEN REPRODUCED FROM THE SAME UNLESS INDICATED OTHERWISE. COPYRIGHT 2012 BY THE AMERICAN PHYSICAL SOCIETY.
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samples. The crystalline elements were first heated to 2300 K in steps of 25 K,
holding the sample at each step for 100 ps under conditions of constant pressure
and temperature (NPT). They were then cooled down to 300 K using the same rate
and under the same conditions. Room temperature densities are obtained from these
amorphised samples. To put the laminate together, the x and y cell dimensions of the
Nickel and Aluminum are matched at 2300 K, with the length (z) chosen to match
the room temperature densities. The amorphous Nickel and Aluminum samples are
cooled down to 300 K at a rate of 2 K/ps using isochoric, isothermal (NVT) conditions.
Amorphous Nickel and Aluminum at room temperature are put together into a single
simulation cell, and relaxed for a further 65 ps under NPT conditions. The five
sample periods are rapidly heated to the desired ignition temperature (To ) in 20 ps.
They are then equilibrated at (T0 ) for a further 10 ps under NPT conditions. As
for the crystalline samples in the previous chapter, the evolution of the reaction is
studied by following the temperature evolution under isobaric isoenthalpic (NPH)
conditions, with the initial temperature at T0 = 900,1100 and 1200 K and pressure
held at atmospheric pressure.

4.3 Analysis

4.3.1 Kinetics and Heat of Reaction
Figure 4.1 shows the evolution of the reaction for the sample ignited at 1200
K and with a laminate period of 31.36 nm. The reaction first proceeds rapidly into
the Aluminum (Figure 4.1 (b)). Simultaneously, the reaction front proceeds into the
Nickel, but at a slower pace. For the samples at the two higher ignition temperatures
and for the shorter periods of the samples ignited at 900 K, the temporal evolution
of temperature is a smooth curve, showing a steep rise during the initial period of
unhindered mixing of Nickel in to Aluminum and vice versa, followed by a gradual
slow down after the two reaction fronts meet, until it reaches the final, maximum
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Figure 4.1. Snapshots of reaction progression for the 31.36 nm long sample
ignited at 1200 K. Nickel atoms are in green, while Aluminum atoms are
in blue.

temperature. This temporal evolution shown in Figure 4.2 is approximated as before
by Equation 3.1.
As is the case for the crystalline samples, ⌧ increases with increasing periodic
length and decreases with increasing T0 . Using half the period as the eﬀective transport distance ( ), a diﬀusion plot of

2

vs ⌧ (Figure 4.3 (a)), shows a linear profile,

suggesting that, just as for the bulk crystalline samples, the reaction is diﬀusion controlled. Figure 4.3 (b) shows the increase in

Tf from the use of amorphous samples

as compared to crystalline samples of similar periods for both the (001) and (111)
interfaces. The exothermicity shows a slight increase with period, as the relative
amount of partially reacted interface decreases with increasing period.
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Figure 4.2. Temperature evolution of the reaction as a function of laminate
period ignited at 900 K and 1200 K.

Figure 4.3. a) Diﬀusion plot at various ignition temperatures and b)
temperature increase compared to crystalline samples as a function of
period.

4.3.2 Temporal Nickel Recrystallization
For the two longest cases ignited at 900 K, the temperature evolution is diﬀerent
from the other samples (Fig. 4.2 (b)). As described above, Nickel dissolves into the
Aluminum melt first, leaving large portions of the Nickel unreacted well into the
reaction. With the unreacted Nickel remaining at high temperatures for considerable
lengths of time, metastable Nickel recrystallizes in front of the reaction interface.
Figure 4.4 shows the laminate system, with just the crystalline atoms, at diﬀerent
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stages post crystalline Nickel nucleation (Fig, 4.4 (a)) close to the reaction front.
Nickel grows rapidly away from the front at a rate of ~50m/s, consuming the entirety
of the amorphous precursor [Figs 4.4 (b),(c)]. This is followed by a period of crystalline
Nickel diﬀusing into molten Aluminum, until the Nickel melts towards the end of
the reaction. Similar phenomena, referred to as explosive crystallization, have been
observed in Rh/Si multilayers [33] and Ga-doped Germanium [34].

Figure 4.4. Recrystallization in Nickel in a sample ignited at 900 K. Nucleation (a) is at the interface followed by rapid growth into the amorphous
Nickel (b),(c). FCC atoms are in green, HCP atoms (which represent
stacking faults) are in red, BCC atoms are in blue and unclassified atoms
are in turquoise. Source Cherukara M.J. and Strachan A., unpublished.
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Since the process of recrystallization is exothermic, the reaction speeds up as
seen from the change of slope (Figure 4.2 (b)). Also, as the final and initial states are
the same, the exothermicity of the reaction is unaﬀected.
Finally, although creation of amorphous Nickel or Aluminum is not possible
experimentally, the study presented here makes a case for the adoption of metallic
glasses, such as from the Ni-Ti system.

4.4 Conclusions
To conclude, these simulations show the benefits of using amorphous precursors
as energetic materials. Not only are they faster than their crystalline counterparts
due to accelerated diﬀusion in the amorphous phase, they are also more exothermic.
An interesting eﬀect that was observed was the temporal recrystallization of Nickel.
Chapter 8 discusses thermal and mechanical initiation of the recrystallization of amorphous Ni powders and the potential game changing process control for nanostructural
engineering that comes from the recrystallized microstructure.
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CHAPTER 5. SHOCK LOADING OF GRANULAR COMPOSITES:
MECHANICS OF LOADING1

5.1 Introduction
Motivated by experimental work that has shown the extremely low sensitivity
of mechanically activated Ni/Al nanocomposites to shock ignition [5], the following chapter describes the processes accompanying the shock induced initiation, of
loosely packed Ni/Al particles, that have been built to model the experimentally
observed microstructure. Based on the time scales involved, two classes of reaction
have been proposed: shock assisted reactions, where reaction initiation occurs several
microseconds or more after the passage of the shock wave, under the favorable pressure, temperature and defective conditions left behind in the wake of the wave, and,
shock induced reactions, where reaction initiation occurs within a few nanoseconds,
right behind the shock front [35]. While shock assisted reactions have been studied
extensively through experiments [32, 36, 37], due to the extremely short time scales
involved, shock induced reaction mechanisms are poorly understood. It is extremely
diﬃcult to probe the processes leading up to, and during the initiation in real time,
given that the time scales are too short for imaging techniques. Also, probes average
over an area, making it impossible to pick up strongly localized eﬀects from hot spot
collapse or severe plastic deformation within each grain [38].
1
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As discussed briefly in Chapter 3, the mechanical alloying of Nickel and Aluminum powders gives rise to a loose powder of finely intermixed Nickel and Aluminum
that has a lamellar structure. Several modeling studies over the past few decades [39],
predominantly through the use of hydrodynamics codes, have shown the importance
of pores as local hot spots, where reaction initiation is the most likely. However,
it is only in the last few years, that MD simulations on the scale required for the
simulation of large volumetric pores have become possible.

Figure 5.1. 40 nm pore in a single crystal of RDX under impact at 2 km/s
showing a) local volumetric shears and b) local temperatures after 32.5
ps. Increasing reaction rates with pore size are evident in c) where the
areal fraction with T>1700 K is plotted against time. (Source: Cherukara,
Wood, Kober, Strachan, JPC Letters, under review)

Previous MD work [3, 14, 40] has provided insight into the heating and accelerated mixing at the Ni/Al interfaces, and in the vicinity of pores in perfect nanolam-
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inates under shock loading, hinting at the important role played by porosity in the
shock induced initiation of these composites. For instance, Figure 5.1 shows temperature and volumetric strain maps of an RDX crystal with a pore, after the passage
of a shock; note the concentration of heating around the far end of the pore from
the piston. However, the simplistic geometries considered in these studies are not
representative of the experimental microstructure. In this chapter, a novel approach
to grain building and packing is described. This approach enables the modeling of
the complex, multi-layered porous powders that are studied in experiments.

5.2 Simulation Details
Traditionally, the generation of polycrystalline samples for atomistic studies
has been through the ubiquitous Voronoi algorithm [41,42] or variants on that theme.
However, the method suﬀers from a fatal flaw; surfaces of grains are randomly oriented
in space, and so are not along close packed directions, nor is it possible to derive
microstructures with low angle grain boundaries. The absence of any bias in grain
surfaces will be felt particularly keenly when the particles are in a loose compact, as
opposed to a fully dense polycrystalline sample. It is also not obvious that a porous
sample derived from a voronoi tessellated sample is even marginally energetically
favorable. To circumvent these issues, an alternate method, using a bottom approach
is implemented as follows:
1. A set of columnar grains with a thickness of ~8.5 nm is built individually using
these steps:
(a) A polygon with a random number of sides, with a mean of 6 and a standard
deviation of 1 is chosen.
(b) The distances of the polygon’s edges from its centre are normalized around
a mean of 20 nm and a standard deviation of 2 nm.
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(c) The orientations of the polygon edges are also chosen at random, but
weighted to prefer low energy orientations given that the [101] orientation
is out of the plane.
(d) Perpendiculars are drawn to the vectors chosen in (c) to complete the
polygon.
(e) The polygons are now cut out of a periodic laminate such as those described
in Chapter 3, so that each polygon (now a grain) contains a laminated
structure with a period of ~6nm, and Ni:Al ~1. The laminate interfaces
are along the [111] direction.
(f) Finally, the surface of each grain is passivated up to a depth of 1nm by
randomly mixing the Nickel and Aluminum atoms.
2. These grains are now packed together using a rotate and slide algorithm:
(a) Grains are sorted in order of size, and the largest is placed in the centre of
the simulations cell.
(b) The next biggest is then brought it, slid and rotated around the grain(s) already in the simulation cell, finding the position that minimizes the radius
of the ensemble.
(c) A ’point in polygon’ algorithm is used to check overlap of grains during
the process of rotation and sliding.
(d) The process is repeated until all the grains are accounted for.
3. Finally, the boundaries along X and Z are shrunk to make the box periodic in
all dimensions, again using the point in polygon algorithm to check for overlap
for grains.
Figure 5.2 shows the section of the Wulﬀ surface used in the construction of the
grains along with the final packed ensemble of grains.
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Figure 5.2. a) Schematic of the assembled grains, b) Wulﬀ surface used
in the construction of the grains and c) sample grain with Ni atoms in
red, Al in blue and the passivation layer in yellow. Values in panel c were
taken from Zhang et al [43].

While the packing of irregular N-sided polygons remains an unsolved problem,
several algorithms such as the ’Greedy algorithm’ and the ’Largest area first algorithm’ have been proposed [44]. The packing densities that can be obtained through
use of the technique described here (up to ~75%) are comparable to best possible
from competing algorithms.
The ensemble is first thermalized at 10 K under NPT conditions for 500 ps
at 1 atm pressure. This allows the grains to relax and rotate into a more favorable
configuration. To simulate the shock compression, the boundaries in the horizontal
direction (along X) are compressed at a constant velocity. Figure 5.3 shows snapshots
of the sample during a shock of 2000 m/s.
This gives rise to two shock waves that move inwards from the boundaries and
meet at the centre of the simulation cell. This point in time corresponds to a maximum
in the global kinetic energy. A second wave, which arises from the interaction of the
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Figure 5.3. a) Average temperature vs time for diﬀerent impact velocities
(the inflection point corresponds to the point when the two shock waves
interact), with snapshots of the atomistics at b) 5ps c) 15ps d) 25ps e)
35ps f) and 40ps g) 45ps for the 2000 m/s case.
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first waves, propagates outwards from the centre of the unit cell and meets again at the
boundaries. Shock velocities (Us ) for these two waves, the first traveling though the
initial porous sample, and the second through the compacted sample, are calculated
from the global maximum and minimum in kinetic energy. Figure 5.4 shows the
kinetic energy with time for two cases with piston velocities (Up ) of 1000 m/s and
1500 m/s, and also the calculated shock velocities for the primary and secondary
waves.

Figure 5.4. a) KE vs time over the course of the shock, with times of
first waves and second waves marked for two cases b)Shock velocity (Us )
as a function of piston velocity (Up ), primary and secondary waves. The
primary waves are generated by the collapsing boundaries, the secondary,
by the imperfect annihilation of the shock waves at the centre of the
simulation cell.

5.3 Discussion

5.3.1 Granular Eﬀects on Shock Propagation
Figure 5.5 shows the shock profiles for diﬀerent piston velocities. An important
observation is the extremely diﬀuse nature of the shock front at lower piston velocities.
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Continuum simulations have predicted this broadening of the shock front in porous
materials [38, 45], but this is the first time this has been observed in these materials
using atomistic simulations.

Figure 5.5. Shock profiles for diﬀerent piston velocities during the first
shock. Increased sharpness of the profiles is associated with the changing
mechanism of material void filling.

To characterize the nature of the broadening, a wave front corresponding to
the point at which the particle velocity is 20% of the maximum, and a wave end
corresponding to the point at which the particle velocity is 80% of the maximum
velocity are defined. The width of the wave, then, is the diﬀerence in positions
between the wave front and the wave end. Figures 5.6 a) and b) show the position of
the wave front, the wave end and the width of the wave. The maximum in the wave
positions corresponds to the point at which the waves interact at the centre of the
simulation cell. Figures 5.6 c) and d) show the calculated width of the wave against
piston velocity and shock velocity. Two regimes are evident: initially, the width of
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Figure 5.6. Wave position and width over time for a) piston velocity of
1000 m/s, b) 1500 m/s and, c) width of the wave as a function of piston
velocity and d) as a function of shock velocity.

the wave decreases with increasing strength of the driving piston. At higher impact
velocities (1500 m/s or higher), there is little further decrease in the wave width.

5.3.2 On the Nature of Void Collapse
The nature of the shock profiles is closely related to the manner of void collapse
in the sample during shock loading. Figure 5.7 shows a close up of the process of void
closure for diﬀerent piston velocities.
At 500 m/s, void closure is through plastic deformation of the grains surrounding
the void. At 750 m/s, the softer Aluminum is preferentially extruded into the pore
ahead of the void collapse, while at 1000 m/s, pore closure is primarily through the
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Figure 5.7. Transition from plastic deformation at 500 m/s (a), plastic
and fluid flow at 750 m/s (b), to fluid flow with Rayleigh instability in
the front at 1500 m/s (c) to jetting into the pore at 2500 m/s (d)

flow of molten Aluminum into pores. At 1500 m/s, molten Aluminum bursts into
the pore, with Rayleigh instabilities seen in the fluid front. At the most extreme
shock velocity (2500 m/s), both Nickel and Aluminum jet into the pore in a spray of
atoms. Rayleigh instabilities have been observed previously in shocked Copper [46],
with atom jetting traditionally seen in shocked molecular crystals [47]. The decreasing
width of the shock wave is directly related to the increasing influence of the ejecta
at higher piston velocities. Figure 5.8 shows local velocity maps for diﬀerent impact
pressures. In the absence of ejecta (Figure 5.8 (a)), the only paths available for the
transmission of the shock in the vicinity of a pore are through the tortuous path
provided by grains surrounding the pore. The time to pore collapse is much longer
than the time taken by the shock wave to go around the pore. This leads to large
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gradients in the velocities as the shock wave spreads the farthest along grains that are
the best connected . Black and red arrows in Figure 5.8 have been added to mark the
farthest extent of the diﬀuse shock that has circumvented the pore, and the farthest
extent of the shock that has gone directly through the pore respectively.

Figure 5.8. Velocity magnitude maps in the vicinity of the pore for a)
500 m/s, b) 1000 m/s, c) 1500 m/s, d) 2500 m/s. Higher particle velocity
of ejecta contributes to a sharper shock front. Black arrows show the
position of the diﬀuse front ahead of the ejecta or ejecta driven waves(red
arrows); smaller separation is indicative of a more homogeneous shock.

When the impact velocity is 1500 m/s or higher (Figure 5.8 (c), (d)), the velocity
of the ejecta that rushes into the pore is comparable to the shock velocity in the
bulk sample. This comes about through momentum conservation, where the particle
velocity of ejecta has to be twice the particle velocity in the bulk. The net result is
a sharper, more well defined shock front, which feels the eﬀects of the porosity less.
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5.3.3 Stress Localization During and Post-loading
The stress distribution in granular materials under static and dynamic loading
continues to be of interest, with applications to generic heaps [48], pharmaceutical
tablets [38] and plastic bonded explosives [45]. A recurring theme is the presence of
’force chains’ [45, 49, 50], or extended pathways through the granular material where
the stress transmission is the highest. These ’force chains’ have been used to explain
the myriad unusual stress distributions in granular materials, such as that in a conical
pile of sand where the maximum stress is not at the centre of the pile, but rather in
a circle between the edge and centre of the pile [48]. These studies, either continuum
modeling approaches, or experiments using photoelastic beads, cannot describe stress
localization on the scale of grain sizes [45]. In this sub-section, a look is taken at
the stress transmission within each grain under dynamic loading, and also the nonuniform retention of stresses, post loading of the materials.
Figure 5.9 shows the stresses normal to the shock front at diﬀerent loading times
for a piston velocity of 250 m/s. Akin to the ’force chain’ description of inhomogeneous
stress distribution, the initial shock front picks up fingering instabilities, the path of
which is determined by grain connectivity, grain orientation and the phases in contact.
For example, in Figure 5.9 (a), strong compressive stresses propagate ahead of the
front preferentially in the Nickel, at the bottom of the picture. Figure 5.9 (b) shows
an early ’finger’ of stress that has propagated through the length of the sample, while
the majority of the sample remains unstressed. Interestingly, material that has been
stressed prematurely, along these ’fingers’ of stress, retains memory of the initial
loading process as the loading continues (Figure 5.9 (c), (d)), giving rise to the same
’force chains’ observed during the static loading of granular materials.
The stress state of the fully compacted composite also shows some interesting
features, notably in the distribution of shear stresses. Figure 5.10 shows non-FCC
atoms alongside a map of J2 stresses at the point after the second wave has passed
through the sample. A glance at the distribution of stress hot spots, leads to the
conclusion that the granular material behaves like a structurally reinforced composite,
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Figure 5.9. Stress normal to the shock direction with piston velocity 250
m/s over the course of the dynamic loading. Memory from the initial
stress wave fingering is retained during the subsequent loading.

with most of the load picked up by the stiﬀer Nickel, which is more resistant to plastic
deformation. Figure 5.10 shows the distribution of stresses for each element for two
piston velocities. Also of note is the broadening of the distribution at higher piston
velocities, associated with greater and less localized plastic deformation.

5.3.4 Porous Eﬀects on Energy Transfer
As described in section 5.3.2, void closure at higher impact velocities Up
1.5km/s is through the flow of molten material into the voids at high temperatures
and pressures. When the geometry of the pores is such that this pressurized fluid
can gain a component of angular velocity, mass-flux vortices are formed. Figure 5.12
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Figure 5.10. a) Defective atoms at the end of shock for a sample hit at 500
m/s. HCP atoms are in red, BCC in blue and unclassified in turquoise.b)
J2 stress at the same snapshot in time.

shows snapshots from the end of shock (top panels), local temperature maps overlaid
with stream-flow lines (middle panels) and magnitude of curl (bottom panels) for
diﬀerent shock velocities. As can be seen in the figure, with increasing shock strength,
the influence of the porosity goes up, leading to the formation of stronger and more
well defined vortices. The formation of these mass-flux vortices has an important
consequence on the localization of energy in the sample. To quantify these eﬀects,
the global fractions of thermal and translational kinetic energy in the sample at the
end of shock are studied, as described in Chapter 2.
Consider a shock wave that propagates through a single crystal or even through
a sample with a simple geometric defect such as the RDX sample described in Section
5.1. Once the shock wave has traversed the sample, the input mechanical energy from
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Figure 5.11. Histograms of J2 stresses in Nickel (red) and Aluminum
(green) for piston velocities of a) 250 m/s and b) 750 m/s.

the piston is transferred to potential energy (through elastic deformation) and to
thermal kinetic energy. The translational kinetic energy with respect to the reference
frame centered on the sample however, is expected to be 0. To compare to a baseline,
a single crystal of Ni was shocked using the same procedure as for the granular
samples. Figure 5.13 a)-c) shows the fractions of total kinetic energy during shock
for a single crystal of Ni, while Figure 5.13 d)-f) shows the fractions of kinetic energy
for the granular samples shocked at the same piston velocities. In the case of the
single crystals, during the shock loading of the sample, the majority of the input
kinetic energy goes to the translational modes and this fraction remains relatively
constant during the course of the shock. On the other hand, for the granular sample,
multiple oscillations are observed in the relative fractions of kinetic energy due to the
inhomogeneities in the sample. With increasing piston velocity, and the corresponding
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Figure 5.12. Simulation snapshots, local temperature maps overlaid with
velocity vectors and magnitude of the curl of the velocity field for samples
shocked at a) 0.5 km/s, b) 1.0 km/s, c) 1.5 km/s and d) 2.0 km/s. All
images are taken from the end of the shock simulations.
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increase in the sharpness of the shock, the profiles begin to approach the single crystal
case.
Let us now consider the fractions of translational and thermal kinetic energy
at the end of the shock for the two sets of samples: for both samples, the end of
shock is seen as a minimum in the translational K.E fraction. Figure 5.13 g) and h)
show the fractions of translational and thermal kinetic energy at the end of shock
as a function of piston velocity for the single crystal and granular composite case.
While the amount of translational kinetic energy remaining in the sample is minimal
and weakly decreasing with piston velocity (the end of shock is more strongly defined
for stronger, sharper shocks), the granular sample shows the opposite trend. With
increasing piston velocity, the amount of translational kinetic energy remaining in the
sample at the end of the shock increases. This arises as the localization of translational
kinetic energy in addition to thermal kinetic energy due to the formation of vortices in
the sample. While it has been speculated for a while now that porosity acts as sites of
localization of thermal kinetic energy [3,47,51], a further distinction is drawn, namely
that porosity can act as sites of localization of thermal and well as translational kinetic
energy. As will be discussed in the following chapter, this has ramifications on the
kinetics and the growth of the reaction front following shock loading.
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Figure 5.13. Fractions of translational and thermal kinetic energy during
shock loading for a)-c) single crystal of Ni, d)-f) granular compact. Blue
arrows point to end of shock and corresponding minimum in translational
kinetic energy. Fractions of translational and thermal kinetic energy at
the end of shock as a function of piston velocity for g) single crystal of Ni
and h) granular composite.

5.4 Conclusions
To conclude, MD simulations on the dynamical loading of a granular composite
showed multiple mechanisms of pore collapse; at low impact strengths, void collapse
is through the plastic deformation of grains or through the plastic flow of matter
into voids. The shock front in this regime is very diﬀuse, since the above mechanisms
occur at timescales that are slow compared to the shock propagation. Stress chains are
observed to develop through contacting grains, which propagate the shock through
the granular compact. The second regime of compaction is associated with void
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filling through fluid ejecta on timescales comparable to shock propagation, giving
rise to sharper shock waves. This filling of pores with high velocity ejecta leads to
the development of fluid vorticity in the extended porosity present in these samples,
where a large fraction of the input shock energy is localized into translational modes of
kinetic energy. This localization of translational kinetic energy in addition to thermal
energy is vital to the initiation of chemistry in these samples as will be described in
the next chapter.
While the structures described here have been built to be energetically favorable,
they nonetheless represent idealized structures. A further eﬀect that needs to be
accounted for is the eﬀect of dimensionality; the jet driven vorticity described here
would be diﬀerent in 3 dimensions. In addition, to save computational time, rather
than use an oxide layer on the surface of grains, the surfaces were passivated by
alloying. Finally, the granular particles are pristine and relatively defect free, in
comparison to experiments, where significant internal plastic deformation is expected.
However, these design limitations are unlikely to aﬀect the qualitative nature of the
results.
The simulations presented in this chapter provide a hitherto unavailable insight
into the compaction process in granular materials on a sub-grain, sub-ns timescale,
showing the inhomogeneities in the stress distribution and the eﬀect of particle orientation. In the following chapter, the associated chemical events, which have so far
been ignored, will be discussed in some detail.
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CHAPTER 6. SHOCK INDUCED CHEMISTRY IN GRANULAR NI/AL
COMPOSITES1

6.1 Introduction
As discussed in the previous chapter, defects in energetic materials play an outsize role in the initiation and sensitivity of energetic materials through the localization
of energy [52]. In addition, the length and time scales over which the inhomogeneities
aﬀect the response of energetic materials are inaccessible to experimental characterization, except in a few cases such as in shock assisted reactions. On the other hand,
atomistic simulations that explicitly capture the complex interplay between, local
pressures, temperatures, and mass and thermal diﬀusion are limited by the computational cost involved, often leading to finite size eﬀects [53, 54] and short simulation
times. The discussion in the previous chapter focused on the mechanical response and
the energy localization mechanisms, with no reference to the associated chemistry. In
this chapter, using large scale MD simulations described in the previous chapter, the
chemistry that occurs in tandem with the progression of the shock wave and following
the passage of the shock wave, under the shock induced pressures and temperatures,
is analyzed.
As discussed in the previous chapter, the built, relaxed granular structure is
shocked by introducing two compressive waves from the boundaries that meet at the
centre of the simulation cell, giving rise to two re-shock waves that meet again at the
periodic boundaries. During the shock loading of the sample, the total translational
1

ADAPTED FROM:MATHEW J. CHERUKARA, TIMOTHY C. GERMANN, EDWARD M.
KOBER, AND ALEJANDRO STRACHAN. SHOCK LOADING OF GRANULAR NI/AL COMPOSITES. PART 2: INDUCED CHEMISTRY, THE JOURNAL OF PHYSICAL CHEMISTRY C,
TO BE SUBMITTED

46
kinetic energy in the sample increases, while during the re-shock the translational
energy decreases, reaching a minimum at the point when they interact at the boundaries. To study the evolution of chemistry following shock loading of these granular
composites, the samples from the end of the shock corresponding to the time at which
the translational kinetic energy is minimum, are then studied under constant volume
and energy (NVE ensemble) for the rest of the simulations.

6.2 Eﬀect of Porosity on Reaction

6.2.1 Accelerated Mixing
Figure 6.1 shows the reaction progression in a sample being shocked at Up = 2
km/s. The initial eﬀects of the shock on chemistry are observed through mechanical
shear and multiple shock reflections that lead to accelerated mixing at interfaces
within grains and at the contacts between grains (Figure 6.1 b), c)). This is followed
by the flow of high-energy fluid into the pores [52], which causes accelerated mixing
in the vicinity of the pores, with significant mixing seen even on the time scales of
the shock (~40 ps) (Figure 6.1 e),f)).
Stronger shocks lead to increased reaction rates during the passage of the shock
even though the times taken for the shock to propagate through the sample go down
with increasing shock strength. Figure 6.2 shows local reaction maps of samples taken
from the end of shock for diﬀerent shock strengths. This accelerated mixing, especially
in the vicinity of the pores, is correlated to increasingly strong jetting phenomena at
higher piston velocities and the localization of translational kinetic energy at pores
through the development of mass flow vortices [52].
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Figure 6.1. Reaction progression during shock loading of the sample with
Up = 2 km/s. Reaction coordinate maps are from a) 5 ps, b) 15 ps, c) 25
ps, d) 35 ps, e) 40 ps and f) 45 ps.

6.2.2 Alternate Reaction Pathways
In this section, the possibility that the development of vortices not only speeds
up the inter-diﬀusion process but also drives the reaction along diﬀerent reaction paths
not taken by the bulk of the sample is explored. To do this, the sample is binned
so that local temperatures and reaction coordinates can be extracted as described in
Chapter 2. The distribution of temperature-reaction coordinate states occupied by
the system is analyzed by plotting the states on a two-dimensional heat map as shown
in Figure 6.3. For weaker shocks (Up  0.5 km/s), pore closure is primarily through

plastic deformation of grains surrounding the pore or through the extrusion of Al
into the pore and the temperature distribution remains largely uniform. In addition,
mechanical mixing during the dynamic loading is rare and confined to shear driven
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Figure 6.2. Local reaction coordinate maps at the end of shock for a)
Up = 0.5 km/s, b) Up = 0.75 km/s, c) Up = 1.0 km/s, d) Up = 1.5 km/s,
e) Up = 2.0 km/s and f) Up = 2.5 km/s
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processes at grain contacts. At higher piston velocities, the flow of hot, molten Al
and Ni into the pore increases the mixing during the dynamic loading of the sample
and, with increasing piston velocities, the influence of the shock on the reaction
coordinate-temperature states of the sample increases (Figure 6.3).

Figure 6.3. Reaction coordinate-temperature maps at the end of shock
for diﬀerent shock velocities.

To study the spatial distribution of these non-equilibrium states and the reaction path traced by regions of the sample that pass through these states, the local
reaction progression in real space corresponding to regions of interest in the reaction
coordinate-temperature space as shown in Figure 6.4 are isolated. Fig. 6.4 a) picks
out the bulk of the sample that is relatively cold and this corresponds to regions
removed from the vortex driven accelerated reaction that initiates at the pores. Regions that occupy states marked out in b) on the reaction coordinate-temperature
plot experience heating and mixing at roughly the same rates, i.e. regions that heat
up due to the enthalpy of mixing. The regions marked out in Fig. 6.4 c) correspond
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Figure 6.4. Regions of the sample corresponding to the occupied reactiontemperature states at the end of shock for a sample shocked at 2.0 km/s.

to extreme regions where the sample first heats up due to mechanical eﬀects after
ejecta hits material downstream and then mixes over time within the fluid in the
pores and by eroding the surrounding grains.

6.3 Shock Induced Chemistry
As described previously, to follow the chemical evolution of the sample under
shock induced pressures and temperatures, the system state from the end of shock
is taken and held under constant volume and energy conditions. Three regimes of
reaction progression as a function of impact strength are observed: for the lowest
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piston velocities (Up  0.75 km/s) where pore collapse is a slow process, driven by
plastic flow, the reactions that initiate in the pore are quenched. The heat generation from the initial reaction in the pores is more than compensated for by thermal
conductivity away from the pores. However, driven by accelerated mass diﬀusion at
higher temperatures, the reaction is still expected to complete, but on length scales
not currently accessible to MD simulations. Figure 6.5 shows the evolution of temperature and reaction coordinate over the course of the simulation, along with local
maps of temperature, reaction coordinate and Ni fraction, taken at 3 ns. Assuming
a linear progression in the reaction, the reaction is estimated to take 0.5µs to reach
completion. The thin black line in Figure 6.5 a) shows the fit between 2 ns and 3.5
ns. The initial reaction that occurs in the pore is primarily driven by the diﬀusion of
Ni into hot molten Al (Figure 6.5 c),d)). Rapid thermal conductivity away from the
pore, however, freezes the reaction in place.
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Figure 6.5. a) Evolution of global temperature and reaction coordinate.
Fit to reaction progression is shown in black. b) Temperature, c) Reaction
coordinate, d) Ni fraction of the sample at 3 ns.

At intermediate shock strengths (Up ⇡ 1.0 kms/s), the eﬀect of porosity on

reaction progression is purely thermal in nature. The formation of hotspots due to

collapsing voids accelerates mass diﬀusion in the vicinity of the pores, which in turn
drives the thermal front out from the pores to the bulk of the sample. Figure 6.6
shows the reaction evolution in a sample shocked at Up = 1.0 km/s.
Interestingly, the reaction fronts in these samples propagate asymmetrically
from the hotspots formed from pore collapse, propagating faster along grains oriented
perpendicular to the hotspot than grains oriented parallel to the hotspot. Figure 6.7
shows a zoomed view of the reaction progress in grains adjacent to one such hotspot.
This asymmetry is a result of the first reaction occurring at the Ni/Al interface and
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Figure 6.6. a) Global temperatures and reaction progression for a sample
shocked at Up = 1.0 km/s. b)-g) Snapshots of the reaction progression at
100 ps, 200 ps, 300 ps, 1000 ps, 1500 ps and 2000 ps.

also as a consequence of thermal diﬀusivity in laminated structures being faster parallel rather than normal to interfaces. This gives rise to a creeping, pronged reaction
front with a leading front that lies along the Ni/Al interfaces. Subsequently, the Al
within these grains melts, leading to accelerated diﬀusion of Ni into molten Al. Finally, the Ni rich portions melt and the entire grain is consumed by the reaction front.
This reaction process is consistent with those described using simple Ni/Al laminates
in previous chapters [55–57], suggesting the chemistry following shock loading up to
Up = 1.0 km/s is essentially diﬀusion controlled.
In the third, strong shock regime (Up

1.5 km/s), where translational as well

as thermal energy is localized through the formation of mass flow vortices, the eﬀect
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Figure 6.7. Asymmetric progress of the reaction front that initiates at a
pore for a sample shocked at 1.0 km/s. Snapshots are from a) 100 ps, b)
150 ps, c) 200 ps, d) 250 ps, e) 300ps and f) 350 ps.

of porosity is two-fold: first, accelerated mass diﬀusion through mechanical mixing
within the pore and the erosion of grains surrounding the pore. Second, as the vortices slow down due to friction with the surrounding grains, their mechanical energy
is converted into thermal kinetic energy, adding a further fillip to the accelerated dif-
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fusion process. Figure 6.8 shows the local temperature maps overlaid with streamflow
vectors during the course of the cooking process as well as the corresponding reaction
coordinate maps. The reaction fronts that initiate at the pores rapidly consume the
sample within a ns.

Figure 6.8. Vortex driven growth for samples in the strong shock regime.
a) Global temperature and reaction coordinate with time, b)-d) local temperatures overlaid with stream flow vectors at 100 ps, 200 ps and 300 ps.
Piston velocity was 1.5 km/s.

The development of the reaction front as it progresses through the sample is described using the reaction coordinate-temperature maps discussed previously. Figure
6.9 (top panels) shows the evolution of these states over the course of the ’cooking’
of the simulation. To isolate regions that have reacted at a particular snapshot in
time, regions that lie within 0.75 and 1.25 of the average temperature in the sample
and with reaction coordinates that lie between 0.7 and 1.0 (which are marked out by
the boxes in the top panels) are picked out as shown in the bottom panels in Figure
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6.9. This picks out regions that have reacted in the past and are now comparatively
cooler. The first regions to react are within the vortices, where mechanical mixing
in fluid flow accelerates the mixing process. Subsequently, the reaction front propagates along interfaces in grains surrounding the pores, giving rise to a characteristic
multi-fingered, shape as seen in Figure 6.9.

Figure 6.9. Reaction front progression following shock loading in the
strong shock regime. Top panels describe the distribution of states and
bottom panels show the regions corresponding to the states that lie within
the red boxes. Snapshots are from a) 60 ps, b) 100 ps, c) 200 ps and d)
300 ps.

6.4 Conclusions
The MD simulations in this chapter describe the long time response of a granular
reactive composite following mechanical initiation. The inherent porosity in this
type of material governs the initiation and chemical progression in these samples.
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Increasing the shock strength was found to give greater prominence to chemistry
initiated at pores. At the lowest impact velocities (Up  0.75 km/s), reaction that is

initiated at the pores due to the localization of thermal kinetic energy is quenched due
to heat conduction away from the pore. At intermediate piston velocities (Up ⇠ 1.0

km/s), reaction progression following pore closure is seen to be primarily driven by the
localization of thermal kinetic energy, which leads to accelerated mass diﬀusion, which
in turn propagates the chemistry wave. Interestingly, the development of the chemical
wave is seen to be asymmetric with the chemical front progressing faster into grains
oriented perpendicular to the initial hotspot. Finally, for strong shocks (Up

1.5

km/s), formation of mass flux vortices in the samples leads to the localization of
translational as well as thermal kinetic energy, accelerating the reaction progress both
through the process of mechanical mixing as well as through accelerated diﬀusion at
elevated temperatures in grains surrounding the hotspot. In addition, as the vortices
slow down due to friction, their mechanical energy is converted to thermal energy,
providing a secondary, delayed dissipative mechanism that gives the chemical process
an extra fillip.
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CHAPTER 7. MULTISCALE MODELING

7.1 Introduction
While MD simulations discussed so far provide insight into the physics and reaction mechanisms at the scale of interfaces or grains, the time and length scales
that MD can access, are too small for a holistic description of the response of these
materials on real world length scales. To address this major shortcoming, this section
describes the outline of a numerical scheme that uses inputs from MD to describe
material response at continuum length scales. Section 7.2 discusses the application
of this reaction scheme to the thermal ignition of Ni/Al foils, while in the following section, a mention is made of results obtained by coupling the chemistry model
to a finite element deformation model to study the shock response. Several models
already in existence [15, 58, 59] match experimental results closely, but use one or
more parameters that are first fit to these results, i.e.., they are ’tuned’ to match
experimental results. They also tend to be computationally intensive given that they
resolve the laminates, and there are ~5 orders of magnitude between thermal and
mass diﬀusivities.

7.2 Simulation Details and Governing Equations
To circumvent these issues, a reaction scheme that does not explicitly resolve
mass diﬀusion across the interface, and is not ’tuned’ to experimental data, is described. It shows some promise in accurately describing burn rates and flame characteristics of these reactions. Figure 7.1 shows a schematic of the approach and the
experimental set up used to validate the scheme. A region of the sample is under
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Figure 7.1. Schematic of the model set up. MD provides input on the
reaction kinetics on the laminate length scale. (Adapted from M. Salloum,
O.M. Knio Combustion and Flame 157 (2010) 288–295)

a spark at temperature in excess of 1000K, while the rest of the sample is at room
temperature.
The temperature profile is assumed to decay linearly away from the spark. The
geometry so chosen for validation with experiments is eﬀectively a 1 D heat transport
problem and is set up as follows:
dT
d2 T
dT d⌘
=↵ 2 +
dt
dx
d⌘ dt

(7.1)

d⌘
(1 ⌘)2
=
dt
⌧ (D(T, ))

(7.2)

2

=D⇤⌧

(7.3)
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where ⌘ is the reaction progress variable, ⌧ is the characteristic time of reaction as
defined in Chapter 3, and

is the diﬀusion distance (half the period of the laminate).

Equation. 7.4 is the standard Arrhenius expression for diﬀusion as a function of
temperature. ⌘t is a dimensionless constant that scales the reaction progress variable,
and from fits to MD data is found to be constant with a value ~0.3.

Tf is the

temperature increase during reaction, and is obtained from adiabatic experiments [60].
⌘o is amount of premixed material.
The reaction progress variable (⌘) is obtained from the laminate samples described in Chapter 2 as follows: first, the sample is binned parallel to the interface and
a reaction coordinate variable is obtained from the fraction of Nickel atoms in each
bin. Pure Ni or pure Al are 0, and 50% Ni is 1 for an initial Ni:Al of 1:1, or 75% Ni
is 1 for an initial Ni:Al of 3:1. A weighted average of the reaction coordinate over the
sample is obtained as a function of reaction time. Figure 7.2 shows the temperature
increase as a function of the chemistry progress for laminates at diﬀerent periods, as
well as the fits to the data using Equation 7.5. Finally, diﬀusion data is obtained by
iteratively fitting to MD data. It is emphasized here that the diﬀusion coeﬃcients
so extracted, are an average, combining the multiple processes that occur over the
course of the reaction. Figure 7.3 shows final fits of the model to MD data for the
Ni:Al 1:1 case.
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Figure 7.2. Fits of temperature increase as a function of reaction progress
for diﬀerent laminate periods.
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Figure 7.3. Fits of the model to NiAl MD data for ignition temperatures
of a) 1200 K b) 1300 K and c) 1400 K

7.3 Simulated Trends and Inherent Limitations
Figure 6.4 shows a comparison of flame velocities predicted by this model with
prior work [61] using a ’tuned’ reaction scheme. While this model captures the trend
towards slower reaction rates with increased pre-mixed thickness, and the presence
of a maximum in flame velocity; rates predicted are several times the values observed experimentally. Nonetheless, qualitative predictions of initiation and reaction
progress can be obtained. For instance, Figure 7.5 (b) shows the predicted reaction
propagation after impact by the piston (checkered area), using a finite element model
that is coupled with the chemistry model described above. The model accurately
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Figure 7.4. a) Comparison of predicted flame velocities with diﬀerent
premixed thicknesses and b) predictions from a ’tuned’ model [61]. Figure
b) is reproduced with permission from Mann, A.B., Gavens, A.J., Reiss,
M.E. et al., JAP, 82, 3 (1997). Copyright 1997 AIP Publishing LLC.

predicts reaction initiation at the edges of the sample, where the plastic deformation
and friction are the highest.
While the current state of the model accounts for the pre-mixed layer only as
a decrease in the total heat of reaction, in reality, the presence of a pre-mixed zone
also has a catastrophic impact on the diﬀusion across the interface. This eﬀect on
the diﬀusion can be incorporated by looking at MD simulations of the reaction rates
at a constant temperature for diﬀerent pre-mixed thicknesses and, then scaling the
reaction rate as follows:
d⌘
(1 ⌘)2
=
⇤ f (w)
dt
⌧ (D(T, ))

(7.6)

where f (w) is a function of the pre-mixed width and scales from 1 for a perfect
interface to 0 for completely reacted samples.
A further complication that the model does not address is the formation of
intermetallics under conditions closer to equilibrium. While the shock induced chemistry discussed in the preceding two chapters, and the thermal initiation runs that
the model is fit to, lie in regimes far from equilibrium, the propagation of chemistry
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under steady-state conditions is likely to engender regimes where diﬀusion occurs at
lower temperatures, leading to the (temporal) formation of intermetallics. This is
discussed in the following chapter. [62]

Figure 7.5. a) Images from impact initiation (Source: Mason, B.A.,
Groven, L.J., Son, S., Purdue University) and b) predictions from an
FEM model coupled with the chemistry model (Source: Nair A., Cuitino,
A., Rutgers, Unpublished)
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CHAPTER 8. LOW TEMPERATURE IGNITION OF NI/AL REACTIVE
INTERMETALLICS1

8.1 Introduction
The discussion in the preceding chapters has dealt with conditions far removed
from equilibrium self-heating, whether thermal or shock induced. The elucidation of
the reaction progression in regimes closer to equilibrium has remained a challenge due
to the computational cost involved (10s-100s of ns) and temporal limitations on in
situ characterization techniques [4, 10, 63]. Such a description of the reaction kinetics
is necessary for the development of accurate continuum models and the targeted design of IRCs. While in situ studies have begun to provide a glimpse of the sequence
of reactions during self-propagation, the temporal resolution is still insuﬃcient, in
particular to capture the nucleation and growth of intermetallics following the initial
dissolution of Ni into Al [55]. Complementing experimental characterization, MD
simulations described in Chapter 3 follow high temperature ignition (Tign

1200 K),

where a two stage reaction involving the dissolution of Ni into Al, followed by the
melting of Ni, was observed. MD studies of reaction progress under isothermal conditions observed the formation of the B2 NiAl intermetallic [64–66]. This formation of
B2 followed the diﬀusion of Ni into Al and adversely aﬀected the diﬀusion rates [65].
It is not clear however, whether reaction kinetics would favor the nucleation of B2 under adiabatic conditions, and in turn, what eﬀect this intermetallic formation would
have on the reaction kinetics. In this chapter, by extending MD simulations to igni1

ADAPTED FROM: MATHEW J. CHERUKARA, TIMOTHY P. WEIHS, AND ALEJANDRO
STRACHAN. MOLECULAR DYNAMICS SIMULATIONS OF THE REACTION MECHANISM
IN NI/AL INTERMETALLICS. ACTA MATERIALIA, UNDER REVIEW, 2015
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tion at temperatures as low as 650 K, the various ignition dependent reaction paths
are elucidated.

8.2 Simulation Details
The model structure is of Al clad Ni wires, with a core diameter of 12 nm and an
Al shell thickness of 1.5 nm. The wire is oriented with the [001] direction lying along
its length (Z direction). The number of Ni and Al unit cells along the Z direction
are chosen to minimize the interfacial strain, with 230 unit cells of Ni and 200 unit
cells of Al along its length, giving a strain mismatch of 0.05%. This structure has
310,400 atoms of Al and 841,110 atoms of Ni, or an Ni:Al ratio of ~2.72. The length
of the wire is 81 nm, with periodic boundary conditions along the length and open
boundary conditions in the other directions. Figure 8.1 shows the initial structure.

Figure 8.1. Simulation setup. Ni atoms are in red, Al atoms in blue.
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The as-built structure is equilibrated using an energy minimization followed by a
thermalization at 300 K during which the pressure along the length of the wire is kept
at 0.01 atm. The coupling constants between the thermostat and barostat are 0.01 and
0.1 ps, respectively. The process of thermal ignition is simulated by heating the entire
structure to the desired ignition temperature in 20 ps, still under isobaric-isothermal
(NPT conditions). The samples are then relaxed for a further 10 ps at the ignition
temperature, still under NPT conditions. The chemical evolution of the system is then
followed under isobaric-isoenthalpic conditions (NPH ensemble) for the remainder of
the simulation, during which the coupling constant is switched to 1.0 ps. As before, a
time step of 0.5 fs is used and the previously described Mishin potential [22] and the
LAMMPS package [20] are used to run the simulations. Of relevance to this chapter,
the potential was parameterized using the lattice constants and formation energies of
several intermetallics, including NiAl and Ni3 Al and accurately captures the melting
points for these as well as for Ni and Al.

8.3 Reaction Kinetics and Mechanism

8.3.1 Temperature Progression Following Thermal Ignition
Figure 8.2 (a) shows the temperature evolution during the reaction for samples
ignited at diﬀerent temperatures. Complete reaction within 1.5 ns is seen for samples
that are ignited at 1000 K and above, showing reaction characteristics consistent with
those seen for the bulk samples in Chapter 3 [55]. Figure 2 (b) shows an expanded view
of the first 2 ns of the reaction. Samples ignited at 900 K or lower take considerably
longer, with a mere 350 K decrease in ignition temperature being suﬃcient to increase
reaction times by a factor of 100. As in Chapter 2, to obtain a characteristic reaction
time (⌧ ) for each temperature, the temperature evolution with time is approximated
by an exponential, as follows:
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T = (Tig

Tf in ) ⇤ e

[t/⌧ ]

+ Tf in

(8.1)

where Tig and Tf in are the ignition and adiabatic temperatures, respectively. As in
Chapter 2, these reaction times are used to obtain eﬀective mass diﬀusion coeﬃcients
for the reaction:Def f =

2

⌧

, assuming the diﬀusion distance ( ) is equal to the radius of

the wire (7.5 nm). Figure 2 (c) shows the Arrhenius plot for these diﬀusion coeﬃcients
compared with those from experiments as well as the high temperature laminate
ignition studies described in Chapter 2. Two regimes corresponding to above and
below the melting of Al, are observed in the eﬀective diﬀusion coeﬃcients.

Figure 8.2. a), b) Temperature evolution for diﬀerent ignition temperatures, thin black lines show exponential fits. c) Arrhenius plot of diﬀusion
coeﬃcients

To study the atomistic processes that give rise to the two diﬀusive regimes, the
reader’s attention is drawn to Figure 8.3, which shows snapshots of the wires during
reaction for three cases ignited at 650 K, 950 K and 1000 K. Atoms are colored to
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indicate local crystal structure using an adaptive common neighbor analysis technique
provided by Ovito [67]. Fcc atoms are in green and bcc atoms (corresponding to the
B2 NiAl intermetallic phase) are in blue. Atoms in liquid or amorphous phases are
in translucent orange. Samples ignited at 900 K or lower show the nucleation and
growth of the B2 NiAl intermetallic phase. The amount of B2 formed during the
evolution of the reaction is dependent on the ignition temperature and is influenced
by two counteracting forces: higher mass diﬀusivities at higher temperatures lead to
faster growth. However, as the mixing and intermetallic formation is exothermic, the
rapid temperature rise increases the size of the critical nucleus (since critical nucleus
size is inversely related to the undercooling). This forces the smaller nuclei to remelt
during the course of the exothermic reaction. As an instance, consider the sample
ignited at 900 K: nucleation is observed at multiple sites, but the subsequent growth
of the B2 is restricted to isolated clusters on the surface of the Ni core (Figure 8.3 (b)).
On the other hand, the sample ignited at 650 K shows significant grain coarsening,
forming a complete coating of NiAl on the remaining unreacted Ni core (Figure 8.3
(a)). The formation of this nearly homogeneous coating of B2, acts as a barrier to the
further mixing of Ni and Al, slowing down the reaction considerably. This eﬀect of the
intermetallic on the kinetics and the temperature evolution is seen in the Arrhenius
plot in Figure 7.2.
Of additional interest, mechanical instabilities are observed in the wire towards
the end of the reaction in samples that nucleate the B2 NiAl phase. The Ni core
that melts at a lower temperature than the polycrystalline NiAl coating, and does
so inhomogeneously, giving rise to stress gradients in the sample that cause the B2
coating to fracture intergranularly. Mechanical instabilities of a diﬀerent kind, driven
by diﬀerences in local densities, have been observed in other reactive systems such as
the W-Si system. [68]

70

Figure 8.3. Nanostructure evolution during reaction for samples ignited
at a) 650 K, b) 900 K and c) 1000 K. Fcc atoms (Ni or Al) are in green,
B2 NiAl is in blue, structureless (amorphous or grain boundary atoms)
are in translucent orange.

8.3.2 Reaction Paths Under Diﬀerent Reaction Regimes
To elucidate the reaction paths taken by samples initiated in the two regimes,
the analysis outlined in Chapter 7 is used viz., through the analysis of a 2 D histogram
of the local temperatures and Ni fractions in the sample. As before, the wire is binned
in 2 dimensions along the X-Z plane and local averages of temperature and Ni fraction
are extracted using Equation 2.12 and Equation 2.13 respectively. A 2 dimensional
histogram is generated using these locally averaged values and then overlaid on the NiAl phase diagram as shown in Figure 8.4 a) for the sample ignited at 650 K. Unlike
the samples in the previous chapter, the temperature distribution is quite narrow,
which is expected considering the few nanometer diameter of the wire. Figure 8.4 b)
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shows the distribution of composition, averaging over the temperature distribution
of the bins. Initially, the states of the sample are clustered around the Ni and Al
sides of the phase diagram, with a few bins that lie at the interface between Ni and
Al showing a composition between the two. During the early stages of the reaction,
t . 60 ns, the reaction is dominated by the diﬀusion of Ni into Al, which is seen in the
increasing population of states in the Al-rich side of the phase diagram. Concurrently,
a reduction in the number of bins with pure Al is also seen.

Figure 8.4. a) Ni-Al phase diagram overlaid with the distribution of states
within the sample. b) Composition histograms showing clustering around
the Al3 N i composition. Ignition temperature was 650 K.

Since the bulk of the Ni, which lies in the core of the wire, only comes into
play towards the end of the reaction when the melting point of Ni is reached by the
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adiabatic reaction, the reaction paths followed by the Al-rich regions of the wire are
isolated. To do this, the locus of the state on the temperature-Ni fraction plane with
the highest population, excluding states that are pure Ni is plotted on the Ni-Al phase
diagram as shown in Figure 8.5. Solid lines in Figure 8.5 correspond to wire samples
while dashed lines correspond to the bulk laminate samples described in Chapter 3.

Figure 8.5. Reaction paths followed by the Al in the wires (solid lines)
and in laminates (dashed lines) for diﬀerent reaction temperatures. Reaction paths followed by Al in the wires are seen to converge following the
nucleation of B2.

For samples ignited at 900 K or less, where B2 NiAl is seen to nucleate, the
reaction paths show four stages: the first stage is Ni dissolving in to solid Al (up
to ~15 % Ni) to form a supersaturated solution of Ni in Al, accompanied by small
clusters of B2 at the interface. Furthermore, there is an observed clustering of bins
around the Al3 N i composition. Figure 8.4 (b) shows the distribution of Ni fractions
in bins at three times during this initial solid-solid intermixing stage. The heating
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rate during this stage of the reaction, where the reaction is controlled by diﬀusion
in the solid phase, is comparatively slow (~1010 K/s). The first stage which lasts
for 15 ns for the sample ignited at 650 K, is followed by the melting of the Al rich
phase. During the third stage, NiAl grains nucleate at the (still) crystalline Ni/melt
interface and grow into the molten, Al rich phase. Finally, samples that nucleate
the intermetallic phase converge to the same reaction path during the nucleation and
growth process. During this fourth stage, when the paths converge, the amount of B2
grows and heats with little mixing, evinced by the near vertical lines in Fig. 8.5. The
final stage includes the melting of the Ni core and moves the composition towards the
final value at almost constant temperature, due to the further heat of mixing going
towards the melting of Ni.
On the other hand, samples ignited at temperatures of 1000 K or greater follow
a straight path, mixing and heating at the same rate over the reaction. This reaction
path is similar to that taken by the bulk laminates as described in Chapter 3.

8.3.3 Nucleation and Growth of the NiAl Phase
Figure 7.6 shows atomistic pictures of the samples ignited at 650 K, with atoms
colored by their structure type: fcc atoms in green, NiAl in blue and atoms without
a well defined crystal structure in translucent orange. This last category of atoms
include atoms in the liquid, amorphous solid or at grain boundaries. During stage
1, when the predominant process is the diﬀusion of Ni into Al in the solid state (up
to 15 ns for the sample ignited at 650 K), small clusters of B2 form at the Ni/Al
interface. Figure 8.7 a) shows the number of NiAl nuclei with more than 10 atoms
and more than 100 atoms over time for two samples ignited at 650 K and 700 K. The
melting of Al during the second stage of the reaction destroys these small clusters
containing between 10 and 100 atoms (Figure 8.7 (a)). This is attributed to the
higher interfacial energy for a solid in a liquid as opposed to in a soid, which increases
the critical nucleus size. However, following this, a new set of heterogenous nuclei
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is formed at a rapid rate, in part due to the higher mobility of atoms in the liquid.
These clusters nucleate heterogeneously at the interface between the liquid and solid
Ni and grow rapidly into the molten Al, while growing into the crystalline Ni, but
at a slower rate. At later times, preferential growth of the B2 NiAl is seen along the
[110] directions of the fcc Ni (Figure 8.7 (g)). Figure 8.7 (b) shows the largest and
average B2 grain sizes in the wire during the course of the reaction. Grain growth is
seen up until the melting of Ni, when the wire becomes mechanically unstable.

Figure 8.6. Snapshots of NiAl nucleation and growth for the sample ignited at 650 K. B2 NiAl atoms are in blue, fcc atoms (Ni or Al) in green
and atoms without a well defined crystal structure are in translucent orange. Colouring in h) is Ni in red and Al in blue.

One more thing, the nucleation and growth described above occurs under large
concentration gradients (~109 m 1 )and such eﬀects are of fundamental interest [69] in
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Figure 8.7. a) Number of B2 NiAl grains containing more than 10 and
more than 100 atoms for samples ignited at 650 K and 700 K. b) Mean
and max B2 grain sizes in the sample during the course of the reaction.

any rapidly diﬀusing system. Figure 8.8 shows atomistic snapshots of the growth of
one such cluster formed in the sample ignited at 650 K. Surprisingly, the NiAl nuclei
are ordered even at very small sizes (Figure 8.8 (a)). At later times, once growth
into the Al rich side has been exhausted, further growth occurs through significant
substitutions of Al sites by Ni atoms on the Ni rich side. Figure 8.9 shows Ni fraction
(a), B2 and fcc fractions (b) and Ni fraction of the B2 phase as a function of radial
position at diﬀerent times during the reaction for the sample ignited at 650 K. Note
the high concentration of Ni at later stages of intermetallic growth in Figure 8.9 (c)
and Figure 8.8 (e). This growth of NiAl at later times into the still crystalline Ni core
follows a two-step process: first, a layer of atoms of the core switches from local fcc
coordination to bcc coordination, giving rise to Ni-rich B2 at the new fcc-B2 interface.
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This is followed by compositional equilibration across the cluster, before the cluster
grows another atomic layer into the Ni core.

Figure 8.8. Growth of a single grain of NiAl at times marked out on a)
at b) 25 ns, c) 50 ns, d) 75 ns and e) 90 ns for a sample ignited at 650 K.
Substitution of Al with Ni is seen in the B2 structure. Ni atoms are in
red and Al atoms are in blue.

DSC experiments, which use much slower heating rates, have observed the formation of the Al rich phases [63, 70, 71], but evidence for their formation is seen only
during the initial stages of solid-solid diﬀusion. This inconsistency is attributed to
the extremely rapid heating rates during adiabatic reaction. Furthermore, there is no
evidence for the formation of the Ni rich phases, including N i3 Al, which is table up
to 1645 K, something that is captured by this potential. This is likely a consequence
of the limited diﬀusivity of Al into Ni, leading instead to the substitution of Al in B2
NiAl by Ni.
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Figure 8.9. a) Ni fraction , b) B2 and FCC fractions, c) fraction of Ni in
B2 as a function of radial position at diﬀerent times for the case ignited
at 650 K.

8.4 Conclusions
To summarize, these results on the low temperature ignition of Ni/Al IRC’s
show the dependence of the reaction path on ignition temperature. Samples ignited
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below the melting point of Al form the intermetallic phase during the course of the
reaction. This is consistent with post-mortem and in-situ studies, but the mechanism
of this formation is still the subject of debate. The formation of NiAl across the Ni/Al
diﬀusing interface slows mass transport, aﬀecting the kinetics of the reaction. This
observation could explain the inability of previous continuum simulations to predict
experimentally observed flame velocities. The heterogeneous nucleation and growth,
which occurs under a steep concentration gradient, gives rise to B2 NiAl grains with
large internal compositional gradients. These grains of B2 are found to grow quickly
into the molten Al rich side of the interface before growing slowly into the crystalline
Ni side through a two-step process: a change in local ordering from fcc to bcc (or Ni
rich B2) in Ni atoms at the B2/Ni interface, followed by a period of compositional
equilibration before further growth into the Ni rich side.
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CHAPTER 9. INDUCED RECRYSTALLIZATION OF A-NI

9.1 Introduction
As discussed in Chapter 4, the use of amorphous precursors as energetic materials is both faster and more energetic than their crystalline counterparts. Recent
work has shown the feasibility of producing amorphous Nickel in the bulk, through
sonochemical process [72] or the chemical reduction of nickel nitrate [73]. Both techniques result in a loosely packed amorphous powder of Nickel. While the temperature
induced recrystallization of Silicon has been the subject of previous studies [74, 75],
mechanically induced recrystallization processes have remained relatively unexplored.
Static loading simulations on amorphous nickel [76] and experimental observation of
mechanically induced recrystallization within shear bands in metallic glasses [77] show
potential for the fabrication of a novel class of materials with hierarchal ordering viz.
at the atomic as well as the grain level, potentially extending the design space of
metals and metal composites. Molecular dynamics (MD) simulations are used to
describe the nucleation and growth process following the shock loading of a porous,
amorphous nickel structure. Starting with the same initial structure, the development
of the nanostructure can be controlled purely through the strength of the shock. Also
reported are data from simulations of thermal recrystallization to explain the process
of forming the crystalline material from the amorphous, as opposed to from the liquid.
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9.2 Heterogeneous Recrystallization

9.2.1 Recrystallization Wave in an Amorphous Powder Compact
To study the propagation of the self-sustaining recrystallization wave through
the sample starting from a crystalline seed, a quasi-3D simulation as shown in Figure
9.1 is built, with the crystalline seed at the bottom oriented along the (001) axis.
The porous structure shown is built by replicating a single amorphous disc in a close
packed arrangement. The amorphous disc which has an out of plane thickness of 3.4
nm, was created from a crystalline structure of Ni by heating up to 2300 K in steps
of 25 K, relaxing the structure for 50 ps at each step, followed by cooling down to
300 K at 1011 K/s.
Crystallization in the amorphous structure is initiated by bringing it into contact with the crystalline seed, which is held at a constant temperature of 600 K.
The amorphous structure is held under constant volume and constant energy (NVE
ensemble) to follow the temperature evolution in the sample during the progress of
the crystallization wave.
Figure 9.1 shows the recrystallization wave in the atomic snapshots, as well
as the associated thermal fields in the sample, at diﬀerent times after the porous
structure has been brought in contact with the crystalline seed. The recrystallization
velocity of the wave was extracted by looking at the fraction of atoms in a local fcc
environment as a function of time and was found to be 27.3 m/s. This number is
consistent with recrystallization velocities observed in simulations and experiments
on Silicon [78]. However, this value is 3 orders of magnitude higher than the experimental values in a-Ni, which are of the order of mm/s. This large discrepancy
is attributed to several factors, including the presence of an oxide layer in the surface of the nanoparticles, the much smaller packing density (~20 %) compared to
the simulated structures (~90%), and the much greater disorder in the experimental
samples.
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Figure 9.1. Atomic snapshots and local temperature maps during the
recrystallization process at a) 1.2 ns, b) 1.6 ns and c) 1.8 ns for a seed
oriented along the (001) plane.

9.2.2 Kinetics of Recrystallization
To get a better handle on the thermal recrystallization process and the associated kinetics of atom rearrangement from the amorphous to the crystalline phase,
the recrystallization velocities under forced constant temperature conditions and also
the atomic diﬀusion of Ni atoms in the amorphous structure were studied.

9.2.2.1 Simulation Setup
For both the analyses to follow, the same amorphous structure is used, which
is built from an initially crystalline, periodic structure 10 unit cells X 10 unit cells
X 45 unit cells. The as built crystalline structure is thermalized at 300 K for 100 ps
at 1 atm before being heated up to 3000 K in 1 ns at a constant heating rate under
isochoric conditions. The sample is then thermalized at 3000 K for 100 ps before
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being quenched to 300 K in 100 ps. Self diﬀusivities of Ni in a-Ni are then calculated
in these samples under isobaric-isothermal conditions (NPT ensemble) at 1 atm and
at the target temperature.
For the studies on recrystallization velocities, a crystalline seed is introduced
at the edge of the amorphous samples along its long direction (Z axis) of dimensions
10 unit cells X 10 unit cells X 4.5 unit cells. The structure is then minimized before
being run under the (NPT ensemble).

9.2.2.2 Recrystallization Velocities in the Bulk
Recrystallization velocities are calculated at diﬀerent temperatures in the isobaricisothermal ensemble (NPT ensemble) with the X and Y dimensions free to vary so
that the average pressure is 1 atm. Figure 9.2 a) shows the recrystallization velocities
in the bulk samples at diﬀerent temperatures. The velocities are found to increase
with increasing temperature as a consequence of faster thermal diﬀusivities at elevated
temperatures, but only up to a point. With increasing temperature, the driving force
for the recrystallization decreases and, after a certain temperature, this term dominates as shown in Equation 9.1, which describes the recrystallization velocity as a
function of temperature [78]:

v(T ) = vo e

Ea
RT

(1

e

L(To T )
RT

(9.1)

)

where Ea is the activation energy for atomic motion, L is the heat of fusion, To is the
melting temperature and vo is a fitting constant. At low temperatures, the driving
force is assumed to be very large and the expression reduces to v(T ) = vo e

Ea
RT

.

Figure 9.2 b) shows the recrystallization velocities as a function of temperature
on an Arrhenius plot, giving an activation energy for the recrystallization process of
Ea = 4.8 kJ/mol.
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Figure 9.2. Recrystallization velocities as a function of temperature for
the sample with a seed oriented along the [100].

9.2.2.3 Self Diﬀusivities of Ni in a-Ni
To account for this extremely low activation energy, which is a quarter of the
experimental values obtained from DSC experiments and the Kissinger analysis, the
activation energy for the self-diﬀusion of Ni in a-Ni is studied. The average of the mean
square displacement of every atom in the sample is used to calculate the diﬀusivities at
diﬀerent temperatures using the samples described above. The values for the diﬀusion
coeﬃcients are fit between 6 ns and 10 ns of simulation time as shown by the thin green
lines in Figure 9.3 a)-b). Figure 9.3 c) shows the calculated self-diﬀusion coeﬃcients
of Ni in a-Ni, which gives an activation energy of ~61 kJ/mol

9.3 Shock Induced Crystallization

9.3.1 Simulation Setup
To simulate the response of a porous agglomerate of amorphous Ni powder, a
simplified geometry consisting of repeated arrangements of discs of amorphous Ni
with diameters 10 nm and 20 nm, as shown in Figure 9.4 is considered. First, discs
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Figure 9.3. a), b) Fits of the diﬀusion coeﬃcient to the average atomic
mean square displacement at 1200 K and 1400 K. c) Arrhenius plot of the
extracted diﬀusion coeﬃcients.

of the above diameters and out of plane thickness 3.4 nm are cut out of blocks of
crystalline Ni. They are then thermalized at 1500 K for 50 ps, before being heated
up to 2300 K in steps of 25 K, relaxing the structure at each step for 50 ps. The
discs are then cooled down to 300 K at a rate of 1011 K/s. The initial discs are then
replicated in a simple cubic structure as shown in Figure 9.4, with the system being
periodic in all dimensions. Two shock waves are introduced by moving the two halves
of the sample at the piston velocity while dynamically compressing the boundaries at
the same velocities as outlined in detail by Zhao et al [13]. This unusual construction
allows us to follow the evolution of the system under the shock induced pressures and
temperatures. To do this, the compressing boundaries are stopped at the instant that
the shock wave reaches the boundaries of the sample, which corresponds to the point
at which the translational kinetic energy of the simulation cell is at a minimum.
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Figure 9.4. Initial simulation setup and the described method of shock
loading the sample.

9.3.2 Nanostructural Development Following Dynamic Loading
The nanostructural development following the dynamic loading of the sample is
studied for three diﬀerent piston velocities: 0.5 km/s, 0.75 km/s and 1.0 km/s. Figure
9.5 a) shows the nucleation of growth of crystalline Nickel following the shock loading
of a sample at Up=0.5 km/s. Due to the relatively low shock induced temperatures
(~900 K), nucleation rate is diﬀusion controlled, leading to long incubation times
(~3 ns) and the nucleation of just two grains. Both significant nucleation events are
observed in the centre of the simulation cell where the temperatures are higher due
to the attenuation of the shock wave as it traverses the porous sample. [52]
Interestingly, a slightly stronger shock (Up=0.75 km/s) on the exact same sample produces a much finer nanostructure, as seen in Figure 9.5 b). The temperatures
induced in the sample following the passage of the shock (1100-1300 K) favor the
nucleation process, leading to a largely uniform distribution of grain sizes across the
length of the sample. Furthermore, the grains first nucleate into the BCC phase as
opposed to the FCC, before undergoing a structural transformation at larger sizes
following growth into the amorphous. Such multi-stage crystallization processes have
been previously observed in molecular dynamics simulations of crystallization from
the melt [79] as well as in experimental studies of hard sphere colloids [80].
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Figure 9.5. Nucleation and growth following the collapse of the porous
a-Ni sample loaded at a) 0.5 km/s, b) 0.75 km/s and c) 1.0 km/s. FCC
atoms are in green, HCP atoms (which represent twin planes and stacking
faults) are in red and BCC atoms are in blue.

Finally, the evolution of a sample shocked at 1.0 km/s is studied, where, in
addition to the development of a complex nanostructure, the development of local variations in crystal structure is also seen. As in the 0.75 km/s case, the initial nuclei have a BCC structure. However, due to the even higher shock induced
temperatures(~1400-1700 K), diﬀusion and hence growth rates are also considerably
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higher. The hypothesis is that the transformation of the initial BCC nuclei to FCC
occurs through the homogenous nucleation of FCC clusters within the BCC nuclei.
Thus, in the high temperature regime where growth is favorable, grains can attain
large sizes, while retaining the BCC phase. This leads to the formation of a initial
microstructure that is a mixture of BCC and FCC grains. The thermodynamic stability of the FCC structure however, leads to a gradual decrease in the number of
BCC atoms, often through the growth of FCC grains at the expense of BCC grains,
as seen in Figure 9.5 c).
Furthermore, the eﬀect of the shock attenuation and the formation of a temperature gradient within the sample is more pronounced at higher shock strengths,
leading to diﬀerent nucleation rates at the centre of the simulation cell (point of impact) and the edges of the simulation cell. This leads to the formation of a graded
nanostructure, as seen in Figure 9.5 c).

9.4 Conclusions
To conclude, the recrystallization of amorphous Ni through heterogeneous thermal initiation and homogeneous shock initiation has been studied. The extremely low
activation energy for recrystallization, which is considerably lower than that for self
diﬀusion of Ni in a-Ni, suggests recrystallization follows a diﬀerent mechanism, with
minimal atomic rearrangement. Shock loading of the porous amorphous structure
leads to temperature gradients in the sample as a consequence of the shock attenuating as it passes through the porous structure, which in turn leads to gradients in
grain size distribution. This approach could be used to build graded nanostructures
starting from the same initial amorphous structure. An alternative approach would
be to use the heating caused by local plastic deformation to nucleate crystalline grains
in prefered locations. Then, starting with a distribution of amorphous particle sizes,
it would be possible to build tiled structures with hierarchal ordering on the nano
and microscale. This could be extended even further, to build amorphous-crystalline
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composites where the growth of crystallinity is arrested through quenching, or is restricted to regions that undergo the maximum plastic deformation. Such local recrystallization has been observed in the shear bands of mechanically deformed metallic
glasses [77].
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