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Non-diffusive resonant acceleration of electrons in the radiation belts
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We describe a mechanism of resonant electron acceleration by oblique high-amplitude whistler
waves under conditions typical for the Earth radiation belts. We use statistics of spacecraft
observations of whistlers in the Earth radiation belts to obtain the dependence of the angle h
between the wave-normal and the background magnetic field on magnetic latitude k. According to
this statistics, the angle h already approaches the resonance cone at k  15 and remains close to it
up to k  30–40 on the dayside. The parallel component of the electrostatic field of whistler
waves often increases around k  15 up to one hundred of mV/m. We show that due to this
increase of the electric field, the whistler waves can trap electrons into the potential well via wave
particle resonant interaction corresponding to Landau resonance. Trapped electrons then move with
the wave to higher latitudes where they escape from the resonance. Strong acceleration is favored
by adiabatic invariance along the increasing magnetic field, which continuously transfers the
parallel energy gained to perpendicular energy, allowing resonance to be reached and maintained.
The concomitant increase of the wave phase velocity allows for even stronger relative acceleration
at low energy <50 keV. Each trapping-escape event of electrons of 10 keV to 100 keV results in
an energy gain of up to 100 keV in the inhomogeneous magnetic field of the Earth dipole. For
electrons with initial energy below 100 keV, such rapid acceleration should hasten their drop into
the loss-cone and their precipitation into the atmosphere. We discuss the role of the considered
mechanism in the eventual formation of a trapped distribution of relativistic electrons for initial
energies larger than 100 keV and in microbursts precipitations of lower energy particles. VC 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.4769726]
I. INTRODUCTION
Electron acceleration in the radiation belts due to the
local mechanism of wave-particle resonant interaction has
been actively studied during recent years [see reviews by
Refs. 1–3]. Electron interaction with whistler waves is usu-
ally assumed to have a diffusive character and, thus, major
investigations are carried out in the frame of the quasi-linear
theory, see Refs. 4, 6, 7, and references therein. Moreover,
most estimates of energy diffusion are based on the simpli-
fied approximation of the parallel (or quasi-parallel) propa-
gation of whistler waves relative to the background magnetic
field in the outer radiation belts.
There are several studies devoted to alternative
approaches. First of all, we should mention the calculation of
diffusion rates directly from the Hamiltonian equations of
motion.8 Estimations of the effect of oblique whistler propa-
gation on electron scattering and acceleration were obtained
accordingly.2 The same approach was used to study cyclo-
tron resonant acceleration of electrons by whistlers generated
by a lightning discharge in the Earth’s atmosphere.9 This
mechanism assumes acceleration of particles moving in the
direction opposite to the waves and takes into account the
variation of the mean wave frequency inside the wave
packet.10 For whistler waves generated in the vicinity of the
equatorial plane, such an interaction is possible for electrons
moving from the mirror points toward the equator and it can
result in a change of the direction of particle motion.11 It is
also worth noting the self-consistent approach based on the
calculation of individual particle trajectories, including the
generation of whistler waves by an unstable electron popula-
tion and the following interaction of these waves with reso-
nant electrons.5 Still, most of the above-mentioned works
consider quasi-parallel whistler waves.
Nonlinear mechanisms of particle acceleration in the
radiation belts correspond to wave amplitudes exceeding a
certain level determined by the inhomogeneity of the back-
ground magnetic field.12–14 Therefore, consideration of non-
linear wave-particle interaction requires existence of waves
intense enough. Spacecraft observations of large-amplitude
whistler waves have been recently reported.15–18 Although
these observations are relatively rare, such waves can be
responsible for very fast electron acceleration up to
MeVs.11,19–21 The interaction of particles with large-
amplitude waves propagating in the inhomogeneous mag-
netic field is indeed known to have a non-diffusive character
including effects of capture (or phase trapping, see Refs. 2,
20, 22, and references therein).
Besides, the approximation of quasi-parallel whistler
wave propagation relative to the background magnetic field is
not supported by ray-tracing models at L  4 5.23–25 More-
over, recent statistical analysis of spacecraft observations of
a)Also at Space Research Institute, RAS, Moscow, Russia. Electronic mail:
ante0226@gmail.com.
b)Also at Le Studium, Institute for Advanced Studies, Orleans, France and
National Taras Shevchenko University of Kiev, Kiev, Ukraine.
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wave-normal directions unambiguously demonstrated that
whistler waves generated around the magnetic equator rap-
idly deviate from the local magnetic field direction.26–28
Already at 15–20 of magnetic latitude k, the angle h
between the whistler wavevector and the magnetic field can
be larger 40. Oblique propagation of whistler waves should
result in a dominance of the electrostatic component.29,30 If
the electrostatic component of large-amplitude whistler
waves becomes strong enough at moderate magnetic latitude
k  15 up to reflection points, then a substantial parallel
electrostatic field could be present at these latitudes. The
impact of such waves for non-diffusive electron acceleration
is the subject of our study.
To develop a simple model of whistler wave describing
evolution of the amplitude and wavevector in an inhomogene-
ous magnetic field, we rely on a statistical model based on
spacecraft observations. We study the relativistic electron
interaction with such a model wave and describe the non-
diffusive process of rapid electron acceleration. Analytical
estimates of electron trapping and acceleration are proposed
and proved to be correct by comparisons with numerical cal-
culations. We determine the efficiency of electron acceleration
and estimate the effects of various mechanisms potentially ca-
pable of breaking the wave-particle resonant interaction.
II. DESCRIPTION OF OBLIQUELY PROPAGATING
WHISTLERWAVE
High-amplitude whistler waves are generated in the vi-
cinity of the magnetic equator and propagate along field
lines, forming series of wave-packets, where each packet has
a width of about 102–103 periods.31 We show the typical
waveform of such wave-packets in Fig. 1. Here, upper limits
of measurements are 40mV/m, but similar waveforms were
observed with amplitude exceeding 100mV/m (see, e.g.,
Refs. 16 and 18). One can see the series of wave-packets,
each packet lasting about one second. Since this time is com-
parable with the period of electron bounce oscillations, a sin-
gle wave-packet fills the whole field line along electron
trajectory.
According to recent spacecraft observations, the mean
value of the h wave-normal angle distribution increases with
magnetic latitude,27 at least on the dayside at L-shells from 4
to 5. We use a simplified model of h variation with latitude,
based on Cluster statistics, where the dependence hðkÞ can
be approximated by the function
hðkÞ  ðhrð15
Þ  hDÞ  ðk=15Þ
ðhrðkÞ  hDÞ  ð3=2 k=30Þ;
(
where hD ¼ 10 and hrðkÞ is angle of the resonant cone,
i.e., cos hrðkÞ ¼ x=XcðkÞ with x the wave frequency and Xc
¼ XcðkÞ the electron gyrofrequency. Here, we use a dipolar
magnetic field model B0ðkÞ ¼ Beq
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 3 sin2k
p
=cos6k with
equatorial value Beq and corresponding equatorial gyrofre-
quency Xc0. The function hðkÞ is shown in Fig. 2 (left panel)
for two typical values of ratio x=Xc0 ¼ 0:2 and x=Xc0
¼ 0:35.
Whistler waves propagate along field lines until reflec-
tion latitude k, where their frequency reaches local lower-
hybrid frequency XLH  Xc
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
me=mi
p
(here, me=mi is ratio of
electron mass and effective mass of ion mixture). Far from
the reflection point, the dispersion relation of whistler waves
can be written as29
x ¼ Xc cos h k
2c2
k2c2 þ X2pe
;
where plasma frequency Xpe is assumed to be larger than
gyrofrequency and constant along field lines (the approxima-
tion Xpe ¼ const is valid for k < 35, see Ref. 34). Using dis-
persion relation and reflection condition x  XLH, we obtain
estimates for reflection latitude coshðkÞ  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃme=mip . For
proton dominated plasma, we have k  41 and k  46
for x=Xc0 ¼ 0:2 and x=Xc0 ¼ 0:35, respectively.
FIG. 1. Electric field waveform of chorus emissions registered aboard C4
Cluster spacecraft by wide-band data (WBD) plasma wave instrument.32
The amplitude limit of measurements is 40mV/m. The angle h of wave-
normal direction estimated from the Spatio-Temporal Analysis of Field
Fluctuations–Spectrum Analyzer (STAFF-SA) experiment33 is about 30.
FIG. 2. Approximation of h as function of magnetic latitude is shown in left
panel. Central panel shows the parallel component of wavevector kk and the
corresponding approximation (red color). Right panel shows the normalized
parallel component of electric field Ek=E and the corresponding approxima-
tion (red color).
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The combination of the dispersion relation and the
expression for hðkÞ gives the dependence of the parallel
component of wavevector kk on k (see Fig. 2, central
panel). kk decreases monotonously with k. The ratio of the
parallel component of the electric field and its total ampli-
tude Ek=E strongly varies with h, see Ref. 29. As a result,
we can plot Ek=E as function of k by taking into account
expression for h ¼ hðkÞ and dispersion relation (see Fig. 2,
right panel). Below k ¼ 15; Ek is growing due to the
increase of h. This growth can be enhanced by a general
increase of electric field amplitude with k (see, e.g., Refs. 6
and 35). Above k ¼ 15, wave-normal angle h approaches
the resonance cone hr value and the whistler mode becomes
electrostatic with parallel component of electric field
Ek  E cos h  cos h. Thus, the parallel component has a
local maximum around k ¼ 15 and then decreases (see
Fig. 2, right panel).
For both functions of wavenumber and electrostatic
field, we use in Fig. 2 a second dependence upon s - arc-
length along the field line: ds=dk ¼ R0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 3 sin2k
p
cos k,
where R0  REL is the curvature radius of field lines, RE 
6400 km is the Earth radius, and L is shell number. Depend-
encies of kk and Ek on s can be approximated as
kk  1 js=sj
Ek  gðsÞð1 js=sjÞ;
where s  0:85R0 corresponds to the reflection point k and
function gðsÞ ¼ s2=ðs2 þ constÞ. These approximations are
shown in Fig. 2 as well. We also introduce s0 ¼ 0:25R0 cor-
responding to k ¼ 15, where Ek has local maximum (it can
be mentioned, that g  1 for s > s0).
III. EQUATIONS OF PARTICLE MOTION
We describe the wave-particle resonant interaction for a
relativistic electron with mass me and charge e. We
assume that the magnetic field changes slowly and that the
first adiabatic invariant is conserved. While cyclotron reso-
nance interaction with high-amplitude waves usually leads to
the destruction of the first adiabatic invariant,37,42 it is worth
emphasizing that we consider here Landau resonance interac-
tion which preserves the first adiabatic invariant (e.g., see the
review of wave-particle interactions in Ref. 2). Thus, we can
average the Hamiltonian over gyrorotation and obtain36
H ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m2ec
4 þ c2p2k þ c2lB0ðsÞ
q
 eUðs; tÞ;
where ðs; pkÞ are parallel components of coordinate and par-
ticle momentum, B0ðsÞ is the magnetic field with equatorial
value Beq ¼ B0ð0Þ; Uðs; tÞ is the scalar potential of the wave
(i.e., @Uðs; tÞ=@s ¼ Ek, with wave electric field Ek). Elec-
tron magnetic moment can be written as l ¼ mec2ðc20  1Þ
sin2a0=Beq, where c0 is the initial value of relativistic factor
c ¼ ðH þ eUðs; tÞÞ=mec2, and a0 is the equatorial value of
pitch-angle. Hamiltonian equations of electron motion take
the form
mec _s ¼ pk
c _pk ¼ 
l
2me
dB0ðsÞ
ds
 eEkðs; tÞc
/ ¼
ðs
0
kkð~sÞd~s  xtþ /0:
(1)
Using the approximation of parallel wave-number kk, we can
rewrite the first term of the wave phase
ðs
0
kkð~sÞd~s ¼ k0
ðs
0
ð1 j~s=sjÞd~s ¼ KðsÞ
KðsÞ ¼ jðs=sÞ 1 1
2
js=sj
 
;
where j ¼ k0s and k0 ¼ const is the equatorial amplitude of
wavenumber. For the following numerical calculations,
we define k0 using equatorial value of refractive index
ðkc=xÞs¼0, where typical frequency of whistler-waves in
radiation belts is x ¼ 0:35Xc0 and for L-shell around 5 we
have x  3 kHz. We use a simplified approximation for the
magnetic field variations that is valid in the vicinity of the
equator: B0ðsÞ ¼ 1þ ð9=2Þðs=R0Þ2. Now, we rewrite the sys-
tem of equations (1) in dimensionless form
c _s ¼ pk
c _pk ¼ 
9
2
X2bs ceð1 jsjÞgðsÞGð/Þ
/ ¼ KðsÞ  xtþ const
KðsÞ ¼ js 1 1
2
jsj
 
;
8>>>><
>>>>:
(2)
where c ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ p2k þ X2bð1þ 92 s2Þ
q
; Xb ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c20  1
p
sin a0,
s=R0 ! s; pk=mec! pk; tc=R0 ! t; xR0=c! x, e ¼
e ~E0R0=mec
2; ~E0 ¼ 0:45E0 and E0 is amplitude of wave elec-
tric field (factor 0.45 corresponds to the maximum value of
ratio Ek=E  0:26 taken from Fig. 2 for system with
x=Xc0 ¼ 0:35, i.e., 0:45 maxðgðsÞð1 jsjÞÞ  0:26). We
also assume that s  R0. Function Gð/Þ defines the phase-
dependence of the wave. Here, we consider periodical wave
packets: each packet consists of one hundred periods and the
distance between two successive packets is equal to two hun-
dred periods of wave, i.e., Gð/Þ ¼ expð5cos2ðr/ÞÞcos/
with r ¼ 0:01 (see scheme in Fig. 3).
IV. RESONANT WAVE-PARTICLE INTERACTION:
ANALYTICAL ESTIMATES
We consider the effect of electron trapping using an ana-
lytical approach. Particle can be trapped in the vicinity of the
Landau resonance _/ ¼ 0, where one can write
_/ ¼ jð1 sÞðpk=cÞ  x:
Here, for simplicity, we consider the half-space s > 0. We
introduce resonant velocity vR ¼ ðx=jÞð1 sÞ1 and resonant
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relativistic factor cR ¼ 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 v2R
p
and rewrite system (2) as
follows
c2Rc
2ð€/=jÞ ¼ c2Rð1 sÞ c2 _vR þ
9
2
X2bs
 
ceð1 sÞ2gðsÞcos/:
For analytical estimates, we assume that the electron inter-
acts with the wave-packet close to its central region, where
Gð/Þ  cos/. Resonant velocity of the wave is always much
smaller than the speed of light and we can take cR  1. In
this case, the relativistic factor for resonant electron can be
written as
c 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ X2bð1þ ð9=2Þs2Þ
q
:
Finally, we obtain an equation for the wave phase / in the
resonance
c2€/=j ¼ AðsÞ  BðsÞcos/
AðsÞ ¼ x
2
j2
c2ð1 sÞ2 þ 9
2
X2bsð1 sÞ
BðsÞ ¼ ceð1 sÞ2gðsÞ:
8><
>: (3)
System (3) is similar to equations derived in Refs. 22,
37, and 38 (see also original papers Refs. 12, 13, 39, and
review Ref. 2). Here, j and x are supposed to be large (i.e.,
wave-frequency is substantially higher than the frequency of
electron bounce oscillations), thus one can consider variables
ð/; c _/Þ as fast ones and variable s as a slow one. The equa-
tion of motion can then be written as €/ þ dU=d/ ¼ 0, where
Uð/Þ plays the role of potential energy. In this case, Eq. (3)
corresponds to Hamiltonian
H/ ¼ 1
2
c2 _/
2 þ j

AðsÞ/þ BðsÞsin/

: (4)
In Fig. 4, we plot profiles of potential energy Uð/Þ ¼ H/
ð1=2Þc2 _/2 and phase portraits of the system for A > B and
A < B. In the system with A < B, one can find local poten-
tial minima and related regions with closed trajectories in the
ð/; c _/Þ plane. Particles on these trajectories move with the
wave, because their _/ oscillates around zero value. Here,
ðjBÞ1=2 is equivalent to frequency of oscillations of trapped
particle and jA depends on the system inhomogeneity along
field lines. For constant B and A, Hamiltonian H/ is a con-
stant of motion.
There is a separatrix in the phase plane ð/; c _/Þ for
A < B—the curve separating the region with closed trajecto-
ries from the other phase space. A particle can become
trapped inside the region with closed trajectories only if the
area surrounded by the separatrix S grows with time.40 The
corresponding physical process consists in trapping of par-
ticles by the wave due to increase of its amplitude41 or due
to decrease of effect of the magnetic field inhomogene-
ity.37,42 In Appendix A, we show that wave can trap particles
in the region jsj < s0, while particles are released from the
trapping regime in jsj > s0.
Trapping of electrons into resonance is possible if A < B
and Landau resonance condition pk=c  vR > 0 is satisfied.
Escape from the resonance corresponds to the moment, when
A  B and dA=ds > dB=ds for particle with _s > 0 (actually,
conditions of particle escape from the resonance are more
complicated and are determined by the value of the area sur-
rounded by the trajectory in the plane ð/; c _/Þ just before the
trapping [see Ref. 40], but one can use the simplified condition
A  B as a first order approximation). Profiles of coefficients
A and B as functions of s are shown in Fig. 5. Regions where
resonant condition pk=c  vR is satisfied are filled by colors.
Trapped electrons should leave the resonance at the points
marked by arrows in Fig. 5, where A¼B. Therefore, resonant
trapping and acceleration is possible only for particles with
equatorial pitch-angles inside a certain range a0 2 ½amin; amax	.
The minimum value amin is defined by the resonant con-
dition pk=c  vR, i.e., with the decrease of a0, the position of
the resonance goes to higher latitude and eventually occurs
in the region where dB=ds < 0 (electrons with a0  amin are
shown in Fig. 5 by red color). Increase of energy shifts the
resonant condition to higher latitudes as well, e.g., for
FIG. 3. Schematical view Gð/Þ function.
FIG. 4. Panels show profiles of potential energy Uð/Þ and phase portraits
for systems with A < B and with B < A. In the phase portrait with A < B,
the separatrix is shown by black solid curve.
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100 keV we have amin  60 and for 500 keV, amin  70.
One example of resonant condition located in the region
with dB=ds < 0 is shown by blue color in Fig. 5.
The maximum value amax corresponds to the lower
boundary of the region where B > A. For particles with
energy less than 1 MeV and reasonable values of equatorial
refractive index ðkc=xÞs¼0, we have amax  80 (shown in
Fig. 5 by green color). Electrons with a0 > amax have reso-
nant condition pk=c  vR satisfied in the vicinity of the equa-
tor, where B < A and trapping is impossible.
Fig. 5 shows that particles can be trapped in the vicinity
of the equator and then should escape from the resonance
around a point s  sesc. All the energy gained corresponds to
the difference between the initial coordinate of trapping and
sesc : Dc  ð@c=@vRÞDvR þ ð@c=@B0ÞDB0. The first term is
provided by the variation of wave phase velocity vRðsÞ and the
second term corresponds to magnetic field inhomogeneity.
Both these effects determine sesc and also the input into Dc.
However, here we suppose that cR  1 and, as a result,
@c=@vR ¼ 0. In this case, all the energy gain is provided by
trapped particle acceleration along an increasing magnetic
field. As an electron travels along a field line, the conservation
of the magnetic moment leads to a continual transfer of paral-
lel energy to perpendicular energy. After trapping, it allows
for resonant acceleration over a large distance by continuously
storing away part of the parallel energy gained by the particle,
under the form of perpendicular energy. The related inhomo-
geneity of the phase velocity vRðsÞ can also influence the parti-
cle acceleration by changing the coordinate of escape sesc,
which is defined by equation AðsescÞ ¼ BðsescÞ. For high
energy particles (>100 keV), we can neglect the first term cor-
responding to inhomogeneity of vRðsÞ in A(s) (one can see that
AðsÞ  ðcx=jÞ2ð1 sÞ2 shown in Fig. 5 by dashed curves is
very close to full A(s) in the vicinity of sesc). At high energies,
FIG. 5. Coefficients A, B as function of
s and k for various particle energy and
pitch-angle a0 (dashed curve corre-
sponds to A calculated without ðcx=jÞ2
ð1 sÞ2 term). Colored regions corre-
spond to the resonant condition pk=c
 vR, see text for details. All panels cor-
respond to E0 ¼ 100mV=m. Regions of
escape from the resonance with s ¼ sesc
(where, A¼B and dB=ds < 0) are
shown by solid arrows. Dashed arrows
indicate regions with dB=ds > 0 and
dB=ds < 0.
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indeed, the effect of vRðsÞ variation with s appears negligible.
In this case, we obtain the following expression for sesc from
equation AðsescÞ ¼ BðsescÞ
sesc ¼ 9
2
X2b
ce
þ 1
 1
;
where we use the approximation gðsescÞ  1, because
sesc > s0. The corresponding energy gain is
Dc  9
4
X2bs
2
esc=c 
9
4
X2bc
1 9
2
X2b
ce
þ 1
 2
:
If we consider the first trapping of a particle, then we should
take into account the dependence of Xb on c0 and rewrite the
expression for Dc
Dc  9
4
sin2a0
c20  1
c0
9
2
sin2a0
e
c20  1
c0
þ 1
 2
:
The maximum value of Dcmax corresponds in this case to
ðc20  1Þ=c0 ¼ 29 sin2a0e and Dcmax ¼ e=8 (e.g., for
E0 ¼ 100mV=m, we have a maximum energy gain around
150 keV).
At small initial energies E  10 keV, the inhomogeneity
of the phase velocity vRðsÞ (related to the magnetic field
inhomogeneity) must be considered, as it modifies sensibly
the location of escape sesc. In this case, one obtains
Dc  e3=4ðx=jÞ1=2, corresponding to an even higher relative
energy gain (e.g., for E0 ¼ 100mV=m, the energy gain can
attain 50 keV, see Appendix C).
V. RESONANT WAVE-PARTICLE INTERACTION:
NUMERICAL CALCULATIONS
We compare our estimates with the full numerical solu-
tion of system (2) for particles with various initial energies
and pitch-angels. We take wave-amplitude E0 ¼ 100mV=m
and ðkc=xÞ ¼ 30 at the equator, while L-shell is equal to 5.
Unit of modelling time R0=c is about 0.1 s. Evolution of par-
ticle energy and a fragment of particle trajectory are shown
in Fig. 6. Initially, the particle moves along a closed trajec-
tory in ðs; pkÞ plane. This periodical motion corresponds to
bounce oscillations. Then, the particle becomes trapped by
the wave and gains energy. This gain corresponds to its
motion from one initially closed trajectory to another closed
trajectory with larger radius. Energy gain for one capture is
about 100 keV, in agreement with analytical estimates. Also,
small variations of particle energy can be observed before
and after the energy jump due to scattering effect.
When a given particle passes through the resonance
(i.e., pk=c ¼ vR), it can be trapped (if A < B and dB=ds
> 0). However, trapping is a probabilistic process with prob-
ability P
 1, see Appendix A. If a particle is not trapped it
is scattered: small quasi-random jumps of energy occur. The
mean value of these jumps is equal to zero, but jumps pro-
vide energy diffusion.22,37,42 Bottom panel of Fig. 6 shows
a fragment of particle trajectory in the plane ð/; c _/Þ.
This fragment corresponds to particle motion after trapping,
when _/ oscillating around zero value. One can notice the
similarity of the particle trajectory and the phase portrait in
Fig. 4.
To illustrate the effects of varying values of wavenum-
bers k0, initial energy, pitch-angle, and wave amplitude E0,
we plot energy as a function of time for several test-cases in
Fig. 7. One can see that particle with a0 ¼ 80 gains more
energy for the same system parameters as compared with
particle with a0 ¼ 60. This effect corresponds to the differ-
ent distances over which condition of trapping (B > A) is
satisfied for various a0, see Fig. 5. Increase of wave ampli-
tude E0 leads to the increase of energy gained during one
trapping-release event, while decrease of k0 corresponds to
the increase of probability of trapping (see Appendix A): for
the same time interval, a particle can be trapped more times
for smaller k0 (smaller equatorial value of kc=x). If the ini-
tial energy is 500 keV, then each trapping-release event
results in a relatively small energy gain. However, due to
several successive trappings, a particle can increase its
energy from 500 keV up to 700 keV during a time period of
about a few minutes. We indicate several jumps of energy
for a particle with initial E¼ 500 keV and show the corre-
sponding fragments of trajectory in ð/; _/cÞ plane in Fig. 8.
FIG. 6. Top panel displays particle trajectory in ðs; pkÞ plane and middle
panel shows particle energy (and relativistic factor) as function of time. Bot-
tom panel shows fragment of particle trajectory in ð/; c _/Þ plane. Initial
value of equatorial pitch-angle is a0 ¼ 80.
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Each energy jump can be directly compared with trapped
motion. However, in contrast with Fig. 6, where particle
motion in the ð/; _/cÞ plane corresponds to numerous rota-
tions, here we have only a single rotation (half-rotation) in
the course of trapped motion for Fig. 8.
VI. EFFECTS LIMITING EFFICIENCYOF
ACCELERATION
Let us consider different effects which might limit the
efficiency of the acceleration process. Whistler waves with h
close to hr propagate with a large angle relative to the mag-
netic field lines. As a result, such waves should leave the ini-
tial field line after a certain time, which can be estimated
as the ratio of the transverse scale of wave-packet and the
whistler velocity ðx=kÞsinhr  ðx=kÞ  103  104 km=s.
Transverse scale of wave-packet is about 500 km (see
Ref. 43, and also reference therein) and we obtain an upper
bound for the available time of wave-particle interaction as
0:1 s. This time is similar to (or a little bit smaller than) the
bounce period of particle oscillations and therefore particles
have enough time to get trapped and escape with energy
gain. However, the corresponding limitation of the available
time for resonant interaction could result in a reduction of
energy gain by a factor two-three.
Another effect corresponds to the actual width of wave-
packets: according to Polar spacecraft data,31 coherent wave-
packets are observed near the equator for about 100 periods
duration (as we use in our calculations), but above 25 lati-
tude only several periods of coherency are usually found.
Trapped particles move with a certain wave inside the wave-
packet and if this wave conserves its properties till high lati-
tudes, our estimates remain correct. However, if wave with
trapped particles disappears due to dispersion or superposi-
tion effects, then particles should escape from the resonance
before jsj  sesc. To estimate this effect, we use a model
taking into account the variation of the wave-packet
width Gð/; sÞ ¼ expð5cos2ðrðsÞ/ÞÞcos/, where rðsÞ ¼
0:01ð1þ 9jsjÞ (corresponding wave-packets in the equatorial
plane and at jsj ¼ 1 are shown in Fig. 9). Such variation of
the wave-packet width reduces the number of coherent
waves from one hundred to a single wave. This really
FIG. 7. Jumps of particle energy for var-
ious system parameters.
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maximizes the effect of reduction of wave-packet width so
that the obtained results of modelling (see Fig. 10) represent
the absolute minimum of the energy gain. A more moderate
reduction of the number of coherent waves would result in
larger typical energy gain for a single capture. Fig. 10 shows
that even in such unfavourable condition, electrons can gain
10–20 keV for a single trapping-escape event. If we increase
the number of periods inside the wave-packets at the equator
(one can see in Fig. 1 that one wave-packet can contain more
than 103 periods), the effect of energy gain reduction would
also be weaker.
It is worth mentioning here the effect of a finite value of
k?. Initially, we have a wave with electrostatic potential
U  sin
 Ð
kkðs0Þds0  xtþ k?r?

, where r? is the perpen-
dicular coordinate. We assume that gyrorotation is the fastest
motion in the system and corresponding adiabatic invariant
l ¼ p2?=2B0 is conserved. Then, we can write
r? ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2B0l
p
=meXcsin#, where _# ¼ Xc. We use the follow-
ing expansion sin
 Ð
kkðs0Þds0  xtþ Ksin#

¼P JnðKÞ
sin
 Ð
kkðs0Þds0  xtþ nXc

, where Jn is the Bessel function
and K ¼ k?
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2B0l
p
=meXc. Because Xc  kkvk  x for high
latitude with kk 
 k0, we consider Landau resonance n¼ 0.
In this case, we get a multiplying factor J0ðKÞ describing the
variation of the wave-field in the perpendicular direc-
tion.22,37 We do not include this factor in our calculations,
because the related decrease of wave amplitude reaches at
most a factor 0:75. Due to conservation of magnetic
moment argument K varies like 1= ﬃﬃﬃﬃﬃB0p along field line and
corresponding variation of J0ðKÞ could be neglected.
Besides, due to energy conservation, particle accelera-
tion should immediately result in wave damping. This effect
does not make it possible to observe large amplitude waves
and restricts the efficiency of wave-particle resonant interac-
tions. The solution of this contradiction comes from the
impact of transient (non-trapped) particles. These particles
transfer their energy to the wave and may compensate damp-
ing.44,45 As was shown in Ref. 22 (see also review Ref. 2),
FIG. 8. Evolution of particle energy (the
same trajectory is shown as in right bot-
tom panel in Fig. 7) and corresponding
fragments of trajectory in ð/; _/cÞ plane.
FIG. 9. Wave-packets in the equatorial plane s¼ 0 and in the vicinity of
reflection point jsj ¼ 1.
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there is no non-diffusive acceleration of the total particle
population due to resonant interaction with the wave, while
the energy gained by some (trapped) particles is compen-
sated by the energy lost by other (transient) particles. In this
case, the wave amplitude can be considered as constant for
dynamical equilibrium of the system containing waves and
both transient and trapped particles.
VII. DISCUSSIONS AND CONCLUSIONS
Particle trapping by the wave is a probabilistic process
with a certain probability P, see Ref. 40. This probability P
can be found for any particular system as the ratio of the
phase flux through the area surrounded by the separatrix (or
velocity of evolution of this area) and the total flux through
the phase volume ð/; c _/Þ. We derive the expression for P in
Appendix A. It can be shown that P > 0 only in the near-
equatorial region, where dB=ds > 0 (i.e., at jsj < s0). There-
fore, particles can be captured by waves if their equatorial
pitch-angle is larger than 60 (for electrons with smaller
pitch-angle, the Landau resonance condition pk=c  vR is
satisfied at latitudes such that dB=ds < 0 and P¼ 0). For par-
ticles with initial energy around 100 keV, the probability P
varies from 5 103 to 5 102 depending on system pa-
rameters (i.e., dimensional time interval between two trap-
pings is 1=P 2 ½20; 200	 s). Therefore, a corresponding
estimate of timescale between susceptive trappings t0 
100 s can be used. This timescale is much smaller than corre-
sponding scales for particle diffusive acceleration evaluated
considering moderately oblique whistler waves,6,46 and still
smaller than characteristic timescales for diffusive accelera-
tion by very oblique whistler waves.47
In this paper, we consider mostly strong whistler waves
with electric field amplitude 100mV=m. Although such
waves have been observed in the radiation belts during many
spacecraft missions,15–18 these observations are relatively
rare. Most often, spacecrafts detect wave-forms with ampli-
tudes around tens of mV/m (see, e.g., Fig. 1). Such waves
cannot substantially accelerate high-energy (>100 keV) elec-
trons during a single trapping-release event via Landau reso-
nance. Nevertheless, the Landau resonant interaction of
waves such that E0  20 50mV=m with low-energy elec-
trons (10 keV) does result in an effective acceleration, with
a typical energy gain for a single trapping event around 10–
50 keV (see Appendix C). It is worth noting that for high
pitch-angle electrons such that a0 > 60
70, which usually
represent the main part of the trapped population in the Van
Allen belts, cyclotron resonance with quasi-parallel whistler
waves is generally not available at L  4 to 5 for energies
E < 60 keV to 100 keV (e.g., see Ref. 20). Therefore, the
Landau-resonant acceleration mechanism proposed here
should be more efficient for E  10 keV to 100 keV. At
larger initial energy E > 100 keV, conversely, cyclotron res-
onant acceleration is very effective at medium latitudes
where it can act in succession with Landau resonant acceler-
ation (Landau acceleration occurring when electrons travel
from the equator up to their mirror points and cyclotron
acceleration when electrons bounce back from their mirror
points).
Now, let us discuss the possible consequences of the
obtained fast acceleration of particles. It is important to note
that a rapid increase of parallel electron energy should result
in a decrease of the pitch-angle. However, an important part
of the parallel energy gained by the particles during their
acceleration is actually rapidly stashed under the form of per-
pendicular energy, due to adiabatic invariance in an increas-
ing magnetic field. As a result, the parallel component of the
particles momentum is sensibly less increased than is total
momentum, leading to a smaller decrease of their equatorial
pitch-angle a0. For ðcvRÞ2 
 c2  1 at the escape point, cor-
responding typically to high initial energy >100 keV, we get
after one trapping-escape event a somewhat reduced equato-
rial pitch-angle anew0 > 45
 (with sinanew0 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Beq=B0ðsescÞ
p 
1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ ð9=2Þs2esc
p
from adiabatic invariance—e.g., see Fig. 5
and also Fig. 6 with pk and energy before trapping and after
FIG. 10. Jumps of particle energy for various system
parameters.
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escape). Nevertheless, this moderate reduction of the pitch-
angle could be somewhat compensated by important quasi-
linear pitch-angle diffusion provided by oblique whistler
waves on the dayside.46,48,49 Such diffusion could compen-
sate the decrease of pitch-angle and transfer more parallel
energy into perpendicular energy.47 For 100 keVs particles
and slightly oblique whistler waves, a typical value of
the pitch-angle diffusion coefficient is about 103 s1, see
Ref. 7, but for very oblique waves the diffusion coefficient
can be two orders of magnitude larger (see Refs. 48 and 49),
comparable to the inverse of a typical trapping-escape period
t0  100 s. Stochastic diffusion tends, in general, to scatter
particles toward regions of depleted phase space density.
Thus, cyclotron resonant diffusion by whistler waves should
mainly scatter small pitch-angle electrons with a0 < 45
 to-
ward the loss-cone, while higher pitch-angle electrons with
a0 > 45
 should mainly get accelerated with the increase of
their pitch-angle (e.g., see Ref. 47).
Consequently, for high initial energy E > 100 keV such
that anew0 > 45
 (corresponding to rough condition sesc
 1=2), electrons accelerated after one capture-escape event
should remain trapped in the belts, resulting in a net energ-
ization of the population. They could even get trapped and
accelerated several times, due to the compensating effect of
quasi-linear pitch-angle diffusion toward 90. For initial
energy around 500 keV or more, the increase of pk after one
trapping becomes substantially smaller than the initial value
of pk. These particles can really be trapped several times and
form a distribution with a power-law tail c~C. The index ~C
depends on the value of the pitch-angle diffusion coefficient
Daa and characteristic time t0. For reasonable parameters, we
can estimate ~C > 2 (see Appendix B). At such high ener-
gies E > 100 keV, however, cyclotron resonant trapping and
acceleration by quasi-parallel waves should also be consid-
ered together with the Landau resonant mechanism for
oblique waves, depending on the actual wave-normal angle
distribution of the whistler waves.
For low initial energies E < 50 keV, we can estimate for
Landau resonance alone that trapping-accelerated electrons
are such that anew0 < 30
. A very significant decrease of the
pitch-angle in the course of one single trapping can then be
obtained for high enough wave amplitude. It should result in
a rapid increase of the electron flux into the loss-cone, lead-
ing to direct precipitation in the atmosphere. A relative iso-
tropization of the electron distribution could also be
observed. The trapping of low energy electrons <50 keV by
quasi-electrostatic whistler waves could, therefore, explain
the microburst precipitations of electrons in the range 20–
200 keV observed on the dayside in correlation with intense
whistler emissions (see, e.g., Refs. 50–54).
We would like to mention also one more application of
the obtained results alternative to radiation belt physics. In
the Earth magnetotail, fast nonlinear waves propagating
from the deep tail to the Earth are often observed (so-called
dipolarization fronts, see, e.g., Refs. 55 and 56). These struc-
tures are associated with electron perpendicular heating57,58
and the corresponding generation of whistler waves with
large amplitude.59 Electron trapped and accelerated by these
waves could be responsible, as we showed above, for scatter-
ing into the loss-cone and corresponding precipitations.
Indeed, observations of dipolarization fronts are often corre-
lated with such precipitations (see, e.g., Refs. 60 and 61).
In conclusion, we have considered a Landau resonant
non-diffusive mechanism of electron interaction with large
amplitude whistler waves. We have demonstrated that elec-
tron trapping can result in an energy gain of up to 100 keV.
For electrons with initial energy below 100 keV, such an
acceleration corresponds to a significant decrease in pitch-
angle and a subsequent scattering into the loss-cone. Con-
versely, electrons with initial energy of 200 keV to 500 keV
can significantly increase their energy due to several succes-
sive interactions with the waves. If one takes into account
additional cyclotron quasi-linear pitch-angle diffusion, then
these accelerations could result in the formation of a power-
law energy distribution.
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APPENDIX A: PROBABILITYOF TRAPPING
Trapping of particles into the resonance is a probabilistic
process40 with a certain probability P. To define P, we plot
the scheme of the separatrix at two successive moments of
time in Fig. 11. If the area surrounded by the separatrix S
grows (i.e., moment t precedes moment t in scheme
Fig. 11), then new particles from the outer region can
become trapped by the wave. We obtain an expression for P
in case of nonrelativistic particles, when Hamiltonian (4) can
be written as
H/ ¼ 1
2
_/
2 þ j

AðsÞ/þ BðsÞsin/

AðsÞ ¼ x
2
j2
ð1 sÞ2 þ 9
2
X2bsð1 sÞ
BðsÞ ¼ eð1 sÞ2;
8>><
>>:
FIG. 11. Schematic view of the separatrix for two moments t; t. Grey
color is used for the difference area surrounded by the separatrices.
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where for simplicity only s > 0 half-space is considered.
Expression for area S ¼ Þ _/d/ has a form
S ¼
þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2H/  j

AðsÞ/þ BðsÞsin/
r
d/ ¼ 2j1=2
ð/b
/a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
AðsÞ/a þ BðsÞsin/a



AðsÞ/þ BðsÞsin/
r
d/
;
where /a and /b are indicated in Fig. 11. The change of S
with time is characterized by the expression
_S ¼ dS
dt
¼ @S
@s
_s ¼ @S
@s
vR:
We plot S as function of s for various system parameters in
Fig. 12. One can see that for range s > s0, area S decreases
with s and, as a result, _S < 0 (i.e., moment t precedes the
moment t in the scheme of Fig. 11). Therefore, a particle
cannot become trapped in this region with _s ¼ pk=c > 0.
Trapping in s 2 ½s0; 1	 corresponds to the backward motion
of the particle (i.e., _s < 0) with energy decrease.
For range s 2 ½0; s0	, area S increases with s and we have
_S > 0. (i.e., moment t precedes the moment t in scheme
Fig. 11 and trapping of new particles is possible). Therefore,
we can define the probability of particle trapping in each
point in the range s 2 ½0; s0	. To obtain an expression of
probability P, we need to calculate the whole flux of phase
volume ! ¼ dV=dt (where phase volume is V ¼ Ð _/d/) and
compare it with _S. Expression for ! is
! ¼
ð2p
0
€/d/ ¼ j
ð2p
0
ðAðsÞ þ BðsÞcos/Þd/ ¼ 2pjAðsÞ:
Probability P ¼ _S=! as function of s is shown in Fig. 12.
Probability increases with the wave amplitude E0 and
P  1= ﬃﬃﬃjp . Particles with smaller equatorial pitch-angle a0
have a larger probability to become trapped.
Function P(s) has local maximum corresponding to the
maximum value of dS/ds and we can define the value of
maxP. Dependence of maxP on initial pitch-angle a0 is
shown in Fig. 13 (left panel). The magnitude of probability
is about maxP  102 and typical electrons can become
trapped after 100 bounce oscillations (or after 10 s). It means
that for an ensemble of particles with energy around 100 keV
and pitch-angles with the range a0 2 ½60; 80	, every hun-
dredth particle become trapped during one single bounce
period.
Taking into account the profile of S(s), one can obtain
an approximated expression for probability P. To this end,
one can approximate the smooth growth of S with s by step-
wise function S^  SðsÞHðjsj=s0  1Þ. In this case, the calcu-
lation of the derivative _S gives
_S ¼ @S^
@s
_s ¼ Sdðjsj=s0  1ÞðvR=s0Þ þ @S
@s
Hðjsj=s0  1ÞvR:
In the point jsj ¼ s0, the second term can be neglected and
_S ¼ Sðs0ÞðvR=s0Þ. The corresponding expression for proba-
bility is Papprox ¼ Sðs0ÞvR=2pjs0Aðs0Þ. We plot ratio
maxP=Papprox in the right panel in Fig. 13. One can see that
our approximate expression is correct within the factor of
2.
APPENDIX B: FORMATION OF THE ENERGY
DISTRIBUTION
In this appendix, we consider formation of the energy
distribution due to acceleration of trapped particles in the
case of small pitch-angle change Da for one trapped-escape
event (i.e., for relatively large initial energy). We take initial
distribution as f0 ¼ N0dða a0Þdðc c0Þ, where N0 is the
initial phase density of particles with energy c 2 ½c0  dc;
c0 þ dc	 and pitch-angle a 2 ½a0  da; a0 þ da	 (here, we
FIG. 13. Maximum value of probability as function of equatorial pitch-angle
a0 for initial energy 100 keV. Right panel shows ratio of maxP and approxi-
mated value of probability Papprox.
FIG. 12. Area under separatrix S as function of s for various system parame-
ters and two values of a0. Right panel shows dependence of probability P on s.
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assume that da
 a0 and dc
 c0). Then, the first resonant
jump of energy results in the formation of a new distribution
fþ0 ¼ N0dða a0 þ DaÞdðc c0  DcÞ. This distribution
should be used as an initial condition for pitch-angle diffu-
sion equation.62 We expand this equation around a0 to obtain
@f
@t
¼ D0 @
2f
@a2
;
where D0 ¼ Daaða0; c0Þ ¼ const. Solution of this equation is
fþþ0 ¼
N0dðc c0  DcÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4pD0t
p exp ða a0 þ Da0Þ
2
4D0t
 !
:
Then, after the time interval t0  1=P (interval between suc-
cessive resonant energy gains; we also assume for simplicity
that t0 ¼ const and does not depend on energy or pitch-
angle), we can calculate phase density in the interval of the
resonant interaction a 2 ½a0  da; a0 þ da	 as
N1 ¼ N0
ða0þda
a0da
fþþ0 da  N0 1
ða0þdaDa
a0da
fþþ0 da
0
B@
1
CA
¼ N0 1 1
2

erfðxþÞ  erfðxÞ
 
dðc c0  DcÞ;
where
xþ ¼ da=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4D0t0
p
x ¼ ðda DaÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4D0t0
p
Now, we can write distribution function as
f1 ¼ N1dða a0Þdðc c0  DcÞ. Next resonant interaction
gives us fþ1 ¼ N1dða a0 þ DaÞdðc c0  2DcÞ and so on
(see scheme in Fig. 14).
Thus, for moment nþ 1, we have phase densities
Nnþ1 ¼ CNn of particles with energy cnþ1 ¼ c0 þ nDc,
where C is
C ¼ 1 1
2

erfðxþÞ  erfðxÞ

 1 1ﬃﬃﬃ
p
p exp  ðdaÞ
2
4D0t0
 !
Daﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4D0t0
p ¼ 1þ ~CðDc=cÞ:
Here, we expand C around Da  a0ðDc=cÞ and introduce
constant ~C depending on D0; t0; a0, and da. Then, we can
write DN ¼ Nnþ1  Nn ¼ ~CNnðDc=cÞ. Integration of this
equation gives NðcÞ  c~C with ~C ¼ ða0=
ﬃﬃﬃ
p
p
daÞRðdÞ,
FIG. 14. Schematic view of evolution of velocity distribution for three
moments. Grey color of fnþ1 distribution shows phase density which returns
into the region of resonant interaction a 2 ½a0  da; a0 þ da	.
FIG. 15. The same as in Fig. 5, but for 10 keV.
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where RðdÞ ¼ dexpðd2Þ and d ¼ da= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ4D0t0p . Function
R(d) varies from 0 up to 21=2expð1=2Þ  0:43. Therefore,
for a0  60 80 and da  10, we estimate ~C > 2. One
can see that degree ~C strongly depends on diffusion rates D0
and time interval t0.
APPENDIX C: DYNAMICS OF SMALL ENERGY
PARTICLES
In this appendix, we consider the acceleration of electrons
with energy 10 keV. In contract to high energy electrons, for
which we can neglect the effect of vRðsÞ variation with s for
estimation of energy gain, here we need to take into account
the inhomogeneity of the phase velocity. Fig. 15 shows coeffi-
cients A and B for system with 10keV particles and two value
of ðkc=xÞs¼0. Comparison of Fig. 15 and Fig. 5 demonstrates
the main difference between small energy and high energy
particles: for 10 keV electrons, the position of escape from the
resonance sesc is defined by the first term of A corresponding
to vR inhomogeneity, i.e., by ðxc=jÞ2ð1 sÞ2. This effect
can be explained by the decrease of X2b  c20  1 with the
decrease of c0. Therefore, for small energy, the electron point
of escape sesc can be found as
sesc ¼ 1 ðx2c0=j2eÞ1=4;
where we assume gðsescÞ  1. The corresponding energy
gain for c  cR  1þ v2R=2 (due to X2b 
 1 and vR 
 1) is
Dcmax 
@cR
@s
sesc  sesc
2
@v2R
@s
 x
2
j2
sesc
ð1 sescÞ3
 esescð1 sescÞ < e
3=4x1=2
j1=2
:
This estimate gives energy gains up to hundred keVs,
depending on system parameters. Several examples of parti-
cle acceleration due to trapping by waves with various
amplitudes are shown in Fig. 16. One can see that energy
gain is about 20–50 keV and depends on E0 and ðkc=xÞs¼0.
This gain is much larger than the initial particle energy. As a
result, trapping and acceleration of 10 keV electrons should
result in effective particle precipitation into the loss-cone
due to the more rapid decrease of their pitch-angle than for
higher energy electrons.
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