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Abstract
The construction of initial conditions of an iterative method is one of the
most important problems in solving nonlinear equations. In this paper, we
obtain relationships between different types of initial conditions that guaran-
tee the convergence of iterative methods for simultaneous finding all zeros of
a polynomial. In particular, we show that any local convergence theorem for
a simultaneous method can be converted into a convergence theorem with
computationally verifiable initial conditions which is of practical importance.
Thus, we propose a new approach for obtaining semilocal convergence results
for simultaneous methods via local convergence results.
Keywords: Iterative methods, Simultaneous methods, Initial conditions,
Polynomial zeros, Local convergence, Semilocal convergence
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1. Introduction and preliminaries
Throughout this paper (K, | · |) denotes an algebraically closed normed
field, K[z] denotes the ring of polynomials over K, and the vector space Kn
is equipped with the p-norm ‖x‖p = (
∑n
i=1 |xi|p)1/p for some 1 ≤ p ≤ ∞.
Let f ∈ K[z] be a polynomial of degree n ≥ 2. We consider the zeros of f
as a vector in Kn. More precisely, a vector ξ ∈ Kn is said to be a root-vector
of f if f(z) = a0
∏n
i=1(z − ξi) for all z ∈ K, where a0 ∈ K. Without doubt
the most famous iterative method for simultaneously finding all the zeros of
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a polynomial f is the Weierstrass method, which is defined by
xk+1 = xk −Wf(xk), k = 0, 1, 2, . . . , (1.1)
where the Weierstrass correction Wf : D ⊂ Kn → Kn is defined by
Wf(x) = (W1(x), . . . ,Wn(x)) with Wi(x) =
f(xi)
a0
∏
j 6=i(xi − xj)
(i = 1, . . . , n),
(1.2)
where a0 is the leading coefficient of f and D is the set of all vectors in K
n
with distinct components.
Let us consider three classical convergence theorems for the Weierstrass
method. In these theorems, we assume that f is a complex polynomial of
degree n ≥ 2 which has only simple zeros, and that ξ ∈ Cn is a root-vector
of f . Throughout the paper we use the function δ : Kn → R+ defined by
δ(x) = mini 6=j |xi − xj | and the function d : Kn → Rn defined by
d(x) = (d1(x), . . . , dn(x)), where di(x) = min
j 6=i
|xi − xj |. (1.3)
Theorem A (Dochev [1]). If x0 ∈ Cn is an initial guess such that
‖x0 − ξ‖∞ <
n−1
√
2− 1
2 n−1
√
2− 1 δ(ξ), (1.4)
then the Weierstrass iteration (1.1) converges quadratically to ξ.
Theorem B (Wang and Zhao [2]). If x0 ∈ Cn is an initial guess such that
‖x0 − ξ‖∞ <
n−1
√
2− 1
4 n−1
√
2− 3 δ(x
0), (1.5)
then the Weierstrass iteration (1.1) converges to ξ.
Theorem C (Petkovic´, Carstensen and Trajkovic´ [3]). If x0 ∈ Cn is an ini-
tial guess with distinct components such that
‖Wf(x0)‖∞ < δ(x
0)
5n
, (1.6)
then the Weierstrass iteration (1.1) converges to a root-vector of f .
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Both sides of the initial condition of Theorem A depend on the desired
root-vector ξ which is unknown. The initial condition of Theorem B also
contains unknown data, but only in the left-hand side of (1.5). Usually,
we say that these results are rather of theoretical importance. The initial
condition of Theorem C is of significant practical importance since it depends
only on available data: the coefficients of f , the degree n and the initial guess
x0.
Surprisingly, each of these theorems is a consequence of the previous one.
It turns out that this situation is not accidental. Among the other results,
we prove that from any theorem of type A, we can obtain a theorem of type
B as well as a theorem of type C. Besides, from any theorem of type B we
can obtain a theorem of type C.
The main purpose of this paper is to show that any local convergence
theorem for a simultaneous method can be converted into a convergence the-
orem with computationally verified conditions. In other words, in this area
both local and semilocal convergence results are of significant practical im-
portance. Our results are based on a new localization theorem for polynomial
zeros.
2. Initial conditions for convergence of simultaneous methods
For given vectors x ∈ Kn and y ∈ Rn, we define in Rn the vector
x
y
=
( |x1|
y1
, . . . ,
|xn|
yn
)
,
provided that y has no zero components. Given p such that 1 ≤ p ≤ ∞, we
denote by q the conjugate exponent of p, i.e. q is defined by means of
1 ≤ q ≤ ∞ and 1/p+ 1/q = 1.
Let f ∈ K[z] be a polynomial of degree n ≥ 2, ξ ∈ Kn be a root-vector
of f , and x ∈ Kn be an initial guess of an iterative method for simultaneous
finding all zeros of f . Below R = R(n, p) is a real number which depends
only on n and p. The most used initial conditions of convergence theorems
of simultaneous methods (see, e.g., [4, 5, 6]) can be categorized into three
types.
Definition 2.1. An initial condition is said to be:
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(a) of the first type if it can be represented in the form∥∥∥∥x− ξd(ξ)
∥∥∥∥
p
≤ R or ‖x− ξ‖p
δ(ξ)
≤ R; (2.1)
(b) of the second type if it can be represented in the form∥∥∥∥x− ξd(x)
∥∥∥∥
p
≤ R or ‖x− x‖p
δ(x)
≤ R; (2.2)
(c) of the third type if it can be represented in the form∥∥∥∥Wf (x)d(x)
∥∥∥∥
p
≤ R or ‖Wf(x)‖p
δ(x)
≤ R. (2.3)
Remark 2.2. In the following, we state all results in terms of ‖(x− ξ)/d(ξ)‖p,
‖(x− ξ)/d(x)‖p and ‖Wf (x)/d(x)‖p, but all results remain true if we replace
these initial conditions by ‖(x− ξ)‖p/δ(ξ), ‖(x− ξ)‖p/δ(x) and ‖Wf (x)‖p/δ(x),
respectively.
3. Localization of polynomial zeros
In this section we obtain a new localization theorem for polynomial zeros,
which plays an important role in our paper.
The following proposition is an improvement of Proposition 8.4 of [5].
Proposition 3.1. Let E = ‖u/d(x)‖p, where x, u ∈ Kn and 1 ≤ p ≤ ∞. Let
c ≥ 0 be such that bcE < 1, where b = 21/q. Then the closed disks
Di = {z ∈ K : |z − xi| ≤ c |ui|}, i = 1, 2, . . . , n, (3.1)
are mutually disjoint.
Proof. From the definition of d(x), Ho¨lder’s inequality and bcE < 1, we ob-
tain for i 6= j,
c(|ui|+ |uj|) ≤ c
( |ui|
di(x)
+
|uj|
dj(x)
)
|xi − xj | ≤ b cE |xi − xj | < |xi − xj |,
which proves that the disks (3.1) are mutually disjoint.
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The following result is due to Braess and Hadeler [7] in the case when f
is a complex polynomial, but the proof in the general case is the same.
Proposition 3.2 (Braess and Hadeler [7]). Let f ∈ K[z] be a polynomial of
degree n ≥ 2, x ∈ Kn be a vector with distinct components, and let α1, . . . , αn
be positive numbers. Then the union of the disks
Gi =
{
z ∈ K : |z − xi| ≤ 1
αi
n∑
j=1
αj |Wj(x)|
}
, i = 1, . . . , n, (3.2)
contains all the zeros of f . Besides, if the union of m of these disks is disjoint
from the union of the remaining disks, then it contains exactly m zeros of f ,
counted with their multiplicity.
Proposition 3.3. Let f ∈ K[z] be a polynomial of degree n ≥ 2 and 1 ≤ p ≤ ∞.
Suppose there exists x ∈ Kn with distinct components and c ≥ 1 such that
b cEf (x) < 1 and
1
c
+
aEf(x)
1− cEf(x) ≤ 1, (3.3)
where b = 21/q, a = (n− 1)1/q and the function Ef : D→ R+ is defined by
Ef(x) = ‖Wf(x)/d(x)‖p . Then f has only simple zeros in K and the disks
Di = {z ∈ K : |z − xi| ≤ c |Wi(x)|}, i = 1, 2, . . . , n, (3.4)
are mutually disjoint and each of them contains exactly one zero of f .
Proof. By the first inequality in (3.3) and Proposition 3.1 with E = Ef(x),
we conclude that the disks (3.4) are mutually disjoint. It remains to prove
that each of these disks contains exactly one zero of f . We assume that
Ef(x) 6= 0, since the case Ef (x) = 0 is trivial. We divide the proof into two
cases.
Case 1. Suppose that the second inequality in (3.3) is strict. Let i ∈ {1, . . . , n}
be fixed, and let Ri be the radius of the disk Di. We have to prove that Di
contains exactly one zero of f . From cEf(x) < 1 and the definitions of d(x)
and Ef (x), we obtain that for each j 6= i,
|xi − xj | − c |Wj(x)| ≥ (1− cEf(x))dj(x) > 0. (3.5)
Consider the disks (3.2) with α1, . . . , αn defined as follows
αi =
1
c|Wi(x)| and αj =
1
|xi − xj | − c |Wi(x)| for j 6= i. (3.6)
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Denote by r1, . . . , rn the radii of the disks G1, . . . , Gn, respectively. It follows
from (3.6), (3.5), Ho¨lder’s inequality and (3.3) that
n∑
j=1
αj |Wj(x)| = 1
c
+
∑
j 6=i
|Wj(x)|
|xi − xj | − c |Wi(x)| ≤
1
c
+
aEf (x)
1− cEf(x) < 1.
Therefore, rj < 1/αj (j = 1, . . . , n) which is equivalent to the inequalities
ri < Ri and rj +Ri < |xi − xj | for j 6= i.
This means that the disk Gi is a subset of the interior of Di, and that
Di is disjoint from each of the disks Gj for j 6= i. Then it follows from
Proposition 3.2 that Di contains exactly one zero of f . Thus, if the second
inequality in (3.3) is strict, then the disks (3.4) are mutually disjoint and
each of them contains exactly one zero of f .
Case 2. Suppose that the second inequality in (3.3) is an equality. With-
out loss of generality we can assume that f is monic. Consider the monic
polynomial g(z) = tf(z) + (1− t)∏nj=1(z − xj) of degree n, where t ∈ [0, 1]
is a parameter. Since Wg(x) = tWf(x) and Eg(x) = t Ef (x), then for every
t ∈ [0, 1),
|Wg(x)| < |Wf(x)|, b c Eg(x) < 1 and 1
c
+
aEg(x)
1− cEg(x) < 1. (3.7)
From this and Case 1, we conclude that each of the disks (3.4) contains
exactly one zero of g provided that t ∈ [0, 1). This remains true also in the
case t = 1, because the zeros of a polynomial in K[z] depend continuously
on its coefficients (see, e.g., Lang [8, pp. 43–41]). This completes the proof
since g = f for t = 1.
In what follows, for given a ≥ 1 we define the real functions α and β by
α(t) =
2
1− (a− 1)t+√(1− (a− 1)t)2 − 4t and β(t) =
2
1− (a− 1)t .
(3.8)
Note that 1 ≤ α(t) ≤ β(t) provided that 0 ≤ t ≤ 1/(1 +√a)2.
Theorem 3.4. Let f ∈ K[z] be a polynomial of degree n ≥ 2. Suppose there
exists a vector x ∈ Kn with distinct components such that
Ef(x) =
∥∥∥∥Wf(x)d(x)
∥∥∥∥
p
≤ 1
(1 +
√
a)2
(3.9)
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for some 1 ≤ p ≤ ∞, where a = (n− 1)1/q. In the case when n = 2 and
p =∞ we assume that inequality (3.9) is strict. Then f has only simple
zeros in K. Besides, for any real number c ∈ [α(Ef (x)), β(Ef(x))] the disks
(3.4) are mutually disjoint and each of them contains exactly one zero of f .
Proof. Let b = 21/q. It is easy to show that b ≤ 1 +√a with equality only if
n = 2 and p =∞. Then it follows from (3.9) that Ef(x) < 1/(2b+ a− 1).
From this and c ≤ β(Ef(x)), we get b cEf(x) ≤ bEf (x) β(Ef(x)) < 1, which
proves the first inequality in (3.3). The assumption c ∈ [α(Ef(x)), β(Ef(x))]
implies the second inequality in (3.3). Now the statement follows from Propo-
sition 3.3.
Remark 3.5. Note that the strictness assumption cannot be dropped from
Theorem 3.4. Indeed, if f(z) = z2 and x = (−1, 1) ∈ K2, then (3.9) with
p =∞ is an equality, but Theorem 3.4 does not hold.
Corollary 3.6. Let f ∈ K[z] be a polynomial of degree n ≥ 2. Suppose there
exists a vector x ∈ Kn with distinct components such that
Ef (x) =
∥∥∥∥Wf(x)d(x)
∥∥∥∥
p
≤ 1
2(a+ 1)
(3.10)
for some 1 ≤ p ≤ ∞, where a = (n− 1)1/q. In the case n = 2 and p =∞
we assume that the inequality (3.10) is strict. Then f has only simple ze-
ros in K. Besides, for any real number c ∈ [γ(Ef(x)), β(Ef (x))], where
γ(t) = 1/(1− (a+ 1)t), the closed disks (3.4) are mutually disjoint and each
of them contains exactly one zero of f .
Proof. It follows from Theorem 3.4 and the inequality α(t) ≤ γ(t) ≤ β(t)
which holds for 0 ≤ t ≤ 1/(a+ 1).
The next result generalizes and improves Corollary 1.1 of [4].
Corollary 3.7. Let f ∈ K[z] be a polynomial of degree n ≥ 2. Suppose there
exists a vector x ∈ Kn with distinct components such that∥∥∥∥Wf(x)d(x)
∥∥∥∥
p
≤ R (3.11)
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for some 1 ≤ p ≤ ∞ and 0 ≤ R ≤ 1/(2a+ 2), where a = (n− 1)1/q. In the
case n = 2, p =∞ and R = 1/(2a+ 2), we assume that the second inequality
in (3.11) is strict. Then f has only simple zeros in K and the disks
Di =
{
z ∈ K : |z − xi| ≤ |Wi(x)|
1− (a+ 1)R
}
, i = 1, 2, . . . , n, (3.12)
are mutually disjoint and each of them contains exactly one zero of f .
Proof. It follows from Corollary 3.6 with c = γ(R).
4. Relationships between initial conditions of the first type and the
second type
In this section, we show how to convert each local convergence theorem
of the first type into a local convergence theorem of the second type.
Proposition 4.1. Let u, v ∈ Kn be two vectors with distinct components and
let 1 ≤ p ≤ ∞. Then
∥∥∥∥u− vd(u)
∥∥∥∥
p
≥
(
1− b
∥∥∥∥u− vd(u)
∥∥∥∥
p
)∥∥∥∥u− vd(v)
∥∥∥∥
p
, (4.1)
where b = 21/q.
Proof. According to Proposition 5.2 of [5], we have
di(v) ≥
(
1− b
∥∥∥∥u− vd(u)
∥∥∥∥
p
)
di(u), i = 1, . . . , n,
which can be written in the form
1
di(u)
≥
(
1− b
∥∥∥∥u− vd(u)
∥∥∥∥
p
)
1
di(v)
.
Multiplying both sides of this inequality by |ui − vi| and taking the p-norm,
we get (4.1).
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Theorem 4.2. Let ξ ∈ Kn, where n ≥ 2. Suppose x ∈ Kn is a vector with
distinct components such that∥∥∥∥x− ξd(x)
∥∥∥∥
p
≤ R
1 + bR
(4.2)
for some 1 ≤ p ≤ ∞ and R > 0, where b = 21/q. Then ξ has pairwise distinct
components and ∥∥∥∥x− ξd(ξ)
∥∥∥∥
p
≤ R. (4.3)
Besides, if the inequality (4.2) is strict, then (4.3) is strict too.
Proof. From (4.2) and Proposition 5.2 of [5], we conclude that ξ has pairwise
distinct components. Applying Proposition 4.1 with u = x and v = ξ, and
taking into account (4.2), we obtain (4.3).
Note that using Theorem 4.2 we can transform a convergence theorem of
the first type into a convergence theorem of the second type. In other words,
we can convert every local convergence theorem with initial conditions of the
type (4.3) into a local convergence theorem with initial condition of the form
(4.2).
Remark 4.3. Let R = ( n−1
√
2− 1)/(2 n−1√2− 1). Applying Theorem 4.2 to
Theorem A we immediately get Theorem B.
5. Relationships between initial conditions of the second type and
the third type
In this section we show how to obtain a semilocal convergence theorem for
simultaneous methods from every local convergence theorems of the second
type. More precisely, we give two theorems for converting any local theorem
of the second type into a theorem with computationally verifiable initial
conditions.
Theorem 5.1. Let f ∈ K[z] be a polynomial of degree n ≥ 2. Suppose there
exists a vector x ∈ Kn with distinct components such that
Ef(x) =
∥∥∥∥Wf(x)d(x)
∥∥∥∥
p
≤ 1
(1 +
√
a)2
(5.1)
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for some 1 ≤ p ≤ ∞, where a = (n− 1)1/q. In the case n = 2 and p =∞ we
assume that the inequality in (5.1) is strict. Then f has only simple zeros
and there exists a root-vector ξ ∈ Kn of f such that∥∥∥∥x− ξd(x)
∥∥∥∥
p
≤ 2Ef(x)
1− (a− 1)Ef(x) +
√
(1− (a− 1)Ef(x))2 − 4Ef (x)
. (5.2)
Proof. It follows from Theorem 3.4 that f has only simple zeros and the disks
Di = {z ∈ K : |z − xi| ≤ α(Ef(x)) |Wi(x)|}, i = 1, 2, . . . , n,
are mutually disjoint and each of them contains exactly one zero of f . This
means that there is a root-vector ξ ∈ Kn of f such that
|xi − ξi| ≤ α(Ef(x)) |Wi(x)|.
Dividing both sides of this inequality by di(x) and taking the p-norm, we get
(5.2).
Theorem 5.2. Let f ∈ K[z] be a polynomial of degree n ≥ 2. Suppose there
exists a vector x ∈ Kn with distinct components such that∥∥∥∥Wf(x)d(x)
∥∥∥∥
p
≤ R(1−R)
1 + (a− 1)R (5.3)
for some 1 ≤ p ≤ ∞ and 0 ≤ R ≤ 1/(1 +√a), where a = (n− 1)1/q. In the
case n = 2, p =∞ and R = 1/(1 +√a), we assume that inequality (5.3) is
strict. Then f has only simple zeros in K and there exists a root-vector
ξ ∈ Kn of f such that ∥∥∥∥x− ξd(x)
∥∥∥∥
p
≤ R. (5.4)
If inequality (5.3) is strict, then (5.4) is strict too.
Proof. Let τ = 1/(1 +
√
a) and µ = 1/(1 +
√
a)2. Consider the real function
g : [0, τ ]→ [0, µ] defined by
g(t) =
t(1− t)
1 + (a− 1)t .
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Note that g is strictly increasing on [0, τ ]. The inverse function of g is the
function h : [0, µ]→ [0, τ ] defined by
h(t) =
2t
1− (a− 1)t+√(1− (a− 1)t)2 − 4t .
It follows from (5.3) and R ∈ [0, τ ] that
Ef(x) =
∥∥∥∥Wf (x)d(x)
∥∥∥∥
p
≤ g(R) ≤ µ = 1
(1 +
√
a)2
.
By Theorem 5.1 we conclude that f has only simple zeros and there exists a
root-vector ξ ∈ Kn of f such that∥∥∥∥x− ξd(x)
∥∥∥∥
p
≤ h(Ef (x)) ≤ h(g(R)) = R
which proves (5.4).
Corollary 5.3. Let f ∈ K[z] be a polynomial of degree n ≥ 2. Suppose there
exists a vector x ∈ Kn with distinct components such that∥∥∥∥Wf (x)d(x)
∥∥∥∥
p
≤ R
1 + (a+ 1)R
(5.5)
for some 1 ≤ p ≤ ∞ and 0 < R ≤ 1/(1 + a), where a = (n− 1)1/q. In the
case n = 2, p =∞, R = 1/(1 + a), we assume that inequality (5.5) is strict.
Then f has only simple zeros in K and there exists a root-vector ξ ∈ Kn of
f which satisfies (5.4). If inequality (5.5) is strict, then (5.4) is strict too.
Proof. It is easy to show that if x, p and R satisfy the assumptions of Corol-
lary 5.3, then they satisfy the assumptions of Theorem 5.2.
Note that using Theorem 5.1, Theorem 5.2 or Corollary 5.3, we can trans-
form a convergence theorem of the second type into a convergence theorem
of the third type. For example, using Theorem 5.2 we can convert every local
convergence theorem with initial conditions of the form (5.4) into a semilocal
convergence theorem with initial condition of the form (5.3) provided that
0 < R ≤ 1/(1 +√a).
Remark 5.4. For simplicity, we replace the right-hand side of (1.5) by a
smaller one Rδ(x0), where R = 1/(2n+ 2). Applying Corollary 5.3 to Theo-
rem B, we get Theorem C with an initial condition ‖W (x0)‖∞ ≤ δ(x0)/(3n+ 3).
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6. Relationships between initial conditions of the first type and the
third type
In this section, we obtain relationships between initial conditions of the
first type and the third type.
Theorem 6.1. Let f ∈ K[z] be a polynomial of degree n ≥ 2. Suppose there
exists a vector x ∈ Kn with distinct components such that∥∥∥∥Wf (x)d(x)
∥∥∥∥
p
≤ R(1 + (b− 1)R)
(1 + bR)(1 + (a+ b− 1)R) (6.1)
for some 1 ≤ p ≤ ∞ and 0 < R ≤ 1/(1− b+√a), where a = (n− 1)1/q and
b = 21/q. Then f has only simple zeros in K and there exists a root-vector
ξ ∈ Kn of f such that ∥∥∥∥x− ξd(ξ)
∥∥∥∥
p
≤ R. (6.2)
If inequality (6.1) is strict, then (6.2) is strict too.
Proof. Let R˜ = R/(1 + bR). Then R˜ ≤ 1/(1 +√a) and condition (6.1) takes
the form ∥∥∥∥Wf (x)d(x)
∥∥∥∥
p
≤ R˜(1− R˜)
1 + (a− 1)R˜ .
This inequality is strict if n = 2 and p =∞. It follows from Theorem 5.2
that f has only simple zeros and there exists a root-vector ξ ∈ Kn of f such
that ∥∥∥∥x− ξd(x)
∥∥∥∥
p
≤ R˜ = R
1 + bR
.
Applying Proposition 4.1 with u = ξ and v = x and taking into account the
last inequality, we obtain (6.2).
Corollary 6.2. Let f ∈ K[z] be a polynomial of degree n ≥ 2. Suppose there
exists a vector x ∈ Kn with distinct components such that∥∥∥∥Wf(x)d(x)
∥∥∥∥
p
≤ R
1 + (a+ b+ 1)R
(6.3)
for some 1 ≤ p ≤ ∞ and 0 < R ≤ 1/(a− b+ 1), where a = (n− 1)1/q and
b = 21/q. Then f has only simple zeros in K and there exists a root-vector
ξ ∈ Kn of f which satisfies (6.2). Besides, if inequality (6.3) is strict, then
(6.2) is strict too.
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Proof. It is easy to show that if x, p and R satisfy the assumptions of Corol-
lary 6.2, then they satisfy the assumptions of Theorem 6.1.
Note that using Theorem 6.1 or Corollary 6.2, we can transform a con-
vergence theorem of the first type into a convergence theorem of the third
type. For example, using Theorem 6.1, we can convert every local con-
vergence theorem with initial condition of the first type into a semilocal
convergence theorem with initial condition of the third type, provided that
0 < R ≤ 1/(1− b+√a).
Remark 6.3. Corollary 6.2 was stated without proof in [9], where it was
used for obtaining a semilocal convergence result for the two-step Weierstrass
method. Another application of Corollary 6.2 can be found in [10].
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