Abstract: This paper analyzes the performance of multiple steps estimators of vector autoregressive multivariate conditional correlation GARCH models by means of Monte Carlo experiments. We show that if innovations are Gaussian, estimating the parameters in multiple steps is a reasonable alternative to the maximization of the full likelihood function. Our results also suggest that for the sample sizes usually encountered in financial econometrics, the differences between the volatility and correlation estimates obtained with the more efficient estimator and the multiple steps estimators are negligible. However, when innovations are distributed as a Student-t, using multiple steps estimators might not be a good idea.
Introduction
Understanding how stock market returns and volatilities move over time has been of interest to researchers into the time series literature. As the financial crisis has shown, stock markets move together. Evidence of these co-movements can be found, for example, in the fall of several international stock market indices after a very big investment bank in US, Lehman Brothers, declared bankruptcy in September 2008. Therefore, trying to model stock markets in a univariate way ignoring their interactions would be insufficient. In this sense, multivariate generalized autoregressive conditional heteroskedasticity (MGARCH) models have been very popular to capture the volatility and covolatility of assets and markets; see, for example, Bauwens, Laurent, and Rombouts (2006) and Silvennoinen and Teräsvirta (2009) for a survey.
One of the problems with many MGARCH models is the difficulty to verify that the conditional variancecovariance matrix is positive definite. Engle, Granger, and Kraft (1984) provide necessary conditions for the positive definiteness of the variance-covariance matrix in a bivariate ARCH setting. However, extensions of these results to more general models are very complicated. Moreover, imposing restrictions on the log-likelihood function, in order to have the necessary conditions satisfied, is often difficult.
A model that could avoid these problems is the constant conditional correlation GARCH (CCC-GARCH) model proposed by Bollerslev (1990) . In this model, the Gaussian maximum likelihood (ML) estimator of the correlation matrix is the sample correlation matrix which is always positive definite. Therefore, the only restrictions needed are the ones for the conditional variances to be positive. On top of that, since the correlation matrix can be concentrated out of the log-likelihood function, the optimization problem becomes simpler. Consequently, the CCC-GARCH model has become very popular in the literature regardless of some limitations such as the constant correlation assumption and the incapability to explain possible volatility interactions. The extension proposed by Jeantheau (1998) , the ECCC-GARCH model, addresses the last issue by allowing for volatility spillovers. Relaxing the constant correlation assumption is done by Engle (2002) and Tse and Tsui (2002) who propose the Dynamic Conditional Correlation GARCH (DCC-GARCH) model in which the correlation changes over time. However, since the correlation dynamics require more parameters, the estimation of the DCC-GARCH model can be computationally very heavy. One possible solution is to use the correlation targeting approach, see Engle (2009) , in which the intercept in the correlation equation isassumption on the distribution to a Student-t, we conclude that, for some models, the differences between the estimators could be relevant and therefore, estimating the parameters in multiple steps might not be a good idea.
The main contributions of this paper to the related literature are the following. First, we compare the performance of multiple steps estimators for different conditional correlation models and not only for the dynamic conditional correlation model; see Hafner and Reznikova (2012) and Engle, Shephard, and Sheppard (2008) . Second, we analyze multiple steps estimators obtained by maximizing the log-likelihood function based on the normal distribution but also based on the Student-t distribution and we find that if errors follow a Student-t distribution, multiple steps estimators assuming the t distribution do not seem to be consistent for some of the models. Finally, we point out that when the distribution of the errors is skewed, QML estimators based on symmetric distributions could be inconsistent. We also analyze the robustness of our findings to the model misspecification.
One potential problem of our results is their external validity. For the Monte Carlo experiments, we considered bivariate models and in some cases trivariate models. We assume that what we find for two and three time series could be extrapolated for any number k > 3 of time series.
The rest of the paper is structured as follows. Section 2 introduces the econometric models of interest. 1-step and multiple steps estimators for the different models are discussed in Section 3. Section 4 describes the Monte Carlo experiments and presents a discussion of the results. Finally, Section 5 concludes the paper.
Econometric models
For simplicity we consider a k-variate vector autoregressive (VAR) model of order one for the mean equation with the following notation:
where Var(ε t |y t-1 , … y 1 ) = H t , y t is a k × 1 vector of returns, μ is a k × 1 vector of constants, B is a k × k matrix of autoregressive coefficients and ε t is a k × 1 vector of innovations as follows. (2) are outside of the unit circle.
The number of mean parameters in the matrices μ and B is k(k+1). However, if B is assumed to be diagonal, the number of mean parameters is reduced to 2k. The error term ε t can be written as follows
where η t is a k × 1 vector with E(η t ) = 0 and Var(η t ) = I k .
H t = D t R t D t
where = From previous equations, assuming that the conditional correlation matrix, R t , is positive definite, it is clear that as long as conditional variances, h it , are positive for any i = 1, 2, …, k, the conditional variance-covariance matrix, H t , will be also positive definite. The conditional variances h it are assumed to follow a GARCH(1,1) model. Then, are k × 1 vectors of conditional variances and squared errors respectively and ω is a k × 1 and A and G are k × k matrices of coefficients. If A and G are restricted to be diagonal, then volatility spillovers cannot be captured; see, for example, Bollerslev (1990) and Engle (2002) . Alternatively, if A and G are non-diagonal, then the model allows for volatility spillovers; see, for example, Jeantheau (1998) and Ling and McAleer (2003) . In the former case there will be 3k variance parameters to estimate, while in the latter that number will be k(2k+1).
Let us denote by
The following conditions, in Jeantheau (1998) , are sufficient for the variances to be always positive.
ω i > 0 α ij  0 γ ij  0 for all i and j. Nakatani and Teräsvirta (2008) provide necessary and sufficient conditions for h t to have positive elements for all t. They show that off-diagonal elements in G could be negative while H t is still positive definite. This allows for negative volatility spillovers; see also Conrad and Karanasos (2010) . The model is stationary in covariance if the roots of |I k -(A+G)z| = 0 are outside of the unit circle. In the diagonal case, this condition is equivalent to
This paper considers five conditional correlation GARCH models given by different specifications of R t in (3). The first and simplest one is the CCC-GARCH model where the correlations are restricted to be constant over time. Bollerslev (1990) shows that, under this restriction, the Gaussian ML estimator of the correlation matrix, R t = R, is equal to the matrix of sample correlations of the standardized residuals, which is always positive definite, i.e.,
where ν ε
are the standardized errors. Notice that, in this case, the number of correlation parameters to be estimated is only k(k-1)/2. The ECCC-GARCH model of Jeantheau (1998) extends the CCC-GARCH model by allowing for volatility spillovers as A and G in (4) are non-diagonal.
The third model we consider is the DCC-GARCH in which R t = P t Q t P t with P t = diag(Q t ) -1/2 and δ δ δ ν ν δ
(1 ) t t t t Q Q Q where Q t denotes the covariance matrix and Q is the long run covariance (correlation) matrix. The correlation targeting approach suggests replacing Q with the sample covariance matrix of the standardized errors ν t ; see Engle (2009) . This procedure makes the estimation easier since it reduces the number of correlation parameters from k(k-1)/2+2 to only 2: δ 1 and δ 2 . If both are non-negative scalars satisfying δ 1 +δ 2 < 1, then the correlation matrix, R t , will be positive definite. Hafner and Franses (2009) provide a more general definition of the model where they consider coefficient matrices instead of scalar coefficients allowing for different dynamics on different correlations. However, this increases the number of parameters considerably. For simplicity, we will focus on the set up with the scalar coefficients.
The DCC-GARCH model suffers from two problems. First, as Engle and Sheppard (2001) and later Engle, Shephard, and Sheppard (2008) point out, when k is large the correlation targeting approach used in the DCC-GARCH model causes significant biases to estimators of the parameters δ 1 and δ 2 . To fix this problem, Engle, Shephard, and Sheppard (2008) suggest a composite likelihood estimator which is based on the sum of the likelihoods obtained from smaller number of series and therefore avoid the trap of high dimensionality. Another solution is proposed by Hafner and Reznikova (2012) , where the authors use shrinkage to target methods to eliminate these biases asymptotically. The second problem, as Aielli (2008) argues, is that multiple steps estimators of DCC-GARCH models with correlation targeting are inconsistent since the covariance matrix of the standardized residuals is not a consistent estimator of the long run covariance matrix .
Q As Caporin and McAleer (2009) point out as well, Aielli's conclusion follows from the fact that the unconditional expectations of Q t could differ from the unconditional expectation of ν ν
the former being a covariance matrix while the latter is a correlation matrix by construction. Aielli (2008) Engle (2002) . We will also consider in this paper the RSDC-GARCH model introduced by Pelletier (2006) . In this model the conditional correlations follow a switching regime driven by an unobserved Markov chain such that they are fixed in each regime but may change across regimes. For simplicity, we assume a two-states Markov process such that R t , at any time t, could be equal to either R L or R H , which stands for low and high state correlation matrices, respectively. The transition probabilities matrix is given by
where π i, j is the probability of moving from state j to state i. Given that π j, j +π i, j = 1, the number of correlation parameters is k(k-1)+2.
Additionally, the extended versions of the DCC, cDCC and RSDC-GARCH models, namely EDCC, EcDCC and ERSDC-GARCH models are also considered. Like the ECCC-GARCH model, these extended models allow for volatility spillovers letting A and G to be non-diagonal.
In the next section we will discuss how to estimate the parameters of these models.
Estimation procedures
Multivariate GARCH models can be estimated using maximum likelihood. However, how the estimation is implemented in practice is one of the main problems. When the number of parameters is large, it is common that optimization procedures fail to find the maximum of the likelihood function. In this section we will describe alternative estimation methods which could be used in practice. Let us start by introducing some notation. Let θ =( μ′, vec(B)′)′ be the vector containing all the mean parameters in equation (1). The vector containing all the variance parameters in (4) will be denoted by φ = (ω′, vec(A)′, vec(G)′)′ and ψ will be the vector with all the correlation parameters, that will change according to the model considered in each case. For example, ψ = vech(R) for a CCC-GARCH model, while for a cDCC-GARCH model, it will be ψ δ δ ′ ′ 1 2 =( ( ) , , ) . vech Q 1 1 Notice that the vec operator stacks the columns of a matrix while the vech operator stacks the columns of the lower triangular part of a matrix.
Vector autoregressive CCC, DCC and cDCC GARCH models and their extensions
In this section we analyze three possible procedures to estimate the parameters in equations (1) and (3), denoted by Φ = (θ′, φ′, ψ′)′ when R t in equation (3) is specified by the CCC-GARCH, DCC-GARCH, cDCC-GARCH models and their extensions, namely ECCC-GARCH, EDCC-GARCH and EcDCC-GARCH models.
One-step estimation
One possibility is to estimate all parameters of the model, Φ = (θ′, φ′, ψ′)′ simultaneously. If data is assumed to be normally distributed, this 1-step estimator will be the maximum likelihood estimator of Φ and it can be found by maximizing the multivariate Gaussian log-likelihood function:
From equation (3) we have that
If errors are assumed to follow a Student-t distribution, then the function to be maximized will be the multivariate Student-t log-likelihood as in Fiorentini, Sentana, and Calzolari (2003) :
where η is the inverse of the degrees of freedom as a measure of tail thickness. We assume 0 < η < 0.5 in order to have existence of the second order moments. As Newey and Steigerwald (1997) pointed out, one concern when maximizing the log-likelihood function based on a Student-t distribution is that estimators can be inconsistent if the data does not follow a Student-t distribution. However, this will not be the case as long as both the true and assumed distributions are symmetric.
Under Gaussianity assumption, 1-step estimators of the parameters, Φ, obtained by maximizing the corresponding likelihood function in (6), are consistent and asymptotically normal. In particular,
where A 0 is the negative expectation of the Hessian matrix evaluated at the true parameter vector Φ 0 and B 0 is the expectation of the outer product of the score vector evaluated at Φ 0 obtained from the likelihood function in (6). If data is assumed to follow a Student-t distribution, 1-step estimators of the parameters, Φ, computed by maximizing the likelihood function in (7), are consistent and asymptotically normal; see Fiorentini, Sentana, and Calzolari (2003) . It is important to note that if the true distribution of the data is Student-t, maximum likelihood (ML) estimators (in this case, 1-step estimators using (7)) are more efficient than Quasi-maximum likelihood (QML) estimators obtained from maximizing the likelihood function under the normality assumption given in (6).
Two-steps estimation
It is possible to estimate the parameters of the model, Φ = (θ′, φ′, ψ′)′ in 2 steps following Engle (2002) and Engle and Sheppard (2001) . They proposed to use 2-steps when estimating the parameters of the DCC-GARCH model. The idea is to separate the estimation of the correlation parameters, ψ, from the mean and variance parameters, θ and φ, respectively.
In the first step, the mean and variance parameters, θ and φ, are estimated by maximizing the Gaussian log-likelihood function in (6) in which the correlation matrix R t is replaced by the identity matrix. Therefore, in the first step, the function to be maximized is the following:
If volatility spillovers are not allowed, i.e., A and G in equation (4) are restricted to be diagonal, the first step estimation is equivalent to estimating k univariate models separately; see Engle and Sheppard (2001) for details. In this sense, we note that all extended models considered in this paper require multivariate estimation when estimating the variance parameters.
In the second step, given the estimates from the first step, θ and φ , the correlation coefficients are estimated by maximizing the following function
where ν t are the standardized residuals obtained in the first step. Bollerslev (1990) shows that when the correlations are constant over time, i.e., in the CCC-GARCH model, the correlation coefficients estimator obtained in the second step is equal to the sample correlation matrix of the standardized residuals given in (5).
If data is assumed to follow a normal distribution, 2-steps estimators are also consistent. Furthermore, Engle and Sheppard (2001) give conditions for the DCC-GARCH model under which 2-steps estimators are also asymptotically normal.
Next, we also consider 2-steps estimation using the log-likelihood function based on the Student-t distribution. Accordingly, in the first step the function to be maximized is the multivariate Student-t log-likelihood function in (7) where the correlation matrix R t has been replaced by I k . That is
Similar to the case of Gaussian innovations, when no volatility spillovers are considered, we employ univariate estimation for each series while when there are volatility spillovers, we solve the multivariate problem. In the second step the correlation coefficients are estimated by maximizing the following function
where ν t are the standardized residuals obtained in the first step.
Three-steps estimation
An alternative procedure that we will analyze in this paper is the estimation of Φ = (θ′, φ′, ψ′)′ in three steps. In the first step, the parameters of the mean equation, θ, are estimated assuming constant variance, i.e., h it = h i ∀ t, and assuming that the correlation matrix R t is equal to the identity matrix for all t. Therefore, the function to be maximized is the following
contains the conditional standard deviations. This is equivalent to OLS estimation for the univariate mean equations, given that the variance-covariance matrix is block diagonal.
In the second step, the parameters of the variance equation, φ, are estimated given the estimates of the parameters of the mean equation, θ, and substituting the correlation matrix R t by I k . This leads to the maximization of the following function:
and ε t are the residuals obtained in the first step. After obtaining θ and φ from the two previous steps, in the last step, the correlation coefficients are estimated by maximizing the following function
where ν t are the standardized residuals obtained from the second step. When the correlations are constant over time, the correlation coefficients estimator obtained in the third step is, as in the two steps estimation procedure, equal to the sample correlation matrix of the standardized residuals given in (5).
Under the Gaussianity assumption, 3-step estimators are also consistent and their asymptotic distribution is very similar to that of the 2-step estimators; see Engle and Sheppard (2001) .
When using the log-likelihood function based on the Student-t distribution, the three steps estimation is performed in a similar manner. In the first step, the mean parameters, θ, are estimated along with the inverse of the degrees of freedom assuming homoscedastic innovations, i.e., h it = h i ∀ t. The function to be maximized in the first step is the following
In the second step, the variance parameters, φ, and the inverse of the degrees of freedom, η, are estimated conditional on the mean parameter estimates, θ. The function to be maximized is the following
Finally, in the third step, the correlation coefficients and the inverse of the degrees of freedom are estimated by maximizing the following function
where ν t are the standardized residuals obtained in the second step.
Vector autoregressive RSDC-GARCH model
The mean, variance and correlation parameters Φ = (θ′, φ′, ψ′)′ when R t in equation (3) is specified by the RSDC-GARCH model can also be estimated in multiple steps. Let us denote by Ω t-1 all previous information up to t-1 and let f(‧) be the likelihood function obtained under the assumption of either a Gaussian or a Student-t distribution. The 1-step estimator of Φ would be obtained by maximizing the following log-likelihood function:
where
is the likelihood function of Y t conditional on the state S t , that can be L or H, and all previous information. The function f(Y t |Ω t-1
) is the likelihood when the state is marginalized out. On the other hand, Pr(S t |Ω t-1 ) denotes the probability of being in a certain state, S t , conditional on previous information. This probability can be computed using Hamilton filter (Hamilton 1994, Chapter 22) . In the case of a model with only two states, as the one analyzed in this section, Pr(S t |Ω t-1 ) is given by:
and consequently, Pr(S t = H|Ω t-1 ) = 1-Pr(S t = L|Ω t-1 ). The long run probabilities for each state are used as initial conditions for the iterative process. Alternatively, the estimation of Φ = (θ′, φ′, ψ′)′ can be done in two steps. In the first step, estimates of the mean and variance parameters are obtained from maximizing the function in (12) where the correlation matrix R t is substituted by the identity matrix. In the second step, the estimation of the correlation parameters will be done by maximizing the log-likelihood function taking the mean and variance parameter estimates from previous step as given.
Another alternative is the estimation of Φ = (θ′, φ′, ψ′)′ in three steps. In the first step, estimates of the mean parameters are obtained from maximizing the function in (12) where the variance and correlation matrix R t are assumed to be constant. In the second step, variance parameters are estimated conditional on the mean parameters obtained in the previous step, and finally, the estimation of the correlation parameters will be done by maximizing the log-likelihood function taking the mean and variance parameter estimates from the two previous steps as given.
Pelletier (2006) estimates a RSDC-GARCH model by using data on four exchange rate series. After demeaning the data, the correlation parameters are separately estimated from the variance parameters. This corresponds to what we have called the 3-step estimation procedure without paying much attention to the mean parameters or a 2-step estimation method for a zero mean series.
Finally, the asymptotic properties of the 1-step and multiple steps estimators of the RSDC-GARCH model under the Gaussianity assumption are similar and can be found in Pelletier (2006 Consistency of the 1-step ML estimator, under certain regularity conditions, is known from the general maximum likelihood theory. In particular, Bollerslev (1990) proves the consistency of the 1-step Gaussian ML estimator for the CCC-GARCH model, while Jeantheau (1998) proves it for the ECCC-GARCH model. Fiorentini, Sentana, and Calzolari (2003) and Newey and Steigerwald (1997) provide the conditions under which the 1-step Student-t ML estimator is consistent. The consistency of the 1-step Gaussian QML estimators is given in Bollerslev and Wooldridge (1992) and for multiple steps estimators is given in Newey and McFadden (1994) . Engle and Shephard (2001) prove the consistency of Gaussian QML multiple steps estimators for the DCC-GARCH model, Aielli (2011) proves it for cDCC-GARCH model and Pelletier (2006) proves it for RSDC-GARCH model. In the next section we will confirm the previous theoretical results in finite samples and study the cases for which no theory is provided, more specifically, what the behavior of multiple steps estimators is when a Student-t distribution is assumed for the innovations.
Monte Carlo experiments
In this section we analyze the finite sample performance of 1-step, 2-step and 3-step estimators of first order Vector Autoregressive CCC, DCC, cDCC, RSDC-GARCH models and their extensions to include volatility spillovers, namely ECCC, EDCC, EcDCC, ERSDC-GARCH. To compare different estimators, true parameter values are reported together with the Monte Carlo mean and standard deviation of the parameter estimates. In addition, kernel density estimates of different estimators of each parameter are plotted to compare the performance of multiple steps estimators for each sample size. Since the main interest of practitioners in this area is not only the estimation of the parameters but more importantly, the estimation of the underlying conditional variances and covariances, we will also look at the estimates of volatilities and correlations to compare different estimators. For RSDC-GARCH models the correlations are driven by an unobservable Markov chain and therefore, estimates of the correlation parameters will be analyzed instead of correlation estimates.
We have carried out Monte Carlo experiments in which 1000 time-series vectors of dimension 2 or 3 for sample sizes T = 200, 500, 1000 and 5000 are generated according to the relevant model and distribution function for the innovations. Then, the parameters of the model are estimated using 1-step, 2-step and 3-step estimators assuming either a Gaussian or a Student-t distribution for the errors. All simulations are performed by MATLAB computer language.
Next, we describe in detail the three different experiments we have carried out. In the first one, we simulate time series vectors following the vector autoregressive multivariate GARCH models considered assuming first a Gaussian distribution for the innovations and then, a Student-t distribution. Parameters, volatilities and correlations are then estimated assuming the true data generating process and differences between 1-step and multiple steps estimators are analyzed. In a second experiment we anayze the robustness of the results to the error distribution. With this objective, first we simulate data assuming a Gaussian distribution for the innovations and estimate the true model under the assumption that errors follow a Student-t distribution. Second, time series vectors are generated using a Student-t distribution for the errors and then, true models are estimated under the Gaussianity assumption. In addition, we use a skewed Student-t distribution to generate the data and estimate the true model under the assumption that errors follow a symmetric distribution, Gaussian or Student-t. Finally, in the third and last experiment we analyze how good or bad volatilities and correlations generated from a given model can be estimated using a different model.
Innovations distributed as a Gaussian or Student-t
We start by considering the case in which data is generated and estimated assuming a normal distribution. Let us consider a bivariate model given by equations (1) to (3) with a diagonal matrix B and R t = R as given by the CCC-GARCH model. The unconditional mean and variance are fixed to 1. The mean and variance persistences are set to be different from each other but quite high. Therefore, in this basic bivariate model, we have 11 parameters to estimate. The true parameter values as well as Monte Carlo means and standard deviations of 1-step and multiple steps estimators are given in Table 1 . Two main patterns, as expected for consistent estimators, emerge from this table. First, the differences between the Monte Carlo means and true parameter values go to zero as the sample size increases. Second, the Monte Carlo standard deviations of the three estimators considered decrease as the sample size increases. It is remarkable the similarities of the Monte Carlo means and standard deviations of the three estimators. In general, it seems that the 1-step estimator provides estimates with Monte Carlo means slightly closer to the parameter values and Monte Carlo standard deviations slightly smaller than the ones obtained for multiple-steps. However, the differences among the three estimators are practically negligible. On the other hand, we cannot conclude that in finite samples, multiple steps estimators over/under estimate the parameters in a systematic manner. In order to graphically illustrate the distribution, in finite samples, of the different estimators, Figure 1 plots kernel density estimates obtained from 1-step, 2-step and 3-step estimators for the parameter values considered in Table 1 and sample size T = 500. As the figure shows, the three estimators give very similar results, even for relatively small sample sizes 2 . Table 1 Monte Carlo means and standard deviations of 1-step, 2-step and 3-step estimators of a bivariate Gaussian VAR(1)-CCC-GARCH model.
Parameter
Value 1-step 2-step 3-step T = 500 T = 1000 T = 5000 T = 500 T = 1000 T = 5000 T = 500 T = 1000 T = 5000 2 In order to check the robustness of the results, we have also considered different scenarios by changing the parameter values in Table 1 and repeated the Monte Carlo experiment. All the results are similar and they are not included in the paper to save space but they are available from the authors upon request.
We have also computed the estimated volatilities and correlations obtained from 1-step, 2-step and 3-step estimators. For a sample size T, let us denote by , ˆs i t h the estimated volatilities of series i at time t obtained from estimator s (1-step, 2-step or 3-step) and denote by h i, t the true volatility of series i at time t. Then, the difference between the estimated and the true volatility of series i could be summarized for each estimator s by
Similarly, the difference between the estimated and the true correlation of series i and j could be summarized for each estimator s by
Figure 2 plots kernel density estimates of the differences between the estimated and the true volatilities and correlations measured as in (13) and (14) for a VAR(1)-CCC-GARCH(1,1) model with parameter values as in Table 1 and sample sizes T = 200, T = 500 and T = 1000. As the graph illustrates, 1-step, 2-steps and 3-steps estimators provide very similar estimated volatilities and correlations. As the sample size increases, differences between estimated and true volatilities and correlations are becoming closer to zero. Alternatively, we have also computed the relative deviations of the estimated volatilities and correlations from their true values, i.e., − − , , Figure 2 .
We have repeated the Monte Carlo experiments simulating the data from different models. Kernel density estimates of the differences between the estimated and the true volatilities and correlations in VAR(1)-DCC, cDCC and RSDC-GARCH(1,1) models and their extensions were computed. All the graphs are very similar to Figure 2 . Consequently, our results suggest that under normal innovations, using multiple steps estimators is a reasonable strategy to estimate volatilities and correlations in all the models considered. This finding supports, for finite samples, the theoretical asymptotic results summarized in Section 3.
Next, we consider the case in which data is generated and estimated assuming a Student-t distribution and we repeat the simulations for all the models. The number of degrees of freedom used in the simulations is η 1 = 5.
For DCC-GARCH, cDCC-GARCH models and their extended versions, the results are similar to the ones obtained under the normal assumption showing that 1-step, 2-step and 3-step estimators provide volatilities and correlations estimates which are very close. These findings are in line with the results in Bauwens and Laurent (2005) and Jondeau and Rockinger (2005) who show that, for the DCC-GARCH model, estimating mean and variance parameters separately from the correlation parameters provides similar outcomes to 1-step estimation. However, for the other models considered, namely the VAR(1)-CCC-GARCH(1,1), VAR(1)-ECCC-GARCH(1,1), VAR(1)-RSDC-GARCH(1,1) and VAR(1)-ERSDC-GARCH(1,1) models, important differences appear when estimating the correlations (or correlation parameters and transition probabilities for the RSDC and ERSDC-GARCH model) with different estimators. In this case, 1-step estimator provides the best estimates. Figure 3 plots kernel density estimates of the differences between the estimated and the true volatilities and correlations in the VAR(1)-CCC-GARCH(1,1) model. Volatilities and correlations seem to be underestimated when using multiple steps estimators. The figure corresponding to the VAR(1)-ECCC-GARCH model is very similar to Figure 3 . For the RSDC-GARCH model, Figure 4 contains kernel density estimates of the differences between the estimated and the true volatilities and of the correlation parameters and the transition probabilities, instead of differences from estimated to true correlations. As we can see, estimates obtained with multiple steps estimators seem to be far from the ones obtained with the 1-step estimator. The figure corresponding to the VAR(1)-ERSDC-GARCH model is very similar to Figure 4 . Therefore, our results suggest that multiple steps estimators obtained assuming that innovations are distributed as a Student-t, do not have good properties, even when the assumption for the innovations is the correct one. This finding points out that multiple steps estimators computed under the assumption that the distribution of the innovations is Student-t, could be inconsistent. The comparison between 1-step and 2-step estimators helps us to measure the efficiency loss when estimating the correlation parameters separately from the mean and variance parameters; see Engle (2002) and Engle and Sheppard (2001) . As we have seen, when the errors are assumed to be Gaussian, the small sample behavior of 1-step and 2-step estimators is very similar but, when the estimation is based on the Student-t distribution, in some cases 2-step estimators deviate from 1-step estimators.
Comparing 2-step and 3-step estimators helps us to analyze the effects of separating the estimation of mean and variance parameters; see Bauwens, Laurent, and Rombouts (2006) . Our results show that, when the errors are assumed to be Gaussian or Student-t, the small sample behavior of 2-step and 3-step estimators is also very similar.
Robustness to the error distribution
We are also interested in analyzing how robust the different models and estimators are to the distribution of innovations. In that sense, we have carried out an experiment which consists of generating data from the models considered with errors following a Gaussian distribution and estimating the true model assuming a Student-t distribution for the innovations. Also, we simulate data in which innovations follow a Student-t distribution and estimate the true model assuming Gaussian errors. Finally, we generate the data using a skewed Student-t distribution and estimate the true model under the assumption that errors follow a symmetric distribution, Gaussian or Student-t. The results of the first two experiments are the expected ones. When the data is generated using a Student-t distribution for the errors and estimated assuming Gaussian errors, differences between 1-step and multiple steps seem to be negligible. Comparing this case to the case in which the true and assumed error distributions are both normal, the estimated densities now have fatter tails. When we simulate the data with Gaussian errors and estimate the model under the Student-t distribution assumption, similar results are obtained to the case when the true and the assumed distribution are both Student-t. This was expected since a Student-t distribution approximates a Gaussian distribution when the parameter for the degrees of freedom is sufficiently large. In fact, in the experiments for this case, we obtained very large estimates for the degrees of freedom of the Student-t distribution.
Next, we analyze the case in which innovations follow a skewed distribution. For this purpose, we generate random vectors from a skewed multivariate Student-t distribution following Bauwens and Laurent (2005) . At each time t, a k dimensional random vector η * t is given by: Using the first two returns series, we estimate all the models considered, i.e., VAR(1)-CCC, DCC, cDCC and RSDC-GARCH models and their extensions [VAR(1)-ECCC, EDCC, EcDCC, ERSDC-GARCH] with no mean transmissions under the assumption that innovations are distributed as a Student-t. The results are given in Table 2 where series 1 and 2 correspond to BEL-20 and DAX, respectively.
We first generate bivariate series with skewness parameters ξ 1 = ξ 2 = exp(0.4) for both series, which implies a skewness of 1.5. Later we take ξ 1 = exp(0.4) and ξ 2 = exp(-0.7) (implying a skewness of -2 for the second series) to see how the results change. Notice that when ξ 1 = ξ 2 = 1, we have a symmetric multivariate Student-t distribution.
For each model considered, 1000 bivariate time series vectors of sample sizes T = 500 and T = 1000 have been generated assuming that innovations follow a skewed Student-t distribution with skewness 1.5 for both series or with skewness {1.5, -2} for the first and second series, respectively and with degrees of freedom 5. Then, the true model is estimated assuming Gaussian or Student-t errors but ignoring skewness. Figure 5 plots kernel density estimates of the differences between the estimated and the true volatilities and true correlations in five of the models considered when data has been generated using a positively skewed Student-t distribution with the same skewness for both series and estimated assuming Gaussian innovations. In this figure, where T = 500, the rows correspond to a different model and the columns represent the kernel densities estimates of the relative deviations of estimated volatilities and correlations from the true ones calculated respectively as:
, , =1 , 1 .
As we can see, for the five models in the figure, the kernel densities of the relative deviations of 1-step and multiple steps estimates of volatilities (correlations) from the true ones follow each other closely. It seems that the large positive skewness assumed in the data generating process results in overestimating the conditional correlations while the conditional volatility estimates do not seem to be affected much. Table 2 One-step parameter estimates of different models fitted to two real time series assuming Student-t innovations. Figure 6 plots the same estimates as Figure 5 but now the estimation has been done assuming a Student-t distribution for the innovations. Similar conclusions can be made about the 1-step correlation estimates for all models. We notice that in the CCC and ECCC-GARCH models, the differences between 1-step and multiple steps estimates of the correlations are very large.
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On the other hand, when the series have different skewness and the estimation is performed assuming Gaussian errors, volatilities and correlations seem to be underestimated in all these five models. The figures corresponding to different skewness are not included in the paper to save space. One-step correlation estimates seem to be slightly less affected by the skewness than the multiple step estimates. As well when the estimation is based on Student-t errors, the 1-step estimators underestimate the volatilities and correlations. In general, 1-step estimators are less affected by the skewness than multiple steps estimators, except for the volatility estimates of ECCC-GARCH model. In the case of DCC and cDCC-GARCH models, the multiple steps estimates deviate slightly from the 1-step estimates. It should be noted that one of the series have higher Kernel density estimates of deviations from estimated to true volatility and true correlation for some of the models considered. Series have been generated assuming Student-t innovations with same skewness parameter and models have been estimated assuming Gaussian innovations. T = 500. Kernel density estimates of deviations from estimated to true volatility and true correlation for some of the models considered. Series have been generated assuming Student-t innovations with same skewness parameter and models have been estimated assuming Student-t innovations. T = 500. skewness when λ = {exp(0.4), exp(-0.7)} compared to the case when λ = {exp(0.4), exp(0.4)} and this could be the reason behind the underestimation of volatilities and correlations with both Gaussian and Student-t errors.
For the RSDC-GARCH model, multiple steps estimators of conditional volatilities behave similar to the 1-step estimators as illustrated in Figure 4 and this does not seem to depend on the skewness. Figure 7 plots kernel density estimates of estimated correlation parameters when the series have the same skewness and errors are assumed to follow a Gaussian or Student-t distribution. As we can see, when the estimations are based on Gaussian errors, the 1-step and multiple steps estimators of the correlation parameters are behaving similarly. Although the corresponding figure is not included in the paper, when the skewnesses of the two series are different, the multiple steps estimates of R L and π LL deviate slightly from the 1-step estimates. When Student-t errors are used in the estimation, the differences between the behavior of 1-step and multiple steps estimators become more apparent.
For the extended models, results are very similar and also results do not change when T = 1000. To save space, the corresponding figures are not included in the paper, but they are available from authors upon request. Newey and Steigerwald (1997) argue that when the true distribution is not symmetric, the 1-step estimator based on Student-t innovations is not consistent in general. This is confirmed in our experiments since when T = 500, we can see in Figure 6 that 1-step QML estimators based on Student-t errors are overestimating the correlations, and this overestimation does not disappear as the sample size increases.
Finally, when the data generating process is symmetric and the estimation is based on Gaussian errors, the kernel density estimates of relative differences between 1-step and multiple steps estimates of the volatilities and correlations from the true values are very close to each other for all the models and their extensions as mentioned before. When the estimation is based on Student-t errors, the multiple steps volatility estimates of all extended models and the multiple steps correlation estimates of CCC and ECCC-GARCH models are far from the true ones. The multiple steps volatility and correlation estimates of DCC and cDCC-GARCH models follow closely the 1-step estimates and are not far from the true values as in Figure 2 . All the figures with the results are not reported in the paper, but are available from the authors upon request. To sum up, our results suggest that even though the data generating process is skewed, when the estimation is based on Gaussian errors, multiple-steps estimators could still be preferred to 1-step estimators given that their performances are very similar. On the other hand, as noted by Newey and Steigerwald (1997) , if the data generating process is skewed, the 1-step QML estimator based on Student-t errors is not consistent. Hence, when the true distribution is skewed, one should be cautious in using 1-step or multiple-steps estimators based on Student-t errors.
Robustness to model
The next question we address is how bad (or well) volatilities and correlations can be estimated when the model is misspecified. We analyze the differences between true conditional volatilities and correlations and the estimated ones when the model used to generate the data is different from the estimated model. To perform this experiment, parameter values are taken from the estimates obtained from daily returns of the three European stock market indices considered before. Using the returns series, we estimate all the models considered, i.e., VAR(1)-CCC, DCC, cDCC and RSDC-GARCH models and their extensions [VAR(1)-ECCC, EDCC, EcDCC, ERSDC-GARCH] with no mean transmissions assuming Gaussian errors. The results are given in Tables 3 and 4 in which series 1, 2 and 3 correspond to BEL-20, DAX and FTSE-100, respectively. Table 3 Parameter estimates of different models fitted to three real time series assuming Gaussian innovations. Table 4 Parameter estimates of different models fitted to three real time series assuming Gaussian innovations (continued). As we can see in both Tables 3 and 4 , 3-steps estimates of the mean parameters are the same, as expected, since the mean equation is the same for all the models. Correlation estimates for the CCC and ECCC models are also very similar. The correlation parameter estimates of the dynamic correlation models are significantly different from zero, suggesting that correlations are not constant during this period. When looking at the other parameters, as expected, the differences between 1-step, 2-step and 3-step estimates are not very large. Figures 8 and 9 plot the volatilities and correlations estimates, respectively using different models. Similar plots were obtained for the EDCC, EcDCC and ERSDC models and are available from the authors upon request. We can see that the three different estimators provide very similar estimates. The graphs containing the correlation estimates obtained from DCC and cDCC models suggest that the correlation between the returns of these markets in the period analyzed has been changing over time. For the Monte Carlo experiments, we take the 1-step estimates obtained in this empirical exercise as the true parameter values to generate the data sets. The first set of experiments considers VAR(1)-CCC, ECCC, DCC, cDCC and RSDC-GARCH models. For each model, we generate 1000 trivariate time series vectors of sample size 1000 and given each of the time series vectors, we estimate the five models considered. We perform these 25 experiments assuming a Gaussian error distribution for generating the data and also for estimating the parameters. In a second set of experiments the extended models, VAR(1)-ECCC, EDCC, EcDCC and ERSDC-GARCH models are considered in a similar way counting up to 15 more experiments.
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The results are reported in Tables 5 and 6 , in which the models used to generate the data appear in the first column and the estimated models are in the second row. For each series, each replication and at each time t, the relative and absolute relative differences between estimated volatility (correlation) and true 4 volatility (correlation) are calculated and then the average is computed across the number of series k, replications R and sample size T. For example, for the volatilities, the relative and the absolute relative difference between the estimated and the true ones is given by 
where in our case, k = 3, R = 1000 and T = 1000. We also calculate, in a similar manner, the ratio for the covariance estimates , , ij t h where i≠j. The ratios corresponding to the 1-step estimation of a model that is correctly specified is, by construction, equal to 0. Therefore, the ratios reported in Tables 5 and 6 are relative ratios and they should be read as a measure of the performance of the corresponding estimator in a certain model when estimating the volatility (correlation or covariance), relative to the 1-step estimator in the correctly specified model. The results are reported in three parts: volatilities, correlations and covariances. In general, we can see that the ratios and absolute ratios are close to zero, indicating that, on average, volatilities and correlations are relatively well estimated even when using a misspecified model.
When we look at the volatility ratios in Table 5 , we can see that the largest ratio is 0.0155 and it appears when the true volatilities are generated by the VAR(1)-ECCC-GARCH model and estimated by the VAR(1)-DCC-GARCH in 3-step. Other large ratios correspond to the 3-steps estimators of all the models considered when the data have been generated by the VAR(1)-ECCC-GARCH model. On the other hand, the largest absolute ratio for the volatility is 0.0291 and it appears when the true volatilities are generated by the VAR(1)-RSDC-GARCH model and estimated by VAR(1)-ECCC-GARCH model in three steps; followed by 0.0259 and 0.0245 which correspond to the 3 steps VAR(1)-ECCC-GARCH estimates of the volatilities generated by the VAR(1)-DCC-GARCH and VAR(1)-cDCC-GARCH models. These results are not surprising and suggest that it seems hard for the constant correlation models to capture the volatilities generated by the dynamic correlation models and also for the dynamic correlation models to capture the volatilities generated by the VAR(1)-ECCC-GARCH model. When looking at Table 6 , where the results are presented for the extended models, similar conclusions arise. Although, now all models allow for volatility spillovers, we can see that the largest ratio and absolute ratio appear when the true volatilities are generated by the VAR(1)-EDCC-GARCH model and estimated by the VAR(1)-ECCC-GARCH.
When we look at the correlation ratios in Table 5 , results are again, the expected ones. We can see that the largest ratio (in modulus) is -0.0064 and it appears when the true correlations are generated by the VAR(1)-ECCC-GARCH model and estimated by the VAR(1)-DCC-GARCH in 3 steps. The largest absolute ratios are obtained when the true correlations are dynamic and they are estimated by a constant correlation model. On the other hand, the absolute ratios for the correlations estimated by the VAR(1)-DCC-GARCH and VAR(1)-cDCC-GARCH models are relatively much closer to zero; implying that they can capture well the correlations generated by the constant correlation models and also the correlations generated by each other. A similar comment can be made for the VAR(1)-CCC-GARCH and VAR(1)-ECCC-GARCH models. Table 6 presents the results for the extended models and similar conclusions can be reached. Table 6 Volatility, covariance and correlation ratios and absolute ratios for the extended models. 
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In general terms, when volatilities and correlations that have been generated by a particular model are estimated by another model, their estimates seem to be worse as the number of steps used in the estimation increase. Nevertheless, volatilities and correlations are relatively well estimated even when using a misspecified model. The largest average ratio and absolute ratio are 5.18% and 9.91%, respectively, that could be interpreted as follows: on average, multiple steps estimates of volatilities (correlations) deviate from the corresponding true volatilities (correlations) at most about 5.2% (and about 10% in absolute terms) more than the amount that 1-step estimates of the correctly specified model deviates.
Conclusions
In this paper we have carried out several Monte Carlo experiments to study the performance in finite samples of 1-step and multiple steps estimators of vector autoregressive multivariate conditional correlation GARCH models. Although 1-step estimators are preferable because of their theoretical properties, they are not always feasible and therefore, estimating the parameters of a model in multiple steps could be a reasonable alternative. Our results indicate that, when the distribution of the errors is Gaussian, multiple steps estimators have a very good performance even in small samples. However, when the estimation is based on Student-t errors, we find that multiple steps estimators do not always perform well even when the data follows a Student-t distribution.
Our results also show that if the true error distribution is Student-t but estimation is based on the Gaussian distribution, kernel density estimates of the estimates of volatility and correlation obtained from 1-step and multiple steps estimators are quite similar. Analogously, if the true error distribution is Gaussian but estimation is based on the Student-t distribution, we obtain similar results as when the true and assumed distribution is a Student-t. When errors are distributed as a skewed Student-t but the estimation is performed assuming symmetric innovations, we find that kernel density estimates of the difference between 1-step and multiple steps estimates of volatilities and correlations from their true values are very similar when the estimation is based on a Gaussian distribution. However, this is not true when the estimation is based on Student-t errors. In any case, when the true distribution is skewed, one should be cautious in using 1-step or multiple-steps estimators based on Student-t errors since both are inconsistent estimators.
Finally, we also analyze the robustness of our results to the misspecification of the model when the estimation is based on Gaussian errors. We find that, on average, volatilities and correlations are relatively well estimated even when using a misspecified model. The multiple-steps estimates of volatilities (correlations) deviate from the true values at most by 10% more than what 1-step estimates of the correctly specified model do.
