Failures of railway point systems (RPSs) often lead to service delays or hazardous situations. A condition monitoring system can be used by railway infrastructure operators to detect the early signs of the deteriorated condition of RPSs and thereby prevent failures. This paper presents a methodology for early detection of the changes in the measurement of the current drawn by the motor of the point operating equipment (POE) of an RPS, which can be used to warn about a possible failure in the system. The proposed methodology uses the one-class support vector machine classification method with the similarity measure of edit distance with real penalties. The technique has been developed taking into account specific features of the data of infield RPSs and therefore is able to detect the changes in the measurements of the current of the POE with greater accuracy compared with the commonly used threshold-based technique. The data from infield RPSs, which relate to incipient failures of RPSs, were used after the deficiencies in the data labelling were removed using expert knowledge. In addition, possible improvements in the proposed methodology were identified in order for it to be used as an automatic online condition monitoring system.
Introduction
An increasing demand for high capacity and costeffective railway transportation requires railway systems to be fault tolerant and safe for both passengers and cargo transport. For example, in 2012-2013, Network Rail, the UK's railway infrastructure operator, was responsible for 8,700,000 minutes of train delays; almost 7,400,000 delay minutes were recorded on passenger trains, with the remaining delay minutes being assigned to freight transport. 1 One of the main causes of train delays was failures of railway point systems (RPSs), resulting in 575,679 minutes of total delays. If the target for the delays set out by the regulators is not met, fines are imposed on the infrastructure operator.
Most problems with RPSs are associated with wear or misalignment of their components. Therefore, railway points require regular adjustments to compensate for wear or to correct any misalignments. 2 Even though these processes require a lot of time and are very costly, it is essential to keep RPSs in a good condition. Poor maintenance and missed faults can lead to serious accidents. For example, seven people were killed and 76 injured in the train derailment at Potters Bar in 2002, when the points failed as a train was passing through them. 3 Therefore, advanced detection and diagnoses of RPS failures can increase railway safety and improve operation through better maintenance planning. RPS condition monitoring systems are increasingly used by infrastructure operators. [4] [5] [6] [7] [8] The main railway infrastructure operator in the UK reported that the RPS failures per year decreased from 8048 to 5053 failures between 2008-2009 and 2012-2013 , after remote condition monitoring had been implemented and a better RPS maintenance regime had been applied. 1 The condition monitoring systems often contain an alarm system that is based on a threshold technique. The threshold of the observed parameter that is associated with the presence of a fault has to be predefined and it is usually chosen based on expert knowledge. Moreover, it requires adjustments due to seasonal changes and wear-out of the equipment. Commonly, the threshold technique cannot detect a Nottingham Transportation Engineering Centre, University of Nottingham, UK fault at its earliest stage, i.e. before a failure actually occurs. The potential benefits of being able to detect incipient faults include: fewer service disruptions due to better maintenance planning; increased safety; and extended asset lifetime due to preventive maintenance.
A large variety of methods for fault detection of RPSs is available in the literature, such as: statistical analysis methods, [9] [10] [11] [12] [13] [14] classification methods, [15] [16] [17] [18] [19] [20] model-based methods 21, 22 and other methods. 2, 23, 24 Classification methods seem to show promising results in detecting RPS failures and have the potential to be a general fault detection method for different types of RPSs and point operating equipment (POE). For example, Chamroukhi et al. 15 performed mixture discriminant analysis on the extracted features of the electrical power signal to classify the signals as with or without defects with 95% accuracy. Asada and Roberts 16 proposed to extract features of the electrical active power of AC point machines using a discrete wavelet transform approach and used them as inputs to a support vector machine (SVM) that was able to classify the 86 operations of RPSs with an accuracy of 100%. More testing was performed in a later work by Asada et al., 17 by considering failure modes with different severity, they achieved a perfect 100% classification accuracy. The same methodology was tested with the DC point machines by Asada and Roberts; 18 giving similar results to those in their previous work. Eker et al. 19 performed fault detection with a combination of principal components analysis and a SVM based on the measurements of a linear ruler to classify 20 operations of RPSs as fault-free or misalignment of a drive rod with a classification accuracy of 100%. Bo¨hm 20 suggested using temperature data to reduce the number of false alarms, produced by an industrial fault detection system, based on a threshold technique, SIDIS W. 5 The number of alerts was reduced by 16.84% and 91.83% for lower and higher level alerts, respectively, by applying correction values per each degree Celsius and then using a neural network to classify the movements.
Despite the fact that the approaches, described above, reported very high fault detection accuracy (almost 100%), small data sets (e.g. 86 operations of RPSs in the study presented by Asada and Roberts 16 ) used during the testing phase was one of their main deficiencies. Moreover, the majority of the approaches were tested using data obtained from laboratorybased RPSs, where failures were introduced manually, rather than occurring as a result of the natural wearout process. Manual fault simulation in the RPSs led to the fact that the laboratory data did not contain some of the important features observed in data from the infield RPSs (see the section 'Main features of infield data'). Furthermore, the mentioned approaches needed a similar amount of data for different states (fault-free or with a certain type of fault) of RPSs to be trained to detect a fault, which in practice is not always available. For example, data of 30 operations for representing each category of fault-free condition, lefthand underdriving and right-hand underdriving and 26 operations for representing each category of lefthand overdriving and right-hand overdriving were used in a study presented by Asada and Roberts. 18 This paper proposes a novel fault detection methodology developed and tested on infield RPS data, which is based on the classification method of a one-class SVM (OCSVM) and uses the elastic similarity measure of edit distance with real penalties (ERP) to compare two time series. The main features of the proposed methodology are:
. development and testing of the proposed methodology using infield RPS data; . ability to detect the changes in the measurements of current earlier than the commonly used alarm threshold technique; . suitability for any type of RPS and POE;
. ability to deal with the lack of historical data of failures.
Railway point systems
An RPS consist of electrical and mechanical installations, enabling railway trains to be guided from one track to another. An example of an RPS with a clamp lock can be seen in Figure 1 . 25 Various types of POE can be used within an RPS. In this study, an RPS with clamp locks is considered, but the same fault detection methodology can be applied to point systems with other types of POE (e.g. HW 1000/2000 point machine, Westinghouse style-63 point machine). Depending on the type of POE, some system components may differ, e.g. supplementary drives instead of a back drive, but they all have a motor to provide the drive of an actuator.
The operation of RPS can be described as follows.
1. A signal is received by the RPS to change the direction of track from normal to reverse or reverse to normal. The oil pump motor starts up (motor start-up phase in Figure 2 ). 2. The switch rails are unlocked (unlocking phase in Figure 2 ). 3. The corresponding pump motor pumps oil to the hydraulic actuator, which together with the back drive moves the switch rails (switch rail movement phase in Figure 2 ). 4. When the switch rails move to the desired position, they are locked and a signal is sent to the signaller that the railway point system has successfully completed the operation (locking phase in Figure 2 ). Due to a slight delay in detecting the locking, the motor keeps running after the points have completed their movement. This is common to clamp lock and thus a 'shark fin' at the end of the operation is observed, as shown in Figure 2 .
A typical trend of the electric current drawn by the pump motor of a clamp lock, demonstrating the four operation phases of the RPS, is shown in Figure 2 .
Main features of infield data
The proposed method for fault detection was developed using infield data on RPSs, such as shown in Figure 2 . A number of specific features have been observed in the infield data of RPSs. They have been of great importance while developing the proposed method for the analysis.
Diversity of operational behaviour within a group of the same type of POE. Grouping RPSs with the same type of POE for fault detection would be useful, since large data samples for each type of fault could be obtained. However, during this study it was observed that each POE seemed to have its own specific current trend, as illustrated in Figure 3 .
Note that, the first 0.5 s, where the shapes are very similar, are ignored in this study, as shown in Figure 3 . The issue of the unique operational behaviour of each POE has also been raised by Tunley. 26 Due to this diversity it is, therefore, possible that the current trends of fault-free movements of some point systems are similar to the current trends of movements with the faults of other point systems, and therefore the fault detection algorithm might identify them incorrectly. Thus, data sets of individual point systems, not their groups, had to be analysed in this study. Furthermore, there were far more data records for fault-free movements than those for movements with faults. Thus, fault detection techniques that require a similar size of data samples for fault-free and each faulty state could not be used in this study, and an alternative approach was needed.
Variation in the duration of POE movements. Variation in the duration of the movement of the same POE is another feature observed in the infield data. When solving a classification problem, the time series of measurements of the current can be compared using a similarity measure. However, one of the standard similarity measure, known as the Euclidean distance, 27 cannot be used to compare two time series of different lengths. Thus, pre-processing of data has to be performed before the Euclidean distance can be applied or alternative similarity measures and techniques need to be used, such as discrete wavelet transform, [16] [17] [18] time warp edit distance, 28 etc. The use of the ERP distance was proposed in this study since it mimics the way a human would intuitively compare the shapes of two time series, i.e. trying to match the corresponding peaks and valleys in the time series.
Variation in movements of fault-free RPSs. The last feature of the infield RPS data, which usually is not observed in the data obtained in the laboratory environment, is the variation in current trends of movements of faultfree RPS. Figure 4 illustrates a number of movements for one RPS when no faults have been recorded. Such variability might be explained by the deterioration of the point system, i.e. when a failure is due to occur in the future, influence of weather conditions or preventive maintenance actions, i.e. before a failure occurs.
This variation needs to be appropriately captured, especially if current trends of fault-free movements and movements with faults are similar, making it difficult to distinguish between them. Therefore, in this study the data set was divided into four seasons (Winter, Spring, Summer and Autumn) and a similar number of movements were randomly chosen for each season to be used as input data for model development. The methodology to detect failures of RPSs is presented in the next section. 
Proposed methodology

Problem definition and proposed approach
The problem, considered in this study, is to perform fault detection of infield RPSs given the measurements of current (also referred as current trends in this paper) of each POE operation. The idea of the proposed methodology is to consider fault detection of RPSs as a classification task, known as one-class classification or outlier/novelty detection. Such a classification task needs certain features, on which the classification decision can be made. In this study, the similarity between two time series of measurements of the current of the POE is used to differentiate between the fault-free and faulty operations of RPSs. A changing shape and an increase in the absolute values of current trends might indicate a failure of the RPS, thus these parameters are considered when determining the similarity of time series. The similarity between two time series is compared by the Euclidean and ERP metrics. The ERP metric tries to align the current trends in time, thus it also represents the difference in shapes of the current trends, as well as the difference in absolute values. Historical data of current trends of infield POE is used to train the OCSVM method to form a decision boundary based on the similarities of the most representative fault-free operations from historical data. This boundary is formed by the support vectors (SVs) in the OCSVM. The OCSVM method has several parameters, which are optimized using a grid search approach based on the classification accuracy (for fault-free and faulty operations individually) of the OCSVM, which is further described in the section 'Determining the best performing model'. The SV of the optimized OCSVM are then used to make a decision between fault-free and faulty operations. That is, if the similarity between the measurements of the current of a new POE operation and the SVs does not fall within the formed decision boundary, that operation of POE is considered to be faulty.
Steps of the methodology
The proposed methodology can be summarized in the following steps.
1. Label the current trends of RPS movements as fault-free or with faults. 2. Pre-process the current trends with uniform scaling (optional for ERP, necessary for the Euclidean distance), exponential smoothing (optional) or down-sampling (optional) techniques. 3. Calculate the pairwise similarity measures for all of the current trends. 4. Select a grid of OCSVM parameters and find the ones that give the best classification accuracy of the OCSVM. Use the best performing model for the fault detection of RPS.
Each of these steps is explained in more detail in the following sections by presenting the data labelling approaches first and then introducing the data preprocessing techniques, OCSVM theory, ERP metric, and finally giving details of an algorithm to determine the best-performing OCSVM model.
Labelling of fault-free movements and movements with faults
Correct labelling of data used in a classification algorithm is of critical importance, since mislabelled data can lead to poor classification accuracy. The labelling of data was carried out in two stages. First, an automatic labelling of data was carried out in the preliminary analysis.
1. Label the data according to records of failures, i.e. the movements carried out between the date of fault occurrence and the date of fault rectification were labelled as being faulty, other movements were labelled as being good. 2. Label the data according to records of alarms (based on a threshold technique), i.e. the movements that raised an alarm were labelled as being faulty and other movements were labelled as being good.
Inconsistences resulting from the automatic labelling, such as inconsistent labelling of current time series with similar shapes, were then eliminated by relabelling the time series where necessary using expert knowledge supported by both failure and alarm dates.
Data pre-processing techniques
Several data pre-processing techniques have been used to speed up the classification process and also to achieve a better alignment of current time series for when comparing movements (due to the variation in durations of the movements). The techniques explored are: uniform scaling, 29 exponential smoothing 30 and down-sampling.
Uniform scaling. In order to compare results obtained using the ERP and the Euclidean distance, the time series have to be rescaled to have the same length. In this study, the rescaling was done by uniformly scaling 29 the time series to an average length of time series of all movements of the RPS, according to the formula, given in equation (1) 
where a R i is the ith element of the rescaled time series, N is the length of the original time series, M is the length of the rescaled time series, (i) is the ceiling function of i, a ði ÁN=MÞ is the ðiÁN=MÞ element of original time series.
Exponential smoothing. There are various methods used to remove the noise from the measurements provided by sensors, e.g. moving average filter, 30 exponential smoothing 30 and Kalman filter. 31 In this study, exponential smoothing was used due to its simplicity, as shown in equation (2) 
where a j is the jth data point of the original time series, a S j is the jth data point of the smoothed time series and is the smoothing factor. Down-sampling. One of the simplest ways to speed up the calculations of similarity measures is to down-sample the original time series. In this study linear down-sampling was used when every kth data point of the original time series was removed. Here, k ¼ 1, 2, . . . , 6 is the down-sampling factor. Although the speed of the calculations can be improved, an analyst should be aware of a potential loss of accuracy in the classification.
One class support vector machines
A lack of historical data of failures for RPSs was observed in the data available in this study, as mentioned in the section 'Main features of infield data'. An OCVSM was chosen due to its ability to classify such highly imbalanced data.
Scholkopf et al. 32 suggested this modification to a SVM in order to make it suitable to be trained on oneclass data when the outliers from a given data set are separated. The idea of the method is to form a decision function f x ð Þ, as shown in equation (3), that has a value of þ1 for the majority of the data and a value of À1 for the outliers
where sgn is a sign function, defined as The decision function forms an optimal separating hyper-plane with the values of parameters and , carefully chosen for optimum performance (as discussed in the next section), when a case study is considered.
In the literature, a radial basis function (RBF) kernel is commonly used when a SVM is used for fault detection. 16, 33, 34 The RBF kernel was also used in this study, since it allows the distance function used in the kernel to be chosen as
where is the width parameter, D x, y ð Þ is the selected distance function, x and y are the feature vectors.
Any function can be used as D x, y ð Þ, as long as it is a metric. 36, 37 A commonly used distance function is the Euclidean distance. 32 In this study, an elastic metric ERP was proposed for use as an alternative to the Euclidean distance. This meant that no rescaling of the data was necessary (rescaling was still performed in the case where the performance of the ERP was compared with the Euclidean distance) and, if the phases of the current time series are not well aligned in time, the ERP provides a better matching of the time series. The effects on the classification accuracy were analysed when both distance functions were used and the results are provided in the 'Case study' section.
Edit distance with Real Penalties
This similarity measure, proposed by Chen and Ng, 38 can support local time shifting as observed in the infield data. Thus, ERP is more robust in comparing the similarity of shapes of two time series, even if they are not perfectly aligned in time. This measure is also a metric, which is the necessary requirement for a function to be used in the kernel function of the OCSVM.
Consider two time series 
and g is a gap penalty. This metric uses a real penalty between two nongap elements and a constant penalty value for the gap. Chen and Ng 38 proved that for any constant value of g ERP is a metric, thus they suggest using g ¼ 0.
Determining the best performing model Modified five-fold cross-validation technique. A modification of a common technique to assess the accuracy of classification models, known as the five-fold crossvalidation procedure was used in this study. 18, 38 This modification was introduced due to the imbalance in data in each class. Data on movements identified as fault-free, and only that data, was divided into five folds (all data is divided into five folds in the original algorithm). Four of the folds (or parts) of the data on fault-free movements were used to train the model and the remaining fold, followed by all the movements with faults, was used for testing.
If the data imbalance between two classes used for testing is large, the total classification accuracy of the OCSVM method can become misleading, since the classification accuracy of fault-free movements can overwhelm the classification accuracy of the movements with faults. The classification accuracy in each ith fold of fault-free and faulty movements, P G i ð Þ and P F i ð Þ respectively, was evaluated in this study using equations (7) and (8)
where P G i ð Þ is the classification accuracy of fault-free movements in the i th fold, N Gi is the total number of fault-free movements in the i th fold, LG j c is the label given by the classification algorithm to a jth faultfree movement, P F i ð Þ is the classification accuracy of movements with faults, when the i th fold of faultfree movements is used for testing, N F is the total number of movements with faults, LF j c is the label given by the classification algorithm to a jth movement with fault and I is the indicator function defined by equation (9)
where L c is the label given by the classification algorithm and L t is the true label. The five-fold cross-validation accuracies of faultfree and faulty movements, P G and P F respectively, were obtained using equations (10) and (11) P G ¼ 1 5
where P G is the five-fold cross-validation accuracy of fault-free movements and P G i ð Þ is as defined by equation (7)
where P F is the five-fold cross-validation accuracy of faulty movements and P F i ð Þ is as defined by equation (8) .
Since the division into five folds is done randomly, the accuracy of the classification algorithm given by the cross-validation estimate (equations (10) and (11)) depends on this random division. The best estimate of the five-fold cross-validation would be obtained by going through all of the possible random divisions into folds; however, this is computationally too expensive to perform. Repeating the division into folds multiple times can provide a good estimate of the accuracy, as suggested by Kohavi. 39 Thus, repetitive random divisions were performed to obtain the five-fold crossvalidation estimate of the OCSVM accuracy.
Determination of optimal parameters of the model. The classification accuracy of the OCSVM model depends on the OCSVM parameters and . A pair of OCSVM parameters , ð Þthat gives the best classification accuracy was obtained using a grid search technique. 34 An array of values of each OCSVM parameter and were chosen. All the possible pairs , ð Þwere used to obtain the five-fold cross-validation estimates of the OCSVM accuracy. The algorithm used to find the pair , ð Þthat led to the best classification accuracy of the OCSVM model is summarized in Figure 5 .
Using the algorithm, the expected classification accuracies of fault-free and faulty movements, P GE and P FE respectively, were set and a search for a model, which would satisfy a system of inequalities (12) , was performed
If no model satisfying the inequalities (12) was found, the values of P FE and P GE were decreased by 1% and the search was repeated until at least one model was found. The decrease in accuracy of 1% was chosen as a smaller change is considered to be insignificant, due to performing the cross-validation technique with multiple random divisions as explained in the previous section. If several models were found, the one with the highest difference between the expected and achieved accuracies (see equation (13)) was chosen
The algorithm favours values of the OCSVM parameters that have similar classification accuracies for both classes. Depending on the requirements of the fault detection process, this algorithm can be modified to place more emphasis on improving the accuracy of one class, for example, a higher accuracy of classification of movements with faults.
Case study
For the development of the proposed methodology, data from several RPSs were analysed. The results of the analysis of a single RPS will now be presented to illustrate the proposed methodology. A calendar year for 2012 was selected, with data from 589 movements in normal to reverse operation. Five faults (three cases of obstructions, one case of contamination and one case of a crushed cable) were recorded, which corresponded to 58 movements with faults and 47 movements that raised an alarm. Following the labelling process discussed in the section 'Labelling of faultfree movements and movements with faults', 482 movements were labelled as being fault-free and 107 movements were labelled as being faulty.
Application of the methodology
The grid of the values of the parameters was chosen as follows: ¼ 0:01, 0:05, 0:1, 0:15, 0:2 ½ and ¼ 10 n , where n ¼ ½À3, À 2, À 1, 0, 1, 2, 3. One-hundred random divisions of data into folds for the five-fold cross-validation were performed for each pair of parameter values , ð Þ and the classification accuracies were averaged over the number of runs.
Different data pre-processing techniques were applied, such as exponential smoothing, with the values ¼ ½0:2, 0:3, 0:4, 0:5, 1, where '1' stands for no smoothing and down-sampling with the values k ¼ ½1, 2, 3, 4, 5, 6, where '1' stands for no down-sampling. For every pair of , k ð Þ values, giving a total of 30 combinations, the best performing OCSVM model was found using the algorithm summarized in Figure 5 . The performance of the methodology using different distance function was also compared.
Results of the methodology
The performance of the OCSVM models with different data pre-processing techniques was summarized by four levels of accuracy, expressed in colours, as given in Table 1 . A 95% level of accuracy was chosen subjectively following an assumption that 5% misclassification rate represents good performance of the method.
Note, that uniform scaling is needed in order to be able to compare the results of Euclidean and ERP similarity measures.
Comparison of Euclidean distance and ERP metric. The Euclidean distance, see Table 2 , outperformed the ERP metric (both on non-scaled (see Table 3 ) and rescaled data (see Table 4 )) in terms of average classification accuracy and the number of models achieving better classification rates. When Euclidean distance was used, 94% and 86% classification accuracies for P F and P G respectively were obtained, and the standard deviation was less than 2%. Note that, the way the best model is found and P G and P F is selected will influence the results of the comparison between the two methods.
The good performance of the Euclidean distance can be explained by looking at the data on the RPSs used in the case study (see Figure 6 ). It can be observed that the peaks and valleys in the time series (on the left-hand side of Figure 6 ) before the rescaling were matched very well. Furthermore, after the uniform rescaling was applied (on the right-hand side of Figure 6 ), these peaks and valleys were even better aligned.
Thus, in this case the Euclidean distance gives the desired alignment of the two time series. It performs better than the elastic metric, which can introduce unnecessary warping in the time series and make the alignment poor. However, if the peaks and valleys do not closely match in the first place, it is likely that a poor alignment would be achieved using the Euclidean distance and the ERP metric would perform better.
It is important to note that the classification accuracies P G and P F of different similarity measures need to be carefully interpreted. The main reason for this is that the classification accuracies, P G and P F , depend on the way the data is labelled. Thus, one has to fully trust that the data is labelled well, which might not always be the case. If the data is poorly labelled, the similarity measure might produce correct results of similarity between two time series, but still give poor classification rates when used in the OCSVM.
Effects of data pre-processing techniques. The effects of the data pre-processing techniques were further examined in terms of the difference in the classification accuracies when no or one of the data pre-processing techniques were used.
For example, the biggest effect of exponential smoothing (maximum of 9%) was noticed when the ERP was used on rescaled data. In this case a considerable increase in both P G and P F (see Table 5 ) was observed, whereas there was only a slight increase (maximum 2.5%) in the classification accuracy (P G and P F ) for the Euclidean distance. For the ERP used on nonscaled data, the smoothing of the time series negligibly increased the accuracy of P G (maximum 0.16%) and slightly decreased the accuracy of P F (maximum 1.97%).
Since in many cases the classification accuracy increased, exponential smoothing on the time series should be performed to reduce the noise level in the raw data. 85≤P F <900 0 0 0
The analysis of the influence of the down-sampling factor k on the classification accuracy (P G and P F ) showed that in the most cases the classification accuracy decreased when the data was down-sampled as can be seen from Table 6 .
However, this was expected as fewer data points were used in the computation of the similarity measures. The down-sampling led to a vastly reduced time needed to calculate the ERP metric. For example, the calculation time, needed to calculate similarity measures for all the movements used in the presented example, decreased when the down-sampling factor increased, as shown in Figure 7 .
As shown in Figure 7 , the experimental computing time decreased from 725 s when k ¼ 1 (no downsampling) to 183 s when k ¼ 2 (725=183 % 3:96 % k 2 ) which is similar to the theoretical decrease in computing time (k 2 times). Thus, data down-sampling should be considered if the proposed method is to be used as an online fault detection algorithm, however, a trade-off analysis between the accuracy and speed of the proposed method should be carried out.
Comparison of alarm threshold technique and OCSVM model. A direct comparison of the accuracy of the commonly used alarm system that is based on a threshold technique and the proposed method is not straightforward, since the former method identifies movements that are very dissimilar (and usually warn about a failure), whereas the latter method identifies more subtle changes in movements that might indicate a deteriorated state (a failure has not yet occurred).
For example, consider a situation when an alarm led to a failure recorded as a crushed cable, and the alarm was raised when an increase of current and exceedance in the duration was observed, shown as the dark green line in Figure 8 .
Using the proposed methodology, a few earlier movements are also classified as signs of conditions for failure, since a similar increase in current values is Figure 6 . Non-scaled (on the left-hand side) and uniformly scaled (on the right-hand side) data. Table 3 . Classification rates with ERP distance (non-scaled data) for PM9A.
observed, whereas an alarm was not raised for these movements due to the duration staying within the set limits.
On the left-hand side of Figure 9 , it can be seen that a group of movements is identified as being abnormal (plotted in dark green lines, with a similar increase in current values as movement 527, which raised an alarm). On the right-hand side a more detailed illustration is given, demonstrating that the first warning of the fault occurrence would be given for movement 517, i.e. well before the failure occurs. All of the consecutive movements that have an increase in current values (519, 523 and 524) are also classified as abnormal, whereas the remaining movements that do not have such an increase are classified as being good. All of the movements considered in this example are correctly classified according to their labels.
The decision values of the OCSVM method for the movements considered in this example are plotted in Figure 10 . They indicate that the movements that are classified as abnormal (dark green dots in the Figure 10 ) are different from the ones that are classified as good (light green triangles in Figure 10 ), since the decision values are on different sides of the decision boundary (blue line in Figure 10 ). Similar situations were observed for all the faults in this dataset. It can be concluded that using the proposed methodology, changes in the measurements of current can be detected before an alarm is raised by Table 5 . Change in accuracy (%) for the values of smoothing factor a. Table 6 . Change in accuracy (%) for the values of down-sampling factor k.
the threshold technique. Such early warnings can give a good opportunity to plan maintenance actions in advance and act before a failure occurs. However, more data analysis of situations when changes in the measurements of the current lead to a failure and are not caused by seasonal or operational changes, is needed, so that the number of unnecessary warnings can be minimized.
Conclusions and future work
A novel fault detection methodology, when the fault detection was considered as a classification task, is presented in this paper. It was developed taking into account the features of infield RPS data and was tested using the data obtained throughout a year period from infield RPSs. The results are promising, but further development of the proposed methodology is necessary in order to use it in practice.
The main contributions of this proposed methodology in the area of fault detection methods of RPS are as follows.
1. Development and testing of the proposed methodology using data of infield RPSs instead of commonly researched laboratory-based RPSs. 2. The novel application of the OCSVM model in this area in order to deal with the lack of historical data on failures. 3. The novel use of the ERP elastic metric in the OCSVM in this area, as an alternative to the Euclidean distance, for the comparison of two time series of measurements of current that differ in length.
In order to be able to use the proposed methodology in practice, several aspects should be considered further.
1. The process of training and testing the OCSVM model cannot be fully automated in its current form. This issue could be resolved by combining expert knowledge and an automated labelling system of movements before the model is used in practice. 2. As demonstrated by this study, it might be unnecessary to use the elastic metrics for comparison of current trends and the commonly used approach of the Euclidean distance can be applied instead, especially, when the time series are closely aligned in time. The choice of the similarity measure can be based on an initial inspection of the rescaled data, in order to achieve the required accuracy. 3. If the ERP elastic metric is used, the data should be down-sampled to speed up the calculations, given small decreases in classification accuracy rates are acceptable. 4. The proposed methodology should be used in combination with expert knowledge, since the changes in the measurements of current might not always indicate a failure of an RPS in practice.
A number of additional features have been considered that could be introduced to advance the methodology. First of all, alternative inputs to the OCSVM model could be chosen, for example, similarity measures with selected recent movements of RPSs. This approach would make the method faster, because there would be no need to calculate the similarity measures with all of the movements, but rather only with the several selected ones. Moreover, it might help to deal with the variation in the movements of fault-free RPSs, since only some previous movements would be compared and they should be representing similar seasonal or operational conditions. This could lead to more accurate results on fault detection. Second, the duration of RPS inactivity could also be considered as an additional input to the OCSVM model since this would possibly reduce the number of falsely detected failures due to the rise of absolute values of current trends for POE that are not operated frequently. Third, the movement could be analysed in terms of time to closure rather than to the time from the start in order to achieve better accuracy. Finally, individual phases of the movement could be separately compared. This would potentially help to develop a fault diagnostics method for RPSs, so that causes of failures can be localized.
