Abstract. We determine in an explicit way the depth of the fiber cone and its relation ideal for classes of monomial ideals in two variables. These classes include concave and convex ideals as well as symmetric ideals.
Introduction
The study of the number of generators of the powers of graded ideals in the polynomial ring S = K[x 1 , . . . , x n ] leads naturally to the study of the Hilbert function of the fiber cone of these ideals. Indeed, if I ⊂ S is a graded ideal, then µ(I k ) = dim K F (I) k , where F (I) k is the kth graded component of the fiber cone F (I) of I. Recall that F (I) = R(I)/mR(I), where R(I) = k≥0 I k is the Rees ring of I and m = (x 1 , . . . , x n ) is the graded maximal ideal of S. It can be easily seen that µ(I k ) < µ(I k+1 ) for all k ≥ 1, if depth F (I) > 0 and I is not a principal ideal. If it happens that all generators of I are of same degree, say I = (f 1 , . . . , f m ) with deg f i = d for all i, then F (I) can be identified with K[f 1 , . . . , f m ] ⊂ S, and hence in this case F (I) is a domain. Thus we see that for a non-principal ideal I the inequality µ(I k ) ≥ µ(I k+1 ) for some k is only possible if depth F (I) = 0. Thus it is of interest to study the depth of F (I). Of particular interest are the extreme cases, namely when depth F (I) = 0 or when depth F (I) = dim F (I), which is the maximal possible and in which case F (I) is Cohen-Macaulay.
In this paper we restrict ourselves to monomial ideals I ⊂ K[x, y]. Removing a possible common factor of the generators we may assume that their greatest common divisor is one. This does not affect the number of the generators of the powers of the ideal. With this assumption on the generators, the unique minimal monomial set of generators of I, denoted G(I), determines and is determined by two sequences of integers a : a 1 > a 2 > . . . > a m = 0 and b : 0 = b 1 < b 2 < . . . < b m .
Indeed, if the set of monomials S = {u 1 , u 2 , . . . , u m } is a set of monomial generators of I, and if u i = x a i y b i for i = 1, . . . , m, and furthermore gcd(u 1 , u 2 , . . . , u m ) = 1 and u 1 > u 2 > . . . > u m with respect to the lexicographical order, then S is the unique monomial set of generators of I if and only if the corresponding exponent sequences of the u i satisfy the above inequalities. the exponent sequence, and it is shown that L admits a quadratic Gröbner basis. Besides of these common properties, the concave and convex ideals differ in many ways. While the fiber cone of convex ideals is radical, this is not the case for those concave ideals which admit an inner corner point, and while all powers of a convex ideal are again convex, proper powers of concave ideals admitting an inner corner point are never concave, see Proposition 2.5 and Proposition 2.8. Let J ⊂ I be the ideal generated by the pure powers of x and y. It is shown in Proposition 2.1 that for a concave ideal the reduction number of I with respect to J is one, while for a convex ideal admitting an inner corner point, J is never a reduction ideal of I, see Proposition 2.9.
The function which is composed by the line segments in Z 2 connecting the exponent vectors of a concave ideal is a concave function. Conversely one could choose the exponent vectors of an ideal I ⊂ K[x, y] on a given concave function connecting the x-axis with the y-axis. This more general class of ideals however does not have such nice properties as our concave ideals. Their fiber ring may not be Cohen-Macaulay and its defining ideal will in general not be defined in degree 2.
Section 3 is devoted to the study of symmetric ideals which are the ideals whose b-sequence is just the a-sequence in reverse order. In this way, the number of parameters defining the ideal is halved. In Proposition 3.1 we consider for each m ≥ 5 a symmetric ideal I, first studied in [6] , and show that depth F (I) = 0. We do not know of any symmetric ideal which is generated by less than 5 elements and whose fiber cone has depth 0. The fiber cone of a symmetric ideal generated by 2 elements is a 2-dimensional polynomial ring, and for a 4-generated symmetric ideal it is a 2-dimensional hypersurface ring. So m = 4 is the smallest number for which the fiber cone of an m-generated symmetric ideal may have depth 0.
A symmetric ideal generated by 4 elements is given by a sequence of three integers 0 < a < b < c. The corresponding symmetric ideal is I = (x c , x b y a , x a y b , y c ). By using the results of Section 2 it is shown in Theorem 3.2 that F (I) is CohenMacaulay, if 2a ≤ b and 2b ≤ a + c, or 2a ≥ b and 2b ≥ a + c. The ideal I is equigenerated if and only if c = a + b. As mentioned above, in Theorem 3.3 we recover the result of Bresinsky, Schenzel and Vogel [2] which says that F (I) is Cohen-Macaulay if and only of b = a + 1. In this case, when b = a + 1, it is shown in Theorem 3.4 that J = (x c , y c ) is a reduction ideal of I and the reduction number of I with respect to J is a. If c = a + b, then F (I) is no longer a domain. In Theorem 3.3, which is the main result of this section, we show that for 'large' and 'small' c, the fiber cone F (I) of I is Cohen-Macaulay. This fact is summed up in Corollary 3.7, where it is stated that F (I) is Cohen-Macaulay, if c does not belong to the interval [2a + 1, r(b − a) + a] with r = ⌈b/(b − a)⌉. Together with Theorem 3.3, this has the nice consequence that F (I) is Cohen-Macaulay for all c, if b = a + 1, see Corollary 3.8. Another consequence (Corollary 3.6) is that for any given sequence 0 < a < b < c the fiber cone of the corresponding symmetric ideal is Cohen-Macaulay for any shifted sequence 0 < a + m < b + m < c + m with m ≥ c − 2a. For us the terra incognita is the interval [2a + 1, r(b − a) + a], where for c belonging to this interval, the depth of the fiber of the corresponding symmetric ideal may be one or two, but never zero in our examples.
Concave and convex sequences of integer vectors in Z 2
For any two vectors a, b ∈ Z n ≥0 we set a ≤ b, if this inequality is valid componentwise, and we set a < b, if a ≤ b and a = b. A sequence A of integer vectors a 1 , . . . ,
Let A be a convex, resp. concave sequence. We call a i a corner point of A,
The following inequalities will be used later. 
for all i ≤ j and all k such that 1 ≤ i − k and j + k ≤ m.
(b) Let a 1 , . . . , a m be a convex sequence of vectors in Z 2 . Then
(c) The inequalities (1) and (2) are strict, if there exists an integer r with i < r < j and such that a r is a corner point of the sequence A.
Proof. (a) It is enough to prove the inequality
for all i ≤ j and 1 ≤ i − 1 and j + 1 ≤ m, because (1) follows then by the repeated application of inequality (2) . To prove inequality (2), we apply induction on l = j−i. If l = 0, the assertion follows from the definition of concave sequences. Assume that (2) holds for all k < l. Again, by using definition of concave sequences, we have the following
Note that j − 1 − (i + 1) = j − i − 2 < l and that i + 1 ≤ j − 1. So we can use inequality (2) and obtain, a i+1 + a j−1 ≥ a i + a j By using this inequality together with (3), we get 2(a i + a j ) ≥ a i−1 + a i + a j + a j+1 , and hence a i + a j ≥ a i−1 + a j+1 as required. The proof of (b) follows on the similar lines as (a).
For the proof of (c) we first show that a i + a j > a i−1 + a j+1 if a r is a corner point for some r with i < r < j. Suppose we have equality. Then a i − a i−1 = a j+1 − a j . On the other hand, by (a) it follows that
Since a i − a i−1 = a j+1 − a j , we must have equality everywhere in this chain of inequalities. In particular, we have a r − a r−1 ≥ a r+1 − a r , and this means that 2a r = a r−1 + a r+1 . This is a contradiction, since a r is a corner point.
In the general case we have
as desired.
Let a and b be two integer vectors in Z 2 ≥0 . The line segment [a, b] between a and b is defined to be the set
. . , a m be a concave or a convex sequence, and let {a j 1 , . . . , a j l } with 1 = j 1 < j 2 < . . . < j ℓ = m be the set of corner points of A.
(a) For all j = 1, . . . , m, there exists an integer k such that
Proof. (a) There exists k such that j k ≤ j ≤ j k+1 . Since a j is not a corner point, it follows that a j belongs to the line segment [a j k , a j k+1 ].
(b) We may assume that there exists j with j k < j < j k+1 , otherwise the statement is trivial. Since j is not a corner point, it follows that 2a j = a j−1 + a j+1 , that is, a j − a j−1 = a j+1 − a j . This holds for all j with j k < j < j k+1 . Thus the assertion follows.
Concave and convex monomial ideals in K[x, y]
Let K be a field and S = K[x, y] be the polynomial ring over K in two indeterminates, and let I ⊂ S be a monomial ideal. Let G(I) = {u 1 , . . . , u m } be the unique minimal set of monomial generators of I. Throughout this paper we will always assume that the generators of I are labeled such that u 1 > u 2 > . . . > u m with respect to the lexicographic order. Let
The exponent vector of u i is the vector c i = (a i , b i ). Furthermore, we will always assume that height I = 2, because if height I = 1, then there exists f ∈ S such that I = f J, where height J = 2. Thus any nonzero ideal in S is isomorphic, as an S-module, to a height 2 ideal in S. The condition height I = 2 is equivalent to saying that a m = b 1 = 0.
We call the monomial ideal I concave, resp. convex, if the exponent vectors of the monomial generators of I, ordered lexicographically, form a concave, resp. convex sequence.
Proof 
Notice that for each i, the sets u
is a set of generators of I k . We claim that this is a minimal set of generators of I which we call S. This then yields the desired formula for µ(I k ). Indeed, let u = u m in u and v we obtain u ℓ and u t which do not divide each other, because they are minimal generators of I. Thus we may now assume that i < j . Now we cancel the common factor u k−j
m from u and v, and it remains to show that u
at y bm(j−i)+bt do not divide each other. Then, again by comparing coefficients of x and y in both monomials, we see that they can not divide each other because,
In conclusion, we see that S is indeed a minimal set of generators for I k .
Let I ∈ K[x, y] be a concave or convex ideal with G(I) = {u 1 , . . . , u m }, and let c i be the exponent vector of u i . We call c i a corner point of I, if and only if c i is a corner point of the sequence c 1 , . . . , c m , as defined in Section 1. The next result shows that for a concave ideal I with an inner corner point, non of the powers I k for k ≥ 2 is concave. (a) I has no inner corner points;
Examples 2.2. The monomial ideal I with
In particular, it follows that I k is not concave for all k ≥ 2, if I has an inner corner point.
Proof. (a) ⇒ (b): Since I has no inner corner points, it follows from Proposition 2.
We show that if I has an inner corner point and k ≥ 2, then I k is not concave.
Let G(I) = {u 1 , . . . , u m } with u 1 > u 2 > . . . > u m in the lexicographical order, as always, and let
, as can be seen in the proof of Proposition 2.1, equality (4). Moreover,
k is concave, then, considering the exponent vectors of the v i , we obtain the inequality 
Then B ⊂ L. (b) Let < be the reverse lexicographic order induced by z 1 > . . . > z m , and let M be the set of monomials z i z j with the property that 1 < i ≤ j < m and 
Proof. (a) Let f be a 2-minor of one of the matrices listed in (a). Then f is of the form
and this implies that f ∈ L.
(b) Let 1 < i, j < m. It follows from (a) that z i z j ∈ in(f ) for some f ∈ B, if and only if one of the following conditions hold:
(i) There exist integers k and l with k = l such that
(ii) There exist integers k such that j k ≤ i ≤ j k+1 , and j = j k or j = j k+1 . We must show that z i z j ∈ L, if 1 < i, j < m and i and j satisfy the condition (i) or (ii).
Notice that in general
for some r and s.
Suppose first that i and j satisfy condition (i) and i ≤ j. 
Next suppose that i and j satisfy condition (ii). We may assume that j = j k+1 and j k ≤ i ≤ j. Since 1 < i and j < m, we obtain from Lemma 1.1(a) the inequality c i + c j k+1 ≥ c i−1 + c j k+1 +1 . Suppose equality holds. Then c i − c i−1 = c j k+1 +1 − c j k+1 . As before we see that c i − c i−1 and c j k+1 +1 − c j k+1 have different slopes. Hence,
(c) From the construction of B and M we see that (z 2 , . . . , z m−1 ) 2 ⊆ in < (L 0 ). To show the reverse inclusion, we prove that G = B ∪ M forms a Gröbner basis of L 0 with respect to the reverse lexicographical order. It is well-known that the S-polynomial of any two binomials in B corresponding to a line segment of I reduces to 0 with respect to reverse lexicographical order. Furthermore, if f, g ∈ B belong to different line segments of I, then gcd(in < (f ), in < (g)) = 1, and hence the Spolynomial S(f, g) reduces to 0. Obviously, the S-polynomials of any two monomials equals to 0. The only case which needs to be examined is when we consider the Spolynomial S(f, g) with f ∈ B and g ∈ M such that gcd(in < (f ), g) = 1. As discussed in (a), f is of the form
First, assume that g satisfies condition (i). Then, the condition gcd(in < (f ), g) = 1 implies that either z i or z j is equals to z j k +(s−1) or z j k +r . Then, S(f, g) = z i z j k +(r−1) z j k +s or S(f, g) = z j z j k +(r−1) z j k +s . In both cases, S(f, g) is divided by a monomial in M satisfying condition (i), and hence reduces to 0 with respect to G.
Next, we assume that g satisfies condition (ii). It is enough to consider the case when j = j k . The case when j = j k+1 follows in a similar way. Then g = z i z j k with j k ≤ i ≤ j k+1 . Then the condition gcd(in < (f ), g) = 1 implies that z i equals to z j k +(s−1) or z j k +r . In both cases, S(f, g) = z j k z j k +(r−1) z j k +s , and hence S(f, g) is divisible by a monomial in M satisfying condition (ii). This shows that S(f, g) reduces to 0 with respect G. This gives us in
Since L 0 ⊆ L, there exists a surjective K-algebra homomorphism α : B → F (I), and since the Hilbert function of B coincides with that of F (I), α must be the identity. This shows that L 0 = L.
(e) The fact that F (I) is Koszul, follows from Fröberg's theorem [7] , since by (c) and (d), L has a quadratic Gröbner basis. Moreover, since C is obviously CohenMacaulay, it follows that F (I) (which is B) is Cohen-Macaulay as well, see for example [8, 
Proof. (a) It is clear that the ideal
We claim that there exists u ′ ∈ I such that l(u ′ ) = 1 and u ′ |u. Suppose that l(u) > 1. Since I is convex, it follows that c i+1 + c j−1 ≤ c i + c j for i < j. This implies that (6) u i+1 u j−1 |u i u j for all i < j.
and v|u by (6) . Induction on l(u), completes the proof of the claim.
If we can show that u ′ with l(u ′ ) = 1 and u ′ |u belongs to J, then u ∈ J, as well. We may assume that l(u) = 1. Then v, as defined before divides u and d(v) < d(u). Therefore, induction on d(v) completes the proof.
(b) Since
Then after dividing by k we obtain
This Thus IJ is not a convex ideal, since 2c 8 > c 7 + c 9 , where c 7 = (7, 6), c 8 = (5, 9) and c 9 = (3, 10).
However, in contrast to Proposition 2.5, we have
Proof. Let c 1 , . . . , c m the convex sequence of exponent vectors of G(I). Then, obviously, the sequence kc 1 , . . . , kc m is convex as well, and by Proposition 2.7 the vectors kc j are exponent vectors of G(I k ). Proposition 2.7 also implies that the other exponent vectors of G(I k ) lie on the line segments with end points kc j and kc j+1 . This proves the assertion.
Let I ⊂ K[x, y] be a monomial ideal with G(I) = {u 1 , . . . , u m } and u 1 > u 2 > · · · > u m with respect to the lexicographical order. We assume that u 1 is a pure power of x and u m a pure power of y. We let J = (u 1 , u m ). In Proposition 2.1 we have seen that for a concave ideal that I 2 = JI. This means that J is a reduction ideal of I and that r J (I) = 1. In the next section, where we study symmetric ideals, it is shown that for any integer a ≥ 1, there exists a symmetric ideal I minimally generated by 4 elements for which J is a reduction ideal and for which r J (I) = a.
The convex ideals behave completely different. Here we have Proposition 2.9. Let I ⊂ K[x, y] be a convex ideal with an inner corner point.
Proof. Let c i+1 be an inner corner point of I and u i+1 be the monomial whose exponent vector is c i+1 . Then 1 ≤ i < m − 1. We claim that u k+1 i+1 ∈ I k+1 \ JI k for all k ≥ 1. In order to prove this we must show that u k+1 i+1 cannot be written as u 1 v or as u m v with v ∈ I k . By symmetry it is enough to show that u k+1 i+1 cannot be written as u 1 v. For the proof of this we use that fact, proved in Proposition 2.7, that G(
k . By using (6) we see that u 1 (u j , u j+1 ) k ⊂ t≤j (u t , u t+1 ) k+1 . Therefore, there exists a monomial w and integers l and t with 0 ≤ l ≤ k + 1 and 0 ≤ t ≤ j such that u 
Then B ⊂ L. (b) Let < be the lexicographic order induced by z 1 > . . . > z m , and let M be the set of monomials z i z j with the property that 1 ≤ i < j − 1 ≤ m − 1, and
(c) Let L 0 be the ideal generated by the binomials of B together with the monomials of M. Then, with respect to the lexicographic order < as defined in
Proof. (a) The proof of this statement is same as the proof of (a) in Theorem 2.6.
(b) We have z i z j = in < (f ) for some f ∈ B if and only if there exists some integer k such that j k ≤ i < j − 1 ≤ j k+1 − 1. Therefore, z i z j ∈ M if and only if 1 ≤ i < j − 1 ≤ m − 1 and there is no k such that i, j ∈ [j k , j k+1 ]. Now we show that M ⊂ L. As before in (5) we notice that
Let z i z j ∈ M. Then 1 ≤ i < j − 1 ≤ m − 1, and it follows that 1 < i + 1 and j − 1 < m. By Lemma 1.1, we have c i+1 + c j−1 ≤ c i + c j . Suppose that equality holds, then c i+1 − c i = c j − c j−1 . Note that the vector c i+1 − c i has the same slope as the line segment ℓ 1 to which c i and c i+1 belong. Similarly, the vector c j − c j−1 has the same slope as the line segment ℓ 2 to which c j and c j−1 belong. Since i and j belong to different line segment, we conclude that ℓ 1 is different from ℓ 2 . Also, we know that all line segments of I have different slop, hence it follows that c i+1 − c i = c j − c j−1 . Consequently, c i+1 + c j−1 < c i + c j which shows that z i z j ∈ L.
(c) From the construction of B and M, we see that (z i z j : 1 ≤ i < j−1 ≤ m−1) ⊂ in < (L 0 ). To prove the reverse inclusion, we show that G = B ∪ M forms a Gröbner basis of L 0 with respect to the lexicographical order. As discussed in Theorem 2.6 (c), we see that the only case to be examined is when we consider the S-polynomial S(f, g) with f ∈ B and g ∈ M such that gcd(in < (f ), g) = 1. As discussed in (a), f is of the form z j k +(r−1) z j k +s − z j k +(s−1) z j k +r with 1 ≤ r < s ≤ j k+1 − j k . Then in < (f ) = z j k +(r−1) z j k +s . Also, from (b), we see that if g ∈ M then g = z i z j with 1 ≤ i < j − 1 ≤ m − 1 and there is no k such that i, j ∈ [j k , j k+1 ]. The condition gcd(in < (f ), g) = 1 implies that either z i or z j equals to z j k +(r−1) or z j k +s . Then S(f, g) = z i z j k +(s−1) z j k +r or S(f, g) = z j z j k +(s−1) z j k +r . In both cases, S(f, g) is divided by a monomial in M, and hence reduces to 0 with respect to G. Notice that L 0 ⊂ P S if and only if S ∩ {i, j} = ∅ for all {i, j} ∈ T , where
It is clear that [n]∩{i, j} = ∅. Now let S = [n]\{k} for some k, and let {i, j} ∈ T , so S ∩ {i, j} = ∅, because otherwise {i, j} ⊂ {k}, a contradiction. Finally, assume that at least two elements of [n] do not belong to S and take two of them say i, j with i < j. Assume that j = i + 1. Then {i, j} ∈ T , and hence S ∩ {i, j} = ∅. This means that L 0 is not contained in P S . In other words, if P S contains L 0 it can contain only two elements i, j in the complement and we must have j = i + 1. This shows that P S is a minimal prime ideal of L Now we compute Hilb B (t). Since B is Cohen-Macaulay of dimension 2, there exist regular sequence ℓ 1 , ℓ 2 of linear forms. LetB = B/(ℓ 1 , ℓ 2 )B. ThenB is 0 dimensional standard graded K-algebra of embedding dimension m − 2 whose defining ideal has 2 -linear resolution. This implies thatB i = 0 for i ≥ 2. Therefore, HilbB(t) = 1 + (m − 2)t, and this implies that Hilb B (t) = (1 + (m − 2)t)/(1 − t) 2 , as desired.
(e) By (c) and (d), it follows that in < (L) is generated by squarefree monomial of degree 2. This implies that L is a radical ideal, see [8, Proposition 3.3.7] . Moreover, the Koszul property follows from Fröberg [7] . We observed already in proof of (d) that L 0 (which is L) is a Cohen-Macaulay ideal. This completes the proof of theorem.
Symmetric ideals
In contrast to convex and concave ideals, the fiber cone of symmetric ideals may not be Cohen-Macaulay and can even have depth 0. In the following we consider such an example. Let I be the symmetric ideal with (a 1 , . . . , a m ) = (5m, 4m, 4m − 1, . . . , 3m + 4, m, 0) with m ≥ 5. (8) In this case, the ideal I is generated in two different degrees, and one can check that I 2 is generated in the single degree 10m, see [6, Proposition 4.1].
Proposition 3.1. Let I be the symmetric ideal as defined in (8) . Then
) and L be the ideal which is generated by the rest of the generators of I. So I = J + L. Let u ∈ L, which is a generator in degree 7m + 3. Obviously, L ⊂ I and hence LI ⊂ I 2 . The degree of generators of uI is 12m + 3 and 14m + 6. As it mentioned before, degree of generators of I 2 is 10m. Therefore, uI ⊂ mI 2 . This implies that u + mI ∈ Soc(F (I)). Moreover, u + mI = 0 since u is a minimal generator of I.
In the following, we study in more detail those symmetric ideals I with µ(I) = 4. We fix the following notation. Let 0 < a < b < c be integers with gcd(a, b, c) = 1. Then we define the symmetric ideal I = (x c , x b y a , x a y b , y c ). Proof. The inequalities 2a ≤ b and 2b ≤ a+c, or 2a ≥ b and 2b ≥ a+c guarantee that I is either a convex or a concave ideal. Thus, the result follows from Theorem 2.10 and Theorem 2.6.
Unfortunately, the conditions given in Theorem 3.2 are only sufficient. Consider the example, when a = 3, b = 5 and c = 9. Then I = (x 9 , x 5 y 3 , x 3 y 5 , y 9 ) is neither convex nor concave but depth F (I) = 2.
Next we consider the case, when I is generated in single degree, which is equivalent to say that c = a + b. In that case, we have For the proof of this theorem, we use the result given by Cavaliere and Niesi [4] : Let S 1 be a numerical semigroup with generators 0 < n 1 < n 2 < . . . < n d , and let a ∈ S 1 . The Apéry set Ap(a, S 1 ) of S 1 with respect to a is defined to be the set
Now let S ⊂ N 2 be the semigroup generated by
The semigroup ring K[S] of S is the coordinate ring of the projective monomial curve defined by 0 < n 1 < n 2 < . . . < n d . We denote by S 2 , the numerical semigroup generated by 0
For each ν i ∈ B 1 with ν i = 0, let µ i ∈ S 2 be the smallest element such that (ν i , µ i ) ∈ S. Then the criterion given by Cavalieri and Niesi says that the following conditions are equivalent:
Proof of Theorem 3.3. In our case S = {(0, a + b), (a, b), (b, a), (a + b, 0)} and hence S 1 = S 2 and B 1 = B 2 . Furthermore, n d = a + b. We denote B 1 simply by B, and claim that
To prove this we first show that ab ∈ B. Indeed, since gcd(a, b) = 1, it is known that
Similarly, we see that jb ∈ S 1 for all 1 ≤ j ≤ a − 1.
We claim that the elements in {0, 1a, 2a, . . . , (b − 1)a, 1b, 2b , . . . ab} are pairwise distinct. Indeed, suppose that ia = jb for some 1 ≤ i ≤ b − 1 and 1 ≤ j ≤ a − 1. Since gcd(a, b) = 1, it follows that b|i contradicting the fact that 1 ≤ i ≤ b − 1. Hence, (9) holds. Now we apply the criterion of Cavaliere and Niesi to prove the main assertion of the theorem. By this criterion, F (I) is Cohen-Macaulay if and only if for all ν ∈ B, there exists µ ∈ B such that µ is the smallest element in S 1 with the property that (ν, µ) ∈ S. Let ia ∈ B for some 1 ≤ i ≤ b − 1, and let µ ∈ S 1 be the smallest element such that (ia, µ) ∈ S. Then there exist r k ≥ 0 for k = 1, . . . , 4 such that:
, we obtain (r 3 + r 4 )b = (i − (r 2 + r 4 ))a, and from (i) we see that r 2 + r 4 ≤ i. By (ii), we deduce that r 3 + r 4 = 0, hence r 3 = r 4 = 0 and r 2 = i. Now (i) implies that r 1 = 0. Then (iii) implies that µ = ib. Similarly, we can see that for jb ∈ B with 1 ≤ j ≤ a, ja is the smallest element in S 1 such that (jb, ja) ∈ S. Therefore, F (I) is Cohen-Macaulay if and only if |{1a, 2a, . . . , (b − 1)a}| = |{1b, 2b, . . . , ab}|, which is satisfied if and only b = a + 1, as required.
The criterion of Cavaliere and Niesi does not apply to ideals which are not generated in a single degree, that is, when c = a + b. For example, let a = 3, b = 4 and c = 6. Then for I = (x 6 , x 4 y 3 , x 3 y 4 , y 6 ), the fiber cone F (I) is Cohen-Macaulay, but does not satisfy the criterion of Cavaliere and Niesi. Indeed, let S 1 be the numerical semigroup generated by 3, 4 and 6. Then B = Ap(6, S 1 ) = {0, 3, 4, 7, 8, 11}, and (8, 6 ) is the only element in S which is of the form (8, µ), but 6 / ∈ B.
Suppose F (I) is Cohen-Macaulay. Then, under the assumption of Theorem 3.3, the reduction number can be determined.
and the reduction number r J (I) of I with respect to J is equal to a.
Proof. We first prove that I a+1 = JI a . This then shows that J is a reduction ideal of I and that r J (I) ≤ a.
Let L = (x a+1 y a , x a y a+1 ). Then I = J +L, and we have to show that
Then there exist integers r, s ≥ 0 with r + s = k, and such that v = (
r, s ≥ 0 and r + s = k}.
Suppose now that v ∈ G(L a+1 ). Then v = x a(a+1)+r y a(a+1)+s with r, s ≥ 0 and r + s = a + 1. Let us first assume that r > 0 and s > 0. Then
Since x a(a−1)+r−1 y a(a−1)+s−1 ∈ L a−1 , it follows that v ∈ J 2 L a−1 ⊂ JI a . Next consider the case when r = 0 or s = 0. We may assume that r = 0. Then
a . This shows that v ∈ JL a ⊂ JI a , as desired.
It remains to be shown that r J (I) ≥ a. Let u = x a y a+1 . The desired inequality will follow once we have shown that
Hence there exist integers p, q ≥ 0 with p + q = i and integers r, s ≥ 0 with r + s = k − i such that
This leads to the equation ak = a(k − i) + r + p(2a + 1) which implies that p + r = a(i − 2p). This implies that a divides p + r. Since 0 ≤ p + r ≤ k < a, this is possible only if p + r = 0 and i = 2p. From p + r = 0 we deduce that p = 0. But then also i = 0, a contradiction. . Indeed, it can be checked that when k is even, then x (k/2)7 y (k/2)7 ∈ I k \ JI k−1 , and when k is odd, then
Theorem 3.5. Let 0 < a < b < c be integers, and let .
By Hilbert-Burch [3, Theorem 1.4.17] it follows that L 0 is a height 2 Cohen-Macaulay ideal and
is the graded free S-resolution of A. This shows that
Therefore, (i) and also (iii) follows from (ii).
(ii) Let (4) and (5) imply that µ(I k ) = 2 k+2 2 − (k + 1) = (k − 1) 2 for k ≤ r − 1. By using (1), (2) , (4) and (5) one shows that µ(I r ) = r 2 + 2r − 1, and that µ(I k+1 ) − µ(I k ) = 2r − 1 for all k ≥ r. This yields
In conclusion we get
as desired. Proof of (1) and (3): It is enough to prove these statements for I 1 . By symmetry they then follow also for I 2 . In order to prove (i) and (ii) we show that
3 ). This isomorphism of standard graded K-algebras then obviously implies the desired identities for |G(I Note that u 1 , u 2 as well as u 2 , u 3 are algebraically independent. Therefore, a generating relation of the Rees ring R(I 1 ) of I 1 is of the form h = v 1 z
Comparing the exponents of y on both sides we see that jb ≥ (i + j)a. From this we obtain that (1 + j/i)(b − a) ≥ b, and hence 1 + j/i ≥ r. It follows that j ≥ j/i ≥ r − 1, as desired.
Proof of (3) and (4): From the proof of (1) and (2) we obtain as a side result that
and We finally would like to remark that in all examples that we considered we had depth F (I) > 0 for the 4-generated symmetric ideals. Unfortunately, at present we cannot prove this in general. We should mention that for symmetric ideals with 5 or more generators, one very well may have depth F (I) = 0, as Proposition 3.1 shows.
