On the number of closed solutions to an equation ẋ = f(t, x), where fxn(t, x) ⩾ 0 (n = 1, 2, or 3)  by Sandqvist, Allan & Andersen, Kurt Munk
JOURNAL OF MATEEMATICAL ANALYSIS AXD APPLICATIONS 159, 127-146 (1991) 
On the Number of Closed Solutions to an Equation 
&=f(t,x), Wheref,,(t,x)bO (n=1,2, or 3) 
ALLAN SANDQVIST AND KURT MUNK ANDERSEN 
Mathematics Institute, The Technical University qf Denmark. 
Building 303. Lyngby DK-2800, Denmark 
Submitted by Kenneth L. Cook 




z = .i = a,(t) xn + ... +u,(t)x+a,(t), O<rtl, (1) 
where the coefficients ai( j= 0, 1, . . . . n, are real valued continuous 
functions, has been studied by several authors concerning the number of 
solutions x(t) for which x(0) = x( 1) (see, e.g., [2,4]). It has been shown 
that if a,(t) > 0, 0 < t < 1, then the maximal number of such solutions is n 
in the cases n = 1,2,3, whereas there may be more than n such solutions 
in the case n > 4 (see [2, p. 683). In this paper we generalize the result in 
the cases n = 1, 2, 3, studying an equation of the general form 
where Z and J are open intervals, [0, l] c Z, and f( t, x), (t, x) E Ix .Z, is a 
real valued continuous function having continuous derivatives f, ( t, x) with 
respect to x of orders j< n. The essential requirement will be that the 
condition 
(i) VtE[O, l]Vx~J:f,.(t,x)>O 
(ii) 3t,~ [0, 11 Vx~.Z:f,(t,, x)>O (3) 
is satisfied. 
Following [2] a solution x(t) of (2) will be called closed if it is defined 
on the interval [0, l] and x(0)=x(l). Besides discussing the number of 
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closed solutions, we also investigate the stability properties of such solu- 
tions. This is carried out in Section 3 by an analysis under a slightly more 
general assumption than (3). In Section 4 we show how the results of 
Section 3 in particular can be used by investigating Eq. (2) in the case 
n = 4. In Section 5 we prove necessary and sufficient conditions for the 
existence of a closed solution of (2) in the case n = 1. Finally, in Section 6 
we show that under appropriate conditions there is a relationship between 
the two equations 1 =f(t, x) and 1 =f, (t, x) in the case n = 2 as to the 
number of closed solutions. In Section 2 are stated some auxiliary 
theorems. Throughout, the derivative of a function x(t) is denoted i(t). 
In the following considerations the interval [O, l] can of course be 
replaced by some other interval [0, T], T> 0. Hence the derived results 
mutatis mutandis apply for an equation 
$ = A4 xl, (t, x) E R x J, (4) 
where ~(t, x) is periodic with period T, giving theorems on the maximal 
number of T-periodic solutions. 
2. PRELIMINARY THEOREMS 
Let the maximal solution of (2) through the point (0, x,,), x0 E J, be 
denoted x(t, x0). Recall that if the solution x(t, x0) is defined on the 
interval [0, 11, so is the solution x(t, xi) provided IxO--xll is small 
enough. Moreover, 
X(G x,) -+ 46 x0) as x1 --)x0 uniformly for tE [0, 11. (5) 
Let x,(t) and x(t) be two different solutions of (2) defined on the interval 
[0, 11. For any fixed t E [0, l] we get by Taylor’s Formula 
f(t, x(t)) =f(c x,(t)) +fx(t, %(t)N-x(t) -.%(f)l 
If -I(t,xo(t))Cx(t) -.%(~)I”-’ + ... ++l)! fl 
+ ~fr4t. rl(t))Cx(t) - xcl(t)l”, (6) 
where q(t) is some number between x0(t) and x(t). Defining 
s(t) = x(t) -x,(t), t E [0, 11, by which 
m = i(t) -h(t) =f(t, x(t)) -f(t, x,(t)), ts co, 11, 
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we get from (6) 
+ $ fP(C r(f))C&~)l”3 IE [IO, 11. (7) 
This equation will be called the equation of variations of (2) with respect to 
the solution x,(t), t E [0, 11. If n = 1 and q(t) is replaced by x0(t), then we 
get the first variation of (2) with respect to x0(t). 
Now, let q(t) be a closed solution of (2). Following the lines of [S, 
p. 1581 we shall call cp(t) stable from above if there exists a positive number 
LX such that x(f, x0) is defined on [0, 11 and x(1, x0) <x(0, x0) for all 
X,,G Iv(O), ~(0) + a[. We shall call cp(t) unstable from above if this holds 
with the inequality sign reversed. The definitions of cp(t) to be called stable 
(or unstable) from below are analogue. The closed solution rp(t) is called 
stable [unstable] if it is stable [unstable] from both sides. 
By a well-known standard argument follows: 
THEOREM 1. Suppose that q,(t) and qz(t) are closed solufions of‘ (2) 
such that cpl( t) < (p2( t) for all t E [0, 11. If ‘pl (t) is stable from above and 
q2(t) is stable from below then there exists a closed solution qD( t), which is 
unstable from below, and a closed solution Ii/(t), which is unstable from 
above, such that cpl(t) < cp(t) < J/(t) -=c q2(t)for all TV [O, 11. This statement 
remains valid tf all the stability propositions are interchanged. 
Motivated by the periodic case we assign to any closed solution q(t) of 
(2) the characteristic exponent 
THEOREM 2. Let cp(t) be a closed solution of (2) with characteristic 
exponent u. Then cp( t) is unstable if u > 0 and stable if p < 0. 
THEOREM 3. Let cp(t) be a closed solution of (2) with characteristic 
exponent zero. Suppose that n 2 2 and define 
Then tp(t) is unstable from above and stable from below if M > 0, and 
conversely if M < 0. 
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Proof of Theorem 2. Substituting x,(t) = q(t), x(t) = x(t, x0), and n = 1 
in the equation (7) of variations we get 
4d =fx(& v(t)) d(t), tE co, 11 
if (x0 - (p(O)1 is small enough. Hence 
By (5), f,(t, v(t)) -+ f,(t, q(t)) as x,, -+ q(O) uniformly for t E [0, 11, from 
which it follows that 
Consequently, if p > 0 then 1x( 1, x,) - cp( 1)1> [x(0, x0) - (p(O)1 for 
Ix,,-- (p(O)1 small enough. Since ~(1) = ~(0) we conclude that q(t) is 
unstable. If p < 0 it follows in the same way that q(t) is stable. 1 
Proof of Theorem 3. Using (7) with n = 2 we get with x,(t) and x(t) as 
above 
4~)=f&~ cp(t)) b(t)+ ;f& ?w)Cw)1*, tE co, 11 
if Ix,, - (p(O)1 is small enough. By means of the function 
this gives 
d p(t) --= 
dt c?(t) -; P(t)fx2(f, v(r)), 
tE [O, 11. 
Since p( 1) = exp ,u = 1, we get by integration 
1 1 
---= -;j-; p(t) fx2(f, q(t))dt. 
J(l) W) 
By (5) we conclude as above that 




6(O) 6(l) 2 0 
as x0 + q(O). 
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Consequently, if j: p(t) fX2( t, q(t)) dt = M is different from zero then 
x( 1, x0) - x(0, x0) and M have the same sign for (x0 - cp(O)( small enough. 
Hence cp( t) is unstable from above and stable from below if M > 0, and 
conversely if M < 0. 1 
3. ON THE NUMBER OF CLOSED SOLUTIONS 
In this section we investigate Eq. (2) assuming the following conditions 
to be fulfilled: 
There exist two closed solutions q,(t) and cp2(t) of (2) 
with characteristic exponents p, and p2, respectively, such 
that cpl(t)<q2(t) for all tE [0, 11; 
(9) 
and 
Notice that condition (10) is a little weaker than condition (3). We operate 
with this weaker assumption for the sake of the discussion in Section 4. 
First we show that the assumptions (9) and (10) imply n to be greater 
than 1. If namely x,(t) = VI(t), x(t) = cpz( t), and n = I are substituted in 
Eq. (7) we get 
m =fvf,(t, u(t)) 4th t E [O, 1 I, 
where s(t) = q*(t) - cpl(t) >O for all tE [0, 11. Hence if (10) holds with 
n = 1 we get by integration 
6(1)-6(0)=Sif,(t,rl(t))6(r)dt>O. 
0 
This is a contradiction since 6( 1) = 6(O). From this it follows that if in fact 
n = 1 and if condition (3) is satisfied then Eq. (2) has at most one closed 
solution. If such a solution exists its characteristic exponent clearly is 
positive. Consequently, this unique closed solution is unstable (Theorem 2). 
We summarize these observations as a theorem. 
THEOREM 4. Let I and J be open intervals, [0, l] c I, and let f(t, x), 
(t, x) E Ix J, be a real valued continuous function having a continuous 
derivative f, (t, x), where 
(i) VtE[O, l]Vx~J:x~(t,x)20 
(ii) 3t,E [0, l] VxEJ:f,(t,,x)>O. 
132 SANDQVISTAND ANDERSEN 
Then the equation 
$=f(l, xl, (t,x)eZxJ 
has at most one closed solution. 
If there is a closed solution, its characteristic exponent is positive. In 
particular it is unstable. 
In Section 5 we return to the question about existence of a closed 
solution in the case n = 1. 
Below we discuss the cases n = 2 and n = 3 proving especially the 
following two theorems. 
THEOREM 5. Let I and J be open intervals, [0, l] c Z, and let f (t, x), 
(t, X) E I x J, be a real valued continuous function having continuous 
derivatives fX, (t, x), j = 1, 2, where 
(i) VtE[0,1]VxEJ:fX2(t,x)~0 
(ii) 3t,~[0,1]Vx~J:fx2(t0,x)~0. 
Then the equation 
$=f(t, x), (t,x)EZx J 
has at most two closed solutions. 
If there are two closed solutions q,(t) with characteristic exponents ui, 
i= 1,2, and such that p,(t) < cp2(t), then ,ul ~0 and ,uz >O. In particular 
cpl(t) is stable and cpz(t) is unstable. 
THEOREM 6. Let I and J be open intervals, [0, l] c I, and let f(t, x), 
(t, x) E IX J, be a real valued continuous function having continuous 
derivatives &(t, x), j = 1, 2, 3, where 
(i) VtE[O, l]Vx~J:f~~(t,x)>O 
(ii) 3t,E [0, l] VxEJ: fx3(t,,x)>0. 
Then the equation 
$=f(t, XL (t,x)EZxJ 
has at most three closed solutions. 
If there are precisely three closed solutions q,(t) with characteristic 
exponents ,uLi, i= 1, 2, 3, and such that cpl(t)<cpz(t)<q3(t), then u1 >O, 
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p2 < 0, and pclj > 0. In particular cpl(t) and q,(t) are unstable and cpz( t) is 
stable. 
If there are precisely two closed solutions q,(t) with characteristil- 
exponents p,, i = I, 2, then by proper numbering we have p, > 0 and ,utz ,< 0. 
in particular q{(t) is unstable and p*(t) is either stable (if pz < 0) or stable 
from one side, unstable from the other (if p1 = 0). 
The Case n = 2. First we show that ,u, ~0 and pz > 0. From Eq. (7) 
with xJt)=cPi(t) and x(t)=q2(t) we get for n=2 
where d(t) = q*(t) - cpl(t) > 0 for all t E [IO, 11. Since 6( 1)=6(O) this gives 
By (10) we conclude that pi ~0. Interchanging the roles of q,(t) and q*(t) 
we get in the same way that pz > 0. 
Next we show that (2) has no closed solution q(t) such that 
q,(t)< cp(t)-cq2(t) for all t E [0, 11. Suppose the contrary and let p(r) 
have characteristic exponent p. From the argument above applied to the 
pair cpi(t), cp(t) instead of the pair vi(r), q*(t) we infer that p>O. In the 
same way we infer that p < 0. This is a contradiction. 
From these considerations Theorem 5 follows. In continuation of this 
theorem we mention that if there exists only one closed solution, there is 
no generai information about its stability. This is easily illustrated in the 
autonomous case 
$ =f(x), (&X)ERXJ 
(f”(x) > 0 for all XEJ), in which the closed solutions are the constant 
solutions. 
In Section 6 we prove a criterion on uniqueness of closed solutions of (2) 
in the case n = 2 (see the corollary of Theorems 10 and 11). 
In the periodic case (4), the result above can be formulated as the 
existence of at most two T-periodic solutions-provided p(t, x), 
(t, x) E 88 x J, is continuous with continuous derivatives p,,(t, x), j= 1, 2, 
such that (3) holds with f = p and n = 2. This is also proved in [ 11 in 
a special case and in [3] for T= 271 as a consequence of a more general 
result (see Theorem 2 and choose the function I’(@, r) = r, by which 
Cv,(Q, r)l-’ (V*),(& r)=F,(B, r)), 
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The Case n = 3. First we introduce the two functions 
p,(t) = w  tf [0, 11, i= 1,2 
and the two numbers 
Mi=l’ Pi(t)LZ(t3 ViCt)ldt9 i=l,2 
0 
(see Theorem 3). Defining s(t) = q*(t) - PI(t), t E [IO, 11, we get from the 
equation (7) of variations for YI = 3, substituting x,(t) = q,(t) and 
x(t) = 9*(t) 
JO) =fx(c 91(t)) b(t)+ ifAt5 91(t))cs(t)12 
+ tfk4t9 rlwCw)1’~ te [O, 1 -J. 
Dividing by - [S( t)12 and thereafter multiplying with pl( t) we get from 
this 
d pi(t) _ 
dt 6(t) -; Pl(OfxZ(f9 9,(t)) 
-~P,Wf,l(f, r1(t))&t), t E [O, 11. 
Since 6( 1) = 6(O), integration gives 
-$jj Ce”- II= -$G-~ jO’ PAt)f& qJt))6(t)dt. (11) 
In this formula 9,(t) and q2(t) may interchange their roles, by which d(t) 
is replaced by -s(t). This gives 
~Ce~*-13=~M2-~~~pl(t)f,3(t,~2(f))d(f)dl. (12) 
Since s(t)>0 for all tE [0, 11, formulae (11) and (12) imply in view of (10) 
P- 1 K - 4M1(92(0)-9D1(0)), er2- 1 < &&h(O) - (PI(o)). (13) 
Next we show: 
LEMMA. Zf q(t) is a closed solution of (2) with characteristic exponent p 
and such that VI(t) < q(t) < cp2(t) for all t E [0, 11, then p < 0. 
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Proof. Let p(t) be the function and let M be the number assigned to 
q(t) in the same way as the functions pi(t) and the numbers Mi are 
assigned to p,(t). We may apply (11) with the pair p(t), cpz(t) and (12) 
with the pair qi(t), p(f) instead of the pair cpi( t), cpz( t). This gives 
ep - 1 
cp,(O) - do) 
= -; M-i j-’ dt)fx3(4 dt)) [e(l) - v(t)1 dt 
0 
ep- 1 
440) - cp,(O) =~~-~~~P(l)f,i(t,rll(l)) [cp(t)-cp,(t)ldf. 2 
Since q,(t) < q(t)< q*(t) for all IE [0, l] we get by addition in view of 
(10) 
v2(0) - cp,(O) 
CY2(0) - (P(O)lC4w) - (P,(O)1 Ce” - l’ <O, 
from which the stated proposition p < 0 easily follows. [ 
Remark. It follows from the proof that if (jj) is omitted from condition 
(10) with n = 3, then the lemma remains valid if p < 0 is replaced by /J < 0. 
Now it is easy to see that (2) has at most one closed solution p(t) such 
that vi(t) < q(t) < (am for all TV [0, 11. Assume that there exist two 
closed solutions q(t) and $(t) with characteristic exponents ,U and v, 
respectively, and such that q,(t) < q(t) < $(t) < (~~(2) for all TV [0, I]. 
Then by the lemma p < 0 and v < 0. From Theorems 1 and 2 there follows 
the existence of a closed solution x(t) such that q(t) < x(t) < Ii/(t) for all 
t E [O, l] and such that the characteristic exponent of x(t) is nonnegative. 
This contradicts the lemma with the triple q(t), x(t), I++([). 
From this result we conclude that if condition (3) is satisfied then equa- 
tion (2) has at most three closed solutions. This is the first statement of 
Theorem 6. 
We now investigate the stability properties of the closed solutions q,(t) 
and (I* in the two possible cases. 
Suppose lirst that there exists a unique closed solution q(t) of (2) with 
characteristic exponent p and such that cpi( t) < q(t) < cpz( t) for all 
t E [0, 11. Then p < 0 by the lemma. Further, pi 20 and p2 20 by 
Theorems 1 and 2. In fact pi > 0 and pL2 > 0 must hold. If namely, e.g., 
,~i =O, then Mi ~0 by (13). Hence q,(r) is stable from above by 
Theorem 3. Since q(t) is stable by Theorem 2, we conclude by Theorem 1 
the existence of a closed solution $(t) such that vi(t) < $(t) < q(t) for all 
t E [0, 11. This contradicts the uniqueness. Hence p, > 0 holds, and p2 > 0 
is shown in the same way. This means in particular that q,(t) and cpr(t) are 
both unstable, whereas q(t) is stable. For later use we state: 
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PROPOSITION 1. If (2) has a closed solution q(t) with characteristic 
exponent p and such that q,(t) < q(t) < q2(t) for all t E [0, 11, then p < 0 
and ,ui>O, i= 1,2. 
Suppose next that (2) has no closed solution q(t) such that 
ql(t) < q(t) < p2(t) for all t E [0, 11. By Theorems 1 and 2, pi and ,uL2 can- 
not both be positive or both be negative. Neither can they both be zero. If 
namely ,ui =,LL~ =O, then M, ~0 and M2 >O by (13). Hence q,(t) is stable 
from above and cpz(t) is stable from below by Theorem 3. Then by 
Theorem 1 there exists a closed solution of (2) between VI(t) and cp2(t), a 
contradiction. In the same way the combinations pi = 0, pL2 < 0 and pi < 0, 
,uLz = 0 are excluded. Hence only the following “sign combinations” of 
h, PA remain: (+, -), (-, +), (+,O), (0, +); i.e., one of the two 
characteristic exponents is positive, the other non-positive. It follows from 
the above considerations that if ,ui= 0 then q,(t) is stable from one side, 
unstable from the other. All four combinations can be realized, which is 
easy to illustrate in the autonomous case. For later use we state: 
PROPOSITION 2. If (2) has no closed solution q(t) such that 
cpl(t)<cp(t)<cpz(t) for all tE[O, 11, then either pI>O, pz<O or p,<O, 
p2 > 0. Zf pi = 0 then q,(t) is stable from one side, unstable from the other. 
From Propositions 1 and 2 the last two statements of Theorem 6 follow 
easily. Notice that if the equation in Theorem 6 has precisely one closed 
solution, there is no general information about its stability. Again, this 
follows from a simple consideration in the autonomous case. 
As a concluding remark we mention that all the results of this section 
remain valid with reversed inequality signs for the characteristic exponents 
and interchanged stability propositions if the inequality signs in (i), (ii) of 
condition (3) and (j), (jj) of condition (10) are all reversed. 
4. SOME CONSEQUENCES 
If it is possible to divide [0, l] x J into zones by means of graphs of 
closed solutions of Eq. (2) in such a way that f,z( t, x) or f,J( t, x) has fixed 
signs in each zone, then the results of Section 3 can be applied in estimating 
the maximal number of closed solutions. 
As an illustration of this technique we consider the case n 2 3 and 
assume that there exists a closed solution q,(t) of Eq. (2) with charac- 
teristic exponent pO. Moreover, we assume that f,3(t, x) 2 0 holds 
everywhere or fx,(t, x) < 0 holds everywhere in each of the two domains 
o,={(t,x)ECO,11xJlx>cp,(t)} 
Q2 = {(t, x) E co, 11 x JI x < q,(t)}. 
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Finally, we assume that 
3rjE [O, 1]V(t,,x)E~,:~~3(t;,x)#O, i= 1, 2. 
If the signs off,,(t, x) are the same in the two domains (Case l), Eq. (2) 
has at most three closed solutions including qO(t). If the signs are opposite 
(Case 2), the maximal number is four. This is shown below. In particular 
we get the following theorem concerning Eq. (2) with n = 4 in a special 
case. 
THEOREM 7. Let I and J be open interuals, [0, 11 CI Z, and let f(t, x), 
(t, x) E lx J be cc real valued continuous function having c5nripluuus 
derivatives ,f,, (t, x), j = 1, 2, 3,4, where 
(i) Vtf [0, l] VXG J:fX4(t, x)>,O 
(ii) 3t,~ [0, l] Vx~J:,f~4(2~, x)>O. 
[f the equation 
$ =f(t, x), (4X)EZXJ 
has a closed solution cp(t) such that 
(iii) VrG 10, l]:j,,(r, y(r))=O, 
then there exist at most three closed solutions besides cp(t). 
Case 1. We may assume that I,,( t, x) B 0 holds everywhere in Q, u Qz 
and hence in [0, l] x J. From the treatment of the case n = 3 in Section 3 
it immediately follows that there coexist at most two closed solutions in 
either of the two domains. In fact there can exist at most one. Suppose 
namely that yl(t), y2(t), (am are closed solutions with characteristic 
exponents PIT ,u2, p3, respectively, and such that, e.g., qi(t) c&t) < 
cpz( f) < (p3( t) for all t E [O, 11. Then cl0 > 0, p1 < 0, pj > 0 by Proposition 1 
and p,, < 0 by the remark after the lemma. This is a contradiction. Hence 
the number of closed solutions besides cpO(l) is at most two. Let there exist 
two closed solutions besides &t) one lying in Q,, the other in S2,-say 
cpl(t) < ye(t) < (~~(1) for all t E [0, 11. Let the characteristic exponent of 
cp,(t) be denoted pi, i= 1, 2. We conclude that p0 d 0 by the remark after 
the lemma. In case of characteristic exponent zero, the corresponding 
solution is stable from one side and unstable from the other. Hence it 
follows that only the possibility pLo < 0, pi > 0 can occur. If f,j(t, x) d 0 in 
Q, u Q, then the stability propositions interchange. 
Case 2. We may assume that f,j(t, X) < 0 in Sz, andfX3(f, x) b 0 in O,, 
by which fri(t, cpo(t)) = 0, t E [0, 1 ], must hold. Again there exist at most 
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two closed solutions in either of the two domains. In fact there cannot exist 
two in both domains. Suppose the contrary, i.e., let q,(t) be closed 
solutions with characteristic exponents pi, i= 1, 2, 3,4, and such that 
v,(t) < q2(t) < cam < cp3(f) < (PAc) for all t E CO, 11. Then p. > 0, p3 < 0, 
p4 >O by Proposition 1 and also pL1 < 0, pL2 > 0, p. < 0 by Proposition 1 
(recall the remark concluding Section 3). This is a contradiction. Hence the 
number of closed solutions besides cpo(t) is at most three. If there exist 
three such solutions two are lying in one of the domains, the remaining one 
in the other domain. By an analysis of the same type as in Case 1 it is seen 
that all four closed solutions have characteristic exponents different from 
zero. The signs are -, +, -, + counted from below. If the signs of 
f,j(t, x) are reversed, this series also reverses. 
Theorem 7 is an immediate consequence of the discussion in Case 2. 
EXAMPLE 1. Let a(t), a,(t), and u2( t) be continuous functions in some 
open interval I containing [0, 11. Then the equation 
dx 
;j;=a(t)xm+u,(t)x2+u,(t)X, (t, X)EZX R, (14) 
where m > 3 is of the form (1). We assume that 
V’tE[O, l]:u(t)>O, 3toE[0, 1]:u(t,)>0. 
Defining 
f(t, x) = u(t) xm + u,(t) x2 + al(t) x, (f,X)EZXR 
we get 
f,3(t, x) = m(m - l)(m - 2) u(t) x m-3 , (t, X)EZX R. 
Equation (14) has the closed solution q(t) = 0, and f,,(t, x) has fixed sign 
in each of the domains Q, = [0, l] x ]-co, O[ and Q,[O, l] x 10, +cc[. 
From the discussion in the two cases above we conclude that besides the 
zero solution there exists at most two closed solutions if m is odd (Case l), 
and at most three closed solutions if m is even (Case 2). In the case m even 
this also follows from Theorem 7, and if there exist the maximal number of 
closed solutions, then at least one is negative and at least one is positive. 
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5. ON THE EXISTENCE OF A CLOSED SOLUTION IN THE CASE n= 1 
In this section we continue the treatment of Eq. (2) in the case IZ = 1. To 
avoid confusion, the equation is denoted 
dx 
-g = F(f, xl, (t, X)EZXJ. (15) 
We do this because the results of this section will be applied in the next 
section, where the cases n = 1 and n = 2 are dealt with simultaneously. 
Accordingly, we assume that F( f, x), (1, X) E Ix J and F., (t, x), (t, x) E Ix f 
are continuous functions and 
(i) Vte[O, l]Vx~J:F,(t,x)30 
(ii) 3t,~ [0, l] VXEJ: F.,(t,, x)>O. 
(16) 
The maximal solution of (15) through the point (t,, x0) E [0, l] x J is 
denoted x(t, I~, x0). Recall that x(t, t,, x0) is a continuous function of the 
triple (t, t,, x0). 
As mentioned in Theorem 4, Eq. (15) has at most one closed solution. 
Here we present three conditions, each of which is a necessary and 
sufficient condition for the existence of a closed soiution of (15). These 
conditions are as follows. 
Condition I. There exist continuous functions qi: [0, l] -+ J, i = 1, 2, 
such that q1(t)<q2(t) for all IE [0, l] and 
(1.1) j:, F(c q,(t)) dt 6 0 G j:, f’(t, qAt)) dt. 
(1.2) For any I, E [0, 1] and for i= 1, 2 the solution x(t, t,, q, (to)) of 
(15) is defined on the interval [0, 11. 
Condition II. There exists a continuous function q: [O, 11 -+ J such that 
(II.1) f:,F(r,q(t))dt=O. 
(11.2) For any t, E [0, l] the solution x(t, t,, q(to)) of (15) is defined 
on the interval [0, 11. 
Condition III. There exists a continuous function q: [0, I] -+ J such 
that 
(111.1) J:, F(t, q(t))dt=O. 
(111.2) There exist solutions x,(t), t E [0, I], i= 1, 2, of (1.5) such that 
x,(t)<q(t)<x,(t) for all te [0, 11. 
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Notice that if (1.2) is fulfilled, then the solution x(t, t,, x,,) of (15) is 
defined on the interval [0, l] for any (to, x0) in the domain 
(17) 
THEOREM 8. Each of the three conditions I, II, and III is a necessary and 
sufficient condition for the existence of a closed solution of (15). In case of 
existence, the closed solution is unique and the corresponding solution curve 
meets the graph of any continuous function qO: [0, l] + J for which 
s 
1 
F( t, q,,(t)) dt = 0. 
0 
Remark. The idea behind the proof of this theorem is essentially the 
same as the idea used in the proofs in [4, Sect. 31. Here the derivative I;, 
plays the same role as the divergence div(P, Q) in [4]. 
Proof: First we show that Condition I implies Condition II. If ql(t), 
t E [0, l] and q2(t), t E [0, l] are as mentioned, then 
G?(c) = 1; F(t, (1 - c) q,(t) + w(t)) dt, CE L-o,11 
is a continuous function with Q(0) 4 0 <Q(l). Hence there exists some 
co E [0, l] such that Q(c,) = 0. Consequently, the function q(t) = 
(1 -co) ql(t) + coq2(t), t E [0, 11, satisfies (11.1). Since the curve x= q(t), 
te [0, 11, lies in the domain (17), also (11.2) is satisfied. 
Next, Condition II implies Condition III. If q(t), t E [0, 11, is as 
mentioned in Condition II, then 
idto) =x(1, to, dto)h toE co, 11 
is a continuous function. Consequently, the domain of values is a closed 
interval [a,,a,]. Hence tiE [0, 11, i= 1,2, can be chosen such that 
x( 1, ti, q(ti)) = ai, i = 1, 2. Sin ce a, <x(1, to, q(to))Gaa, for all t,E [0, l] 
it follows that x(t, t,, q(t,))<x(t, to, q(t,))<x(t, t,, q(t2)) for all 
t, toe [0, 11. From x(t, t, q(t))=q(t) we conclude that x(t, t,, ql(t))d 
q(t) < x(t, t,, q(t2)) for all to [O, 11. By continuity of the function 
x(t, to, x0) we may choose solutions xi(t), t E [0, 11, i = 1, 2, of (15) such 
that (111.2) holds. 
Next, Condition III implies Condition I. We just choose ql(t) = q2(t) = 
q(t), t E [0, 11, where q(t), t E [0, 11, is the function in Condition III. 
Finally, if there exists a closed solution p(t) of (15), then Condition II 
holds with q(t) = q(t), t E [0, 11. On the other hand, if, e.g., Condition III 
holds, then ci, i= 1,2, can be chosen such that xj(t)=x(t, 0, c,), t E [0, 11, 
CLOSEDSOLUTIONSTOAN EQUATION 141 
i = 1,2. Let c E [cl, cz] be arbitrary. Then by the Mean Value Theorem it 
follows that 
s(c)=x(l,O, c)-c=jl F(t, x(2,0, c))dt, 
0 
= I ’ CF(h s(t)) + KC& il(t))(x(f, 0, cl - q(t))1 dt 0 
= 
l 
’ E(t> s(t))(x(t, 0, cl-q(t)) & 
0 
for some q(t) between q(t) and x(t, 0, c). The function s(c), CE [c,, c,], is 
continuous. From (111.2) and (16) it follows that s(cl) < 0 and s(cz) >O. 
Consequently, there exists some c0 E [c,, c2] such that S(Q) = 0. This 
means that x( 1, 0, c,,) = co = x(0,0, co); i.e., q(t) = x( t, 0, co) is a closed 
solution of (15) and hence the only one. Moreover, if qo: [0, l] -+ .I is an> 
continuous function such that 




From (16) it then follows that neither of the two inequalities qO(t) > p(t) 
for all t E [0, 1) and qO(t) -c v(t) for all t E [0, l] can be valid. We conclude 
that the two curves x=qO(t), t E [0, 11, and x= p(t), r~ [0, 11, have at 
least one point in common. 1 
It is a well-known consequence of the Picard iteration method that if 
J= R and F, (t, x) is bounded in the strip [0, l] x R, then any solution of 
(15) through a point of this strip is defined on the interval [0, 11. In this 
case the conditions (1.2) and (11.2) are both satisfied for any choice of the 
functions involved. 
6. A CONNECTION BETWEEN THE EQUATIONS k=f(t,x) AND 
a=f,(t,x) IN THE CASE n=2 
We now turn to the case n = 2 and assume condition (3) to be satisfied. 
From Theorem 5 it follows that Eq. (2) has at most two closed solutions. 
Moreover, it follows from Theorem 4 that the equation 
dx 
~=JY(f’x)> (t, X)EZXJ (18) 
409!15911-IO 
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has at most one closed solution. Notice that Eq. (18) is of the form (15) 
with F= f, and with condition (16) satisfied. For the sake of reference we 
summarize the mentioned consequences as a theorem. 
THEOREM 9. Let I and J be open intervals, [0, 1 ] c I, and let f (t, x), 
(t, x) E Ix J be a real valued continuous function having continuous 
derivatives fl (t, x) andfXz( t, x) where 
(i) Vt E [0, 1 ] Vx E J: f,z( t, x) B 0 
(ii) 3t,E[O, l]Vx~J:f~2(t~,x)>O. 
(19) 
Then the equation 
$ =f(t, x), (t,x)EzXJ 
has at most two closed solutions, and the equation 
$=fxW), (t,x)EIxJ (18) 
has at most one closed solution. 
Below we prove two theorems on existence (and hence uniqueness) of 
closed solutions of Eq. (18). In both theorems one of the assumptions 
concerns the existence of closed solutions of Eq. (2). 
THEOREM 10. Assume that the assumptions of Theorem 9 are fuelled. If 
(2) has two closed solutions p,(t), i= 1,2,-say PI(t)< cpz(t) for all 
t E [0, II-and zf any solution of (18) through a point of one of the curves 
x= q;(t), t E [O, 11, i= 1,2, is defined on the interval [0, I], then (18) has 
a unique closed solution. The corresponding solution curve of (18) meets the 
domain 
a= ((t,x)lte [O, l] A cp,(t)<xQD,(t)). (20) 
THEOREM 11. Assume that the assumptions of Theorem 9 are fulfilled. If 
(2) has a (unique) closed solution cp(t) with characteristic exponent zero, and 
if any solution of (18) through a point of the curve x=&t), tE [0, I], is 
defined on the interval [0, 11, then (18) has a unique closed solution. The 
corresponding solution curve of (18) meets the curve x = cp(t), t E [0, I]. 
Proof of Theorem 10. By Theorem 5 we conclude that 
s O1f,(t,&t))dt<O<~;f&,~&))dt. 
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Hence Condition I for Eq. (18) is satisfied with qi(t)= vi(t), t E [0, 11. 
From the first part of the proof of Theorem 8 it further follows that the 
domain (20) contains a continuous curve x = q(t) such that 
The conclusion then follows from Theorem 8. 1 
Proof ?f Theorem 11. Since 
s o1fxk cp(t))dt=O, 
Condition II for Eq. (18) is satisfied with q(t) = q(t), t E [0, 11. Again the 
conclusion follows from Theorem 8. 1 
COROLLARY. Suppose that any solution of (18) through a point of 
[O,l]xJ’ df’ d 1s e me on the interval [0, 11. Suppose further that (18) has no 
closed solution. Then (2) has at most one closed solution. In case of existence 
this solution has characteristic exponent different from zero. 
If in particular (2) is autonomous-say 
$=rcxi, (t, x) E R! x J, 
where f(x), XGJ, is a C2-function with f”(x) >O for all xeJ, then 
Theorems 10 and 11 are quite elementary. It is seen that the content of 
Theorem 10 is Rolle’s Theorem. 
EXAMPLE 2. Let q(t), t E 1, be a Cl-function such that ~(0) = q(l). 
Further, let H(u), u E Iw, be an even C*-function such that H”(u), u E !R, is 
positive and bounded. Finally, let aE R\(O) be arbitrary. Then the 
equation 
dx 
z = Wx - cp(t)) - Ma) + 4+(t), (t, X)EIX R (21) 
is of the form (2), and x= q(t) &a, t ~1, obviously are two closed 
solutions. From Theorem 10 it follows that the equation 
dx 
z = H’b - v(t)), (t, X)EIX R (22) 
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has a unique closed solution, and the corresponding solution curve meets 
the domain 
sz= {(r,x)ltE[O, l] A q(t)-a6xdcp(t)+a}. (23) 
Notice that any maximal solution of (22) is defined on the whole interval 
I since 
is bounded. 
In particular we may choose H(u) = u’, u E R, by which Eqs. (21) and 
(22), respectively, become 
and 
dx 
-& = 2(x - dt)), (t, x) E Ix R. (24) 
Hence the linear equation (24) has a unique closed solution, the graph of 
which meets the domain (23). This solution can be expressed explicitly by 
means of the solution formula. 
Further we choose I= R and q(t) = sin 2m, t E R. In this case the closed 
solution of (24) is seen to be 
W)=j$ [sin 27-ct + n: cos 27ct], tEF-3. 
The curve x = t)(t), t E [0, 11, lies entirely in the domain (23) if and only 
if Ill/(t)- q(t)1 <a for all tE [0, 11. This condition is satisfied if and only 
if a>7c(l +7r2)-“*. 
Example 2 shows that the graph of the closed solution of (18) on the 
interval [O, l] in general does not lie entirely in the domain (20). 
The next example shows that condition (19) is essential for Theorem 10 
to be valid. 
EXAMPLE 3. In order to get simpler terms in the various expressions we 
operate with the interval [0,2n] instead of the interval [0, l] in this 
example. 
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The Riccati equation 
dx 1 1 
-=-x2sint+xcost--e’“‘“‘sint, 
dt 2 8 
(t,x)ERXR (25) 
does not satisfy condition (19) with [0, l] replaced by [0, 2711. By inspec- 
tion it is seen that 
x zz f p’” ‘) tER (26) 
are two closed solutions of (25). By the well-known method the other 
solutions of (25) can be found to be 
sin reS’” ’ dz , 
where C # 0. From this expression and (27) below it follows easily that the 
only closed solutions of (25) are given by (26). The characteristic 
exponents are 
p=I:n[( -ttesinr) sint+cost]dt= +$~Xsinte”“‘dt. 









= cos t [ecos ’ - e ‘OS ‘1 dt > 0. (27) 
0 
Hence the positive (negative) closed solution has positive (negative) 
characteristic exponent. 
The corresponding equation obtained by differentiation with respect to x 
on the right hand side of (25) becomes 
dx 
x=xsin t+cos t, (t, x) E II2 x R. (28) 
Since this is a linear equation, every maximal solution is defined on [w. 








by which x(0) # ~(27~) for all CE Iw in view of (27). 
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