Abstract: For theoretical studies, it is helpful to have an explicit expression for a matrix function. Several methods have been used to determine the required Frobenius covariants. This paper presents a recursive formula that calculates these covariants e ectively. The new aspect of this method is the simple determination of the occurring coe cients in the covariants. The advantage is shown by several examples for the matrix exponential in comparision with Mathematica. The calculations are performed exactly.
Introduction
In about half of his thesis [13] Schwerdtfeger analyzes matrix functions for unambiguous analytic functions f (z). Later, in [14] , he investigates matrix functions for ambiguous functions f (z) as well, and if the matrix f (A) exists, in both cases he uses the formula
where λ h , h = , . . . , s, are the pairwise distinct eigenvalues of the matrix A ∈ C (n×n) and m h their corresponding multiplicities. The matrices P h = P h (A) are projections, in [2, 3, 5, 7, 11, 13, 14] referred to as Frobenius covariants or Riesz-projections . With Z hi := /i! P h (A − λ h In) i formula (1) can be converted to
In [1] , this compact form of the Schwerdtfeger formula is referred to as fundamentation formula. The matrices Z hi are called constituent matrices or component matrices. They depend only on the matrix A, but not on the function f (see [4] [5] [6] [7] [8] ). The di erent calculation schemes for the projections P h (A) and the constituent matrices Z hi can be found in [4] [5] [6] [7] [8] [9] for instance. A useful introduction is given by Balser in [2] . The essential tools used hereby are the Hermite interpolation, the Jordan form, the spectral representation by Sylvester-Buchheim and partial fractions. Di cult problems resulting from these methods such as the questions of computational costs and numerical stability are pointed out in [7, 10] . In fact, methods based on eigenvalues are O(n ) algorithms making them expensive. Di erent theoretical aspects, such as the study of how individual eigenvalues a ect the behavior of f (A), justify the construction of an analytic expression of f (A).
In this article, a new calculation scheme for the Frobenius covariants by using the Hermite interpolation and the partial fraction of the characteristic polynomial of A as basic tools is presented. In comparison to an explicit calculation method [1] , it is shown that the given recursive formula for calculating the coe cients in the covariants is more simple and e ective. This paper is organized as follows. In §2 the polynomials P h = P h (λ) are investigated as a fundamental material for the construction of the covariants P h (A). A compact term to calculate the coe cients of these polynomials is presented. In §3 a new formula is introduced which supports the evaluation of the coe cients. In §4 the construction of the covariants and constituent matrices is presented. The advantage is shown in comparison to other formulas.
Construction and properties of the polynomials P h P h P h
In this chapter the polynomials P h = P h (λ) are de ned and their properties are given on σ(A), the spectrum of A ∈ C n×n . It is shown, that they are Hermite interpolating polynomials, thereby developing a new method for calculating the coe cients of these polynomials. In [9, pp. 72-76] , the polynomials P h = P h (λ) are investigated for the SN-decomposition of a matrix A = S + N, starting from the characteristic polynomial of A. Let λ h , h = , . . . , s, be the distinct eigenvalues and m h the corresponding multiplicity of λ h . Then, the characteristic polynomial of A is given by
Using the partial fraction decomposition of /χ A (λ) results in
Here for h = , . . . , s the C hi are the coe cients of the partial fraction decomposition. The quantities Q h (λ), h = , . . . , s, are nonzero polynomials in λ of degree not greater than m h − . Recasting yields
The polynomials P h are now de ned as
P h are polynomials in λ of degree less or equal n − . Properties of these polynomials are pointed out in [5, 9] .
In particular the values of P h on the spectrum σ(A) are summarized in the following proposition.
Proposition 2.1 (P h (λ) on the spectrum). The polynomials P h (λ), h = , . . . , s, and their k-th derivatives P (k) h (λ), < k < m h , take the following values on the spectrum of A:
it is possible to apply the generalized interpolation formula by Spitzbart [15] to build the following polynomials F h (λ), h = , . . . , s. With
for j = , . . . , s by Theorem 1 in [15] the polynomials F h are given by
where
The polynomials (6) are of degree at most s h= m h − = n − and satisfy the conditions
Using Proposition 2.1 yields a simpli ed expression for F h with
The sum in (8) can be converted to
Using the last sum in the interpolation formula (8) results in
According to the conditions (7) the polynomials F h are unique Hermite interpolation polynomials and agree with P h . Thus the following equations hold
s).
Dividing P h in ( ) and F h in ( ) by
Comparing the coe cients in the last equality yields an identity for the coe cients C ht of the polynomials Q h in (3) and the polynomials P h in (4), respectively. By replacing t by i
for h = , . . . , s and i = , . . . , m h is obtained. By (10), the coe cients C hi are determined by the derivatives q
. Simple examples show that this method is more e cient than the partial fraction decomposition in (3). However, since this method is still computationally and memory intensive, the demand for better performance immediately arises. This issue will be discussed subsequently.
Derivatives for the coe cients
For the evaluation of the coe cients
represent a serious challenge. Subsequently, a new formula will be introduced, which calculates the k-th derivatives in an e ective way.
In order to calculate the Frobenius covariants P h (A) it is necessary to evaluate all coe cients C hi for i = , . . . , m h and for any h, h = , . . . , s. The following proposition shows, that the k-th derivative of the q h can be expressed by its derivatives up to order k − .
Proposition 3.1 (k-th derivative). The k-th derivative of q h
Proof by induction.
is obtained. By using k − r − = for r = , the following equations hold
This identity is used for the following induction step k to k+ . Due to k− k = and ( ) the following equality is established
The advantage of formula ( ) is, that for a xed λ ∈ C it avoids the growing algebraic term which occurs in (3) and (10) . The recursive structure of this method follows the conditions expressed by the Schwerdtfeger formula above and allows the calculation of all derivatives in a natural way. It becomes obvious that exactly k summands occur for every k and all factors in the summands are determined in the previous steps, except for one additional factor 
DQh[q−, h−, n−, k−, xx−, mh−, xh−]
The procedure DQh expects /pol for q, where pol is the characteristic polynomial, for h and k the corresponding values of q
, for n the number of eigenvalues, for xx the h-th eigenvalue (this is redundant), for xh all eigenvalues and for mh their corresponding multiplicities. It is clear that for k = , . . . , m h − only Suq k must be calculated and for Dq k all other factors are already known.
The computation of the CHI h,i in comparison between the formula (11), the partial fraction decomposition and the derivative is shown in a Mathematica experiment. The Mathematica command (3) an analog command for the partial fraction decomposition uses the standard procedure "Apart" instead of the internal procedure "Derivative" in Mathematica. For n eigenvalues and multiplicity= the experiment shows:
Projections, constituent matrices and matrix functions
The coe cients C hi in (10) calculated by formula (11) determine the polynomials in (3) and (4) . Substituting λ by A, the matrices
are de ned. Using the coe cients C hi in (10) yields
where q
are given by the formula (11). The Frobenius covariants P h (A) are projections and have a lot of interesting properties, which are pointed out in detail in [5, 9] . These which are subsequently used and follow from Proposition 2.1 together with the Cayley-Hamilton Theorem are established in the following lemma. (14) satisfy the following conditions:
Lemma 4.1 (Properties of Frobenius covariants). The matrices P h (A) in
For the eigenvalues λ h , h = , . . . , s, of the matrix A ∈ C n×n and their multiplicities m h the constituent matrices Z hi , ≤ i ≤ m h − , are de ned as
With (16) the Schwerdtfeger formula (1) receives the form (2) . For the calculation of the constituent matrices di erent interesting methods are described in [3, 4, 12, 16] . The following properties take e ect on the development of such methods.
Remark 4.2 (Properties of constituent matrices).
It is easy to show that the following conditions are true:
This observation suggests that a step-by-step calculation is suitable. Formula (11) is derived according to these considerations.
A theoretically interesting method for an explicit calculation of the constituent matrices Z hi is introduced by Ben Taher/Rachidi [3] using techniques from the properties of generalized Fibonacci sequences to determine the coe cients C hk corresponding to the projections P h or constituent matrices Z hi . The formula by Ben Taher/Rachidi is given by
with h = , . . . , s, and ≤ k ≤ m h − . Now this formula will be compared to formula (10) using formula (11) for the k-th derivative q (k) h in (11) . With q h (λ h ) in (5) and by an index-shift, the coe cients C hk in (10) are given by
with h = , . . . , s, and [16] . In particular, equivalent results were found with the theory proposed by L.Verde-Star. Thus, it may be useful to examine the development of a formula for C hk with the theory of L.Verde-Star. In [16, pp. 7-8] 
for the partial fraction decomposition and the de nition L hi are given, where g is a polynomial with degree at most n. With g(λ) = and w(λ) = χ A (λ) equation (20) yields
With an index shift the equation (3) results in
where the C hi are given by (18). Comparing the coe cients in (21) and (22) yields the identity
As the C hk can be calculated recursively by the formula (11), so the L hk can also be determined recursively. As a consequence of Corollary 4.4 in [16, pp. 15] , an explicit formula for
is given in [16, pp. 18] . With a suitable adaptation of the indices, this formula corresponds to the Ben Taher/Rachidi formula in (17). The above argument about the sum s i= i≠ h n i = j also applies here.
Other constructive processes using methods as divided di erences, Vandermonde or modal matrices are not preferred because of the explanations in [10, pp. 18-19] . In particular, the properties of Remark 4.2 suggest that the computational costs for direct explicit calculation of the Z hi are never lower than for successive recursive methods. As for the calculation of the constituent matrices, Z h = P h , h = , . . . , s, are required and is obtained for these n:
The command NonlinearModelFit provides the polynomial . * − n − . n + . n − . .
A comparison of the coe cients of n in (27) and (28) shows the ratio of . : . * − ≈
: and thus the performance of the algorithm MyMatFun is better than that of the standard methods implemented in Mathematica. For n = { , , , , , } the resulting matrices e M were checked for equality.
The procedure MyMatFun computes exactly the right term in equation (25) where DQh is the procedure in (13) which realizes formula (11) . In the array BAX all the necessary factors d h * (A − λ h I) r+i are calculated for the formula (25), which requires storage of O(n ).
