Summary. In this chapter we describe the block backstepping approach to flight control law design. Block backstepping is a Lyapunov based technique for controller design which is particularly well suited to the rigid body control problem where the main means of control is through the moments, which is the case in most aircraft. The resulting controller has semi-global (in the state space) stabilising properties and has a moderate number of parameters that can be used for tuning. We illustrate the theory by simulations of the ADMIRE model with a block backstepping controller in demanding manoeuvres such as high-alpha flight and high-rate velocity vector rolls.
Introduction
Theory and methods for design of nonlinear flight control systems in fly-bywire aircraft have by now evolved to the point that they are a viable alternative also for the practising engineer in industry. For agile manoeuvrable aircraft, such as military fighters, the nonlinear methods offer the potential to operate the aircraft closer to is physical limits which in turn makes it possible to better exploit the performance capabilities of the airframe. In civilian applications nonlinear methods can be used to more precisely utilise the control resources, thus offering better overall design economy. Nevertheless, the most significant driver for nonlinear flight control system development has traditionally been requirements imposed in extreme conditions, such as high angle of attack operation or manoeuvres involving rapid transition through the transonic region. In these situations the standard gain scheduled linear design methods will often encounter difficulties and this has been the main reason to look for better tools.
With today's short turn-around times in aircraft system design, a new motive for using nonlinear design methods has emerged. The standard linear design methods in general require a significant amount of manual work in each iteration of the aircraft design cycle. This is a consequence of the fact that methods based on linearisation normally require that a controller is designed for a large number of different points in the flight envelope. These controllers are then "glued" together using an appropriate scheduling strategy to form the overall controller. A nonlinear design does not in general require this since it relies on a nonlinear description of the aircraft dynamics which is (more or less) globally valid. Moreover, the ability to quickly obtain a controller design that covers most of the flight envelope is often more important than having a design that maximises performance, at least initially. Optimisation of the flight control system can then be pushed down in the work flow to later stages when the overall design is more finalised.
In the present chapter we will describe and apply a method for flight control law design that has its roots in classical Lyapunov design techniques but exploits the special structure of certain systems to yield a recursive design technique known as backstepping [10, 9] . Backstepping relies on the system to be controlled to be in strict feedback form which, under some simplifying assumptions, holds for the standard rigid body (Newton-Euler) equations when interpreted in vector form. The result of applying block backstepping to these vector equations is a controller with semi-global stabilising properties and a moderate number of parameters to be used for tuning. Block backstepping is related to nonlinear dynamic inversion via time-scale separation (NDI-TSS) but includes additional terms in the control law which makes the time-scale separation assumption unnecessary.
Backstepping has been used in a number of variants in flight control applications such as flight path angle control [7] , adaptive longitudinal control [5] , neuro-adaptive robust 6-DOF control [11] , and intelligent UAV control [19] . Only a few studies, however, have treated the block backstepping case for full three-axis (6-DOF) control, [6, 14] . Apparently, the first application of block backstepping in aircraft control was the design of an autopilot for a missile operated in bank-to-turn mode [17] .
Outline
In the following sections we shall first review some basic facts from flight mechanics and establish the notation to be used henceforth. After this we describe the block backstepping approach to controller design and point out certain key properties of the solution. In particular, we shall show how it is related to the standard nonlinear dynamic inversion controllers often used in flight control law design. The controller performance will then be illustrated on the ADMIRE model in a set of manoeuvres that highlight its properties under varying conditions. Finally, we sum up the results and make some concluding remarks.
Notation
Vectors are indicated with bold type as v and are considered as column vectors with components indicated using ordinary type. Transposition is marked with superscript T , so that for instance v = [u, v, w] T . The Euclidean norm of a vector v is denoted by v and the A-weighted norm v A of v is given by v 2 A = v T Av, where A is a symmetric positive definite square matrix of compatible dimensions.
Dynamics
The dynamical relations needed for the controller design shall now be derived. We begin with the classical rigid body mechanics relations and develop these in a few steps to arrive at a form of the dynamics suitable for the formulation of the control problem.
Rigid Body Mechanics
Our starting point will be the Newton-Euler equations for rigid body motion expressed in a Cartesian coordinate system B fixed in the aircraft body [18, 1] . To make things simple we shall assume that the system B has the standard vehicle orientation and that the mass distribution of the aircraft is constant. The Newton-Euler equations in B arė
where
T represents the sum of all external forces acting on the body, m is the total mass, J ∈ R 3×3 is the inertia matrix (which in our applications is always invertible) and m b ∈ R 3 is the sum of all external moments. In order to temporarily suppress the physical significance of the quantities above and instead emphasise the control theoretic aspects of the problem we shall rewrite (1), (2) in a variant of nonlinear controlled affine form. This shall be done in two steps where we first transform the linear velocity dynamics to aerodynamic coordinates and then introduce some simplifying assumptions about the forces f b and moments m b .
Aerodynamic Coordinates
For most aircraft the changes in normal (i.e. cross track) acceleration can be much larger than the time derivative of the airspeed and it is therefore natural to try to describe the dynamics in a way that reflects this. We shall therefore make the standard change of coordinates in the force equation (1) to spherical coordinates defined by
with inverse
where V is the airspeed, α is the angle of attack and β is the sideslip angle.
For simplicity we shall assume that V > 0 and
at all times. By time differentiation of (3a), (3b) and using (1) together with (4a)-(4c) we obtain the force equation relations in the form
The relation forV has been left out since we shall henceforth assume thatV is small and that V therefore can be considered as a scheduling variable.
The body force components f x , f y , f z are made up of aerodynamic forces, thrust and gravity, and the former can be expressed [18] in terms of standard aerodynamic coefficients C T , C C , C N , dynamic pressure q a and reference area S ref . In the mathematical discussions below we shall assume that the functions f x , f y , f z are defined over the same domain as our state space description (to be introduced) even though in reality they are only defined over a subset of it, corresponding to realistic flying conditions. We shall also assume that they are smooth and bounded functions of their arguments. How the translation of the theory to real world application is achieved is discussed in the sequel.
Forces, Moments and Auxiliary Variables
To apply (block) backstepping the aircraft rigid body control problem must be cast in a strict feedback form. In order to do so, we assume that the aircraft is essentially moment controlled, i.e. that the control effectors (control surfaces, thrust vectoring) mainly produce moments and that their contribution to the forces f α and f β in (6) can be neglected. We shall also neglect the dependence on p, q, r and regard f α and f β as functions of the two aerodynamic angles α and β only. All dependency on other variables, such as airspeed V , gravity, dynamical pressure, and engine induced flow effects etc. can be modelled parametrically in terms of (measurable) parameters. Our state feedback control solution moreover assumes that all the five state variables α, β, p, q, r are directly accessible for measurement.
Velocity Vector Roll
The five equations obtained from (5) and (2) completely describe the motion of the aircraft in body coordinates if V is constant and f b and m b are specified. ForV = 0, the force vector f b in (1) is perpendicular to the vector v and represents the normal acceleration, which then by assumption is essentially determined by α, β. As a rough approximation, valid for most aircraft configurations of interest here, the size of the normal acceleration is determined mostly by controlling α with β ≈ 0 and the orientation of the normal acceleration in an Earth fixed coordinate system E is controlled by rotating the aircraft around the velocity vector (bank-to-turn operation).
For this reason we introduce the conical rotation rate Ω as
which is just the magnitude (with sign) of the component of ω along the velocity vector v, and accordingly the conical rotation angle ξ defined cyclically throughξ = Ω
where ξ ∈ [−π, π). The relation (8) can, using the aerodynamic angles α, β and the definition (7), be expressed aṡ ξ = p cos(α) cos(β) + q sin(β) + r sin(α) cos(β) (9) and this is the relation for the rolling motion that we are going to use. To solve for the position and orientation of the aircraft relative to E, a set of six kinematic relations have to be added to the equations (1) and (2) . The conical rotation angle captures the most important degree of freedom of these kinematics with regard to the formulation of the control problem.
Control Affine Form
The dynamical relations developed in the previous sections can now be collected and put in the standard control affine form used in nonlinear control [2] . We shall have reason to consider generic controlled systems of the form
where x ∈ R n , y ∈ R m , u ∈ R m , and f , h are two smooth vector fields on R n and R m , respectively, g is a smooth matrix valued function on R n with values in R n×m and k ∈ R m×m is a constant full rank matrix. In our flight control application we have m = n = 3 and the two (partial) state vectors x and y are given by
and from (5), (9), (2) and the assumptions in Sec. 2.3 we have (13) and
We take the vector of body moments to be our primary control variable, i.e. we set u = m b , and assume that the translation to actual control effector settings is solved as a separate problem. (In aircraft control this is frequently the case, and the translations from moment commands to e.g. control surface settings is made as part of the control allocation procedure.) We shall refer to the matrix g(x) in (10) as the virtual control gain matrix. (The name will be clarified in connection with the development of the backstepping controller.) The system (10)- (14) is now in the strict feedback form required for (block) backstepping [10] .
Virtual Control Gain Matrix
For future developments it will be useful to make some observations about the virtual control gain matrix g(x) in the form (13) that it appears in the flight control application. We begin by noting that the first two rows of g(x) are always orthogonal and span a subspace of R 3 which is orthogonal to the onedimensional subspace spanned by the third row. Since the subspace spanned by the third row of g(x) is, in view of (4a)-(4c), identical to the subspace [v] spanned by the velocity vector v, it follows that the first two rows of g(x) span [v] ⊥ . With these observations it is easy to write g(x) factored as a singular value decomposition
and the orthogonal matrix V is given by
In particular, this shows that g(x) in (13) is always invertible and gives a simple formula for the inverse as
It also shows that the problem of controlling α, β has a natural decoupling from the problem of controlling ξ since the two problems take place in [v] ⊥ and [v], respectively.
Tracking Problem
When x, y are given by (12) it follows from the third row of (10) that an equilibrium point for (10), (11) must necessarily correspond to zero conical rotation rate, i.e. Ω = 0. A set point control formulation based on (10)- (14) is thus clearly inadequate for flight controller design and we must therefore extend the dynamical description to a tracking formulation. In connection to the generic system (10), (11) it is thus convenient to introduce a generic vector x c ∈ R n with smooth time varying reference signals as components and define the error vectorx as
The dynamics (10), (11) can now be extended to include time varying reference signals and be written in the forṁ
where the time varying vector fieldf and virtual control gain matrix functioñ g are given byf
In the special case of our flight control application the vector x c of reference signals is given by
With (20), (21) T is an equilibrium point then we see from (10) (sinceg(x, t) has full rank) that the triple α 0 , β 0 , Ω 0 uniquely determines the triple p 0 , q 0 , r 0 .
Controller
The controller structure will be motivated by a simple intuitive argument and the main result stated (the proof is given in the appendix). A number of properties of the controller will be discussed and, in particular, its relation to NDI-TSS will be clarified.
Underlying Idea
The basic idea of block backstepping 1 is very simple and can most easily be described if we consider the generic set point control problem for the (autonomous) system (10), (11) but with h(y) = 0 and k = I (integrator backstepping). When the problem is to stabilise an existing equilibrium at 0 ∈ R n+m for (10), (11) the approach can be broken down to a two step, or cascade, procedure where the first step amounts to trying to find a behaviour for y which would stabilise the x-system according to some desired smooth dynamicsẋ
where f des (0) = 0. The second step is to find a control law u(x, y) which synthesises this behaviour for the x-system while at the same time maintaining some form of stability for the y-system (the input integrator). The key problem in backstepping is to construct what is known as a "virtual" control law y d (x) for y which, when substituted for y in (10), synthesises the desired dynamics (24). This is done in the first step described above. Written out in terms of y d (x) this means that the dynamics for the x-system in (10) becomeẋ
where the error (x) is defined as (x) = y − y d (x) and the virtual control law y d (x) satisfies
Under suitable conditions on f des (x) and y d (x) there will exist a feedback law u(x, y) to replace u in (11) which will achieve the objectives of keeping (x, y) small and maintaining stability of y so that x is driven to 0. Thus, the main design problem in backstepping lies in constructing the virtual control law y d (x) for the x-system; a control law u(x, y) for the whole system can then be obtained by a "standard recipe". However, in order to carry out this program successfully some tools from Lyapunov stability theory are needed.
Basic Stability Result
We shall now present the fundamental stability result of block backstepping that we will use in the controller design. It mechanises the idea outlined in the previous section using Lyapunov techniques and the central part is the Lyapunov function for the desired dynamics to be introduced next.
Lyapunov Function
Returning to the case of the generic time varying system (20), (21) we assume that a desired (autonomous) dynamical behaviour as in (24) has been chosen for the variablex. We moreover assume that there exists a corresponding continuously differentiable function V : R n → [0, ∞) which is positive definite (V(x) > 0 forx = 0), vanishes at 0, is radially unbounded (V(x) → ∞ as x → ∞) and for which it holds that
along the solution trajectories to (24) in R n \{0}, for some continuous positive definite function W defined on R n with W (0) = 0. The conditions imposed on V are standard requirements for a Lyapunov function for the system in (24). Existence of a Lyapunov function V is sufficient to guarantee global asymptotic stability of the solutions to (24) throughout R n according to standard stability results [8, Ch. 4] . The time invariant Lyapunov function V will be used to construct a stabilising control for the time varying system (20), (21).
Integrator Block Backstepping
The basic stability result we shall rely on is the following. It is formulated here in a slightly generalised form compared to the standard formulation [8, Sec. 14.3] where we extend the results to the time varying case in (20), (21). 
for allx, t, where f des is the vector field in (24) with Lyapunov function V as in (26). Then, the following control law
where W y is a positive definite symmetric matrix, drives the tracking errors x and y −ỹ d (x, t) for the closed loop system to zero asymptotically as t → ∞.
The proof is given in the appendix. In our flight control applicationg(x, t) is invertible and therefore a unique virtual control law as in (27) always exists. In this case it is also easy to give sufficient conditions under which both y andỹ d (x, t) remain bounded. For instance, if α c , β c andξ c = Ω c are all constant (velocity vector roll) then bothf (x, t) andg(x, t) are time invariant, and therefore so isỹ d (x, t), and it follows that y converges (and is hence bounded).
Block Backstepping Control Law
For brevity, the basic stability result Thm. 1 was formulated and proved for the case h(y) = 0 and k = I in (21). However, the general case is obtained by a simple change of variables in (21) as
The stabilising properties of the control law (29) are guaranteed only when the generic model (20), (21) is valid globally. In our flight control setting (12)- (14) this is not the case, and in practice the domain over which the dynamical model is defined is much smaller. Theoretically this is not a problem since the global assertion of the theorem can by a standard device be replaced by a local assertion, by bounding the starting points to lie within a level surface of the Lyapunov function in question [8, Ch. 4] . In practice, however, it means that one will have to do an elaborate evaluation of the stability region based on bounds on state variables, available control authority, rate and position limitations of effectors, and the requirements for tracking performance. Based on this, a command generator can be designed which translates the pilot's input to realizable reference signals, thus effectively resulting in a so called model following controller design. Some observations about how this can be done are presented below.
Properties of the Control Law Virtual Control Law
In our flight control application (12)- (14) the virtual control lawỹ d (x, t) in (27) can be expressed explicitly in terms ofg(x, t) −1 as
and the inverseg(x, t) −1 is given by (18) . Further, since the only explicit time dependence inỹ d (x, t) is through the time varying reference signal x c , the virtual control law can be written in terms of the original variables x, y used in (10), (11) by defining
This representation is useful also to make explicit the dependence on x c and its derivatives in the control law (29). Indeed, for the closed loop system obtained by applying u(x, y, t) in (29) to (20), (21) we have
Moreover, if we rewrite (30) in terms of the original variables x, y used in (10), (11) we have
and it follows that
The representations (32)-(34) are convenient when implementing the block backstepping control law (29).
Closed Loop System and Error Dynamics
The closed loop error dynamics resulting with the control lawũ(x, y, t) in (29) can straightforwardly be written down terms of the original variables x, y using (10), (11) and (27) as
from which the closed loop dynamics immediately follow. The special cross coupling in these equations, in particular the effect of the Lyapunov gradient term −g(x) T ∇V(x − x c ) in (36), is not present in the error dynamics for the NDI-TSS control law (see below) and this explains their different stability properties.
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Tuning Parameters and Desired Dynamics
There are a number of parameters in the control law (29) which can be used for tuning. These parameters are implicit in the desired dynamics f des , the accompanying Lyapunov function V and the matrix W y . The relative scaling between V and W y determine their relative influence in (36). As for the desired dynamics term f des in (26), (27), a limitation of the backstepping procedure is that even though it can be chosen freely, it has to be first order. For this reason the desired dynamics are often chosen to have a decoupled first order linear form, given as
where D 1 ∈ R n×n is a diagonal positive definite matrix. For this choice, a quadratic Lyapunov function V such as
is natural, where D 2 ∈ R n×n is another diagonal positive definite matrix. The difference in time scales between the two equations (35), (36) is to a large extent determined by how the desired dynamics f des are chosen relative to V and W y . In block backstepping there is no requirement for a certain timescale separation between the inner and outer loop, like in NDI-TSS, but in practice it is useful to ensure a certain separation to avoid too "sluggish" a behaviour and balance this against available control effector resources (and their limitations).
Trim Points
The equilibrium points of the dynamics (20), (21) do not appear explicitly in the block backstepping tracking control formulation employed here. However, they appear implicitly in the sense that they determine a particularly interesting set of values for reference signals x c . In the flight control case, where the interesting equilibrium points are those that represent trim points, the trim points correspond to reference signals x c which are such that α c , β c anḋ ξ c = Ω c are constant (velocity vector roll).
Generalisations Including Actuator Dynamics
Including linear and nonlinear actuator dynamics in the design is conceptually straightforward since the closed loop error system (35), (36) resulting when applying the control lawũ(x, y, t) in (29) to (20), (21) can be interpreted as the (completed) first step in an augmented block backstepping design. In the case of first order actuator dynamics the whole procedure becomes especially simple since it can then be performed with only one extra backstepping step onceũ(x, y, t) in (29) is designed.
To see this, assume for a moment that it is not u that is to be controlled but rather its derivative, so that we may augment the system (20), (21) with the equationu = ν.
If we further introduce the notatioñ 
where we have used (27) and (31). Now, the control lawũ(x, y, t) in (29) can be interpreted as a virtual control lawũ d (x,ỹ, t) for the system in (40), with Lyapunov function for the desired dynamics (the dynamics obtained in (40) withũ(x, y, t) applied) given by the function V a in (52) in the proof of Thm. 1. The integrator block backstepping result in Thm. 1 can therefore be applied once more to yield a closed loop control law ν(x,ỹ, u, t) which will simultaneously globally stabilise the origin in (x,ỹ) and the error variable u −ũ d (x,ỹ, t).
The result so obtained can immediately, by a change of variables, be generalised to the case where (39) is replaced by actuator dynamics as
where p is a smooth vector field on R m and q is a smooth matrix valued function on R m with values in R m×m such that q(u) is invertible everywhere. In the original variables x, y a closed loop control lawν(x−x c , y−y d (x, x c ,ẋ c ), u, t) which will simultaneously stabilise the origin in (x,ỹ) and the error variable u −ũ d (x − x c , y − y d (x, x c ,ẋ c ), t) can thus, following (29), be defined through
where we have used an identity analogous to the one provided in the leftmost equality of (31). Here, W u is a positive definite symmetric matrix in R m×m . For higher order dynamics, the above procedure can simply be repeated.
Handling Actuator Limitations
As mentioned above, any practical application of the block backstepping control lawũ(x, y, t) in (29) requires that one somehow deals with the restrictions imposed by the control actuators. In flight control applications the most common restrictions are position and rate limits. A standard way of doing this is to filter the pilot inputs commands through a command generator, which then issues the actual commands to the controller. Command generator design is outside the scope of this chapter but we shall offer a few remarks related to it.
In order to practically apply the control law the values ofũ(x, y, t) are restricted to the set U x,y of allowed controls at the state x, y. Simply "truncating" the values ofũ(x, y, t) to U x,y can lead to instability problems and is therfore often not a viable alternative.
For fixed values of the state variables x, y implicit in the model (20), (21), the block backstepping control lawũ(x, y, t) in (29) can, in view of (31), be interpreted as a map c x,y : R 3n → R m defined by
If c x,y is injective, it becomes bijective when restricted to the pre-image c −1
x,y (U x,y ) (i.e. values (x c ,ẋ c ,ẍ c ) such that c x,y (x c ,ẋ c ,ẍ c ) ∈ U x,y ). A simple command generator could then simply operate by truncating (x c ,ẋ c ,ẍ c ) to c −1
x,y (U x,y ), which would mean that the commands actually issued to the control actuators will always be admissible with respect to position. However, the map (43) is clearly not injective in general without restricting the domain, and determining restricted domains over which it is injective can be complicated.
One situation in the flight control application when an explicit sufficient condition for the requirement on c x,y to be injective over c −1
x,y (U x,y ) can be given is the special case where x c is constant, the desired dynamics f des are of the linear form (37) and the Lyapunov function V is of the quadratic form (38). In this case the virtual control expressed in the original variables x, y as in (32) takes the form
and thereforẽ
It follows that the control lawũ(x−x c , y, t) can be written as an affine function of the vector of x c and the injectivity requirement on c x,y can therefore be determined by a rank condition on a matrix. Other aspects of the problem of incorporating actuator limitations in a backstepping design are discussed in [4] .
Robustness
Since the backstepping technique is a Lyapunov based design technique there are standard ways to incorporate nonlinear robustness (in terms of stabilisability) into the design by modifying the nominal Lyapunov function or control so that they together cover the whole family of systems obtained by perturbing the nominal system with various types of uncertainties [8, 13] .
In particular, so called matched uncertainties are relatively easy to handle in a standard fashion [8, 13] . Matched uncertainties are those that can be expressed as a perturbation in the range of the control gain matrix. In the flight control control application the matched uncertainties correspond to moment uncertainties. 
Relation to NDI-TSS
Nonlinear dynamic inversion via time-scale separation is related to block backstepping but employs a simpler control law. This means that NDI-TSS must rely on a time-scale separation assumption 4 to guarantee stability [16, 15] , a requirement which is not necessary for backstepping.
Underlying Idea of NDI-TSS
The idea behind nonlinear NDI-TSS is similar to that of block backstepping and starts from the same basic generic system [16] . We shall consider the tracking formulation here and the generic system is then given by (20), (21) but we shall write it in terms of the original variables x, y.
Slow subsystem. The first step in NDI-TSS is conceptually identical to that in backstepping and consists in determining a virtual control law
where f des represents the desired dynamics for the error x − x c . Since no Lyapunov function appears explicitly in the NDI-TSS approach the first step is simpler to perform however. This is related to the fact that in NDI-TSS the virtual control gain matrix g(x) is assumed everywhere invertible (as in our flight control application (10)- (14)), so that in principle any dynamics can be synthesised. Because of the assumed invertibility of the virtual control gain matrix the virtual control law in NDI-TSS is most often explicitly defined as
The desired dynamics f des are normally selected to be of the linear decoupled first order type in (37).
With the relation (44) for the virtual control law and desired dynamics the error dynamics for the x-system can be written as
where the error (x, x c ,ẋ c ) is given by
Fast subsystem. In the second step in NDI-TSS one proceeds analogously as in the first step to derive the closed loop control law u DI (x, x c ,ẋ c , y) from a relation describing the desired behaviour aṡ
where f (f ) des represents some desired dynamics for the fast subsystem. It is important to note that in the NDI-TSS approach one synthesises desired dynamics for the variable y rather than for the error y − y d (x, x c ,ẋ c ), which is what is effectively done in the backstepping approach (cf. (35), (36)). Thus, one does not fully handle the effect of the time variability of the term y d (x, x c ,ẋ c ). Indeed, in the stability proof [16, 15] of NDI-TSS it is explicitly assumed that "perfect fast subsystem inversion" holds, which is the same as assuming that the error time derivative
NDI-TSS Control Law
The dynamics for the NDI-TSS error variables x − x c and y − y d (x, x c ,ẋ c ) can readily be written down using (45), (47) and it is easy to see that the type of cross coupling that is present in the error dynamics (35), (36) for the block backstepping control law is not present in the NDI-TSS case. The difference can also be clearly seen if the NDI-TSS control law is written out explicitly.
From (47) we obtain the NDI-TSS control law u DI (x, x c ,ẋ c , y) explicity as
Most often the desired dynamics f (f )
des are chosen as linear decoupled first order dynamics of the type in (37). In this case the NDI-TSS control law can be written
∈ R m×m is a diagonal matrix with positive elements along the diagonal. It is now easy to compare the NDI-TSS control law u DI (x, x c ,ẋ c , y) in (48) with the block backstepping control lawũ(x, y, t) in (29) (after the latter has been rewritten in terms of the original variables x, y). Apparently there are two "missing terms" in the NDI-TSS control law: The time derivative T ∇V(x − x c ) which was discussed in connection with the error system dynamics (35), (36).
Application: ADMIRE
In this section, we shall illustrate the performance of the block backstepping controller with some examples using the ADMIRE model. The examples are meant to mimic some of the conditions used in the design challenge described in Chap. 4 including robustness tests. However, all examples are cast directly in terms of tracking problems for the state variables α, β and ξ since pilot command converters and manoeuvre load limiter functions are not included in the implementation of the block backstepping controller used here.
All manoeuvres start form an approximately trimmed straight level flight condition. Unless otherwise stated, all configuration parameters for the model have their nominal values at all times, with the exception that z cg = 0. For definitions and notation used in the ADMIRE model below we refer to Chapter 3. The throttle is kept constant at the position corresponding to straight level trim in all manoeuvres, except the decelerating turn where it is set to idle at the beginning of the manoeuvre.
Controller implementation
The controller implements the control lawũ(x, y, t) in (29) for the aircraft states in (12) as well as an extra backstepping step for compensation for actuator dynamics based on (41). The total control law is thus of the form (42). A linear model 5 for the actuator states is used in the controller design, with the same parameters as in the linear actuator dynamics in ADMIRE. The state variables α, β, p, q, r and the flight state dependent parameters of the model (Mach number, Euler angles, etc.) are obtained from the ADMIRE sensor model outputs.
A single set of gain constants are used for all manoeuvres and flight points in the envelope, thus no gain scheduling is employed, and the parameters are as follows. The synthesised dynamics for the x-system as in (10), (13) Control allocation is fixed and is done according to
where δ ag , δ eg , δ rg , are generic aileron, elevator and rudder deflections and δ na , δ ne , δ ei , δ ey , δ ai , δ ay and δ r are the symmetric/asymmetric versions of the physical control surface deflections in the ADMIRE model. (The generic control surface deflections are what is computed by the part of the control allocation that translates the commanded moments to control surface deflections.) The translation from commanded moments, which is the primary output of the controller, to generic control surface deflections is done using a built-in algebraic equation solver in Simulink operating on simplified versions of the ADMIRE aerodynamic moment coefficient functions. The Jacobian terms in the control law are calculated using an analytical description of the aerodynamic forces together with the representation on the right hand side of (31), but omitting the rightmost term (the one linear inẍ c ). This analytical description is based on a weighted least squares fitting against the tabulated aerodynamic data in ADMIRE using an essentially polynomial basis.
In some of the velocity vector roll manoeuvres we employ coordinated sideslip and roll rate commands, since this may extend the interval of trimable roll rates for the ADMIRE airframe compared to operation at β ≈ 0, as can be inferred from some the figures in Chapter 13.
Decelerating turn
In this manoeuvre, the aircraft is banked quickly to the left and the throttle is set to idle at the beginning of the manoeuvre. At the same time, the angle of attack is commanded up in a step like fashion. 6 Following the initial sharp increase, the angle of attack command is piecewise linear in a manner which will yield approximately constant (high) vertical load factor n z . After the initial roll command, the roll command is slowly adjusted in a piecewise linear way that would keep the aircraft on approximately the same altitude under nominal conditions. Both the angle of attack and roll commands are "pre programmed" (i.e. do not depend on the response of the aircraft). The manoeuvre begins at t = 0.5 s at an altitude of 3000 m and Mach 1.2, and lasts until t = 10 s, at which time the aircraft has reached below Mach 0.9. The result is displayed in Figure 1 .
In the nominal case, without sensor error on the measurement of angle of attack, the manoeuvre is easy for the controller to realize with fast response and good tracking of the angle of attack, resulting in an almost constant vertical load factor, and essentially constant altitude. The effects of passage through the transonic region are hardly visible.
With sensor errors are present on the measured value of the angle of attack the effects on angle of attack tracking are noticeable, with a small variation in load factor (about 1g) as a result. The effects are not emphasised by the transonic passage however.
Velocity vector roll
The velocity vector roll is executed at the three Mach numbers 0.7, 0.9 and 1.1, and at two different altitudes, 3000 m and 4000 m. At the highest Mach number the sideslip is commanded to 0 but for the other two Mach numbers a sideslip command of −6
• is used. Uncertainties in C n β as well as x cg are introduced in some cases. The commanded conical rotation (roll) rate is 300
• /s for all Mach numbers.
Altitude 4000 m, Mach number 0.7
In this case the manoeuvre is executed with nominal parameter values as well as with uncertainty in C n β of ±0.04. A sideslip command of −6
• is used. The result is displayed in Fig. 2 .
In the nominal case, the roll tracking and tracking of sideslip angle are both good. The commanded angle of attack is 6
• , and the response to this command is fast but shows a "steady state" error of about 1
• due to modelling errors in the controller. (These are less pronounced for higher angles of attack, cf. Fig. 5 .) The effects of uncertainties in C n β are small.
Altitude 3000 m, Mach number 0.9
In the second subsonic case the manoeuvre is executed with nominal parameters as well as with uncertainty in x cg of ±0.15 m. Again, the sideslip command is −6
• . The result is shown in Fig. 3 . In the nominal case, the behaviour is very similar to that seen for Mach 0.7 and altitude 4000 m with good tracking in roll and sideslip, and an error in angle of attack tracking. The effects of uncertainties in x cg are small.
Altitude 3000 m, Mach number 1.1
In the supersonic case the manoeuvre is executed with nominal parameters as well as with uncertainty in C n β of ±0.04. A sideslip command of 0 is used. The result is shown in Fig. 4 .
The results are qualitatively similar to those in the two other versions of the velocity vector roll manoeuvre and the effects of the uncertainty in C n β are minor despite the fact that the manoeuvre takes the aircraft through the transonic region. The maximum sideslip angle error is about 1
• .
Extreme velocity vector roll
In order to demonstrate behaviour at more extreme conditions 7 a version of the velocity vector roll is also performed where the commanded angle of 7 The commanded angle of attack results in values for the vertical load factor which are outside structural limits for manned aircraft but fall in the region conceivable for highly manoeuvrable UAVs.
attack is 15
• and the initial Mach number is 1.1. The altitude is 3000 m and the commanded conical rotation (roll) rate is 180
• /s. A coordinated roll and sideslip command is used where the commanded sideslip angle is −3.5
• . The result is shown in Fig. 5 .
The tracking in angle of attack, roll rate and sideslip angle are all good and the manoeuvre results in a peak vertical load factor of over 20g. As a result, the airspeed is reduced dramatically and goes from Mach 1.1 to Mach 0.5 in a period of a little over 8 s. The rapid passage through the transonic region leaves virtually no trace in the tracked variables, however, and tracking performance remains very good throughout the manoeuvre.
Pull-up manoeuvre
In this manoeuvre a step like command in angle of attack is issued at the beginning of the manoeuvre, and the angle of attack command is then gradually increased in a piecewise linear manner in order to keep the load factor or pitch rate approximately constant. The manoeuvre is executed at three different Mach numbers, 0.5, 0.7 and 0.9, and two different altitudes, 1000 m and 4000 m. In the two versions of the manoeuvre starting at Mach 0.7 and 0.9 the angle of attack command is given so as to produce approximately constant vertical load factor. In the version of the manoeuvre starting at Mach 0.5 the angle of attack command is given so as to produce approximately constant pitch rate. For the highest Mach number the manoeuvre is performed with nominal parameters as well as with uncertainty in C mα of ±0.1. The result is shown in Figs. 7, 6 .
The tracking performance in angle of attack is good in the nominal case for all Mach numbers and the uncertainty in C mα has only a small effect on performance.
Conclusions
We have in this chapter outlined a design procedure based on the block backstepping approach. This approach offers a route to fast controller design which can yield a a controller that covers most of the design envelope with a single set of tuning parameters. Indeed, in our simulation examples we used a single, moderately large, set of constants, and at least one of the manoeuvres displayed was extreme. Part of the explanation for the good performance is the fact that block backstepping can easily accommodate an accurate nonlinear model of the plant, including actuator dynamics. In addition, the resulting control law does not make any special assumptions about the plant, except the condition of strict feedback form (i.e. moment control, in the flight control applications). This is in contrast to the NDI-TSS approach which employs a correct model for the plant but which relies on a simplifying assumption of timescale separation to guarantee stability. The time-scale separation assumption leads to a requirement for higher loop gains and fast actuator dynamics, not only for performance, but also for stability. We have shown that this can be traced back to the absence of terms in the NDI-TSS control law, terms that are present in the block backstepping control law. The added complexity of the block backstepping control law is extremely modest however.
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