Abstract. We consider an active source embedded in a randomly layered medium. We study the cross-correlation functions of the signals recorded at a series of points located at the surface. We show that this information can be processed to locate the source inside the medium. The analysis is based on a separation of scales technique and limit theorems for random differential equations. The statistical stability of the imaging method is proved. The analogy with the time-reversal of waves is enlightened, but the main difference is also put forward: we propose a passive way of imaging an unknown medium without the use of any active device. We finally extend these ideas for the location of a scatterer illuminated by a controlled source located at the surface or by a set of unknown sources generating random noise.
1. Introduction. Imaging in complex media is a difficult but exciting problem, with many potential applications [30] . We consider the problem of the source localization when the source is embedded in a randomly layered half-space. We study the statistical properties of the signals recorded at the surface. We focus our attention on the cross-correlation function between the signals recorded at two observation points. From the exact statistical description of this function, we propose a way to recover the precise location of the source from a data set consisting of the signals recorded at five (or more) observation points. We then extend this technique to the case of a point scatterer embedded in the random half-space and illuminated by a known or unknown source, or by a set of known or unknown sources.
The waves recorded at the observation points have scattered from the random heterogeneities of the medium. We shall first consider configurations where a coherent front pulse can be detected. According to the O'Doherty Anstey theory [24] , this front pulse is spread out and shifted due to multiple scattering. In particular a random time shift makes it difficult to recover precise information about travel times. We shall also consider configurations where the signal arriving at the surface is so noisy that no coherent or ballistic front can be detected. Information about an individual scatterer could be understood to be lost in such a case. However time-reversal experiments [15, 16] and the explanations by Clouet and Fouque [11] extended by Papanicolaou et al. of the self-averaging property of time-reversal for broadband signals [5, 3] have shown that multiple scattering is not always a nuisance. The utility of time-reversal for imaging has been pointed out recently [6, 17] . Unfortunately it is not always possible to perform real time-reversal experiments, in geophysics for instance, as it requires very specific active devices. In this paper we shall see that cross-correlation functions of recorded noisy signals are useful to image a random medium. The first mathematical guess is that a cross-correlation function is in some sense close to achieve a time reversal experiment [35, 26] , as it involves the product of two Green's functions, one of them being complex-conjugated.
We should mention that the idea to exploit the cross-correlation of noisy signals to retrieve information about ballistic wave motion has first been proposed in seismology and helio-seismology [25, 13] . First explanations and conditions of applicability are proposed and criticized by physicists [8, 22, 31] . Using recent tools developed for the analysis of time-reversal experiments, we are able to give more mathematical insight into this issue and to enlighten the key points. In particular, we shall see that the source needs to be broadband to ensure the statistical self-averaging property.
In the regime of separation of scales a framework for the analysis of acoustic waves propagating in randomly layered media has been set forth in [1] . The scale regime we consider corresponds to wavelengths that are large relative to the correlation length of the medium, but short relative to the depth of the source. We consider linear acoustic waves propagating in three spatial dimensions
where p is the pressure, u is the velocity, ρ is the density of the medium, and K the bulk modulus. The forcing term F is due to the source. In this paper the three-dimensional spatial variable is denoted by r = (x, z), where we distinguish the transverse spatial coordinates x = (x, y) and the longitudinal coordinate z. We assume that the density is constant and the bulk modulus is randomly fluctuating along the z-coordinate only in the slab (−L, 0). Note that we can choose L large enough so that the termination of the slab does not affect the wave field at the surface z = 0 over the time window that we consider. More explicitly, the coefficients of the medium are described by
where ν is a zero-mean mixing process and ε 2 is a small dimensionless parameter that characterizes the ratio between the correlation length of the medium and the typical depth of the source. Note that the fluctuations of the medium are not assumed to be small. The average velocity is given by c 0 = K 0 /ρ 0 . A point source located at (x s , z s ), z s < 0, generates a forcing term F (see Figure 1 .1)
We shall first address the case where the source emits a short pulse at time t s :
The time duration of the source is scaled by ε which is large compared to the correlation length of the medium (of order ε 2 ) and small compared to the travel times between the source and the observation points (of order 1).
We shall also address the case where the point source emits a stationary random signal with Gaussian statistics
Emission from a point source. The signal is recorded at different observation points
characterized by its autocorrelation matrix
where · stands for an averaging with respect to the statistical distribution of the source. Note that the amplitude factor ε 1 2 has no importance since the propagation equations are linear. This factor has been added to ensure that the energy released by the source during a time interval of order 1 is of the same order as in the case of the short pulse (1.6). The power spectral density matrixĜ(ω) of the signal f is equal to the Fourier transform of the autocorrelation matrix of the stationary process f
It is a non-negative definite matrix. Its entries are even, real-valued functions because G ij are even, real-valued functions. We shall assume that ω → ω 2 |Ĝ(ω)| belongs to L 1 . As a consequence of the Bochner theorem, the process f can be represented as the stochastic integral
whereĝ is a square root ofĜ, i.e. a 3 × 3 matrix such thatĝ(ω) Tĝ (ω) =Ĝ(ω). W ω is a C 3 -valued Gaussian process
where W 1 and W 2 are two independent three-dimensional Brownian motions. Note
In Section 2 we derive an integral representation for the field at the surface. The integral representation is obtained by taking a Fourier transform in the time and lateral space coordinates. This reduces the problem to a family of one dimensional problems that can be analyzed by decomposing the wave field into right and left going waves. In Section 4 we address the case where the point source emits a short pulse. We study the propagation of the front pulse and show that the random arrival times of the front pulses at five (or more) observation points are sufficient to detect the source location without any error. In Section 5 we consider the case of a stationary source signal. We carry out a careful stationary phase analysis combined with standard diffusion approximation results in the limit of ε small. This gives a stochastic limit for the cross-correlation function of the recorded field. The explicit expressions allow us to remove the random part and to propose a procedure to get the source location without any error. Finally in Section 6 we revisit our analysis in the case of an embedded scatterer illuminated by a source or a set of sources located at the surface.
2. The integral representation of the field.
2.1. Emission of a short pulse from a point source. In the scaling that we consider the typical wavelength of the source is of order ε and we use the following specific Fourier transform and its inverse with respect to the time and the transverse spatial coordinateŝ
Taking the scaled Fourier transform gives thatˆ u = (v,û) andp satisfy the system
wheref is the ordinary unscaled Fourier transform of the pulse profilê
We deduce that (û,p) satisfy the following closed system for −L < z < z s and z s < z < 0 ∂û ∂z
with the jumps at z = z s given by
We introduce the right and left propagating wave modes a and b which are defined bŷ
where κ = |κ|, ζ −1 0 (κ) is the average longitudinal velocity and I 0 (κ) is the acoustic impedance:
Here we only consider propagating modes and ignore evanescent modes meaning that κ < c
0 . The system for a and b can be written as ∂ ∂z
where the complex 2 × 2 matrix Q ε is given by:
Using the definitions (2.8) and (2.9) of a and b and the expressions (2.6) and (2.7) for the jumps inû andp we deduce the jumps at z = z s for the modes a and b
with the source contributions given by
The system for a and b is completed by the boundary conditions at z = 0 and z = −L that are shown in Figure 2 .1. We assume that no energy is coming from +∞ and −∞, so that we get the radiation conditions
The quantity of interest is the wave field at the surface which is completely characterized by a(ω, κ, 0) since b(ω, κ, 0) = 0. We transform this boundary value problem into an initial value problem by introducing the propagator Y (ω, κ, z 0 , z), −L ≤ z 0 ≤ z ≤ 0, which is a family of complex 2 × 2 matrices solutions of
By using the particular form of the matrix Q ε in (2.11) we can show that if the column vector (α, β)
T is solution of equation (2.10) with the initial conditions
T is another solution linearly independent of the first solution, so that the propagator matrix Y can be written as Fig. 2.1 . Boundary conditions at z = −L and z = 0 corresponding to the emission from the point source located at depth zs.
The boundary conditions at z = −L and z = 0 then imply
The system determined by (2.12,2.13,2.17) whose unknown are b(−L) and a(0) can be solved, and we get:
where R g and T g are the coefficients defined by:
. 
We also introduce R and T defined as the reflection and transmission coefficients for the experiment corresponding to a right-going input wave incoming from the left (see Figure 2. 3). They are given in terms of α and β by
We can express the coefficients R g and T g in terms of the usual reflection and transmission coefficients for which the asymptotic analysis of the moments has been carried out in [1] and will be used in subsequent sections: We denote the wave at the surface z = 0 by (u o , p o ). By taking an inverse Fourier transform we finally obtain the integral representations
2.2. Emission of a random noise from a point source. In this subsection we revisit the derivation of the integral representation of the wave field in the case where the point source emits a stationary random signal with Gaussian statistics. The spectral representation of the signal is given by (1.8), so that we must adapt the integral representation of the field observed at the surface. If we focus our attention on the pressure field, then we get
where
The velocity field (v s , u s ) has a similar expression.
3. Source localization in random media: a brief review. Localization of an acoustic source in the ocean or the earth is often limited because of lack of knowledge of the physical properties of the medium. It is an important issue to determine how medium uncertainties transfer to uncertainties for source localization. It is also a challenge to propose an efficient approach that gives a robust source localization without requiring an exact knowledge of the medium.
The so-called matched field method estimates source range and depth by matching acoustic fields measured at an array of sensors with simulated fields computed for a grid of possible source locations using a numerical propagation model [34, 2] . The source position is estimated as the position of the maximum match. Matched field methods require good knowledge of the physical properties of the environment which strongly affect the propagation of acoustic fields. However, environmental properties are often poorly known and environmental uncertainty usually represents the limiting factor in localization [29, 28] . Several approaches have been developed to address this limitation.
In geoacoustic inversion a survey is carried out in a particular region. The goal is to determine the physical parameters that are appropriate for subsequent localization problems in the area. The inversion of the measured fields from a known source is a strongly nonlinear problem. Huge effort has been applied using global search methods such as simulating annealing [14] , genetic algorithms [19] , and hybrid inversions [20] . In the case where the medium is poorly known, the method of focalization addresses environmental uncertainty by including the physical parameters of the medium as additional unknowns in an augmented localization problem [12] . Bayesian approaches are often used in such configurations [27, 33] . Our goal in this paper is to propose an efficient procedure for source localization without knowing the medium. It is based on our analysis of the statistical properties of the observed fields.
4. Embedded source emitting a short pulse. In this section we assume that the source term f ε (t) corresponds to a short pulse. The source is somewhere below the surface (x s , z s < 0). We start by considering the case of a homogeneous medium, as we shall study the problem of the source localization and contrast the homogeneous and random configurations.
Homogeneous medium.
We assume in this section that the medium is homogeneous ν ≡ 0. The signal that can be recorded is a spherical wave emitted from the source located in S = (x s , z s ). Using the notation r = (x, z) and applying the far-field approximation | r − r s | ε the pressure signal is
while the three-dimensional velocity field is
Application to source localization. Assume that the source location S = (x s , z s ) and the source emission time t s are unknown. Assume that four observation points located in O j , j = 1, · · · , 4, at the surface record the pressure signals. We are thus able to detect four arrival times
where |O j S| is the physical distance between O j and S. We can thus invert the four arrival times to get the four unknowns (x s , z s , t s ).
4.2.
The coherent pulse front in the random case. The signals (2.23-2.25) consist of a coherent front wave of duration of the order of ε corresponding to the duration of the source, and a long noisy coda part that is caused by the multiple scattering by the layers. In this section we compute the expression of the coherent front pulse that can be recorded at the surface. The front pulse emitted by the source propagates through the random medium and its propagation is governed by the well known O'Doherty Anstey (ODA) theory [24] . In Section 4.1 we computed this front pulse in homogeneous medium. We now revisit these results in presence of randomness. In this case the front pulse is modified in two ways. First its shape spreads out in a deterministic way due to multiple scattering. This spreading can be described in terms of the convolution ODA kernel K ODA [10, 21, 4, 18] . Second the wave itself is not anymore deterministic but a random time shift can be observed and described in terms of a standard Brownian motion B z . To sum-up, the pulse front that can be recorded at the surface z = 0 is
The rapid phase −ω (t − t s − κ·(x − x s ) + ζ 0 (κ)z s ) is involved in the integral representation of p o . A stationary phase argument shows that the leading order contribution is associated with the stationary point κ = x−xs √ |x−xs| 2 +z 2 s . In the case γ 0 = 0, the expression of p o reduces exactly to (4.2) with z = 0. If we denote the pressure in the homogeneous medium by p hom , then in presence of randomness γ 0 > 0 the pressure field can be written as the convolution with a Gaussian kernel
4.3. Application to source localization. We are able to detect the arrival times at each observation point
We aim at inverting these equations to determine the source location. The situation seems more complicated than in the homogeneous case because of the presence of the random time shifts. However these unknown shifts can be removed. From the expression of γ x , we can write
The analysis shows that Z s does not depend on the observation point. We are thus in a position to propose a way to compute the source location that will be error-free if we have five observation points. This procedure consists in inverting the five arrival times to determine the source location S = (x s , z s ), the source emission time t s , and the random delay Z s . It is described and discussed in the next subsection.
Numerical simulations.
In this subsection we perform numerical simulations of the acoustic equations to check our theoretical predictions. We consider a medium with a constant-stepwise bulk-modulus. This means that the bulk modulus is constant in each elementary layer with width δz. In each layer ν takes a value which is equal to ±σ κ with probability 1/2. The source located in (0, z s ) emits a signal with duration t c . The time profile of f z is the derivative of a Gaussian t exp(−t 2 /t 2 c ), its Fourier transform is (up to a multiplicative constant) ω exp(−ω 2 t 2 c /4). The two other components f x and f y are zero. The vertical direction of the point source makes the solution radially symmetric. This allows us to use polar coordinates and the onedimensional Hankel transform instead of the two-dimensional Fourier transform in the transverse directions.
We apply the numerical routine proposed by Asch et al [1] . This code was designed to address the difficulties inherent to multiple scales problems. It splits the problem into a family of ordinary differential equations for the right-and left-going modes in the (ω, k) space. It also avoids numerical instabilities due to the multiplication of large exponentials in the transfer matrices. It turns out that the code provides accurate results, so we simply adapt it to our case without fundamental improvement. The configuration is z s = −30, t c = 2, L = 50, δz = 0.1, ρ 0 = 1, K 0 = 1, and thus c 0 = 1. There is accordingly a stack of 300 layers between the source and the surface. We have also performed numerical simulations with two different realizations of the random medium with σ κ = 0.8. In at the same observation point 0 4 , in absence of randomness, and with two different realizations of the random medium. The recorded signals in presence of randomness contain a short coherent front signal and a small-amplitude long coda. We can thus check the ODA theory as the shapes of the recorded signals are obviously deterministic in that they do not depend on the particular realization of the medium, while the coda is changing when the medium is changed. We can even check the ODA theory quantitatively. In Figure 4 .2b we take the signal corresponding to the homogeneous case, convolute it with the deterministic ODA kernel We would like now to invert the data (the arrival times of the pulse fronts) in order to get the source location and emission time. We first apply the usual deterministic localization procedure with the five observation points. We minimize the matching
2 , z ∈ R − , and t ∈ R. The minimum is reached at (x s ,ẑ s ,t s ) where (x s ,ẑ s ) is the estimated source location andt s is the estimated source emission time. In the homogeneous case σ κ = 0, we have gotx s = (0, 0),ẑ s = −29.95, andt s = 0.05. We can observe a small error with respect to the true position which is compatible with the numerical accuracy of our simulations. In the random case we have got x s = (0, 0),ẑ s = −29.65, and t s = 0.7. We can now observe an error of about 0.5 with respect to the true position which is expected, because in this case γ 0 = 0.019 and Var(T j ) = γ 0 |O j S| 2 /(2|z s |) ∼ γ 0 |z s |/2 ∼ 0.5. Let us now apply an alternative localization procedure taking into account the random delay. The matching function is
with x ∈ R 2 , z ∈ R − , t ∈ R, and η ∈ (−1, 1). The parameter η models the random delay according to the asymptotic form (4.6). The regularizing factor 1 + αη 2 ensures that the optimization effort is put onto the source localization and not on the random delay. The parameter α should be chosen by the user, but it can also be helpful to have a guess of the magnitude of Z s . In our case we expect |Z s | ∼ 0.02 so we have chosen α = 1000 but the exact value is not critical. In the homogeneous case we get the same estimated point as the one obtained with the first procedure. In the random case, with the same data as the ones used for the application of the first procedure, we have gotx s = (0, 0),ẑ s = −30.1, andt s = −0.1 which is better than the estimates obtained with the first procedure in the random case, and of the same accuracy as the result obtained in the homogeneous case.
5. Embedded source emitting a stationary random signal. In this section we assume that the source term f ε (t) is a stationary random noise. In such conditions no front pulse can be detected, as the recorded signals are themselves stationary. However we shall see that the cross-correlation function between the signals recorded at two observation points gives useful information, in the sense that 1) it depends on the position of the source and 2) it is statistically stable with respect to the statistical distribution of the medium and with respect to the statistical distribution of the noise emitted by the source.
The cross-correlation function.
We assume that we record the pressure field at two observation points x 1 and x 2 during some time window. We compute the cross-correlation function (CCF)
where G stands for the time window function. For instance, we may think at G(t) = 1 [0,T0] (t) but we only need G to belong to L 1 ∩ L 2 . Considering the integral representation (2.26) of p o , we observe that the CCF can be written as the sum of four integrals, with crossed terms T g T g , T g R g , R g T g , and R g R g , respectively. Let us consider the first one and take the expectation with respect to the distribution of the source signal. We get
5.2. The stationary phase. In the integral representation (5.2) we use polar coordinates (µ, θ) and (µ , θ ) for κ = µe θ and κ = µ e θ , where we denote by e θ the unit column vector (cos(θ), sin(θ))
T . We also parameterize the observation points x 1 and x 2 relatively to the source offset: x 1 = x s + r 1 e θ1 , x 1 = x s + r 2 e θ2 . We get
whereD(ω, µ, µ , θ, θ ) = D(ω, µe θ , µ e θ ). We apply a stationary phase argument. We find that there exists a stationary map given by
only if t 0 − r 2 µ c + z s ζ 0 (µ c ) + r 1 µ c − z s ζ 0 (µ c ) = 0, which also reads as t 0 = t c with
We then find that, to leading order in ε,
depends only on ω, x 1 , x 2 , and (x s , z s ). We get similar expressions for the three other components of C which depend on the products T g R g , R g T g , and R g R g .
5.
3. Statistical distribution with respect to the medium. 5.3.1. Tightness. We first address the tightness of the process. Lemma 5.1. For any t 0 ∈ R, the process ( C I (t 0 + εσ)) −∞<σ<∞ ) ε>0 is a tight (i.e. weakly compact) family in the space of continuous trajectories.
Proof. We must show that, for any δ > 0, there exists a compact subset K of the space of continuous bounded functions such that:
On the one hand the generalized transmission coefficient can also be rewritten as
is uniformly bounded by:
The right-hand side is a finite quantity because |D I (ω)| ≤ K|Ĝ(ω)| where K depends only on x 1 , x 2 , and (x s , z s ) and ω → ω 2 |Ĝ|(ω) is in L 1 by assumption. On the other hand the modulus of continuity
which goes to zero as δ goes to zero uniformly with respect to ε.
5.3.2.
Convergence of the finite-dimensional distributions. The uniform boundedness (5.7) implies that the finite-dimensional distributions of the process C I (t 0 + ε·) will be characterized by the moments
for every real numbers σ 1 < . . . < σ k and every integers p 1 , . . . , p k . We have seen that C I (t 0 + εσ) is at most of order √ ε if t 0 = t c , so that its moments are vanishing. We accordingly address the relevant case t 0 = t c . First moment. The computation of the expectation of C I (t c + εσ) is reduced to the computation of the expectation of
Using the representation (2.22) of the generalized coefficient T g in terms of the usual reflection and transmission coefficients, we obtain the series expansion
evaluated at (ω, µ c , z s , 0), and R n T is evaluated at (ω, µ c , z s , 0). As ε → 0 the propagators between −L and z s and between z s and 0 become independent. Accordingly we shall obtain the limit of E[U 
. As µ c = µ c , it goes to zero if (n, m) = (0, 0) (see Appendix A.1). Accordingly the limit of the expectation of U ε g (ω) is equal to the limit of E[ T (ω, µ c , z s , 0) T (ω, µ c , z s , 0)]. This limit is computed in Appendix A.1 and we get
γ is defined by (4.4) , and B is a standard one-dimensional Brownian motion.
2) If µ c = µ c . By using the expressions of the limit values for moments of reflection and transmission coefficients obtained in Appendix A.2, we get that
where W n and W n are described in Appendix A.2. We can then deduce that
In the following we shall neglect this configuration. Indeed it is shown in [1] that the reflection or transmission coefficients at two nearby slowness vectors are correlated only if the moduli of these slowness vectors are close to each other at order ε. Accordingly the configuration µ c = µ c happens only if µ c = µ c with an accuracy of order ε, which means that |O 1 S| |O 2 S| with an accuracy of the order of the wavelength. Such a case is so improbable that we can safely neglect it in practical configurations.
Higher-order moments. Let us now consider the general moment (5.8). Using the representation (5.6) for each factor C I (t c + εσ j ), these moments can be written as multiple integrals over p = k j=1 p j frequencies:
If we consider a set of n different frequencies ω 1 , · · · , ω n , then we get
where T eff is defined by (5.9) . This shows the convergence of the finite-dimensional distributions of ( C I (t c + εσ)) −∞<σ<∞ to the ones of the random function
Convergence of the distribution.
We have just established that the process C I (t 0 + ε·) is tight and that its finite-dimensional distributions converge. We have thus proved the following proposition Proposition 5.2. The process C I (t 0 +ε·) converges in distribution in the space of the continuous functions as ε → 0 to 0 if t 0 = t c . If t 0 = t c , it converges to
Proceeding similarly for the three other components of C which depend on the products T g R g , R g T g , and R g R g , we get that these three components are vanishing in the asymptotic framework ε → 0.
5.4.
Statistical stability with respect to the source signal. We consider in this section the second moment of the CCF, where the expectation is taken with respect to the statistical distribution of the stationary source. Using the representation (2.26) we get that
Applying a stationary phase argument, the most important contribution arises once again when t 0 is equal to t c given by Eq. (5.5), and it is equal to
A straightforward estimate shows that the second term is of order ε because the integral over (ω 1 , ω 2 ) ∈ R 2 actually reduces to a narrow diagonal band of width ε due to the |Ĝ(
This holds true as soon as G belongs to L 2 , which is the case. Accordingly, we have shown the following proposition.
Proposition 5.3. The CCF is a self-averaging quantity with respect to the statistical distribution of the stationary source signal. More exactly,
−→ 0.
Statement of the result.
We can now state the main result of this section. Proposition 5.4. Let t c be equal to (5.5). If t 0 = t c , then the CCF C(t 0 + ε·) converges to 0. If t 0 = t c , then the CCF C(t c + ε·) converges in distribution to a random function
and B is a standard Brownian motion that is independent of the observation points.
In other words the CCF has a deterministic shape which is the inverse Fourier transform of
It is accordingly the convolution of the autocorrelation function of the source signal with a deterministic kernel. In the case where the source signal is a white noise, i.e. the power spectral density matrix is constantĜ(ω) =Ĝ 0 , the shape of the CCF is
The CCF has also a random center. The maximum of the CCF t → C(t) is reached at
which is a random time depending on the particular realization of the medium.
5.6. Application to source localization. Assume that we have five observation points O j , j = 1, · · · , 5. Our first aim is to compute the source location. From the recorded signal we are able to detect the maxima of the CCF between O j , j = 1, · · · , 4 and O 5
where Z s = ε γ 0 /2B zs /|z s |. The analysis has shown that Z s does not depend on the observation points. We can propose a way to compute the source location S = (x s , z s ) as well as the random delay Z s that is error-free. The four unknowns satisfy the four independent relations (5.14) and can thus be inverted from the observed times T j .
Note that the maxima of the CCF give the position of the source. The deterministic shape of the CCF gives the autocorrelation matrixĜ of the source. Indeed, once the source location is known, by a Fourier transform of the CCF we can get for any frequency ω the value of O j S·Ĝ(ω) O l S, j, l = 1, · · · , 5.
Numerical simulations.
In this subsection we perform full numerical simulations to check our theoretical predictions. We consider the same medium as in Subsection 4.4. The only difference is that the source emits a stationary random signal with Gaussian statistics and power spectral density ω 2 exp(−2ω 2 ). In If we apply the basic localization procedure considering the matching function
then we getx s = (−0.1, 0) andẑ s = −29.45 (remember the true location is x s = 0 and z s = −30). We next apply our localization procedure taking into account the random delay. We consider the matching function
By minimizing f we getx s = 0 andẑ s = −29.98. The accuracy turns out to be as good as in the case of a source emitting a short pulse. Note that this series of simulations has a large computational cost. Indeed, we face a difficult situation from the numerical point of view. First we need a high precision in the locations of the maxima of the CCF, which requires a fine sampling of the recorded signals with a very small grid step δt, smaller than the coherence time t c of the source. Second we need a long time window of duration T 0 , larger than the coherence time t c of the source. This long time window insures an efficient ergodic averaging with respect to the statistical distribution of the source which is necessary for an accurate estimate of the CCF (Proposition 5.3). We have taken T 0 = 2000 and δt = 0.05 (remember the coherence time is about 4). With this value of T 0 we are able to detect the maximum of the CCF which is well above the noise level (see Figure 4 .2b). With this value of δt, we are able to locate the maximum of the CCF with a precision of about δt/2. Note that these two problems are specific to the numerical simulations which should resolve three different time scales (the sampling step, the coherence time of the source, and the recording time window) as well as three different spatial scales (the correlation length of the medium, the typical wavelength of the source, and the typical depth of the source). They are not real problems in practical configurations addressing physical signals. So we may consider that we have proved the efficiency of our localization procedure. 6. Embedded scatterer illuminated by external sources. The analysis carried out in the previous sections can be extended to the imaging of passive scatterers embedded in a random half-space and illuminated by a source or a set of sources.
6.1. Illumination by a source emitting a short pulse. A source located at the surface at (0, 0) emits a short pulse at time 0 of the form
In absence of scatterer, the pressure field at the surface is
Applying the same methodology as in Section 4, we get the following proposition.
Proposition 6.1. Let t 0 ∈ R and O 1 be an observation point at the surface. The signal detected at O 1 converges in probability as
Similarly, the pressure field at the position (x s , z s ) inside the medium (z s < 0) is
We now consider a scatterer embedded at S = (x s , z s ) (see Figure 6 .1). We model this scatterer as a local change in the density of the medium
where B is a small domain around S. The system that governs the propagation of the acoustic waves is
We apply the Born approximation for the modeling of the scattering by the scatterer S [23] : the total field at the surface is the superposition of the primary field ( u 0 , p 0 ) solution of
determined here above (p 0 is given by (6.5)) and of a secondary field ( u 1 , p 1 ) which originates from the emission of a secondary source located in S. The emission of the secondary source is proportional to the primary field at the position of the scatterer:
Taking a Fourier transform with respect to the time and the transverse spatial variables, the secondary system reads
Assuming a point scatterer with scattering cross section ε 3 σ s ,
the total field writes
where ( u 1 , p 1 ) is solution of (6.17) with the secondary source terms given by
Note that this source term corresponds to the emission of a point source similar to the embedded source problem (2.1-2.3). Applying a stationary phase argument we can get a simpler form of the source term S 1 :
with µ c = |x s |/(c 0 |OS|). We actually keep the integral representation of S 1 as we shall apply the stationary phase argument only once the final integral expression of the observed signal is obtained. Let us consider the secondary pressure field p 1 at the observation point O 1 = (x 1 , 0). We get that p 1 consists of four terms. The first one is (6.20) where the rapid phase is
The three other terms p 1,II , p 1,III , and p 1,IV have similar expressions but with crossed products R g T g , T g R g , and R g R g , respectively, and rapid phases with different signs in front of ζ 0 (κ)z s and ζ 0 (κ )z s .
We take polar coordinates and parameterize x s = |x s |e θs , x 1 = x s + |x 1 − x s |eθ. We apply a stationary phase argument and find that there exists a stationary map given by
only if t 0 = t c with
We also find that the three other terms p 1,II , p 1,III , and p 1,IV do not have such a stationary map, so that they bring a contribution to the value of p 1 which is at least of order √ ε lower than p 1,I .
We finally apply the same asymptotic analysis as in Section 5, so as to obtain the statistical limit of the product T g (ω, µ c , z s )T g (ω, µ c , z s ). Besides we have established in Proposition 6.1 that the primary field p 0 is vanishing at the surface. Combining these results we establish the following proposition.
Proposition 6.2. Let t c be equal to (6.21) . If t 0 = t c , then the pressure field p(t 0 + ε·) at the observation point O 1 = (x 1 , 0) converges to 0. If t 0 = t c , then the whereḠ = G(t)dt, B is a standard Brownian motion that is independent of the observation point, This deterministic shape is thus the convolution of the original power spectral density of the source with a deterministic kernel. Note that the kernel is more complicated than the ones that have been exhibited in the previous sections, because it involves the expectation of a product of the form T g (µ c , ω)T g (µ c , ω)T g (µ c , ω)T g (µ c , ω) with µ = µ c = µ c . The presence of two correlated generalized transmission coefficients (those with the same µ) is the origin of the complicated kernel. The CCF has also a random center that is given by
The procedure to identify the scatterer location is the same as the one described in Subsection 5.6 and requires the CCF between five observation points, O j , j = 1, · · · , 5. By observing the maxima T j5 of the CCF between O j and O 5 , we get the scatterer location S and the random delay by inverting the four relations (|O j S| − |O 5 S|)(1 + Z s ) = c 0 T j5 , j = 1, · · · , 4.
6.3. Illumination by a set of random sources. We assume in this section a series of sources located at the surface and generating random signals. These signals are assumed to be independent and the positions of the sources are denoted by S j = (x sj , 0), j = 1, · · · , n. The total source term is therefore
where f j are independent processes with power spectral densitiesĜ j . The results obtained in the previous subsection can be readily extended to this configuration. We consider a scatterer located in S = (x s , z s ) and two observation points O 1 = (x 1 , 0) and O 2 = (x 2 , 0). We compute the CCF defined by (6.29). Proposition 6.5. Let t c be equal to (6.30) . If t 0 = t c , then the CCF C(t 0 + ε·) converges to 0. If t 0 = t c , then the CCF C(t c + ε·) converges in distribution to a random function C(t c + εσ) ε→0 −→ C(σ − T ), (6.33) whose shape is deterministic but the center is randomly shifted. The shape is where the quantity W n is obtained through the following system of equations:
W n (ω, κ, z 0 , z = z 0 ) = 1 0 (n).
Denoting U ε j = R(ω j , µ j , z 0 , z)R(ω j , µ j , z 0 , z), it is shown in [7] that for two distinct frequencies ω 1 = ω 2 or for distinct µ 1 = µ 2 we have ∂ W n ∂z = γ(ω, κ) (n + 1) 2 W n+1 + n 2 W n−1 − (n 2 + (n + 1) 2 ) W n , W n (ω, κ, z 0 , z = z 0 ) = 1 0 (n).
