How to measure and model volatility is an important issue in finance. Recent research uses high-frequency intraday data to construct ex post measures of daily volatility. This paper uses a Bayesian modelaveraging approach to forecast realized volatility. Candidate models include autoregressive and heterogeneous autoregressive specifications based on the logarithm of realized volatility, realized power variation, realized bipower variation, a jump and an asymmetric term. Applied to equity and exchange rate volatility over several forecast horizons, Bayesian model averaging provides very competitive density forecasts and modest improvements in point forecasts compared to benchmark models. We discuss the reasons for this, including the importance of using realized power variation as a predictor. Bayesian model averaging provides further improvements to density forecasts when we move away from linear models and average over specifications that allow for GARCH effects in the innovations to log-volatility.
INTRODUCTION
How to measure and model volatility is an important issue in finance. Volatility is latent and not observed directly. Traditional approaches are based on parametric models such as GARCH or stochastic volatility models. In recent years, a new approach to modeling volatility dynamics has become very popular which uses improved measures of ex post volatility constructed from highfrequency data. This new measure is called realized volatility (RV) and is discussed formally by Andersen et al. (2001a,b) and Barndorff-Nielsen and Shephard (2002a, b) .
1 RV is constructed from the sum of high-frequency squared returns and is a consistent estimator of integrated volatility plus a jump component for a broad class of continuous time models. In contrast to traditional measures of volatility, such as squared returns, RV is more efficient. Recent work has demonstrated the usefulness of this approach in finance. For example, Bollerslev and Zhou (2002) use realized volatility to simplify the estimation of stochastic volatility diffusions, while Fleming et al. (2003) demonstrate that investors who use RV improve portfolio decisions.
This paper investigates Bayesian model averaging for models of volatility and contributes to a growing literature that investigates time series models of RV and their forecasting power. Recent contributions include Andersen et al. (2003 Andersen et al. ( , 2005 , Andreou and Ghysels (2002) , Koopman et al. (2005) , Maheu and McCurdy (2002) , and Martens et al. (2004) . These papers concentrate on pure Chib (2001) and Geweke (2005) . Formally, Gibbs sampling involves the following steps. Select a starting value,ˇ 0 and 2 0 , and number of iterations N, then iterate on:
ž sampleˇ i ¾ p ˇjY T , 2 i 1 ; ž sample 2 i ¾ p 2 jY T ,ˇ i .
Repeating these steps N times produces the draws
To eliminate the effect of starting values, we drop the first N 0 draws and collect the next N. For a sufficiently large sample this Markov chain converges to draws from the stationary distribution which is the posterior distribution. A simulation consistent estimate of features of the posterior density can be obtained by sample averages. For example, the posterior mean of the function g Ð can be estimated as
g Â i which converges almost surely to E[g Â jY T ] as N goes to infinity. In this paper we compare forecasts of models based on the predictive mean. The predictive mean is computed as
As a new observation arrives the posterior is updated through a new round of Gibbs sampling and a forecast for y TC2 can be calculated.
Model Comparison
There is a long tradition in the Bayesian literature of comparing models based on predictive distributions (Box, 1980; Gelfand and Dey, 1994; Gordon, 1997) . In a similar fashion to the Bayes factor, which is based on all the data, we can compare the performance of models on a specific out-of-sample period. Given the information set Y s 1 D fy 1 , . . . , y s 1 g, the predictive likelihood (Geweke, 1995 (Geweke, , 2005 This summarizes the relative evidence for model M 0 versus M 1 . An advantage of using Bayes factors for model comparison is that they automatically include Occam's razor effect in that they penalize highly parameterized models that do not deliver improved predictive content. For the advantages of the use of Bayes factors see Koop and Potter (1999) . Kass and Raftery (1995) recommend considering twice the logarithm of the Bayes factor for model comparison, as it has the same scaling as the likelihood ratio statistic. 6 In this paper we report estimates of the predictive likelihood corresponding to an out-of-sample period in which point forecasts are also investigated.
Calculating the Predictive Likelihood
The previous results require the calculation of the predictive likelihood for each model. Following Geweke (1995) , each of the individual terms of the right-hand side of (6) can be estimated consistently from the Gibbs sampler output as 
Bayesian Model Averaging
In a Bayesian context it is straightforward to entertain many models and combine their information and forecasts in a consistent fashion. There are several justifications for BMA. Min and Zellner (1993) show that the model average minimizes the expected predicted squared error when the models are exhaustive, while it is superior based on a logarithmic scoring rule (Raftery et al., 1997) . For an introduction to Bayesian model averaging see Hoeting et al. (1999) and Koop (2003) . The probability of model M k given the information set Y T is
where K is the total number of models. In this equation, p M k is the prior model probability, and p Y T jM k is the marginal likelihood. In the context of recursive out-of-sample forecasts, it is more convenient to work with a period-by-period update to model probabilities. Given Y T 1 , after observing a new observation y T , we update as
p y T jY T 1 , M k is the predictive likelihood value for model M k based on information Y T 1 , and can be estimated by (7). p M k jY T 1 is last period's model probability.
The predictive likelihood for BMA is an average of each of the individual model predictive likelihoods:
where each model's predictive density is estimated from (7). Similarly, the predictive mean of y TC1 is
which is a weighted average, using the model probabilities, of model-specific predictive means.
REALIZED VOLATILITY, POWER VARIATION AND BIPOWER VARIATION
A good discussion of the class of special semi-martingales, which are stochastic processes consistent with arbitrage-free prices, can be found in Andersen et al. (2003) . These processes allow for a wide range of dynamics including jumps in the mean and variance process as well as long memory. For illustration, consider the following logarithmic price process: where t is a continuous and locally bounded variation process, t is the stochastic volatility process, W t denotes a standard Brownian motion, dq(t) is a counting process with dq t D 1 corresponding to a jump at time t and dq t D 0 corresponding to no jump, a jump intensity t , and Ä t refers to the size of a realized jump. The increment in quadratic variation from time t to t C 1 is defined as
where the first component, called integrated volatility, is from the continuous component of (12), and the second term is the contribution from discrete jumps. Barndorff-Nielsen and Shephard (2004) consider integrated power variation of order p defined as
where 0 < p Ä 2. Clearly IPV tC1 2 is integrated volatility.
To consider estimation of these quantities, we normalize the daily time interval to unity and divide it into m periods. Each period has length  D 1/m. Then define the  period return as and we have the realized volatility, RV tC1 , estimator discussed in Andersen et al. (2001b) , Shephard (2002b), and Meddahi (2002) . To avoid confusion we refer to RPV tC1 p for p < 2 as realized power variation, and to (16) 
Note that the asymptotics operate within a fixed time interval by sampling more frequently. RV converges to quadratic variation, and the latter measures the ex post variation of the process regardless of the model or information set. Therefore, RV is the relevant quantity to focus on the modeling and forecasting of volatility. For further details on the relationship between RV and the second moments of returns see Andersen et al. (2003) , Shephard (2002a, 2005) and Meddahi (2003) .
From these results, it follows that the jump component in QV tC1 can be estimated by RV tC1 RBP tC1 . RPV tC1 p for p 2 0, 2 and RBP tC1 are robust to jumps. Forsberg and Ghysels (2007) , and Ghysels and Sinko (2006) have found that absolute returns (power variation of order 1) improve volatility forecasting using criteria such as adjusted R 2 and mean squared error. They argue that improvements are due to the higher predictability, less sampling error and a robustness to jumps.
DATA
We investigate model forecasts for equity and exchange rate volatility over several forecast horizons. For equity we consider the S&P 500 index by using the Spyder (Standard & Poor's depository receipts), which is an exchange traded fund that represents ownership in the S&P 500 index. The ticker symbol is SPY. Since this asset is actively traded, it avoids the stale price effect of the S&P 500 index. The Spyder price transaction data are obtained from the Trade and Quotes (TAQ) database. After removing errors from the transaction data, 8 a 5-minute grid from 9 : 30 to 16 : 00 was constructed by finding the closest transaction price before or equal to each grid point time. The first observation of the day occurring just after 9 : 30 was used for the 9 : 30 grid time. From this grid, 5-minute intraday log returns are constructed. The intraday return data were used to construct daily returns (open to close prices), and the associated realized volatility, realized bipower variation and realized power variation of order 0.5, 1 and 1.5 following the previous section. An adjusted estimator of RV and RBP to correct for market microstructure dynamics is discussed below. Given the structural break found in early February 1997 in Liu and Maheu (2008) our data begin on 6 February 1997 and go to 30 March 2004. 9 We reserve the first 35 observations as startup values for the models. The final data have 1761 observations. High-frequency foreign exchange data on the JPY-USD and DEM-USD spot rates are from Olsen Financial Technologies. We adopt the official conversion rate between DEM and euro after 1 January 1999 to obtain the DEM-USD rate. Bid and ask quotes are recorded on a 5-minute grid when available. To fill in the missing values on the grid we take the closest previous bid and ask. The spot rate is taken as the logarithmic middle price for each grid point over a 24-hour day. The end of a day is defined as 21 : 00:00 GMT and the start as 21 : 05:00 GMT. Weekends (21 : 05:00 GMT Friday to 21 : 00:00 GMT Sunday) and slow trading dates (24-26, 31 December and 1-2 January) and the moving holidays Good Friday, Easter Monday, Memorial Day, 4 July, Labor Day, Thanksgiving and the day after were removed. A few slow trading days were also removed. From the remaining data, 5-minute returns where constructed, as well as the daily volatility measures and the daily return (close to close prices). The sample period for FX data is from 3 February 1986 to 30 December 2002. JPY-USD data has 4192 observations. The DEM-USD data have 4190 observations. Conditioning on the first 35 observations leaves us 4157 observations (JPY-USD) and 4155 observations (DEM-USD).
Adjusting for Market Microstructure
It is generally accepted that there are dynamic dependencies in high-frequency returns induced by market microstructure frictions (see Bandi and Russell, 2006; Hansen and Lunde, 2006a; Oomen, 2005; Zhang et al.; among others. The raw RV constructed from (16) can be an inconsistent estimator. To reduce the effect of market microstructure noise, 10 we employ a kernelbased estimator suggested by Hansen and Lunde (2006a) which utilizes autocovariances of intraday returns to construct realized volatility as
where r t,i is the ith logarithmic return during day t, and q is a small non-negative integer.
The theoretical results concerning this estimator is due to Barndorff-Nielsen et al. (2006a) . This Bartlett-type weight ensures a positive estimate, and Barndorff-Nielsen et al. (2006b) show that it is almost identical to the subsample-based estimator of Zhang et al. (2005) . We list the summary statistics for daily squared returns, unadjusted RV and the adjusted RV for q D 1, 2 and 3 in Table I . As a benchmark, the average daily squared return can be treated as an unbiased estimator of the mean of latent volatility. However, it is very noisy, which can be seen from its large variance. The RV row lists the statistics for the unadjusted RV. The average difference between the mean of daily squared returns and unadjusted RV is fairly large. This suggests significant market microstructure biases. The adjusted RV provides an improvement. In our work we use q D 3. The time series of adjusted log RV t measures are shown in Figure 1 .
Market microstructure also contaminates bipower variation. As in Andersen et al. (2007) and Huang and Tauchen (2005) , using staggered returns will decrease the correlation in adjacent returns induced by the microstructure noise. Following their suggestion, we use an adjusted bipower jr t,j 2 jjr t,j j 22
In the following we refer to adjusted RV q t as RV t , and RBP tC1 as RBP tC1 . Of course, market microstructure may also affect power variation measures, but it is much harder to correct for and empirically may be less important (Ghysels and Sinko, 2006) .
PREDICTORS OF REALIZED VOLATILITY
This section provides a brief discussion of the potential predictors that could be used to forecast RV. Although daily squared returns are a natural measure of volatility, as shown by Andersen and Bollerslev (1998) they are extremely noisy. A popular proxy for volatility that exploits intraday information is the range estimator used in Brandt and Jones (2006) . It is defined as range t D log P H,t /P L,t , where P H,t and P L,t are the intraday high and low price levels on day t. According to Alizadeh et al. (2002) , the log-range has an approximately Gaussian distribution, and is more efficient than daily squared returns.
Besides lagged values of realized volatility, previous work by Forsberg and Ghysels (2007) , and Ghysels and Sinko (2006) has shown power variation of order 1 to be a good predictor. Other orders may be useful. Figure 2 displays the sample autocorrelation function for log RV t , log RPV t 0.5 , log RPV t 1 , log RPV t 1.5 and log RBP t for the JPY-USD. The autocorrelation function (ACF) for realized volatility is below all the others. Each of the power variation measures is more persistent over a wide range of lags. Finally, Table II gives out-of-sample predictive likelihoods 11 and several forecast loss functions for a linear model discussed in the next section. All models have the common regressand of log RV t from JPY-USD or DEM-USD but differ by the regressors. Included are versions with 11 Using the notation of Section 2.2 the predictive likelihood is computed as  t jDs p y j jY j 1 , s < t over the out-of-sample period. D log P H,t 1 /P L,t 1 , and column 6 W t 1 D r 2 t 1 , the daily squared return. It is identical for the DEM-USD except that column 3 sets W t 1 D RPV t 1 1.5 . P H,t 1 and P L,t 1 are the intraday high and low price levels on day t 1. For the out-of-sample period we report the log predictive likelihood (PL), root mean square error (RMSE) and mean absolute error (MAE) for the predictive mean, and the R 2 from a forecast regression of realized volatility on a constant and the predictive mean.
realized volatility, RPV(1), RPV(1.5), RBP, the daily range and daily squared returns. The range provides a considerable improvement upon daily squared returns, while RV, RPV, and RBP provide further improvements. Based on the predictive likelihoods, for the JPY-USD market RPV(1) has a marginally better performance than RV. On the other hand, the version with RBP is the best in the DEM-USD market. Clearly, there is risk in selecting any one specification.
Based on this discussion we will confine model averaging to different specifications featuring RV, RPV and realized bipower variation, and will not consider daily squared returns or the range. The specifications are discussed in the next section.
MODELS
We consider two families of linear models. The first is based on the heterogeneous autoregressive (HAR) model of realized volatility by Corsi (2004) . Corsi (2004) shows that this model can approximate many of the features of volatility, including long-memory. Specifically, we use the logarithmic version (HAR-log) similar to Andersen et al. (2007) . Our benchmark model is log RV t,h Dˇ0 Cˇ1 log RV t 1,1 Cˇ2 log RV t 5,5 Cˇ3 log RV t 22,22 Andersen et al. (2007) , Huang and Tauchen (2005) RBP tCi 1 as the corresponding average realized power and bipower variation, respectively. Note the special case RV t,h D RPV t,h 2 . A summary of the specifications is listed in Table III . The first panel displays HAR-type configurations. Each row indicates the regressors included in a model. A 1 indicates a daily factor (e.g., log RPV t 1,1 1 ) a 2 means a daily and weekly factor (e.g., log RPV t 1,1 1 , log RPV t 5,5 1 ) and a 3 means a daily, weekly and monthly factor (e.g., log RPV t 1,1 1 , log RPV t 5,5 1 , log RPV t 22,22 1 ) using the respective regressor in that column. Models 1-5 are HAR-log specifications in logarithms of either RV, RPV(0.5), RPV(1), RPV(1.5) or RBP. Models 6-41 provide mixtures of volatility HAR terms. A typical model would have regressors of log RV t h,h and log RPV t h,h p or log RBP t h,h for h D 1, 5 and 22 as well as a jump term J t 1 . For instance, specification 20 has regressors X t 1 D [1, log RV t 1,1 , log RV t 5,5 , log RPV t 1,1 0.5 , log RPV t 5,5 0.5 , log RPV t 22,22 0.5 , J t 1 ]. In the case of equity, L t 1 is included, while it is omitted in the FX applications.
12
The next set of models are based on autoregressive type specifications. In the second panel of Table III , models 42-56 are AR specifications in logarithms of either RV, RPV (0.5), RPV(1), RPV(1.5) or RBP. Models 57-72 provide AR models of mixtures of volatility terms. For example, model 70 includes 10 lags of daily RV, and 5 lags of daily RPV(1), and has the form log RV t,h Dˇ0 Cˇ1 log RV t 1 C Ð Ð Ð Cˇ1 0 log RV t 10 Cˇ1 1 log RPV t 1 1 C Ð Ð Ð Cˇ1 5 log RPV t 5 1 CˇJJ t 1 C u t,h , u t,h ¾ NID 0, 2 26 In total there are 72 different specifications that enter the model averages.
When h > 1, we ensure that our predictions of log RV t,h are true out-of-sample forecasts. For instance, for (23) if we used data till time t for estimation, the last regressand would be log RV t hC1,h , then the forecast is computed based on this information set for E[log RV tC1,h jRV t , RV t 1 , . . .]. This is the predictive mean estimated following (3).
RESULTS
We do Bayesian model comparison, and model averaging conditional on the following uniformative proper priors:ˇ¾ N 0, 100I , and 2 ¾ IG 0.001/2, 0.001/2 . For the linear models the first 100 The first panel displays HAR-type model configurations. A 1 indicates a daily factor (e.g., log RPV t 1,1 1 ) a 2 means a daily and weekly factor (e.g., log RPV t 1,1 1 , log RPV t 5,5 1 ) and a 3 means a daily, weekly and monthly factor (e.g., log RPV t 1,1 1 , log RPV t 5,5 1 , log RPV t 22,22 1 ) using the respective regressor in that column. The second panel is for AR-type models. Each row lists the number of lagged regressors from the respective column. All specifications include a jump term and the S&P 500 has a leverage term.
Gibbs draws were discarded and the next 5000 were collected for posterior inference. The output from the Gibbs sampler mixed well with a fast-decaying autocorrelation function. There are K D 72 specifications (Table III ) that enter the model averages. In performing Bayesian model averaging we follow Eklund and Karlsson (2007) and use predictive measures to combine individual models. We set the model probabilities to P M k D 1/K, k D 1, . . . , K at observation 500.
13 Thereafter we update model probabilities according to Bayes' rule. The training sample of 500 observations only affects BMA, and Section 7.3 shows the results are robust to different sample sizes. The effect of the training sample is to put more weight on recent model performance. As Eklund and Karlsson (2007) show, this provides protection against in-sample overfitting and can improve forecast performance. To compute the predictive likelihood from the end of the training sample to the last in-sample observation we use the Chib (1995) method 14 (see the Appendix for details); thereafter we update model probabilities period by period using (7) and (9).
The in-sample observations are 1000 for S&P 500, and 3000 for both JPY-USD and DEM-USD. 
Bayesian Model Averaging
The predictive likelihood for BMA along with several benchmark alternatives is displayed in the left panel of Table IV . 15 Included are autoregressive models in log RV t , the HAR-log specification in (23), and a simple model average (SMA) which assumes equal weighting across all models through time.
Beginning with the S&P 500, BMA is very competitive. When h D 1, the log predictive likelihood is larger than all the benchmarks except for the AR(15) model, where BMA and AR (15) have very close values. The evidence for h D 5 and h D 10 is stronger. The log(PL) for the BMA is about 6 and 16 points larger than those from the best benchmarks. We also find the SMA is dominated by many of the benchmarks, and it has poor performance compared with BMA. The difference between these model averages is that BMA weights models based on predictive content while the SMA ignores it.
For JPY-USD market the Bayesian model average outperforms all the benchmarks for each time horizon. Compared to the HAR-log model used in Andersen et al. (2007) the log predictive Bayes factor in favor of BMA is 10.0, 6.9, and 12.6 for h D 1, 5, and 10, respectively. It also performs well for DEM-USD when h D 1. However, for h D 5 and h D 10 the BMA is second to the AR(15) model. In summary, in six out of nine cases BMA delivers the best performance in terms of density forecasts, and when it is not the top model it is a close second.
Out-of-Sample Point Forecasts
Although we focus on the predictive likelihood to measure predictive content, it is interesting to consider the out-of-sample point forecasts of average log volatility based on the predictive mean. Recent work by Hansen and Lunde (2006b) and Patton (2006) has emphasized the importance Table IV . Out-of-sample forecasts, log RV t,h
A: S&P 500 AR (5) This table reports the out-of-sample log predictive likelihood (log(PL)), and the out-of-sample root mean square forecast error ( of using a robust criterion, such as mean squared error, to compare model forecasts against an imperfect volatility proxy like realized volatility. Therefore, the right panel of Table IV reports the root mean squared forecast error (RMSE). The out-of-sample period corresponds exactly to the period used to calculate the predictive likelihood. Forecast performance is listed for the same set of models as in the previous section. BMA performs well against the benchmarks. For S&P 500, BMA is better than all the benchmarks for h D 5 and 10, and second best when h D 1. For JPY-USD, BMA is the top performer. As with our previous results, BMA is weaker in the DEM-USD market. In this case the SMA and the AR(15) perform well.
BMA is competitive for all data series and forecast horizons, although any improvements it offers are modest. 16 In five of the nine cases BMA has the lowest RMSE.
Training Sample
The above results are based on model combination using predictive measures. As previously mentioned, we set the model probabilities to P M k D 1/K, k D 1, . . . , K at observation 500; thereafter model probabilities are updated according to Bayes rule. This training sample of 500 observations puts more weight on recent model performance and less on past model performance.
To investigate the robustness of BMA to the size of the training sample, we calculate the results with different sample sizes as well as no training sample. Results are summarized in Table V for DEM-USD with similar results for the other data. Focusing on the predictive likelihood, we see that using more recent predictive measures has some benefit for h D 10.
The Role of Power Variation
In this section we investigate why BMA performs well. One reason is that it weights individual models based on past predictive content through the model probabilities. Over time model performance changes and BMA responds to it. Another possibility is that the specifications with power variation are better than existing models that only use RV.
To focus on this latter question we divide all the models that enter BMA into three groups according to their regressors. These are: the 'RV only group', which includes all models that have regressors constructed from only lag terms of log RV t ; the 'RPV group' includes all models in which at least one RPV regressor is used; and the 'RBP group' is all models that have RBP regressors. Table VI reports the predictive likelihood of the best models within each group for each of the forecast horizons h D 1, 5, and 10. The rank of the model among the K D 72 alternatives is also displayed.
Including RPV terms can improve forecasting power. For S&P 500 when h D 1, if we exclude RPV regressors, the best individual model has a log-predictive likelihood 527.0 with a rank of 2 out of the full 72 models. Among the models with RPV, the best one has log(PL) of 526.0 and it is also the best model overall. For h D 5, including RPV increases log(PL) from 310.1 for the RV group to 302.2 (rank from 13 to 1). For h D 10, the best RPV model achieves a 299.1 with rank 1, while the best RV model is 316.8 with rank 38.
The results from the JPY-USD market provide very similar supportive evidence for the inclusion of RPV. In panel B, the best models in the RPV group dominate those in the RV only group across h with much higher predictive likelihood values ( 835.6 vs. 844.6 for h D 1, 648.0 vs. 659.4 for h D 5 and 647.9 vs. 661.5 for h D 10) and ranking (1, 1, 1 compared with 40, 22 and 22 The first column is the number of observations in the training sample. A 0 denotes no training sample. Other columns show the results for BMA, including log predictive likelihood (PL) and root mean squared forecast error (RMSE). This table reports the best model among a specific set of regressors. 'RV only' is the best model with regressors constructed from only lags of RV terms. 'With RPV' row reports the best model which includes RPV in the regressors and 'with RBP' is the best model with RBP terms. The candidate models are summarized in Table III. for h D 1, 5, 10). For DEM-USD data, when h D 1, the best model is from the RPV group. When h D 5 and 10, the top specification has only RV terms; however, the second best includes RPV.
In many cases models with RBP improve upon those with only RV. They increase logpredictive likelihood for S&P 500 when h D 10, for JPY-USD across all forecast horizons, and for DEM-USD when h D 1. However, the improvement is not as large as models with RPV terms.
In summary, as a group, specifications with RPV regressors deliver forecast improvements. Bipower variation delivers relatively smaller improvements over models with only realized volatility regressors. However, specifications with RPV or RBP terms also display considerable model uncertainty, but BMA gives them larger weights when they perform well.
Model Risk
The message of this paper is that one should model average to reduce risk. Models that perform well in one market and forecast horizon generally do not in other cases. In fact they often perform poorly. Table VII displays the differences in top models over markets and forecast horizons. For instance, the top JPY-USD h D 5 model, which is labeled 'HAR: RV D 3, PV 1 D 2', achieves log PL D 648.0. However, a rather different AR(15) in realized volatility is the best model in DEM-USD, h D 5. In fact, the previous model does relatively poorly with only log PL D 478.40, about 6 points worse than the AR(15). This example also illustrates the need to have a wide range of different model specifications, and not just the apparent top specifications that include realized power variation. 
Model specification log(PL) Model specification log(PL) Model specification log(PL) a GARCH(1,1) specification for each model. The new class of models extends those of Section 2.1 to
Gibbs sampling is not readily available for this model. 17 Instead, we adopt the random walk Metropolis-Hastings algorithm following Vrontos et al. (2000) . The details of estimation for this model and the predictive likelihood computation are presented in the Appendix. Table VIII compares the out-of-sample log predictive likelihood for models with GARCH errors for h D 1. All models that enter the model average have GARCH(1,1), including the benchmark specifications. Compared with Table IV, the GARCH alternatives dominate their homoskedastic counterparts. For example, the HAR-log-GARCH model improves upon the HARlog with increases in the log (PL) of 7.3 for S&P 500, 33.5 for JPY-USD, and 34.8 for DEM-USD.
Consistent with our previous results, BMA provides overall good performance in extracting predictive content from the underlying models. For JPY and DEM data, it is the top specification, while it is a close second for the S&P 500. In summary, averaging over a better class of models, BMA remains a useful approach to reduce model risk and provide consistently good density forecasts.
CONCLUSION
This paper advocates a Bayesian model-averaging approach to forecasting volatility. Recent research provides a range of potential regressors. Model averaging reduces the risk compared to selecting any one particular model. Bayesian model averaging, ranked by any of the criteria studied in this paper, is the top performer, or very close to it. This occurs over three different markets of realized volatility and three different forecast horizons. Density forecasts show the most improvement, while point forecasts show only modest gains over existing benchmark models. We find that Bayesian model averaging provides further improvements to density forecasts when we move away from linear models and average over specifications that allow for GARCH effects. Other models that may be useful to average over include specifications with nonlinear terms and fat-tailed innovations.
APPENDIX

Marginal Likelihood
In this Appendix we review the estimation of the marginal likelihood following Chib (1995 are available directly from our Gibbs estimation step, and the conditional density p 2Ł jY T ,ˇŁ is inversegamma as in Section 2.1 givenˇŁ.
Estimation of Models with GARCH
We set all priors in the regression equation as before; they are independent normal N(0,100). The GARCH parameters have independent normal N (0, 100) truncated to ω > 0, a ½ 0, b ½ 0, and a C b < 1. These priors are uninformative.
Denote all the parameters by  D f 1 , 2 , Ð Ð Ð , L g. Since the conditional distributions for some of the model parameters are unknown, Gibbs sampling is not available. Instead we use a random walk Metropolis-Hastings algorithm. If we denote all the parameters except for l as  l D f 1 , Ð Ð Ð , l 1 , lC1 , Ð Ð Ð , L g, we sample a new l given  l fixed. With  as the previous value of the chain we iterate on the following steps: where h t D ω C a y t X t 1ˇ 2 C bh t 1 . 18 Each 2 l is selected to give an acceptance frequency between 0.3 and 0.5. Running steps 1-2 above for all the parameters l D 1, . . . , L, we obtain a new draw  which is one iteration. We perform 200,000 iterations and use the last 100,000 for posterior inference.
For the marginal likelihood we use the method of Gelfand and Dey (1994) is a truncated multivariate normal. Note that the prior, likelihood and g  must contain all integrating constants. Finally, to avoid underflow/overflow we use logarithms in this calculation.
