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Abstract. A common assumption of novelty detection is that the dis-
tribution of both “normal” and “novel” data are static. However, this
is often not the case in scenarios where data evolves over time, or when
the definition of normal and novel depends on contextual information,
leading to changes in these distributions. This can lead to significant
difficulties when attempting to train a model on datasets where the dis-
tribution of normal data in one scenario is similar to that of novel data
in another scenario. In this paper we propose a context-aware approach
to novelty detection for deep autoencoders. We create a semi-supervised
network architecture which utilises auxiliary labels in order to reveal con-
textual information and allows the model to adapt to a variety of normal
and novel scenarios. We evaluate our approach on both synthetic image
data and real world audio data displaying these characteristics.
Keywords: novelty detection · anomaly detection · deep learning · audio
· semi-supervised learning ·
1 Introduction
Novelty detection is often framed as a task where the definition of “normal”, or
data that has been “seen” before, is static. Furthermore, the nature of what is
“novel” is often also fixed. However, in real world scenarios, this assumption is
often insufficient, given that the nature of normality and novelty may evolve as
a function of time or depend on the context in which data is seen [3]. This paper
addresses the latter scenario. There are many situations where an event that is
normal in one context, may be completely abnormal in another. For example,
the activity of one person’s running pattern measured using a wearable sensor
depends on various physical factors and may correspond to another person’s
walking pattern making it difficult to build non-personalised models that gen-
eralise over all people [11]. Similarly, in seizure detection, cross-patient models
that use EEG streams are significantly more challenging to create than patient
specific models due to a high degree of variability between patients [26]. In these
scenarios we can consider the runner or patient to whom the data belongs to
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define a context within which a model should operate. This is easily obtained
metadata that can be utilised in order to provide a model with additional in-
formation that allows for the association of a particular distribution with a set
of contextual information. In this way problems can be solved with a single
contextualised model, rather than multiple models built for individual contexts.
This notion of context is a particularly useful observation when one considers
the lack of labelled data inherent to novelty detection. In many novelty detection
scenarios, for example seizure detection from EEG data or fall detection from
activity data, it is not practical to build individualised models for each context
and so it would be useful to have have an effective way to build novelty detection
models that can effectively utilise data from multiple contexts to build a single,
accurate model. This motivates a semi-supervised approach where the detection
algorithm is conditioned on context and therefore context-aware. This approach
therefore has two sources of information that lead it to become semi-supervised:
the underlying assumption that all data in the training set is from the “normal”
class, along with a piece of information detailing the context of the normal data.
In this paper we use these sources of information to build a novel contextually
conditioned deep autoencoder model for context-aware novelty detection.
The main contributions of this paper are:
1. We experimentally show on both synthetic and real data that shifts in con-
text degrade detection ability necessitating individual models to be trained.
2. We show that conditioning deep autoencoders with easily obtained auxiliary
labels can allow a single detector to be trained even on data displaying
contextual shifts.
3. We compare two methods of conditioning and propose the use of a dis-
criminative model to obtain more fine grained feature representations of
contextual information.
4. We analyse the role of embedding size on the performance of conditioned
models.
5. We show that similar, and sometimes even improved, performance to that
achieved by multiple deep autoencoder models trained for different contexts
can be achieved by a single conditioned deep autoencoder model.
The reminder of the paper proceeds as follows. Section 2 describes existing
work related to deep novelty and anomaly detection in both static and streaming
data models as well as work on neural network conditioning. A detailed expla-
nation of our proposed approach is provided in Section 3. We define the datasets
used in our evaluation experiments along with training procedures and model
configurations used in Section 4. The results of our evaluation experiments are
presented in Section 5 along with a discussion of these results. Finally, section 6
summarises our main findings and proposes directions for future work.
2 Related work
This section describes related work in deep anomaly and novelty detection. We
also describe work on contextual conditioning that motivates the methodology
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used in our proposed approach, along with work that address novelty or anomaly
detection using deep architectures in the presence of shifts in distribution.
2.1 Deep Anomaly Detection
There is a significant amount of existing work in the area of anomaly and nov-
elty detection in the context of deep learning. Here, it should be noted that we
treat anomaly detection as a subcategory of novelty detection. Golan et al.[7] use
a discriminate learning strategy for detecting anomalies in images through ap-
plying transformations in data with their resulting network learning to not only
discriminate between normal and abnormal images, but also between each trans-
formation. For inference, each transformation is applied to a query image and
the novelty signal is based on the network’s ability to recognise those transforma-
tions. Pidhorskyi et al. [17] combined adversarial losses with reconstruction error
in order to compute the likelihood of samples being generated from an inlier dis-
tribution. Gong et al. [8] use a memory augmented network in order to improve
detection by limiting the network to learning only prototypical normal data in
order to avoid a pathalogical scenario where the network generalises so well that
it succeeds in also learning anomalies. This is achieved by learning a fixed number
of sparse representations of the normal data via a content addressable memory
and retrieving these representations at test time via an attention mechanism.
This way, only normal representations learned at training time can be retrieved,
resulting in a poor reconstruction error for anomalous queries. Nguyen et al. [13]
addressed the issue of high likelihood being assigned to anomalous regions by
encouraging a variational autoencoder to learn multi-model distributions using
multiple hypothesis networks [21] along with a discriminator network in order
to prevent the network from assigning high likelihood to non-existent regions of
the input. An important scenario in novelty detection that is not addressed well
in the literature however, is the situation where data does not have a “static”
distribution for both normal and anomalous data.
2.2 Deep Anomaly Detection in Data Streams
A continual learning approach was taken by Wiewel et al. [28] for scenarios where
past data is unavailable when retraining models on new incoming data. They
utilise generative replay [22] in order to augment their dataset, mitigating the
effects of catastrophic forgetting when training on the most recent examples. In
the field of acoustic modeling, a scene-dependent acoustic event detector was
proposed by Komatsu et al. [10]. This work is perhaps the closest to addressing
the problem addressed in this paper, with the authors using I-vectors, a low-
dimensional embedding which uses factor analysis of the difference between a
Universal Background Model and a short audio segment-specific model, as an
additional input to a WaveNet [14] model. WaveNet is an autoregressive model
that also contains a conditioning mechanism. Our proposed approach however,
is not domain-specific and differs in both the method of embedding and the con-
ditioning mechanism. In this paper we propose to use contextual information to
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augment a deep autoencoder model. We propose to incorporate this informa-
tion in a number of ways. Firstly, by incorporating labels that denote contextual
information and secondly through building a discriminative model to build an
embedding, giving more fine grained feature information for each context. We
incorporate this information through the use of conditioning. The next section
describes the relevant background on conditioning.
2.3 Contextual Conditioning
Conditioning in deep learning has provided an efficient mechanism with which to
manipulate the output of deep networks such as generative adversarial networks
[19], autoreggressive networks [14] and variational autoencoders [25]. It works by
using auxiliary inputs and using these inputs to apply transformations to an ex-
isting network. This mechanism has been applied over a wide range of domains
from image generation and style transfer to speech synthesis [14] and source
separation [23]. Though many works apply conditioning, the manner in which
this conditioning is achieved tends to vary, with both shifting and scaling of the
features in models being common. Moreover, the layer at which these operations
occur also varies throughout the work. Methods include conditional batch nor-
malisation [4] and feature-wise sigmoidal gating [5,14]. An all-encompassing ap-
proach, termed Feature-wise Linear Modulation (FiLM), was proposed by Perez
et al. [15]. FiLM uses both scaling and shifting operations while empirically
showing that these operations, originally proposed in conditional batch normal-
isation [4], could be effectively decoupled from batch normalisation operations,
and also applied throughout all layers of a network.
3 Proposed Architecture
We propose a novel contextually conditioned deep autoencoder architecture for
context-aware novelty detection. The advantage of this architecture is that is
allows a single model to be trained for disparate contexts. The architecture is
comprised of two components: a deep autoencoder and a contextual encoding
function. These are described in detail in the following sections.
3.1 Deep Autoencoder
Autoencoders, in their simplest form, learn meaningful representations by com-
pressing an input feature vector with an encoding function which is then decoded
with a decoding function in order to “reconstruct” the input. This compressed
encoding limits the network in such a way that it is encouraged to learn a mean-
ingful representation of data, as opposed to a trivial representation that could
occur if this layer had a number of hidden nodes greater than or equal to the
number of inputs [9]. Deeper autoencoders may also be employed by simply
increasing the number of layers in the encoder and decoder.
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Formally we define a fully connected autoencoder (AE) with inputs x ∈ Rd
and output “reconstruction” x′ ∈ Rd, where d refers to the input dimension.
We define an encoder network f : Rd ⇒ Rm, where m is the dimension of the
encoding z , along with a decoder network g : Rm ⇒ Rd. The mapping from
input to encoder is therefore defined as
z = f(x, θe) (1)
where θe defines the parameters of the encoder network. While the decoder is
defined as
x′ = g(z, θd) (2)
where θd defines the parameters of the decoder network. In the proposed model
the encoder and decoder parameters, θe and θd, are untied.
For novelty detection, autoencoders are trained on normal data with the
expectation that, at test time when novel data is presented to the network,
the reconstruction error will be higher than for normal data. This means that
reconstruction error is used as a measure of novelty. We classify autoencoders
used for novelty detection as a semi-supervised machine learning approach as
they are trained on only normal data, and an implicit label arises from the
assumption that all training data belongs to the “normal” class.
3.2 Conditioned Autoencoder
To encourage an autoencoder to adapt to contextual information, and thereby
modulate its output depending on a given context, the network is conditioned
using an auxiliary context label. From a high level, the auxiliary context label
denotes some form of partitioning of the dataset which indicates the context
from which the data was derived. For instance, this could be a label indicating
the day on which traffic volumes were recorded or the place in which audio was
recorded. Context is recorded in a training dataset through a set of auxiliary
labels, 〈Ci〉i∈I . Crucially, these labels do not contain any information about the
nature of anomalies but only serve as a more fine-grained representation of each
normal example used to train the network.
To condition the deep autoencoder, we use the Feature-wise Linear Mod-
ulation (FiLM) [15] network conditioning strategy.1 This approach avoids the
difficult choice that simpler conditioning methods have to make about which
layer in a network should be conditioned and conditions every layer. The opera-
tion that should be used to condition networks has also been a source of debate in
the literature, with both additive and multiplicative approaches being common
[16]. The affine transformation used in FiLM uses both, thereby again avoiding
a difficult decision. Each layer of the network, zk, is conditioned separately using
scaling and shifting vectors, γk and βk, derived from a conditioning vector, hc.
1 This layer-by-layer conditioning is also in contrast with a previous approach to au-
toencoder conditioning proposed by [20] where simply the layer before the ”bottle-
neck” is conditioned using a gating procedure for the purposes of sampling condi-
tional distributions.
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Fig. 1: For a layer k, an embedding corresponding to the context of a particular
example is first passed through an additional layer in order to transform it into
the same dimensions as this layer. The conditioned layer corresponds to the layer
after being scaled by γk and shifted by βk. For clarity these operations are only
shown at one layer but occur at every layers in the network.
Equation 3 describes the mapping γk : Rp ⇒ Rq from the conditioning vector
hc to the scaling vector γk, where p and q are the dimensions of the conditioning
vector and the layer to be conditioned respectively. γk is the vector by which
layer k is scaled.
γk = hcWγk + bγk (3)
Similarly, equation 4 describes the mapping βk : Rp ⇒ Rq which outputs the
shifting vector βk for layer k.
βk = hcWβk + bβk (4)
As γk and βk are now the same dimension as zk (the layer in the autoencoder
to be conditioned) conditioning is then performed using an element-wise affine
transformation [15].
z ′k = γk  zk + βk (5)
After the scaling and shifting of this layer, the output is passed through a ReLU
non-linearity.
3.3 Contextual Encoder
We explore two representations for the contextual information. First, we explore
the most obvious approach of using the one hot encoded vector of the context
label as the conditioning vector, hc. When a one hot encoded vector is used for
conditioning, where ci is the one hot vector for the ith context, h
c = ci.
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Fig. 2: A conditioning vector generated by taking an average of the embeddings
generated at thee penultimate layer of the discriminator network for all examples
in the training. In this diagram n = |Xc|.
Second, we explore the use of an conditioning vector derived from a discrim-
inative model. We define a discriminative model d(x) which predicts the context
to which a training example x belongs. The predicted context cˆ is defined as
cˆ = d(x, θc) (6)
where d(x; θc) is a fully connected neural network with l layers, and θc are
the network parameters which are comprised of a set of weight matrices θc =
{W c1 , ...,W cl }, one for each layer of the network.
In order to condition the deep autoencoder on the features learned by the
discriminative model, the output of the layer preceding the final fully connected
layer in the context discriminator, layer l− 1, is used as the conditioning vector,
hc, in the autoencoder. The intuition behind the use of this layer in particular
is that deep networks have been shown to learn features that are more and
more linearly separable as the network increases in depth. This idea has been
experimentally reinforced by [1].
The most obvious way to extract the conditioning vector from the discrim-
inator network would be to feed training examples into the network and use
the activations of the penultimate layer directly to condition the autoencoder.
However, at testing time, it will not be known whether testing examples will be
of the normal or novel class (distinguishing between these classes is the point
of the autoencoder!). If conditioning vectors based on embeddings generated in
the discriminator network for novel examples it is likely that they would not be
representative of the context in which the novel example resides.
The alternative approach that we take is to create an embedding for each
context that utilises the activations obtained during the training of the discrim-
inative model. In this case the activations for each context are collected during
training and the mean vectors of these activations are used as an embedding for
each context. An embedding for a particular context hc is defined as
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hc =
1
|Xc|
∑
xci∈Xc
d(xci ; {W 1, ...W l−1}) (7)
where Xc represents the examples in the training set where the context label is
c. The modified autoencoder model is therefore described as:
z = f(x,hc; θ
e) (8)
x′ = g(z,hc; θd) (9)
This approach to generating conditioning vectors is similar to d-vectors where
the mean of activations of the last layer of a network is used for a number of
speakers in order to build a representation of each speaker for the task of speech
verification [27]. This strategy is also similar to a to a method proposed in proto-
typical networks in the field of few-shot learning [24] where a vector representing
the mean of the embedded support set examples for each of a set of classes is
used as a prototype representation. This also bares a resemblance to a Universal
Background Model (UBM) which is used as conditioning criteria by [10] on a
WaveNet style anomaly detector. Though, in contrast, our representation is not
domain specific and can theoretically be used on with any data type.
4 Experiments
We have designed a set of evaluation experiments to evaluate the performance
of our proposed approach and to measure the effect of conditioning. We com-
pare models with different conditioning criteria and use various unconditioned
models as benchmarks. Code available at https://github.com/context-net/
context-net.git
4.1 Data
Synthetic data To mimic the phenomena of different contexts in novelty de-
tection in a controlled setting, the MNIST dataset is partitioned in order to
reflect various contextual changes. Let 〈Ci〉i∈I denote the contexts in dataset D,
where ∀i, j ∈ I : i 6= j ⇒ Ci ∩ Cj = Ø (pairwise disjoint). The discriminator
model discriminates between the set of contexts C. For example, in the case
where |C| = 3 and c denotes the digit class label of example n.
cn =

100 yn ∈ C1
010 yn ∈ C2
001 yn ∈ C3
In the MNIST dataset, we partition the data into three distinct sections where
the labels in each section do not overlap. These are: C1 = {0, 1, 2}, C2 = {3, 4, 5}
and C3 = {6, 7, 8}. To simulate contextual anomalies, we then relabel data as
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Fig. 3: Example of MNIST dataset configuration
being ‘normal’ or ‘novel’ and create scenarios where in one context images of a
specific digit are ‘novel’, whereas in another context images of the same digit or
considered ‘normal’. Fig. ?? illustrates this.
We first partition the dataset, D, into k subsets. Each subset Dk is associated
with a particular context. For each subset, a label yn is assigned as ‘normal’ (0)
if yn ∈ Ci. For each subset Dk, a single, different class cj is selected from a
different context set Cj where i 6= j. Each subset is sampled uniformly without
replacement from data with classes ∈ Ci ∪ {cj}. For each subset, a label yn is
assigned as ‘novel’ (1) if yn = cj . For a label ynk and an example n, in a data
subset Dk:
ynk =
{
normal (0) ynk ∈ Ci
novel (1) ynk = cj ∈ Cj
(10)
Using MNIST data we generate three subsets, D1, D2 and D3. For C1 we
take a novel digit from C2 or C3; for C2 we take a novel digit from C1 or C2;
and so on. The novel digit for C1 could be {3}, for C2 it could be {6} and for
C3 it could be {0}. When data subsets D1, D2, ..., Dk ∈ D that define three
different contexts are combined, there will be images of the same digit with both
‘novel’ and ‘normal’ labels in the dataset, as they belong to different contexts.
Conditioning should allow us to also take the context into account therefore
discriminating these seemingly similar types of data. Without conditioning, we
expect that a traditional semi-supervised model would be unable to detect that
these examples differ in any way.
MIMII dataset For a real-world dataset, we take the recently proposed MIMII
public dataset [18] which consists of industrial machine sounds recorded from a
number of different machine types and models. The task requires novel audio
to be detected in 10-second audio segments, where a novel audio segment might
indicate a machine about to fail. The original dataset consists of eight channels
of 16-bit audio sampled at 16 KHz. Background environmental noise was also
mixed into the target machine sounds in order to make conditions more realis-
tic. This background noise was added at different signal-to-noise (SNR) ratios,
namely 6dB, 0dB and -6dB, leading to three levels of difficulty. As in the orig-
inal benchmarks in [18], in our experiments we use a representation of audio
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segments that consists of five frames of 64 log-mel spectrogram filters derived
from the first channel of audio with a frame size of 1,024 and a hop-length of
512. This leads to an input vector of 320 dimensions.
The same test data configuration was used as in [18] with all anomalous
sounds being used in the test set along with an equal number of normal segments.
This left the remainder of the data to be used for the training and validation,
of which 90% was used for training and 10% for validation. In the public MIMII
dataset four different types of machine were recorded: ‘valve’, ‘pump’, ‘fan’ and
‘slide rail’. Recordings from four different models of each machine are included.
There are 16 individual machine models, each of which we will consider to define
a context.
4.2 Models
Four different types of models are compared in our experiments:
– Individual Models: For each context, an individual autoencoder model was
trained in order to ascertain the best performance possible given a model
trained on a particular context without intrusion of other normal contexts.
– Combined Models: Combined models take all data from all contexts and
combine them to train a single novelty detection model. In the case of MNIST
this means that, in the test set, there will be instances where two examples
that are drawn from the same distribution (for instance two ”0” digits) will
have opposite labels. This represents an extreme overlap between normal and
abnormal distributions. In the case of the MIMII data, this effect is more
subtle as the combined dataset simply includes examples from all machine
models. We use combined models to show as a benchmark against which to
compare conditioned models.
– One-hot-encoded FiLM Conditioned Models: For FiLM conditioning
models the ID of each context was first used as a context vector with which
to condition models. A j dimensional one-hot-encoded vector was used as a
FiLM input, where j is the number of contexts.
– Contextual Embedding FiLM Conditioned Models: Contextual em-
beddings were derived from the activations of the discriminative model, one
for each context, as described in Section 3. Though the affect of embedding
size on the proposed architecture is not fully understood, it is important
to note that contextual embedding size has been shown to have an affect
on performance of conditioned models in applications of natural language
processing [12]. To investigate whether this is also the case for context em-
beddings, the embedding size was varied by training a number of different
discriminative networks with different capacities, all with different penulti-
mate sized layers. The dimensions evaluated ranged from 32 to 256.
For all autoencoder models mean squared error (MSE) is used as the cost
function during training. The stopping criteria for training was determined by
selecting the epoch with lowest mean-squared error on the validation set. The
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depth, number of hidden layers, number of nodes, batch-size and learning rate
were kept constant over all the semi-supervised networks in order to effectively
evaluate the performance of context-aware models in comparison to their un-
conditioned counterparts. for each model training, validation, and testing were
performed a number of times for different random weight initialisations: 10 times
for MNIST and 3 times for the MIMII dataset (which is significantly larger).
4.3 Evaluation
In order to calculate a novelty score for a given test example, xi, the reconstruc-
tion, xˆi, is compared to xi and a reconstruction error is calculated. We do this
using mean-squared error (MSE)
MSE(xi, x
′
i) =
1
m
m∑
j=1
(xij − xˆij)2 (11)
where m denotes the dimension of the input example. This is based on the
fundamental assumption that those examples that fall outside of the distribution
of the normal data that the autoencoder model was trained on will fail to be
reconstructed correctly and therefore yield a higher novelty score than normal
examples.
Obtaining an optimal threshold on novelty score to classify novelty for each
model is a complex problem in and of itself and is largely domain specific. As
the main objective of this work is the comparison of different methodologies for
generating novelty scores, we instead base our evaluation on the Area Under the
the Receiver Operator Characteristic (ROC) Curve (AUC) which is common in
novelty detection literature [6,2]. For MNIST, the AUC was simply calculated for
each individual context. For the MIMII dataset, evaluation was done in line with
previous baselines using this dataset [18]. For every machine type and model,
there were a number of audio files in the test set, half with label ‘normal’ and
the other half with label ‘abnormal’. For each audio file of roughly 10 seconds,
the MSE was calculated for each audio segment within that file, leading to a set
of MSE values for each file. The mean of this set of MSE values was then used
as the novelty score for this file. This was repeated for all files. The AUC was
then calculated over all files for each context.
5 Results & Discussion
Table ?? shows the performance of the different models trained for the synthetic
novelty detection problems created based on the MNIST dataset. Although, in
all cases except for the separate models only one model is trained, performance
is measured separately for each context to give a more detailed view of the
differences in model performance. The performance of each approach compared is
ranked and average ranks across the three contexts are calculated to summarise
performance (the separate models are omitted form this as they will always
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Table 1: AUC shown for Mimii dataset. The average rank is calculated for all for
standard AE models trained on all data as well as all proposed architectures.
Normal
digits
Novel
digit
AE separate
(reference)
AE
no cond.
AE FiLM
one hot
AE FiLM
32 embed
AE FiLM
64 embed
AE FiLM
128 embed
AE FiLM
256 embed
0, 1, 2 3 0.945 0.609 0.921 0.860 0.865 0.869 0.926
3, 4, 5 6 0.944 0.491 0.916 0.788 0.802 0.825 0.830
6, 7, 8 0 0.935 0.518 0.893 0.804 0.787 0.816 0.874
Average Rank 6.000 1.333 4.667 4.333 3.000 1.667
achieve the top rank). The separate autoencoder models trained for each context
perform very well. There is a huge degradation in performance, however, by the
combined model trained without conditioning. This is not surprising given the
degree of overlap between the novel and normal classes in the three different
contexts.
Comparing the results of the conditioned models to the unconditioned one
shows the clear improvement provided by contextual conditioning, and demon-
strates that performance similar to that achieved with three separate models
is possible using a single model with conditioning. This is the case even when
a simple one-hot encoded label is used as the conditioning vector. In fact the
model using this simple conditioning vector is the best performing model in this
experiment. The performance of the models that use the embedded conditioning
vector, although much better than the unconditioned model, is not better than
the model using the simpler conditioning vector. It is likely that the reason that
the simple conditioning vector works so well is that the degree of contradiction
between the three contexts is so severe. It is, however, salient that all of context-
aware models give performance quite close to the performance of the separately
trained models.
5.1 MIMII Dataset
The MIMII dataset provides a more realistic view of novelty detection in real
world scenarios with data arising from a number of sources with varying degrees
of degradation of performance when using combined models. Table ?? shows the
performance of each modelling approach. Again, although in all but the separate
model case only one model is trained, we report results broken down by machine
model and the level of background noise introduced. This allows us to get a
more complete picture of model performance. Due to the number of results,
each model has been ranked from 1 to 6, from best to worst, with the average
rank across all context being used as a summary of each model’s performance.
The need for conditioning is clearly illustrated by the degradation between
the performance of the separate models and the performance of the single model
without conditioning. In all but a few cases, the context-aware models outper-
form the unconditioned model. Unlike in the case of MNIST, the real-world,
complex data seems to benefit from a more fine-grained representation of each
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context with models conditioned with embeddings being the top two performing
models. Only in the case where the embedding size was 256, was the embedding
conditioned model lower than the model conditioned on one-hot labels. For all
context-aware models, the rank is lower than the unconditioned models, showing
a clear performance increase gained from context awareness.
5.2 Exploring Embedding Size
Our results show that context-aware models provide a clear advantage over mod-
els lacking this auxiliary information. It is also clear, however, that the size of the
contextual embedding used has an impact on model performance. To explore the
possibility of determining an optimal embedding size based on the performance
of the context discriminator, we evaluated the discriminator with different em-
bedding sizes using a validation set. Note we evaluate on the the training epoch
that provides the best validation set accuracy as this is the epoch from which
the embeddings were generated. From Table ??, we can see that the best valida-
tion accuracy is obtained using the model with penultimate layer size 64, while
the worst accuracy results from that with 256. This correlates with the rankings
of performance in the anomaly detection problem, suggesting that there may
be a connection between the validation accuracy obtained on the network the
embedding is obtained from and the effectiveness of this vector in representing
a particular context.
It is not exactly clear if this is the case, however. The performance of the
networks with embedding size 32 and 128 does not predict validation accu-
racy ranking, though the differences are reasonably minimal. It is also not clear
whether the increase in performance arises from the size of the embedding, or the
accuracy of the discriminative network itself. For instance the higher dimensional
discriminative network only uses early stopping for regularisation and may sim-
ply be overfitting the training data due to the increased capacity of the network.
Deeper analysis of this issue is left for future enquiry.
6 Conclusion & Future Work
In this paper we have proposed a contextually conditioned deep autoencoder
for context-aware novelty detection. We utilise contextual encodings both in the
form of auxiliary contextual labels and in the form of embeddings in order to
condition a model to modulate its outputs based on the context. We have shown
that context-aware architectures clearly outperform their unconditioned coun-
terparts in nearly all cases, especially where there is a high degree over overlap
between normal and novel labels. We have also demonstrated that utilising em-
beddings derived from discriminative models is an effective embedding technique
for conditioning such models, specifically in the case of the complex real-world
problem of acoustic anomaly detection. We also analyse the effect of embedding
size on model performance.
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Table 2: AUC shown for Mimii dataset for all models. AUCs are calculated for
each machine type and ID at three different signal-to-noise ratios (SNR).
Machine
Type
ID SNR
AE separate
(reference)
AE
no cond.
AE FiLM
one hot
AE FiLM
32 embed
AE FiLM
64 embed
AE FiLM
128 embed
AE FiLM
256 embed
fan
00
0dB 0.616 0.590 0.615 0.622 0.615 0.633 0.607
6dB 0.816 0.701 0.774 0.787 0.787 0.779 0.720
-6dB 0.556 0.551 0.551 0.549 0.544 0.564 0.546
02
0dB 0.880 0.742 0.867 0.867 0.873 0.892 0.812
6dB 0.977 0.940 0.957 0.947 0.945 0.948 0.860
-6dB 0.694 0.558 0.711 0.727 0.733 0.722 0.679
04
0dB 0.759 0.712 0.783 0.803 0.807 0.786 0.720
6dB 0.897 0.895 0.939 0.934 0.932 0.917 0.744
-6dB 0.589 0.536 0.568 0.584 0.588 0.571 0.560
06
0dB 0.975 0.796 0.958 0.990 0.985 0.990 0.944
6dB 0.997 0.941 0.994 0.998 0.997 0.999 0.911
-6dB 0.817 0.581 0.762 0.883 0.831 0.888 0.781
pump
00
0dB 0.552 0.423 0.584 0.523 0.547 0.566 0.659
6dB 0.684 0.460 0.702 0.618 0.658 0.674 0.760
-6dB 0.590 0.515 0.593 0.575 0.595 0.592 0.654
02
0dB 0.525 0.432 0.424 0.437 0.409 0.441 0.492
6dB 0.506 0.336 0.360 0.363 0.335 0.392 0.373
-6dB 0.526 0.509 0.505 0.497 0.481 0.519 0.556
04
0dB 0.950 0.713 0.939 0.951 0.954 0.955 0.940
6dB 0.981 0.802 0.961 0.972 0.977 0.980 0.872
-6dB 0.919 0.696 0.913 0.909 0.923 0.921 0.912
06
0dB 0.856 0.651 0.817 0.840 0.832 0.803 0.802
6dB 0.877 0.758 0.847 0.863 0.860 0.900 0.816
-6dB 0.681 0.534 0.661 0.691 0.683 0.586 0.665
slider
00
0dB 0.984 0.978 0.981 0.979 0.978 0.980 0.980
6dB 0.998 0.990 0.997 0.994 0.993 0.993 0.964
-6dB 0.936 0.935 0.914 0.933 0.922 0.927 0.922
02
0dB 0.874 0.814 0.863 0.876 0.879 0.830 0.852
6dB 0.950 0.872 0.934 0.937 0.947 0.925 0.889
-6dB 0.756 0.702 0.744 0.770 0.770 0.740 0.755
04
0dB 0.801 0.788 0.871 0.874 0.896 0.830 0.790
6dB 0.810 0.817 0.931 0.937 0.949 0.904 0.815
-6dB 0.684 0.660 0.720 0.733 0.746 0.670 0.687
06
0dB 0.574 0.625 0.582 0.597 0.598 0.538 0.536
6dB 0.776 0.836 0.796 0.799 0.809 0.766 0.665
-6dB 0.525 0.544 0.530 0.546 0.551 0.495 0.533
valve
00
0dB 0.542 0.350 0.482 0.469 0.462 0.471 0.364
6dB 0.480 0.335 0.526 0.521 0.478 0.425 0.429
-6dB 0.600 0.402 0.512 0.483 0.497 0.529 0.420
02
0dB 0.614 0.641 0.629 0.649 0.646 0.613 0.639
6dB 0.685 0.695 0.689 0.725 0.710 0.677 0.614
-6dB 0.558 0.604 0.587 0.604 0.604 0.563 0.616
04
0dB 0.660 0.542 0.631 0.608 0.624 0.592 0.566
6dB 0.662 0.492 0.602 0.591 0.600 0.576 0.565
-6dB 0.553 0.477 0.549 0.519 0.522 0.490 0.506
06
0dB 0.660 0.565 0.595 0.598 0.607 0.619 0.579
6dB 0.708 0.624 0.652 0.671 0.679 0.672 0.607
-6dB 0.584 0.504 0.523 0.518 0.534 0.558 0.524
Average rank 5.083 3.271 2.688 2.646 3.083 4.229
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Table 3: Accuracy on validation accuracy for all discriminative models with
penultimate layers of various sizes.
Layer size % Validation Accuracy
32 82.89
64 83.05
128 83.02
256 82.45
The results demonstrate that this architecture can recover much of the per-
formance lost by training a single model on all data combined and in some cases
can even out-perform individually trained models. The main advantage of using
conditioning is also well illustrated in the real-world scenario where very similar
performance to that achieved using 16 separate models can be achieved with a
single conditioned mode.
For future work, we plan to modify the current model to address more gradual
shifts in context, i.e. context drift and investigate how entirely new contexts can
be incorporated into the system. We will also explore multiple different ways
in which conditioning vectors can be generated and incorporated int the deep
autoencoders.
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