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Abstract This work presents a system for automatically evaluating the interaction that
exists between the atmosphere and the ocean’s surface. Monitoring and evaluating the ocean’s
carbon exchange process is a function that requires working with a great amount of data:
satellite images and in situ vessel’s data. The system presented in this study focuses on
computational intelligence. The study presents an intelligent system based on the use of
case-based reasoning (CBR) systems and offers a distributed model for such an interaction.
Moreover, the system takes into account the fact that the working environment is dynamic
and therefore it requires autonomous models that evolve over time. In order to resolve this
problem, an intelligent environment has been developed, based on the use of CBR systems,
which are capable of handling several goals, by constructing plans from the data obtained
through satellite images and research vessels, acquiring knowledge and adapting to environ-
mental changes. The artificial intelligence system has been successfully tested in the North
Atlantic Ocean, and the results obtained will be presented in this study.
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1 Introduction
One of the factors of greatest concern in climatic behavior is the quantity of carbon dioxide
(CO2) present in the atmosphere. Carbon dioxide is one of the greenhouse gases that helps to
make the earth’s temperature habitable, so long it maintains certain levels [68]. Traditionally,
it has been considered that the main system regulating carbon dioxide in the atmosphere is
the photosynthesis and respiration of plants. However, thanks to tele-detection techniques,
it has been shown that the ocean plays a highly important role in the regulation of carbon
quantities, the full significance of which still needs to be determined [71]. Current technology
allows us to obtain data and make calculations that were unimaginable some time ago. These
data give us an insight into carbon dioxide’s original source, its decrease, and the causes for
this decrease [44], which allow us to make predictions on its behavior in the future.
CO2 exchanged between the ocean and the atmosphere is one of the factors that has a high
impact on the presence of carbon dioxide in the atmosphere. The ocean’s surface and the
atmosphere interact and exchange CO2, which can be absorbed or expelled by the ocean. The
conditions for this interaction can be a huge source of knowledge in understanding the carbon
cycle and making predictions. Tele-detection techniques provide a huge amount of data about
oceanic and atmospheric behavior and requires the use of new computational techniques in
order to extract information. The purpose of this study is to provide a hybrid intelligent system
based on artificial intelligence techniques that allows the analysis of information contained in
the satellite images, from which automatic predictions for decision support [48] in diagnoses
of CO2 exchange can be made.
The system proposed in this work focuses on the detection of the CO2 exchange rate
and is constructed from a case-based reasoning (CBR) system that provides a classification
technique based on previous experiences. The CBR paradigm is a type of reasoning that
uses past experiences to resolve new problems and is very appropriate for use in scenarios
where adaptation and learning abilities are necessary. The CBR system developed in this
study receives data from the analysis of satellite images and is responsible for obtaining the
CO2 exchange rate. The hybrid intelligent system proposed in this research integrates CBR
and support vector regression (SVR) characterized for their efficiency for data processing
and knowledge extraction. In order to acquire intelligent behaviors, it is necessary to provide
the monitoring systems with learning capabilities. One of the possibilities is learning from
past experiences, which can facilitate cognitive knowledge. The CBR paradigm is aimed at
providing learning and adaptation capacities [39–42]. The use of past experiences allows
these systems to resolve new problems [42,45]. As SVR is a variation of support vector
machines, able to provide regression models for nonlinear datasets, the combination of CBR
and SVR provides an added value to the prediction of the CO2 exchange. This proposal is a
step in this direction and the first step toward the development of predictive models based on
nonlinear data. The model presented within this work provides great capacities for learning
and adaptation to the characteristics of the problem in consideration by using novel algo-
rithms in each of the stages of the CBR cycle that can be easily configured and combined. It
also provides results that notably improve those provided by the existing methods for CO2
analysis [63].
The mission of the intelligent environment presented in this work is to globally moni-
tor the interaction between the ocean’s surface and the atmosphere, facilitating the work of
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oceanographers. Initially, the system is being used in order to evaluate and predict the amount
of carbon dioxide (CO2) absorbed or expelled by the North Atlantic Ocean [6,7,16]. The
main purpose of this work is to obtain an architecture that enables the construction of open,
distributed, and dynamic systems capable of growing in dimension and of adapting their
knowledge according to different changes that take place in their environment.
In the next section, we present the problem that motivates this research. Then, in Sect. 3,
the related work is presented. Section 4 describes the SVM and SVR techniques, and Sect. 5
analyzes the CBR paradigm. In Sect. 6, we will describe the approach proposed in this
research, together with a case study. Finally, in Sect. 7, some preliminary results and the
conclusions will be presented.
2 Air–sea interaction problem
The oceans contain approximately 50 times more CO2 in dissolved forms than the atmo-
sphere, while the land biosphere including the biota and soil carbon contains about 3 times as
much carbon (in CO2 form) as the atmosphere [71]. The CO2 concentration in the atmosphere
is governed primarily by the exchange of CO2 with these two dynamic reservoirs. Since the
beginning of the industrial era, about 2,000 billion tons of carbon have been released into
the atmosphere as CO2 from various industrial sources including fossil fuel combustion and
cement production. It is important, therefore, to fully understand the nature of the physi-
cal, chemical, and biological processes, which govern the oceanic sink/source conditions for
atmospheric CO2 [44,71].
The need to quantify the carbon dioxide valence, and the exchange rate between the oce-
anic water surface and the atmosphere, has motivated us to develop the distributed system,
presented here, that incorporates a CBR model capable of estimating such values using accu-
mulated knowledge and updated information. The CBR model receives data from satellites,
oceanographic databases, and oceanic and commercial vessels. This information can be used
in order to predict the air–sea fluxes of carbon dioxide. The CBR system incorporated is
able to optimize tasks such as the interpretation of images using various strategies [62]. The
information received is composed of satellite images of the ocean’s surface, wind direction
and strength, and other parameters such as water temperature, salinity, and fluorescence as
can be seen in Fig. 1. An improvement in the monitoring and forecasting methods presented
in [5,6,16] has been incorporated in the CBR model presented in this paper.
Information from images can be used in a very proactive way in different scenarios [32,50].
In the carbon dioxide exchange problem, the parameters obtained from the satellite images,
which have most influence within our models are air and water temperature, water salinity,
wind strength, wind direction and biological parameters such as chlorophyll. These param-
eters allow us to calculate the variables that define our models, such as the velocity of gas
transfer, solubility, or the differentiation between partial pressures on the atmosphere and
sea surface. The majority of CO2 is dissolved in the seawater because of phytoplankton or
accumulates of organic materials at the bottom of the ocean. The phytoplankton present in
deep areas of the ocean is taken to the surface by surges or surface appearances that are no
more than large upward movements of cold water that bring nutrients to the sea surface. The
principal cause of these surges are the winds. The way to detect the winds through satellites
is to study the images captured by sensors that are sensitive thermal infrared wavelengths
(capable of detecting the sea surface temperature (SST)) and to identify cold waters. Another
possible way to detect them is to monitor the activity of chlorophyll through sensors within
the visible light spectrum range (found between blue and green), which are associated with
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Fig. 1 Satellite color pictures. This images provide information about the Ocean situation
the presence of phytoplankton. In order to obtain the satellite images that contain information
about these parameters, it is necessary to use different sensors. The earth observation satel-
lites that have been used to obtain images in the Northern Atlantic are NOAA, Orbview-2,
and above all the ENVISAT satellite of the European Space Agency. Below, we shall briefly
describe the sensor used in each one of these and the software for the digital processing of
the images.
The thermal sensors allow us to measure the surface temperature of the sea. The NOAA
satellites are equipped with the Advanced Very High Resolution Radiometer (AVHRR)
sensor that is capable of detecting electromagnetic energy reflected by objects present on
the earth within five spectrum ranges (three bands in the visible and two in the thermal
range). It has a receiving cycle of 12 h with which it is possible to obtain up to six images per
day at a resolution of one km2. In order to determine the SST, the NOAA uses a multi-channel
algorithm for the water surface [43]. The ENVISAT satellite has an Advanced Along-Track
Scanning Radiometer (AATSR) sensor with which it is capable of exploring the ocean’s
surface at various infrared and visible frequencies in order to measure the exact temperature.
Specifically, the temperature of the sea’s surface can be calculated with an accuracy of 0.3◦C
[72].
There are also sensors that allow us to measure the concentration of chlorophyll. The earth
observation satellite Orbview-2 uses a Sea-Viewing Wide Field-of-view Sensor (SeaWIFS)
[43,80], which is capable of creating images with information on eight bands or ranges of
the electromagnetic spectrum. Of these eight bands, four around the blue–green are used for
the detection of chlorophyll. In order to calculate these quantities, the Ocean Chlorophyll
4-band OCTS is used and is included in the SeaWIFS Data Analysis System (SeaDAS) soft-
ware developed by NASA [60]. The ENVISAT satellite has a Medium Resolution Image
Spectrometer (MERIS) with which it is possible to take images of the planet’s surface and
also the clouds, capturing the light of the visible areas and the infrared of the electromagnetic
spectrum. In this way, it is capable of ascertaining the exact color of the ocean’s surface and
of coastal areas, making it possible to reflect biological activity, to monitor cloud cover, and
to detect the movement of vapor from the ocean into the atmosphere. [3,4,72]
The processing of the images obtained may vary depending on the sensor that has taken
them [21,22]. The processing of the images is carried out at the CAXIS centre at the
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Plymouth Marine Laboratory (PML) [31]. The processing of the thermal images is carried
out initially by taking a reading of the images in their original format, as they were received.
Then, a calibration and a radiometric correction are made in order to reduce the atmo-
spheric effects, and a reference is made to a known cartography base. The next step is
to mask the clouds and the land in order to eliminate distortions. Lastly, the sea surface
temperature is calculated applying a suitable algorithm. In order to process images of the
chlorophyll concentration, a reading is made of the images and decoded when necessary.
Meteorological and ozone files are requested by the software. The clouds and land are
masked and the chlorophyll image is calculated. Lastly, reference is made to a known car-
tographic base and compositions and mid-point images are made, which can take some
days.
The system presented aims at modeling the flux of carbon dioxide exchanged between
the atmosphere and the ocean surface. The oceans contain approximately 50 times more
carbon dioxide in dissolved forms than the atmosphere, while the land biosphere including
the biota and soil carbon contains about 3 times as much carbon (in carbon dioxide form)
as the atmosphere [71]. The carbon dioxide concentration in the atmosphere is governed
primarily by the exchange of carbon dioxide with these two dynamic reservoirs. Since the
beginning of the industrial era, about 2,000 billion tons of carbon have been released into the
atmosphere as carbon dioxide from various industrial sources including fossil fuel combus-
tion and cement production. This amount, which is about 35% of the total amount of carbon
in the pre-industrial level, corresponds to approximately 590 billion tons as carbon. At pres-
ent, atmospheric carbon dioxide content is increasing at an annual rate of about 3 billion
tons, which corresponds to one half of the annual emission rate of approximately 6 billion
tons from fossil fuel combustion. Whether the missing carbon dioxide is mainly absorbed
by the oceans or by the land and their ecosystems has been debated extensively over the past
decade.
It is important, therefore, to fully understand the nature of the physical, chemical, and
biological processes that govern the oceanic sink/source conditions for atmospheric carbon
dioxide [44,71]. Satellite-borne instruments provide high-precision, high-resolution data on
atmosphere, ocean boundary layer properties, and ocean biogeochemical variables, daily,
globally, and in the long term. All these new sources of information have changed our
approach to oceanography, and the data generated need to be fully exploited. Wind stress,
wave breaking, and the damping of turbulence and ripples by surface slicks all affect the
air–sea exchange of carbon dioxide. These processes are closely linked to the “roughness”
of the sea surface, which can be measured by satellite radars and microwave radiometers.
Sea surface roughness consists of a hierarchy of smaller waves upon larger waves. Different
sensors give subtly different measurements of this roughness.
Our final aim is to model both the open ocean and shelf seas, and it is believed that by
assimilating Earth Observation (EO) data into artificial intelligence models, these problems
may be solved. Earth observation data (both for assimilation and for validation) are vital
for the successful development of reliable models that can describe the complex physical
and biogeochemical interactions involved in marine carbon cycling. Satellite information is
vital for the construction of oceanographic models and in this case to produce estimates of
air–sea fluxes of carbon dioxide with much higher spatial and temporal resolution, using
artificial intelligence models than can be achieved realistically by direct in situ sampling of
upper ocean carbon dioxide. To handle all the potentially useful data to create daily models
in a reasonable time and with a reasonable cost, it is necessary to use automated distributed
systems capable of incorporating new knowledge. Our proposal is presented in the following
section.
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3 Related work
It is possible to find different systems in literature aimed at predicting CO2 exchange rates
[36,37,67]. These works propose an approach based on obtaining regression models that are
generated manually by experts. The works presented in [36,37] focus on the variation of the
exchange of CO2 produced during the day and during the night, while the work presented in
[67] prioritizes the difference of pressures that exists between the ocean surface and the air.
The regression models proposed in these works have, in general, a high level of complexity
and sometimes require the incorporation of new variables once the model has been generated,
which means recalculating the equations of the model. In this sense, the estimation of the
CO2 exchange rate obtained by means of manual models presents deficiencies when working
in dynamic environments, where the system needs to automatically adapt itself to the changes
that occur in its surroundings and evolve over time.
An alternative to the manual approaches are traditional prediction systems, but these
systems require an assisted process to design the models, which introduces a high level of
complexity in the development process. The most prevalent alternatives are those oriented to
develop prediction systems based on artificial neural networks technology [27]. An example
of these kind of systems can be found in [16,30], where agents use the CoHeL IBR sys-
tem to achieve their goals [16]. The Cooperative Maximum Likelihood Hebbian Learning
(CoHeL) method is a novel approach that features selection, in which the aim is to visualize
and extract information from complex and highly dynamic data. The model proposed is a
mixture of factor analysis and exploratory projection pursuit based on a family of cost func-
tions proposed by Fyfe and Corchado [27], which maximizes the likelihood of identifying
a specific distribution in the data while minimizing the effect of outliers. It employs coop-
erative lateral connections derived from the Rectified Gaussian Distribution [69] in order
to enforce a more sparse representation in each weight vector. This method is used for the
clustering of instances, and during the retrieval stage of the IBR cycle, the adaptation step
is carried out using a radial basis function network. Finally, the system is updated contin-
uously with data obtained from the CaStore agents. The CoHeL IBR system is described
in [16]. Some similar works using artificial neural networks can be found in problems of
similar characteristics, specifically those related to time series. Thus, it is possible to find
neural network-based models to predict energy consumption [29,34] or gas consumption
[55].
However, the use of artificial neural networks or genetic algorithms to resolve this kind of
problems presents certain problems during the training stage of the artificial neural network
or genetic algorithm. The problems are caused because it is necessary to have available a
minimum of data to successfully complete the training stage, and not always it is possible to
have such amount of data available.
Other approaches to the artificial neural networks are the automatic regression models.
In fact, most of the existing proposals aimed at resolving the CO2 exchange rate prediction
problem propose the use of regression models, as can be seen in [36,37,67]. The main reason
to use regression models, as indicated in [52], is that the CO2 exchange cannot be studied as
a linear model. The existing regression models are mainly based on the use of support vector
machine for Regression (SVR) [70,74,75] as the key technique. The SVR technique has
been used in different case studies to make climatic predictions [73] or pollution predictions
[61], or more generally, to predict time series [64]. Basically, the objective of SVR is to
transform the input data into a high-dimensionality space where the variables can be linearly
separated. Based on the linear ability to be separated, it is possible to generate linear models
to approximate the data by means of the minimization of an objective function.
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Other approaches propose an analysis and design methodology that facilitates the
implementation of CBR agent-based distributed artificial intelligent systems. Moreover, the
architecture takes into account the fact that the working environment is dynamic and there-
fore it requires autonomous models that evolve over time. In order to resolve this problem,
an intelligent environment has been developed, based on the use of CBR agents, which are
capable of handling incorporated goals; constructing plans from the data obtained through
satellite images and research vessels, acquiring knowledge and of adapting to environmental
changes.
This article proposes a new perspective, where CBR and SVR are combined to provide
predictions based on past experiences and regression models for nonlinear datasets. In this
sense, the approach is innovative since it proposes step toward the development of predictive
models based on nonlinear data. The CBR paradigm has been selected because it provides
learning and adaptation capacities, which are very appropriated in dynamic changing envi-
ronments. Besides, SVR facilitates regression models for nonlinear databases that represents
a clear advantage for the prediction of carbon dioxide exchange, as explained in the following
section.
4 Support vector regression
SVR comes from support vector machine (SVM) and is specialized in obtaining regression
models by means of a change in the dimensionality of the data. The SVM technique is a
supervised learning technique that is applied to the classification and regression of different
elements. The SVM model is commonly used in different fields, as chemical [47], modeling
and simulation [79], data mining [46] or text mining [49], because it facilitates working with
data that cannot be adjusted to linear models [74], initially conceived to obtain classifications
in linear separable problems, by means of finding a hyperplan able to separate the elements
of a set. The SVM technique also allows separation of nonlinear data. To obtain nonlinear
separation, SVM performs a mapping of the initial data into a high-dimensionality space,
where the data can be linearly separable using specific functions. Given that the dimension-
ality of the new space can be very high, most of the time it is not viable to use hyperplanes
to obtain linear separation. As a solution, nonlinear functions called kernels are used.
The SVR technique is a variation of SVM to generate regressions [70,74,75]. The aim is
to adjust the data. As in the case of SVM, there is a mapping of the input data into a high-
dimensionality space. In this new space, the regression can be carried out without the initial
limitations. Equation (1) shows the linear regression obtained by means of g j (x) functions
that transform the input vectors from their initial coordinates to a high-dimensionality space.
f (x, w) =
m∑
j=1
w j g j (x) + b (1)
Figure 2 presents an example of linear regression obtained after transforming the input
data to be represented in a high-dimensionality space by means of nonlinear transformations.
The staple lines represent the interval that delimits the space where non-approximation error
is allowed.
As can be observed in Fig. 2, there is an approximation error for the different points
and SVR tries to minimize these errors by defining an optimization problem. The first step
is to define a loss function, specifically oriented to evaluate the error during the regres-
sion process. There exists different functions for the loss function, as a variety of Quadratic
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Fig. 2 Results obtained after applying SVR to the initial data. The data is transformed to a high-dimensionality
space using nonlinear functions
functions, Huber, ε-insensitive, etc. [70]. It is necessary to define the loss function before
stating the optimization problem, and then establish the restrictions. In general, the preferred
loss function is the ε-insensitive [70], defined as shown in Eq. (2)
Lε (y, f (x, w)) =
{
0 if |y − f (x, w)| ≤ ε
|y − f (x, w)| − ε otherwise (2)
Once the error function has been defined, it is necessary to identify the objective function
for the optimization problem. The problem basically consists of finding the most simple
vector w satisfying certain error restrictions given by (2). To do so, the vector norm is mini-
mized ‖ w‖2, because if the vector w does not contain high values, it is possible to minimize
the errors. The objective function must be defined by taking into account the vector norm







yi − f (xi , w) ≤ ε
f (xi , w) − yi ≤ ε (3)
The problem taken into consideration can sometimes not be satisfied by the imposed
restrictions, that is, it is not possible to find a function f satisfying yi − f (xi , w) ≤ ε as can
be seen in Fig. 2. As a solution, slack variables are taken into consideration, because they
will allow us to find solutions in these cases. Slack variable are the values ξi , ξ∗i and are
defined based on the distance shown in Fig. 2. The introduction of these variables into the
model implies the modification of the optimization problem presented in (2), as it becomes
necessary to modify the objective function to minimize the impact of the addition of the slack












yi − f (xi , w) ≤ ε − ξ∗i
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f (xi , w) − yi ≤ ε − ξi
ξi , ξ
∗
i ≥ 0, i = 1, . . . , n (4)
The restrictions are defined taking into account the loss function ε-insensitive in such a
way that the following condition be satisfied: the estimated values do not have to exceed the
value ε − ξ∗i , as shown in Fig. 2, C represents a constant value.
Finally, to resolve the problem, the dual is obtained [18,24], and the result is given as the
solution of the following optimization problem.






k(xi , x j ) + b
st
0 ≤ α∗i ≤ C
0 ≤ αi ≤ C (5)
The transformations g j (x) presented in Eq. (1) are executed by means of Kernel func-
tions aimed at optimizing the performance of the calculus carried out in the new high-
dimensionality space. A variety of predefined kernel functions exist such as Radial Basis
kernel, Polynomial kernel, and Linear kernel. These functions provide a transformation of
the problems into high-dimensionality spaces with efficient calculus. An example of kernel
function is the Polynomial degree d kernel shown in Eq. (6)
k(xi , x j ) = (xi · x j + 1)d (6)
By means of SVR, data can be represented in high-dimensionality spaces and can be line-
arly adjusted. This fact makes SVR very appropriate to be applied to the problem at hand i.e.
estimation of the CO2 exchange rate between the ocean surface and the atmosphere. This is
because, as demonstrated in [52], this problem cannot be linearly resolved in the initial space
of coordinates. However, it is necessary to note that the input data selected to be passed to
SVR is a key factor that highly influences the final result. That is the reason why, in order to
look for an estimation as to how the problem can be linearly approximated, the CBR problem
is proposed as a reasoning mechanism in this work. The fundamentals of CBR are explained
in detail in the next section.
5 Case-based reasoning systems
Most computational systems are algorithmic and work with exact information. However,
most applications in the real world require more complex systems, where there is a need
for interaction with changing environments and with a certain degree of uncertainty. The
CBR paradigm is very appropriate for providing solutions in dynamic environments, where
it is usual to have a partial vision of the problem and there is a limitation for the resources
available. The purpose of CBR is to solve new problems by adapting solutions that have been
used to solve similar problems in the past [1]. The primary concept when working with CBR
is the concept of case. A case can be defined as a past experience and is composed of three
elements: a problem description that describes the initial problem, a solution that provides
the sequence of actions carried out in order to solve the problem, and the final state that
describes the state achieved once the solution was applied.
123
J. F. De Paz et al.
Fig. 3 Diagram of a generic
CBR reasoning cycle
Algorithm 1
Case: <Problem, Solution, Result>
Problem: initial_state
Solution: sequence of <action, [intermediate_state]>
Result: final_state
A CBR manages cases (past experiences) to solve new problems. The way cases are
managed is known as the CBR cycle and consists of four sequential steps that are recalled
every time a problem needs to be solved: retrieve, reuse, revise, and retain. Each of the
steps of the CBR life cycle requires a model or method in order to perform its mission.
The algorithms selected for the retrieval of cases should be able to search the case base and
select the problem and corresponding solution most similar to the new situation. In our case
study, the algorithms conducted a filtering of variables, recovered important variables from
the cases, and determined which where most influential in the classification process. Once
the most important variables have been retrieved, the reuse phase begins and the solutions
for the retrieved cases are adapted so that clustering may be obtained. Once this grouping is
accomplished, the next step is knowledge extraction. The revise phase consists of an expert
revision for the proposed solution, and finally, the retain phase allows the system to learn
from the experiences obtained in the three previous phases, consequently updating the cases
memory. Figure 3 shows a diagram of the techniques applied in the different stages of the
CBR cycle.
The CBR systems are very appropriate for providing solutions for the problem at hand,
because of their special ability to learn from past experiences. Monitoring CO2 exchange
is a problem that depends greatly on the conditions of the sea and the atmosphere, and
these conditions can be compared to similar past conditions in order to make predic-
tions.
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Fig. 4 Diagram of the CBR system’s possible states
6 CBR system for monitoring CO2 exchange rate
The model proposed in this paper presents a new CBR system, which models the air–sea
CO2 exchange rate by means of a novel technique based on a new regression model for
nonlinear data. The CBR system has two aims. The first one is to generate models that
are capable of predicting the atmospheric–oceanic interaction in a particular area of the
ocean in advance. The second one is to permit the use of such models. In Fig. 4, we can
see that the system possesses two principal states: one to generate the forecasting models
and the other to permit the use of the models. The system can be found in three possible
states: a state in which it is awaiting requests; a state in which it is modifying stored data;
and, a state in which the system carries out operations to store data. Some of these opera-
tions involve obtaining particular parameters that characterize an image. An additional state
allows it to be ready to receive new requests when it has no current tasks waiting to be carried
out.
Moreover, the reasoning cycle is one of the activities carried out by the system. We can
see how the reasoning cycle of a CBR system is included among the activities, composed of
stages of retrieval, reuse, revise, and retain. Also, an additional stage that introduces expert’s
knowledge is used.
Figure 5 shows the internal structure of our CBR system. Problem description (initial
state) and solution (situation when final state is achieved) are represented as a set of values
related to the oceanic and atmospheric status, the final state is the solution achieved for the
problem (the predicted flux of CO2), and the sequences of actions are the steps carried out in
each of the stages of the CBR cycle. The structure of a case for the CO2 exchange problem
can be seen in Table 1.
Table 1 shows the description of a case: DATE, LAT, LONG, SST, S, WS, WD, Fluo_
calibrated, SW pCO2, and Air pCO2. Flux of CO2 is the value to be identified (predicted).
DATE represents the date of the case, LAT represents the latitude of the location where the
data has been obtained and LONG, the longitude in decimal degrees. SST represents the
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Fig. 5 Internal structure of CBR system proposed in this study
Table 1 Case attributes Case field Measurement
DATE Date (dd/ mm/yyyy)
LAT Latitude (decimal degrees)
LONG Longitude (decimal degrees)
SST Temperature (◦C)
S Salinity (unitless)
WS Wind strength (m/s)
WD Wind direction (unitless)
Fluo_calibrated Fluorescence calibrated with chlorophyll
SW pCO2 Surface partial pressure of CO2 (micro atmospheres)
Air pCO2 Air partial pressure of CO2 (micro atmospheres)




temperature of the ocean and S, the salinity. WS is the wind strength and WD is the wind
direction. Fluo_calibrated represents the fluorescence calibrated with chlorophyll.
The CBR cycle is implemented through goals and plans. When the goal corresponding to
one of the stages is triggered, different plans (algorithms) can be executed concurrently to
achieve the goal. Each plan can trigger new sub-goals and, consequently, cause the execution
of new plans.
The problem description represents the state of the problem, with certain knowledge about
the surroundings. In our problem, we shall use the attributes DATE, LAT, LONG, SST, S,
WS, WD, Fluo_calibrated, SW pCO2, and Air pCO2.
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Fig. 6 Oceanic regions of the North Atlantic Ocean taken into consideration for this study
The objectives of the CBR represent those final states that the system wishes to arrive or
reach. In this case, it deals with three goals:
• Predict the flux of carbon dioxide exchanged between the sea surface and the atmosphere,
using a window of two or 3 weeks.
• Calculate the best parameters to use in order to improve the prediction for different
window sizes.
• Calculate the most suitable prediction window in relation to a maximum error percentage
allowed.
The sequence of actions to be carried out is generally formed by the stages of the reasoning
cycle and the different algorithms executed in each one of those stages. In general, there will
be various pre-defined plans or intentions available to the system, which can be called up and
modified at the time of execution. The selection of plans is made through the CBR system.
The CBR motor is divided into four sequential stages and different algorithms can be used
in each one. The reasoning structure is presented in detail in the next paragraphs.
6.1 Retrieve
The prediction for the CO2 exchange rate is obtained from the parameters shown in Table 1.
The prediction is carried out taking into consideration different regions of the Atlantic Ocean
and, in order to obtain an effective prediction, the system needs to recover the appropriated
past experiences. That is, those cases that contain problem descriptions for similar latitudes
and longitudes. In order to establish this first filter in the retrieve stage, the oceanic region
taken into consideration for this study was divided into grids of 10◦ for the latitudes and
longitudes, as represented in Fig. 6. Figure 6 shows the regions, in dark color, of the North
Atlantic ocean where the tests were carried out. The predictions and estimations are provided
for the complete grid as a set.
Once a region has been selected, the selection of the most similar case study is performed
according to the cosine distance applied to the following normalized set of variables SST, S,
WS, WD, Fluo_calibrated, and Air pCO2. The cosine distance is used to avoid data normal-
ization and corresponding problems with the data units.
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6.2 Reuse
Once the most similar cases have been retrieved, the regression model is generated. As
indicated in Sect. 4, the technique that will be used to create the regression model is support
vector regression (SVR). The input vector x represents a dataset with the structure presented
in Table 1. The input vector can be represented as x=(DATE, LAT, LONG, SST, S, WS, WD,
Fluo_calibrated, SW pCO2, and Air pCO2). The regression is obtained making use of all the
vectors provided by the most similar cases retrieved in the previous stage of the CBR cycle,
and the SVR is calculated following the algorithm presented in Sect. 4. The regression model
is used to estimate the swap of the new case, that is the index in the memory of cases, which
will be used to generate the prediction value p∗.
6.3 Revise
This phase is performed in an automatic fashion and takes into account the error rate provided
by the SVM. The error rate is calculated from the previous existing data using the coefficient
of variation, in such a way that if the value obtained is minor than a pre-fixed value, then the
prediction can be considered as successful. It is necessary to take into account that once the
real data are obtained, the predicted exchange values are eliminated. The estimated values
are only used to obtain prediction models under different conditions.
Moreover, during the revision stage, an equation (F) [44] is used to validate the proposed
solution p∗.
F = kso(pCO2SW − pCO2AIR) (7)
where F is the flux of CO2 and k is the gas transfer velocity. Then,
k = (−5.204 Lat + 0.729 Long + 2562.765)/ 3600 (8)








tk = 273.15 + t (10)
pCO2 = A + BLong + CLat + DSST + EYear (11)
where SST is the temperature of the marine surface or air as it corresponds to pCO2SW or
pCO2AIR. The coefficients of the equation depend on the month, as shown in Table 2.
During the revision, the system compares the obtained F value with the predicted one, and
if the prediction differs in less than 10%, the case is stored on the base of beliefs.
6.4 Retain
This phase provides learning capabilities, since the system is able to learn from past expe-
rience. In this phase, the case’s information (case description, solution, and efficiency)
is stored in the memory of cases and will be available for use as previous knowledge for
future predictions. Only those cases considered as efficient in the reuse phase are stored.
Once the real exchange value is calculated, the information is updated.
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Table 2 Months\coefficients
values
Months\coefficients A B C D E
Feb −2,488 −0.42 4.98 −12.23 1.38
May −7,642 −0.9 −1.74 −20.77 4.14
Jun −4,873 −0.85 1.3 −15.64 2.66
Jul −7,013 −0.025 3.66 −7.07 3.64
Aug −3,160 −0.69 0.84 −11.31 1.8
Sep −1,297 0.43 −4.19 −17.06 1.05
Oct 83 −0.81 4.81 −10.92 0.076
Nov 747 0.2 −0.73 −17.3 −0.062
Dec −4,306 0.38 −0.22 −17.13 2.45
7 Experimental results
In this section, we present the experiments developed to evaluate the approach presented in
Sect. 6. A first experiment evaluated the influence of the relationship between the latitude
and the longitude in the predictions. A second experiment evaluates the predictive capacities
of the system using a SVR with 365 existing cases from different grids. A third experiment
evaluates the prediction abilities of the system when cases from the current grid are retrieved.
Moreover, the results are compared to alternative predictive techniques. The last of the exper-
iments evaluates the behavior of the CBR system taking into consideration the evolution of
the CBR system related to the growth of the memory of cases.
The first step was to complete a study on the relation that can be established between the
variables of latitude and longitude and how this relationship can affect the CO2 exchange
rate. Figure 7 shows the result obtained for the dataset used for the experiments. As seen
in Fig. 7, the exchange rate has a linear dependence with the latitude, while the influence
of the longitude is lower. However, it is also possible to appreciate that the influence of the
longitude should not be considered as insignificant. This relationship was observed by means




Fig. 7 The relationship of latitude and longitude in the exchange of CO2
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Fig. 8 Predictions obtained when previous similar cases are selected


















Fig. 9 Comparison between the real values and the prediction values for the CO2 exchange rate
In order to make evident the need to carry out a separation of the data in latitudes and
longitudes, Fig. 8 shows the results obtained after calculating the predictions using SVR
with a dataset of 365 cases distributed in a homogeneous manner along the North Atlantic
Ocean. The kernel function used for the experiments was polynomial and the loss function
was ε-insensitive. The blue lines in Fig. 8 represent the real value of the data, and the red
lines represent the predicted values. As can be seen in Fig. 8, the error rate obtained in this
experiment is very high compared with the error rate obtained in the experiment presented
in Fig. 9. The numerical values represent the millions of tonnes of carbon dioxide that have
been absorbed (negative values) or generated (positive values) by the ocean during each of
the 3 months.
To evaluate the prediction capacities of the systems presented in this study, different
tests were performed along the North Atlantic oceanic region with data obtained during
2009. In each of the tests, when a case containing the description of an oceanic area was
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Fig. 10 Evolution of the mean accuracy of the CBR system related to the number or cases
introduced to the system, the most similar cases in the grid with the same latitude and
longitude as the new case were taken into consideration to obtain the prediction. Figure 9
shows the results obtained from the experiment. The blue line represents the real value, and
the red line represents the predicted value. Moreover, Fig. 9 shows the absolute error rate
obtained for the predicted value (red line) provided by the SVR. The mean absolute error rate
obtained was 31.43, with an error deviation of 39.63. The mean error percentage obtained
was 2.5%.
The absolute error rate obtained with the SVR has been compared to the error rate pro-
vided by alternative techniques, such as the multilayer perceptron and the oceanographers’
manual models. Figure 8 shows the absolute error rate obtained for each of these predictions.
The green line represents the error introduced in the system when the prediction is carried
out using a multilayer perceptron. The multilayer perceptron used 27 neurons in the hidden
layer, and the final error percentage obtained was 5.1%. Finally, the error rate introduced in
the system when the manual models are considered was 6.7%.
Figure 10 shows the evolution of the CBR system related to the number of cases stored
in the memory of cases. As can be seen in Fig. 10, as the number of cases increase, the per-
formance of the system improves. This is a typical behavior in CBR systems, because they
make use of past experiences to make predictions and they need a certain number of cases to
acquire the necessary knowledge. Each of the bars represent the normalized average value of
the relationship between the predicted and the real value. Table 3 presents a evaluation of the
evolution of the mean accuracy for the SVR and MLP. Moreover, Table 3 shows the mean
error obtained for the predictions related to the number of cases used as a base of previous
experience.
Oceanographers interaction with the system was smooth and easy. They are evaluating
its use in a routine way. The system has been tested during the last 3 months of 2009, and
the results have been very accurate, with an error percentage of 2.5. The oceanographers
have noted that the CBR system may facilitate their work and provide a highly appreci-
ated decision support tool. They believe that this hybrid neural intelligent architecture has
more advantages than disadvantages and that the system has helped them to predict the
CO2 exchange rate. However, they tend to argue that the hybrid neural intelligent architec-
ture should incorporate a shared memory of cases to compare data from different oceanic
areas.
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Table 3 Evolution of the mean
accuracy and mean error related
to the number of cases used for
the prediction
Cases SVR MLP
% Mean Mean % Mean Error
accuracy error accuracy deviation
50 44.2 730.5 40.3 781.7
100 50.9 634.2 48.4 668.1
150 73.3 348.3 62.3 491.1
200 78.4 281.3 72.2 362.0
250 88.6 148.9 85.8 183.8
300 93.4 85.5 87.7 159.9
350 96.3 32.3 94.3 74.0
8 Conclusions
The application of artificial intelligence techniques [1] is extremely useful in a field
like oceanography and specifically in the study of the carbon dioxide exchange between
the ocean surface and the atmosphere. The intelligent environment that has been pre-
sented in this article allows oceanographers to maintain a seamless, unobtrusive, and often
invisible yet controllable interaction with the available technology. The appropriate Store
or Vessel can be selected through a simple interface that only presents the necessary
information and avoids showing too many elements on the screen. The oceanographers
themselves can decide the amount of elements that they wish to see. A request for the
creation of a new model can be made (for which it will be necessary to enter the appro-
priate parameters). An enquiry about the models stored can be made. Also, models can
be evaluated by entering real data or saving corresponding data to the models currently
being used. The intelligent system presented in this study incorporates advanced rea-
soning abilities to predict the level of exchange in a particular ocean zone. The system
has been compared to the existing alternatives and evaluated in different experiments,
and the results obtained demonstrate that the proposed system improves the predic-
tion capacities of the previous approaches and allows predictions for nonlinear data-
sets.
This study has presented a CBR intelligent system to predict and monitor the CO2 exchange
rate in the North Atlantic Ocean. It applies a hybrid reasoning system specifically designed
to analyze data from satellite images and vessels and predict potential CO2 fluxes in order
to provide an innovative method for exploring the CO2 exchange prediction process and
extract knowledge. This knowledge helps human experts to understand the prediction pro-
cess and to obtain conclusions about the relevance of the situation of the oceanic environ-
ment.
The oceanographers that tested the system have noted that the CBR system may facilitate
their work and provide a highly appreciated decision support tool. They believe that this
hybrid neural intelligent architecture has more advantages than disadvantages and that the
system has helped them to predict the CO2 exchange rate. However, they tend to argue that
the hybrid neural intelligent architecture should incorporate a shared memory of cases to
compare data from different oceanic areas.
Future work is focused on improving the retain stage of the CBR system, in order to
improve the learning capacity of the approach.
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