Abstract. Asymptotic expansions of global solutions to the incompressible Navier-Stokes equation as t tends to infinity with high-order is studied and large-time behavior of the expansion is clarified. Furthermore, far field asymptotics also is derived. Those expansions are provided without moment conditions on the initial velocity. The Biot-Savard law together with the renormalization for the vorticity equations yields those expansions.
Introduction
We consider decay properties of solutions to the incompressible Navier-Stokes equations in R n . In several preceding works, asymptotic expansion of a solution is provided. Those expansions require the fast decay for an initial velocity. On the other hand, it is well known that a solution to the Navier-Stokes equation has a slow decay-rate as |x| → +∞. This special structure of the Navier-Stokes equation disturbs to derive the asymptotic expansion with high-order. In this paper, we investigate the asymptotic expansion with high-order without the strong assumption for an initial velocity as |x| → +∞. Here we study the following initial-value problem:
(1.1)    ∂ t u + (u · ∇)u = ∆u − ∇p, t > 0, x ∈ R n , ∇ · u = 0, t > 0, x ∈ R n , u(0, x) = a(x),
x ∈ R n , where n ≥ 2 and a = (a 1 , . . . , a n ) is an initial velocity. Throughout this paper we assume the solenoidal condition that ∇·a = 0. Uniqueness, smoothness and global existence on time of solutions are very important question for this problem (for those questions, see for example [8, 10-12, 15, 16, 24] and references therein). Now we treat a smooth and global solution u which satisfies that
for 1 ≤ q ≤ ∞. This estimate is confirmed under several frameworks (cf. [2, 14, 18, 19, 22, 23, 25, 26] ), and gives the upper bound of the decay-rate of the solution. The lower bound of the decay-rate as t → +∞ is provided by the asymptotic expansion. For the heat equation, we see that the decay property of a solution as |x| → +∞ is inherited from an initial data. Thus, for the heat equation, we can derive the asymptotic expansion with arbitrary high order if we assume the fast decay for the initial data. Whereas for (1.1), decay of u as |x| → +∞ is not controlled by a. Namely, even if a ∈ C 0 (R n ), then
as |x| → +∞ for any fixed t > 0 (cf. [3] ). Moreover, pointwise decay of the solution is studied by many authors (see for example [1, 20] ). When we try to introduce an asymptotic expansion with high-order of the similar form as in the preceding works, it is necessary that u decays as |x| → +∞ sufficiently fast. Hence the polynomial decay (1.3) is cumbersome. Furthermore, we are interested to far field asymptotics of the solution. The similar problem is appearing in several dissipative equations with anomalous diffusion. The lower bound of the decay-rate as |x| → +∞ of solutions to a semi-linear anomalous diffusion equation is studied (see [4, 27] ). To solve behavior as |x| → +∞ for the velocity, we employ the vorticity tensor. The vorticity tensor ω ij = ∂ i u j − ∂ j u i for 1 ≤ i, j ≤ n fulfills that
(∂ i (ω hj u h ) − ∂ j (ω hi u h )) = 0, 1 Graduate School of Science and Technology, Niigata University, Niigata 950-2181, Japan 1 where u i is the i-th component of the velocity. Moreover ω gives the velocity through the Biot-Savard law:
(1.5)
Indeed, since ∇ · u = 0, we see n k=1 ∂ k ω kj = ∆u j − ∂ j ∇ · u = ∆u j . We emphasize that decay of ω as |x| → +∞ is controlled by an initial vorticity. Therefore an asymptotic expansion of ω as |x| → +∞ with arbitrary high-order can be defined. This fact together with the Biot-Savard law derive an asymptotic expansion for u with high-order. Those idea firstly are established by Kukavica and Reis [17] , and they showed the following estimate: For 2 ≤ q ≤ ∞, m ≥ 2 and 0 ≤ µ < m + n(1 − 1 q ),
as t → +∞. This estimate gives the asymptotic expansion of u as |x| → +∞ with arbitrary high-order. However behavior of the coefficients R n (−y) α ω(t, x)dx as t → +∞ is not clear, and the lower bound of the decay rate as t → +∞ is not derived. Our goal is to clarify asymptotic profiles of u as t → +∞. Furthermore we derive the decay-rate of the solution respect to both the space and the time variables. From (1.4) and (1.5), the vorticity satisfies that ω ij (t) =G(t) * ω 0ij + where ω 0ij = ∂ i a j − ∂ j a i . The top term of the nonlinear term as t → +∞ is vanishing since
Applying the Biot-Savard law to (1.6), we see that
where R k = ∂ k (−∆) −1/2 is the Riesz transform. The term of the initial velocity is represented by G(t) * a j = − n k=1 R k (−∆) −1/2 G(t) * ω 0kj . The velocity often is given by
where P jk is the Helmholtz-Fujita-Kato projection. Before considering the behavior of the solution, we confirm that this equation and (1.7) are equivalent. Indeed, from the solenoidal condition, the nonlinear term of (1.8) is converted to the following:
The last two terms are canceled since
for any suitable function ϕ. Throughout this paper we denote the velocity by (1.7). The asymptotic expansion of u as t → +∞ with lower-order is given by
Furthermore the following estimate holds.
, and a solution u of (1.1)
as t → +∞. Proposition 1.1 is a representation of the assertion in the preceding works via Carpio [5] , and Fujigaki and Miyakawa [9] . In two dimensional case, the similar estimate is provided without the moment condition on the initial data, and the coefficients on the expansion are clarified (see [21] ). Moreover, in this preceding work, the similar estimates on the Hardy space draw a spatial decay of the solution. Here we choose the other way to lead the spatial decay, i.e., we study the estimate with the polynomial weight. To this we introduce the following functions for 1 ≤ m ≤ n:
Behavior of the coefficients
, we see that
for 1 ≤ q ≤ ∞ (see the sentences under the proof of Proposition 2.1 in Section 2). Furthermore this function fulfills the following weighted estimate.
as t → +∞ holds for q = 1 and 0 ≤ µ ≤ n − 1, and for 1 < q ≤ ∞ and 0 ≤ µ ≤ n. Proposition 1.2 provides behavior of the velocity as |x| → +∞. Indeed |x| µ (U k + U S k ) L q (R n ) may diverge to infinity for large µ and small q (for the details of this argument, see [4] ). The assertion (1.10) with µ < n(1 − 1 q ) + 1 also provides the spatial profile of the velocity (cf. [6] ). However, to describe the far field asymptotics, we should choose µ and q such that µ ≥ n(1 − 1 q ) + 1. Propositions 1.1 and 1.2 give the asymptotic expansion with n-th order. The renormalization yields one with higher-order, and this method requires asymptotic behavior of ω. Here we give the asymptotic expansion of ω of the Escobedo-Zuazua [7] type. For 2 ≤ m ≤ n + 1, let
and
We define the tensor I n+p = (I hk;n+p (t, x)) n h,k=1 for 1 ≤ p ≤ n + 2 by
Then λ 2n+p I n+p (λ 2 t, λx) = I n+p (t, x) for λ > 0, and thus
for 1 ≤ q ≤ ∞ and µ ≥ 0, and
for β ∈ Z n + . The functions I hk;n+p build an approximation of ω hk u h (see (2.9) and (2.10)). By using I n+p , we introduce some functions for 1 ≤ m ≤ n:
as t → +∞ for 1 ≤ q ≤ ∞. We confirm them later (see the last sentences of Section 2). Therefore large-time behavior of them are straightforward. Our main assertion is established in the following theorem.
This theorem yields the asymptotic expansion as t → +∞ of 2n-th order. The form of our expansion is complicated. Now we emphasize that the decay-rate of any terms on the expansion with respect to both the space and the time variables is clear. The renormalization applied as in [13] provides the asymptotic expansion of plain form. However the large-time behavior of the expansion obtained by this method is covered. Remark 1.4. Upon the condition for the initial velocity that a ∈ L 1 (R n ) ∩ L ∞ (R n ) and |x| n+m a ∈ L 1 (R n ), we also derive an asymptotic expansion of 2n-th order.
To describe far field asymptotics, we define the following functions for 1 ≤ m ≤ n:
I hk;n+p (s, y)
− I hk;n+m+2 (1 + s, y) dyds
for 1 ≤ q ≤ ∞ and t > 0. We confirm (1.17) under the proof of Proposition 2.3 in Section 2. We establish the space-time asymptotics of the velocity with high-order in the following theorem.
as t → +∞ holds for q = 1 and 0 ≤ µ ≤ n + m − 1, and for 1 < q ≤ ∞ and 0 ≤ µ ≤ n + m. Remark 1.6. Large-time behavior of the coefficient of U S k is not straightforward but is implied by (1.9) and (1.17).
The renormalization together with Theorem 1.5 gives an asymptotic expansion with 3n-th order. By repeating this procedure, we can derive an asymptotic expansion with arbitrary high order. However, largetime behavior of terms on them should be complicated.
Notations. For a vector and a tensor, we abbreviate them by using a same letter, for example,
In a newline, a product of scalars is described by ×-symbol. We symbolize that
We define the Fourier transform and its inverse byφ
is its norm. Various constants are simply denoted by C.
Preliminaries
To prove our assertions, some estimates for the vorticity are required.
From the mean value theorem, the first and the second terms are converted to
respectively. The third term also is converted to the similar form. Hence, by the Hausdorf-Young inequality and the decay of the Gauss kernel,
For k ≥ 1, we see from (2.2) that
Applying the mean value theorem to the first term with k = 1, we have that
For k ≥ 1, this term fulfills that
The second term of (2.4) satisfies that
We remark that, when k = 1, this norm is estimated by Ct
. By using (1.2), we see for the third and the fourth terms of (2.4) that
respectively. We treat the fifth and the last terms of (2.4) by the similar argument, then we obtain that
When k = q = 1, since the singularity of the second term at t = 0 is removable, the Granwall estimate says that |x|ω(t) ∈ L 1 (R n ) for t > 0, and
and confirm (2.1) from (2.3). We use this estimate into (2.5) with k = 1 and 1 ≤ q ≤ ∞, then
where
. Similarly (2.5) with this estimate leads that
Applying those estimates into (2.5) with k ≥ 2 and 1 ≤ q ≤ ∞, we see that
This proposition and the decay property (1.2) guarantee that Ω m+1 , U m , U T m , U S m and I n+m for 1 ≤ m ≤ n are well-defined. They also lead (1.9). Moreover, we see that K n+m , V n+m , V T n+m ,Ṽ n+m ,Ṽ T n+m and J n+m employed in our main results also are well-defined. However J n+m needs a special treatment (see the last sentences in this section). We confirm the Escobedo-Zuazua type estimate for ω.
where Ω p and L m are defined by (1.11) and (1.19), respectively.
Proof. This proposition is shown by the same procedure as in [7] . Reader may skip this sentence. Employing similar argument as in the proof of Proposition 2.1, we see that
The estimate for the first term is straightforward. For N = max{l ∈ Z + | 2l ≤ m} + 1, the second term is converted to
Hence, by the Hausdorf-Young inequality, (1.2) and (2.1), we have that
Similar treatment provides the estimate for the last term on (2.6).
Now we see that (2.7)
for 3 ≤ m ≤ n + 2 and t > 0. Indeed, for m = 3, if we assume R n I hj;n+3 (t, x)dx = 0 for some 1 ≤ h, j ≤ n, then
On the other hand (1.2) and Propositions 1.1, 2.1 and 2.2 say that
as t → +∞. They are contradictory. Inductively, if R n I hj;n+m (t, x)dx = 0, then
as t → +∞. Therefore R n I hj;n+m (t, x)dx = 0 for any 1 ≤ h, j ≤ n. We prepare the following weighted estimate.
Proof. Proposition 2.1 and the definition of Ω p immediately gives
We firstly choose µ = n + m + 1. We treat the right hand side of (2.6). The first term is separated to
For the second term of (2.6), we split the domain (0, t) × R n to
The Taylor theorem leads that
for N = max{l ∈ Z + | 2l ≤ m} + 1. Hence, from (1.2) and Proposition 2.1,
By (1.2) and Proposition 2.1, we have that
we obtain that
The last term fulfills that
The last term of (2.6) is treated by the similar estimates. Therefore we get the desired estimate with µ = n + m + 1. The coupling of this and Proposition 2.2 completes the proof. Proposition 2.3 never give far field asymptotics of ω since |x| µ Ω p L q (R n ) is integrable for any large µ. This proposition is prepared to prove our main assertions. The above inequalities lead for 1 ≤ m ≤ n and 1 ≤ q ≤ ∞ that
Upon the condition |x| n+m+1 ω 0 ∈ L 1 (R n ), we have for 0 ≤ µ ≤ n + m + 1 that
We relieve the singularity at t = 0 by using the Minkowski inequality together with (1.2), Proposition 2.1 and (1.13), then
Those inequalities play important role in the proof of our assertions. Moreover they guarantee that
, and (1.17) holds. We show that J n+m is well-defined. Indeed, by the similar calculus as in the proof of Proposition 2.2, the first term of J n+m is represented by
where N = max{l ∈ Z | 2l ≤ n + m} + 1. Here we used (2.7). Hence, by (1.12), we see for 1 ≤ q ≤ ∞ that
The right hand side is integrable for any fixed t > 0. The second term of J n+m is treated in the similar way. Therefore J n+m also is well-defined in
The decay properties (1.14) are coming from the scaling property of those functions. The estimates (1.15) and (1.16) are straightforward.
Proof of main results
In this section, we firstly prove Theorem 1.5. This proof also show Proposition 2.3 ((3.1), and (3.3) with m = 0 immediately gives this proposition).
Proof of Theorem 1.5. Firstly, we derive the asymptotic expansion. Since R n ω hk u h dx = 0, u denoted by (1.7) is expanded to
(U j;m + U S j;m )(t) + r 0,n (t) + r 1,n (t) + r 2,n (t) + r 3,n (t), (3.1) where
Moreover, from (1.13), r 0,n , . . . , r 3,n are split to
We repeat this procedure, then
I hj;n+4 (s, y)dyds
− I hj;n+4 (1 + s, y) dyds
(ω hj u h − I hj;n+3 − I hj;n+4 ) (s, y)dyds
For the last term, (1.13) leads that
Therefore r 0,n+1 + · · · + r 3,n+1 =K j;n+2 + U j;n+2 + U S j;n+2 + V j;n+2 + J j;n+2 + r 0,n+2 + · · · + r 3,n+2 .
We expand the first term of r 2,n+2 , then, from (1.13),
hj;n+4 (1 + s, y) − I hj;n+4 (s, y) dyds
I hj;n+p (s, y)dyds
respectively. Hence we conclude (3.2) and
as t → +∞ for q = 1 and 0 ≤ µ ≤ n + m − 1, and for 1 < q ≤ ∞ and 0 ≤ µ ≤ n + m. For some positive function R = R(t) with R(t) = o(t 1/2 ) as t → +∞, r 0,n+m is split as
Thus
we have for 1 < q ≤ ∞ and 0 ≤ µ ≤ n + m that
2 ) as t → +∞ for q = 1 and 0 ≤ µ ≤ n + m − 1, and for 1 < q ≤ ∞ and 0 ≤ µ ≤ n + m. Next we derive (3.3) for r 1,n+m , . . . , r 3,n+m . We show this for large µ for a start. We employ Q 1 , . . . , Q 5 defined by (2.8), then r 1,n+m = r 1,1,n+m + · · · + r 1,5,n+m , where
I hk;n+p (s, y)dyds, i = 4, 5.
Let N = max{l ∈ Z + | 2l ≤ n + m} + 1, then
Thus, by (2.10),
Similarly,
I hk;n+p (s, y)dλdyds.
Since 2N − 4 < µ < 2N when q = 1 and n + m − 2 < µ ≤ n + m − 1,
Here we remark that, since −N + µ 2 > −2, (t − λs)
When a = −1,
The last term satisfies
log(1 − s)ds = log 2 + 1.
For 1 < q ≤ ∞, we choose some q 1 and q 2 with 1 +
Here we can choose
is integrable in (s, λ) ∈ (t/2, t) × (0, 1). Moreover
as t → +∞. For 1 < q ≤ ∞, we choose q 1 and q 2 such that 1 +
(1− as t → +∞. We estimate the second term of r 2,n+m by the same way. The treatment for the other terms of r 2,n+m and r 3,n+m is straightforward. At the last we show (3.3) with µ = 0. The estimate for r 0,n+m is already derived, and (2.10) treats r 3,n+m . For N = max{l ∈ Z + | 2l ≤ n + m} + 1, as t → +∞ for 1 ≤ q ≤ ∞. We already treated the other terms r 0,n+m , . . . , r 3,n+m in the proof of Theorem 1.5. Therefore we complete the proof.
