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Serial Relaying Over Gamma-Gamma MIMO FSO Links:
Diversity Orders and Aperture Allocation
Alfred Youssef Abdo
Abstract
Free Space Optical (FSO) channels with Multiple-Input Multiple-Output (MIMO) hops and
serial relaying are studied under the effects of Gamma-Gamma modeled atmospheric turbulence
alone, and under the combined effects of atmospheric turbulence, path loss and pointing er-
rors. Asymptotic approximations and diversity orders are derived for both cases, and show the
importance of proper aperture allocation for improving channels’ performance. A recursive al-
gorithm is proposed for optimally allocating apertures among hops for a serially-relayed MIMO
FSO channel.
Keywords: FSO, MIMO, Diversity Order, Outage Probability, Serial-Relaying, Gamma-
Gamma, Pointing Errors, Approximation, Optimal Allocation.
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Chapter 1
Introduction
1.1 Free Space Optical (FSO)
1.1.1 Generalities
1.1.1.1 What is FSO?
The simple idea of using light to carry information through the air resulted in the creation of
FSO communication. A simple FSO link is made of 3 parts: a transmitter at the source, a
receiver at the destination, and the channel between the two. The transmitter can be either
a laser or an LED [4–6], the receiver either a photodetector (converting the light signal to an
electric one) or an optical fiber cable (keeping the signal as a light one; this system is called
“full-optical” [7]), and the channel being the atmosphere (usually air) [4]. The transmitters
and receivers in FSO links are mostly placed at a high enough altitude on buildings (usually
on the roof) in order to reduce the risk on an obstacle blocking the channel [4,8]; they connect
endpoints across “several kilometers” [7]. A typical user will need to both send and receive
information through a network, hence the installation of “transceiver[s]” [8, 9] which work as
both a transmitter and a receiver. Some examples of FSO transceivers can be seen in figures
1.1a (from [10]) and 1.1b (from [11]). The one in figure 1.1a is placed on a pole as high as
possible (with the reason stated previously).
FSO links pushed the evolution of the communications field even further than before, thanks
to the ease of interconnecting buildings, mobiles, devices, etc., with just light beams (or lasers),
and the increased coverage. Networks become larger and larger with increased communication
speed; Metropolitan Area Networks (MANs) can now be extremely easier to set up with FSO
(a) Fsona FSO transceiver [10] (b) Zelenograd FSO transceiver [11]
Figure 1.1: Examples of FSO transceivers.
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Figure 1.2: FSO links interconnecting buildings [1]
links (see Figure 1.2; the lines are not physical cables, they are non-tangible bridges that
interconnect transceivers).
1.1.1.2 FSO applications
Nowadays, FSO links are utilized in many areas: interconnection between stationary machines
(including Internet access) [4], interconnection between moving entities (one example being
between “U.S. submarines” [12]), resolving the “last mile” [4–6, 8, 9, 13–17] problem (i.e. im-
proving the connection between the end user and the Internet Service Provider (ISP) so that
it can catch up to the local networks), as backup links for recovery from disasters [4, 6], etc.
1.1.2 Advantages of FSO
1.1.2.1 License free
FSO links are “license-free” [8, 13], meaning the usable bandwidth is not limited to a specific
range of frequencies [14, 18] by a license, and as a result, cheaper and easier to deploy because
the FSO technology does not need a spectrum license.
1.1.2.2 Higher data rates
The optical bandwidths span over a very big range of frequencies (the infra-red spectrum as
an example), and as a result, we can satisfy higher data rates [4, 5, 15, 19, 20], and given the
increasing user demands [4, 19], FSO links will end up being one of the only viable mediums
that can provide the needed connection speed in the future.
1.1.2.3 Easier installation
FSO links allow the transmission of data through the atmosphere, making them easier to install
than optical cables by removing the need to place physical cables, the digging requirement
for hiding the cables, and reducing the cost of installation (fiber optic cable are delicate and
2
expensive) [18,21]. Additionally, compared to Radio Frequency (RF) links, FSO transceivers are
smaller and lighter [18], making the setup required for the users even easier and less demanding.
Figure 1.3: FSO link between tall buildings, across highway [2]
1.1.2.4 Higher transmission range
The transmission ranges using FSO links are higher than the one provided by wireless RF micro-
wave links. And, since the FSO links have the atmosphere as their channel, the range obtained
by eliminating the cabling restriction is broader, covering more users in an area. As a result,
more connections can be established (cables usually connect 2 end-users: the user and the ISP).
Because the transceivers are usually placed on buildings’ rooftops [4,8], the transmission range
can be in the order of at least a few kilometers [7]; this range is higher than the one provided
by optical cables.
1.1.2.5 Greater resistance to interference
By relying on the air to act as a channel, FSO links are protected from the Electro-Magnetic
Interference (EMI) problem RF links usually have (since FSO links use light for the signals)
[5, 14]. And they are more secure from hackers trying to either break or tap into the channels,
which is possible with fiber optics cables given the delicate cabling [18,20].
1.1.3 Limitations of FSO
1.1.3.1 Shadowing
FSO transmitters (or transceivers) are either lasers or LEDs. They emit light signals which
target the receivers (or transceivers); as such, directed light signals (coming from a laser or an
edge-emitting LED) are a better option because more power is sent through the channel, and
more power is received at the receivers (meaning less power is needed to feed the transmitters).
However, the straight (almost) path taken by the signals prevents them from circumventing
obstacles that are in the way (unlike wireless RF signals which are transmitted in a radius).
The common solution to the above problem is to place the transceivers up high (on buildings’
rooftops for example [4, 8]) enough as to avoid houses, people, cars, etc. But shadowing (light
being blocked by an obstacle) can still be a problem because of flying objects (planes, missiles,
3
Figure 1.4: Obstructions to the FSO links’ light signals [3].
drones, ...) that could cut the signals. Typically, planes should not fly low enough to pass
between buildings, and drones should be monitored as to not be deployed anywhere.
1.1.3.2 Fading from atmospheric turbulence
The signals emitted through the atmosphere are made of light, and are therefore affected by
the environment. The combination of: fog, bad weather (like rain or snow), pollution (Figure
1.4), interfering light sources, among others, is leading to a decreased intensity (power) of the
received signals, and an increased probability of losing the signal (the bad state is called an
outage state: the power of the signal is too low, hence the channel is considered dead). The
resulting effect on the light signals is called “atmospheric turbulence” [4–8,15,18,22–25].
Representing this effect and modeling it is essential for studying the channel (the atmo-
sphere), in order to make more accurate calculations and decisions when it comes to setting up
FSO links; atmospheric turbulence is not a negligible factor, hence the huge amount of studies
and research on the matter. The fading from the atmospheric turbulence depends on a variable
that can have different values; the one we will focus on is the “Rytov variance” [7,8,22,25]: σ2R.
1.1.4 Modeling atmospheric turbulence
There are several representations for the atmospheric turbulence, each one having its own
accuracy; the power of the turbulence affects which probability density function (pdf) best
models it. Some of the more popular pdfs:
1.1.4.1 Log-normal pdf
The log-normal pdf of the irradiance I = e2X [6] assuming E [I] = 1 is (taken from [14,16] with
a change of variables):
fI (I) =
1
I
√
2piσ2X
e
− (ln(I)+σ
2
X)
2
2σ2
X (1.1)
with σ2X =
σ2R
4 =
1.23
4 C
2
n
(
2pi
λ
)7/6
d11/6 (with respect to the Rytov variance) [18], or σ2X =
ln
(
1 + σ2I
)
(with respect to the scintillation index) [21]. C2n is the refractive index structure
constant [8].
The log-normal distribution is used to represent weak turbulence [14, 16, 18, 21, 24, 26, 27],
where C2n ≈ 10−17 m−2/3 [24], or σ2I ≤ 0.75 [26], or even σ2R < 1 [25]. Studies usually chose
only 1 of the previous parameters to estimate the atmospheric turbulence’s strength.
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1.1.4.2 Exponential pdf
The exponential (or “negative exponential” [26, 28]) pdf of the irradiance I is (taken from [28]
with a change of variables):
fI (I) = ge
−gI (1.2)
with g the “mean irradiance” [28].
The exponential distribution is used to represent strong turbulence [14,16,18,21,24,26,27],
where C2n ≈ 10−13 m−2/3 [24], or σ2I = 1 [26], or even σ2R > 1 [25].
1.1.4.3 Gamma-Gamma pdf
The Gamma-Gamma pdf of the irradiance I is (taken from [8,29]):
fγγ (I) =
2 (αβ)
α+β
2
Γ (α) Γ (β)
I
α+β
2 −1Kα−β
(
2
√
αβI
)
(1.3)
with Kc the modified Bessel function of the 2
nd kind of order c, and α and β as given in [8]
with respect to the Rytov variance σ2R [29].
The Gamma-Gamma distribution is used to represent “any type of turbulence, i.e., weak,
moderate, or strong” [25] (also supported by [8, 30, 31]), even though some prefer to use it for
stronger turbulence conditions [30, 31]. The pdf is accurate, but complicated to calculate due
to the Bessel function used.
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Figure 1.5: Plots for the 3 PDFs for a link of length 2 km.
Figure 1.5 shows the pdfs with respect to the irradiance I (with g = 1). In Figure 1.6, we
see that the longer the link distance is, the higher the probability is for the channel to have a
smaller irradiance, meaning the channel’s performance is worse in general.
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1.1.5 Modulation schemes
To send data through the FSO channel, it must first be converted from bits to light signals.
Modulation is also needed for sending electrical (through copper wires) and electro-magnetic
(through wireless RF channels) signals, hence FSO channels can rely on modulation techniques
used for RF channels. 2 of the more widely used for FSO links are: On-Off Keying (OOK) and
Pulse Position Modulation (PPM) [6, 8, 14, 18, 30, 32]; both schemes cannot represent negative
phase [6], but light signals always have positive phase, so they are worth considering here.
BPPM will be elaborated on here to better compare with OOK.
1.1.5.1 OOK
OOK converts the bit ‘1’ into a light signal with a certain fixed power (amplitude), and the
bit ‘0’ into nothing (i.e. nothing is sent). The receiver then decides for ‘1’ when it receives
photons (a light signal) and ‘0’ when it receives nothing. This sounds very simple, but this does
not take into account background noise or the quantum limit. If we considered background
noise with: λn the number of photons resulting from noise, and λs the number of photons
sent by the transmitter, then the receiver decides for ‘1’ if the number of received photons
n ≥ γ = λsln(1+λs/λn) and ‘0’ if n < γ = λsln(1+λs/λn) . If we considered the quantum limit, then it
is possible for a ‘1’ to be sent, but have none of the photons arrive, meaning a ‘0’ was received;
the probability of this event is 12e
−λs (assuming the bits ‘0’ and ‘1’ are equiprobable).
Assuming the bits ‘0’ and ‘1’ are sent in an equiprobable manner and both resulting signals
have the same noise variance, the Bit Error Rate (BER) can be written as: Pe = Q
(√
SNR/2
)
.
OOK is simple to implement at the transmitter (compared to other modulation schemes [33])
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(a) 4-PPM example 1 [34]
(b) 4-PPM example 2 [35]
Figure 1.7: 4-PPM plots
due to just having to send a fixed signal on bit ‘1’; however, it is complicated at the receiver
due to the calculation needed for the threshold value to account for background noise.
1.1.5.2 BPPM
PPM converts each symbol into a pulse that takes up a fixed section of the signal period. For
BPPM, ‘0’ is converted into a pulse such that photons are sent only from t = 0 to T/2 (while
nothing is sent for the rest of the period), and ‘1’ into a pulse such that photons are sent only
from t = T/2 to T (the pulses can be assigned in reverse). It can be proven that the receiver’s
decision here depends in which time slot photons are sent, and that this decision is optimal.
Similarly, if we account for noise, then the receiver just compares the number of photons for
each time slot, and decides on the bit based on which time slot has the maximum.
Figure 1.7 shows 2 examples of 4-PPM pulses (from [34, 35] respectively); in both plots,
we have 4 symbols (representing bit pairs ‘00’, ‘01’, ‘10’ and ‘11’) represented each by a pulse
taking up a different part of the period T.
Assuming the bits ‘0’ and ‘1’ are sent in an equiprobable manner and both resulting signals
have the probability of being received incorrectly, the BER can be written as:
Pe =
∞∑
k=0
e−λn λkn
k!
k−1∑
j=0
(λs + λn)
j
e−λs−λn
j!
+ 1
2
∞∑
k=0
[
(λs + λn)
k
e−λs−λn
k!
λkne
−λn
k!
]
(1.4)
Because of how complicated the BER is for PPM, there is an upper bound:
Pe ≤ (Q− 1) e−(
√
λs+λn−
√
λn)
2
with Q being the order of the PPM
BPPM is simple to implement at the receiver due to simply needing to compare values;
however, it is less simple at the transmitter due to having to send pulses for both ‘0’ and ‘1’
instead.
BPPM is simpler than OOK to implement [14], but OOK provides better performance in
terms of BER.
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1.2 Spatial Diversity
Atmospheric turbulence is a big problem for FSO links, and many studies have been done
to reduce its effect. One could increase the allocated power to make the signals stronger,
but obviously this increases the power requirements for the FSO channels, and there is a
limit how much power can be used. Another method to overcome the fading involves more
complex coding algorithms that can reliably decrease the BER, but these algorithms need more
redundant bits to be transmitted thus decreasing the effective bit rate of the signals sent. A more
popular approach to reduce the fading relies on the concept of spatial diversity: more hardware
resources (antennas or relays) are utilized. The increased resources may reduce the BER, but
the installation can end up more complicated and power-hungry. Two of the spatial diversity
techniques are: Multiple-Input Multiple-Output (MIMO) FSO links, and relay-assisted FSO
channels.
1.2.1 MIMO systems
MIMO links (used in [6, 8, 14, 15, 21, 24, 27, 29, 36–38]) have several transceivers at the input-
side and several at the output-side; this increases the chance of the transmitted signal to
be sent and received without error through the link due to the increased number of ‘paths’
(each ‘path’ is a sub-channel of the MIMO link that goes from 1 input antenna to 1 output
antenna). The MIMO link needs enough space so that the antennas are separated enough to
have them be ‘independent’ which prevents sub-channels from interfering; this restricts the
arbitrary allocation of antennas for a MIMO FSO link.
Because of the multiple antennas used, a coding scheme is needed in order to interpret
the received signal at the output of the MIMO link. For “coherent communications” [39]
like “heterodyne detection” [39], an advanced coding scheme can be used, like “orthogonal
space-time block codes (OSTBCs)” [6] to increase performance. For non-coherent detection
like “intensity modulation and direct detection (IM/DD)” [6], which is “the main mode of
detection in FSO systems” [39], it can be proven that simpler coding schemes can be relied
upon (see [6]); moreover: “Since heterodyne FSO communication [...] is rarely deployed in
current systems due to technical difficulties and high cost, practical interest lies in the design
of MIMO FSO links with intensity modulation and direct detection (IM/DD)” [6].
For IM/DD, repetition coding (RC) or transmit laser selection (TLS) at the input-side are
viable coding schemes [8].
1.2.1.1 Repetition Coding (RC)
With RC, the same signal is sent from all input antennas, and “channel state information
(CSI)” [8] is not needed. For fair power allocation, the “transmit power is evenly split among
the transmit apertures” [8] (optional for RC). RC (used in [6, 8, 15, 40]), though simple, was
proven in [6] to provide better performance than OSTBC for MIMO links with IM/DD. At the
output-side, the received signals can be interpreted with either equal gain combining (EGC) or
maximal ratio combining (MRC) [6]; the first takes the average of the signals (simple), while
the second performs a weighted sum such that the result is as strong as possible (less errors).
1.2.1.2 Transmit Laser Selection (TLS)
TLS chooses the best laser to transmit the signal as to have the smallest error rate, so CSI
is needed [8]. TLS (used in [8, 36–38]) is more complicated than RC due to needing CSI (i.e.
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Figure 1.8: 3x2 MIMO FSO link
studying the channel), but performs better than RC (thus also outperforming Orthogonal Space
Time Block Coding (OSTBC)) [8].
1.2.2 Relay-Assisted systems
Adding relays to an FSO channel provides opportunities to have multiple channels running in
parallel and/or shorter hops (link from one transceiver to another). Relays act as ‘rest points’
for the signals, where weak signals can be buffed before sending them forward; this can be done
either by strengthening the signal (“amplify and forward (AF)” [13,16,40]) or by decoding the
signal properly then coding a new signal with the same information ready to be sent (“decode
and forward (DF)” [13,16,40]). Relays can be added to an FSO channel (or existing transceivers
can be used for relaying) in 2 ways: in parallel or in series.
1.2.2.1 Parallel relaying
Relays placed in parallel (used in [16,36,40]) provide alternative paths for the FSO channel in
case one or more of the paths was in outage, therefore preventing an outage to halt the entire
system. Because FSO transceivers use direct light sources (like lasers), broadcasting from one
antenna to multiple relays is not possible [16]; each path is going to need an input antenna
associated to it, meaning we need at least as many transmitters at the source as there are
paths.
1.2.2.2 Serial relaying
Relays placed in series (used in [16,29,41–45]) in an FSO channel decreases the distance per link
but not the overall distance; because the irradiance (from atmospheric turbulence and path loss)
is inversely exponentially dependent on the distance, cutting the channel into multiple sections
notably decreases the effect of fading. Placing relays in series is more effective than placing
them in parallel as a result, but if there is one hop in outage, the entire system suffers from
this.
An FSO channel can have a combination of relays in series and in parallel. Since placing
relays increases the cost of the FSO system, usually existing FSO transceivers (or arrays of
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transceivers) are used for parallel relaying (with no increased cost), and new relays are placed
for lengthy paths in order to notably increase performance (thus justifying the cost).
(a) Parallel relaying with 3 relays
(b) Serial relaying
Figure 1.9: Relaying in FSO systems
1.3 Irradiance PDF with Pointing Errors
Even though the main concern for many studies in the FSO communications field revolve around
the atmospheric turbulence’s impact on the FSO channels (like in [7–9,13–15,22,24,25,29] where
only this effect is considered), there are 2 other factors to take into consideration for properly
modeling the irradiance pdf: path loss and pointing errors.
1.3.1 Atmospheric turbulence
The effect of atmospheric turbulence on the irradiance was discussed previously in section 1.1.4.
For this study (and this section), we will model the turbulence using the Gamma-Gamma model
(see section 1.1.4.3 for more details) with the following pdf:
fγγ (I) =
2 (αβ)
α+β
2
Γ (α) Γ (β)
I
α+β
2 −1Kα−β
(
2
√
αβI
)
(1.5)
This effect will be referred to as ha.
1.3.2 Path loss
Also known as atmospheric attenuation or propagation loss, this represents the progressive
degradation of the light signal as it travels the air (it is a ratio, and the smaller it is, the worse
the loss is); “the path loss [...] is a constant at given weather condition and link distance” [31]
(relied upon in [16,18,20,30,32,36,38,40,42,43]). Some studies (like in [37,39,41]) do not even
consider it because it could be ignored for distances of around 1 km (it can be set to 1).
The path loss can be obtained from the “Beers-Lambert law” [36,38,40]: Lm = e
−Φd where
Φ is the “atmospheric attenuation coefficient” [36] such that Φ = 3.91V
(
λ
550
)−q
(for more details,
see [36]).
The exponential dependency of the path loss Lm on the distance d shows the advantage of
adding relays in an FSO channel; the shorter links reduce the path loss (or increase the value
of the path loss ratio) significantly.
This effect will be referred to as hl.
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1.3.3 Pointing errors
Also known as misalignment fading, these are the errors induced by both the transmitted light
signal not targeting the receiver exactly (the transceivers being moved for whatever reason
increases this error further) and the signal’s diffusion through the atmosphere which increases
the beam width and reduces the power at the center of the beam (thereby having less power
received by the receiver). The impact was studied in [18,30–33,36–43].
Using the equations and derivations from [32], the pointing errors’ effect on irradiance will
be modeled by an approximate expression:
hp ≈ A0e
− 2r2
w2zeq (1.6)
with: a the receiver’s radius, r the “radial distance” [32] between the receiver and the incident
beam, A0 = erf (ν)
2
the fraction of the collected power at the receiver [32] for r = 0, ν =
√
pi
2
a
wz
,
wz the “beam waist” [32] at distance z, and w
2
zeq = w
2
z
√
pierf(ν)
2νe−ν2
“the equivalent beam width” [32]
squared.
The pointing parameter ξ =
wzeq
2σs
is an important parameter introduced by misalignment
fading that will be used for the combined pdf, with σs the “jitter” [32] standard deviation.
1.3.4 Combined pdf
The combined irradiance pdf for the Gamma-Gamma model taking into account path loss and
pointing errors is the joint pdf of all 3 factors ha, hl and hp (where I = hahlhp); in other
words, it is the joint pdf of fγγ (ha) (equation 1.5) and fγγ (I|ha) (combined pdf of hl and
hp) [32,42,43]:
fI (I) =
∫ ∞
I/A0hl
fI|ha (I|ha) fha (ha) dha (1.7)
Substituting the pdfs of ha, hl and hp appropriately (following the likes of papers [32,40,42]),
we get the integral form of the combined pdf:
fγγ (I) =
2ξ2 (αβ)
(α+β)/2
Iξ
2−1
Aξ
2
0 Γ (α) Γ (β)h
ξ2
l
∫ ∞
I/A0hl
(ha)
α+β
2 −ξ2−1Kα−β
(
2
√
αβha
)
dha (1.8)
Many papers ( [32, 36, 38, 40, 42–44]) represented the integral using the Meijer-G function
with the derivations explained in the papers (the Meijer-G function can be used to represent
many integrals and special functions, so the bessel function was transformed into a Meijer-G
function, and the resulting integral was simplified to another Meijer-G function):
fγγ (I) =
αβξ2
A0hlΓ (α) Γ (β)
G3,01,3
[
αβ
A0hl
I
∣∣∣∣ ξ2ξ2−1,α−1,β−1 ] (1.9)
The Meijer-G form of the combined pdf is simpler notation wise, but the integral form can be
used by those who do not have access to the Meijer-G function; moreover, as explained below,
the Meijer-G function is difficult to run, so the integral form can be used with a finite upper
limit for the integral (a value of 3000 was good enough for us in MATLAB to have accurate
results).
Note: The Meijer-G function used (Gm,np,q ), even though available in many mathematical
software tools (such as MATLAB and Mathematica), is very complicated to run since it is a line
integral with parameters containing complex numbers, and it is a very general function that can
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be reduced to many special functions (including hypergeometric ones) for the appropriate values.
In the 2 mentioned software tools, it can take up to several hours to return a result. Moreover,
MATLAB’s MuPAD subprogram does not properly run the Meijer-G function for all values:
if the parameters exceed a certain threshold (from our tests, if αβA0hl I > 200), MATLAB gets
stuck (RAM fills up until maximum). Fortunately, Mathematica does not have that problem;
however, the higher values take more time to process, and may end up giving incorrect results.
12
Chapter 2
Outage Probability and Diversity
Order over Gamma-Gamma
channels
2.1 System Model and Objectives
The FSO system we will be considering for this study is the following: an FSO system that
relies on Nr relays (or hops) placed serially (see section 1.2.2.2); they create one path for the
signals between the source S and the destination D. Information is propagated from a node to
another by using the DF transmission scheme, where the signal is decoded and recoded again
in order to have a new strong signal. The link between any 2 adjacent nodes in the system is
a MIMO link (see section 1.2.1) with Pn transmit apertures and Qn receive apertures, where n
denotes the position of a node in the system with n = 1, ..., Nr + 1 (Nr + 1 being the resulting
number of links or hops).
For each MIMO link: signal transmission and detection is done using IM/DD (see section
1.2.1), the modulation scheme used is BPPM (see section 1.1.5.2), the coding scheme is RC
(see section 1.2.1.1) with power evenly distributed among the transmitters, and the receivers
translate the signal with the EGC technique (see section 1.2.1.1). Consequently, at the n-th
MIMO hop of the FSO system, the resulting equivalent irradiance becomes:
In =
Pn∑
p=1
Qn∑
q=1
In,p,q (2.1)
where In,p,q is the irradiance for the subchannel between transmit aperture p and receiver aper-
ture q at the n-th MIMO hop. In order to properly study the equivalent irradiance for any
MIMO link in this system, we will assume for the rest of this paper that the link’s subchan-
nels are independent in terms of irradiance, hence neglecting the possible interference between
subchannels.
We will rely on the Gamma-Gamma pdf to represent the atmospheric fading; the irradiance
pdf, as shown in section 1.1.4.3, is:
fγγ (I) =
2 (αβ)
α+β
2
Γ (α) Γ (β)
I
α+β
2 −1Kα−β
(
2
√
αβI
)
(2.2)
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For studying the performance of our FSO system, we will be relying on the following measure:
the outage probability. At the n-th link, the outage probability taken from [29] is:
Pout,n = Pr
(
1
Pn
In <
[
PM√
Qn
]−1)
= Pr
(
In <
Pn
√
Qn
PM
)
(2.3)
where PM is the “electrical power margin” [29]. As explained in [29], the division of the ir-
radiance In by Pn satisfies the power distribution requirement we mentioned before, and the
reduction of PM by
√
Qn “results from the Qn-fold increase in the noise variance resulting from
EGC” [29].
The serially-relayed FSO system with MIMO hops described earlier is going to be examined
for us to achieve the following: first, in this chapter, we propose an approximation for the
Gamma-Gamma outage probability for small values of the irradiance. Second, in Chapter 3.1,
we propose an algorithm for allocating apertures among the MIMO hops in our system such
that the system’s performance is the best it can be.
2.2 Why the approximation is needed
We have decided to adopt the Gamma-Gamma fading model for our channel due to its high ac-
curacy for all different strengths of atmospheric turbulence. However, as mentioned in sections
1.1.4.3 and 1.3.4, calculating the Gamma-Gamma irradiance pdf can be difficult to do. More-
over, the pdfs from equations 1.3 and 1.9 only consider an FSO channel with 1 Single-Input
Single-Output (SISO) hop (or 1 subchannel of 1 hop in our system, as is the case with the other
fading models discussed in section 1.1.4), and as such, the resulting pdf for a serially-relayed
FSO channel with MIMO links is even more complicated, as we will see later in section 2.3.
Additionally, since we want to evaluate the outage pdf of our system, the resulting calculation
is even more taxing. This is why we need an accurate approximation in order for us to be able
to easily study our system.
2.3 Approximations proposed and derived step-by-step
The approximations for the outage probability we propose here are accurate for small values
of the irradiance In, or large values of the power margin PM from equation 2.3. The first
approximation to be derived assumes our FSO channel does not suffer much from antenna
pointing errors (see section 1.3 for more details), and we can neglect their effect (relying on
equation 1.3 as the basis). The second approximation to be derived takes into account the
pointing errors (relying on equation 1.9 as the basis).
2.3.1 Approximation steps for the ‘no pointing errors’ case
The 1st approximation to be derived is for the case where pointing errors and path loss are
not considered. The approximation for the outage probability of the n-th MIMO link in our
serially-relayed system we want to prove to be valid is:
Pout,n ≈ 1
Γ (Knδn + 1)
[
(δnρn)
δn Γ (ρn − δn)
Γ (ρn)
]Kn [
PM
Pn
√
Qn
]−Knδn
(2.4)
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where Kn = Pn×Qn, δn = min {αn, βn} and ρn = max {αn, βn} (αn and βn are the parameters
from the Gamma-Gamma pdf in equation 1.3).
• First, let us find the characteristic function Φn,p,q of the pdf for 1 subchannel of the n-th
MIMO hop represented in equation 1.3. By definition: Φn,p,q = E
[
eitIn
]
. Therefore:
Φn,p,q =
2 (αnβn)
αn+βn
2
Γ (αn) Γ (βn)
∫ +∞
0
[
eitIn,p,q (In,p,q)
αn+βn
2 −1
Kαn−βn
(
2
√
αnβnIn,p,q
)
dIn,p,q
]
(2.5)
• Let us do a change of variables in equation 2.5 with x2 = In,p,q ⇒ dIn,p,q = 2xdx. The
resulting function is now:
Φn,p,q =
2 (αnβn)
αn+βn
2
Γ (αn) Γ (βn)
∫ +∞
0
[
eitx
2 (
x2
)αn+βn
2 −1 Kαn−βn
(
2
√
αnβnx2
)
2xdx
]
=
4 (αnβn)
αn+βn
2
Γ (αn) Γ (βn)
∫ +∞
0
x(αn+βn−2)+1eitx
2
Kαn−βn
(
2x
√
αnβn
)
dx
⇒ Φn,p,q = 4 (αnβn)
αn+βn
2
Γ (αn) Γ (βn)
∫ +∞
0
xαn+βn−1eitx
2
Kαn−βn
(
2x
√
αnβn
)
dx (2.6)
• Using equation 6.631.3 from [46], we can solve the integral in equation 2.6 with: µ = αn+
βn − 1, α(from [46]) = −it, ν = αn − βn, and β(from [46]) = 2
√
αnβn. The characteristic
function can then be expressed in terms of the Whittaker W function:
Φn,p,q =
4 (αnβn)
αn+βn
2
Γ (αn) Γ (βn)
1
2
(−it)−(αn+βn−12 )
(
2
√
αnβn
)−1
×
Γ
(
1 + αn − βn + αn + βn − 1
2
)
Γ
(
1− (αn − βn) + αn + βn − 1
2
)
×
e
(2
√
αnβn)
2
8(−it) W−αn+βn−12 ,αn−βn2
((
2
√
αnβn
)2
4 (−it)
)
=
(αnβn)
αn+βn
2 − 12
Γ (αn) Γ (βn)
(−it)−(αn+βn−12 ) Γ (αn) Γ (βn)×
e(
αnβn
2t )iW−αn+βn−12 ,αn−βn2
(
αnβn
t
i
)
⇒ Φn,p,q = (αnβn)
αn+βn−1
2 (−it)−(αn+βn−12 ) e(αnβn2t )iW−αn+βn−12 ,αn−βn2
(
αnβn
t
i
)
(2.7)
• The Whittaker W function can be expanded in terms of the Whittaker M function using
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equation 9.220.4 from [46] by replacing: λ = −αn+βn−12 , µ = αn−βn2 , and z = αnβnt i:
W−αn+βn−12 ,αn−βn2
(
αnβn
t
i
)
=
Γ
(
−2× αn−βn2
)
Γ
(
1
2 − αn−βn2 + αn+βn−12
)M−αn+βn−12 ,αn−βn2
(
αnβn
t
i
)
+
Γ
(
2× αn−βn2
)
Γ
(
1
2 +
αn−βn
2 +
αn+βn−1
2
)M−αn+βn−12 ,−αn−βn2
(
αnβn
t
i
)
=
Γ (βn − αn)
Γ (βn)
M−αn+βn−12 ,αn−βn2
(
αnβn
t
i
)
+
Γ (αn − βn)
Γ (αn)
M−αn+βn−12 ,−αn−βn2
(
αnβn
t
i
)
(2.8)
• Using equations 9.220.2 and 9.220.3 from [46] to expand the Whittaker M function in
terms of the confluent hypergeometric function φ (also referred to as 1F1):
W−αn+βn−12 ,αn−βn2
(
αnβn
t
i
)
=
Γ (βn − αn)
Γ (βn)
(
αnβn
t
i
)αn−βn
2 +
1
2
e−
αnβn
t i.
1
2×
φ
(
αn − βn
2
+
αn + βn − 1
2
+
1
2
, 2
(
αn − βn
2
)
+ 1;
αnβn
t
i
)
+
Γ (αn − βn)
Γ (αn)
(
αnβn
t
i
) βn−αn
2 +
1
2
e−
αnβn
t i.
1
2×
φ
(
βn − αn
2
+
αn + βn − 1
2
+
1
2
, 2
(
αn − βn
2
)
+ 1;
αnβn
t
i
)
=
Γ (βn − αn)
Γ (βn)
(
αnβn
t
i
)αn−βn+1
2
e−
αnβn
2t i φ
(
αn, αn − βn + 1; αnβn
t
i
)
+
Γ (αn − βn)
Γ (αn)
(
αnβn
t
i
) βn−αn+1
2
e−
αnβn
2t i φ
(
βn, αn − βn + 1; αnβn
t
i
)
(2.9)
• Therefore, replacing the newly obtained expression for the Whittaker W function in equa-
tion 2.7, we get:
Φn,p,q = (αnβn)
αn+βn−1
2 (−it)−(αn+βn−12 ) e(αnβn2t )i×[
Γ (βn − αn)
Γ (βn)
(
αnβn
t
i
)αn−βn+1
2
e−
αnβn
2t i φ
(
αn, αn − βn + 1; αnβn
t
i
)
+
Γ (αn − βn)
Γ (αn)
(
αnβn
t
i
) βn−αn+1
2
e−
αnβn
2t i φ
(
βn, αn − βn + 1; αnβn
t
i
)]
= (αnβn)
αn+βn−1
2 (−it)−(αn+βn−12 ) Γ (βn − αn)
Γ (βn)
(αnβn)
αn−βn+1
2
(
i
t
)αn−βn+1
2
φ1
+ (αnβn)
αn+βn−1
2 (−it)−(αn+βn−12 ) Γ (αn − βn)
Γ (αn)
(αnβn)
βn−αn+1
2
(
i
t
) βn−αn+1
2
φ2 (2.10)
with φ1 = φ
(
αn, αn − βn + 1; αnβnt i
)
and φ2 = φ
(
βn, αn − βn + 1; αnβnt i
)
.
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⇒ Φn,p,q = (αnβn)αn (−it)−(
αn+βn−1
2 ) Γ (βn − αn)
Γ (βn)
(−it)−(αn−βn+12 ) φ1
+ (αnβn)
βn (−it)−(αn+βn−12 ) Γ (αn − βn)
Γ (αn)
(−it)−( βn−αn+12 ) φ2
= (αnβn)
αn Γ (βn − αn)
Γ (βn)
(−it)−αn φ1 + (αnβn)βn Γ (αn − βn)
Γ (αn)
(−it)−βn φ2 (2.11)
• Let us reduce the previous equation in order to have an easier time working on an ap-
proximation: let K1 = (αnβn)
αn Γ(βn−αn)
Γ(βn)
and K2 = (αnβn)
βn Γ(αn−βn)
Γ(αn)
; consequently:
Φn,p,q = K1 (−it)−αn φ1 +K2 (−it)−βn φ2 (2.12)
• Let us first expand φ1 using equation 9.210.1 from [46], with α(from the book) = αn, and
γ = αn − βn + 1, to see how we can approximate:
φ1 = 1 +
αn
αn − βn + 1
(
αnβn
t
i
)
+
αn (αn + 1)
(αn − βn + 1) (αn − βn + 2)
(
αnβn
t
i
)2
1
2!
+
αn (αn + 1) (αn + 2)
(αn − βn + 1) (αn − βn + 2) (αn − βn + 3)
(
αnβn
t
i
)3
1
3!
+ ...
⇒ φ1 = 1 +
+∞∑
j=1
αn... (αn + j − 1)
(αn − βn + 1) ... (αn − βn + j − 1)
(
αnβn
t
i
)j
1
j!
= 1 +
+∞∑
j=1
αn... (αn + j − 1)
(αn − βn + 1) ... (αn − βn + j − 1) (αnβn)
j 1
j!
(−it)−j (2.13)
Let us define a0 = 1 and aj =
αn...(αn+j−1)
(αn−βn+1)...(αn−βn+j−1) (αnβn)
j 1
j! for j ≥ 1, then:
φ1 = a0 +
+∞∑
j=1
aj (−it)−j =
+∞∑
j=0
aj (−it)−j (2.14)
• Second, let us expand φ2 similarly with b0 = 1 and bj = βn...(βn+j−1)(αn−βn+1)...(αn−βn+j−1) (αnβn)
j 1
j!
for j ≥ 1
⇒ φ2 =
+∞∑
j=0
bj (−it)−j (2.15)
• The final simplified result of the characteristic function for 1 subchannel for the n-th hop
in our system is:
Φn,p,q = K1 (−it)−αn
+∞∑
j=0
aj (−it)−j +K2 (−it)−βn
+∞∑
j=0
bj (−it)−j (2.16)
• For a Kn = Pn × Qn MIMO link (considering all the other subchannels), the charac-
teristic function is, by definition: Φn =
∏Pn
i=1
∏Qn
j=1 (Φn,i,j) = (Φn,p,q)
Kn assuming the
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subchannels are independent in terms of their irradiances. Therefore:
Φn =
K1 (−it)−αn +∞∑
j=0
aj (−it)−j +K2 (−it)−βn
+∞∑
j=0
bj (−it)−j
Kn (2.17)
• Here begins the approximation. Since expanding equation 2.17 can be very lengthy, let
us find a valid and accurate approximation so that we only end up with 1 factor in the
present summation.
– The dominant term of either series in equation 2.17 is for j = 0 because of the
dominant inverse factorial term
(
1
j!
)
that dictates the decrease of the series (the
linear growth rates on j are not relevant now, and the terms (αβ)
j
and (−it)−j cancel
each other out in terms of growth rate). The hypergeometric functions all share this
behavior for z = αnβnt i→ 0 (this approximation is also going to be relied upon when
taking into account pointing errors), and this results in the approximation being valid
for small values of In. Therefore:
∑+∞
j=0 aj (−it)−j ≈ a0 and
∑+∞
j=0 bj (−it)−j ≈ b0.
– If αn > βn, the term containing (−it)−βn (second series) grows faster than the term
containing (−it)−αn (first series), and Φn ≈
[
K2 (−it)−βn
∑+∞
j=0 bj (−it)−j
]Kn
. If
αn < βn, the first series grows faster than the second, and Φn ≈
[
K1 (−it)−αn
∑+∞
j=0 aj (−it)−j
]Kn
.
Consequently, the minimum between αn and βn dictates the behavior of the charac-
teristic function Φn. Therefore, we need the variables δn = min {αn, βn} and ρn =
max {αn, βn} to simplify the approximation further⇒ Φn ≈
[
Ky (−it)−δn
∑+∞
j=0 cj (−it)−j
]Kn
with y = 1 and cj = aj if αn < βn, and y = 2 and cj = bj if αn > βn.
We can now provide an approximation of the characteristic function at the n-th MIMO
hop that is accurate for small values of In using the above 2 steps:
Φn ≈
[
Ky (−it)−δn c0
]Kn
=
[
Ky (−it)−δn
]Kn
= KKny (−it)−Knδn
⇒ Φn ≈ (ρnδn)Knδn Γ
Kn (ρn − δn)
ΓKn (ρn)
(−it)−Knδn (2.18)
• Inverting the characteristic function Φn with the following transform: 12piE
[
e−itI
]
, gives
us the approximation for the irradiance pdf for the n-th MIMO hop:
fn (In) ≈ 1
2pi
[
(δnρn)
δn Γ (ρn − δn)
Γ (ρn)
]Kn ∫ +∞
−∞
e−itIn (−it)−Knδn dt (2.19)
• Using equation 3.382.7 from [46], with β(from the book) = 0, x = t, ν = Knδn and p = In
(we only need to use the 1st line since In > 0), the pdf becomes:
fn (In) ≈ 1
2pi
[
(δnρn)
δn Γ (ρn − δn)
Γ (ρn)
]Kn 2piIKnδn−1n × 1
Γ (Knδn)
⇒ fn (In) ≈ 1
Γ (Knδn)
[
(δnρn)
δn Γ (ρn − δn)
Γ (ρn)
]Kn
IKnδn−1n (2.20)
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• The approximation for the outage probability can be easily obtained with equation 2.3:
Pout,n ≈
∫ Pn√Qn
PM
0
fn (In)
=
∫ Pn√Qn
PM
0
1
Γ (Knδn)
[
(δnρn)
δn Γ (ρn − δn)
Γ (ρn)
]Kn
IKnδn−1n dIn
⇒ Pout,n ≈ 1
Γ (Knδn)
[
(δnρn)
δn Γ (ρn − δn)
Γ (ρn)
]Kn
1
Knδn
[
Pn
√
Qn
PM
]Knδn
Pout,n ≈ 1
Γ (Knδn + 1)
[
(δnρn)
δn Γ (ρn − δn)
Γ (ρn)
]Kn [
PM
Pn
√
Qn
]−Knδn
(2.21)
From the outage approximation in equation 2.21, we can deduce that the power −Knδn
dictates the behavior of the outage probability; the higher Knδn is, the smaller the factor
involving the power margin PM and the smaller the outage probability, meaning the better the
performance. The factor Dn ≡ Knδn is called the diversity order, and will help us study the
performance of our FSO system. Moreover, we can also conclude from the diversity order that
the smallest between the fading coefficients αn and βn (which is δn) is the more important
coefficient for evaluating the system’s performance.
Expanding the approximation to the entire serial MIMO chain (our system), the entire
channel’s outage probability is dependent on the MIMO hop that performs the worse (or has
the smallest outage probability), i.e.:
Pout = min
n=1,...,Nr+1
{Pout,n}
⇒ Pout ≈ min
n=1,...,Nr+1
 1Γ (Knδn + 1)
[
(δnρn)
δn Γ (ρn − δn)
Γ (ρn)
]Kn [
PM
Pn
√
Qn
]−Knδn (2.22)
Because the channel’s outage probability is limited by the minimal outage probability be-
tween all MIMO hops, the resulting diversity order also follows the same rule; hence: D =
minn=1,...,Nr+1 {Dn} = minn=1,...,Nr+1 {Knδn}. We can see that if a hop in the serially-relayed
FSO system suffers from serious outage problems, the entire channel will be affected; we will
see later in Chapter 3.1 how important it is to improve the weakest link.
2.3.2 Results for the ‘no pointing errors’ case
The parameters used for the results here are: C2n = 10
−14m−2/3 and λ = 1550nm. From Figure
2.1, for a 3 km SISO link,the approximate Gamma-Gamma pdf we proposed (equation 2.20) is
linearly dependent on the irradiance (meaning less time is needed to calculate the pdf for large
vectors), and is accurate for the smaller values of the irradiance I. We will also see that, from
figures 2.2 and 2.3, the outage probability’s approximation we proposed holds for large values
of the power margin PM . Therefore, our approximations are more accurate for weaker systems
(when the irradiance is small or when they need more power supplied to them).
Figure 2.2 shows the exact and approximate outage probabilities of 4 different links: a 1x1
SISO link, a 2x1 MISO link, a 2x2 MIMO link, and a 3x2 MIMO link (the title of the figure
explains the channel’s setup). The outage probabilities are, of course, smaller and smaller when
we increase the number of subchannels (by adding antennas in a MIMO link); however, the
19
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Irradiance I
Pr
ob
ab
ilit
y
 
 
Gamma−Gamma Exact
Gamma−Gamma Approx
Figure 2.1: Exact vs. approximate Gamma-Gamma pdf for a 3 km SISO link.
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Figure 2.2: Exact vs. approximate outage pdf for a 3 km MIMO link.
more important result from the figure is the accuracy of the approximation we proposed: the
higher the power margin is, the closer the approximations are to the exact counterparts. The
asymptotic behavior of the approximations shows that above a certain power margin value
(depending on the link; here, for example, for the 2x1 link, the approximate outage probability
is very close to the exact value for PM ≥ 20dB), the approximate and exact values are almost
equal, and the error in the approximation can be safely neglected.
If we wanted to have a link with Pout = 10
−8: the 1x1 SISO link could not provide that
low of an outage probability within the range PM = {1, 2, ..., 35} dB, the 2x1 MIMO link needs
20
to reach a power margin of PM = 24.6 dB, the 2x2 link needs to reach PM = 13.5 dB, and
the 3x2 link needs to reach PM = 10 dB. Therefore, the more subchannels per link, the less
PM we need at the receiver; note that the reduction of PM from the 2x1 link to the 2x2 link is
significant (from 24.6 to 13.5), meaning adding an antenna can make a difference in the system’s
performance.
The diversity orders (negative slopes) for the 1x1, 2x1, 2x2 and 3x2 links are, respectively:
1.9874, 3.9748, 7.9495 and 11.9243. From Figure 2.2, it is apparent that the more subchannels
we have, the higher the slope in absolute value, meaning the higher the diversity order, and the
better the link’s performance (lower outage probabilities).
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Figure 2.3: Exact vs. approximate outage pdf for a 5 km channel with 2 relays in series.
Figure 2.3 shows the exact and approximate outage probabilities of 4 different serially-
relayed channels with 3 relays, with the following MIMO links (in order): 1x1, 1x1, 1x1 channel;
1x1, 2x1, 3x1 channel; 2x2, 3x2, 1x2 channel; 3x3, 2x3, 1x4 channel . The approximate outage
probabilities for the serially-relayed channels show the same behavior as the ones obtained for
the MIMO links (Figure 2.2), and we can draw the same conclusions as before.
If we wanted to have a link with Pout = 10
−8: the 1st channel needs to reach PM = 29 dB,
the 2nd channel needs to reach a power margin of PM = 21.5 dB, the 3
rd channel needs to
reach PM = 16 dB, and the 4
th channel needs to reach PM = 8 dB. Hence, the better serial
channels need less PM at the receiver; note that the reduction of PM from the 3
rd channel to
the 4th one is significant (from 16 to 8), meaning it is worth it to figure out how to distribute
antennas across links that serially relayed. This is the reason we need an algorithm to find out
what antenna distribution results in the lowest PM needed or the highest performance (lowest
outage probabilities).
The diversity orders for the 4 channels are respectively: 3.304, 5.1277, 6.6079 and 13.2158.
Again, the higher the diversity order, the better the channel’s performance (lower outage prob-
abilities).
2.3.3 Approximation steps for the ‘pointing errors’ case
The 2nd approximation to be derived is for the case where pointing errors and path loss are
taken into account (as discussed in section 1.3). The approximation for the outage probability
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of the n-th MIMO link in our serially-relayed system we want to prove to be valid is:
Pout,n (In) ≈

1
Γ(Knδn+1)
[(
αnβn
A0,nhl,n
)δn Γ(ρn−δn)ξ2n
Γ(ρn)(ξ2n−δn)
]Kn(
PM
Pn
√
Qn
)−Knδn
, δn < ξ
2
n;
1
Γ(Knξ2n+1)
[(
αnβn
A0,nhl,n
)ξ2n Γ(αn−ξ2n)Γ(βn−ξ2n)Γ(ξ2n)ξ2n
Γ(αn)Γ(βn)
]Kn(
PM
Pn
√
Qn
)−Knξ2n
, δn > ξ
2
n.
(2.23)
The pdf relied upon here is the one from equation 1.9, with the new parameters ξ2n, A0,n and
hl,n taken into account.
• First, let us find the characteristic function Φn,p,q of the pdf for 1 subchannel of the n-th
MIMO hop represented this time in equation 1.9. Again, by definition: Φn,p,q = E
[
eitIn
]
.
Therefore:
Φn,p,q =
αnβnξ
2
n
A0,nhl,nΓ (αn) Γ (βn)
∫ ∞
0
eitIn .G3,01,3
[
αnβn
A0,nhl,n
In
∣∣∣∣ ξ2nξ2n−1,αn−1,βn−1
]
dIn (2.24)
The integral above can be solved using equation 7.813.1 from [46] (all the conditions
mentioned in the book are satisfied):
Φn,p,q =
αnβnξ
2
n
A0,nhl,nΓ (αn) Γ (βn)
1
−itG
3,1
2,3
[
αnβn
−A0,nhl,nit
∣∣∣∣ 0,ξ2nξ2n−1,αn−1,βn−1
]
(2.25)
• Using Slater’s theorem to expand the Meijer-G function in terms of the generalized hy-
pergeometric function 2F2:
Φn,p,q =
αnβnξ
2
n
A0,nhl,nΓ (αn) Γ (βn)
1
−it
[
Γ
(
αn − ξ2n
)
Γ
(
βn − ξ2n
)
Γ
(
ξ2n
)
Γ (1)
(
αnβn
−A0,nhl,nit
)ξ2n−1
+
Γ
(
ξ2n − αn
)
Γ (βn − αn) Γ (αn)
Γ (ξ2n − αn + 1)
(
αnβn
−A0,nhl,nit
)αn−1
2F2
[
αnβn
−A0,nhl,nit
∣∣∣∣ αn,αn−ξ2nαn−ξ2n+1,αn−βn+1
]
+
Γ
(
ξ2n − βn
)
Γ (αn − βn) Γ (βn)
Γ (ξ2n − βn + 1)
(
αnβn
−A0,nhl,nit
)βn−1
2F2
[
αnβn
−A0,nhl,nit
∣∣∣∣ βn,βn−ξ2nβn−ξ2n+1,βn−αn+1
]]
⇒ Φn,p,q =
(
αnβn
A0,nhl,n
)ξ2n Γ (αn − ξ2n)Γ (βn − ξ2n)Γ (ξ2n) ξ2n
Γ (αn) Γ (βn)
(−it)−ξ2n
+
(
αnβn
A0,nhl,n
)αn Γ (βn − αn) ξ2n
Γ (βn) (ξ2n − αn)
(−it)−αn 2F2
[
αnβni
A0,nhl,nt
∣∣∣∣ αn,αn−ξ2nαn−ξ2n+1,αn−βn+1
]
+
(
αnβn
A0,nhl,n
)βn Γ (αn − βn) ξ2n
Γ (αn) (ξ2n − βn)
(−it)−βn 2F2
[
αnβni
A0,nhl,nt
∣∣∣∣ βn,βn−ξ2nβn−ξ2n+1,βn−αn+1
]
(2.26)
• We first approximate the characteristic function by nullifying any 2F2 function (the gen-
eralized hypergeometric function can be expressed as a series with the 1st term being 1;
we will approximate by taking the 1st term, which is 1). The series expansion method
was used previously for the confluent hypergeometric function, but as mentioned before,
the generalized hypergeometric functions can also be expressed as a series (see equation
9.14.1 in [46]), and the approximation is accurate for z → 0 (again resulting in small
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values of In).
Φn,p,q ≈
(
αnβn
A0,nhl,n
)ξ2n Γ (αn − ξ2n)Γ (βn − ξ2n)Γ (ξ2n) ξ2n
Γ (αn) Γ (βn)
(−it)−ξ2n
+
(
αnβn
A0,nhl,n
)αn Γ (βn − αn) ξ2n
Γ (βn) (ξ2n − αn)
(−it)−αn +
(
αnβn
A0,nhl,n
)βn Γ (αn − βn) ξ2n
Γ (αn) (ξ2n − βn)
(−it)−βn
(2.27)
• For a Kn = Pn × Qn MIMO link, the characteristic function , by definition: Φn =∏Pn
i=1
∏Qn
j=1 (Φn,i,j) = (Φn,p,q)
Kn again assuming the subchannels are independent in terms
of their irradiances. Therefore:
Φn ≈
[(
αnβn
A0,nhl,n
)ξ2n Γ (αn − ξ2n)Γ (βn − ξ2n)Γ (ξ2n) ξ2n
Γ (αn) Γ (βn)
(−it)−ξ2n
+
(
αnβn
A0,nhl,n
)αn Γ (βn − αn) ξ2n
Γ (βn) (ξ2n − αn)
(−it)−αn +
(
αnβn
A0,nhl,n
)βn Γ (αn − βn) ξ2n
Γ (αn) (ξ2n − βn)
(−it)−βn
]Kn
(2.28)
• We approximate this expression further by looking at the dominant term of the sum
(with respect to t); here, the dominant term is inversely proportional to the smallest
among αn, βn and ξ
2
n. However, we can simplify the expression even further due to our
introduction of the variables δn and ρn (see section 2.3.1), so now we only need to compare
δn and ξ
2
n:
Φγγ,MIMO (t) ≈

[(
δnρn
A0,nhl,n
)δn Γ(ρn−δn)ξ2n
Γ(ρn)(ξ2n−δn) (−it)
−δn
]Kn
, δn < ξ
2
n;[(
αnβn
A0,nhl,n
)ξ2n Γ(αn−ξ2n)Γ(βn−ξ2n)Γ(ξ2n)ξ2n
Γ(αn)Γ(βn)
(−it)−ξ2n
]Kn
, δn > ξ
2
n.
(2.29)
• Inverting the above characteristic function the same way we did before gives us the ap-
proximate pdf for the n-th MIMO hop:
fn (In) ≈

1
2pi
[(
δnρn
A0,nhl,n
)δn Γ(ρn−δn)ξ2n
Γ(ρn)(ξ2n−δn)
]Kn∫ +∞
−∞
e−itIn (−it)−Knδn dt, δn < ξ2n;
1
2pi
[(
αnβn
A0,nhl,n
)ξ2n Γ(αn−ξ2n)Γ(βn−ξ2n)Γ(ξ2n)ξ2n
Γ(αn)Γ(βn)
]Kn∫ +∞
−∞
e−itIn (−it)−Knξ2n dt, δn > ξ2n.
(2.30)
• Using equation 3.382.7 from [46] in order to solve the integrals in the above approximation:
fn (In) ≈

1
Γ(Knδn)
[(
δnρn
A0,nhl,n
)δn Γ(ρn−δn)ξ2n
Γ(ρn)(ξ2n−δn)
]Kn
(In)
Knδn−1 , δn < ξ2n;
1
Γ(Knξ2n)
[(
αnβn
A0,nhl,n
)ξ2n Γ(αn−ξ2n)Γ(βn−ξ2n)Γ(ξ2n)ξ2n
Γ(αn)Γ(βn)
]Kn
(In)
Knξ
2
n−1 , δn > ξ2n.
(2.31)
• Similarly to before, using equation from Chapter 1 gives us the resulting outage probability
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at the n-th MIMO hop of our system:
Pout,n (I) ≈

1
Γ(Knδn)
[(
δnρn
A0,nhl,n
)δn Γ(ρn−δn)ξ2n
Γ(ρn)(ξ2n−δn)
]Kn∫ Pn√Qn/PM
0
(In)
Knδn−1 dIn, δn < ξ2n;
1
Γ(Knξ2n)
[(
αnβn
A0,nhl,n
)ξ2n Γ(αn−ξ2n)Γ(βn−ξ2n)Γ(ξ2n)ξ2n
Γ(αn)Γ(βn)
]Kn∫ Pn√Qn/PM
0
(In)
Knξ
2
n−1 dIn, δn > ξ2n.
(2.32)
Solving the integrals result in:
Pout,n (In) ≈

1
Γ(Knδn+1)
[(
αnβn
A0,nhl,n
)δn Γ(ρn−δn)ξ2n
Γ(ρn)(ξ2n−δn)
]Kn(
PM
Pn
√
Qn
)−Knδn
, δn < ξ
2
n;
1
Γ(Knξ2n+1)
[(
αnβn
A0,nhl,n
)ξ2n Γ(αn−ξ2n)Γ(βn−ξ2n)Γ(ξ2n)ξ2n
Γ(αn)Γ(βn)
]Kn(
PM
Pn
√
Qn
)−Knξ2n
, δn > ξ
2
n.
(2.33)
From the outage approximation in equation 2.33, we can deduce that the powers −Knδn and
−Knξ2n dictate the behavior of the outage probability depending on which power is higher (or the
minimum between δn and ξ
2
n); for the case with the higher power: increasing the power leads to
a decrease in the factor involving the power margin PM and the smaller the outage probability,
meaning the better the performance. The diversity order now is Dn ≡ Kn min
{
δn, ξ
2
n
}
, and
this is the parameter used to study the performance of our FSO system. Additionally, we
can conclude that the minimum between αn, βn and ξ
2
n is now the pivotal factor of the hop’s
performance.
Expanding the approximation to the entire serial MIMO chain (our system), again the
entire channel’s outage probability is dependent on the MIMO hop that performs the worse,
i.e.: Pout = minn=1,...,Nr+1 {Pout,n} (for clarity, we will not expand the outage probability
here).
As discussed in section 2.3.1, the channel’s diversity order is dependent on the weakest hop
in the serially-relayed system, i.e.: D = minn=1,...,Nr+1 {Dn}, and the entire channel is held
back by its weakest link.
The approximation when considering pointing errors and path loss can be reduced to the
‘no pointing errors’ case. The new parameters A0,n, hl,n and ξ
2
n describe pointing errors and
path loss; for the approximation to be reduced to the simpler ‘no pointing errors’ case, we need
to neglect the effects introduced in this section. By having A0,n → 1, hl,n → 0 and ξ2n → ∞
on equation 2.33, we ignore pointing errors and path loss and end up with the expression in
equation 2.21. Consequently, the bigger any of αn, βn or ξ
2
n is, the less of an effect it has on
the system’s performance, and the smallest factor dictates the behavior of the respective hop
and can affect the rest of the channel.
2.3.4 Results for the ‘pointing errors’ case
As explained previously, the Meijer-G function was time-consuming for us to run, so we decided
to rely on the integral form (equation 1.8). After several plots were made with both equations,
we found out that both give the same results; hence, the integral form is very accurate, and we
are justified in using it for our simulations. As explained before (section 1.3.4), we had to fix
the upper limit of the integral to 3000 in order to get results with MATLAB; higher limits will
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result in incorrect values for our test cases.
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Figure 2.4: Exact vs. approximate outage pdf for a 3 km MIMO link, with ‘jitter’ σs = 0.3
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Figure 2.5: Exact vs. approximate outage pdf for a 3 km MIMO link, with ‘jitter’ σs = 0.5
The parameters used for the results here are: C2n = 10
−14 m−2/3, λ = 1550nm, a = 0.1 and
A0 = 1 (we are assuming that the receiver collects all of the incident beam’s power since our
study occurs at the receiver’s side; we want to focus on the effect of the pointing parameter ξ).
We are also assuming that all MIMO links in a serial channel share the same pointing errors
(same beam width wz and jitter σs). We plot the outage probabilities for most of the channels
covered in section 2.3.2 for different values of wz and σs; the cases: wz = 2.5 and σs = 0.3,
wz = 1 and σs = 0.3, wz = 2.5 and σs = 0.5, and wz = 1 and σs = 0.5. We obtain Figures 2.4,
2.5, 2.6,and 2.7.
Figures 2.4 and 2.5 shows the outage probabilities of a 1x1, 1x2, and 2x2 MIMO link channel
(similar setup to the ‘no pointing errors’ case in Figure 2.2), for σs = 0.3 (σs/a = 3) and σs = 0.5
(σs/a = 3) respectively. Similarly to section 2.3.2, more subchannels means less outage (better)
and all the approximations are accurate for large values of PM (including the ‘pointing errors’
cases), or smaller values of I. We did not include the last case of each of the plots from section
2.3.2 because the figure would have been crowded and unclear; the conclusions to make relating
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to pointing errors are the same regardless. Figures 2.6 and 2.7 shows the outage probabilities of
the channels from Figure 2.3 for σs = 0.3 and σs = 0.5 respectively, except for the last channel
(3x3, 2x3 and 1x4) to make the figure clearer. Again, the approximations are more accurate
for larger values of PM or smaller values of I.
If we wanted to have a link with Pout = 10
−8 for σs = 0.3 (Figure 2.4): the 1x1 SISO link
could not provide that low of an outage probability within the range PM = {1, 2, ..., 35} dB
under any of the plotted conditions (wz/a = 25, wz/a = 10, and ‘no pointing errors’); the
2x1 MIMO link needs to reach a power margin of PM = 26.3, 28.7 and 24.6 dB (wz/a = 25,
wz/a = 10, and ‘no pointing errors’ respectively); and the 2x2 link needs to reach PM =
15, 17 and 13.5 dB respectively. For σs = 0.5 (Figure 2.5): the 1x1 SISO link could not provide
that low of an outage probability within the range PM = {1, 2, ..., 35} dB under any of the
plotted conditions; the 2x1 MIMO link needs to reach a power margin of PM = 26.5 and 24.6 dB
for wz/a = 25 and ‘no pointing errors’ respectively (for wz/a = 10, the outage probability
cannot be reached here); and the 2x2 link needs to reach PM = 15.5, 27 and 13.5 dB respectively.
The values obtained for the ‘no pointing errors’ cases are the same as the ones obtained in section
2.3.2. The same conclusion as in section 2.3.2 can be reached here for all different cases.
The diversity orders for the 1x1, 2x1 and 2x2 links are respectively, with σs = 0.3 (Figure
2.4), are the same as in section 2.3.2 for all pointing errors, since the pointing errors are not
powerful enough to severely degrade the channels. The slopes are the same, but the outage
probabilities are naturally higher (due to propagation and pointing losses). For σs = 0.5
(Figure 2.5), for wz/a = 25, wz/a = 10, and ‘no pointing errors’: (1.9874,1.0105,1.9874),
(3.9748,2.0211,3.9748), and (7.9495,4.0422,7.9495). Comparing to what was obtained in section
2.3.2, the pointing errors here only have an impact on the diversity orders (slopes) when wz/a =
10 and σs = 0.5, meaning ξ
2 is smaller than δ. Therefore, we see that pointing errors can
potentially degrade the performance of a MIMO link even to the point where adding subchannels
may not be enough; for severe pointing errors like wz/a = 10 and σs/a = 5 (low wz/a and high
σs/a), the 2x1 MIMO link performs worse than the ideal ‘no pointing errors’ 1x1 SISO link.
It is worthy to note that, in Figure 2.4, the probabilities for each MIMO link are parallel and
close to each other (because the diversity orders were the same regardless of pointing errors)
and we can visually group them together, unlike in Figure 2.5 where the cases are not grouped
anymore because of the high pointing errors cases.
If we wanted to have a link with Pout = 10
−8 for σs = 0.3 (Figure 2.6): the 1st channel
needs to reach PM = 30 and 29 dB for wz/a = 25, and ‘no pointing errors’ respectively (for
wz/a = 10, the outage probability cannot be reached here); the 2
nd channel needs to reach
PM = 22.3, 33 and 21.5 dB (wz/a = 25, wz/a = 10, and ‘no pointing errors’ respectively); and
the 3rd channel needs to reach PM = 17.3, 20.8 and 16 dB respectively. For σs = 0.5 (Figure
2.7): the 1st channel needs to reach PM = 31 and 29 dB for wz/a = 25, and ‘no pointing errors’
respectively (for wz/a = 10, the outage probability cannot be reached here); the 2
nd channel
needs to reach PM = 23.3 and 21.5 dB for wz/a = 25, and ‘no pointing errors’ respectively (for
wz/a = 10, the outage probability cannot be reached here); and the 3
rd channel needs to reach
PM = 17.9 and 16 dB for wz/a = 25, and ‘no pointing errors’ respectively (for wz/a = 10, the
outage probability cannot be reached here). Again, the same conclusions as in section 2.3.2 and
the conclusions from Figures 2.4 and 2.5 can be made here.
The diversity orders for the 4 channels are respectively for σs = 0.3 (Figure 2.6) for wz/a =
25, wz/a = 10, and ‘no pointing errors’: (3.304,2.8071,3.304), (5.1277,2.8071,5.1277), and
(6.6079,5.6141,6.6079). For σs = 0.5 (Figure 2.7): (3.304,1.0105,3.304), (5.1277,1.0105,5.1277),
and (6.6079,2.0211,6.6079). Again, the conclusions made before also apply here, except that
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Figure 2.6: Exact vs. approximate outage pdf for a 5 km channel with 2 relays in series, with
‘jitter’ σs = 0.3
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Figure 2.7: Exact vs. approximate outage pdf for a 5 km channel with 2 relays in series, with
‘jitter’ σs = 0.5
instead of 1 MIMO link’s number of subchannels, we have to worry about the allocation of sub-
channels across a serially-relayed channel; with extreme pointing errors, even proper antenna
allocation cannot help much, and this is when we should be focusing on reducing the pointing
errors to begin with.
In all 4 figures, we can see that the higher wz is, the closer we are to the ‘no pointing errors’
case (i.e. the lower the outage probability is), meaning the better the channel (this can apply to
w as well). On the other hand, comparing the pairs of figures (Figure 2.4 with Figure 2.5, and
Figure 2.6 with Figure 2.7), we can see that the higher σs is, the worse the channel becomes
(the higher the probabilities of outages are). This makes sense because wz is the laser’s beam
width as seen by the receiver, so the bigger it is, the more power the receiver gets, meaning
better performance. And σs is the jittering’s standard deviation, indicative of how much the
laser is ‘shaking’, so the more jittering there is, the less power hits the receiver on average,
meaning worse performance.
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Chapter 3
Optimal Algorithm for placing
apertures in Serial-Relaying
MIMO FSO Channel
Note that the algorithm and the variables used are elaborated on in our published paper ( [29]).
The goal in this chapter is to find an algorithm that maximizes the channel’s diversity order
D = minn=1,...,Nr+1 {Knδn}, under the following constraint: the total number of subchannels
across the serially-relayed system is
∑Nr+1
n=1 Pn ×Qn = Ktot = cst.
Figure 3.1: Goal of chapter 3’s algorithm.
28
0 5 10 15 20 25 30
10−16
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
PM (dB)
O
ut
ag
e 
Pr
ob
ab
ilit
y
1×1, 1×1, 8×1
1×1, 2×1, 7×1
2×1, 2×1, 6×1
2×1, 4×1, 4×1
2×1, 3×1, 5×1
Figure 3.2: Comparing allocation scenarios for Ktot = 10 with link lengths 1 km, 1.5 km and
2.5 km respectively, with MISO hops.
3.1 Importance of proper aperture allocation
We can notice from Figures 2.2 and 2.3 that the channel’s outage probability can vary wildly
depending on the number of antennas allocated per MIMO hop (for a serially-relayed channel
or a single-hop channel). As a reminder, Figure 2.2 shows that for PM = 15dB, the outage
probability can range from around 0.01 (for a 1x1 SISO link) to around 10−14 (for a 3x2 MIMO
link), which is a very big improvement in performance. Even when looking at the simple
addition of 1 transmit antenna (to have a 2x1 MISO link), the probability decreases from 0.01
to 10−4. Therefore, the number of apertures per hop is very important to consider and study
when setting up an FSO channel. One, this case, could just install as many antennas as wanted,
but even with unlimited resources there is a restriction to remember (see section 1.2.1).
For a more realistic approach, let us consider the case with limited resources where we will
describe the limiting condition as
∑Nr+1
n=1 Kn = Ktot where Ktot is constant, for the rest of the
paper. In Figure 3.2 taken from our paper [29], we have considered all possible allocations of
subchannels for a channel with 2 relays placed in series, with Ktot = 10; not all outage pdfs
were plotted because many of the allocation scenarios have very similar outage pdfs, so only a
set of the allocations were shown. Because the fading coefficients are inversely proportional to
the link distance, there are allocation possibilities that do not make use of this relation: those
allocations have very high outage pdfs as a result, and were also not represented. As stated
before, the number of subchannels for a MIMO hop can greatly affect the channel’s performance;
with limited resources, trying to increase the number of subchannels for a hop means that we
have to relocate antennas between all hops. Randomly allocating subchannels across all the
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MIMO hops in the serially-relayed FSO channel is not a good idea; Figure 3.2 shows that the
outage probability can differ significantly between allocation scenarios (as explained before);
the difference between allocations like [1x1, 1x1, 8x1] and [1x1, 2x1, 7x1] is very notable.
However, if we increase the number of subchannels by 1 for the weakest hop with the intention
of increasing the system’s performance, another hop will have its Kn decrease, and the newly
weaken hop may end up being weaker than the previously weakest hop, and thereby making
the channel perform even worse than before. This is why we need an algorithm to optimally
and intelligently allocate apertures in a relatively short amount of time for serially-relayed FSO
channels with MIMO hops such that the channel performs the best it can (or has the lowest
outage probability); we need an algorithm to tell us that, for example in Figure 3.2, allocation
[2x1, 3x1, 5x1] is the optimal one, without having to study all possible allocation scenarios.
One could rely on the brute-force method, where each and every single allocation scenario
has its diversity order calculated, and the allocation with the smallest diversity order is optimal.
However, this method has a complexity of O
(
(Ktot)
Nr
)
, which is very high: the running time
is exponentially proportional to the number of relays. The algorithm we propose has a lower
complexity O (Nr), meaning the running time is only linearly dependent on the number of
relays.
Both cases mentioned in Chapter 2 benefit from proper resources allocation (as seen in
Sections 2.3.2 and 2.3.4, some allocation scenarios have lower outage probabilities than others);
whether pointing errors and propagation loss are considered or not does not undermine the
importance of knowing how to allocate antennas across MIMO FSO links in a serially-relayed
channel.
3.2 Role of diversity order
We will evaluate the system’s performance by looking at its diversity orderD = minn=1,...,Nr+1 {Knδn},
but we will only consider the case with no pointing errors or path loss because one could simply
replace any instance of δ with ω = min
{
δ, ξ2
}
, and the algorithm explained later could still be
used. Even though δ was extracted from the approximate outage pdf (equation 2.21), it can
still be a very reliable measure for the system’s performance due to the asymptotic behavior of
the approximation for small values of I or large values of PM ; remember, from Figures x and
x, the approximate outage pdf becomes closer and closer to the exact one as the value of PM
increases. As a result, when we talk about improving the performance of our system, we refer
to increasing the system’s diversity order.
For a single link, the diversity order Dn is proportional to the number of subchannels Kn of
the MIMO link and to its δn (minimum between αn and βn). For the serially-relayed system, the
diversity order D depends on the vector of allocated number of subchannels for the MIMO hops
Kˆ = [K1, ...,KNr+1], and the vector of fading coefficients δˆ = [δ1, ..., δNr+1]. Since the fading
coefficient vector δˆ is not a factor that can be easily modified (assuming the link distances are
fixed, α and β are usually set in stone for a MIMO hop), improving the channel’s performance
is going to be done by tampering with the number of allocated antennas for the MIMO hops
(i.e. changing Kˆ). That is why the algorithm we will propose that optimally allocates antennas
with the restriction on the number of subchannels
∑Nr+1
n=1 Kn = Ktot generates the optimal
vector Kˆ (i.e. the optimal set of Kns); the focus of the algorithm is to find the optimal values
of Kns such that the system’s diversity order D (the smallest hop diversity order) is as high as
possible, thereby making the system perform the best it can.
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3.3 Algorithm and explanation
The algorithm’s goal is allocate the number of subchannels for each MIMO hop in a serially-
relayed channel such that the channel’s diversity order is maximal under a limited number of
subchannels. The algorithm we propose here was already suggested in our paper (from [29]),
but we will explain it here in more detail and go through an example to show how the algorithm
works.
It is given as input the following: the fading coefficient vector δˆ and the limiting factor
Ktot =
∑Nr+1
n=1 Kn (the number of relays Nr can be obtained from the length of the vector
δˆ). One can have the input δˆ replaced by the MIMO hop length vector lˆ instead, and have
the program calculate the vector δˆ from lˆ (other parameters needed like C2n can be either
constant or added as an input); this is what we ended up doing when running our simulations.
The algorithm then generates the optimal set of MIMO hops’ subchannel count Kˆ: if every
MIMO hop in the serially-relayed FSO system was allocated a number of antennas such that
Kˆ = [K1, ...,KNr+1] is satisfied, then the channel’s resulting diversity order will be higher or
equal to the one obtained with any other allocation scenario Kˆ ′ 6= Kˆ, meaning the performance
is maximized under the given conditions (inputs).
Here is the optimal allocation algorithm, taken from our paper: “
0. Set Kˆ = [0...0], ∆ = {1, ..., Nr + 1} and M = Ktot.
1. Evaluate K ′i =
M
δi
∑
j∈∆
1
δj
for i ∈ ∆.
2. Construct the (Nr + 1)-dimensional set C whose i-th element is equal to bK ′icδi if i ∈ ∆
and to ∞ otherwise.
3. Construct the set S that contains the indices of the M −∑i∈∆bK ′ic smallest elements of
C.
4. Find the optimal values Kˆn = dK ′ne for n ∈ S.
5. Set ∆ = ∆\S and M = M −∑n∈S Kˆn. If |∆| = 0, exit. If |∆| = 1, set Kˆ∆ = M and
exit. Go to Step 1.
” [29].
The ideas behind the algorithm and why it works:
• The goal of the algorithm is to maximize the serially-relayed channel’s diversity order
(D = minn=1,...,Nr+1 {Knδn}), so we need the vector δˆ = [δ1...δNr+1]. If the vector is
not already given, we can obtain it from the link length vector lˆ by first obtaining the
values for the vectors αˆ and βˆ (using the equations from [8]), then getting the minimum
between them for all n = 1, ..., Nr + 1 (remember: δn = min {αn, βn}). δˆ is now constant
and defines the hops; therefore, the algorithm will optimize the channel by calculating the
optimal values of Kˆ such that the channel’s diversity order is the highest one achievable.
• First, we need to initialize the needed variables (Step 0); since the algorithm is a recursive
one (we will explain later why), we need to track the following for each iteration: the
optimal vector Kˆ (to store the values that are deemed optimal), the indices of the hops
that still need optimizing (∆), and the remaining aperture to be allocated from Ktot (M).
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• The formula for the vector Kˆ ′ = [K ′1, ...,K ′Nr+1] in Step 1 was obtained by solving the
following problem: we want the values of the set Kˆ such that the diversity order D (the
minimum between the hops’ diversity orders) is maximum. If we increase the value of an
element of Kˆ, another element is going to be decreased by the amount (remember: the
sum of all the elements is a constant Ktot). Hence, solving this problem (in our case,
it is a max-min problem) can be done by making all the individual terms of the vector
D equal, i.e. solving: D1 = ... = DNr+1, or K1δ1 = ... = KNr+1δNr+1. However, the
solution of Kˆ ′ is not an integer vector, and the optimal vector Kˆ we want to obtain can
only have integers (remember: Kn = Pn ×Qn ∀n ∈ [1, ..., Nr + 1]).
• The integer problem is not an ILP one (...), and cannot be solved as such. Therefore,
our first approach to the problem is to floor the vector Kˆ ′ (Step 2) such that the new
diversity order vector is C = [bK1cδ1, ..., bKNr+1cδNr+1]; the nearest integer to any K ′i
with i ∈ [1, ..., Nr + 1] that still guarantees the limiting condition M is the floor bK ′ic.
• The approach of Step 2 can result in having remaining subchannels M −∑i∈∆bK ′ic (we
want to allocate all of Ktot), because we made sure to truncate the vector Kˆ ′ down to
integers (with the flooring process). What to do with the remaining M −∑i∈∆bK ′ic
subchannels?
Idea: Allocate remaining to M −∑i∈∆bK ′ic weakest hops (in terms of diversity orders)
by increasing their subchannel count K by 1; since the only ones that need boosting
have their K ′ floored by Step 2 (proven later), boosting a link means raising its bK ′ic
to dK ′ie. By doing this, we are boosting the weakest hops so that the entire channel’s
performance is increased.
Why it works: ∀i, j ∈ [1, ..., Nr + 1]: dK ′ieδi ≥ K ′iδi = K ′jδj ≥ dK ′jeδj . The first term
is the diversity order of a boosted link (due to the presence of the ceiling), and the
last term is the diversity order of a link that could need boosting (after Step 2).
Since we have just proven that the diversity order of a boosted link is higher or
equal to that of any other non-boosted link, then instead of boosting the channel
link by link and checking every time for the new minimum, we are guaranteed that
boosting the weakest link removes it from further consideration (making its resulting
diversity order higher than that of any non-boosted hop). Hence the reason we can
just boost each of the M −∑i∈∆bK ′ic weakest links once.
• We can prove that any boosted link resulting from Step 3 has the optimal K = dK ′e
solution, meaning any instance of a ceiling of K ′ is tied to a boosted link that is optimal
and removed from further iterations of the algorithm. First, we have already proven
that any boosted link does not need to have its K increased further, since the resulting
diversity order is certain to be higher than that of any other non-boosted links. Second,
decreasing the K of a boosted link will most probably lower the entire channel’s diversity
order by imposing a new lower minimum (remember, the hop was boosted in Step 3 for
a reason!).
• Therefore, in Steps 4 and 5, we find the hops that are boosted, set their subchannel count
to the new ceiling value, and call it optimal by removing the hops from further iterations.
Since we were only able to prove that the boosted links have their subchannel count at
the optimal value, we need to reconsider the non-boosted links (this is the reason we need
a recursive algorithm). Since we started from the equality K1δ1 = ... = KNr+1δNr+1, any
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term can be easily removed without needing to change the algorithm except for the hops
that need to run through the algorithm. This is the reason we have ∆ and M ; ∆ tells
the algorithm what hops to work on for a specific iteration, and M is the new limiting
condition for each iteration (we have to decrease it by the already optimally allocated K).
• The algorithm should run another iteration when there are 2 or more non-optimal values
of K (or |∆| > 1). If we only have 1 non-optimal value of K (or |∆| = 1), then just
allocate the remaining to the appropriate hop, and stop the algorithm. The algorithm
should also be stopped when the entire optimal vector Kˆ is obtained (or |∆| = 0).
The algorithm only has a complexity linearly dependent on the number of relays because we
are certain that each iteration will boost one of the Nr + 1 links (there is a smallest diversity
order, and it will be boosted by Step 3), and, in the worst case scenario, the algorithm returns 1
boosted link per iteration. This is much less intensive than the brute-force method of checking
every possible allocation scenario (having to consider all possible values of the vector Kˆ under
the limiting condition Ktot).
3.4 Examples
3.4.1 Example 1
Let us use the algorithm to find the optimal subchannel allocation for the case of Figure 3.2.
The parameters are: C2n = 10
−14, λ = 1550 nm, 2 relays in series with lˆ = [1, 1.5, 2.5] km and
Ktot = 10.
• First, since we were given the link lengths instead of the fading coefficients, let us calculate
δˆ: δˆ = [10.1662, 5.1277, 2.4504]. Note that the values are not exact, they are the values
returned by MATLAB (rounded); however, they are precise and accurate enough to have
the algorithm return the correct result. The ‘=’ sign may therefore represent precise
approximations at times.
Iteration 1:
0. Nr = 2 and Ktot = 10⇒ Kˆ = [0, 0, 0] ,∆ = {1, 2, 3} and M = Ktot = 10.
1. Using the equation for getting the exact non-integer Kˆ ′: Kˆ ′ = [1.4022, 2.78, 5.8175].
2. ˆbK ′c = [1, 2, 5] and δˆ = [10.1662, 5.1277, 2.4504]⇒ C = [10.1662, 10.2554, 12.252].
3. M −∑i∈∆bK ′ic = 10− (1 + 2 + 5) = 2⇒ S contains the indices of the 2 smallest elements
of C⇒ S = {1, 2}.
4. S = {1, 2} and K ′1,2 = [1.4022, 2.78]⇒ dK ′1,2e = [2, 3]⇒ Kˆ = [2, 3, 0].
5. ∆ = ∆\S = {1, 2, 3} \ {1, 2} = {3}, and M = M −∑n∈S Kˆn = 10 − (2 + 3) = 5. Since
|∆| = 1, Kˆ∆ = M ⇒ Kˆ3 = 5 ⇒ Kˆ = [2, 3, 5] , and the algorithm stops (no further
iterations needed).
The above example only needed to run 1 iteration of the algorithm; the brute-force method
needs to cycle through 103 = 1000 allocation possibilities.
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3.4.2 Example 2
We now use the algorithm to find the optimal subchannel allocation for the following scenario:
C2n = 10
−14, λ = 1550 nm, 3 relays in series with lˆ = [1.5, 1, 2.5, 2] km and Ktot = 20.
• First, since we were given the link lengths instead of the fading coefficients, let us calculate
δˆ: δˆ = [5.1277, 10.1662, 2.4504, 3.304].
Iteration 1:
0. Nr = 3 and Ktot = 20⇒ Kˆ = [0, 0, 0, 0] ,∆ = {1, 2, 3, 4} and M = Ktot = 20.
1. Using the equation for getting the exact non-integer Kˆ ′: Kˆ ′ = [3.8843, 1.9592, 8.1281, 6.0284].
2. ˆbK ′c = [3, 1, 8, 6] and δˆ = [5.1277, 10.1662, 2.4504, 3.304]⇒ C = [15.3831, 10.1662, 19.6032, 19.824].
3. M −∑i∈∆bK ′ic = 20 − (3 + 1 + 8 + 6) = 2 ⇒ S contains the indices of the 2 smallest
elements of C⇒ S = {1, 2}.
4. S = {1, 2} and K ′1,2 = [3.8843, 1.9592]⇒ dK ′1,2e = [4, 2]⇒ Kˆ = [4, 2, 0, 0].
5. ∆ = ∆\S = {1, 2, 3, 4} \ {1, 2} = {3, 4}, and M = M −∑n∈S Kˆn = 20 − (4 + 2) = 14.
Since |∆| = 2, we have to run another iteration of the algorithm, meaning we go back to
Step 1.
Iteration 2:
1. Using the equation for getting the exact non-integer Kˆ ′3,4: Kˆ
′
3,4 = [8.0383, 5.9617].
2. ˆbK ′3,4c = [8, 5] and ˆδ3,4 = [2.4504, 3.304]⇒ C = [19.6032, 16.52].
3. M −∑i∈∆bK ′ic = 14 − (8 + 5) = 1 ⇒ S contains the index of the smallest element of
C⇒ S = {4}.
4. S = {4} and K ′4 = [5.9617]⇒ dK ′4e = [6]⇒ Kˆ = [4, 2, 0, 6].
5. ∆ = ∆\S = {3, 4} \ {4} = {3}, and M = M − ∑n∈S Kˆn = 14 − (6) = 8. Since
|∆| = 1, Kˆ∆ = M ⇒ Kˆ3 = 8 ⇒ Kˆ = [4, 2, 8, 6] , and the algorithm stops (no further
iterations needed).
The above example needed to run 2 iterations of the algorithm this time; the brute-force
method needs to cycle through 104 = 10000 allocation possibilities.
Both examples show why relying on the brute-force method is not a good idea for FSO
channels with many relays. The number of iterations needed by our algorithm does not depend
on the number of relays.
3.5 Comparing our algorithm to uniform distribution
Our algorithm’s allocation proven optimal is compared here to uniform allocation by their re-
sulting channel diversity orders. We plot the cumulative density functions (cdfs) of the diversity
orders for both allocation algorithms in Figure 3.3 (also from our paper [29]), with 5 randomly
serially placed relays for a 10 km channel.
Figure 3.3 shows the channel diversity order cdf for Ktot = 12, 18, 24 for both uniform
allocation and our algorithm’s allocation. The first conclusion to be made here can be made for
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Figure 3.3: Uniform vs. our algorithm’s distributions’ cdfs of the channel diversity order, for a
10 km channel with 5 randomly placed relays.
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each algorithm individually: the higher Ktot is, the more probable it is for the Kns to be higher,
and the more probable it is for the channel diversity order to be higher (remember: D is in a
way proportional to Kˆ), i.e. the more probable it is for the system to perform better. Second,
the cdfs resulting from our algorithm are higher than that from uniform allocation (for the
same Ktot) since our algorithm’s purpose is to allocate in such a way that the channel diversity
order is as high as it can be. Uniform allocation only distributes Ktot equally among all hops,
which can only be beneficial if the link lengths happen to be equal (the diversity order is also
proportional to δn, which is proportional to the link length ln). Moreover, the cdfs resulting
from our algorithm are more stable, i.e. the diversity orders have a smaller range of values.
Consequently, for randomly placed relays in a serially-relayed system of fixed length, our
algorithm allocates Ktot such that the resulting channel diversity orders are higher than that of
uniform allocation, and we have a smaller set of possible values for the channel diversity order,
thus making any serially-relayed channel more efficient and easier to study.
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Chapter 4
Conclusion
The FSO communications field is quickly evolving to satisfy the increasing wireless intercom-
munications demands in terms of capacity, reach and speed. Without the need for physical
cables, and relying on directed light signals instead, the FSO links are the better alternative to
both optical fibers and the wireless technology Wi-Fi. The main obstacle to using the technol-
ogy though is the constantly varying atmosphere (somewhat unpredictable) itself: light signals
decrease in power when they travel through this channel. Spatial diversity is a popular tech-
nique to mitigate the fading. Pointing errors and propagation loss also impact the power of the
transmitted signal, and we need popular solutions for mitigating the effect of pointing errors;
propagation losses can be dealt with by adding relays in series (making the links shorter).
The Gamma-Gamma fading model is a popular and accurate one, but its complexity dis-
courages its use for MIMO links. This is why we proposed accurate approximations for the
Gamma-Gamma irradiance pdf and the outage pdf for small values of the irradiance (the out-
age pdf being a measure for channel performance) for both the simpler case with no pointing
errors or path loss and the more realistic case including all 3 factors (including atmospheric
fading). Since the area of interest is improving weak channels, i.e. ones with small irradiance
values, the approximations allow us to accurately study the asymptotic behaviors of the out-
age probabilities. We may need to find an approximation for higher irradiance values in the
future when FSO systems are to be pushed even further. Results were simulated for the more
complicated case using the integral form due to the time needed to run the Meijer-G functions
(remember, we tested both the integral form and the Meijer-G expression, and they were equiv-
alent). Results show that all the approximations were accurate for small values of I (or large
values of the power margin PM at the receiver). Atmospheric turbulence was a bigger concern
when FSO was new and the atmosphere posed a challenge; with the plethora of methods for
reducing its impact, pointing errors, previously a difficult case to consider for many people, are
being assessed and studied.
When MIMO hops are not enough, relaying techniques can and should be applied to the
systems; the combination of serial relaying and MIMO links greatly improves the channel’s
performance. Aperture allocation here is very important to consider; improper allocation can
severely reduce the channel’s performance and diversity order as compared to the proper allo-
cation scenario. This is why we proposed an algorithm to optimally allocate antennas under
limited resources such that the channel’s diversity order (measure for the channel’s performance)
is the highest possible.
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