Abstract. We compute the Picard group of the moduli stack of smooth curves of genus g for 3 ≤ g ≤ 5, using methods of equivariant intersection theory. We base our proof on the computation of some relations in the integral Chow ring of certain moduli stacks of smooth complete intersections. As a byproduct, we compute the cycle classes of some divisors on Mg.
Introduction
The Picard group is an important invariant of schemes. In the landmark paper [Mum65] Mumford first introduced the notion of Picard group of a moduli functor, and actually computed it in the case of the moduli functor of elliptic curves. In subsequent works (e.g. [Vis89] , [Kre99] ) the notion of Picard group had been extended to a large class of algebraic stacks. Moreover, in [Tot99] and [EG98] the authors introduced the notion of equivariant Picard group of a scheme X endowed with the action of an algebraic group G: they showed that the equivariant Picard group coincides with the Picard group of the associated quotient stack [X/G].
In the papers [Har83] and [AC87] the authors computed the Picard group of the moduli stack of smooth curves of genus g ≥ 3 over a base field of characteristic zero: in particular they proved that Pic(M g ) is a free abelian group on a single generator λ 1 , which is the first Chern class of the Hodge bundle. The proof of these results relies on topological methods that seem hard to extend to the case of base fields of positive characteristic.
When the base field has positive characteristic and g ≥ 3, we only know the following: the rational Picard group of M g is generated by λ 1 (see [Mor01] ). Therefore, it may still be the possible that, in positive characteristic, the abelian group Pic(M g ) has more than one generator. In this paper we show that, in the range 3 ≤ g ≤ 5, this is not the case.
Theorem. The Picard group of M g , for 3 ≤ g ≤ 5, is freely generated by λ 1 , without any assumption on the characteristic of the base field.
The proof of this theorem is obtained using methods of equivariant intersection theory, as introduced in [Tot99] and [EG98] . Equivariant intersection theory is for the moment the only tool at our disposal that can be used in order to deal with the integral Chow rings of moduli stacks (see, among others, [Vis98] , [EF08] , [EF09] , [FV18] and [DL18] ). This approach to cycle theoretic questions has also the advantage of being almost independent of the characteristic of the base field, which for us is the key feature in order to prove the theorem above.
Furthermore, using these techniques, we are also able to determine along the way, almost without any extra effort, the cycle classes in terms of λ 1 of some geometrically meaningful divisors on M g , recovering some of the computations contained in [TiB88] and [HM82] .
Structure of the paper. In the first part of the paper, we focus on some moduli stacks parametrizing vector bundles and smooth complete intersections contained in the projectivization of these vector bundles. We do this because we will identify open substacks of M g , when 3 ≤ g ≤ 5, with these stacks, which in the following we will simply call stacks of complete intersections. The reader should bear in mind that the objects of these stacks will not just be complete intersections, but vector bundles and smooth complete intersections of a certain type contained in the projectivization of this bundles.
In Section 1 we introduce the moduli stack F a,b of smooth complete intersections in P n of codimension two and bidegree (a, b), where 0 < a < b and n > 2. In Proposition 1.1.6 we give a presentation of this stack as a quotient stack. Next, we use techniques of equivariant intersection theory to obtain a certain number of relations that hold in the integral Chow ring of F a,b (see Proposition 1.2.6 and Remark 1.2.8). This permits us to completely determine, in terms of generators and relations, the abelian group Pic(F a,b ) (see Theorem 1.2.7).
In Section 2 we move to the moduli stack G d,m of smooth complete intersections in P n of m hypersurfaces of degree d, where 0 < m < n and n > 1. In Proposition 2.1.3 we give a presentation of this stack as a quotient stack and, just as in the previous section, we obtain a certain number of relations that hold in its integral Chow ring (see Proposition 2.2.8 and Remark 2.2.11), thus determining Pic(G d,m ).
Let us observe that Theorem 1.2.7 and Theorem 2.2.10 can also be deduced from [Ben12] . Nevertheless, we preferred to give an independent treatment using different methods, which seem to us that provide simpler and shorter proofs. These methods have also the advantage of being independent of the characteristic of the base field. On the other hand, we only recover some particular cases of [Ben12] , where also more detailed constructions are provided.
In Section 3 we apply the results obtained in the previous sections in order to prove the main theorems of the paper, which are Theorem 3.1.5, Theorem 3.2.5 and Theorem 3.3.4. Along the way we also deduce some interesting corollaries, in particular Corollary 3.1.6, Corollary 3.2.7 and Corollary 3.3.5.
Further directions. An obvious question that arise from the main theorem of this paper is the following: is still true that the Picard group of M g , for g > 5, is freely generated, even when the base field has positive characteristic? We hope to give an answer to this question in the next future. We also hope to pursue the research lines of the present work in other two distinct directions: on one hand, building on Remark 1.2.8 and Remark 2.2.11, we can try to determine the structure of the whole integral Chow ring of F a,b and G d,m . On the other hand, we can apply these techniques in order to investigate the moduli stacks of polarized K3 surfaces of low genus, which share some common features with the moduli stack of curves.
1. Picard group of moduli of smooth complete intersections in P n of codimension two.
In this section, we introduce and study the moduli stack of smooth complete intersections in P n of codimension two and bidegree (a, b), with a < b. We denote this stack as F a,b and we define it in (1.1.1): in Proposition 1.1.6 we give a presentation of F a,b as a quotient stack, and in Theorem 1.2.7 we compute its Picard group. As observed in Remark 1.2.8, we actually compute a set of other relations that hold true in the Chow ring of F a,b .
1.1. The moduli stack F a,b .
(1.1.1) Fix three integers a, b and n such that 0 < a < b and n > 2 . Let F a,b be the category fibred in groupoids over the site of schemes whose objects over a scheme S are pairs (V → S, X ⊂ P(V )), where
• V is a vector bundle over S of rank n + 1.
• X is a regularly embedded, closed subscheme of P(V ) of codimension 2, smooth over S.
• For every geometric point s in S the fiber X s is a global complete intersection of bidegree (a, b). The morphisms in F a,b (S) between pairs (V → S, X ⊂ P(V )) and (V ′ → S, X ′ ⊂ P(V ′ )) are given by isomorphisms of the vector bundles V and V ′ which induce isomorphisms of X and X ′ . It is easy to see that F a,b is a stack over the site of schemes.
(1.1.2) Let E n+1 be the standard representation of GL n+1 and set
n+1 ) The projective space P(W a ) is isomorphic to the Hilbert scheme of hypersurfaces of degree a in P n . In particular, there exists an universal hypersurface π : H a → P(W a ). This hypersurface is embedded in P(W a ) × P n , thus we can consider the restriction to H a of the invertible sheaf pr * 2 O P n (b), which we denote O Ha (b). We define then over P(W a ) the sheaf V a,b := π * O Ha (b). By cohomology and base change theorem, we have that V a,b is a locally free sheaf whose fibre over a closed point [H] of P(W a ) is the vector space H 0 (H, O H (b)). Another way to look at V a,b is the following: consider the morphism of represen-
This induces an injective morphism of locally free sheaves over P(W a ):
whose cokernel is V a,b . This locally free sheaf naturally inherits a GL n+1 -linearization. Indeed, observe that the morphism ϕ of (1.1.2) induces an embedding of projective bundles:
We see that the locus in P(W a )×P(W b ) where the fibres of the schematic intersection of H a × P(W b ) and P(W a ) × H b have codimension one is precisely Im(ϕ).
(1.1.4) The induced projection morphism P(W a ) × P(W b ) \ Im(ϕ) → P(V a,b ) makes the first scheme into a vector bundle over the second one. It is easy to see that the restriction of the relative scheme X a,b to P(W a ) × P(W b ) \ Im(ϕ) descends along the projection to a relative scheme C a,b → P (V a,b ) . Moreover, for what we have just said, the fibres of this morphism will all be global complete intersections of degree (a, b). n : a fibre on a geometric point of P n corresponds to the vanishing locus of two linear equations in the homogeneous coordinates of P(V a,b ) and n − 1 minors of a n × 2 matrix with entries in the same homogeneous coordinates. Observe that this description will continue to hold in a local neighborhood of the point of P n . It follows from standard facts on determinantal loci that a fibre locally described by these equations will be reduced and irreducible, and thus Z a,b will be so. Moreover, this also shows that the fibres of Z a,b → P n have codimension n + 1 in P(V a,b ), thus the codimension of Z a,b in P(V a,b ) × P n is n + 1: combining these observation with the fact that the morphism Z a,b → D a,b is generically finite, we deduce that D a,b is irreducible, reduced and has codimension one.
(1.1.6) Proposition. We have
Proof. Consider the stack F a,b whose objects over a scheme S are triples (V → S, X ⊂ P(V ), α) where (V → S, X ⊂ P(V )) is an object of F a,b and α is an isomorphism between V and A n+1 S . The obvious forgetful functor makes F a,b into a GL n+1 -torsor over F a,b . We want to show that
The stack F a,b is equivalent to the stack whose objects are subschemes X ⊂ P n S such that the projection X → S is smooth and for every geometric point s in S the fibre X s ⊂ P n k(s) is a global complete intersection of bidegree (a, b). The family:
To construct its inverse, observe that given an object (X ⊂ P n T ) of F a,b (T ), there is a unique hypersurface H a that contains X: by cohomology and base change, we see that R 1 pr 1 * (I X ⊗pr * 2 O(a)) = 0, where I X is the sheaf of ideals of X. Therefore, the following sequence of O T -modules is exact:
2 O(a)) −→ 0 and moreover pr 1 * (I X ⊗ pr * 2 O(a)) is an invertible sheaf. After possibly passing to a cover of T , we can then trivialize pr 1 * (I X ⊗ pr * 2 O(a)), obtaining in this way an injective morphism O T → W a ⊗ O P n T : the corresponding hypersurface H a obviously contains X, and its uniqueness follows from simple considerations on the bidegree.
We have thus defined a morphism f : T → P(W a ). By construction there is a well defined injective morphism:
By functoriality of the pushforward we get an injective morphism:
Observe that the sheaf on the right is isomorphic to f * V a,b and the sheaf on the left is actually an invertible sheaf by the usual arguments involving cohomology and base change theorem. Thus the morphism above yields a morphism T → P(V a,b ). As everything is functorial, we have constructed a morphism F a,b → P(V a,b ). Moreover, the hypotheses on the objects of X assure us that this morphism factorizes through
It is easy to see that the two morphisms between F a,b and P(V a,b ) \ D a,b that we have constructed are one the inverse of the other.
The Picard group of F a,b .
From [EG98] we know that the Picard group of a quotient stack [X/G] is equal to the G-equivariant Picard group of X. Therefore Proposition 1.1.6 implies the following corollary:
(
1.2.2) It is well known that Pic
) is a free abelian group on three generators, namely the first Chern class c 1 of the standard representation of GL n+1 , the hyperplane section u of P(W a ) and the hyperplane section v of P(V a,b ) regarded as a projective bundle over P(W a ). So we get:
where 
Proof. Consider the exact sequence: 
n denotes the closed embedding, which is regular, then we have:
[
We have the obvious identity:
P n ] Putting all together, we deduce:
and we are done.
(1.2.4) Lemma. Let u (resp. v, t) be the pullback to U a,b of the hyperplane section
Proof. Observe that C a,b is the complete intersections of two independent global sections of the locally free sheaf b ] is equal to the top Chern class of the locally free sheaf above. After a straightforward computation, we get the desired conclusion. 
Proof. Let E n+1 be the standard representation of GL n+1 . Then the Euler exact sequence for P n = P(E n+1 ) is:
. Applying the formula for the total Chern class of a tensor product of a vector bundle with an invertible line bundle (see [Ful98, Sec. 3 .2]), we get:
We also have:
From this we deduce:
Expanding the expression above and taking its degree two part, we get the desired conclusion.
(1.2.6) Proposition. We have: Let r a,b,n (c 1 , u, v) be the expression appearing in Proposition 1.2.6. We are ready to state and prove the main result of the section: (2.1.1) Fix three integers d, m and n such that d > 0 and 0 < m < n. Let G d,m be the category fibred in groupoids over the site of schemes whose objects over a scheme S are pairs (V → S, X ⊂ P(V )), where:
• X is a regularly embedded, closed subscheme of P(V ) of codimension m, smooth over S.
• For every geometric point s in S the fiber X s is a global complete intersection of m hypersurfaces of degree d.
) are given by isomorphisms of the vector bundles V and V ′ which induce isomorphisms of X and X ′ . It is easy to see that G d,m is a stack over the site of schemes.
(2.1.2) Let E n+1 be the standard representation of GL n+1 and define
Consider the product Gr m (W d ) × P n with the two projections pr 1 and pr 2 . Then we have a surjective morphism:
it is globally generated. This induces:
to be the sheaf of ideals generated by the image of the morphism above, and denote
. We have an obvious morphism X 
The inverse morphism is defined as follows: given a scheme S, let X ⊂ P n S be a closed subscheme, smooth over S, whose fibres are global complete intersections of m hypersurfaces of degree d. Let pr 1 (resp. pr 2 ) denote the projection morphism on S (resp. on P n ). Let I X be the sheaf of ideals of X, so that we have the inclusion
We can tensorize this inclusion with pr * 2 O(d) and take its pushforward along the first projection, so to get an inclusion:
The sheaf on the left is locally free of rank m: this can be easily proved using cohomology and base change. We have constructed in this way a morphism 
The Picard group of G d,m .
As before, from Proposition 1.1.6 we deduce the following corollary: 
It is well known that the GL n+1 -equivariant Picard group of Gr m (W d ) is a free abelian group on two generators c 1 and s 1 . Namely, the cycle c 1 is the first Chern class of the standard representation E n+1 and s 1 is the first special Schubert class. In particular,
In this way we obtain:
Therefore, we only have to compute the cycle class of D d,m . , can be deduced from [SGA VII, Exp. XV, Th. 1.2.6]: we see that, in the case that the characteristic of the base field is two and n − m is even, the length of the structure sheaf of X sing d,m localized at its (unique) irreducible component is two, and otherwise is one.
(2.2.4) Lemma. We have:
Proof. Observe that, if we denote i :
n the closed embedding, we have:
With this minor change, the proof is basically the same as the one of Lemma 1.2.3. 
where I X is the sheaf of ideals of X. It naturally extends to the equivariant case. 
2) and let t denotes the pullback of the hyperplane section of
Proof. By construction we have that X d,m is equal to the intersection of m global sections of the rank m locally free sheaf pr * 1 T ∨ ⊗ pr *
O(d). This implies that [X] = c
GLn+1 m
. Applying the formula for the top Chern class of a tensor product of a vector bundle with an invertible line bundle (see [Ful98, Sec. 3 .2]), we get the desired result. Proof. In order not to make the formulas below notationally too heavy, we will suppress the apexes for the equivariant Chern classes. We have:
The Euler exact sequence implies that c(Ω 
Applying the formula for the Segre class of a tensor product of a vector bundle with a line bundle (see [Ful98, Sec. 3 .1]), we get:
Putting all together, we get the desired expression.
(2.2.8) Proposition. We have:
Proof. It easily follows from the proof of Lemma 2.2.4, Lemma 2.2.6 and Lemma 2.2.7.
(2.2.9) Corollary. We have: 
Picard group of moduli of smooth curves of low genus
The results obtained so far are applied in this section in order to compute the Picard group of M g , the moduli stack of smooth curves of genus g, for g = 3, 4, 5. The main results are Theorem 3.1.5, Theorem 3.2.5 and Theorem 3.3.4. Moreover, we also easily deduce, using this machinery, an explicit expression of some (geometrically meaningful) divisors on these stacks in terms of the generator of the Picard group. Namely, in Corollary 3.1.6 we compute the cycle class of the substack of hyperelliptic curves of genus three, in Corollary 3.2.7 we compute the cycle class of the substack of smooth curves of genus four with an even theta characteristic and in Corollary 3.3.5 we compute the cycle class of the stack of trigonal curves of genus five.
We recall here a technical result that will be frequently used throughout the section: (1) π * ω π is a locally free sheaf of rank g and its formation commutes with base change.
Proof. It follows from the cohomology and base change theorem: the proof of [Ols16, Sec. 8.4] works also for this case, after changing the tricanonical sheaf with the canonical one.
3.1. Genus three case.
(3.1.1) Let M 3 be the moduli stack of smooth curves of genus three, and let H 3 be the substack of hyperelliptic curves, and define U 3 := M 3 \ H 3 . Thanks to Lemma 3.0.1, we can consider the category fibred in groupoids over the site of schemes whose objects are triples (π, i, β) where:
• π : C → S is an object of U 3 .
•
There is an obvious morphism U ′ 3 → U 3 . We also have a morphism in the opposite direction: indeed, given a smooth family of genus three, non-hyperelliptic curves π : C → S, by Lemma 3.0.1 we have a canonical, surjective morphism π * π * ω π → ω π , which in turn induces a canonical embedding i : C ֒→ P(π * ω π ) and an isomorphism β : i * O(1) ≃ ω π . As everything is functorial, we get the claimed morphism U 4 → U ′ 4 . It is almost immediate to check that the two morphisms are equivalences of stacks.
(3.1.2) Let G d,m be the stack introduced in (2.1.1). We can consider the following invertible sheaf:
where pr : P(V ) → S is the projection. The sheaf appearing on the right is locally free by cohomology and base change theorem. Denote as P d,m the associated G mtorsor. More precisely, the objects of P d,m are triples (V → S, X ⊂ P(V ), γ), where the pair (V → S, X ⊂ P(V )) is an object of G d,m and γ is a trivializing section of pr
(3.1.3) Proposition. Set n = 2. Then we have U 3 ≃ P 4,1 .
Proof. From (3.1.1) we see that we can equivalently show that U ′ 3 is isomorphic to P 4,1 . First we construct a morphism U ′ 3 → P 4,1 . Recall that the canonical model of a family π : C → S of smooth, non-hyperelliptic curves of genus three is a smooth quartic, thus given an object (
The isomorphism β can be seen as a global, everywhere non-vanishing, section of i * O(−1) ⊗ ω π . We have the following chain of easy identifications:
∨ ), we deduce that the isomorphism β can actually be regarded as a trivialization γ of the invertible sheaf π * (i
is an object of P 4,1 . As everything is functorially well behaved, this defines a morphism U ′ 3 → P 4,1 . To construct the inverse morphism, consider an object (V → S, X ⊂ P(V ), γ) of P 4,1 : with the same argument used before, we see that the trivializing section γ induces an isomorphism β : i * O(1) ≃ ω X/S , that pushed forward to S allows us to identify V with pr| X * ω X/S , using the canonical isomorphism pr * O(1) ≃ V . We use this identification to define the closed embedding i : X ⊂ P(V ) ≃ P(pr| X * ω X/S ). Therefore, we can construct the morphism P 4,1 → U ′ 3 by sending a triple (V → S, X ⊂ P(V ), γ) to the object (pr| X , i, β).
It is immediate to check that the two morphisms that we have defined are equivalences of stacks.
(3.1.4) From [Vis98, pg. 638] we know that there is a surjective morphism:
whose kernel is generated by the first Chern class of the invertible sheaf L d,m . This relation may be computed using Proposition 2.1.3: indeed, the pullback of
is tautological family of smooth global complete intersections of three quadrics and E n+1 is the standard representation of GL n+1 .
Recall that
, where T is the universal subsheaf defined over Gr m (W d ). Putting all together, after a straightforward computation, we deduce:
where s 1 is the first special Schubert cycle, i.e. the first Segre class of T . We are ready to prove the main result of this subsection: Proof. Putting together Proposition 3.1.3, (3.1.4) and Theorem 2.2.10 we deduce that:
Pic(U 3 ) = Z c 1 / 9c 1 Consider the localization exact sequence:
From this we see that the cycle class of H 3 in Pic(M 3 ) is equal to 9 c 1 and Pic(M 3 ) is generated by c 1 .
Consider the category fibred in groupoids M 3 whose objects are pairs (π : C → S, α), where π : C → S is an object of M 3 and α is an isomorphism between π * ω π and O
⊕3
S . We see that M 3 is a GL 3 -torsor over M 3 , thus it induces a morphism p : M 3 → B(GL 3 ). By construction, if we denote E = [E/GL 3 ] the universal GL 3 -torsor over B(GL 3 ), we have that p * E = M 3 . Therefore, the cycle c 1 is equal to the first Chern class of the locally free sheaf of rank three associated to the torsor M 3 , which is precisely the Hodge bundle. This shows that c 1 = λ 1 and it concludes the proof. • π : C → S is an object of U 4 .
• i : C ֒→ P(π * ω π ) is a closed embedding.
• β is an isomorphism between i * O(1) and ω π .
There is an obvious morphism U ′ 4 → U 4 . We also have a morphism in the opposite direction: indeed, given a smooth family of genus four, non-hyperelliptic curves π : C → S, by Lemma 3.0.1 we have a canonical, surjective morphism π * π * ω π → ω π , which in turn induces a canonical embedding i : C ֒→ P(π * ω π ) and an isomorphism β : i * O(1) ≃ ω π . As everything is functorial, we get the claimed morphism U 4 → U ′ 4 . It is almost immediate to check that the two morphisms are equivalences of stacks.
(3.2.2) Observe that there is an invertible sheaf defined over the stack F a,b , functorially defined as follows:
where pr : P(V ) → S is the canonical projection. The fact that the sheaf on the right is invertible easily follows from the cohomology and base change theorem. Let P a,b be the G m -torsor associated to L a,b . By definition, the objects of P a,b are triples (V → S, X ⊂ P(V ), γ), where γ is an isomorphism between pr| X * (det( Proof. From (3.2.1), we see that we can equivalently show that U ′ 4 ≃ P 2,3 . We construct a morphism U ′ 4 → P 2,3 as follows: given an object (π, i, β) of U ′ 4 , we send it to the object (V(π * ω π ) → S, i(C) ⊂ P(π * ω π ), γ), where V(π * ω π ) denotes the total space of the vector bundle associated to the locally free sheaf π * ω π . We are using here the well known fact that i(C) is a family of smooth complete intersections of bidegree (2, 3). The element γ is constructed as follows: the isomorphism β can be seen as a global, everywhere non-vanishing, section of i * O(−1) ⊗ ω π . We have the following chain of easy identifications:
∨ ), we deduce that the isomorphism β can actually be regarded as a trivialization γ of the invertible sheaf π * (i * (I C (5))) ⊗ det(π * ω π ). As everything is functorial, we have defined a morphism U ′ 4 → P 2,3 . To define the inverse morphism P 2,3 → U ′ 4 , observe that given an object (V → S, i : X ⊂ P(V ), γ) of P 2,3 , we can obtain an isomorphism β : i * O(1) ≃ ω X/S from γ by simply going backward in the chain of identifications above. Pushing forward β to S, we obtain an isomorphism between V and pr| X * ω X/S . Thus it makes sense to define a morphism P 2,3 → U ′ 4 by sending a triple (V → S, i : X ⊂ P(V ), γ) to the triple (pr| X : X → S, i : X ֒→ P(V ) ≃ P(pr * ω X/S ), β). It is easy to see that the two morphisms that we have defined are equivalences of stacks. Proof. From (3.2.1) and Proposition 3.2.3 we know that:
Applying Theorem 1.2.7 when a = 2, b = 3 and n = 3 we obtain: Pic(F 2,3 ) = Z c 1 , u, v / 33u + 34v − 42c 1 Therefore we get that Pic(M 4 ) is freely generated by c 1 . By definition c 1 is the first Chern class of the vector bundle associated to the GL 4 -torsor F 2,3 that we introduced in the proof of Proposition 1.1.6. If we pull back this torsor along the morphism U 4 → F 2,3 that we have constructed in (3.2.1) and Proposition 3.2.3, we get exactly the GL 4 -torsor associated to the Hodge bundle. This implies that c 1 = λ 1 and concludes the proof. Recall that a family of smooth curves of genus four having an even theta characteristic is canonically embedded as a complete intersection of a rank three quadric and a cubic. Let ∆ 2 denotes the divisor in P(W 2 ) parametrizing rank three quadrics: then it follows that, in order to compute [M Again by Lemma 3.0.1, we can consider the fibred category U ′ 5 over the site of schemes whose objects are triples (π, i, β), where:
• π : C → S is an object of U 5 .
Using the same argument of (3.2.1) we see that the two stacks U 5 and U ′ 5 are equivalent. Proof. From (3.3.1) we see that we can equivalently show that U ′ 5 is isomorphic to P 2,3 . First we construct a morphism U ′ 5 → P 2,3 . Recall that the canonical model of a family π : C → S of smooth, non-trigonal curves of genus five is a smooth complete intersection of three quadrics, thus given an object (π, i, β) of U ′ 5 the pair (V(π * ω π ) → S, i(C) ⊂ P(π * ω π )) is an object of G 2,3 .
Moreover, using the same argument of the proof of Proposition 3.2.3 we see that the isomorphism β induces a trivializing section of π * (det(I C | C ) ⊗ O C (6)) ⊗ det(π * ω π ). As everything is functorially well behaved, this defines a morphism U ′ 5 → P 2,3 .
To construct the inverse morphism, consider an object (V → S, X ⊂ P(V ), γ) of P 2,3 : as in the proof of Proposition 3.2.3, the trivializing section γ induces an isomorphism β : i * O(1) ≃ ω X/S , that pushed forward to S allows us to identify V with pr| X * ω X/S , using the canonical isomorphism pr * O(1) ≃ V . We use this identification to define the closed embedding i : X ⊂ P(V ) ≃ P(pr| X * ω X/S ). Therefore, we can construct the morphism P 2,3 → U ′ 5 by sending a triple (V → S, X ⊂ P(V ), γ) to the object (pr| X , i, β).
