ABSTRACT We have analyzed the responses of cat retinal ganglion cells to luminosity gratings that are modulated in time by a sum of sinusoids. A judicious choice of the component temporal frequencies permits a separation of the linear and second-order nonlinear components. Y cell responses show harmonic generation and intermodulation distortion over a wide frequency range. These nonlinear components predominate over the linear components for certain types of spatial stimuli. Nonlinear components in X cells are greatly diminished in comparison. 
ABSTRACT We have analyzed the responses of cat retinal ganglion cells to luminosity gratings that are modulated in time by a sum of sinusoids. A judicious choice of the component temporal frequencies permits a separation of the linear and second-order nonlinear components. Y cell responses show harmonic generation and intermodulation distortion over a wide frequency range. These nonlinear components predominate over the linear components for certain types of spatial stimuli. Nonlinear components in X cells are greatly diminished in comparison. The character of the nonlinear responses provides strong constraints on prospective models for the nonlinear pathway of the Y cell. The visual pathway of the cat has been studied intensively in order to discover the stages in which the visual image undergoes neural transformation. Analyses Because all fundamental and second-order response frequencies were distinct, Fourier analysis of the nerve impulse train sufficed to determine each of the fundamental and second-order response components. The second-order response to each pair of input frequencies f and f2 appeared at a separate pair of output frequencies f' + f2. The amplitude and phase shift measured at each of these output frequencies defined a single value of the experimentally determined second-order frequency kernel. The amplitude and phase at fi + f2 defined the value of K(fif2); the amplitude and phase at f' -f2 defined the value of K(fl, -f2).
Contour maps of the amplitude of the second-order frequency kernel K(ffJ2) were constructed in the following way.
Cartesian coordinates were chosen that were proportional to the logarithm of the frequenciesf, and f2 over the range of the input frequencies. In the range from zero to the lowest frequency used, the Cartesian coordinates were made linear. The laboratory measurements furnished values of the amplitude of K(fJf2) at discrete points within this two-dimensional coordinate system. The measurements at (f1,!i) should be multiplied by 2 for combinatorial reasons, and this has been done in all the graphs of frequency kernels in this paper. In principle, the values on the linef2 = -fl are not measurable. Therefore, they were approximated by averaging neighboring values. The values of the amplitude at all other points where there was no experimental evaluation were interpolated by a standard two-dimensional cubic spline procedure. On theoretical grounds, the amplitude of K(fJf2) remains unchanged if fj and f2 are either interchanged or else are both changed in signature.
Because of this symmetry the behavior of the amplitude over the entire plane is determined by its behavior within the wedge between the lines f2 = fi and f2 = -fl. For easier interpretation, the contour maps were plotted on the full right half plane. Thus, there are two lines of reflection: one runs diagonally through the upper half of the graph at f2 = f1 (the second harmonic diagonal), and the other runs diagonally through the lower half of the graph atf2 = -fl (the zero frequency diagonal).
Relation to Wiener Analysis. The second-order frequency kernel is closely related to the Fourier transform of the second-order Wiener kernel (4). This is important because one can easily calculate the Wiener kernels of simple nonlinear models. Then, one can compare our measured frequency kernels with these theoretical predictions. If the system under study has no response components beyond first-order (linear) and secondorder, the correspondence between our frequency kernel and the Wiener frequency kernel is exact. If the system does have higher-order response components, then our second-order frequency kernel contains contributions from Wiener frequency kernels of higher order. If the input frequencies were infinite in number and incommensurate, these higher-order contributions would vanish. On theoretical grounds, six or eight is a large enough number of sinusoids of incommensurate frequency to make higher-order contributions to the second-order frequency kernel negligible. The fact that we used sinusoids with commensurate frequencies results in a deviation of another kind: some higher-order combination frequencies of the input frequencies must coincide with the second-order frequencies. 
We used a scheme in which the eight frequencies were presented with eight different sets of relative phases. The relative phases were determined by a Hadamard matrix (7) by means of the following algorithm. An entry aij of +1 denotes that the ith sinusoid was presented with its maximum at time zero in the jth episode; an entry of -1 denotes that the sinusoid was presented with its minimum at time zero. A higher-order response component and a coincident second-order component have different dependences on the phases of the input sinusoids. For certain Hadamard matrices, each fourth-and sixth-order component has no net effect on a coincident second-order component because the phases will reinforce in four episodes and cancel in four episodes. Furthermore, all odd-order response frequencies are distinct from all even-order response frequencies. Thus, the lowest-order response frequencies whose effects on a second-order response frequency are not cancelled are those of order eight. RESULTS So far, we have studied 30 Y cells and 10 X cells in 15 cats. Each ganglion cell was mapped on a tangent screen and classified as X or Y by the following method. A sinusoidal grating, of high enough spatial frequency that it was just resolvable by the cell, was positioned in the center of the receptive field. This grating underwent periodic contrast reversal in time. Cells that responded at the fundamental frequency of the modulation were called X; cells that responded at the second harmonic of the modulation were classified as Y. In addition, the X cell response depended strongly on the spatial phase of the grating, exhibiting a sharp null for some particular spatial phase. The second harmonic response of the Y cell was independent of the spatial phase of a just-resolvable grating (cf. ref.
2).
The temporal modulation signal was then changed to the computer-generated sinusoidal sum. The computer recorded the times of nerve impulse occurrences for a series of presentations of the grating stimulus. For each cell, we explored a range of spatial frequencies, spatial phases, and contrasts.
The linear response amplitudes and the second-order frequency kernels obtained by Fourier analysis of the neural responses are shown graphically in the contour maps of Fig. 1 Fig. 2 With these results it is possible to test models of the nonlinear pathway in the cat retina. Initially, we will considerthe nature of thenonlinearity in the pathway that projects to Y cells, and then we will discuss models for the sequence of linear and nonlinear stages in this pathway.
Nature of Nonlinearity. The first class of nonlinearity one might consider is of the "operating point" type. One might suppose that the system is linear for small perturbations about an operating point but, as the input amplitude grows, the system's behavior is described by a segment of a nonlinear operating curve. Examples are fractional exponent power functions, logarithmic nonlinearities, and soft saturations. This hypothesis predicts that the amplitude of the second-order nonlinearity should decrease quadratically to zero as input amplitude goes to zero. This contradicts the observation that second harmonic responses scale less than quadratically (in fact, proportionally) with contrast. Another hypothesis destroyed by the same data is that the nonlinear element is a pure square law device.
A possibility not ruled out is that the nonlinearity resembles that of a rectifier of some kind (cf. ref. 3) . The data imply that such a rectifier has a singularity at or near zero contrast and has an output proportional to contrast up to contrasts of about 0.15 or 0.20 and then saturates rapidly. We cannot yet determine whether this hypothetical rectifier is symmetric (like a full-wave rectifier) or asymmetric (like a half-wave rectifier).
If the nonlinearity of a system is of the "operating point" type, it makes sense to analyze that system by a best-approximating linear system, a best-approximating second-order nonlinear system, a best-approximating third-order nonlinear system, and so on. This is the approach carried out by Marmarelis and Naka (8, 9) , who have investigated operating point nonlinearities in catfish retinal cells. For these nonlinear systems, the magnitudes of the nonlinear response components are small compared to the linear component and become vanishingly small as the input amplitude is reduced. However, we have shown that the cat Y cell nonlinearity is not of the operating point type. Therefore, one expects that the order-by-order modelling might not be useful in this case. Other examples exist of systems that are so highly nonlinear that they cannot be treated as operating point nonlinearities. For instance, Naka and his colleagues (9) found that Wiener analysis had to be carried to third order to obtain only passable agreement with Proc. Natl. Acad. Sci. USA 74 (1977) 3071 the responses of the "transient" type of catfish amacrine cell. We have abandoned the order-by-order analysis. Instead, we formulate nonlinear models and test them on some of the features of the second-order frequency kernels. The sinusoidal sum is close enough to Gaussian noise to enable us to test predictions derived from the Wiener theory. The models we have tested are static nonlinearities preceded, or followed, or preceded and followed by linear filters.
Models for Y Cell Nonlinear Pathway. One possible hypothesis is that the ganglion cell receives a linear transformation of the input signal but, because its firing rate is bounded below by zero, nonlinear responses are produced by clipping. Various arguments dispose of this hypothesis, but perhaps the simplest is that, when the pattern waveform is a grating with a high spatial frequency, Y cells produce significant second-order frequency responses in the absence of linear frequency responses.
Somewhat more generally, one might imagine that the ganglion cell applies some other static nonlinearity at the level of impulse generation. For Gaussian inputs, this would imply that the second-order frequency kernel is K(fJf2) = c F(f1) F(f2) in which F is the frequency response of the linear transducer preceding the nonlinearity and c depends on the shape of this nonlinearity and on the input spectrum. [An equivalent formula has been stated elsewhere (8) and an outline of a proof is given below.]* In particular, the form above implies that IK(fi,f2)1 = IK(fl,-f2)1. This prediction contradicts our third result-that the response amplitudes for difference frequencies depart from those at the corresponding sum frequencies.
Another possibility is that a static nonlinearity is present at the input to an otherwise linear system. This predicts K(f1,f2) = c'G(fl + f2) in which c' is again a scaling factor and G is the linear frequency response of the stages following the nonlinearity.* Our data disprove this hypothesis too; along a curve of constant fi + f2, the frequency kernel has a prominent dip in amplitude where either f' or f2 is small.
The simplest model that is not excluded immediately by the qualitative features of the frequency kernels is a sandwich composed of a static nonlinearity between two linear stages.
One predicts that, for Gaussian inputs, K(f1,f2) = c"F(fi) F(f2) C(Jf + f2) in which c" is a scaling factor, F is the frequency response of the linear element that precedes the static nonlinearity, and G is the frequency response of the linear element that follows.* We have compared the second-order frequency kernel of Y cells with that of the best-fitting linear-nonlinearlinear sandwich model. At any given contrast, there is good qualitative agreement of the major features. Response components typically match to within 2 impulses per sec. Although a "sandwich model" is adequate for one contrast level, the shapes of the frequency kernels and the phases of the component responses change with contrast. This suggests that the elements of the sandwich must be considered to have a parametric dependence on contrast, and so a simple linear-nonlinear-linear sandwich model is also inadequate to account for our results. Even though the simple sandwich model must be rejected, we think that it may serve as the core of a more elaborate model that can account for the second-order frequency kernels at all contrasts. Models that are undergoing testing include feedforward or feedback shunting inhibition (10, 11) adorning the simple sandwich model.
The resemblance between the highly layered morphology of the retina and the serial cascade of transducers in the "sandwich model" gives us hope that it may be possible to devise a unified model that will be consistent with anatomy and dynamics. The serial stages of tranductions in the nonlinear model of a cat Y cell might be related to the chain of connections that lead from bipolar cells to ganglion cells. From our work on X cells, and from the work by Marmarelis and Naka (8) on the catfish retina, it is plausible to think that photoreceptors and bipolar cells are approximately linear. These cells may be identified with the linear filter that precedes the nonlinearity. We guess that the nonlinearity resides in one of the types of amacrine cells. The filter after the nonlinearity may be related to the characteristic amacrine cell synapses that feed back onto bipolar cells and other amacrines.
