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ZEROS OF p-ADIC HYPERGEOMETRIC FUNCTIONS, p-ADIC
ANALOGUES OF KUMMER’S AND PFAFF’S IDENTITIES
NEELAM SAIKIA
Abstract. We classify all the zeros and non-zero values of a family of hyper-
geometric series in the p-adic setting. These values of hypergeometric series in
the p-adic setting lead to transformations of hypergeometric series in the p-adic
setting which can be described as p-adic analogues of Kummer’s and Pfaff’s
linear transformations on classical hypergeometric series. We also evaluate
certain summation identities for hypergeometric series in the p-adic setting as
well as Gaussian hypergeometric series.
1. Introduction and statement of results
The main goal of this paper is to study zeros of hypergeometric series in the
p-adic setting introduced by D. McCarthy [17, 18]. We also establish analogues
of classical hypergeometric series transformations, particularly very special cases
of Kummer’s and Pfaff’s linear transformations, for hypergeometric series in the
p-adic setting. This type of questions were posed by D. McCarthy [18]. We now
begin with the definition of classical hypergeometric series. For a complex number
a and a non negative integer k the rising factorial denoted by (a)k is defined by
(a)k := a(a+1)(a+2) · · · (a+ k− 1) for k > 0 and (a)0 := 1. Then for ai, bi, λ ∈ C
with bi 6∈ {. . . ,−3,−2,−1, 0}, the classical hypergeometric series r+1Fr is defined
by
r+1Fr
(
a1, a2, . . . , ar+1
b1, . . . , br
| λ
)
:=
∞∑
k=0
(a1)k · · · (ar+1)k
(b1)k · · · (br)k ·
λk
k!
.
This series converges for |λ| < 1. Classical hypergeomeometric series play important
role in different areas of mathematics. For example, they have significant applica-
tions in modular forms, elliptic curves, representation theory, differential equations
etc. [20, 21, 22]. J. Greene [9] introduced the notion of hypergeometric series over
finite fields which are finite field analogues of classical hypergeometric series. Let
p be an odd prime and Fp denote a finite field with p elements. Let F̂
×
p denote
the group of all multiplicative characters of F×p and χ denote the inverse of a mul-
tiplicative character χ. We extend the domain of each χ ∈ F̂×p to Fp by simply
setting χ(0) := 0 including the trivial character ε. For multiplicative characters χ
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and ψ of Fp the Jacobi sum is defined by
J(χ, ψ) :=
∑
y∈Fp
χ(y)ψ(1− y),(1.1)
and the normalized Jacobi sum known as binomial is defined by(
χ
ψ
)
:=
ψ(−1)
p
J(χ, ψ).(1.2)
Let n be a non negative integer. For multiplicative charactersA1, A2, . . . , An+1, and
B1, B2, . . . , Bn of Fp with t ∈ Fp, J. Greene [9] defined n+1Fn(· · · ) hypergeometric
function over finite field Fp by
n+1Fn
(
A1, A2, . . . , An+1
B1, . . . , Bn
| t
)
:=
p
p− 1
∑
χ∈
̂
F×p
(
A1χ
χ
)
· · ·
(
An+1χ
Bnχ
)
χ(t).
This function is also known as Gaussian hypergeometric function. These functions
were developed to have a parallel study of character sums analogous to special func-
tions. Gaussian hypergeometric functions satisfy many identities which are often
analogues of classical hypergeometric series identities, for more details, see [9]. Since
the entries of the Gaussian hypergeometric function are multiplicative characters so
results involving Gaussian hypergeometric functions often be restricted to primes
in certain congruence classes for the existence of characters of specific orders, see
for example [5, 6, 14, 15]. To overcome these limitations, D. McCarthy [17, 18]
defined a function nGn[· · · ] in terms of quotients of p-adic gamma functions which
can be best described as an analogue of classical hypergeometric series in the p-adic
setting. Let Zp and Qp denote the ring of p-adic integers and the field of p-adic
numbers, respectively. Let Γp(·) denote the Morita’s p-adic gamma function. Let ω
denote the Teichmu¨ller character of Fp, satisfying ω(a) ≡ a (mod p), and ω denote
the character inverse of ω. For x ∈ Q let ⌊x⌋ denote the greatest integer less than
or equal to x and 〈x〉 denote the fractional part of x, satisfying 0 ≤ 〈x〉 < 1. We
now recall the McCarthy’s hypergeometric function nGn[· · · ] in the p-adic setting.
Definition 1.1. [18, Definition 5.1] Let p be an odd prime and t ∈ Fp. For positive
integer n and 1 ≤ k ≤ n, let ak, bk ∈ Q∩Zp. Then the function nGn[· · · ] is defined
as
nGn
[
a1, a2, . . . , an
b1, b2, . . . , bn
|t
]
:=
−1
p− 1
p−2∑
a=0
(−1)an ωa(t)
×
n∏
k=1
(−p)−⌊〈ak〉− ap−1 ⌋−⌊〈−bk〉+ ap−1 ⌋
Γp(〈ak − ap−1 〉)
Γp(〈ak〉)
Γp(〈−bk + ap−1 〉)
Γp(〈−bk〉) .
This function is also known as p-adic hypergeometric function. It is clear from
the definition 1.1 that the value of nGn[· · · ] function depends only on the fractional
part of the parameters ak and bk. Therefore, we may assume that 0 ≤ ak, bk < 1.
Gaussian hypergeometric functions satisfy many powerful transformation formulas
that are often mirror symmetrical to their classical counterparts, for details see
[9]. Note that these results can be converted into identities involving nGn[· · · ] via
the transformations [18, Lemma 3.3] and [19, Proposition 2.5] between finite field
hypergeometric function and p-adic hypergeometric series. However, the new iden-
tities involving nGn[· · · ] will be valid for the primes p, where the original characters
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existed over Fp. Therefore, it will be interesting to extend such results to almost all
primes. In [7], Fuselier-McCarthy established certain transformation identities for
p-adic hypergeometric series in full generality. In particular, they proved a trans-
formation result analogous to a Whipple’s result for 3F2-classical hypergeometric
series. These transformations eventually leaded to settle one supercongruence con-
jecture of Rodriguez-Villegas between a truncated 4F3-classical hypergeometric se-
ries and the Fourier coefficients of a certain weight four modular form. This is one
of the motivation to study transformation formulas with the expectation that trans-
formation formulas will lead to new identities. Let χ4, be a multiplicative character
of Fp of orders 4. Also, let ϕ be the quadratic character of Fp. Consider the classical
hypergeometric series 2F1
(
1
4 ,
3
4
1
2
| t
)
, Then the finite field analogue of this series
can be considered as 2F1
(
χ4, χ
3
4
ϕ
| t
)
Using the transformations [18, Lemma
3.3], and [19, Proposition 2.5], the function 2G2
[
1
4 ,
3
4
0, 12
| 1t
]
can be described as
p-adic analogue of the classical hypergeometric series 2F1
(
1
4 ,
3
4
1
2
| t
)
. We know
that classical hypergeometric series satisfy many powerful identities. For example,
Gauss [8], Kummer [13], Whipple [16, p. 54], Saalchu¨tz [24, p. 49], Dixon [24, p.
51], and Watson [24, p. 54] studied special values of classical hypergeometric series.
For instance, the follwing evaluation of classical hypergeometric series in terms of
quotients of classical gamma function was due to Gauss [8]. If R(c − a − b) > 0
then
2F1
(
a, b
c
| 1
)
=
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) .(1.3)
If we put a = 14 , b =
3
4 and c = 1 +
1
2 in (1.3) then we have
2F 1
(
1
4 ,
3
4
1 + 12
| 1
)
=
Γ(1 + 12 )Γ(
1
2 )
Γ(1 + 14 )Γ(
3
4 )
.(1.4)
Also, consider the Kummer’s theorem [13]
2F1
(
a, b
1 + b− a | −1
)
=
Γ(1 + b− a)Γ(1 + b2 )
Γ(1 + b)Γ(1 + b2 − a)
.(1.5)
Putting a = 14 and b =
3
4 into (1.5) we have
2F 1
(
1
4 ,
3
4
1 + 12
| −1
)
=
Γ(1 + 12 )Γ(1 +
3
8 )
Γ(1 + 34 )Γ(1 +
1
8 )
.(1.6)
Classical hypergeometric series with dihedral monodromy group can be expressed
as elementary functions as their hypergeometric equations can be reformulated to
Fuchsian equations with cyclic monodromy groups. For example, two interesting
cases that can be expressed as square roots inside powers are:
2F1
(
a
2 ,
a+1
2
a+ 1
| z
)
=
(
1 +
√
1− z
2
)−a
,(1.7)
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and
2F1
(
a
2 ,
a+1
2
1
2
| z
)
=
(1−√z)−a + (1 +√z)−a
2
.(1.8)
All these evaluations of Gauss, Kummer etc. motivates us to study the special
values of p-adic hypergeometric series 2G2[· · · ]. Indeed, we completely determine
all the possible zeros and non zero values of a certain family of 2G2[· · · ]. We first
discuss a theorem that classify all the zeros and non zero values of the function
2G2[· · · ]. For brevity we write a 6=  if a is not square in Fp.
Theorem 1.2. Let p ≥ 3 be a prime and t ∈ F×p . Then we have the following
values.
(1)
2G2
[
1
4 ,
3
4
0, 12
| 1
]
=
−ϕ(−1)
Γp(
1
4 )Γp(
3
4 )
.(1.9)
(2) Let t 6= 1 and t−1t be a square in F×p such that t−1t = a2 for some a ∈ F×p .
Then we have
2G2
[
1
4 ,
3
4
0, 12
| t
]
=
−ϕ(−1)
Γp(
1
4 )Γp(
3
4 )
(ϕ(1 + a) + ϕ(1− a)).(1.10)
(3) Also, if t−1t 6=  in Fp then
2G2
[
1
4 ,
3
4
0, 12
| t
]
= 0.(1.11)
Remark 1.3. Note that (1.9) can be described as a p-adic analogue of (1.4). Theo-
rem 1.2 provides p-adic analogue of (1.6). The value of the function 2G2
[
1
4 ,
3
4
0, 12
| −1
]
completely depends on the prime as if p ≡ ±3 (mod 8) then it will be equal to zero.
However, (1.6) cannot be equal to zero. Theorem 1.2 can also be described as p-adic
analogue of (1.7) and (1.8) for a = 12 .
Another purpose of this paper is to establish p-adic analogous of the Kummer’s
linear transformation [1, p. 4 eq. (1)] given below.
2F1
(
a, b
c
| z
)
=
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) · 2F1
(
a, b
1 + a+ b − c | 1− z
)
(1.12)
+
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
(1 − z)c−a−b · 2F1
(
c− a, c− b
1 + c− a− b | 1− z
)
.
The next theorem provides transformations of p-adic hypergeometric series which
can be described as p-adic analogue of a particular case of Kummer’s linear trans-
formation (1.12). This theorem is obtained as a consequence of Theorem 1.2.
Theorem 1.4. Let p ≥ 3 be a prime and x ∈ Fp be such that x 6= 0, 1. Then we
have the followings:
(1) If x and 1− x are not squares in Fp then
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
= 2G2
[
1
4 ,
3
4
0, 12
| 1
1− x
]
.(1.13)
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(2) If x = b2 for some b ∈ Fp and 1− x is not a square in Fp then
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
= Γp
(
1
4
)
Γp
(
3
4
)
2G2
[
1
4 ,
3
4
0, 12
| 1
1− x
]
(1.14)
+ ϕ(−1)(ϕ(1 + b) + ϕ(1 − b)).
(3) If x, and 1− x are both squares such that 1 − x = a2 and x = b2 for some
a, b ∈ Fp then
(ϕ(1 + b) + ϕ(1 − b))2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
= (ϕ(1 + a) + ϕ(1 − a))2G2
[
1
4 ,
3
4
0, 12
| 1
1− x
]
.(1.15)
(4) If 1− x = a2 for some a ∈ Fp and x is not a square in Fp then
Γp
(
1
4
)
Γp
(
3
4
)
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
= 2G2
[
1
4 ,
3
4
0, 12
| 1
1− x
]
− ϕ(−1)(ϕ(1 + a) + ϕ(1 − a)).(1.16)
Note that the finite field analogue of Theorem 1.4 involving characters of or-
der 4 follows from Greene’s evaluation [9, Theorem 4.4 (i)] and if we use this
result of Greene along with the relations [18, Lemma 3.3], and [19, Proposition 2.5]
then we also obtain a similar transformation for the p-adic hypergeometric series
2G2
[
1
4 ,
3
4
0, 12
| t
]
under the condition that p ≡ 1 (mod 4). However, Theorem 1.4
has no congruence condition on primes.
Fuselier-McCarthy [7] evaluated certain summation identities for p-adic hyper-
geometric series. This motivates us to study summation identities of p-adic hyper-
geometric series.
Theorem 1.5. Let p ≥ 3 be a prime. Let x ∈ F×p . Then we have the following:
(1) ∑
t∈F×p
ϕ(t(t − 1)) 2G2
[
1
4 ,
3
4
0, 0
| t
]
= −1 + pϕ(−1)
Γp(
1
4 )Γp(
3
4 )
.(1.17)
(2) If x 6= 1 and 1− x is not a square in Fp then we have∑
t∈F×p
ϕ(t(t− 1)) 2G2
[
1
4 ,
3
4
0, 0
| t
x
]
= −1.(1.18)
(3) If x 6= 1 and 1− x = a2 for some a ∈ Fp then∑
t∈F×p
ϕ(t(t − 1)) 2G2
[
1
4 ,
3
4
0, 0
| t
x
]
= −1 + pϕ(−1)(ϕ(1 + a) + ϕ(1 − a))
Γp(
1
4 )Γp(
3
4 )
.(1.19)
The following theorem gives a summation identity of Gaussian hypergeometric
functions involving characters of order 4.
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Theorem 1.6. Let p ≥ 3 be a prime such that p ≡ 1 (mod 4). Let x ∈ F×p and χ4
be a multiplicative character of Fp of order 4. Then we have the following.
(1) ∑
t∈F×p
ϕ(1− t) 2F1
(
χ4, χ
3
4
ε
| t
)
=
1
p
+ χ4(−1).(1.20)
(2) If x 6= 1 and 1− x is not a square in Fp then we have∑
t∈F×p
ϕ(x − t) 2F1
(
χ4, χ
3
4
ε
| t
)
=
ϕ(x)
p
.(1.21)
(3) If x 6= 1 and 1− x = a2 for some a ∈ F×p then
∑
t∈F×p
ϕ(x− t) 2F1
(
χ4, χ
3
4
ε
| t
)
=
ϕ(x)
p
+ ϕ(x)χ4(−1)(ϕ(1 + a) + ϕ(1− a)).
(1.22)
Apart from Kummer’s transformation there are other interesting transformation
formulas exist in the literature. For example, Euler [24, p. 10], Whipple [25], Dixon
[4] studied transformation properties of classical hypergeometric series. However,
we are interested in the Pfaff’s transformation [24, p. 31]
2F1
(
a, b
c
| z
)
= (1− z)−a2F1
(
a, c− b
c
| z
z − 1
)
.
In particular, if a = 14 , b =
3
4 , and c =
1
2 then the above result gives
2F1
(
1
4 ,
3
4
1
2
| z
)
= (1− z)−1/42F1
(
1
4 ,
−1
4
1
2
| z
z − 1
)
.(1.23)
We know that p-adic analogue of 2F1
(
1
4 ,
−1
4
1
2
| z
)
can be described as the
function 2G2
[
1
4 ,
−1
4
0, 12
| 1z
]
= 2G2
[
1
4 , 1− 14
0, 12
| 1z
]
. Then a p-adic analogue
of Pfaff’s transformation (1.23) is described in the next theorem.
Theorem 1.7. Let p ≥ 3 be a prime and 1 6= x ∈ F×p . Then we have the followings.
(1) If 1− x 6=  then
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
= 2G2
[
1
4 ,
3
4
0, 12
| x− 1
x
]
.(1.24)
(2) If 1− x = a2 for some a ∈ F×p then
ϕ(a)(ϕ(a + 1) + ϕ(a− 1))2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
= (ϕ(1 + a) + ϕ(1 − a))2G2
[
1
4 ,
3
4
0, 12
| x− 1
x
]
.(1.25)
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The rest of this paper is organized as follows. We introduce some basic definitions
in Section 2 including Gauss sum and p-adic gamma function. In section 2 we state
some results including Hasse-Davenport result, Gross-Koblitz formula. We give the
proofs of the main theorems in Section 3.
2. Notation and Preliminary results
Let Qp be the algebraic closure of Qp and Cp be the completion of Qp. Since
each χ ∈ F×p takes values from µp−1, the group of (p− 1)-th roots of unity in C×,
and Z×p contains µp−1, so we may assume that the multiplicative characters of F
×
p
to be mapped χ : F×p 7→ Z×p . Recall that ω : F×p 7→ Z×p is the Teichmu¨ller character.
Also, F̂×p = {ωj : 0 ≤ j ≤ p− 2} and ω denotes the inverse of ω.
2.1. Preliminary results on Multiplicative characters and Gauss sums:
The following result gives the orthogonality relation of multiplicative characters.
Lemma 2.1. [11, Chapter 8] Let p be an odd prime. Then we have∑
χ∈
̂
F×p
χ(x) =
{
p− 1, if x = 1;
0, if x 6= 1.(2.1)
Let ζp be a fixed primitive p-th root of unity in Qp. For χ ∈ F̂×p , the Gauss sum
is defined by
g(χ) :=
∑
x∈Fp
χ(x) ζxp .
From the definition we can say that g(ε) = −1. For more details on Gauss sums,
see [3]. We now introduce some properties of Gauss sums. Let δ : F̂×p → {0, 1} be
defined by
δ(χ) =
{
1, if χ = ε;
0, if χ 6= ε.(2.2)
We start with a result that provides a formula for the multiplicative inverse of
Gauss sum.
Lemma 2.2. [9, eq. 1.12] Let χ ∈ F̂×p . Then
g(χ)g(χ) = pχ(−1)− (p− 1)δ(χ).(2.3)
Another important product formula for Gauss sums is the Hasse-Davenport for-
mula.
Theorem 2.3. [3, Hasse-Davenport relation, Theorem 11.3.5] Let χ be a character
of order m of F̂×p for some positive integer m. For a multiplicative character ψ of
F̂×p we have
m∏
i=0
g(ψχi) = g(ψm)ψ−m(m)
m−1∏
i=1
g(χi).(2.4)
The following lemma relates Gauss and Jacobi sums.
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Lemma 2.4. [9, eq. 1.14] Let χ1, χ2 ∈ F̂×p . Then
J(χ1, χ2) =
g(χ1)g(χ2)
g(χ1χ2)
+ (p− 1)χ2(−1)δ(χ1χ2).(2.5)
Let χ, ψ be multiplicative characters of Fp. Then the following special values of
binomials are very useful to prove our main results, for more details we refer [9, eq.
2.12, eq. 2.7]. (
χ
ε
)
=
(
χ
χ
)
= −1
p
+
p− 1
p
δ(χ).(2.6)
(
χ
ψ
)
=
(
ψχ
ψ
)
ψ(−1).(2.7)
2.2. p-adic Preliminaries: We recall the p-adic gamma function, for further de-
tails see [12]. For a positive integer n, the p-adic gamma function Γp(n) is defined
as
Γp(n) := (−1)n
∏
0<j<n,p∤j
j
and one can extend it to all x ∈ Zp by setting Γp(0) := 1 and
Γp(x) := lim
xn→x
Γp(xn)
for x 6= 0, where xn runs through any sequence of positive integers p-adically
approaching x. Two important product formulas of p-adic gamma function form
[10] are as follows. If x ∈ Zp then
Γp(x)Γp(1− x) = (−1)a0(x),(2.8)
where a0(x) ≡ x (mod p) such that a0(x) ∈ {1, 2, . . . , p}. If m ∈ Z+, p ∤ m and
x = rp−1 with 0 ≤ r ≤ p− 1 then
m−1∏
h=0
Γp
(
x+ h
m
)
= ω(m(1−x)(1−p)) Γp(x)
m−1∏
h=1
Γp
(
h
m
)
.(2.9)
Another interesting product formula of p-adic gamma function given in [18] as
a consequence of (2.9) described as follows. Let t ∈ Z+ and p ∤ t. Then for
0 ≤ j ≤ p− 2 we have
ω(t−tj)Γp
(〈 −tj
p− 1
〉) t−1∏
h=1
Γp
(
h
t
)
=
t∏
h=1
Γp
(〈
h
t
− j
p− 1
〉)
.(2.10)
Let π ∈ Cp be the fixed root of the polynomial xp−1 + p, which satisfies the con-
gruence condition π ≡ ζp − 1 (mod (ζp − 1)2). The Gross-Koblitz formula relates
the Gauss sum and p-adic gamma function as follows.
Theorem 2.5. [10, Gross-Koblitz formula] For j ∈ Z,
g(ωj) = −π(p−1)〈 jp−1 〉Γp
(〈
j
p− 1
〉)
.
The next two lemmas are helpful in the proof of our main results. These two
lemmas are direct applications of Gross-Koblitz formula.
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Lemma 2.6. For 1 ≤ j ≤ p− 2
Γp
(〈
1− j
p− 1
〉)
Γp
(〈
j
p− 1
〉)
= −ωj(−1).(2.11)
Proof. Applying Gross-Koblitz formula (Theorem 2.5) on the left hand side of
(2.11) and then using (2.3) it is straightforward to verify the lemma. 
Lemma 2.7. For 1 ≤ j ≤ p− 2 we have
(−p)−⌊ 12+ jp−1 ⌋
Γp(
1
2 )
Γp
(〈
1
2
+
j
p− 1
〉)
Γp
(〈
1− j
p− 1
〉)
=
1
p
∑
t∈F×p
ωj(−t)ϕ(t(t− 1)).(2.12)
Proof. Let U = (−p)
−⌊ 1
2
+
j
p−1
⌋
Γp(
1
2
)
Γp
(〈
1
2 +
j
p−1
〉)
Γp
(〈
1− jp−1
〉)
. Using Gross-Koblitz
formula (Theorem 2.5), (2.3), and (2.5) we obtain
U =
ϕωj(−1)
p
J(ϕωj, ϕ) =
1
p
∑
t∈F×p
ωj(−t)ϕ(t(t − 1)).
This completes the proof of the lemma. 
3. Proof of the theorems
We begin with a proposition which explicitly determines the value of a character
sum. We use this proposition to prove Theorem 1.2 and Theorem 1.5.
Proposition 3.1. For x ∈ F×p we have∑
χ∈̂F×p
g(ϕχ2)g(ϕχ)g(χ)χ
(x
4
)
=
 0, if 1− x 6= ;p(p− 1)ϕ(−2), if x = 1;
p(p− 1)ϕ(−2)(ϕ(1 + a) + ϕ(1− a)), if x 6= 1 and 1− x = a2.
Proof. Let A =
∑
χ∈
̂
F×p
g(ϕχ2)g(ϕχ)g(χ)χ
(x
4
)
. Multiplying both numerator and de-
nominator by g(ϕχ) we can write
A =
∑
χ∈̂F×q
g(ϕχ2)g(χ)
g(ϕχ)
g(ϕχ)g(ϕχ) χ
(x
4
)
.(3.1)
Applying (2.5) we have
g(ϕχ2)g(χ)
g(ϕχ)
= J(ϕχ2, χ)− (p− 1)χ(−1)δ(ϕχ).(3.2)
Also, applying (2.3) we have
g(ϕχ)g(ϕχ) = pϕχ(−1)− (p− 1)δ(ϕχ).(3.3)
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Substituting (3.2) and (3.3) into (3.1) we obtain
A = A1 +A2 +A3 +A4,(3.4)
where
A1 = pϕ(−1)
∑
χ∈̂F×p
J(ϕχ2, χ)χ
(−x
4
)
,(3.5)
A2 = −(p− 1)
∑
χ∈̂F×p
δ(ϕχ)J(ϕχ2, χ) χ
(x
4
)
= −(p− 1)ϕ(x)J(ϕ, ϕ),(3.6)
A3 = −p(p− 1)ϕ(−1)
∑
χ∈
̂
F×p
δ(ϕχ) χ
(x
4
)
= −p(p− 1)ϕ(−x),(3.7)
and
A4 = (p− 1)2
∑
χ∈
̂
F×p
δ(ϕχ) χ
(−x
4
)
= (p− 1)2ϕ(−x).(3.8)
Using (1.2), and (2.6) in (3.6) we have
A2 = −p(p− 1)ϕ(−x)
(
ϕ
ϕ
)
= (p− 1)ϕ(−x).(3.9)
Adding (3.7), (3.8), and (3.9) we obtain
A2 +A3 +A4 = 0.(3.10)
Substituting (3.10) into (3.4) we have
A = A1 = pϕ(−1)
∑
χ∈
̂
F×p
J(ϕχ2, χ) χ
(−x
4
)
.
(1.2) gives
A = p2ϕ(−1)
∑
χ∈
̂
F×p
(
ϕχ2
χ
)
χ
(x
4
)
.
If we use (2.7) then we have
(
ϕχ2
χ
)
= χ(−1)(ϕχχ ). This yields
A = p2ϕ(−1)
∑
χ∈̂F×p
(
ϕχ
χ
)
χ
(−x
4
)
= pϕ(−1)
∑
χ∈̂F×p
y∈Fp
ϕ(y)χ(y)χ(1− y)χ
(x
4
)
.(3.11)
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Replacing χ by χ in (3.11) we obtain
A = pϕ(−1)
∑
y∈Fp
ϕ(y)
∑
χ∈̂F×p
χ
(
4y(1− y)
x
)
.(3.12)
Using the orthogonality relation (2.1) we can say that second sum present in (3.12)
is non zero if and only if the equation 4y2− 4y+x = 0 admits a solution. We know
that 4y2−4y+x = 0 is solvable if and only if 1−x is a square in Fp. Let 1−x = a2
for some a ∈ Fp. Then 12 (1± a) are solutions of 4y2− 4y+ x = 0. Hence, we obtain
A =
 p(p− 1)ϕ(−2), if x = 1;p(p− 1)ϕ(−2)(ϕ(1 + a) + ϕ(1 − a)), if x 6= 1 and 1− x = a2;
0, if 1− x 6= .
This completes the proof. 
In the next proposition, we again consider the same character sum as considered
in Proposition 3.1 and express the sum as a special value of p-adic hypergeometric
series. We use this proposition to prove Theorem 1.2.
Proposition 3.2. For x ∈ F×p we have∑
χ∈̂F×p
g(ϕχ2)g(ϕχ)g(χ)χ
(x
4
)
= p(1− p)ϕ(2)Γp
(
1
4
)
Γp
(
3
4
)
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
.
Proof. Let A =
∑
χ∈
̂
F×p
g(ϕχ2)g(ϕχ)g(χ)χ
(x
4
)
. Since F̂×p = {ωj : 0 ≤ j ≤ p − 2},
replacing χ by ωj and applying Gross-Koblitz formula we obtain
A = −
p−2∑
j=0
ωj
(x
4
)
π(p−1)ℓj Γp
(〈
1
2
− 2j
p− 1
〉)
Γp
(〈
1
2
+
j
p− 1
〉)
(3.13)
× Γp
(
j
p− 1
)
,
where ℓj = 〈12 − 2jp−1 〉 + 〈12 + jp−1 〉 +
(
j
p−1
)
. Applying (2.9) with x =
〈
1
2 − 2jp−1
〉
and m = 2 we obtain
Γp
(〈
1
2
− 2j
p− 1
〉)
=
Γp
(
1
2
〈
1
2 − 2jp−1
〉)
Γp
(
1
2
〈
1
2 − 2jp−1
〉
+ 12
)
Γp(
1
2 ) ω(2
(1−p)(1−〈 1
2
− 2j
p−1 〉))
.
Taking j in the intervals [0, ⌊p−14 ⌋], (⌊p−14 ⌋, ⌊ 3(p−1)4 ⌋] and (⌊ 3(p−1)4 ⌋, p− 2] we verify
that
Γp
(
1
2
〈
1
2
− 2j
p− 1
〉)
Γp
(
1
2
〈
1
2
− 2j
p− 1
〉
+
1
2
)
= Γp
(〈
1
4
− j
p− 1
〉)
Γp
(〈
3
4
− j
p− 1
〉)
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and ω(2(1−p)(1−〈
1
2
− 2j
p−1 〉)) = ϕ(2) ωj(4). Therefore, we can write
Γp
(〈
1
2
− 2j
p− 1
〉)
=
Γp
(〈
1
4 − jp−1
〉)
Γp
(〈
3
4 − jp−1
〉)
Γp(
1
2 ) ϕ(2) ω
j(4)
.(3.14)
Substituting (3.14) into (3.13) we obtain
A = − ϕ(2)
Γp(
1
2 )
p−2∑
j=0
ωj(x) π(p−1)ℓj Γp
(〈
1
4
− j
p− 1
〉)
Γp
(〈
3
4
− j
p− 1
〉)
(3.15)
× Γp
(〈
1
2
+
j
p− 1
〉)
Γp
(
j
p− 1
)
.
Now,
ℓj =
〈
1
2
− 2j
p− 1
〉
+
〈
1
2
+
j
p− 1
〉
+
(
j
p− 1
)
= 1−
⌊
1
2
− 2j
p− 1
⌋
−
⌊
1
2
+
j
p− 1
⌋
.
By considering
⌊
1
2 − 2jp−1
⌋
= 2k + s for some k ∈ Z and s = 0, 1 it is straight
forward to verify that
⌊
1
2 − 2jp−1
⌋
=
⌊
1
4 − jp−1
⌋
+
⌊
3
4 − jp−1
⌋
. This gives
ℓj = 1−
⌊
1
4
− j
p− 1
⌋
−
⌊
3
4
− j
p− 1
⌋
−
⌊
1
2
+
j
p− 1
⌋
.(3.16)
Substituting (3.16) into (3.15) we obtain
A = p(1− p)ϕ(2)Γp
(
1
4
)
Γp
(
3
4
)
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
.
This completes the proof. 
Proof of Theorem 1.2. Comparing Proposition 3.1 and Proposition 3.2 for x = 1
we prove (1.9). Now, letting x 6= 0, 1, and 1 − x = a2 for some a ∈ F×p and then
comparing Proposition 3.1 and Proposition 3.2 we obtain
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
=
−ϕ(−1)
Γp(
1
4 )Γp(
3
4 )
(ϕ(1 + a) + ϕ(1 − a)).(3.17)
Then replacing x by 1t in (3.17) we obtain (1.10). Finally, if 1 − x is not a square
in Fp then again, comparing Proposition 3.1 and Proposition 3.2 we obtain
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
= 0.(3.18)
Replacing x by 1t in (3.18) we derive (1.11). This completes the proof of the
theorem. 
Proof of Theorem 1.4. If t 6= 0, 1 and 1− 1t = t−1t 6=  then from (1.11) we have
2G2
[
1
4 ,
3
4
0, 12
| t
]
= 0.(3.19)
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Replacing t by 1x in (3.19) we obtain that if 1− x 6=  then
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
= 0.(3.20)
Similarly, if t 6= 0, 1 and 1− 11−t = tt−1 6=  then (1.11) gives
2G2
[
1
4 ,
3
4
0, 12
| 1− t
]
= 0.(3.21)
Replacing 1− t by 11−x in (3.21) we can write that if x 6=  then
2G2
[
1
4 ,
3
4
0, 12
| 1
1− x
]
= 0.(3.22)
Combining (3.20) and (3.22) we obtain (1.13). Now, let x = b2. Putting 1− x = 1t
we have 1− 1t = b2. Applying (1.10) we have
2G2
[
1
4 ,
3
4
0, 12
| t
]
=
−ϕ(−1)
Γp(
1
4 )Γp(
3
4 )
(ϕ(1 + b) + ϕ(1− b)).
Therefore, if x = b2 then
2G2
[
1
4 ,
3
4
0, 12
| 1
1− x
]
=
−ϕ(−1)
Γp(
1
4 )Γp(
3
4 )
(ϕ(1 + b) + ϕ(1 − b)).(3.23)
Combining (3.20) and (3.23) we deduce (1.14). Let 1 − x = a2. Also, let x = 1t .
Then 1− 1t = a2. Using (1.10) we obtain that
2G2
[
1
4 ,
3
4
0, 12
| t
]
=
−ϕ(−1)
Γp(
1
4 )Γp(
3
4 )
(ϕ(1 + a) + ϕ(1− a)).
Therefore, if 1− x = a2 then
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
=
−ϕ(−1)
Γp(
1
4 )Γp(
3
4 )
(ϕ(1 + a) + ϕ(1 − a)).(3.24)
Combining (3.23) and (3.24) we derive (1.15). Finally, comparing (3.22) and (3.24)
we obtain (1.16). This completes the proof of the theorem. 
Proof of Theorem 1.5. Again, consider the sum A =
∑
χ∈
̂
F×p
g(ϕχ2)g(ϕχ)g(χ)χ
(x
4
)
.
Then from (3.15), and (3.16) we have
A = − ϕ(2)
Γp(
1
2 )
p−2∑
j=0
ωj(x) π(p−1)ℓj Γp
(〈
1
4
− j
p− 1
〉)
Γp
(〈
3
4
− j
p− 1
〉)
(3.25)
× Γp
(〈
1
2
+
j
p− 1
〉)
Γp
(
j
p− 1
)
,
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where ℓj = 1 −
⌊
1
4 − jp−1
⌋
−
⌊
3
4 − jp−1
⌋
−
⌊
1
2 +
j
p−1
⌋
. Now, the term for j = 0
present in (3.25) is equal to pϕ(2)Γp
(
1
4
)
Γp
(
3
4
)
. Therefore, we have
A = − ϕ(2)
Γp(
1
2 )
p−2∑
j=1
ωj(x) π(p−1)ℓj Γp
(〈
1
4
− j
p− 1
〉)
Γp
(〈
3
4
− j
p− 1
〉)
(3.26)
× Γp
(〈
1
2
+
j
p− 1
〉)
Γp
(
j
p− 1
)
+ pϕ(2)Γp
(
1
4
)
Γp
(
3
4
)
.
Using (2.11) we can write
A = pϕ(2)Γp
(
1
4
)
Γp
(
3
4
)
+
ϕ(2)
Γp(
1
2 )
p−2∑
j=1
ωj(−x) π(p−1)ℓj Γp
(〈
1
4
− j
p− 1
〉)
× Γp
(〈
3
4
− j
p− 1
〉)
Γp
(〈
1
2
+
j
p− 1
〉)
Γp
(〈
1− j
p− 1
〉)
Γp
(
j
p− 1
)2
= −pϕ(2)
p−2∑
j=1
ωj(−x)
(−p)(−⌊ 12+ jp−1⌋)Γp
(〈
1
2 +
j
p−1
〉)
Γp(
1
2 )
Γp
(〈
1− j
p− 1
〉)
× (−p)−⌊ 14− jp−1⌋−⌊ 34− jp−1⌋Γp
(
j
p− 1
)2
Γp
(〈
1
4
− j
p− 1
〉)
Γp
(〈
3
4
− j
p− 1
〉)
+ pϕ(2)Γp
(
1
4
)
Γp
(
3
4
)
.
Also, applying (2.12) we obtain
A = −ϕ(2)
∑
t∈F×p
ϕ(t(t− 1))
p−2∑
j=1
ωj
(x
t
)
(−p)−⌊ 14− jp−1⌋−⌊ 34− jp−1⌋(3.27)
× Γp
(〈
1
4
− j
p− 1
〉)
Γp
(〈
3
4
− j
p− 1
〉)
Γp
(
j
p− 1
)2
+ pϕ(2)Γp
(
1
4
)
Γp
(
3
4
)
.
The term under summation for j = 0 is equal to
− ϕ(2)
∑
t∈F×p
ϕ(t(t − 1))Γp
(
1
4
)
Γp
(
3
4
)
= −ϕ(−2)Γp
(
1
4
)
Γp
(
3
4
)
J(ϕ, ϕ)
= −pϕ(2)Γp
(
1
4
)
Γp
(
3
4
)(
ϕ
ϕ
)
= ϕ(2)Γp
(
1
4
)
Γp
(
3
4
)
.
Note that the last equality is obtained by applying (2.6). Using this value in (3.27)
we obtain
A = (p− 1)ϕ(2)Γp
(
1
4
)
Γp
(
3
4
)1 + ∑
t∈F×p
ϕ(t(t − 1))2G2
[
1
4 ,
3
4
0, 0
| t
x
] .
(3.28)
Now, from Proposition 3.1 comparing the values of A we deduce (1.17), (1.18), and
(1.19). This completes the proof of the theorem.
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Proof of Theorem 1.6. Applying the transformations [18, Lemma 3.3] and [19, Propo-
sition 2.5] for x, t 6= 0 we obtain
2G2
[
1
4 ,
3
4
0, 0
| t
x
]
=
(
χ34
ε
)−1
2F1
(
χ4, χ
3
4
ε
| x
t
)
= −p · 2F1
(
χ4, χ
3
4
ε
| x
t
)
.(3.29)
Note that we obtain the last equality by using (2.6). 
Let x = 1. Then substituting (3.29) into (1.17) we have
−p
∑
t∈F×p
ϕ(t(t− 1))2F1
(
χ4, χ
3
4
ε
| 1
t
)
= −1 + pϕ(−1)
Γp(
1
4 )Γp(
3
4 )
.(3.30)
Since p ≡ 1 (mod 4) so ϕ(−1) = 1 and (2.8) gives Γp(14 )Γp(34 ) = −χ4(−1). Substi-
tuting these two values into (3.30) and replacing t by 1/t we derive (1.20). Similarly,
if x 6= 1 and 1−x is not a square then substituting (3.29) into (1.18) and replacing
t by x/t we obtain (1.21). Finally, if x 6= 1 and 1− x = a2 then substituting (3.29)
into (1.19) and replacing t by x/t we deduce (1.22). This completes the proof. 
Proof of Theorem 1.7. If 1− x 6=  then applying Proposition 3.1 and Proposition
3.2 we have
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
= 2G2
[
1
4 ,
3
4
0, 12
| x− 1
x
]
= 0.
This proves (1.24). Now, let 1−x = a2 for some a ∈ F×p . Let a−1 denote the inverse
of a in F×p . Then again applying Proposition 3.1 and Proposition 3.2 we have
2G2
[
1
4 ,
3
4
0, 12
| 1
x
]
= − ϕ(−1)
Γp(
1
4 )Γp(
3
4 )
(ϕ(1 + a) + ϕ(1− a)),(3.31)
and
2G2
[
1
4 ,
3
4
0, 12
| x− 1
x
]
= − ϕ(−1)
Γp(
1
4 )Γp(
3
4 )
(ϕ(1 + a−1) + ϕ(1 − a−1)).(3.32)
Comparing (3.31) and (3.32) we prove (1.25). This completes the proof. 
4. Concluding remarks
Remark 4.1. Let Fq be a finite field with q elements, where q = p
r. We note
that all the transformations and special values of p-adic hypergeometric series that
are proved in this paper can also be extended to the q-version of the p-adic hyper-
geometric series nGn[· · · | t]q with t ∈ Fq using the definition [18, Definition 5.1].
We avoid this case here for brevity. We also make the same comment for Gaussian
hypergeometric functions over Fq. We believe that using this method we can settle
many other transformation formulas for p-adic hypergeometric series that are anal-
ogous to classical hypergeometric series transformations. This is considered as the
subject of forthcoming work.
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