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Despite the fact that hemispheric asymmetry of attention has been widely studied, a clear picture of this
complex phenomenon is still lacking. The aim of the present study was to provide an efficient and reliable
measurement of potential hemispheric asymmetries of three attentional networks, i.e. alerting, orienting
and executive attention. Participants (N = 125) were tested with the Lateralized Attention Network Test
(LANT) that allowed us to investigate the efficiency of the networks in both visual fields (VF). We found a
LVF advantage when a target occurred in an unattended location, which seems to reflect right hemi-
sphere superiority in control of the reorienting of attention. Furthermore, a LVF advantage in conflict res-
olution was observed, which may indicate hemispheric asymmetry of the executive network. No VF effect
for alerting was found. The results, consistent with the common notion of general right hemisphere
dominance for attention, provide a more detailed account of hemispheric asymmetries of the attentional
networks than previous studies using the LANT task.
 2012 Elsevier Inc. All rights reserved.1. Introduction 1.1.1. Alerting networkThe organization of the human attentional system is one of the
crucial issues for research on attention. A large body of evidence
suggests that attentional networks are distributed asymmetrically
across hemispheres and the right side of the brain is dominant for
attention (Heilman, 1995; Mesulam, 1999; Posner & Petersen,
1990). However, many studies have produced equivocal results,
and some authors even suggest left rather than right hemisphere
superiority in attention (cf. Kinsbourne, 1987). Hence, it is still
not clear which specific aspects of attention are lateralized, and
which of the hemispheres is indeed specialized in particular atten-
tional functions.
1.1. Hemispheric asymmetry of attentional networks
Attention is often viewed as a system organized into three neu-
ral networks, which subserve three different types of functions:
achieving and maintaining an alert state, orienting to sensory
events, and resolving conflicts between alternative actions. Each
of the attentional networks involves a number of anatomically
separated but highly connected structures, which are largely dis-
tributed within the two hemispheres (Parasuraman, 1998; Posner
& Petersen, 1990; Posner & Rothbart, 2007; Robertson, 2004).
Below, we briefly describe the available evidence for the hemi-
spheric asymmetry of each network.ll rights reserved.
ology, Jagiellonian University,
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icz).A number of evidence has suggested that alertness is controlled
mostly by the right frontal and parietal lobes (Fan, McCandliss,
Sommer, Raz, & Posner, 2002; Posner & Petersen, 1990). Lesion
studies have shown more severe impairment of alertness in right
hemisphere-damaged patients (Fernandez-Duque & Posner, 2001;
Heilman, 1995), imaging studies have demonstrated that both pro-
cessing an alerting cue and maintaining intrinsic alertness engage
the right hemisphere (RH) more strongly than the left (Fan et al.,
2007; Sturm & Willmes, 2001; Sturm et al., 1999; Sturm et al.,
2005), and the LVF–RH advantage has been observed in behavioral
visual half-field tasks that evoked alerting by presenting a lateral-
ized warning cue (Heilman & Van Den Abell, 1979), or required an
endogenous maintenance of alertness (Whitehead, 1991). How-
ever, a recent fMRI study has reported a greater involvement of
the left hemisphere in the processing of alerting cues (Fan,
McCandliss, Fossella, Flombaum, & Posner, 2005). Some authors
believe that this discrepancy may result from differential special-
ization of the hemispheres, i.e. superiority of the LH in phasic alert-
ness and the RH in tonic alertness (Okubo & Nicholls, 2008; Posner,
2008). Nevertheless, the hypothesis of LH specialization in process-
ing phasic or transient aspects of visual events, which underlies the
notion of LH advantage in phasic alertness (cf. Posner, 2008), has
been challenged by studies reporting LVF–RH advantage in tasks
that required detection of fast subtle temporal changes (Funnell,
Corballis, & Gazzaniga, 2003), and identification of target stimuli
in two lateralized streams of rapidly presented distractors
(Verleger, Śmigasiewicz, & Möller, 2011). Moreover, in two recent
behavioral studies of attentional networks no asymmetry of the
alerting effect was observed (Greene et al., 2008; Poynter, Ingram,
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and laterality of alerting network cannot be yet drawn.
1.1.2. Orienting network
There is an abundance of neuropsychological evidence for the
right hemisphere’s dominance in spatial orienting of attention.
Particularly, hemispatial neglect, a syndrome of one-sided inat-
tention, occurs in the vast majority of cases after right hemisphere
lesions (Danckert & Ferber, 2006; Mesulam, 1999). Neuroimaging
and TMS studies of nonclinical populations also reveal greater
involvement of the right hemisphere in distribution of attention
within the left and right VFs (Chambers, Payne, Stokes, &
Mattingley, 2004; Corbetta, Miezin, Shulman, & Petersen, 1993;
Nobre et al., 1997). However, behavioral visual half-field studies
of neurologically intact people do not show a consistent pattern
of asymmetries in attentional orienting. Although some suggest
the RH dominance, as indicated by a left visual field (LVF) advan-
tage (Du & Abrams, 2010; Evert, McGlinchey-Berroth, Verfaellie, &
Milberg, 2003; Greene et al., 2008, exp.1; Wainwright & Bryson,
2005), others show either no asymmetry (Greene et al., 2008,
exp.2; Losier & Klein, 2004; Verfaellie, Bowers, & Heilman, 1988)
or even a right visual field (RVF) advantage (Nobre, Sebestyen, &
Miniussi, 2000; Reuter-Lorenz, Kinsbourne, & Moscovitch, 1990;
Rhodes & Robertson, 2002). It seems that at least some of these
discrepancies might be explained by the neuroanatomical model
proposed by Corbetta and Shulman (2002), according to which
we can distinguish two networks for orienting: the first, a bilater-
ally organized dorsal frontoparietal network that controls endog-
enous allocation of spatial attention for selection of relevant
information, and the second, a ventral frontoparietal network that
subserves reorienting to potentially relevant but currently unat-
tended stimuli, which is localized mostly in the RH (Shulman
et al., 2010). However, it is still not clear whether such hemi-
spheric organization of the orienting networks does indeed lead
to asymmetry in the distribution of attention between the visual
fields on the behavioral level.
1.1.3. Executive network
Several authors have reported a smaller Stroop interference ef-
fect for LVF than for RVF in a lateralized version of the Stroop task
(Franzon & Hugdahl, 1987; Schmit & Davis, 1974; Weekes & Zaidel,
1996). The results seem to suggest a RH specialization in executive
attention, although it has been pointed out that due to LH involve-
ment in semantic processing (see MacLeod, 1991) they might
rather reflect a greater interference in RVF. Still, an fMRI imaging
study has shown greater right frontal activation during perfor-
mance of the Stroop task (Milham et al., 2001) suggesting that
the LVF advantage in behavioral tasks may indeed be due to RH
dominance in attentional control of response conflict. The impor-
tance of the right prefrontal cortex and the right anterior cingulate
cortex (ACC) in conflict resolution, and particularly in response
inhibition, is further evidenced by a number of imaging studies
employing non-verbal conflict tasks (Garavan, Ross, & Stein,
1999; Goghari & MacDonald, 2009; Hampshire, Chamberlain,
Monti, Duncan, & Owen, 2010; Hazeltine, Bunge, Scanlon, &
Gabrieli, 2003; Hazeltine, Poldrack, & Gabrieli, 2000; Konishi
et al., 1999; Lütcke & Frahm, 2008), as well as by a TMS study
(Chambers et al., 2007). It should be noted, however, that all the
imaging studies employed foveal stimulation, unlike the behav-
ioral Stroop experiments cited above. Central and lateralized stim-
ulation may be processed in a different way and lead to different
results. Thus, comparison of the two kinds of data should be made
with caution. Moreover, there are still some unexplained discrep-
ancies in the available results. For instance, Fan, Flombaum,
McCandliss, Thomas, and Posner (2003) reported that three
different visuospatial tasks involving cognitive conflict resultedin activation of two common structures: the left dorsal ACC and
the left prefrontal cortex (unfortunately, the study did not provide
detailed analyses of hemispheric asymmetry for each of the tasks).
Further, a meta-analysis of VF effects in the behavioral lateralized
Stroop task revealed only a non-significant trend for the LVF
advantage in terms of effect magnitude (Belanger & Cimino,
2002). Thus, in light of current knowledge we still cannot argue
with satisfactory certainty whether the executive network is bilat-
erally organized, or whether the right hemisphere is specialized in
attentional control of response conflict.
1.2. Behavioral measures of attentional asymmetries
As Zaidel (1995) noted, behavioral visual half-field methodology
provides indirect measures of hemispheric asymmetries, which are
inherently noisy. Indeed, the VF effects observed in studies on
attention are typically small, volatile (see Hellige, Laeng, &
Michimata, 2010 for review of visuospatial asymmetries), and eas-
ily affected by a number of factors, such as stimulus properties
(Chokron, Brickman, Wei, & Buchsbaum, 2000; Polich, DeFrancesco,
Garon, & Cohen, 1990), fluctuations of alertness (Manly, Dobler,
Dodds, & George, 2005), age (Hausmann, Waldie, & Corballis,
2003; Wainwright & Bryson, 2005), hormonal changes (Hausmann,
2005), self-reported attentional deficits (Poynter et al., 2010), or
reading direction (Eviatar, 1995; Spalek & Hammad, 2005; but see
Śmigasiewicz et al., 2010), to name only a few. A crucial issue was
pointed out by Evert and colleagues (2003), who argued that the
lack of behavioral evidence for asymmetry of attention in many
studies is due to the insufficient attentional demands of the tasks
employed. In accordance, the authors demonstrated that the cost
of invalid cueing in Posner’s task was lower for the LVF targets than
for targets that occurred in the RVF, but the asymmetry was ob-
tained only under conditions of high perceptual load, i.e. when tar-
gets were presented simultaneously with distractors, and thus
more attentional effort was needed to differentiate the stimuli
(Evert & Oscar-Berman, 2001; Evert et al., 2003). Nonetheless,
among many small and elusive effects, there is a notable exception:
a large LVF advantage has been consistently shown in studies
employing the lateralized Rapid Serial Visual Presentation (RSVP)
task (Holländer, Corballis, & Hamm, 2005; Verleger et al., 2009;
Śmigasiewicz et al., 2010). In this task participants are asked to
identify two consecutive targets embedded in two parallel streams
of distractor stimuli presented simultaneously in the left and right
VFs. The second target is identified up to 20–30% more accurately if
it occurs in the LVF. This indeed provides an important corrobora-
tion of the notion that only under high perceptual demands, like
in the dual-stream RSVP task, the functional asymmetries become
apparent. Otherwise, visual stimuli are salient enough to be pro-
cessed with little effort, thus hemispheric specialization in atten-
tion is not revealed.
A reliable measurement of the attention networks’ asymme-
tries seems therefore to require a task that imposes sufficiently
high processing demands and is capable of addressing each of
the three networks: alerting, orienting, and executive. Recently,
Greene and colleagues (2008) employed a task that comes close
to the specified requirements. They developed a lateralized ver-
sion of the Attention Network Test (ANT; Fan et al., 2002). The
ANT provides a behavioral measure of the efficiency of each
attentional network. The lateralized ANT (LANT) additionally en-
ables assessment of the networks’ functioning in both hemi-
spheres separately. Obviously, the LANT should be a useful tool
to study hemispheric asymmetries, as well. However, Greene
and associates did not find any asymmetries besides a marginally
significant LVF advantage in orienting reported in the first exper-
iment but unreplicated in the second (2008). The effect sizes and
the reliability of the attentional networks indexes obtained by
D. Asanowicz et al. / Brain and Cognition 79 (2012) 117–128 119Greene et al. (2008) suggest that the task design might have not
been sensitive enough to capture small VF effects. The indexes of
alerting and orienting attention were less reliable in the study
and accounted for less overall variance than the index of execu-
tive attention (for an analysis of the psychometric properties of
the ANT see Macleod et al., 2010). Moreover, given the very high
overall accuracy (>95%; Greene et al., 2008), the attentional de-
mands of the task may have been too low.
The aim of the present study was to provide more detailed and
reliable behavioral evidence of functional asymmetries and hemi-
spheric specialization in alerting, orienting and executive atten-
tion. To this end, the modified Lateralized Attention Network
Test was employed. To capture small effects more reliably, we have
made an effort to boost the signal-to-noise ratio, first, by enhanc-
ing statistical power using a greater number of both trials and par-
ticipants; and second, by attempting to increase the effect itself
using a more demanding task that would engage measured pro-
cesses to a sufficient extent. The latter would be achieved by pre-
senting stimuli more peripherally in the left and right VFs. With
increased retinal eccentricity, visual acuity decreases and target
discrimination requires more attention to boost the apparent stim-
ulus contrast and clarity (cf. Abrams, Barbot, & Carrasco, 2010;
Carrasco, Ling, & Read, 2004; see also Bourne, 2006). In line with
Evert et al. (2003) and Verleger et al. (2009), the stronger atten-
tional involvement may increase the reliability of assessing
functional asymmetries of attention.2. Methods
2.1. Participants
One hundred thirty undergraduate students participated in the
experiment in return for course credits. Five of them were ex-
cluded from the analysis due to a very low accuracy approaching
the chance level (50%). The remaining sample (N = 125) consisted
of 89 females and 36 males. The participants’ mean age was 22.2
(SD 3.4). All but four persons reported right-handedness. The
left-handers were included in the analyses because their perfor-
mance did not differ from that of the right-handed participants.
All had normal or corrected-to-normal vision and no history of
neurological disorders.2.2. Lateralized Attention Network Test (LANT)
The efficiency of alerting, orienting, and executive networks
was assessed by the revised Lateralized Attention Networks Test
(LANT), originally developed by Greene et al. (2008). The task is
illustrated in Fig. 1. Participants were asked to indicate the direc-
tion of an up- or down-pointing arrow, displayed with equal prob-
ability on the left or right side of the screen. Speed and accuracy of
responses were measured. In each trial, the arrow was flanked by
four additional arrows (two above and two below), pointing in
the direction that was either congruent or incongruent with the
target arrow. In the incongruent condition, participants had to
overcome the conflict elicited by the distractor arrows. The stimuli
were preceded by a center cue to alert participants, or by a spatial
cue to orient their attention; the orienting cue would be either va-
lid, i.e. correctly indicating the location of the following target, or
invalid (cf. Posner, 1980). Therefore, the alerting cue informed par-
ticipants when the target would occur, whereas the orienting cue
additionally informed them about the target location. A no-cue
reference condition was also included. To increase the attentional
demands of the task and to enhance its statistical power we ex-
tended the stimulus eccentricity from the 1.1 to 5 and increased
the number of trials from 272 to 576 per subject, as compared tothe original LANT. We also employed a sample roughly five times
larger than in Greene et al.’s (2008) study.
2.2.1. Stimuli and apparatus
The target central arrow and the flankers were each 8 mm
(0.65) long. In total, the length of all arrows was 44 mm (3.6).
They were displayed 62 mm (5) to the left or right of a 4 mm
(0.32) wide fixation cross, positioned centrally on the screen. An
asterisk of 5 mm (0.4) diameter was used as a cue, being displayed
either centrally at the position of the fixation cross (alerting cue),
or laterally at the same position as the target (orienting cue).
Stimuli were presented on a 17-in. computer display, via DMDX
software (Forster & Forster, 2003). Participants viewed the screen
from a distance of about 70 cm.
2.2.2. Trial timeline
The trial started with a fixation period of variable random dura-
tion (1600 to 2500 ms) and was subsequently followed by a cue
presented for 100 ms, a short fixation period (400 ms), and by a
target with flankers presented for 180 ms. In the no-cue condition
the target was displayed immediately after the fixation period. The
trial ended after the participant’s response or, if a response was not
made, after 2000 ms. The fixation cross was displayed at the centre
of the screen throughout the whole trial.
2.2.3. Procedure
The experiment consisted of 576 trials divided into 4 blocks of
144 trials each. On one half of the trials (288) the target was
flanked by congruent flankers and on the other half by incongruent
flankers. On 128 trials the target was signaled by the alerting cue.
The no cue condition occurred on another 128 trials. On remaining
trials, the target was preceded by the orienting cue that indicated
the target’s location with a probability of 80%. To ensure a suffi-
cient number of trials in the invalid cue condition the total number
of trials with the orienting cue was increased to 320 (256 valid and
64 invalid). The order of the trials was randomized for each partic-
ipant. The task started with a practice session, consisting of 2
blocks of 16 trials each, in which participants received feedback
on the accuracy of each response. The whole experiment lasted
up to one hour.
Instructions were given in written form and included an example
of the stimuli. Participants were asked to maintain fixation through-
out the whole trial and to respond to targets as quickly and accu-
rately as possible. To ensure proper fixation, we utilized some
frequently used methods (cf. Bourne, 2006; Hellige & Sergent,
1986): a clear instruction emphasizing the importance of correct
fixation, an adequate time interval of initial fixation, an unpredict-
able stimuli location (except for the orienting cue conditions due
to the predictive character of the orienting cues), and the center
alerting cue displayed in a number of trials, which, apart from its
alerting function, also encouraged fixation at the center of the
screen. Participants responded by pressing buttons on a computer
mouse. To make responding easier and more natural, spatial com-
patibility of the response pattern and the direction of the arrows
was ensured. The mouse was placed at midline, parallel to the
screen. In this way the right and left buttons were positioned up
and down. Participants were asked to press the upper button for
the up-pointing targets, and the lower button for the down-pointing
ones. When participants used their right hands, they used their mid-
dle finger to press the right button (i.e. the ‘upper’ button) for the
targets pointing up and their index fingers to press the left (i.e. ‘low-
er’) button for the targets pointing down. For the left hand, the re-
sponse mapping was reversed, i.e. the right button became the
lower key, and the left button became the upper key. Thus, the
mouse was turned by 180 every time the subject switched hands.
Response hands were alternated between the blocks.
Fig. 1. Experimental procedure: (A) an example of the sequence of events for a trial with valid spatial cue and incongruent flankers, (B) the cue conditions and (C) the two
flanker types.
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The experiment followed a 4  2  2 factorial design with cue
condition (no cue/valid orienting cue/invalid orienting cue/alerting
cue), flanker type (congruent/incongruent) and visual field (left/
right) as within-subject factors. Further, three separate subtractions
were conducted to calculate indexes of the attentional networks (cf.
Fan et al., 2002; Posner & Rothbart, 2007). The alerting index (no cue
minus alerting cue) shows the extent to which response to a target is
improved by the alerting cue compared to the no cue condition (cf.
Fan et al., 2002). The larger the score, in terms of both RT and ERR,
the more efficient the alerting network. The orienting index (invalid
cue minus valid cue) shows the difference in responses to a target
that occurred at expected vs. unexpected location. Thus, a higher
score can be interpreted as higher efficiency of orienting (cf.
Callejas, Lupiáñez, & Tudela, 2004; Posner, 1980). However, follow-
ing the Corbetta and Shulman’s (2002) model, orienting of attention
is considered to be controlled by the two functionally separated sys-
tems, and further analyses including a full range of data is needed to
interpret the potential VF asymmetries of the orienting index. For
instance, a quicker or more accurate response to the left validly
cued target than to the right one would indicate a higher efficiency
of the RH dorsal orienting network, which controls the endogenous
allocation and maintenance of spatial attention; whereas the LVF
advantage in the invalid cue condition would indicate RH superior-
ity in reorienting to unattended targets, which is controlled by the
ventral frontoparietal network (cf. Corbetta, Patel, & Shulman,
2008). To this end, additional analyses of variance were conducted
(see Section 3.3). Finally, the index of executive network (incongru-
ent flanker minus congruent flanker condition) reflects the cost of
conflict or interference caused by incongruent flankers (Eriksen &
Eriksen, 1974; Fan et al., 2002). The larger the conflict index, in
terms of both RT and ERR, the less efficient the network is in resolu-
tion of the conflict (Posner & Rothbart, 2007). The reliability of the
three indexes was estimated by split-half correlations between
the first and second halves of the task.3. Results
3.1. Response times
Trials with errors (13.5%) and trials with response times (RT)
less than 150 ms or greater than 1500 ms (0.4%) were excluded
from the analysis. The overall mean RT for correct trials was
669 ms (SD = 74). Table 1 shows the averages for all conditions.A 4  2  2 repeated measures analysis of variance (ANOVA)
was conducted on RTs with cue (no-cue/valid orienting/invalid ori-
enting/alerting), flanker (congruent/incongruent) and visual field
(LVF/RVF) as within-subject factors. All the main effects were
significant. Response times differed between cue conditions
(F(3,372) = 596.3, p < .0001, g2 = .82), with the fastest responses
for trials preceded by a valid orienting cue (575 ms) and the slow-
est for invalidly cued trials (737 ms). (The effects of cues are ana-
lyzed further in Section 3.3, which describes the orienting and
alerting networks separately.) Responses were much faster on con-
gruent (616 ms) than on incongruent trials (722 ms), resulting in a
significant index of conflict cost (106 ms, F(1,124) = 507.2,
p < .0001, g2 = .80). Responses to targets presented in the LVF were
on average 7 ms faster than those presented in the RVF
(F(1,124) = 9.0, p = .004, g2 = .065). Importantly, we found a signif-
icant interaction between cue and VF (F(3,372) = 2.6, p = .049,
g2 = .021). A marked LVF advantage of 15 ms was observed in the
invalid cue condition; for the alerting cue condition the advantage
was 7 ms, while in the no cue and valid cue condition RTs for both
VFs were almost identical (see Fig. 2A). (Simple effects of the inter-
action are analyzed with regard to the alerting and orienting net-
work separately and described in Section 3.3.) Furthermore,
results revealed an asymmetry of conflict cost, as indicated by
the interaction flanker type  VF (F(1,124) = 3.9, p = .049,
g2 = .031, Fig. 3A). Importantly, the observed LVF advantage was
three times larger in the incongruent than in the congruent condi-
tion (10 vs. 3 ms). When VF differences were analyzed separately
for the congruent and the incongruent condition, the asymmetry
turned out to be significant in the incongruent condition only
(t(124) = 3.0, p = .003).
The interaction cue by flanker was significant (F(3,372) = 12.9,
p < .0001, g2 = .09), while cue  flanker  VF was not (F(3,372) =
1.7, p = .17, g2 = .01). An additional ANOVA with two-level factors:
cue (none/alerting), flanker (congruent/incongruent) and VF (left/
right) was computed on RTs to test for a possible influence of the
alerting on the executive network, independently from the orient-
ing network (trials with orienting cues that involved the orienting
network were excluded). The interactions of cue  flanker
(F(1,124) = 1.2, p = .27, g2 = .01), and cue  flanker  VF F(1,124) =
0.34, p = .56, g2 = .003) were both small and non-significant, show-
ing no influence of the alerting on the executive network, and no
VF effects. Therefore, the interaction of 4 cue conditions  2 flanker
types found in the first ANOVA reflects the effect of orienting
rather than alerting on the executive network. A 2  2 ANOVA,
with cue (valid orienting/alerting) and flanker (congruent/incon-
gruent) as factors, confirmed that the valid orienting cue
Table 1
Mean response times of correct responses and error rates for all conditions.
Cue condition Flanker type Visual field RT (ms) (SD) ERR(%) (SD)
No cue Congruent Left 647.4 (73.6) 3.0 (4.4)
Right 647.8 (77.2) 3.3 (4.8)
Incongruent Left 760.2 (90.6) 28.6 (17.5)
Right 764.5 (92.9) 34.4 (21.8)
Valid orienting Congruent Left 528.6 (68.1) 1.3 (3.0)
Right 529.8 (67.1) 1.5 (2.9)
Incongruent Left 617.9 (97.1) 9.0 (12.0)
Right 624.5 (99.7) 10.4 (14.8)
Invalid orienting Congruent Left 684.2 (98.7) 7.5 (9.6)
Right 690.4 (97.4) 8.9 (9.4)
Incongruent Left 775.7 (105.0) 30.4 (21.6)
Right 800.3 (126.7) 36.4 (22.4)
Alerting (center) Congruent Left 596.1 (70.4) 1.4 (3.1)
Right 602.5 (74.8) 2.3 (3.7)
Incongruent Left 714.6 (81.9) 17.0 (15.9)
Right 720.9 (92.9) 20.4 (18.8)
Fig. 2. Cue condition by VF interaction in terms of RT (A) and ERR (B). Error bars
represent standard errors of the mean.
Fig. 3. Flanker type by VF interaction in terms of RT (A) and ERR (B). Error bars
represent standard errors of the mean.
D. Asanowicz et al. / Brain and Cognition 79 (2012) 117–128 121significantly decreased the cost of conflict, as compared to the con-
flict score obtained in the alerting cue condition (F(1,124) = 68.5,
p < .001, g2 = .35). The interaction between cue, flanker and VF
was insignificant (F(1,124) = 1.0, p = .32, g2 = .008).3.2. Error rates
The overall error rate (ERR) yielded 13.5% (SD = 7.9). As ex-
pected, the task was more difficult than the previous implementa-
tions of ANT and LANT, in which the error rates were less than 5%
(cf. Fan et al., 2002; Greene et al., 2008). Hence, the accuracy mea-
sure was less prone to a ceiling effect. Table 1 presents the ERRs for
all conditions.
Just as with the RT data, we started the ERR analysis with a
4  2  2 ANOVA. The results matched the RT ANOVA quite closely.
The main effect of cue (F(3,372) = 159.7, p < .0001, g2 = .56) washighly significant. Accuracy was highest in the valid orienting
cue condition (ERR = 5.5%), lower in the alerting cue (10.3%) and
no-cue conditions (17.3%), and lowest in the invalid orienting cue
condition (20.7%). ERR was much smaller in the congruent flanker
condition than in the incongruent flanker condition, as confirmed
by the significant main effect of the flanker type (3.6 vs. 23.3%,
F(1,124) = 242.5, p < .0001, g2 = .66). We also observed a clear
asymmetry: ERR was lower in the LVF than in the RVF (12.2 vs.
14.7% respectively, F(1,124) = 30.0, p < .0001, g2 = .19). The LVF
advantage was modified by occurrence of the cues, as indicated
by the cue condition  VF interaction (F(3,372) = 4.2, p = .006,
g2 = .033; see Fig. 2B). When the location of the target was validly
cued ERRs were similar for both VFs, but when the target was pre-
ceded by the invalid orienting cue, and thus reorienting of atten-
tion was needed, then the largest asymmetry was observed (see
Section 3.3 for analyses of the simple effects of the interaction with
regards to alerting and orienting separately). VF asymmetry also
varied as a function of congruency, as confirmed by the significant
flanker type  VF interaction (F(1,124) = 14.6, p < .0001, g2 = .10,
see Fig. 3B). In the congruent condition, the ERRs were almost
equal for both VFs (RVF–LVF = 0.7%), while in the conflict condition
VF asymmetry was markedly greater (RVF–LVF = 4.2%).
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(F(3,372) = 106.9, p < .0001, g2 = .46) and cue  flanker  VF
(F(3,372) = 3.0, p = .028, g2 = .02). Separate three-factor ANOVAs
were computed for alerting and for orienting. The cue factor levels
in the former were: none/alerting, and in the latter: valid orienting
/alerting. The remaining two factors were the same in both analy-
ses: flanker (congruent/incongruent), and VF (left/right). Both the
alerting cue and valid orienting cue significantly reduced the con-
flict cost (respectively: F(1,124) = 103.5, p < .0001, g2 = .45; and
F(1,124) = 95.2, p < .0001, g2 = .43). The three-way interaction:
cue  flanker  VF was significant for alerting (F(1,124) = 4.1,
p = .043, g2 = .03), but not for orienting (F(1,124) = 1.8, p = .18,
g2 = .01).
3.3. Attentional networks
3.3.1. Effects of alerting
The effect of alerting, calculated as the difference in RT between
the alerting cue and no-cue conditions, yielded 46.4 ms (SD = 26,
t(124) = 19.8, p < .001). A similar effect was obtained for the ERR:
the alerting cue decreased the ERR by 7% (SD = 6, t(124) = 12.6,
p < .001). No significant effects of VF were observed either for the
RT (F(1,124) = 1.2, p = .27, g2 = .01), or the ERR (F(1,124) = 1.5,
p = .21, g2 = .01).
3.3.2. Effects of orienting
The orienting effect was assessed by calculating the difference
between the valid and invalid cue conditions (Fan et al., 2009;
Posner, 1980). The index was 162 ms for the RT (SD = 67,
t(124) = 26.8, p < .001) and 15.2% for the ERR (SD = 11.2,
t(124) = 15.2, p < .001). The interaction between cue condition (va-
lid/invalid) and VF was marginally significant for the RT
(F(1,124) = 3.3, p = .070, g2 = .026) and highly significant for the
ERR (F(1,124) = 8.8, p = .004, g2 = .066). Importantly, in the valid
cue condition, the RVF–LVF difference yielded only 4 ms in the
RT and 0.8% in the ERR, whereas in the invalid cue condition,
the LFV advantage was considerably larger and reached 16 ms for
the RT (LVF vs. RVF: F(1,124) = 5.9, p = .017, g2 = .045) and 3.7%
for the ERR (LVF vs. RVF: F(1,124) = 13.5, p < .001, g2 = .10). Thus,
the reorienting to invalidly cued targets was more efficient for
the targets presented in the LVF. These results are in line with
the data of Evert et al. (2001, 2003), who reported VF asymmetry
only for the invalid cue condition of Posner’s cueing task.
3.3.3. Effects of conflict
The conflict cost was calculated by subtracting RTs and ERRs in
the congruent from the incongruent flanker condition. The index,
equivalent to the main effect of the flanker type described in
Sections 3.1 and 3.2, reflects the efficiency of the executiveTable 2
Reliability of alerting (A), orienting (O) and conflict (C) indexes measured by split-half corre
orienting cue) is included, although it is not analyzed in the current paper, to allow for a co
orienting index (invalid orienting cue minus valid orienting cue) was not calculated.
LANT (current study) LA
Overall LVF RVF Ov
RT A .22* .09 n.s. .13 n.s. .18
OB .65*** .59*** .52*** .47
O .67*** .63*** .45*** –
C .67*** .57*** .56*** .64
ERR A .36*** .18* .28** –
OB .54*** .31*** .44*** –
O .65*** .52*** .54*** –
C .84*** .77*** .82*** –
* p < .05.
** p < .01.
*** p < .001.network in conflict resolution. The mean conflict cost was
106.4 ms for the RT (SD = 52, t(124) = 22.5, p < .001), and 19.6%
for the ERR (SD = 14.1, t(124) = 15.5, p < .001). The effect was larger
in the RVF than in the LVF by 7 ms in the RT (F(1,124) = 3.96,
p = .049, g2 = .03), and by 3.5% in the ERR (F(1,124) = 14.6,
p < .001, g2 = .10). Both VF effects are equivalent to flanker
type  VF interactions described in Section 3.1 (see Fig. 3).
To exclude the possibility that the asymmetry in conflict resolu-
tion is somehow related to the asymmetry obtained in the invalid
cue condition, additional ANOVAs were conducted with flanker
and VF as within-subject factors for trials in the valid cue condition
only. We found marginally significant interactions for the RT
(F(1,124) = 3.14, p = .07, g2 = .025) and for the ERR (F(1,124) = 3.5,
p = .06, g2 = .027). Separate tests of VF effects for the valid cue/con-
gruent flanker and for the valid cue/incongruent flanker conditions
revealed no effects for congruent trials, but a significant LVF advan-
tage for incongruent trials, both in the RT (RVF–LVF = 6.5 ms;
t(124) = 2.2, p = .030) and the ERR (RVF–LVF = 1.4%; t(124) = 2.4,
p = .018). Importantly, the analyses also did not reveal any VF ef-
fects for endogenous selection, when separated from the conflict
condition (i.e. for the valid cue/congruent flanker trials).
3.3.4. Split-half correlations
To assess the reliability of the three indexes we computed Pear-
son correlations for response latencies between the first and the
second halves of the task across all subjects, as did Fan et al.
(2002) and Greene et al. (2008). Because our accuracy data were
well below ceiling to allow for meaningful reliability analysis, we
also computed split-half correlations for the error rates. The results
are presented in Table 2. The reliability of the orienting and conflict
indexes was similar to that of the original ANT (Fan et al., 2002),
with the exception of the alerting, which was relatively less reli-
able in our study. Importantly, the revised LANT provided overall
more reliable RT indexes for all three networks than the original
LANT (Greene et al., 2008). The split-half correlations for error rates
were even higher, especially for the executive network’s score.
4. Discussion
The objective of the present study was to investigate the func-
tional hemispheric asymmetry of attentional networks. We found
the LVF advantage in the invalid orienting cue condition, which
suggests greater efficiency of the right hemisphere in reorienting
of attention. The LVF advantage was also observed in the incongru-
ent flanker condition, which may indicate the right hemisphere’s
dominance in resolution of conflict. The effects of alerting and
endogenous selection did not differ across the VFs. In line with
our expectations, the modified Lateralized Attention Network Test
put more demands on attentional resources than both the ANTlations. Additionally, the index of orienting benefit (OB: center alerting cue minus valid
mparison with previous studies (i.e. Fan et al., 2002; Greene et al., 2008), in which the
NT (Greene et al., 2008; exp.2) ANT (Fan et al., 2002)
erall LVF RVF
n.s. .32 n.s. .10 n.s. .52**
* .39* .40* .61**
– – –
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denced by higher incidence of errors. Importantly, the RT and ERR
analyses yielded similar and equally reliable results. By that
means, the present task allowed us to detect the attentional asym-
metries. This is in accordance with the assumption that if a partic-
ular mechanism of information processing is characterized by an
asymmetrical pattern of hemispheric specialization, the asymme-
try will become most evident in tasks requiring strong involve-
ment of such a mechanism. Otherwise, the processing of stimuli
is likely to be easy with no need for dedicated and specialized sys-
tems (cf. Evert et al., 2003; Verleger et al., 2009). However, it
should be noted that although this notion has already been evi-
denced by Evert and colleagues (2003) in a study using Posner’s
cueing task, in case of the LANT, it is supported only by the indirect
comparison of the present and previous studies, which limits the
strength of our conclusions. Besides, the present study also
brought interesting findings on the relationship between the net-
works, showing that the alerting cue may improve the accuracy
of conflict resolution, but does not influence its speed. This finding
conflicts with previous studies, in which alerting was shown to im-
pair executive functions (Callejas, Lupiáñez, Funes, & Tudela, 2005;
Callejas et al., 2004). Further, we corroborated previous evidence
showing that the valid orienting cue may improve resolution of
conflict (cf. Callejas et al., 2004; Callejas et al., 2005; Lupiáñez &
Funes, 2005). Taken together, the results suggest that the current
version of LANT allows for a reliable assessment of the functional
hemispheric asymmetry of attentional networks in terms of both
the response time and accuracy.
4.1. LVF advantage in reorienting of attention
If a cue indicates the target location with a high probability (e.g.
80%), attention is endogenously oriented to the location and en-
gaged on it until the target appears. Thus, when the target appears
at a different, unattended location (invalid cue condition), atten-
tion needs to be reoriented (Corbetta & Shulman, 2002; Posner,
1980). In the present study, we found the LVF advantage in reori-
enting to invalidly cued targets and no VF asymmetry for the
endogenous selection of the targets in the valid cue condition.
The results are similar to previous behavioral findings (Evert
et al., 2001, 2003) and conform to the evidence that the ventral
reorienting network is strongly right lateralized. According to the
model proposed by Corbetta & Shulman (2002, see also Corbetta
et al., 2008), reorienting to an unexpected but behaviorally rele-
vant stimulus that appears outside the current focus of attention
transiently engages the ventral frontoparietal network, including
the temporo-parietal junction (TPJ) and regions of the ventral fron-
tal cortex (VFC), whereas the endogenous allocation of attention to
select an object or location produces sustained activation of the
dorsal frontoparietal network, particularly in the intraparietal sul-
cus (IPS) and regions of the frontal eye field (FEF). Crucially, the
ventral reorienting network is strongly lateralized to the right
hemisphere (Chambers et al., 2004; Fox, Corbetta, Snyder, Vincent,
& Raichle, 2006; Kim et al., 1999; Natale, Marzi, & Macaluso, 2010;
Shulman et al., 2010; although see Macaluso & Patria, 2007),
whereas the dorsal network is bilaterally organized (Corbetta,
Kincade, Ollinger, McAvoy, & Shulman, 2000; Fox et al., 2006;
Hopfinger, Buonocore, & Mangun, 2000; Shulman et al., 2010;
Vandenberghe et al., 2000). Therefore, the model seems to predict
a LVF advantage in the invalid cue condition and no asymmetry in
the valid cue condition, which is in accordance with our results.
Another common model of spatial attention asymmetries,
derived mostly from the lesion studies, suggests that the left hemi-
sphere directs attention only to the contralateral VF, whereas the
right hemisphere controls attention in both VFs (Heilman & Van
Den Abell, 1980; Mesulam, 1981). Although this model accountswell for the symptoms of hemispatial neglect, it does not seem
to explain the LVF advantage in healthy subjects. In fact, the model
might suggest the right rather than the left VF advantage, based on
the hypothesis that the RVF is over-controlled or over-attended by
both hemispheres (see Siman-Tov et al., 2007 for a similar notion).
Thus, it does not seem to fit our data. Moreover, as Corbetta,
Kincade, and Shulman (2002) pointed out, despite some early
conforming results (Corbetta et al., 1993), brain-imaging studies
generally do not support the model (Corbetta et al., 2000; Hopfin-
ger et al., 2000; Woldorff et al., 2004). An alternative view, which
emphasizes the asymmetry of interhemispheric transfer, was pro-
posed by Siman-Tov and colleagues (2007). The results of their
imaging study support the notion of right hemisphere specializa-
tion for attention, but also suggest that the ability to direct atten-
tion toward both hemifields is not exclusive to the right
hemisphere, because both hemispheres were activated by the con-
tralateral, as well as by the ipsilateral stimuli. Furthermore, the
study revealed an overall LVF superiority, as the frontoparietal
attentional network was more strongly activated in both hemi-
spheres by the stimuli presented in the left hemifield. The authors
conclude that, first, the hemispheres could exert attentional con-
trol over the visual fields contralaterally through direct pathways,
as well as ipsilaterally through interhemispheric connections; and
second, the right hemisphere specialization in attention and the
stronger right-to-left than left-to-right interhemispheric connec-
tions altogether result in the overall LVF advantage in attentional
processing (Siman-Tov et al., 2007; see also Okon-Singer et al.,
2010). The idea of asymmetrical interhemispheric interactions in
the attentional processing had been already proposed by
Kinsbourne (1987); however, Kinsbourne’s view assumed a mutual
interhemispheric inhibition, not facilitation, as well as a stronger
rightward bias produced by the left hemisphere (Reuter-Lorenz
et al., 1990). Thus, we should again expect a right rather than left
VF advantage, which is not the case in our study. The LVF advan-
tage is instead predicted by the Siman-Tov et al.’s (2007) model,
which, however, does not seem to offer a fully coherent explana-
tion of the differential VF effects that we observed under the valid
and invalid orienting cue conditions. In conclusion, although some
involvement of asymmetric interhemispheric interaction cannot
be ruled out, the Corbetta and Shulman’s (2002) model seems to
be the best fitting explanation of the present results.
4.2. LVF advantage in conflict resolution
The LVF advantage in conflict resolution was slightly larger than
the effect of reorienting, and was present across all cue conditions.
What is then the mechanism underlying the asymmetry in resolu-
tion of conflict? Imaging studies quite consistently show greater
involvement of the right prefrontal regions in tasks requiring re-
sponse control, particularly response inhibition, which is crucial
in resolution of the flanker-type conflict (Bunge, Dudukovic,
Thomason, Vaidya, & Gabrieli, 2002; Garavan, Ross, Murphy,
Roche, & Stein, 2002; Garavan et al., 1999; Konishi et al., 1999;
Lütcke & Frahm, 2008; Milham et al., 2001; although see Fan
et al., 2003). For instance, Hazeltine et al. (2003) showed that con-
flict resolution in different variants of the flanker task was, inde-
pendently of stimulus material, associated with activation of the
right ventrolateral prefrontal cortex, along with the right ACC.
Numerous studies show specifically the right inferior frontal cortex
involvement in response inhibition (Bunge et al., 2002; Hazeltine
et al., 2000; Sharp et al., 2010; see Aron, Robbins, & Poldrack,
2004 for review). Hence, the hypothesis of lateralization of the
network involved in response inhibition or response conflict reso-
lution seems to be well grounded (see Aron et al., 2004; Chikazoe,
Konishi, Asari, Jimura, & Miyashita, 2007; Levy & Wagner, 2011;
Vanderhasselt, De Raedt, & Baeken, 2009 for review). The idea of
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from findings of a greater gray matter volume in the right ACC than
in the left ACC (Huster, Westerhausen, Kreuder, Schweiger, & Wit-
tling, 2007; Paus et al., 1996). The evidence for stronger intrahemi-
spheric functional connectivity within the right hemisphere, e.g.
between the ACC and the DLPFC (Yan et al., 2009), also supports
the hypothesis.
The notion of right hemisphere specialization in response con-
trol does not necessarily contradict the findings of Fan et al.
(2003), which revealed activation of two nodes of a domain-gen-
eral control system that was in common to three different types
of conflict tasks: the left middle frontal gyrus and the left dorsal
ACC. A frequently observed bilateral activation of frontal regions,
or even a left hemisphere advantage during performance of differ-
ent types of conflict tasks may occur due to the involvement of a
broad range of control processes, with a particular demand for
working memory. A number of studies emphasize the role of the
left PFC, especially the left DLPFC and VLPFC, in the control of
working memory and maintenance of a task-set (see Badre &
Wagner, 2007; Vanderhasselt et al., 2009 for review).
Although the observed LVF advantage in conflict resolution
conforms to the hypothesis of right hemisphere predominance
in response inhibition, the question of how the asymmetry of
neural network affects behavioral performance yet remains to
be answered. Assuming that: (1) the ACC constitutes the primary
mediation for other structures (like the DLPFC and IFC) in moni-
toring, detection and resolution of conflict (Botvinick, Cohen, &
Carter, 2004; Posner, Sheese, Odludas, & Tang, 2006); (2) response
conflict engages the right ACC more than the left (e.g. Hazeltine
et al., 2003); and (3) the right ACC has a greater connectivity
strength with other regions in the right hemisphere than in the
left (Yan et al., 2009); it is then plausible that the transfer of
information would be faster and more efficient in case of RH con-
flict than LH conflict. This might hold true for the transfer of sen-
sory information into the ACC from the right visual cortex (thus
from the LVF), as well as for the transfer from the right ACC to
the prefrontal structures that exert executive control to resolve
response conflict, especially to the right prefrontal regions spe-
cialized in response inhibition (Aron et al., 2004; Vanderhasselt
et al., 2009). Such a scenario might explain the LVF advantage
in the resolution of response conflict, thus it needs to be put to
the test in future studies.
4.3. Alerting network and hemispheric specialization
The alerting cue greatly accelerated response speed and accu-
racy when compared to the no-cue condition. However, no VF
asymmetry was found for the alerting effect1. The lack of VF asym-
metries in alertness might be due to the generally lower reliability of
the alerting index – the apparent limitation of the LANT (also ob-
served in the previous study by Greene et al., 2008). However, an
alternative explanation may be derived, given the particular charac-
teristics of alerting processes and specificities of the experimental
procedure.
Alerting seems to involve at least two components in achiev-
ing and maintaining a state of readiness to process stimuli
(Posner, 2008). The first, referred to as phasic alertness, is related
to fast, exogenous and nonspecific activation, which can be
evoked by any object, such as the alerting cue, or by the target
itself if it is not signaled by any cue (Fernandez-Duque & Posner,
2001). The second component, tonic alertness or vigilance, can be
defined as a sustained activation which allows readiness to be1 It might be argued that the alerting cue, which is presented centrally, thus
processed by both hemispheres, could be the reason for the lack of VF asymmetry.
However, if the alerting network is lateralized, no matter how the network becomes
activated, the asymmetry should affect the processing of following lateralized targets.achieved and maintained endogenously; for example, if a person
expects a target to appear at a particular moment in time (see
Correa, 2010), or has to maintain a state of readiness in the ab-
sence of a cue (Posner, 2008). Possibly, the alerting index in the
LANT (no-cue minus alerting cue) is a joint measure of both com-
ponents of alertness entangled. The alerting cue automatically
evokes phasic alertness, but also produces sustained activation,
because of the precise information about the onset of the target
provided by the cue (SOA was fixed at 500 ms, similar to the pre-
vious studies with the ANT: Fan et al., 2002; Greene et al., 2008).
As we noted in the introduction, several authors suggest that pha-
sic alerting engages the left hemisphere to a larger extent,
whereas the tonic alerting is rather right lateralized (Coull, Frith,
Büchel, & Nobre, 2000; Okubo & Nicholls, 2008; Posner, 2008;
Sturm & Willmes, 2001). If the alerting index reflects both mech-
anisms, opposite lateralization effects for these two are likely to
cancel each other out. However, some findings suggest that both
aspects of alerting might be right lateralized (see Posner & Peter-
sen, 1990), and the hypothesis of LH dominance in phasic aspects
of alertness might be questioned (cf. Funnell et al., 2003; Verleger
et al., 2011). It has also been pointed out that common brain
areas are engaged in both types of the alerting processes (Posner,
2008; Sturm & Willmes, 2001; see also Fernandez-Duque &
Posner, 2001). Thus, our interpretation of the lack of VF asymme-
try in alerting must be considered only as a hypothesis that is in
need of further examination. Yet another possibility, which would
need to be further explored, is that the alerting index, due to the
fixed cue-target onset asynchrony and the relatively long SOA
interval (500 ms), may not reflect the effect of alerting per se
but rather a response preparation (cf. Fan et al., 2007) or an
endogenous temporal orienting (cf. Correa, 2010).
4.4. Attentional vs. perceptual asymmetries
The asymmetries observed in the current study might be alter-
natively interpreted in terms of perceptual, rather than attentional
mechanisms. There are at least two noteworthy accounts that may
be put forward. The first one is derived from the spatial frequency
model proposed by Sergent (1983b), which claims that the right
hemisphere is specialized for the processing of visual information
carried by low spatial frequencies, whereas the left hemisphere is
more efficient in processing of visual features represented by high
spatial frequencies. Low frequencies constitute a global structure
or overall configuration, and high frequencies constitute smaller,
local details of stimuli (see Christman, 1989; Grabowska &
Nowicka, 1996; for review). In accordance with the model, it has
been shown that identification of a small target surrounded by
flanking stimuli (local processing) results in the RVF–LH advantage,
whereas a large single target (global processing) is better identified
when presented to the LVF–RH (Chokron et al., 2000; Chokron
et al., 2003; Tabert et al., 2000; see also Martin, 1979 for similar re-
sults from the Navon task). It has also been shown that not only the
available range of input’s spatial frequencies, but also – or even
mainly – specific task requirements determine an obtained pattern
of asymmetry, because they impose focus on either global or local
features of stimuli, depending on what is needed for effective task
performance. (Kitterle, Hellige, & Christman, 1992; Sergent,
1983b). Therefore, flanker-type tasks (including the LANT) seem
to primarily involve the local processing due to the structure of
stimuli themselves, as well as due to the specificity of the task (a
small target needs to be differentiated among flankers). Neverthe-
less, our study revealed the LVF advantage, instead of the RVF,
which indicates that the effect is not related to the hemispheric
asymmetry in global–local processing. It should be also noted that
the lack of global–local asymmetry has been already reported in a
number of studies (Boles & Karner, 1996; Chiarello, Senehi, &
2 This concern is much less related to imaging studies of orienting, because all of
them have been carried out with decentralized stimuli, in most cases using left-right
visual half-field presentations, even if the lateralization was not addressed directly.
3 We omit here the studies of interhemispheric interaction and cooperation using
bilateral presentations and more complex tasks, as they are less relevant for the
current study.
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Polich & Aguilar, 1990). Christman (1989) argued that the percep-
tual asymmetries may be overridden by stronger, more reliable ef-
fects such as the lateralization of verbal processing, if a task puts
such requirements. Similarly, we believe that in the current study
the attentional asymmetries overrode the perceptual effects. If this
is the case, we may even speculate that the LVF advantage would
have been larger, but it was somewhat reduced by the left hemi-
sphere superiority for local processing.
The second account is based on a visibility hypothesis that
claims greater efficiency of the right hemisphere during the initial,
early visuospatial processing of perceptually degraded stimuli
(Grabowska & Nowicka, 1996; Hellige & Webster, 1979). It has
been shown that a degradation of stimuli visibility by increasing
the retinal eccentricity of input or decreasing its exposure duration
may impair LVF–RH processing to a lesser extent than RVF–LH pro-
cessing, and thus lead to the LVF advantage (Boles & Karner, 1996;
Bradshaw, Hicks, & Rose, 1979; Hellige, 1980; Polich, 1978;
Rizzolati & Buchtel, 1977; Sergent, 1983a). It seems that the stimuli
duration would not affect the asymmetry in the current study, be-
cause the VF effect of short exposure duration is observed only if
stimuli are presented for less than 100 ms (Blanca, Zalabardo,
Gari-Criado, & Siles, 1994; Hellige & Webster, 1979; Sergent,
1983a), whereas in our task target duration was 180 ms. Yet, the
increased retinal eccentricity of the stimuli may be considered as
a factor relevant to the observed LVF advantage. There are, how-
ever, at least two premises suggesting that this may not be the
case. First, the increased eccentricity of stimuli does not necessar-
ily result in the LVF advantage (Beaton & Blakemore, 1981;
Chiarello et al., 1986; Finlay & Jenkins, 1980; Levy-Schoen, 1977;
Marzi, Natale, & Anderson, 2002), and may even lead to an opposite
effect, i.e. the RVF advantage (Christman, 1987; Hellige, Corwin, &
Jonsson, 1984); hence, such inconsistent evidence should not be
considered as an argument or explanation of the current results.
Second, VF asymmetries are usually determined by the interaction
of a number of factors, and under certain circumstances some ef-
fects may be attenuated by others. Accordingly, Christman (1989)
argued that increased eccentricity impairs LVF–RH performance
more than RVF–LH performance, only if the features carried by
higher frequencies are relevant for the task completion. In such
cases, the reduced acuity attenuates the accessibility of high fre-
quencies of stimuli and leads to a more severe impairment of the
RH performance, because ‘‘its preferred range of lower frequencies
is not sufficient for a task performance and the RH may have been less
able than the LH to operate efficiently on the remaining high frequen-
cies’’ (Christman, 1989, p. 242). Therefore, given that the LANT, for
its effective completion, requires primarily processing of high spa-
tial frequencies (cf. Chokron et al., 2000), the increased eccentricity
should rather lead to a RVF–LH advantage.
To sum up, the LVF advantage observed in the current study
seems to originate mainly from the hemispheric asymmetry of
attentional networks. Still, the perceptual factors also may have
influenced the observed asymmetries to some extent, although
they would rather entail the LVF disadvantage. In such a case,
the perceptual asymmetries would have been weaker and thereby
overridden by the attentional asymmetries.
4.5. Methodological issues
4.5.1. Lateralized vs. foveal stimulation
With our interpretation of the results, we attempt to contribute
to a synthesis of previous literature, bringing together behavioral
and imaging data. However, the vast majority of imaging studies
on the alerting and executive networks were carried out using a fo-
veal presentation of stimuli, whereas almost all behavioral data
concerning the attentional asymmetries were collected using avisual half-field methodology (cf. Bourne, 2006), usually with
unilateral presentations of stimuli2. This raises a question of
whether the behavioral and imaging data reflect the same underly-
ing phenomena, and whether generalized conclusions can be
inferred from the two kinds of data.
If a stimulus is presented on the fovea, both hemispheres get
immediate access to it and certain aspects of information are
usually processed by the more competent or more efficient hemi-
sphere (Dien, 2009; Hellige et al., 2010). However, for stimuli pre-
sented laterally, there are at least two possible information
processing scenarios accounted in the literature3. According to
the direct access model (Zaidel, 1983), peripheral information is pro-
cessed by the hemisphere that gets access to it first. In such cases, VF
asymmetry is observed due to differences in the efficiency of the
hemispheres in dealing with particular types of tasks. However, if
one or more key components of a particular mechanism or system
are located only in one hemisphere, the information presented to
the ipsilateral hemifield has to be relayed by the corpus callosum,
as predicted by the callosal relay model (Zaidel, 1983). In such cases,
VF asymmetry occurs due to the additional time needed for inter-
hemispheric transfer, as well as due to a possible degradation of
the relayed information or interference with ongoing processes in
the target hemisphere (see Moscovitch, 1986; Zaidel, 1983; Zaidel,
Clarke, & Suyenobu, 1990 for a review of the two models). Conse-
quently, a different pattern of hemispheric activation may be ob-
served, depending on whether a task involves callosal relay or
direct access processing mode. In the direct access tasks, foveal stim-
uli would involve stronger activation of the more competent hemi-
sphere (Dien, 2009; Kinsbourne, 1993), whereas peripheral
stimulation would provide stronger activation in the contralateral
hemisphere (cf. Hemond, Kanwisher, & Op de Beeck, 2007). The cal-
losal relay tasks would instead entail similar patterns of hemispheric
activation for left, right, and central stimulations, because in all these
cases, processing of a particular type of information involves the
same lateralized regions (Dien, 2009) (although the time course of
such activation would be definitely different for LVF and RVF
stimuli).
How can we then figure out which of the two models accounts
for the attentional asymmetries? Certainly, some attentional pro-
cesses can be explained by the direct access model (Zaidel,
1995). For example, split-brain studies demonstrate that both
hemispheres have their own system of endogenous selection (Luck,
Hillyard, Mangun, & Gazzaniga, 1994; Mangun et al., 1994). On the
other hand, attentional reorienting is a case of callosal relay, be-
cause part of the process is handled by the right hemisphere only,
as suggested by a number of lesion, imaging and TMS studies (see
Corbetta et al., 2008 for review; see also Chambers et al., 2004 for
TMS evidence). Importantly, there are results suggesting that re-
sponse inhibition and alerting can be accounted for as instances
of callosal relay, as well. Chikazoe and colleagues (2007) showed,
using a go-nogo antisaccade task, that involvement of the right
inferior frontal regions in response inhibition, previously observed
with foveal stimulation, is consistently present in the visual half-
field task for both left and right VF stimulation (see Chikazoe
et al., 2007, figure 4 & 5). Sturm et al. (2005), on the other hand,
employed two alertness tasks, one with central targets and the
other with lateralized stimulation, and consistently observed the
right hemisphere alerting network’s activation under alertness
conditions in both tasks, regardless of VF stimulation and irrespec-
tive of activation of the orienting network (Sturm et al., 2005). As
126 D. Asanowicz et al. / Brain and Cognition 79 (2012) 117–128claimed by Dien (2009), hemispheric asymmetry that is not
sensitive to a change of the stimulation side reflects the effects of
callosal relay. If this holds true, comparing results across visual
half-field behavioral studies and the imaging studies with central
presentations seems to be legitimate. However, for more reliable
conclusions, further imaging studies with direct comparisons of fo-
veal and lateralized stimulations are needed, which may offer a
more coherent insight into the nature of attentional asymmetries.
4.5.2. Fixation control
Similarly to many behavioral visual half-field studies (see
Bourne, 2006; Moscovitch, 1986), including the previous LANT
studies (Greene et al., 2008; Poynter et al., 2010), we did not mon-
itor participants’ eye movement. Without eye tracking participants
would not always keep appropriate fixation, however, excessive
eye movement seems rather unlikely, as every participant was
carefully instructed about the importance of correct fixation. As
pointed out by Moscovitch (1986), there is evidence that instruc-
tion may suffice to provide proper fixation in the majority of nor-
mal healthy volunteers (Jones & Santi, 1978; Posner, Nissen, &
Ogden, 1978). This seems to be further confirmed, for instance,
by the fact that the visual half-field RSVP task reveals the same
VF asymmetries both with and without online eye movement
monitoring (Verleger et al., 2009; Verleger et al., 2011;
Śmigasiewicz et al., 2010). Still, as we cannot definitely rule out
possibility of incorrect fixation, the lack of fixation control has to
be taken into account as a potential weakness of the present study.
4.6. Concluding remarks
The paper reports the LVF advantage in reorienting of attention
and resolution of conflict. The results have already been replicated
in several subsequent experiments (Asanowicz & Wolski, 2008;
Asanowicz & Wolski, 2009). We have also successfully employed
the LANT to investigate individual differences in the efficiency of
attentional networks (Marzecová, Asanowicz, Krivá, & Wodniecka,
submitted for publication; Tao, Marzecová, Taft, Asanowicz, &
Wodniecka, 2011). While maintaining all the advantages of the
ANT (Fan et al., 2002) and of the original LANT (Greene et al.,
2008), the current task allows us to reliably measure VF asymme-
tries in terms of both RT and ERR. Nevertheless, further improve-
ments are needed, such as differentiation of distinct aspects of
alertness (cf. Posner, 2008). So far, we have been focusing on
behavioral measures of attentional asymmetries. Further studies
should supplement these with more direct measures of brain activ-
ity to investigate the relation between neural networks’ asymme-
tries and cognitive performance, attempting to shed light on how
‘‘the structure of the brain determines the structure of the mind’’
(Zaidel, 1995, p. 491).
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Verleger, R., Śmigasiewicz, K., & Möller, F. (2011). Mechanisms underlying the left
visual-field advantage in the dual stream RSVP task: Evidence from N2pc, P3,
and distractor-evoked VEPs. Psychophysiology, 48(8), 1096–1106.
Wainwright, A., & Bryson, S. E. (2005). The development of endogenous orienting:
Control over the scope of attention and lateral asymmetries. Developmental
Neuropsychology, 27(2), 237–255.
Weekes, N. Y., & Zaidel, E. (1996). The effects of procedural variations on lateralized
stroop effects. Brain and Cognition, 31(3), 308–330.
Whitehead, R. (1991). Right hemisphere processing superiority during sustained
visual attention. Journal of Cognitive Neuroscience, 3(4), 329–334.
Woldorff, M. G., Hazlett, C. J., Fichtenholtz, H. M., Weissman, D. H., Dale, A. M., &
Song, A. W. (2004). Functional parcellation of attentional control regions of the
brain. Journal of Cognitive Neuroscience, 16(1), 149–165.
Yan, H., Zuo, X.-N., Wang, D., Wang, J., Zhu, C., Milham, M. P., et al. (2009).
Hemispheric asymmetry in cognitive division of anterior cingulate cortex: A
resting-state functional connectivity study. Neuroimage, 47(4), 1579–1589.
Zaidel, E. (1983). Disconnection syndrome as a model for lateral effects in the
normal brain. In J. B. Hellige (Ed.), Cerebral hemisphere asymmetry: Method.
Theory, and application (pp. 95–151). New York, NY: Praeger Press.
Zaidel, E. (1995). Interhemispheric transfer in the split brain: Long-Term status
following complete cerebral commissurotomy. In R. J. Davidson & K. Hugdahl
(Eds.), Brain asymmetry (pp. 491–532). Cambridge, MA: The MIT Press.
Zaidel, E., Clarke, J. M., & Suyenobu, B. (1990). Hemispheric independence: A
paradigm case for cognitive neuroscience. In A. B. Scheibel & A. F. Wechsler
(Eds.), Neurobiology of higher cognitive functions (pp. 297–355). New York, NY:
The Guilford Press.
