Abstract: For all n, we define the n-dimensional critical catenoid M n to be the unique rotationally symmetric, free boundary minimal hypersurface of non-trivial topology embedded in the closed unit ball in R n+1 . We show that the Morse index MI(n) of M n satisfies the following asymptotic estimate as n tends to infinity.
1 -Introduction.
1.1 -Free boundary minimal catenoids. Let B := B n+1 denote the closed unit ball in (n + 1)-dimensional Euclidean space. Let M n be a compact hypersurface smoothly embedded in B with smooth boundary in ∂B. We say that M n is free boundary minimal whenever it is a critical point of the volume functional amongst all such embedded hypersurfaces. It is well known that this implies that M n has vanishing mean curvature, that M n meets ∂B orthogonally along ∂M n , and that no interior point of M n meets ∂B. Free boundary minimal surfaces, which have been studied since the classical work of Gergonne, have received renewed attention with the recent work [10] and [11] of Fraser & Schoen, and free boundary minimal hypersurfaces form a natural higher-dimensional extension of this class (c.f. [1], [2] , [19] and [20] ).
In this paper, we study questions of stability for certain free boundary minimal hypersurfaces. More precisely, suppose that M n is orientable and choose a unit normal vector field N : M n → S n which is compatible with the orientation. We identify infinitesimal perturbations of M n with smooth functions over this hypersurface by identifying the field φN with the function φ. Given φ, the second order variation of volume for an infinitesimal perturbation in the direction of φN is then given by (c.f. [16] )
where ∇ here denotes the gradient operator of M n , A its shape operator, dV M its volume element and dV ∂M the volume element of ∂M n . The stability spectrum of M n is defined to be the set of all eigenvalues in C of this symmetric bilinear form, where a function φ : M n → R is said to be an eigenfunction of Q n with eigenvalue λ whenever Q n (φ, ψ) = λ φ, ψ (1. 2) for any other function ψ, where ·, · here denotes the L 2 inner product of M n . It follows by the classical theory of elliptic operators (c.f. [12] and [15] ) that the stability spectrum is discrete and real, and all but finitely many eigenvalues are positive. The Morse index of M n is then defined to be the number of eigenvalues, counted with multiplicity, that are strictly negative. Geometrically, this corresponds to the degree of instability of the hypersurface, in the sense that it is equal to the number of perturbation directions which reduce the volume.
Consider now the case where M n is the critical catenoid, which is defined to be the unique free boundary minimal hypersurface of revolution in B n+1 which has non-trivial topology. In previous work (c.f. [9] , [21] and [24] ), it was shown that M 2 has Morse index equal to 4, thereby solving a problem left open by Fraser & Schoen in [10] and [11] . In the current paper, we study the higher-dimensional case. Here, it turns out to be very hard to obtain a closed formula for the Morse index in general, and for this reason we satisfy ourselves with an asymptotic formula as n tends to infinity. We show Theorem I follows immediately from Theorem 3.6.5, below. We find it enlightening to compare Theorem I with the corresponding result for minimal hypersurfaces embedded in S n+1 , the unit sphere in (n + 2)-dimensional Euclidean space. Indeed, for all (p, q) such that (p + q) = n, let M p,q be the minimal hypersurface given by
(1. 4) Here, if N denotes the unit normal vector field over M p,q and if φ : M p,q → R is some smooth function, then the second order variation of volume for an infinitesimal perturbation in the direction of φN is given by 5) where ∇ now denotes the gradient operator of M p,q , A denotes its shape operator, and dV M denotes its volume element. As before, the Morse index of M p,q is defined to be the number of strictly negative eigenvalues of this symmetric bilinear form and in Appendix A we show that this number is equal to (n+3). This has the following geometric interpretation. If X is the vector field of an infinitesimal translation of R n+2 , then the inner product φ := X, N is an eigenfunction of Q p,q with eigenvalue (−n). Likewise, if X is the vector field of an infinitesimal dilatation of either the R p+1 or the R q+1 component of R n+2 , then the inner product φ := X, N is also an eigenfunction with eigenvalue (−2n). Finally, since the space spanned by all such functions has dimension (n + 3), we see that this accounts for all negative eigenvalues of Q p,q . We now return our attention to free boundary minimal hypersurfaces in the unit ball. It is readily shown (c.f. [11] ) that Q n is negative definite over the linear space U n generated by functions of the form φ := X, N where X is the vector field of an infinitesimal translation or of an infinitesimal dilatation of R n+1 -both of which are known as Killing fields. This space has dimension (n + 2) and, although its elements are no longer eigenfunctions, the technique of Rayleigh quotients shows that the Morse index of Q n is nonetheless bounded below by this number.
In geometric terms, the result proven in [9] , [21] and [24] states that elements of U 2 account for all negative eigenvalues of Q 2 . Numerical methods then show that this continues to hold for n = 3 and n = 4, but not for n ≥ 5 (c.f. Table 10 ). Theorem I thus tells us that, as the dimension grows, M n has an ever greater number of unstable directions that are unrelated to Killing fields of the ambient space.
1.2 -Steklov eigenvalues. Theorem I may be reformulated into equivalent results which serve to illustrate the main ideas of the proof. First, the Jacobi operator
where ∆ here denotes the Laplace-Beltrami operator of M n . The subspace V of C ∞ (∂M n ) is then defined by
where the orthogonal complement is taken with respect to the L 2 inner product. Standard results of elliptic theory (c.f. [12] ) show that for all φ ∈ V , there exists a uniqueφ ∈ Ker(J n ) ⊥ , known as the Dirichlet extension of φ, such that 8) where e : ∂M n → M n here denotes the canonical embedding. The Dirichlet to Neumann operator DN : V → V is then defined by
where π : C ∞ (∂M ) → V here denotes the orthogonal projection, again with respect to the L 2 inner product. The eigenvalues of this self-adjoint operator are known as the Steklov eigenvalues of M n , and the Steklov index of M n , which we denote by SI(n), is defined to be the number of its Steklov eigenvalues, counted with multiplicity, that are strictly less than 1.
In the case where M n is the critical catenoid, it is readily shown (c.f. Section 2.4) that Ker(J n ) is one-dimensional, that V is the space of functions with vanishing mean, and that the Steklov index of M n is related to its Morse index by the formula MI(n) = SI(n) + 1.
(1.10)
We thus reformulate Theorem I in terms of the Steklov index as follows.
Theorem II
For all n, let SI(n) denote the Steklov index of the n-dimensional critical catenoid. Then
(1.11)
1.3 -Spherical harmonics. We will use spherical harmonics to diagonalize the Dirichlet to Neumann operator (c.f. Section 2.3). To this end, let ∆ S n−1 denote the Laplace-Beltrami operator of the (n − 1)-dimensional sphere S n−1 . The eigenvalues of this operator are
where m here ranges over all non-negative integers. For each m, the space H(n, m) of m'th order spherical harmonics of dimension (n − 1) is defined to be the eigenspace of ∆ S n−1 with eigenvalue λ(n, m). Since this space coincides with the space of restrictions to S n−1 of m'th order homogeneous, harmonic polynomials over R n . In particular, it is straightforward to show that
Now let M n be the critical catenoid discussed above. Up to rescaling, ∂M n is isometric to the disjoint union of two copies of S n−1 , so that functions over ∂M n identify with pair (f, g) of functions over S n−1 . By symmetry, the eigenspaces of the Dirichlet to Neumann operator are then given by 14) where m again ranges over all non-negative integers. Note that DN is not actually defined over W 0 (n, 0), but we nonetheless include this space for notational simplicity. For all (n, m) and for each i, let Λ i (n, m) denote the unique eigenvalue of DN over the space W i (n, m) where, by convention, we set Λ 0 (n, 0) := −∞. Bearing in mind (1.13), in order to prove Theorems I and II, it is sufficient to determine for which values of m and i the Steklov eigenvalue Λ i (n, m) is less than 1. A sufficiently accurate estimate is then derived from the following result, which we believe to be of independent interest.
Theorem III
There exists A > 0 such that for 1 ≤ m < n/ALog(n),
(1. 15) This result follows immediately from Theorem 3.6.1, below, with α = 2(n − 1) and β = m.
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2 -The geometric framework.
2.1 -The basic geometry of free boundary minimal hypersurfaces. Let f := f (n) be a smooth, real-valued function defined over some interval ]a, b[. Let M := M (n) be the hypersurface of revolution in R n+1 generated by rotating the graph of f about the x-axis. In the sequel, f will be called the profile of M . We suppose that M is minimal, and we first derive the differential condition that this imposes on f . For all x, the flux of M through the hyperplane R n × {x} is given by
where Ω n−1 here denotes the volume of the unit (n − 1)-dimensional sphere in R n , and the subscript x here denotes differentiation in the x-direction. Since M is minimal, this quantity is constant (c.f. [7] ), and we thereby obtain the minimal surface equation for f , namely
where C is some positive real number. Upon rescaling, we may suppose that the neck radius C −1/2(n−1) of M is equal to 1, so that
This is the equation that will be studied throughout the rest of this paper. In particular, we have the following simple formula for the second derivative of f .
We now suppose that M is free boundary minimal, that is, it is contained in the closed unit ball and meets the unit sphere orthogonally along its boundary. In this case, its profile is the solution f of (2.2) rescaled by a factor R := R(n) which we now determine. Let L := L(n) be such that ] − L, L[ is the maximal interval over which f is defined. It follows from (2.3) that f is strictly convex over this interval, and it follows by maximality that f x tends to infinity as x tends to ±L. From this we deduce that there exists a unique point W := W (n) such that 0 < W < L and
We readily verify that the scaling factor R is given by
Finally, throughout the sequel, we will use the following explicit parametrisation for M .
where S n−1 here denotes the unit sphere in R n .
-
The stability spectrum and the Jacobi operator. Recall from the introduction that the stability operator Q : H 1 (M ) ⊕ H 1 (M ) → R is defined to be the second variation of the volume of M with respect to infinitesimal perturbations in the normal direction, and is given by
Likewise, a function φ in H 1 (M ) is said to be an eigenfunction of Q with eigenvalue λ whenever 8) for all ψ in H 1 (M ), and the stability spectrum of M , which we denote by Spec(M ), is defined to be the set of all eigenvalues of Q in C. It follows from classical Sturm-Liouville theory (c.f. [8] ) that the stability spectrum is discrete, every eigenfunction is smooth, every eigenvalue has finite multiplicity, and all but finitely many eigenvalues are strictly positive.
The stability spectrum may be characterised in other ways that are easier to study. Indeed, the Jacobi operator J := J(n) and the Robin boundary operator B := B(n) of M are defined by Jφ := −∆ M φ − Tr A 2 φ, and
where ∆ M here denotes the Laplace-Beltrami operator of M , ∂ ν denotes the operator of differentiation in the outward-pointing unit, conormal, direction over ∂M and e : ∂M → M denotes the canonical embedding. Using Stokes' theorem, we readily verify (c.f. [6] , Section 5) that a smooth function φ is an eigenfunction of Q with eigenvalue λ whenever Jφ = λφ, and Bφ = 0.
In other words, the stability spectrum coincides with the spectrum of the Jacobi operator with Robin boundary conditions.
Lemma 2.2.1
In the parametrisation (2.6), the Jacobi operator and the Robin boundary operator of M are given by
where ∆ S n−1 here denotes the Laplace-Beltrami operator of S n−1 , and B ± (n) denotes the Robin boundary operator at x = ±W (n).
Proof: Indeed, bearing in mind (2.2), the metric of M is given in this parametrisation by
where g S n−1 here denotes the metric of S n−1 . In particular,
and so the Laplacian is given by ∆φ = 1
Next, since M is a surface of revolution, its prinicipal curvature in every angular direction is
and since it is minimal, its principal curvature in the longitudinal direction is
It follows that
Tr
and the formula for the Jacobi operator follows. Finally, we readily verify that in this parametrisation, the vector ±∂ x is an outward-pointing conormal to ∂M in M at x = ±W and that its length is equal to 1/W . The formula for the Robin boundary operator follows, and this completes the proof.
2.3 -Jacobi fields and spherical harmonics. A Jacobi field over M is defined to be any function φ : M → R solving Jφ = 0.
We will study Jacobi fields using the classical technique of separation of variables which we now review. Consider first the Laplace-Beltrami operator ∆ and, for each m, its eigenspace with eigenvalue λ m is the space H(n, m) of (n − 1)-dimensional spherical harmonics of order m, which coincides with the space of restrictions to S n−1 of homogeneous, harmonic polynomials of order m over R n .
Lemma 2.3.1
For all n and for all m,
Proof: Indeed, for all (n, m), let H(n, m) denote the space of homogeneous polynomials of order m over R n . We readily verify that
Now let ∆ denote the standard Laplace-Beltrami operator of R n . Since this operator maps H(n, m) surjectively into H(n, m − 2), the short sequence
is exact, and the result now follows.
Since the Jacobi operator of M is invariant under rotation, it preserves each harmonic mode and, for all (n, m), we define J(n, m) to be the restriction of J(n) to the m'th harmonic mode. It follows immediately from (2.10) and (2.11) that
Consider now a Jacobi field φ over M . By separation of variables, φ may be written in the form
where, for all (n, m), the functions a m and b m are elements of H(n, m) and, for each i, φ i (n, m) is the unique solution of
with initial conditions φ i (n, m)(0) = 1 − i, and
In particular, for all (n, m), φ 0 (n, m) is even and φ 1 (n, m) is odd. These functions will play a fundamental role in the sequel, and we will refer to them respectively as the even and odd Jacobi fields in the m'th harmonic mode. Certain Jacobi fields can be determined explicitly, and the resulting formulae and the properties they imply will be of considerable use in what follows. Of most use to us will be the Jacobi fields in the zeroeth and first order harmonic modes, which arise from Killing fields of the ambient space.
(2.17)
Proof: Let N : M → S n denote the outward-pointing unit normal vector field over M , so that, at the point p := (x, f (x)ω),
Let X 0,1 (x, y) := (1, 0) denote the Killing field of infinitesimal translations in the xdirection. Then
for some constant λ which we readily verify is equal to 1/(n − 1). Let X 1,0 (x, y) := (0, 1) denote the Killing field of infinitesimal translations on the y-direction. Then
Finally, let X 1,1 (x, y) := (−y, x) denote the Killing field of infinitesimal rotations in the (x − y)-plane. Then
for some constant λ which we readily verify is equal to 1/n. This completes the proof.
The following basic properties of Jacobi fields will prove useful.
Lemma 2.3.3
For all n, φ 0 (n, 0) is strictly positive over ] − W (n), W (n)[ and vanishes at ±W (n). In particular, the kernel of J(n) over M with Dirichlet boundary conditions is the linear subspace of C ∞ (M ) generated by this function.
Proof: Indeed, denote φ := φ 0 (n, 0). Bearing in mind (2.4), we have
so that φ(x) > 0. This proves the desired properties of φ. The final assertion follows by the maximum principle, and this completes the proof.
Lemma 2.3.4
For all (n, m) and for each i such that (m, i)
Proof: Consider first the case where i = 0. Denote
, and 
and since σ(0) = 0 = τ (0), it follows that σ ≥ τ , with equality only at 0. In particular, σ is finite over [0, W ], and it follows that φ 0 (n, m) never vanishes over this interval, as desired.
The case where i = 1 is identical except that the initial condition on σ becomes
This completes the proof.
Other special Jacobi fields are derived from the structure of the Jacobi operator. Although they will not be used much in the sequel, we include them for completeness and illustrative purposes.
Lemma 2.3.5
For all n,
(2.18)
Remark: Intriguingly, by investigating the action of J(n, m) on the function x p f q x f r , for arbitrary p, q and r, it may be possible to derive explicit formulae for all Jacobi fields in all harmonic modes. Although this will not be studied further in this paper, such an approach, were it to work, would yield an alternative proof of our main result.
Proof: Indeed, we readily verify that, for all p,
Likewise, for all p,
The result follows upon combining these relations.
-Steklov eigenvalues.
Using the parametrisation (2.6), square integrable functions over ∂M are represented as pairs (ψ − , ψ + ) of functions in L 2 (S n−1 ). By classical SturmLiouville theory, every such function can be written in the form 19) where, for all m, the functions a m and b m are elements of H(n, m). Now let V be the orthogonal complement in L 2 (S n−1 ) ⊕ L 2 (S n−1 ) of the linear subspace generated by the pair (1, 1), that is V := (1, 1) ⊥ .
By Lemma 2.3.3, V is the space, constructed in Section 1.2 of the introduction, over which the Dirichet to Neumann operator is defined. Using (2.14), we readily show that if (ψ − , ψ + ) ∈ V is given by (2.19), then DN(ψ − , ψ + ) is given explicitly by
(2.20)
In particular, the Steklov eigenvalues of M are given by
, m > 0, and
For completeness, we also define
In the sequel, for all (n, m), Λ 0 (n, m) and Λ 1 (n, m) will be called respectively the even and odd Steklov eigenvalues of M in the m'th harmonic mode.
Lemma 2.4.1
(1) for all n,
(2) For all n, Λ 1 (n, 1) = 1;
and (4) for all n, for all m > m and for each i,
Proof: To prove (1), recall that, by (2.18)
and so, bearing in mind (2.4),
To prove (2), recall that φ 1 (n, 1) is the Jacobi field of infinitesimal rotations. However, since rotations preserve the angle between M and the unit sphere, we have B ± (n)φ = 0, and the result follows.
To prove (4) in the case where i = 0, denote
, and
Then, as in the proof of Lemma 2.3.4, σ ≥ τ with equality only at x = 0. It follows that
as desired. Finally, (3) and (4) in the case where i = 1 are verified in a similar manner, and this completes the proof.
We conclude this section by showing how knowledge of the Steklov eigenvalues yields the Morse Index of M . First, for all n, and for each i, define
By Lemma 2.4.1, (4), knowledge of K 0 (n) and K 1 (n) yields all harmonic modes with negative Steklov eigenvalues. Next, by (2.12), for all (n, m) and for each i, the multiplicity of Λ i (n, m) is given by 24) so that this in turn yields the Steklov index of M . The Morse index of M is then given by the following
Proof: First, by symmetry, the contributions to the Morse index of each of the harmonic modes can be studied independently of one another. Thus, fix n, m and i. For λ < 0, let
with initial conditionsφ i (n, m, λ)(0) = 1 − i, and φ i (n, m, λ) x (0) = i, and defineΛ
Observe now thatφ i (n, m, λ) is an eigenfunction of J(n, m) for the Robin boundary problem if and only ifΛ i (n, m, λ) = 1. However, reasoning as in the proof of Lemma 2.3.4, we see thatΛ i (n, m, λ) is a strictly increasing function of (−λ) which tends to infinity as λ tends to minus infinity. It follows that there exists at most one value of λ for whichφ i (n, m, λ) is an eigenfunction, and that this occurs if and only if
The result follows.
Finally, we illustrate this technique by showing how the above information is already sufficient to recover the main result of [9] , [24] and [21] . The Morse index of the critical catenoid in R 3 is equal to 4.
Proof: Indeed, by Lemma 2.4.1, for all n,
and
In particular, when n = 2, K 0 (n) = 2. Recalling now that Λ 0 (n, 0) = −∞ is not considered as a Steklov eigenvalue of M , it follows by (2.24) that SI(n) = Dim(H(2, 0)) + Dim(H(2, 1)) = 3, and it follows by (2.25) that MI(n) = 1 + SI(n) = 4, as desired.
Observe that (2.26) and (2.27) are in fact valid for all n. Furthermore, when n = 3, it follows from (2.18) that Λ 0 (n, 2) > 1 if and only if
As this is readily verified by numerical means (c.f. Table 3 , below), it follows that MI(3) = 5. However, as the dimension grows, the second inequality in (2.26) looses its utility, and the growth of the index is controlled by another, entirely different, phenomenon which we now proceed to study.
3 -The analytic solution.
3.1 -The continuous family. At this stage, it will be helpful to reformulate the problem to allow for non-integer values of the dimension. Thus, for all α ≥ 2, we define f := f α to be the unique solution of f x = f α − 1, and
and define H := H α by The graph of f together with the geometric meanings of the quantities L, W and H are illustrated in Figure 1 . The remainder of this section is devoted to deriving asymptotic formulae for these quantities in terms of α. We show For all α, let L α , H α and W α be defined as above. There exists a constant κ > 0 such that
(3.4) Theorem 3.1.1 is proven in Lemmas 3.1.2, 3.1.3 and 3.1.4, below. The constant κ, which will reappear throughout the sequel, is given by
where
In particular, a straightforward integral yields
In fact, upon expressing the derivative of β in terms of the digamma function (c.f. [17] ), we obtain
from which it follows that κ = 2Log(2).
However, we will have no need for this in the sequel.
In particular, for all y ∈]1, ∞[, 9) and integrating from y to infinity yields, for α > 2,
Proof: Indeed,
and the result follows by Taylor's Theorem together with (3.5) and (3.7).
Lemma 3.1.3
Proof: Indeed, by (3.2) together with the inverse function theorem,
Substituting this into (3.9) and (3.10) yields
.
Consider now the function
This function is analytic for (ω, ζ) near (0, 0) and satisfies p(ω, 0) = 1 for all ω. It follows that q(ω, ζ) := ζp(ω, ζ)
is also analytic for (ω, ζ) near (0, 0). Furthermore, q(ω, 0) = 0 and q ζ (ω, 0) = 1. It follows by the inverse function theorem for analytic functions that there exists a function r(ω, ξ) which is analytic in a neighbourhood of (0, 0) such that q(ω, r(ω, ξ)) = ξ. Furthermore, r(ω, 0) = 0 and r ξ (ω, 0) = 1. Since L tends to zero as α tends to infinity, it follows that
. Finally, since
it follows that
so that
as desired.
Substituting (3.9) and (3.12) into the above formula yields
and the result follows. 
(3.14)
Observe that c(0) = 1, c(±1) = 0, and
Define also the function c ∞ over this interval by
Observe that c ∞ (0) = 1, and
Since c is concave for all α ∈ [2, ∞], it is straightforward to show that c α converges uniformly to c ∞ as α tends to +∞. However, we will require more refined estimates. In this section, we prove
For all α, let c α : [−1, 1] → R be as in (3.14). There exists a constant A > 0 such that, for all α,
Theorem 3.2.1 is proven in Lemmas 3.2.2 and 3.2.5, below. First observe that, for large α,
For sufficiently large α,
Proof: Indeed, denote
Then, for sufficiently large α,
On the other hand, φ(1) = 0 = c(1). Now suppose that c − φ attains a strictly negative minimum at some point x ∈]0, 1[. Then, at this point,
In particular,
This is absurd, and the result follows.
Upper bounds for c require more work. First, we have
Lemma 3.2.3
If c α /c ∞ attains its maximal value at an interior point x of the interval ]0, 1[, then
At the point x, these two quantities are equal so that, bearing in mind (3.20),
and the result follows.
Lemma 3.2.4
There exists > 0 and an analytic function Ψ such that, for all α > 1/ , and for all 1 − < x < 1,
Furthermore, for all |ξ| , |ω| < , Ψ(0, ξ) = Ψ(ω, 0) = 1.
Proof: Observe first that if y = f (Lx), then
It follows that
Consider now the function
This function is analytic for (ω, ζ) in a neighbourhood of (0, 0). Since p(ω, 0) = 1, it follows that q(ω, ζ) := ζp(ω, ζ)
is also analytic for (ω, ζ) in a neighbourhood of (0, 0), and q ζ (ω, 0) = 1.
In particular, by the inverse function theorem for analytic functions, there exists an analytic function r(ω, ξ) such that, for all (ω, ξ) in a neighbourhood of (0, 0),
Observe that r(ω, 0) = 0 and r ξ (ω, 0) = 1, so that r(ω, ξ) = Ψ(ω, ξ)sin(ξ), for some function Ψ which is also analytic near 0. However, since
we have r(0, ξ) = sin(ξ), and the result follows.
Lemma 3.2.5
There exists a constant A > 0 such that, for all sufficiently large α,
Proof: Indeed, if is as in Lemma 3.2.4, then there exists A > 0 such that, for all sufficiently large α and for all 1 − < x < 1, 
-The rescaled Jacobi operators.
For all α ≥ 2 and for all β ≥ 0, consider now the operator J(α, β) given by with initial conditions
Observe that when α = 2(n − 1) and β = m, the operator J(α, β) is -up to rescaling and multiplication by a smooth function -the m'th harmonic component of the Jacobi operator of the n-dimensional free boundary minimal catenoid in R n+1 which we studied in detail in Section 2.3. Via this observation, we derive explicit formulae for φ i (α, β) in certain special cases. Indeed, from Lemma 2.3.2, we readily obtain
α (t), and
In this section, we determine asymptotic formulae for the values of these functions and their derivatives at a certain critical point. Indeed, we prove
There exists a constant A ≥ 1 such that for all 2 ≤ γ ≤ α ≤ Exp(γ/A),
(3.27)
Remark: A straightforward extension of this result also yields uniform bounds -independent of γ and α -of the functions φ 0 (γ, 1) and φ 1 (γ, 1) as well as their first derivatives over the interval 
Proof: Indeed, by (3.4) and (3.18),
Lemma 3.3.4
For all α > γ such that Log(α) γ,
Proof: Indeed, using (3.28) together with the definition of c γ , we obtain
Lemma 3.3.5
Proof: Indeed, using (3.18), (3.28) and (3.29) together with the definition of c γ , we obtain
Lemma 3.3.6
Proof: Indeed, by (3.26), (3.28) and (3.29),
Lemma 3.3.7
Proof: Indeed, by (3.4), (3.28) and (3.30),
Next, since c γ ≤ 1 and f γ ≥ 1, by (3.4) again,
The result now follows by (3.26).
Lemma 3.3.8
Proof: Indeed, differentiating (3.26) yields, for all x,
Thus, by (3.4), (3.28), (3.29) and (3.30),
Lemma 3.3.9
Proof: Indeed, differentiating (3.26) yields, for all γ,
-Elementary perturbation theory.
In what follows, we will use solutions of perturbations of the operator J(γ, 1). To this end, in the present section, we recall some general theory. Consider therefore a second order, linear operator of the form Observe that since
, the operator K can also be thought of as defining a bounded linear map from this space to itself. Proof: Trivially Ku is continuous and Ku(0) = 0. Since K(x, x) = 0, differentiating under the integral yields
so that Ku is continuously differentiable and (Ku) x (0) = 0. Now, differentiating a second time, and denoting the Wronskian of a and b by W , we obtain
It follows that Ku is twice continuously differentiable and, since the Wronskian is constant and equal to 1, LKu = u, as desired. A] ) the operator of multiplication by this function. We now introduce the operator
Consider a smooth function h : [0, A] → R and denote by
Since K is an operator of Volterra type, this series converges for all h. Indeed, we have
The series (3.37) converges absolutely. In particular,K defines a bounded linear map from C 0 ([0, 1]) to itself and its operator norm satisfies
Proof: For all m, and for all φ ∈ C 0 ([0, A]),
The operator norm of (KM h ) m therefore satisfies
and the result follows upon summing over all m.
Consider now the functionsâ andb given bŷ a :=Ka, and
The main result of this section is The functionsâ andb are the unique solutions of
where K x here denotes the operator with kernel K x (x, y).
Proof: It suffices to prove the result forâ, as the proof forb is identical. However, a = a − KM hâ , and
and (3.40) follows. Furthermore, by Lemma 3.4.1,â satisfies the desired initial conditions. Finally, applying L to each side of the first relation in (3.40) yields
and this completes the proof.
3.5 -Perturbations of the Jacobi operator. Continuing to use the notation of the previous section, for 2 ≤ γ ≤ α such that Log(α) γ, we set L := J(γ, 1), and
and, for each i ∈ {0, 1}, we define
In this section, we determine the values of the functions ψ i (α, γ) and their derivatives at the point W α /L α . We prove Higher dimensional free boundary minimal catenoids.
Theorem 3.5.1
With A as in Theorem 3.3.2, for all 2 ≤ γ ≤ α ≤ Exp(γ/A),
(3.43)
Proof: This result follows from Theorem 3.3.2 and Lemmas 3.5.3, 3.5.5 and 3.5.6, below.
We shall only present details of the proof for ψ 0 (α, γ) x , as the remaining cases are similar. First, by (3.45), over the interval
Substituting this into (3.40) yields, over this interval
However, by (3.44),
Likewise, by (3.27 ) and the definition of K,
and the result now follows by (3.27), (3.47) and (3.48).
We first estimate the difference between ψ i (α, γ) and φ i (γ, 1).
Proof: First, using (3.4), we have
Consequently, by (3.18) and (3.4), again,
Lemma 3.5.3
For all 2 ≤ γ ≤ α, and for each i, over the interval
Proof: Indeed, by (3.40),
It remains to estimate the different components of KM h φ i and K x M h φ i .
Lemma 3.5.4
For all 2 ≤ γ ≤ α,
where κ is the constant defined in (3.5).
Log cos
where the second line is obtained by integrating by parts. Consequently,
where β here denotes Euler's beta function, and the subscript s denotes partial differentiation with respect to the first component. The result now follows by definition of κ.
Lemma 3.5.5
Proof: First observe that,
However, by (3.4),
so that, by (3.18),
By (3.18) again,
Differentiating under the integral and using (3.46), we obtain
The result now follows upon combining these relations.
Lemma 3.5.6
(3.48)
Proof: Indeed, it follows from (3.27) that φ 0 (γ, 1) and φ 1 (γ, 1) are uniformly bounded independent of γ, and the result now follows by (3.44).
3.6 -Steklov eigenvalues. For all α ≥ 2, for all β ≥ 0, and for each i ∈ {0, 1}, define
Observe that, when α = 2(n − 1) and β = m, Λ 0 (α, β) and Λ 1 (α, β) are respectively the even and odd Steklov eigenvalues in the m'th harmonic mode of the n-dimensional free boundary minimal catenoid in R n+1 , which we studied in detail in Section 2.4. In this section, we derive asymptotic formulae for these functions. Indeed, we prove Theorem 3.6.1
There exists A > 0 such that for 1 ≤ β < α/ALog(α),
α , and
(3.50)
Proof: This follows immediately from Lemma 3.1.4 and Lemma 3.6.3 below.
We begin by estimating the first term in the zeroeth order component of the operator J(α, β).
Lemma 3.6.2
There exists C > 0 such that if α > Cβ, then
Proof: It suffices to prove the second inequality, as the proof of the first is almost identical. However, by (3.4), setting γ := γ + , for sufficiently large C, we have
, and the result follows.
Lemma 3.6.3
There exists A > 0 such that if α > A and if β ≤ α/ALog(α), then
(3.51)
Proof: We prove an asymptotic upper bound for the first quotient, as a lower bound for this quotient as well bounds for the second quotient are proven in the same manner. Thus, with γ ± as in Lemma 3.6.2, define
As in Lemma 2.3.4, the functions φ 0 (α, β) and ψ 0 (α, γ + ) are non-vanishing over the interval [0, W α /L α ] so that both σ and τ are finite over this interval. Thus, bearing in mind the definition of γ + , over this interval
Since σ(0) = 0 = τ (0), it follows that σ ≤ τ at every point of [0, W α /L α ], and the result now follows by (3.43).
We now prove the main results of this paper. First recall the function K 0 (n) introduced in Section 2.4.
and observe that
so that it is sufficient to show that
Consider now the function
Observe that f (1) = 0 and that f has non-vanishing derivative at this point. Furthermore, as in Lemma 2.3.4, this is the unique value of β for which this holds, and it follows that
Finally, observe that
so that, by the inverse function theorem,
For all n, let MI(n) denote the Morse index of the n-dimensional free boundary minimal catenoid in R n+1 . MI(n) satisfies the following asymptotic relation as n tends to infinity.
Proof: Indeed, bearing in mind (2.24), (2.27) and (2.25),
where k = K 0 (n). However, for m n, we have
= (n + m)Log(n + m) − (n + 1)Log(n + 1)
and the result now follows by (3.52).
-Numerical results.
4.1 -Overview. Much of our work was inspired by the output of numerical experiments. Indeed, had the numerical data not revealed such intriguing patterns, we would not have expected such comprehensive results. For this reason, we conclude this paper with a detailed description of the numerical calculations that we used. Above all, we discuss methods for computing numerical values of the Steklov eigenvalue Λ := Λ 0 (n, m) for arbitrary n and m. First recall from (2.21) that
where W := W (n) and φ := φ 0 (n, m) is the solution of
These values will be computed numerically via the following general, two-step procedure. Table 2 -Numerical values of W to five decimal places for n=2,··· ,100.
(1) Using numerical root-finding methods, we find W > 0 such that
In order to set up this root-finding problem, it will also be necessary to numerically calculate either f (x) or its inverse g(y) (c.f. Section 3.1). This is carried out respectively using numerical integration and numerical quadrature.
(2) Using numerical integration methods, we solve the initial value problem for φ over the interval [0, W ] and we compute Λ = W φ x (W )/φ(W ).
In the following subsections, these two steps will be described in greater detail and the numerical values of various quantities will be presented for various values of m and n.
4.2 -Numerical estimates of W and H. We first find W > 0 solving (4.3). To do so, we interpret W as the unique root of the function
over the range x > 0, to which a standard numerical root-finding method can then be applied. In order to compute (4.4), it is necessary to determine numerically both f (x) and n Table 3 -Numerical values of H to five decimal places for n=2,··· ,100. f x (x) for arbitrary x > 0. To do so, we apply a numerical integrator to the initial value problem
over the interval [0, W ]. We use the Dormand and Prince 8(5, 3) Runge-Kutta method (specifically, the DOP853 routine described in [13] ) with adaptive step-size control to compute f (x) and f x (x) to within a desired error tolerance. We then apply Brent's rootfinding method [5] to (4.4) and this yields W . Another approach is to transform the root-finding problem for W into an equivalent problem for H = f (W ). Indeed, bearing in mind (3.8), we readily verify that H is the unique root of the function
To compute (4.5) for arbitrary H > 1, we require numerical values of the integral singularity at the lower limit of integration s = 1, we chose to implement this using tanhsinh quadrature (also known as "double exponential" quadrature), which is more suitable than other methods (such as Gaussian quadrature) for such problems (c.f. [18] , [22] and [23] ). After applying numerical root-finding to (4.5), we then simply compute W = g(H). Although both methods are equivalent, and both yield identical results, we prefer the latter approach since, not only is numerical quadrature typically more computationally efficient than numerical integration, but tanh-sinh quadrature is also especially amenable to computing with arbitrary-precision arithmetic (c.f. [3] ). Numerical values of W and H are presented in Tables 2 and 3 respectively for n = 2, · · · , 100. We used the mpmath [14] arbitrary-precision library in order to validate the results of our (much-faster) floating-point calculations to the level of precision shown here.
4.3 -Numerical integration for f and φ. Having obtained numerical values for W , we now compute numerical solutions to the initial value problem,
over the interval [0, W ]. As in the first approach presented in Section 4.2, this is carried out using the Dormand and Prince 8(5,3) Runge-Kutta method (specifically, the DOP853 routine described in [13] ) with adaptive step-size control. The resulting numerical values of φ(W ) and φ x (W ) are then used to compute Λ = W φ x (W )/φ(W ). Numerical values of Λ are given in Table 4 for m = 2, · · · , 10 and n = 2, · · · , 20. We again used the mpmath [14] arbitrary-precision library (here, using a Taylor method for arbitrary-precision numerical integration) in order to validate the results of the floatingpoint calculations to the level of precision displayed in the table. Here the asymptotically Table 7 -Even harmonic modes with Steklov eigenvalues strictly less that 1 as a function of dimension for n=2,··· ,100. Here K 0 is plotted against n for n=10,··· ,10 5 . linear dependence of Λ on n for any fixed m is readily seen by examining the first differences in each of the columns. We also compare the numerical values of Λ with the theoretical estimates of Theorem 3.6.1. Thus, for all n and m, we define Λ := Λ 0 (n, m) by Λ := m − n m . (4.6) Figure 5 shows (Λ/Λ − 1) plotted against n for n = 10, · · · , 10 5 and m = 10, · · · , 50. Here we see that the quotient converges to 1 as n tends to infinity, which confirms numerically the highest order term in the asymptotic estimate (3.50). Figure 6 shows (Λ − Λ)/Log(n) plotted against n for n = 10, · · · , 10 5 and m = 10, · · · , 50. Here we see that this quotient remains bounded even for very large values of n, which confirms numerically the size of the error in (3.50).
-Numerical estimates of the Morse index.
The numerical methods just presented allow us to calculate each Steklov eigenvalue Λ 0 (n, m) to within an arbitrary error tolerance. By Lemma 2.4.2, we then compute the Morse index MI(n) by simply counting the number of Steklov eigenvalues strictly less than 1. However, some caution is in order, as the numerical error tolerance must be small enough to resolve the difference between the Steklov eigenvalues and 1. That is, if k = K 0 (n), so that Λ 0 (n, k − 1) < 1 ≤ Λ 0 (n, k), then the numerical error must be less than Min (1 − Λ 0 (n, k − 1), Λ 0 (n, k) − 1) , since otherwise an eigenvalue could be less than 1 despite its numerical approximation being greater than 1, or vice versa. However, if the tolerance is indeed taken to be sufficiently small, then we may compute K 0 (n) -and hence MI(n) -exactly. Tables 7 and 10 show the values of K 0 (n) and MI(n), respectively, as computed by this procedure for n = 2, · · · , 100. To ensure that the error tolerance was taken small enough (according to the criteria discussed in the previous paragraph), we computed that the largest Steklov eigenvalue less than 1 was Λ 0 (91, 8) ≈ 0.99545, while the smallest Steklov eigenvalue greater than 1 was Λ 0 (11, 3) ≈ 1.02647. This was verified using both floating-point arithmetic and arbitrary-precision arithmetic, indicating that the numerical error is much smaller than the tolerance needed to resolve the difference between these eigenvalues and 1.
Denote K := K 0 (n) and let K := K 0 (n, m) denote its theoretical estimated value, that is K := K(n) := √ n. (4.7) Figure 8 shows K plotted against n for n = 10, · · · , 10 5 . Here we see that the log-log plot is asymptotic to a straight line with gradient 1/2, which confirms numerically the asymptotic estimate (3.52). Figure 9 shows (K − K)/Log(n) plotted against n for n = 10, · · · , 10
5 . Here we see that the quotient remains bounded even for large values of n, which confirms numerically the size of the error in (3.52).
Finally, denote MI := MI(n) and let MI denote its theoretical estimated value, that is MI := MI(n) := Exp √ nLog( √ n) + √ n . (4.8) Figure 11 shows MI plotted against n for n = 10, · · · , 10 5 . Likewise, Figure 12 shows (Log(MI) − Log(MI))/Log(n 2 ) plotted against n for n = 10, · · · , 10 5 . Again, we see that the quotient remains bounded even for large values of n, which confirms numerically the size of the error in (3.53).
