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GEOMETRY OF THE VACANT SET LEFT BY RANDOM WALK ON RANDOM GRAPHS,
WRIGHT’S CONSTANTS, AND CRITICAL RANDOM GRAPHS WITH PRESCRIBED
DEGREES
SHANKAR BHAMIDI1 AND SANCHAYAN SEN2
ABSTRACT. We provide an explicit algorithm for sampling a connected uniform random graph
with given degree sequence by first sampling a plane tree with a modified degree sequence
according to an appropriately defined measure on the space of plane trees with this modified
degree sequence. A careful analysis of this algorithm allows us to derive continuum scaling
limits for uniform simple connected graphs with given degree sequence under some regularity
conditions. By products of this central result include:
(a) asymptotics for the number of connected simple graphs with prescribed degree sequence
and fixed complexity;
(b) scaling limits for the metric space structure of the maximal components in the critical
regime of both the configuration model and the uniform simple random graph model with
prescribed degree sequence under optimal assumptions on the degree sequence.
As a substantive application we consider the fractal properties of maximal components in the
vacant set left by random walks (VSRW), a question that has witnessed a lot of interest in the
probability community; see, e.g., [20–22, 26, 51, 52]. We answer a question raised by Cˇerný and
Teixeira [20] by obtaining the metric space scaling limit of maximal components in the VSRW
on random regular graphs.
Assuming one is able to: (a) establish the existence of the critical point for emergence of a gi-
ant component for VSRW on random graphs with general prescribed degree sequence, and (b)
establish regularity conditions of the degree sequence of the VSRW in the critical regime anal-
ogous to those established in [20] for random regular graphs, the results in this paper would
imply universality for the metric space structure of maximal components in VSRW on ran-
dom graphs with a general given degree sequence under appropriate moment conditions on
the degree sequence.
1. INTRODUCTION
Motivated by applications in a wide array of fields ranging from sociology to systems bi-
ology and most closely related to this work, in probabilistic combinatorics and statistical
physics, the last few years have witnessed an explosion in both network models as well as
interacting particle systems on these models. In this context, the two major themes of this
work are as follows:
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(a) Connectivity, percolation and critical random graphs: A fundamental question in this
general area is understanding connectivity properties of the network model, including
the time and nature of emergence of the giant component. Writing [n] = {1,2, . . . ,n} for
the vertex set, most of these models have a parameter t (related to the edge density) and
a model dependent critical time tc such that for t < tc (subcritical regime), there exists
no giant component (size of the largest component |C1(t )| = oP (n)), while for t > tc (su-
percritical regime), the size of the largest component scales like f (t )n with f (t ) > 0 and
is model dependent. Behavior in the so-called “critical regime” (i.e., when t = tc ) is the
main content of this paper. To prime the reader let us informally describe the types of
results closest in spirit to this work. We defer precise definitions of technical aspects (e.g.,
definitions of the limiting objects, the underlying topology etc.) to Section 3.1 and precise
statements of related results to Section 4. The prototypical example of the “critical” phe-
nomenon is the Erdo˝s-Rényi random graph at criticality which is constructed as follows:
Fix a parameter λ ∈R and vertex set [n] and let ERRG(n,λ) be the random graph obtained
by placing each of the
(n
2
)
possible edges independently with probability n−1 +λn−4/3.
Maximal component sizes in ERRG(n,λ) were studied extensively in [6, 15, 37, 41, 45]. The
scaling limit of the maximal components of ERRG(n,λ) when viewed as metric spaces was
identified in [3]. It is believed that a large class of random discrete structures, in the critical
regime, belong to the “Erdo˝s-Rényi universality class.” Soon after the work [3], an abstract
universality principle was developed in [12, 14] which was used to establish Erdo˝s-Rényi
type scaling limits for a wide array of critical random graph models including the con-
figuration model and various models of inhomogeneous random graphs. It is strongly
believed that the components of critical percolation on high-dimensional tori [30, 31, 34],
and the hypercube [33] also share the Erdo˝s-Rényi scaling limit, but these problems are
open at this point.
(b) Vacant set left by random walk on graphs: The second main theme is the area of ran-
dom interlacements and percolative properties of the vacant set of random walks on fi-
nite graphs, see e.g. [51]. See [22] for a recent survey most closely related to this paper,
and [26] for an introduction to random interlacements. This question was initially posed
by Hilhorst who wanted to understand the geometry of crystals affected by corrosion. The
precise mathematical model is as follows: consider a finite graph on [n] vertices (and to
fix ideas assumed connected) which represents the crystalline structure of the object of
interest. Now suppose a “corrosive particle” wanders through the structure via a simple
random walk {X t : t ≥ 0} (started from say a uniformly chosen vertex), marking each ver-
tex it visits as “corroded” (this marking does not affect the dynamics of the walk). For a
fixed parameter u ≥ 0, define the vacant set as the set of all vertices that have not been
“corroded” (i.e., not visited by the walk) by time un,
V u = [n] \{X t : 0≤ t ≤ nu}. (1.1)
When u is “small” one expects that only a small fraction of the vertices have been vis-
ited by the corrosive particle and thus the maximal connected component C1(u) of the
non-corroded set V u has a large connected component of size C1(u) = ΘP (n), while if
u increases beyond a “critical point” u? then the corrosion in the crystal has spread far
enough that the maximal connected component in C1(u) = oP (n). The “critical” u = u?
regime and in particular the fractal properties of connected components in this regime
are of great interest.
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1.1. Organization of the paper. In the remaining subsections of the introduction, we de-
scribe the random graph models considered in this paper and give an informal description of
our results. Section 2 contains precise statements of our main results. We have deferred ma-
jor definitions to Section 3. We discuss the relevance of this work and connections to existing
results in Section 4. In Section 5 we define some constructs used in the proof. We start Sec-
tion 6 with the statement of Lemma 6.3 that contains the main technical estimates related to
the uniform measure on plane trees with a prescribed children sequence. This lemma forms
the crucial work horse in the rest of the proofs. The proof of this lemma occupies the rest of
Section 6. Section 7 and Section 8 contain the proofs of our main results.
1.2. Random graph models. Fix a collection of n vertices labeled by [n] := {1,2, . . . ,n} and an
associated degree sequence d(n) = (dv : v ∈ [n]) where `n :=∑v∈[n] dv is assumed even. There
are two natural constructions resulting in generating a random graph on the above vertex set
with the prescribed degree sequence.
(a) Uniform distributed simple graph: Let Gn,d denote the space of all simple graphs on [n]-
labeled vertices with degree sequence d. Let Pn,d denote the uniform distribution on this
space and write Gn,d for the random graph with distribution Pn,d.
(b) Configuration model [10, 16, 44]: Recall that a multigraph is a graph where we allow mul-
tiple edges and self-loops. WriteGn,d for the space of all multigraphs on vertex set [n] with
prescribed degree sequence d. Write CMn(d) for the random multigraph constructed se-
quentially as follows: Equip each vertex v ∈ [n] with dv half-edges or stubs. Pick two half-
edges uniformly from the set of half-edges that have not yet been paired, and pair them
to form a full edge. Repeat till all half-edges have been paired. Write Pn,d for the law of
CMn(d).
1.3. Informal description of our contribution. This work has four major contributions
which we now informally describe:
(a) We provide an explicit algorithm (Lemma 7.1) for sampling a uniform random graph with
given degree sequence by first sampling a planar tree with a modified degree sequence
via an appropriately defined tilt with respect to the uniform distribution on the space of
trees with this modified degree sequence. This allows us to derive scaling limits for the
uniform distribution on the space of simple connected graphs with degree sequence sat-
isfying regularity conditions including a finite number of surplus edges (Theorem 2.6).
(b) We then use this result to derive scaling limits for the critical regime of both the configura-
tion model as well as the uniform random graph model with prescribed degree sequence
(Theorem 2.4). This is the strongest metric space scaling result for graphs with given de-
gree sequence under optimal assumptions. This result improves work of [12] which was
obtained as a consequence of a general universality principle but under stronger assump-
tions (exponential moment condition on the degree sequence). The technique used in
this paper is also completely disjoint from [12].
(c) Write C (n,n + k) for the number of connected graphs with n labeled vertices and n +
k edges. Deriving asymptotics for C (n,n + k) for fixed k as n →∞ has inspired a large
body work both in the combinatorics community [11, 50, 54] as well as in the probability
community [6,35,53]. Extending such results to count connected graphs with prescribed
degree sequence seems beyond the ken of existing techniques. As a consequence of our
proof technique, we derive asymptotics for such counts (Theorem 2.7).
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(d) As a substantive application, we answer a question raised by Cˇerný and Teixeira ([20, Re-
mark 6.1 (2)] (also see the work of Sznitman, e.g. [52, Remark 4.5]) by obtaining the metric
space scaling limit of the vacant set left by random walk on random regular graphs. This
is the first result about continuum scaling limit of maximal components in the critical
regime for this model. The eventual hope, albeit not addressed in this paper is as follows:
Consider spatial systems such as the d-dimensional lattice or perhaps more relevant to
this paper, asymptotics for the vacant set left by random walks on the d-dimensional torus
(Z/nZ)d in the large n →∞ network limit. As described in [52], the basic intuition is that
for high enough dimensions d , the corresponding objects should behave similar to what
one sees in the context of 2d-regular random graphs.
2. MAIN RESULTS
We will now describe our main results. To motivate the interested reader, we will eschew
slight efficiency in the order of the statement of the results and first show the implications
in the context of the main substantive application in Section 2.1. We will then come back to
the general results in Section 2.2. We first fix a convention that we will follow throughout this
paper.
Convention. All our metric measure spaces will be probability spaces. For any metric mea-
sure space X = (X ,d ,µ) and α > 0, αX will denote the metric measure space (X ,αd ,µ), i.e,
the space where the metric has been multiplied by α and the (probability) measure µ has re-
mained unchanged. Precise definitions of metric space convergence including the Gromov-
Hausdorff-Prokhorov (GHP) topology are deferred to Section 3.
2.1. Geometry of vacant sets left by random walk. Fix r ≥ 3 and n ≥ 1. Here and throughout
we assume nr is even. Recall the definitions of Gn,d, Pn,d, Gn,d, and Pn,d from Section 1.2. Let
d(n)r = (r,r, . . . ,r ), and define
Gn,r :=Gn,d(n)r , and Gn,r :=Gn,d(n)r .
Analogously write Pn,r (resp. Pn,r ) for Pn,d(n)r (resp. Pn,d(n)r ). Let Gn,r ∼ Pn,r . For any
(multi)graph G , write PG for the distribution of a simple random walk {X t : t ≥ 0} on G with
the initial state X0 chosen uniformly at random. Recall the definition of the vacant set from
(1.1). Define,
u? = r (r −1)ln(r −1)
(r −2)2 (2.1)
Write C1(u) for the maximal connected component in V u . Then the following was shown
in [21]: With Pn,r -probability converging to one as n →∞,
(a) given any u < u? and σ> 0, there exist strictly positive constants ρ,c > 0 depending only
on u,σ,r such that
PGn,r
(∣∣C(1)(u)∣∣≥ ρn)≥ 1− cn−σ;
(b) for any fixed u > u? and σ> 0, there exists ρ′ > 0 depending only on u,σ,r such that
PGn,r
(∣∣C(1)(u)∣∣≥ ρ′ log(n))≤ cn−σ.
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Figures 2.1 and 2.2 display the connectivity structure of the vacant set just above and just be-
low u? respectively where the underlying graph is a r = 4-regular random graph on n = 50,000
vertices. The maximal component has been colored red, the second largest component blue,
and all other components have been colored cyan.
FIGURE 2.1. Connectivity
structure at u = u?+0.5.
FIGURE 2.2. Connectivity
structure at u = u?−0.5.
The main aim of this section is the study of the annealed measures:
Pn,r (·) := 1|Gn,r |
∑
G∈Gn,r
PG (·) and Pn,r (·) :=
∑
G∈Gn,r
Pn,r
(
G
)
PG (·).
Building on the work of Cooper and Frieze [23], Cˇerný and Teixeira in [20, Theorem 1.1]
showed the following for the above annealed distribution: Let {un : n ≥ 1} be any sequence
such that there exists fixed β <∞ such that, n1/3|un −u?| ≤ β for all large n. Then given any
ε> 0, ∃ A := A(ε,r,β)> 0 such that for all n large,
Pn,r
(
A−1n2/3 ≤ |C(1)| ≤ An2/3
)≥ 1−ε. (2.2)
They also showed that analogous results hold for Pn,r (·). The n2/3 scaling of the maximal
component size suggests that the critical behavior for this model resembles that of the critical
Erdo˝s-Rényi random graph. Our first main result stated below confirms this assertion.
Theorem 2.1 (Scaling limit of the vacant set). Let r ≥ 3.
(i) Let Gn,r ∼ Pn,r and u? be as in (2.1). Run a simple random walk on Gn,r up to time nun
starting from a uniformly chosen vertex, where
n1/3(u?−un)→ a0 ∈R. (2.3)
Let C( j ) be j -th largest component of the subgraph of Gn,r induced by the vacant set V un .
Endow C( j ) with the graph distance and the uniform probability measure on its vertices.
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Then there exists a sequence Mvac(a0)=
(
M vac1 (a0), M
vac
2 (a0), . . .
)
of random compact met-
ric measure spaces such that under the annealed measure Pn,r ,
1
n1/3
(
C(1),C(2), . . .
) w−→Mvac(a0)= (M vac1 (a0), M vac2 (a0), . . .)
with respect to product topology induced by GHP distance (see Section 3.2 for definition)
on each coordinate.
(ii) The conclusion in part (i) continues to hold with the same limiting sequence Mvac(a0) if
we replace Gn,r by CMn(d
(n)
r ) and Pn,r by the corresponding annealed measure Pn,r .
Remark 1. A complete description of the limiting spaces appearing in Theorem 2.1 requires
certain definitions and is thus deferred to Section 3. The limiting object Mvac(a0) is explicitly
defined in Construction 3.6. The connection between the scaling limit of the critical Erdo˝s-
Rényi random graph ERRG(n,λ) and the limiting spaces in the results stated in this section is
also explained in Section 3.
The above result deals with the vacant set left by random walk (VSRW) on the random r -
regular graph. We in fact conjecture that for the corresponding problem on random graphs
with general prescribed degree sequence, one has analogous results with a universality phe-
nomenon under moment conditions on the degree sequence.
Conjecture 2.2. Let d = d(n) = (d1, . . . ,dn) be a degree sequence, and let Dn denote the degree
of a vertex chosen uniformly from [n]. Assume that as n →∞, Dn w−→ D with E(D2) <∞ and
E(D2n)→ E(D2). Further assume
ν := E[D(D−1)]
E[D]
> 1 and P(D ≥ 3)> 0.
Consider the VSRW on Gn,d or CMn(d) at level u. We conjecture that the following hold:
(a) There exists a (model dependent) critical point u? such that for u < u?, size of the maximal
component |C(1)(u)| =ΘP (n) whilst for u > u?, |C(1)| = oP (1).
(b) If E(D3)<∞ and E(D3n)→ E(D3), then for un satisfying
lim
n→∞n
1/3(u?−un)= a0
for some a0 ∈ R, the connectivity structure of VSRW at level un with edges in the maximal
components rescaled by n−1/3 satisfy results analogous to Theorem 2.1.
(c) Let pk :=P(D = k), k = 0,1, . . .. Assume that there exists C > 0 and τ ∈ (3,4) such that
pk ∼C k−τ as k →∞.
(In particular, E[D2] < ∞, but E[D3] = ∞.) Then for any a0 ∈ R, there exists a sequence
Mvacτ (a0) =
(
M vacτ,1 (a0), M
vac
τ,2 (a0), . . .
)
of random metric measure spaces such that under the
annealed measure Pn,d (or Pn,d),
n−
τ−3
τ−1
(
C(1)(un),C(2)(un), . . .
) w−→Mvacτ (a0),
for any sequence un satisfying
lim
n→∞n
(τ−3)/(τ−1)(u?−un)→ a0.
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Remark 2. At this point, we owe the reader two clarifications regarding the conjecture. First
we need to clarify the phrase “results analogous to Theorem 2.1” in (b). Second we need to
give some details on the limit objects Mvacτ (a0) in (c). Both of these clarifications are deferred
to the discussion Section 4 (c).
2.2. Scaling limits of random graphs with prescribed degrees. This section describes our
main results on graphs with prescribed degree sequence. The first result describes maximal
component structure for critical random graphs under appropriate assumptions. For each
n ≥ 1 let d = d(n) = (dv : v ∈ [n]) be a degree sequence with vertex set [n]. We will work with
degree sequences that satisfy the following assumption.
Assumption 2.3. Let Dn be a random variable with distribution given by
P
(
Dn = i
)= 1
n
#
{
j : d j = i
}
,
i.e., Dn has the law of the degree of a vertex selected uniformly at random from [n]. Assume the
following hold as n →∞:
(i) There exists a limiting random variable D with P(D = 1)> 0 such that Dn w−→D.
(ii) Convergence of third moments (and hence all lower moments):
E
[
D3n
]
:= 1
n
∑
v∈[n]
d 3v → E
[
D3
]<∞.
(iii) We are in the critical scaling window, i.e., there exists λ ∈R such that
νn :=
∑
v∈[n] dv (dv −1)∑
v∈[n] dv
= 1+ λ
n1/3
+o(n−1/3).
In particular, E[D2]= 2E[D].
Recall that Gn,d denotes the space of all simple graphs on n vertices with degree sequence
d and Gn,d is uniformly distributed over Gn,d.
Theorem 2.4 (Scaling limit of graphs with given degree sequence under optimal assump-
tions). Suppose
{
d(n) : n ≥ 1} satisfy Assumption 2.3 with limiting random variable D.
(i) Let C( j ) be the j -th largest component of Gn,d. Endow C( j ) with the graph distance and
the uniform probability measure on its vertices. Then there exists a sequence MD (λ) =
(M D1 (λ), M
D
2 (λ), . . .) of (random) compact metric measure spaces such that
1
n1/3
(
C(1),C(2), . . .
) w−→MD (λ)
with respect to product topology induced by GHP distance on each coordinate.
(ii) The conclusion of part (i) continues to hold with the same limiting sequence MD (λ) if we
replace Gn,d by CMn(d).
Remark 3. The limit objects MD (λ) are described explicitly in Construction 3.5.
The main ingredient in proving the above result is the following result about the uniform
distribution on the space of all connected simple graphs with a prescribed degree sequence.
For each fixed m˜ ≥ 1, let d˜ = d˜(m˜) = (d˜1, . . . , d˜m˜) be a given degree sequence. Consider the
following assumption on
{
d˜(m˜) : m˜ ≥ 1}:
Assumption 2.5.
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(i) d˜ j ≥ 1 for 1≤ j ≤ m˜, and d˜1 = 1.
(ii) There exists a pmf (p˜1, p˜2, . . .) with
p˜1 > 0,
∑
i≥1
i p˜i = 2, and
∑
i≥1
i 2p˜i <∞
such that
1
m˜
#
{
j : d˜ j = i
}→ p˜i for i ≥ 1, and 1
m˜
∑
i≥1
d˜ 2i →
∑
i≥1
i 2p˜i .
In particular, max1≤ j≤m˜ d˜ j = o(
p
m˜).
Remark 4. We make two observations about the above set of assumptions.
(i) The assumption d˜1 = 1 makes the notation in the proofs simpler. It has no other special
relevance. Indeed, since p˜1 > 0, a positive proportion of vertices have degree one when
m˜ is large. Thus, we can always consider the vertex that has the smallest label among all
vertices that have degree one.
(ii) We will work with connected graphs with fixed complexity, i.e., for all m˜ ≥ 1, the degree
sequence d˜(m˜) will satisfy
∑
j∈[m˜] d˜ j = 2(m˜ − 1)+ 2k for some fixed k ≥ 0. Hence in this
case, the assumption
∑
i≥1 i p˜i = 2 is redundant as it follows from the other assumptions.
Let Gcon
d˜
be the set of all connected, simple, labeled (by [m˜]) graphs with degree sequence
d˜ where the vertex labeled j has degree d˜ j .
Theorem 2.6 (Scaling limit of connected graphs with given degree sequence under optimal
assumptions). Consider a sequence of degree sequences d˜(m˜) = (d˜1, . . . , d˜m˜) satisfying Assump-
tion 2.5. In addition, assume that for all m˜,∑
j∈[m˜]
d˜ j = 2(m˜−1)+2k
for some (fixed) nonnegative integer k. Sample G con
d˜
uniformly from Gcon
d˜
, and endow it with
the graph distance and the uniform probability measure on vertices. Then there exists a random
compact metric measure space M (k) such that
1p
m˜
G con
d˜
w−→ 1
σ
M (k)
in the GHP sense, where σ2 =∑i≥1 i 2p˜i −4 is the asymptotic variance.
Remark 5. The limit object M (k) is described explicitly in Construction 3.4.
Our next result concerns enumeration of connected graphs with prescribed degrees.
Theorem 2.7 (Asymptotic number of connected graphs with given degree sequence when
the complexity is fixed). Consider a sequence of degree sequences d˜(m˜) = (d˜1, . . . , d˜m˜) satisfying
Assumption 2.5. Assume further that for all m˜,∑
j∈[m˜]
d˜ j = 2(m˜−1)+2k
for some (fixed) nonnegative integer k. Let σ2 =∑i≥1 i 2p˜i −4 be the asymptotic variance. Then
lim
m˜
∣∣Gcon
d˜
∣∣×∏m˜i=1 (d˜i −1)!×m˜k/2(
m˜+2k−2)! = σ
k
k !
E
[(∫ 1
0
e(x)d x
)k]
,
where e(x), x ∈ [0,1], is a standard Brownian excursion.
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Remark 6. Let C (n,n+k) denote the number of connected graphs with n labeled vertices and
n+k edges. Wright [54] showed that for any fixed k ≥−1,
C (n,n+k)∼ ρk nn+(3k−1)/2 as n →∞,
where the constants ρk satisfy a certain recurrence relation. Spencer [50] proved a connection
between this purely combinatorial result and a probabilistic object by showing that
ρk =
1
(k+1)! E
[(∫ 1
0
e(x)d x
)k+1]
, k ≥−1,
where e(x), x ∈ [0,1], is a standard Brownian excursion. Theorem 2.7 proves the analogue of
this result for connected graphs when the degree sequence is fixed.
3. DEFINITIONS AND LIMIT OBJECTS
This section contains basic constructs required to state our main results.
3.1. Notation and conventions. For any set A, we write |A| for its cardinality and 1 {A} for the
associated indicator function. Given two intervals A,B ⊂ R, we write C (A,B) for the space of
continuous functions f : A→B , equipped with the L∞-norm ‖ f ‖∞ := supx∈A | f (x)|. We write
D(A,B) for the space of RCLL (right-continuous-left-limit) functions f : A→B , equipped with
the Skorohod topology. We use the standard Landau notation of o(·), O(·) and the correspond-
ing order in probability notation oP (·) and OP (·). We use P−→, w−→ and a.e.−→ to denote conver-
gence in probability, weak convergence and almost-sure convergence. We say a sequence of
events En , n ∈N, occur with high probability if P(En)→ 1 as n →∞.
3.2. Gromov-Hausdorff-Prokhorov metric. We mainly follow [1,4,19]. All metric spaces un-
der consideration will be compact. Let us recall the Gromov-Hausdorff distance dGH between
metric spaces. Fix two metric spaces X1 = (X1,d1) and X2 = (X2,d2). For a subset C ⊆ X1×X2,
the distortion of C is defined as
dis(C ) := sup{|d1(x1, y1)−d2(x2, y2)| : (x1, x2), (y1, y2) ∈C} . (3.1)
A correspondence C between X1 and X2 is a measurable subset of X1×X2 such that for every
x1 ∈ X1, there exists at least one x2 ∈ X2 such that (x1, x2) ∈ C and vice-versa. The Gromov-
Hausdorff distance between the two metric spaces (X1,d1) and (X2,d2) is defined as
dGH(X1, X2)= 1
2
inf
{
dis(C ) : C is a correspondence between X1 and X2
}
. (3.2)
Suppose (X1,d1) and (X2,d2) are two metric spaces and p1 ∈ X1, and p2 ∈ X2. Then the
pointed Gromov-Hausdorff distance between X 1 := (X1,d1, p1) and X 2 := (X2,d2, p2) is given
by
d ptGH(X 1,X 2)=
1
2
inf
{
dis(C ) : C is a correspondence between X1 and X2 and (p1, p2) ∈C
}
.
(3.3)
We will use the Gromov-Hausdorff-Prokhorov distance that also keeps track of associated
measures on the corresponding metric spaces. A compact metric measure space (X ,d ,µ) is a
compact metric space (X ,d) with an associated finite measure µ on the Borel sigma algebra
B(X ). Given two compact metric measure spaces (X1,d1,µ1) and (X2,d2,µ2) and a measure
pi on the product space X1×X2, the discrepancy of pi with respect to µ1 and µ2 is defined as
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D(pi;µ1,µ2) := ||µ1−pi1||+ ||µ2−pi2|| (3.4)
where pi1,pi2 are the marginals of pi and || · || denotes the total variation of signed measures.
Then define the metric dGHP between X1 and X2 is defined
dGHP(X1, X2) := inf
{
max
(1
2
dis(C ), D(pi;µ1,µ2), pi(C
c )
)}
, (3.5)
where the infimum is taken over all correspondences C and measures pi on X1×X2. As men-
tioned in the introduction, unless otherwise stated typically the associated measures will be
probability measures.
Similar to (3.3), we can define a “pointed Gromov-Hausdorff-Prokhorov distance” d ptGHP be-
tween two metric measure spaces X1 and X2 having two distinguished points p1 and p2
respectively by taking the infimum in (3.5) over all correspondences C and measures pi on
X1×X2 such that (p1, p2) ∈C .
Now let S be the space of all compact metric measure spaces. The function dGHP is a
pseudometric on S, and defines an equivalence relation X ∼ Y ⇔ dGHP(X ,Y ) = 0 on S. Let
S¯ :=S/∼ be the space of isometry equivalent classes of compact metric measure spaces and
d¯GHP be the induced metric. Then by [1], (S¯, d¯GHP) is a complete separable metric space.
To ease notation, we will continue to use (S,dGHP) instead of (S¯, d¯GHP) and X = (X ,d ,µ) to
denote both the metric space and the corresponding equivalence class.
Since we will be interested in not just one metric space but an infinite sequence of met-
ric spaces, the relevant space will beSN equipped with the product topology inherited from
dGHP.
3.3. Gromov-weak topology. Here we mainly follow [29]. Introduce an equivalence relation
on the space of complete and separable metric spaces that are equipped with a probabil-
ity measure on the associated Borel σ-algebra by declaring two such spaces (X1,d1,µ1) and
(X2,d2,µ2) to be equivalent when there exists an isometryψ : support(µ1)→ support(µ2) such
that µ2 =ψ∗µ1 :=µ1 ◦ψ−1, i.e., the push-forward of µ1 under ψ is µ2. WriteS∗ for the associ-
ated space of equivalence classes. As before, we will often ease notation by not distinguishing
between a metric space and its equivalence class.
Fix l ≥ 2, and a complete separable metric space (X ,d). Then given a collection of points
x := (x1, x2, . . . , xl ) ∈ X l , let D(x) := (d(xi , x j ))i , j∈[l ] denote the symmetric matrix of pairwise
distances between the collection of points. A function Φ : S∗ → R is called a polynomial of
degree l if there exists a bounded continuous function φ : Rl
2
+ →R such that
Φ((X ,d ,µ)) :=
∫
φ(D(x))dµ⊗l (x). (3.6)
Here µ⊗l is the l -fold product measure of µ. LetΠ denote the space of all polynomials onS∗.
Definition 3.1 (Gromov-weak topology). A sequence (Xn ,dn ,µn)n≥1 ∈S∗ is said to converge to
(X ,d ,µ) ∈S∗ in the Gromov-weak topology if and only if Φ((Xn ,dn ,µn))→Φ((X ,d ,µ)) for all
Φ ∈Π.
In [29, Theorem 1] it is shown thatS∗ is a Polish space under the Gromov-weak topology.
It is also shown that, in fact, this topology can be completely metrized using the so-called
Gromov-Prokhorov metric.
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3.4. Spaces of trees with edge lengths, leaf weights and root-to-leaf measures. The rest of
this section largely follows [13]. In the proof of the main results we need the following two
spaces built on top of the space of discrete trees. The first space TI J was formulated in [7, 8]
where it was used to study trees spanning a finite number of random points sampled from an
inhomogeneous continuum random tree (ICRT). A more general space T∗I J was used in the
proofs in [13]. The index I in TI J and T∗I J is needed for the purpose of keeping track of the
number of marked “hubs,” i.e., vertices of high (or infinite) degrees in such trees (see [7, 8, 13]
for a proper definition). For our purpose it will suffice to consider the case I = 0. So we only
define the space TJ :=T0J and T∗J :=T∗0J .
The space TJ : Fix J ≥ 1. Let TJ be the space of trees having the following properties:
(a) There are exactly J leaves labeled 1+, . . . , J+, and the tree is rooted at another labeled ver-
tex 0+.
(b) Every edge e has a strictly positive edge length le .
A tree t ∈TJ can be viewed as being composed of two parts:
(1) shape(t) describing the shape of the tree (including the labels of leaves) but ignoring edge
lengths. The set of all possible shapes TshapeJ is obviously finite for fixed J .
(2) The edge lengths l(t) := (le : e ∈ t). Consider the product topology on TJ consisting of the
discrete topology on TshapeJ and the product topology on R
d .
The space T∗J : We will need a slightly more general space. Along with the two attributes
above in TJ , the trees in this space have the following two additional properties. Let L (t) :=
{1+, . . . , J+} denote the collection of non-root leaves in t. Then every leaf v ∈ L (t) has the
following attributes:
(d) Leaf weights: A nonnegative number A(v). Write A(t) := (A(v) : v ∈L (t)).
(e) Root-to-leaf measures: A probability measure νt,v on the path [0+, v] connecting the root
and the leaf v . Here the path is viewed as a line segment pointed at 0+ and has the usual
Euclidean topology. Write ν(t) := (νt,v : v ∈L (t)) for this collection of probability mea-
sures.
In addition to the topology on TJ , the space T∗J with these additional two attributes inherits the
product topology on RJ owing to leaf weights and (d ptGHP)
J owing to the root-to-leaf measures.
Additionally, we include a special element ∂ in T∗J . This will be useful in the proofs as we
will view any rooted tree that does not have exactly J distinct leaves as ∂, which will allow us
to work entirely in the space T∗J .
3.5. Scaling limits of component sizes at criticality. The starting point for establishing the
metric space scaling limit is understanding the behavior of the component sizes. We first set
up some notation. Fix parameters α,η,β> 0, and write µ= (α,η,β) ∈R3+. Let {B(s) : s ≥ 0} be a
standard Brownian motion. For λ ∈R, define
W µ,λ(s) :=
p
η
α
B(s)+λs− ηs
2
2α3
, s ≥ 0. (3.7)
Write W
µ,λ
for the process reflected at zero:
W
µ,λ
(s) :=W µ,λ(s)− min
0≤u≤s W
µ,λ(u), s ≥ 0. (3.8)
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Consider the metric space,
l 2↓ :=
{
x= (xi : i ≥ 1) : x1 ≥ x2 ≥ . . .≥ 0,
∞∑
i=1
x2i <∞
}
, (3.9)
equipped with the natural metric inherited from l 2. It was shown by Aldous in [6] that the
excursions of W
µ,λ
from zero can be arranged in decreasing order of lengths as
ξµ(λ)= (|γµ(i )(λ)| : i ≥ 1), (3.10)
where |γµ(i )(λ)| is the length of the i -th largest excursion γµ(i )(λ), and further ξµ(λ) ∈ l 2↓ . Let Pβ
be a rate β Poisson process R2+ independent of W µ,λ(·). For each i ≥ 1, write Nµ(i )(λ) for the
number of points ofPβ that fall under the excursion γ
µ
(i )(λ).
Aldous in [6] studied the maximal components of the Erdo˝s-Rényi random graph in the
critical regime and proved a remarkable result that says that the sizes of the maximal com-
ponents scaled by n−2/3 and the number of surplus edges in the maximal components of
ERRG(n−1 + λn−4/3) converge jointly in distribution to ((|γµer(i ) (λ)|, Nµer(i ) (λ)) : i ≥ 1), where
µer = (1,1,1). This result has since been generalized to a number of other random graph
models. In the context of graphs with given degree sequence, Nachmias and Peres [46] stud-
ied critical percolation on random regular graphs; Riordan [49] analyzed the configuration
model with bounded degrees; Joseph [38] considered i.i.d. degrees. The strongest possible
such result under minimal assumptions was obtained in [25]. We will state a weaker version
of this result next.
Theorem 3.2 ([25]). Consider a degree sequence d = d(n) satisfying Assumption 2.3 with the
limiting random variable D and define σr := E[Dr ], r = 1,2,3. Write C(i )(λ) for the i -th largest
connected component of CMn(d) (or Gn,d). Let
N n(i )(λ) := # edges in C n(i )(λ)− (|C(i )(λ)|−1)
denote the number of surplus edges in C(i )(λ). Then as n →∞,((
n−2/3|C n(i )(λ)|, N n(i )(λ)
)
: i ≥ 1
)
w−→ ZD (λ) := ((|γµD(i ) (λ)|, NµD(i ) (λ)) : i ≥ 1)
with respect to product topology. Here µD = (αD ,ηD ,βD ) is given by
αD =σ1, ηD =σ3σ1−σ22, and βD = 1/σ1.
This result, in a stronger form, can be found in [25, Theorem 2 and Remark 5]. We will use
this result in the next section to describe the limiting metric measure spaces arising in Section
2.
3.6. The limiting metric measure spaces. A compact metric space (X ,d) is called a real tree
[27, 40] if between every two points there is a unique geodesic such that this path is also the
only non self-intersecting path between the two points. Functions encoding excursions from
zero can be used to construct such metric spaces via a simple procedure. We describe this
construction next.
For 0< a < b <∞, an excursion on [a,b] is a continuous function h ∈C ([a,b],R) with h(a)=
0= h(b) and h(t )> 0 for t ∈ (a,b). The length of such an excursion is b−a. For l ∈ (0,∞), let
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El be the space of all excursions on the interval [0, l ]. Given an excursion h ∈ El , one can
construct a real tree as follows. Define the pseudo-metric dh on [0, l ]:
dh(s, t ) := h(s)+h(t )−2 inf
u∈[s,t ]
h(u), for s, t ∈ [0, l ]. (3.11)
Define the equivalence relation s ∼ t ⇔ dh(s, t ) = 0. Let [0, l ]/ ∼ denote the corresponding
quotient space and consider the metric space Th := ([0, l ]/ ∼, d¯h), where d¯h is the metric on
the equivalence classes induced by dh . Then Th is a real tree ([27, 40]). Let qh : [0, l ] → Th
be the canonical projection and write µTh for the push-forward of the Lebesgue measure on
[0, l ] onto Th via qh . Further, we assume that Th is rooted at ρ := qh(0). Equipped with µTh ,
Th is now a rooted compact metric measure space. Note that by construction, for any x ∈Th ,
the function h is constant on q−1h (x). Thus for each x ∈ [0, l ], we write ht(x)= h(q−1h (x)) for the
height of this vertex.
The Brownian continuum random tree defined below is a fundamental object in the litera-
ture of random real trees.
Definition 3.3 (Aldous’s continuum random tree [5]). Let e be a standard Brownian excursion
on [0,1]. Construct the random compact real tree T2e as in (3.11) with h = 2e. The associated
measure µT2e is supported on the collection of leaves ofT2e almost surely.
Write ν for the law of a standard Brownian excursion on the space of excursions on [0,1]
namely E1. For k ≥ 0, let e˜(k) be a random excursion with distribution ν˜k given via the follow-
ing Radon-Nikodym density with respect to ν:
d ν˜k
dν
(h)=
[∫ 1
0 h(u)du
]k
E
[(∫ 1
0 e(u)du
)k] =
(∫
Th
ht(x)µTh (d x)
)k
E
[∫
Te
ht(x)µTe (d x)
]k , h ∈ E1. (3.12)
Construction 3.4 (The space M (k)). Fix k ≥ 0.
(a) Let e˜(k) be as above, and writeT ? =T2e˜(k) . Let µT ? denote the associated measure.
(b) Conditional on T ?, sample k leaves {xi : 1≤ i ≤ k} in an i.i.d. fashion from T ? with den-
sity proportional to ht(x)µT ?(d x).
(c) Conditional on the two steps above, for each of the sampled leaves xi , sample a point yi
uniformly at random on the line [ρ, xi ]. Identify xi and yi , i.e., introduce the equivalence
relation xi ∼ yi , 1≤ i ≤ k, and form the quotient spaceT?/∼.
Set M (k) to be the resultant (compact) random metric measure space.
Next recall the definition of ZD (λ) from Theorem 3.2.
Construction 3.5 (The sequence MD (λ)).
(a) Sample ZD (λ)= ((|γµD(i ) (λ)|, NµD(i ) (λ)) : i ≥ 1). For simplicity, write
ξi = |γµD(i ) (λ)|, and Ni =NµD(i ) (λ).
(b) Conditional on ZD (λ), construct the spaces Si :=M (Ni ) independently for i ≥ 1.
Set
MD (λ)= (M D1 (λ), M D2 (λ), . . .), where M Di (λ)= αD
√
ξip
ηD
·Si , i ≥ 1.
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Note that the sequence MD (λ) of limiting spaces depends only on the first three moments
of the random variable D (which is also true for ZD (λ)–the scaling limit of the component
sizes and the number of surplus edges).
Finally, let a0 be as in theorem 2.1. Define
λvac = a0(r −2)
2
r (r −1) , and pvac = exp
(
− r ln(r −1)
(r −2)
)
, (3.13)
and let Dvac be the mixture random variable
Dvac = (1−pvac) ·δ0+pvac ·Binomial
(
r,
1
r −1
)
. (3.14)
Construction 3.6 (The sequence Mvac(a0)). Set
Mvac(a0) :=MDvac
(
λvac
)
.
Remark 7. The Erdo˝s-Rényi scaling limit identified in [3] can be recovered by taking the limit-
ing random variable to be Der ∼ Poisson(1), i.e., the scaling limit of ERRG(n−1+λn−4/3) (after
rescaling the graph distance by n−1/3) is given by
Mer(λ) :=MDer (λ).
(Note that in this case, αDer = ηDer = βDer = 1.) The result for ERRG(n−1 +λn−4/3) can be
obtained from our results as a special case of Theorem 2.4 by observing the following two
facts:
(i) The (random) degree sequence of ERRG(n−1+λn−4/3) satisfies Assumption 2.3 with lim-
iting random variable Der.
(ii) Conditional on the event where the degree sequence equals d, ERRG(n−1 +λn−4/3) is
uniformly distributed over Gn,d.
4. DISCUSSION
Here we briefly discuss related work, the relevance of the work in this paper and possible
extensions and questions raised by this work.
(a) Graphs with prescribed degree distribution: Graphs with prescribed degree sequence
have played an integral part in probabilistic combinatorics over the last decade and have
also been heavily used in the applied fields including epidemic modeling [17,39,47] com-
munity detection and clustering [28] and so on. In the context of this paper, the critical
point for existence of a giant component was established in [44]. When the degree se-
quence results in trees, under suitable assumptions on the degree sequence, Broutin and
Marckert in [18] showed that these trees appropriately normalized converge to Aldous’s
continuum random tree; this result will show up in a number of our proofs.
(b) Critical random graphs: In the context of continuum scaling limits of maximal compo-
nents in the critical regime, the only other result for the configuration model was derived
in [12]; here using completely different techniques, critical percolation on the supercriti-
cal regime of the configuration model where the degree distribution has exponential tails
was studied. Associated dynamic versions of this model were constructed and coupled
appropriately to Aldous’s multiplicative coalescent. A general universality principle also
derived in the same paper then resulted in the scaling limits of maximal components at
critical percolation. The techniques in that paper, however, do not extend to this work.
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Here we need start directly with a critical prescribed degree sequence; the proof tech-
niques in this paper are completely different and use a combinatorial description of the
uniform distribution on the space of connected simple graphs with a prescribed degree
sequence.
(c) Vacant sets and random interlacements on general random graphs: With regards to va-
cant sets, as stated Theorem 2.1 applies to random regular graphs. However as elucidated
in Conjecture 2.2, we believe that analogous results hold for the VSRW problem onGn,d or
CMn(d) constructed using general degree sequence satisfying the hypothesis of Conjec-
ture 2.2. Let us now address the two clarifications described in Remark 2. Assuming one
can establish the critical point for VSRW for such graphs,
(i) Finite third moment: we conjecture that one can construct a (model dependent)
random variable D∗vac (analogous to (3.14) for the random regular graph) and λ∗vac
a function of both the distribution of D and a0 (analogous to (3.13)) such that the
maximal connected components in the critical regime with edges rescaled by n−1/3
converge to MD
∗
vac (λ∗vac). This explicates the “universality” phenomenon we expect
in this regime.
(ii) Infinite third moment regime: In [13], various results related to scaling limits of max-
imal components in Aldous’s multiplicative coalescent were established in terms of
tilted inhomogeneous continuum random trees. One ramification of these results
([13, Theorem 1.2]) is the continuum scaling limits of the maximal components in
the critical regime of the so-called Norros-Reitu model where the driving weight se-
quence is assumed to have heavy tails with exponent τ ∈ (3,4). A full description of
this random graph model as well as the corresponding limits is beyond the scope of
this paper, we refer the interested reader to [13]. We conjecture that the maximal
components in the critical regime for the VSRW model are described by the limit ob-
jects derived in [13].
Let us now say a few words on how one can go about proving the above conjecture
(at least in the finite third moment setting). As will become evident from the proofs, the
result follows owing to the following three ingredients (i) Theorem 2.4; (ii) a result of
Cooper and Frieze [23] which expresses the annealed measure for the vacant set problem
in terms of the random graphs with prescribed degree sequence; (iii) refined bounds on
the degree sequence of the vacant in the critical scaling window derived in [20]. Parts (i)
and (ii) continue to hold for the vacant set problem for random walks on general graphs
with prescribed degree sequence. Thus to extend our results to the vacant set problem for
general graphs, all one needs is an extension of the refined bounds in (iii) to random walks
on general graphs.
(d) Proof techniques: The techniques used in this paper differ from the standard techniques
used to show convergence of such random discrete objects to limiting random tree like
metric spaces. One standard technique (used in [3, 14]) is to construct an exploration
process of the discrete object of interest that converges to the exploration process of a
continuum random tree (see [27, 40] for beautiful treatments), and encode the “surplus”
edges as a random point process falling under the exploration, and show that this point
process converges to a Poisson point process in the limit. In this work, we use a differ-
ent technique that requires less work. We first prove convergence of the object of interest
in the Gromov-weak topology, essentially showing that for each fixed k ≥ 2, the distance
matrix constructed from k randomly sampled vertices converges in distribution to the
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distance matrix constructed from k points appropriately sampled from the limiting struc-
ture. This result, coupled with a global lower mass bound implies via general theory [9]
that convergence occurs in the stronger Gromov-Hausdorff-Prokhorov sense. In the con-
text of critical random graphs, this technique was first used in [13] to analyze the so-called
rank-one critical inhomogeneous random graph.
5. PRELIMINARY CONSTRUCTIONS
In this section we set up important notation related to plane trees that will be used through-
out the proof.
5.1. Plane trees: Basic functionals and exploration. Throughout the sequel we will let t de-
note a plane rooted tree. We use ρ to denote the root and think of this as the original progen-
itor of the tree so that every vertex other than the root has a unique parent. WriteL (t ) for the
set of leaves of t . For each non-root vertex u ∈ t , let←−u denote the parent of u. Let [ρ,u] (resp.
[ρ,u)) denote the ancestral line of u including (resp. excluding) u. Thus [ρ,u)= [ρ,←−u ]. Using
the planar embedding, any plane tree t can be explored in a depth-first manner (our conven-
tion is to go to the “leftmost” child first). Let≺DF be the linear order on vertices of a plane tree
induced by a depth-first exploration starting from the root, i.e., x ≺DF y if x is explored before
y in a depth-first search of the plane tree.
Definition 5.1 (Admissible pairs of leaves). For leaves u, v ∈L (t ), we say that the ordered pair
(u, v) is admissible if
←−←−v ∈ [ρ,←−u ), and ←−u ≺DF ←−v .
Let A(t ) denote the set of admissible pairs of t .
See Figure 5.1 for an example of an admissible pair. We introduce a linear order ¿ on A(t )
ρ
←−←−v
←−u ←−v
u v
FIGURE 5.1. An example of an admissible pair of leaves.
as follows: (u1, v1)¿ (u2, v2) if either←−u 1 ≺DF ←−u 2 or if←−u 1 =←−u 2 and ←−v 1 ≺DF ←−v 2. For u ∈L (t ),
define
A(t ,u) := {v ∈L (t ) : (u, v) ∈ A(t )} , and ft (u) := |A(t ,u)|. (5.1)
Note that
|A(t )| = ∑
u∈L (t )
ft (u). (5.2)
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For any plane tree t and a vertex u, define
B1(t ,u)=
{
v : ←−v ∈ [ρ,u)} , and B2(t ,u)= {v : ←−←−v ∈ [ρ,u)} ,
where ρ is the root of t . Thus for any u ∈L (t ),
ft (u)= |A(t ,u)| ≤ |B2(t ,u)|. (5.3)
For any plane tree t and a vertex u, define
B−1 (t ,u)=
{
v : ←−v ∈ [ρ,u), u ≺DF v
}
, and B+1 (t ,u)=
{
v : ←−v ∈ [ρ,u), v ≺DF u
}
.
So if our convention is to explore the children of a vertex from left to right in a depth-first
search, then B−1 (t ,u) (resp. B
+
1 (t ,u)) is the collection of vertices that are at distance one from
the path [ρ,u) and lie on the right (resp. left) side of [ρ,u).
Now fix k ≥ 1. Define
Ak (t )=
{{
(u1, v1), . . . , (uk , vk )
} | (u j , v j ) ∈ A(t ) and u1, v1, . . . ,uk , vk are 2k distinct leaves}.
Let Aordk (t ) be the collection of all such ordered k-tuples of admissible pairs. Clearly
A1(t )= A(t ), |Aordk (t )| = k !×|Ak (t )|, and |Aordk (t )| ≤ |A(t )|k .
For later use, define A(t )k = ⊗ki=1A(t ) be the k-fold Cartesian product of A(t ). For a plane
tree t and a vertex u, let Anc(1)(t ,u) be the plane subtree (with the root and u marked) whose
vertex set is given by
V = {v ∣∣ v ∈ [ρ,u], or ←−v ∈ [ρ,u)}.
Let Anc(2)(t ,u) be the plane subtree (with the root and u marked) whose vertex set is given by
V (2) = {v ∣∣ v ∈ [ρ,u], or ←−v ∈ [ρ,u), or ←−←−v ∈ [ρ,u)}.
Given a plane tree t , write c(t )= (cv (t ) : v ∈ t ), where cv (t ) is the number of children of v in t .
Further write s(t )= (si (t ) : i ≥ 0) for the empirical children distribution (ECD) of t . Namely,
si (t ) := {v ∈ t : cv (t )= i } , i ≥ 0.
Given a sequence of integers s = (si : i ≥ 0), we say that the sequence is a tenable ECD for a
tree if there exists a finite plane tree t with s(t )= s. It is easy to check s is tenable if and only if
si ≥ 0 for all i with s0 ≥ 1, and ∑
i≥0
si = 1+
∑
i≥0
i si <∞.
Given a tenable ECD s, let Ts denote the set of all plane trees having ECD s.
If f is a finite forest of plane trees, define the ECD s( f ) analogously. Note that for any
sequence of integers s = (si : i ≥ 0) satisfying
si ≥ 0,
∑
i
i si <∞, and k(s) :=
∑
i
si −
∑
i
i si ≥ 1,
there exists a forest with ECD s. Such a forest has exactly k(s) many trees. Given such a se-
quence s, let Fs denote the set of all plane forests with ranked roots having ECD s. Thus each
forest in Fs comes with an ordering of the roots so it makes sense talking about the “first” tree
of the forest, the “second” tree etc.
Finally fix k ≥ 1 and let T(k)s denote the set of all pairs (t ,x), where t ∈Ts and x ∈ Ak (t ). For
a plane tree t and x = {(u1, v1), . . . , (uk , vk )} ∈ Ak (t ), let I (t ,x) be the rooted space obtained
by adding an edge between ←−u j and ←−v j , and deleting u j , v j and the two edges incident to
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them for j = 1, . . . ,k. (See Figure 5.2 for an example of this.) We endow the spaceI (t ,x) with
the graph distance and the uniform probability measure on all vertices. Similarly if t lab is a
labeled plane tree and x ∈ Ak (t lab), thenI (t lab,x) is the labeled graph obtained by following
the same construction and retaining the labels.
ρ
←−←−v
←−u ←−v
FIGURE 5.2. An example of the operationI applied on the tree t and admissi-
ble pair (u, v) in Figure 5.1.
Finally for a plane tree t and x = ((u1, v1), . . . , (uk , vk )) ∈ A(t )k , let Q(t ,x) be the space ob-
tained by identifying u j and
←−←−v j for 1 ≤ j ≤ k. We endow the space Q(t ,x) with the graph
distance and the push-forward of the uniform probability measure on t .
6. PROPERTIES OF PLANE TREES
We start by describing the setting and assumptions. Assume that for each m ≥ 1, s (m) = (si :
i ≥ 0) (where∑ si =m) is a tenable ECD for a tree. Analogous to Assumption 2.5, we make the
following assumption on
{
s (m) : m ≥ 1}:
Assumption 6.1. There exists a pmf (p0, p1, . . .) with
p0 > 0,
∑
i≥1
i pi = 1, and
∑
i≥1
i 2pi <∞
such that
si
m
→ pi for i ≥ 0, and 1
m
∑
i≥0
i 2si →
∑
i≥1
i 2pi .
In particular, ∆m :=max{i : si 6= 0}= o(
p
m).
We will write σ2 =∑i i 2pi −1 for the variance associated with the pmf (p0, p1, . . .).
Then the following was shown in [18].
Theorem 6.2 ([18, Theorem 1]). LetTs(m) be a uniform element ofTs(m) endowed with the with
the uniform probability measure on m vertices and viewed as a metric measure space. Under
Assumption 6.1, as m →∞,
σp
m
Ts(m)
w−→T2e
in the GHP sense (see Definition 3.3).
Remark 8. In [18, Theorem 1], the convergence is stated to hold in the Gromov-Hausdorff
sense. However, it is easy to see that the proof in fact implies convergence in the GHP sense.
The following technical lemma collects all the ingredients necessary for proving our main
results.
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Lemma 6.3. LetTs(m) be a uniform plane tree with ECD s
(m). Under Assumption 6.1 the follow-
ing assertions hold.
(i) For each k ≥ 1, we can construct independent random vectors (U (1)m ,V (1)m ), . . . , (U (k)m ,V (k)m )
such that U ( j )m , j = 1, . . . ,k have uniform distribution on the s0 leaves and V ( j )m , j = 1, . . . ,k
have uniform distribution on the m vertices, and
m−1/2dTs(m)
(
U ( j )m ,V
( j )
m
) P−→ 0 for j = 1, . . . ,k.
In particular,
dGHP
( 1p
m
Ts(m) ,
1p
m
T Ls(m)
) P−→ 0,
where T L
s(m)
denotes the metric measure space obtained when the underlying tree is en-
dowed with the uniform probability measure on the set of leaves L (Ts(m) ). (Recall that
the measure on the spaceTs(m) is the uniform probability measure on all vertices.)
(ii) Recall the definition of an admissible pair of leaves (Definition 5.1) and of the function
fTs(m) (Equation (5.1)). Let Um be uniformly distributed over L (Ts(m) ). Then for every
k ≥ 1,
sup
m
E
( |A(Ts(m) )|
s0
p
m
)k
≤ sup
m
E
(
fTs(m) (Um)p
m
)k
<∞.
(iii) For every k ≥ 1,
1
m3k/2
(∣∣A(Ts(m) )∣∣k − ∣∣Aordk (Ts(m) )∣∣) P−→ 0.
(iv) Let k ≥ 0 and ` ≥ 1. Consider independent random variables U (i )m , i = 1, . . . ,k and V ( j )m ,
j = 1, . . . ,`, where U (i )m , i = 1, . . . ,k have uniform distribution on the s0 leaves ofTs(m) , and
V ( j )m , j = 1, . . . ,` have uniform distribution on the m vertices.
If the subtree of Ts(m) spanned by the root ρ and U
(i )
m , i = 1, . . . ,k and V ( j )m , j = 1, . . . ,`
does not have (k +`) distinct leaves, then set Ts(m) (U ,V )= ∂. Otherwise set Ts(m) (U ,V ) to
be the subtree of Ts(m) spanned by the root ρ and U
(i )
m , i = 1, . . . ,k and V ( j )m , j = 1, . . . ,`,
and view it as an element of T∗k+` as in Section 3.4 via the following prescription: For 1≤
i ≤ k, attach the “leaf value” m−1/2 fTs(m) (U
(i )
m ) to U
(i )
m . Endow [ρ,U
(i )
m ] with a probability
measure by assigning mass p (i )x to each x ∈ [ρ,U (i )m ), where
p (i )x :=
#
{
v ∈ A(Ts(m) ,U (i )m ) ∣∣∣ ←−←−v = x}
fTs(m) (U
(i )
m )
.
(The leaf values and root-to-leaf measures attached to V ( j )m , 1≤ j ≤ `, are irrelevant in our
proof and can be taken to be zero and δ{ρ} respectively.)
Then
1p
m
Ts(m) (U ,V )
w−→ 1
σ
Tk,`,
where Tk,` is the random element of T∗k+` constructed as follows: The shape of Tk,` is
that of the subtree of T2e spanned by (k + `) points x1, . . . , xk+` sampled independently
according to the mass measure µT2e . The leaf weight attached to xi is p0σ ·ht(xi )/2, i =
1, . . . ,k, and the measure on [ρ, xi ] is the normalized line measure.
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(v) The following joint convergence holds:( 1p
m
Ts(m) ,
|A(Ts(m) )|
s0
p
m
)
w−→
( 1
σ
T2e,
p0σ
2
∫
T2e
ht(x) µT2e (d x)
)
with respect to product topology induced by GHP topology on the first coordinate and Eu-
clidean topology on the second coordinate.
6.1. Proof of Lemma 6.3(i). Consider m vertices labeled 1, . . . ,m. Let Tlabs be the set of plane
trees where vertices labeled 1, . . . , s0 are leaves, vertices labeled s0 + 1, . . . , s0 + s1 have one
child,..., vertices labeled (m−s∆+1), . . . ,m have∆many children. For convenience, denote by
c j the number of children of the vertex labeled j . We will now describe a way of generating a
tree uniformly distributed over Tlabs .
Let pi be a uniform permutation on [m]. Let
S( j ) :=
j∑
i=1
(cpi(i )−1), j = 1, . . . ,m, and F (x)= S(bmxc), 0≤ x ≤ 1. (6.1)
Extend the definition of pi periodically by letting pi( j ) := pi( j mod m + 1). Let i0 denote the
location of the first minima of
{
S( j ) : 1≤ j ≤m} and consider the Vervaat transform w.r.t. this
location:
Sexc( j )=
j∑
i=1
(
cpi(i0+i )−1
)
, 1≤ j ≤m, and set F exc(x)= Sexc(bmxc), 0≤ x ≤ 1. (6.2)
Let T labs be the labeled tree whose Łukasiewicz walk is F
exc(bmxc), x ∈ [0,1]. Note that T labs
can be constructed sequentially from F exc, and further every interval ((i −1)/m, i /m], 1≤ i ≤
m corresponds to a unique vertex in the exploration process. Let T lab−s be the tree obtained
by removing all labels fromT labs .
Lemma 6.4. LetT labs andT
lab−
s be as above.
(a) T labs ∼Unif(Tlabs ).
(b) T lab−s
d=Ts , i.e.,T lab−s ∼Unif(Ts).
Proof: Each of the (m−1)! rotation classes of the m! permutations gives rise to a unique F exc.
Since there is a bijection between Tlabs and the possible realizations of F
exc,
P(T labs = t lab)=
1
(m−1)! =
1
|Tlabs |
for any t lab ∈Tlabs .
This implies
P
(
T lab−s = t
)= ∏i≥0 si !
(m−1)! =
1
|Ts |
for any t ∈Ts .
■
We now state a useful concentration inequality.
Lemma 6.5. There exist universal constants c1,c2 > 0 such that for any m ≥ 1 and probability
vector p := (p1, . . . , pm),
P
(
max
j∈[m]
∣∣∣ j∑
i=1
ppi(i )− j
m
∣∣∣≥ xσ(p))≤ exp(− c1x loglog x), for x ≥ c2,
where pi is a uniform permutation on [m], and σ(p) :=
√
p21+ . . .+p2m .
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Proof: The result is essentially contained in [13, Lemma 4.9], and we only outline how to
extract the result from its proof. We can work with pi generated in the following way: let
X1, . . . , Xm be i.i.d. Unif[0,1], and set pi(i )= ji , where X j1 < . . .< X jm . Write X(i ) = X ji . Then
max
j∈[m]
( j∑
i=1
ppi(i )− j
m
)
≤ max
j∈[m]
( j∑
i=1
ppi(i )−X( j )
)
+max
j∈[m]
∣∣∣X( j )− j
m
∣∣∣. (6.3)
By the DKW inequality [42],
P
(
max
j∈[m]
∣∣∣X ( j )− j
m
∣∣∣≥σ(p)x)≤ 2exp(−2m · (σ(p)x)2)≤ 2exp(−2x2) , (6.4)
where the last step uses the inequality: mσ(p)2 ≥ (∑i pi )2 = 1. From [13, Equations (4.14) and
(4.15)] we have
P
(
max
j∈[m]
( j∑
i=1
ppi(i )−X( j )
)
≥ xσ(p)
)
≤ exp(− c3x loglog x), for x ≥ c4. (6.5)
Combining (6.3), (6.4), and (6.5), it follows that
P
(
max
j∈[m]
( j∑
i=1
ppi(i )− j
m
)
≥ xσ(p)
)
≤ exp(− c5x loglog x), for x ≥ c6. (6.6)
Now note that
max
j∈[m]
( j
m
−
j∑
i=1
ppi(i )
)
≤ max
j∈[m]
(
X( j )−
j∑
i=1
ppi(i )
)
+max
j∈[m]
∣∣∣X( j )− j
m
∣∣∣.
Further, the arguments used in the proof of [13, Equation (4.15)] can be used to prove a tail
bound similar to (6.5) for max j∈[m]
(
X( j )−∑ ji=1 ppi(i )). Combining this observation with (6.6)
yields the desired result. ■
Lemma 6.6. For each m ≥ 1, let p = p (m) = (p (m)1 , . . . , p (m)m ) be a probability vector such that
pmax → 0 as m → ∞. Then for each k ≥ 1, we can construct independent random vectors
(U (1)m ,V
(1)
m ), . . . , (U
(k)
m ,V
(k)
m ) on T
lab
s(m)
such that U ( j )m , j = 1, . . . ,k are distributed according p and
V ( j )m , j = 1, . . . ,k have uniform distribution on the m vertices, and
m−1/2dT lab
s(m)
(
U ( j )m ,V
( j )
m
) P−→ 0 for j = 1, . . . ,k.
Proof: Recall from around (6.1) the permutation pi used to constructT labs , and set
G(x)=
bmxc∑
i=0
ppi(i+i0+1), x ∈ [0,1],
where as before i0 is the location of the first minima of
{
S( j ) : j ∈ [m]}. Let σ(p) be as in
Lemma 6.5. Then σ(p)≥ pmax ≥ 1/m. Hence Lemma 6.5 implies
P
(
sup
x∈[0,1]
∣∣∣G(x)−x∣∣∣≥ yσ(p))≤ exp(−C1 y loglog y), y ≥C2. (6.7)
Since σ(p)≤ppmax → 0 by assumption, we get, in particular,
sup
u∈[0,1]
|G−1(u)−u| P−→ 0. (6.8)
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Let X ∼Unif[0,1]. Let V (1)m (resp. U (1)m ) be the point onT labs corresponding to X (resp. G−1(X )).
Then V (1)m has uniform distribution on the m vertices, and U
(1)
m is distributed according to p .
Let Hm be the height function ofT labs . Then∣∣∣dT labs (U (1)m ,V (1)m )− (Hm(G−1(X ))+Hm(X )−2min?Hm(u))∣∣∣≤ 2,
where min? denotes minimum taken over the interval [G−1(X )∧ X ,G−1(X )∨ X ]. Now [18,
Proposition 5 and Lemma 7] imply that the random function m−1/2Hm(·) converges weakly to
the continuous function 2e/σ under the usual Skorohod topology on D[0,1]. Since |G−1(X )−
X | P−→ 0, we conclude that
m−1/2dT labs
(
U (1)m ,V
(1)
m
) P−→ 0.
Taking k independent copies of X and repeating the same argument completes the proof. ■
Completing the proof of Lemma 6.3(i): By Lemma 6.4,Ts
d=T lab−s . Thus the claim follows by
an application of Lemma 6.6 with the choice
pi = 1 {ci = 0}
s0
.
■
6.2. Proof of Lemma 6.3(ii). We start with the following set of estimates.
Lemma 6.7. Let s˜ be a tenable ECD for a forest of plane trees, and let
z˜ =∑
i
s˜i −
∑
i
i s˜i , ∆˜=max
i
{i : s˜i 6= 0} , and m˜ :=
∑
i
s˜i ,
i.e., z˜ is the number of roots, ∆˜ is the maximum number of children, and m˜ is the total number
of vertices in any forest in Fs˜ . Sample a forest uniformly from Fs˜ , and let X j denote the number
of children of the root of the j -th tree, 1 ≤ j ≤ z˜. Then for any σ1, . . . ,σr ≥ 1 and 1 ≤ j1 < . . . <
jr ≤ z˜,
E
[
X σ1j1 × . . .×X
σr
jr
]
≤ r 2r
(∑
i
i 2 s˜i
m˜
)r (
1+ ∆˜
z˜
)
(∆˜)σ1+...+σr−r , (6.9)
whenever r ≤ m˜/2. As a consequence the sum of children of all roots in the randomly sampled
forest satisfies the moment bound
E
[
X1+ . . .+X z˜
]k ≤Kk(1+ ∆˜z˜
) k∑
r=1
z˜r
(∑
i
i 2 s˜i
m˜
)r
∆˜k−r (6.10)
whenever r ≤ m˜/2, and where Kk is a constant depending only on k.
Proof: Let δi = (0, . . . ,0,1,0, . . .) with 1 at the i -th position. Recall (see, e.g., [48, Equation 6.19])
that ∣∣Fs˜∣∣= z˜(m˜−1)!∏
i≥0 s˜i !
. (6.11)
By exchangeability, it is enough to consider X1, . . . , Xr . Since there is a bijection between
Fs˜−δi1−δi2 and the set of forests in Fs˜ for which X1 = i1 and X2 = i2,
P
(
X1 = i1, X2 = i2
)= |Fs˜−δi1−δi2 ||Fs˜ | . (6.12)
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When i1 6= i2,
P
(
X1 = i1, X2 = i2
)= (z˜−2+ i1+ i2)s˜i1 s˜i2
z˜(m˜−1)(m˜−2) ≤ 4
(
1+ i1+ i2
z˜
) s˜i1 s˜i2
m˜2
.
When i1 = i2 = i ,
P
(
X1 = i , X2 = i
)= (z˜−2+2i )s˜i (s˜i −1)
z˜(m˜−1)(m˜−2) ≤ 4
(
1+ 2i
z˜
) s˜2i
m˜2
.
In general,
P
(
X1 = i1, . . . , Xr = ir
)≤ 2r (1+ i1+ . . .+ ir
z˜
) s˜i1 × . . .× s˜ir
m˜r
≤ r 2r
(
1+ ∆˜
z˜
) s˜i1 × . . .× s˜ir
m˜r
.
Note that ∑
i≥1
iσ j
s˜i
m˜
≤ ∆˜(σ j−2)∨0∑
i≥1
i 2
s˜i
m˜
≤ ∆˜(σ j−1)∑
i≥1
i 2
s˜i
m˜
.
Combining the above, we get
E
[
X σ11 × . . .×X σrr
]
≤ r 2r
(
1+ ∆˜
z˜
)(∑
i
i 2 s˜i
m˜
)r
∆˜
∑r
j=1(σ j−1),
which proves (6.9). The bound in (6.10) follows by a direct expansion. ■
From (5.2) and (5.3) it is clear that
E
( |A(Ts(m) )|
s0
p
m
)k
= E
[
E
( 1p
m
fTs(m) (Um)
∣∣∣Ts(m))]k
≤ E
(
fTs(m) (Um)
k
mk/2
)
≤ E
( |B2(Ts ,Um)|k
mk/2
)
. (6.13)
Let s1(t ) = (s1,i (t ), i ≥ 0) be the ECD corresponding to vertices in [ρ,Um] when
Anc(1)(Ts ,Um) = t , i.e., s1,i (t ) is the number of vertices in [ρ,Um] with i many children when
Anc(1)(Ts ,Um)= t . Let
s˜(t ) := s− s1(t ).
Let F be the (random) plane forest with ranked roots obtained by deleting the vertices
of [ρ,Um] and the edges incident to them, rooting the resulting trees at the vertices in
B1(Ts ,Um), and ranking the roots using the depth-first order. Note that there is a bijection
between the realizations of (Ts ,Um) and of
(
Anc(1)(Ts ,Um),F
)
. Thus
P
(
F = f , Anc(1)(Ts ,Um)= t
)= 1
s0|Ts |
, for all f ∈ Fs˜(t ). (6.14)
Hence
P
(
Anc(1)(Ts ,Um)= t
)= |Fs˜(t )|
s0|Ts |
.
Writing Pt = (· | Anc(1)(Ts ,Um)= t ), it follows that
Pt
(
F = f )= 1|Fs˜(t )| for any f ∈ Fs˜(t ). (6.15)
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Define the conditional expectation operator Et in an analogous fashion. Let
E := {ht(Um)<m/2}.
By [2, Theorem 1],
P(E c )≤ 7exp(−cm). (6.16)
Let z˜,m˜,∆˜ be as in Lemma 6.7 with s˜ = s˜(t ). Then m˜ ≥m/2 on the event E , s˜i ≤ si , and ∆˜≤∆.
Thus it follows from Lemma 6.7 that
1E Et
[
|B2(Ts ,Um)|k
]
≤K
k∑
r=1
(
z˜r∆k−r + z˜r−1∆k−r+1
)
.
Hence
E
[
1E |B2(Ts ,Um)|k
]
≤K
k∑
r=1
(
∆k−r E
[∣∣B1(Ts ,Um)∣∣r ]+∆k−r+1E[∣∣B1(Ts ,Um)∣∣r−1]). (6.17)
Let Sexc be as in (6.2). Letting
p := (p1, . . . , pm), where pi = ci
m−1, i = 1, . . . ,m,
an application of Lemma 6.5 shows that
P
(
max
j∈[m]
∣∣∣ j∑
i=1
ppi(i+i0)−
j
m
∣∣∣≥ xσ(p))≤ exp(− c1x loglog x), for x ≥ c2,
where i0 has the same meaning as in (6.2). Since∣∣∣ j∑
i=1
(
cpi(i+i0)−1
)
m−1 −
( j∑
i=1
ppi(i+i0)−
j
m
)∣∣∣= j
m(m−1) ≤
1
m−1,
we conclude that
P
(
max
j∈[m]
∣∣Sexc( j )∣∣≥ ypm)≤ exp(− c y loglog y), y ≥ c ′.
This implies that the same tail bound holds for B−1 (Um). Since B
+
1 (Um)
d= B−1 (Um) and B1 =
B−1 +B+1 ,
P
(∣∣B1(Ts ,Um)∣∣≥ ypm)≤ exp(− c y loglog y), y ≥ c ′. (6.18)
Combining (6.17) and (6.18), we conclude that
sup
m
1
mk/2
E
[
1E |B2(Ts ,Um)|k
]
<∞.
From (6.16), it follows that
1
mk/2
E
[
1cE |B2(Ts ,Um)|k
]
≤ 7mk/2 exp(−cm).
We complete the proof of Lemma 6.3(ii) by combining these observations with (6.13). ■
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6.3. Proof of Lemma 6.3(iii). Note first that Lemma 6.3(ii) shows that |A(Ts(m) )|/m3/2 is tight.
Now clearly∣∣A(Ts(m) )∣∣k − ∣∣Aordk (Ts(m) )∣∣
= #
{(
(u1, v1), . . . , (uk , vk )
) ∈ A(Ts(m) )k ∣∣ {ui , vi }∩{u j , v j } 6= ; for some i 6= j}
≤ k2∣∣A(Ts(m) )∣∣k−2(R11+2R12+R22), (6.19)
where
R11 = #
{(
(u1, v1), (u2, v2)
) ∈ A(Ts(m) )2 ∣∣u1 = u2}, R12 = #{((u1, v1), (u2, v2)) ∈ A(Ts(m) )2 ∣∣u1 = v2},
and
R22 = #
{(
(u1, v1), (u2, v2)
) ∈ A(Ts(m) )2 ∣∣ v1 = v2}.
Now
R11 =
∑
u∈L (Ts )
∑
v1∈A(Ts ,u)
#
{
v2
∣∣ (u, v2) ∈ A(Ts(m) )}
≤m ∑
u∈L (Ts(m) )
fTs(m) (u)=m
∣∣A(Ts(m) )∣∣=mOP (m3/2)= oP (m3).
A similar argument shows that R12+R22 = oP (m3). Combined with (6.19), this gives∣∣A(Ts(m) )∣∣k − ∣∣Aordk (Ts(m) )∣∣=OP (m3(k−2)/2)oP (m3)= oP (m3k/2),
as desired. ■
6.4. Proof of Lemma 6.3(iv). We will make use of the following lemma.
Lemma 6.8. Let Um be uniformly distributed on the s0 leaves. Then
1p
m
max
k≤ht(Um )
∣∣∣∣#{v ∈ A(Ts(m) ,Um) ∣∣∣ ht(←−←−v )≤ k}− p0σ2k2
∣∣∣∣ P−→ 0.
We first prove Lemma 6.3(iv) assuming Lemma 6.8.
Completing the proof of Lemma 6.3(iv): Theorem 6.2 shows that the shape of the subtree
of m−1/2Ts spanned by (k+`) vertices sampled independently and uniformly from [m] con-
verges to the shape of σ−1Tk,`. By Lemma 6.3(i), the same conclusion holds if the first k ver-
tices are sampled independently and uniformly from the s0 leaves, and the other ` vertices are
sampled independently and uniformly from [m]. Convergence of the root-to-leaf measures
and the leaf values is a consequence of Lemma 6.8. ■
The rest of this section is devoted to the proof of Lemma 6.8. We start with the following
lemma.
Lemma 6.9. Let s˜ = s˜κ be a sequence of ECDs indexed by κ. We will suppress κ in the notation
most of the time. Let m˜, ∆˜, z˜ and X1, . . . , X z˜ be as in Lemma 6.7. Let f :Z≥0 →R≥0. Assume that
(i) z˜ →∞;
(ii) there exists a > 0 such that∑i≥0 f (i )s˜i /m˜ → a;
(iii) supκ
∑
i≥0 f 2(i )s˜i /m˜ <∞;
(iv) ∆˜= o(z˜); and
(v) max1≤i≤∆˜ f (i )= o(z˜).
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Then
1
z˜
· max
1≤ j≤z˜
∣∣ j∑
i=1
f (Xi )−a j
∣∣ P−→ 0.
Proof: An argument similar to the one used in (6.12) gives
P
(
X1 = i
)= (z˜−1+ i )s˜i
z˜(m˜−1) .
Hence
E
[ z˜∑
i≥1
f (Xi )
z˜
]
= E[ f (X1)]= ∆˜∑
i=1
( (z˜−1+ i )m˜
z˜(m˜−1)
) f (i )s˜i
m˜
→ a. (6.20)
Similarly, using (6.12), a direct computation shows that Cov
(
f (X1), f (X2)
)→ 0, which in turn
implies
Var
[ z˜∑
i≥1
f (Xi )
z˜
]
→ 0. (6.21)
Combining (6.20) and (6.21), we see that
z˜∑
i≥1
f (Xi )/z˜
P−→ a. (6.22)
Let Sˆ = (Sˆ0, Sˆ1, . . .) denote the empirical distribution of X1, . . . , X z˜ . Since
P
(
X1 = i1, . . . , X z˜ = i z˜
)= |Fs−sˆ ||Fs |
for any (i1, . . . , i z˜) with empirical distribution sˆ,
P
(
X1 = i1, . . . , X z˜ = i z˜
∣∣ Sˆ = sˆ)= ∏i≥0 sˆi !
z˜!
(6.23)
Define y1, . . . , y z˜ as follows:
y1 = . . .= ySˆ0 = 0, ySˆ0+1 = . . .= ySˆ0+Sˆ1 = 1, . . . .
Then conditional on Sˆ, the distribution (6.23) can be generated by uniformly permuting
y1, . . . , y z˜ and removing the y labels. Set
pˆ := (pˆ1, . . . , pˆ z˜), where pˆi = f (yi )∑z˜
j=1 f (y j )
.
From Lemma 6.5, for a uniform permutation pi (independent of Sˆ) on z˜ elements and ε> 0,
P
(
max
1≤ j≤z˜
∣∣∣ j∑
i=1
pˆpi(i )− j
z˜
∣∣∣≥ ε ∣∣∣ Sˆ)≤ exp(− c1( ε
σ(pˆ)
)
loglog
( ε
σ(pˆ)
))
on
{
c2σ(pˆ)≤ ε
}
. (6.24)
Since
σ(pˆ)2 ≤ pˆmax = z˜∑
1≤i≤z˜ f (Xi )
× max
1≤i≤∆˜
f (i )
z˜
P−→ 0,
we conclude from (6.24) that
P
(
max
1≤ j≤z˜
∣∣∣ ∑ ji=1 f (Xi )∑z˜
k=1 f (Xk )
− j
z˜
∣∣∣≥ ε)→ 0,
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which combined with (6.22) yields the claim. ■
Proof of Lemma 6.8: It follows from [18, Proposition 5] that
1p
m
max
k≤ht(Um )
∣∣∣#{v ∣∣ v ∈B−1 (Ts ,Um), ht(←−v )≤ k}− σ2k2
∣∣∣ P−→ 0, (6.25)
and a similar statement is true with B+1 by symmetry. Now recall from (6.15) that conditional
on Anc(1)(Ts ,Um), the forestF (defined around (6.14)) is uniformly distributed over Fs˜ , where
s˜ is the ECD of the vertices in [ρ,Um]c . We make the following observations about the forest
F :
(i) The ECD s˜ ofF satisfies
si −ht(Um)≤ s˜i ≤ si ,
where ht(Um)=ΘP (
p
m) by Theorem 6.2.
(ii) Similarly, the number of vertices m˜ (say) inF satisfies
m−ht(Um)≤ m˜ ≤m.
(iii) (6.25) and its analogue for B+1 combined with the fact ht(Um)=ΘP (
p
m) shows that the
number of roots ofF , namely |B (Ts ,Um)| satisfies
|B (Ts ,Um)| =ΘP (
p
m).
Thus, when s satisfies Assumption 6.1, the ECD of F and the function f (i ) = i satisfy the
assumptions of Lemma 6.9 with a = 1. This combined with (6.25) gives
1p
m
max
k≤ht(Um )
∣∣∣#{v ∣∣←−v ∈B−1 (Ts ,Um), ht(←−←−v )≤ k}− σ2k2
∣∣∣ P−→ 0, (6.26)
and a similar statement is true with B+1 .
Let F (2) be the plane forest with ranked roots obtained by deleting the vertices of
Anc(1)(Ts ,Um) and the edges incident to them, rooting the resulting trees at the vertices of
B2(Ts ,Um), and ranking them in the depth-first order. Then conditional on Anc(2)(Ts ,Um),
F (2) is again uniformly distributed over the set of plane forests with ranked roots with the re-
maining children sequence. Further, reasoning similar to above shows that the ECD of F (2)
and the function f (i )=1 {i = 0} satisfies the assumptions of Lemma 6.9 with a = p0.
Applying Lemma 6.9 to the forestF (2) and the function f (i )=1 {i = 0}, and combining this
with (6.26) yields the claim in Lemma 6.8. ■
6.5. Proof of Lemma 6.3(v). First recall from Lemma 6.3 (i) thatT Ls denoted the metric mea-
sure space obtained when the underlying tree is endowed with the uniform probability mea-
sure onL (Ts). Let U
(i )
m , 1≤ i ≤ k, and x1, . . . , xk be as in Lemma 6.3(iv). Lemma 6.3(i) together
with Theorem 6.2 shows that for all k ≥ 1,(
1p
m
Ts ,
1p
m
T Ls ,
1
k
p
m
(
ht(U (1)m )+ . . .+ht(U (k)m )
))
w−→
(
1
σ
T2e,
1
σ
T2e,
1
kσ
(
ht(x1)+ . . .+ht(xk )
))
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with respect to product topology induced by GHP topology on the first two coordinates and
Euclidean topology on R on the third coordinate. Thus by Lemma 6.8,(
1p
m
Ts ,
1
k
p
m
(
fTs (U
(1)
m )+ . . .+ fTs (U (k)m )
))
w−→
(
1
σ
T2e,
p0σ
2k
(
ht(x1)+ . . .+ht(xk )
))
. (6.27)
Now for any ε> 0 and k ≥ 1,
P
(∣∣∣ 1
k
p
m
(
fTs (U
(1)
m )+ . . .+ fTs (U (k)m )
)
− |A(Ts)|
s0
p
m
∣∣∣≥ ε)
=P
(∣∣∣ 1
k
p
m
(
fTs (U
(1)
m )+ . . .+ fTs (U (k)m )
)
− E
(
fTs (U
(1)
m )
∣∣Ts)p
m
∣∣∣≥ ε)
≤ 1
ε2km
E
[
Var
(
fTs (U
(1)
m )
∣∣Ts)]≤ 1
ε2km
E
[
fTs (U
(1)
m )
2
]
≤ C
ε2k
,
where the first equality holds because of (5.2) and the last step uses Lemma 6.3(ii). By a similar
argument, we can show that
P
(∣∣∣1
k
(
ht(x1)+ . . .+ht(xk )
)−∫
T2e
ht(x)µT2e (d x)
∣∣∣≥ ε)≤ C
ε2k
.
These observations combined with (6.27) yield( 1p
m
Ts ,
|A(Ts)|
s0
p
m
)
w−→
( 1
σ
T2e,
p0σ
2
∫
T2e
ht(x) µT2e (d x)
)
,
which is the desired result. ■
7. ASYMPTOTICS FOR CONNECTED GRAPHS WITH GIVEN DEGREE SEQUENCE
The aim of this section is to prove Theorems 2.6 and 2.7. We will start with a construction
of the uniform measure on the space of simple connected graphs with a prescribed degree
sequence with some fixed number k of surplus edges (Lemma 7.1). Using this lemma together
with the technical lemma 6.3, we will then complete the proofs of the above two theorems.
7.1. Construction of connected graphs with given degree sequence. Let d˜ = d˜(m˜) be as in
Theorem 2.6, and recall thatG con
d˜
represents a random connected graph with degree sequence
d˜ sampled uniformly from Gcon
d˜
. Recall also that under Assumption 2.5, d˜1 = 1. Consider the
remaining vertices {2, . . . ,m˜}, and form the children sequence c = (c j : 2≤ j ≤ (m˜+2k)) via
c := (d˜2−1, . . . , d˜m˜ −1,0, . . . ,0) (with 2k zeros at the end). (7.1)
By the hypothesis of Theorem 2.6,
m˜+2k∑
j=2
c j = (m˜−1+2k)−1, (7.2)
and thus c represents a valid children sequence for a tree on
m := m˜−1+2k (7.3)
vertices. Let s = s (m) = (s0, s1, . . .) be the empirical distribution of c , i.e.,
si = #
{
j : c j = i
}
. (7.4)
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Sample (T˜s , X˜ ) from T
(k)
s uniformly. Assume that X˜ = {(u1, v1), . . . , (uk , vk )}, where
(u1, v1)¿ . . .¿ (uk , vk ).
Label u j as m˜+2 j−1 and v j as m˜+2 j , 1≤ j ≤ k. Label the other m˜−1 vertices of T˜s uniformly
using labels 2, . . . ,m˜ so that in the resulting labeled plane tree j has d˜ j − 1 many children.
(Thus there are (s0− 2k)!×∏i≥1 si ! many ways of obtaining such a labeling of T˜s). Call this
labeled, plane tree T˜ labs . Construct the graph I (T˜
lab
s , X˜ ), attach a vertex labeled 1 to the
root, and then forget about the planar order and the root. Let G be the resulting graph.
Lemma 7.1. Let G be the random graph resulting from the above construction. Then G ∼
Unif(Gcon
d˜
), i.e., G
d=G con
d˜
.
Proof: Fix a graph G ∈ Gcon
d˜
. Root the graph at the only neighbor of 1 (recall that d˜1 = 1), and
remove the vertex 1 and the edge incident to it. Suppose H is the resulting rooted, labeled
graph. We can construct a labeled plane tree from H in the following way:
(i) Call the root u1. Set the status of all its neighbors as “discovered,” and set the status of u1
as “explored.” Shuffle all its neighbors uniformly and go to the “leftmost” neighbor and
call it u2.
(ii) When we are at uk (k ≥ 2), search for all its neighbors (other than uk−1) in the graph at
that time. If none of these neighbors have been discovered previously, then shuffle them
uniformly, set their status as “discovered,” set the status of uk as “explored,” and go to
the leftmost neighbor and call it uk+1.
If some of these neighbors have been previously discovered, then these edges create
surplus. Suppose we have found `0 many surplus edges before exploring uk , and at uk
we found `1 many new surplus edges e1, . . . ,e`1 . Assume that e j = (uk , y j ) and y1 ≺DF
. . . ≺DF y`1 . For j = 1, . . . ,`1, delete the edge e j , and create two leaves labeled m˜+2`0+
2 j −1 and m˜+2`0+2 j , where uk =
←−−−−−−−−−−−−−
m˜+2`0+2 j −1 (i.e., uk is the parent of leaf labeled
m˜+2`0+2 j −1) and similarly y j =
←−−−−−−−−−−
m˜+2`0+2 j . Shuffle the neighbors of uk uniformly
(including the newly created leaves), set their status as “discovered,” set the status of uk
as “explored,” and move to the leftmost neighbor and call it uk+1. (Note that we do not
set the status of m˜+2`0+2 j , j = 1, . . . ,`1 as discovered.)
If uk has no neighbors other than uk−1, then go to the next (in the depth-first order)
discovered but unexplored vertex and call it uk+1.
Let t lab be the resulting labeled plane tree and set x = {(m˜+1,m˜+2), . . . , (m˜+2k−1,m˜+2k)}.
Note that (m˜+2`0+2 j −1,m˜+2`0+2 j ) is an admissible pair for 1≤ j ≤ k. Note also that the
children sequence of t lab is always c defined in (7.1). Thus (t lab,x) is a (labeled) element of
T
(k)
s . Let DF(H) be the set of all labeled elements of T
(k)
s one can obtain in this way. Then∣∣DF(H)∣∣= m˜∏
j=2
(d˜ j −1)!.
Now
P
(
(T˜ labs , X˜ )= (t ,x)
)= 1|T(k)s | × 1(s0−2k)!×∏i≥1 si ! for every (t ,x) ∈DF(H).
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Thus
P
(
I (T˜ labs , X˜ )=H
)= ∑
(t ,x)∈DF(H)
P
(
(T˜ labs , X˜ )= (t ,x)
)
=
∏m˜
j=2(d˜ j −1)!
|T(k)s |
× 1
(s0−2k)!×∏i≥1 si ! . (7.5)
Since this probability is constant and the map from G to H is a bijection, we get the desired
result. ■
7.2. Proof of Theorem 2.6. Let s = s (m) be as in (7.4). Note that when d˜(m˜) satisfies Assumption
2.5, s (m) satisfies Assumption 6.1 with limiting p.m.f. (pi : i ≥ 0), where
pi := p˜i+1, i = 0,1, . . . .
In view of Lemma 7.1, it is enough to prove the result for m˜−1/2I (T˜s , X˜ ). Recall the definition
ofQ(·, ·) from Section 5.1. Then
dGHP
( 1p
m˜
I (T˜s , X˜ ),
1p
m˜
Q(T˜s , X˜ )
)
≤ 5kp
m˜
.
Thus it is enough to prove the the result for the space m−1/2Q(T˜s , X˜ ) (recall the definition of
m from (7.3)).
Recall the various notions of weak convergence on the space of metric measure spaces de-
fined in Section 3.1. We will first prove convergence of m−1/2Q(T˜s , X˜ ) in the Gromov-weak
topology by making use of a technique from [13] and then strengthen it to convergence in the
GHP sense. Let Φ and φ be as in (3.6). Then
E
(
Φ
( 1p
m
Q
(
T˜s , X˜
)))=
∑
(t ,x)∈T(k)s Φ
(
1p
m
Q
(
t ,x
))
|T(k)s |
=
∑
t∈Ts
∑
x∈Ak (t )Φ
(
1p
m
Q
(
t ,x
))/(|Ts | · sk0 mk/2)∑
t∈Ts |Ak (t )|
/(|Ts | · sk0 mk/2)
=
∑
t∈Ts
∑
x∈Aordk (t )Φ
(
1p
m
Q
(
t ,x
))/(|Ts | · sk0 mk/2)∑
t∈Ts |Aordk (t )|
/(|Ts | · sk0 mk/2) . (7.6)
Next, ∑
t∈Ts
∑
x∈Aordk (t )Φ
(
1p
m
Q
(
t ,x
))
|Ts | · sk0 mk/2
= E
[ ∑
x∈Aordk (Ts )
Φ
( 1p
m
Q
(
Ts ,x
)) 1
sk0 m
k/2
]
(7.7)
= E
[ ∑
x∈A(Ts )k
Φ
( 1p
m
Q
(
Ts ,x
)) 1
sk0 m
k/2
]
+o(1),
where the second equality follows from Lemma 6.3 (ii) and (iii). Writing
x = ((u1, y1), . . . , (uk , yk )), ∑1 = ∑
u1∈L (Ts )
...
uk∈L (Ts )
, and
∑
2 =
∑
y1∈A(Ts ,u1)
...
yk∈A(Ts ,uk )
,
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we note that
1
sk0 m
k/2
∑
x∈A(Ts )k
Φ
( 1p
m
Q
(
Ts ,x
))= 1
sk0 m
k/2
∑
1
∑
2 Φ
( 1p
m
Q
(
Ts ,x
))
(7.8)
=∑1( 1
sk0
) k∏
i=1
( fTs (ui )p
m
)∑
2
k∏
i=1
( 1
fTs (ui )
)
Φ
( 1p
m
Q
(
Ts ,x
))
.
Let U = (U (i )m : 1 ≤ i ≤ k), V = (V ( j )m : 1 ≤ j ≤ `), and Ts(U ,V ) be as in Lemma 6.3(iv). We now
recall some constructs from [13]. Recall the space T∗J from Section 3.4. Let t be an element in
T∗k+`. Denote its root by ρ and its leaves by
zk,k+` := (z1, z2, . . . , zk , zk+1, . . . , zk+`). (7.9)
Also recall that for each i , there is a probability measure νt,i (·) on the path [ρ, zi ] for 1 ≤ i ≤
k+`. For 1≤ i ≤ k, sample yi according to the distribution νt,i (·) independently for different
i and identify zi with yi . Let t′ denote the (random) space thus obtained, and let dt′ denote
the induced metric on t′. Define the function g (k)φ : T
∗
k+`→R by
g (k)φ (t) :=
{
E
[
φ
(
dt′(zi , z j ) : k+1≤ i ≤ k+`
)]
, if t 6= ∂,
0, if t= ∂. (7.10)
In words, we look at the expectation of φ applied to the pairwise distances between the last `
leaves after sampling yi on the path [ρ, zi ] for 1 ≤ i ≤ k and identifying zi with yi . Note that
here the expectation is only taken over the choices of yi .
Write dQ for the induced metric on the space m−1/2Q
(
Ts ,x
)
, and let
∑
3 =
∑
v1,...,v`∈[m].
Then
Φ
( 1p
m
Q
(
Ts ,x
))=∑3 1
m`
φ
(
dQ(vi , v j ) : 1≤ i < j ≤ `
)
.
Writing u = (u1, . . . ,uk ) and v = (v1, . . . , v`), we immediately see that∣∣∣∑2 k∏
i=1
( 1
fTs (ui )
)
Φ
( 1p
m
Q
(
Ts ,x
))−∑3 1
m`
g (k)φ
( 1p
m
Ts(u,v )
)∣∣∣≤ ‖φ‖∞P(Ts(u,V )= ∂∣∣Ts).
Since P
(
Ts(U ,V ) = ∂
) → 0 (by Lemma 6.3(iv)), and ∏ki=1 ( fTs (U (i )m )/pm) is uniformly inte-
grable (by Lemma 6.3(ii)), combining the last display with (7.7) and (7.8),∑
t∈Ts
∑
x∈Aordk (t )Φ
(
1p
m
Q
(
t ,x
))
|Ts | · sk0 mk/2
= E
[ k∏
i=1
( fTs (U (i )m )p
m
)
g (k)φ
( 1p
m
Ts(U ,V )
)]
+o(1). (7.11)
Since the functional g (k)φ is continuous on the space T
∗
k+` [13, Proposition 4.25], combining
(7.11) with Lemma 6.3(iv) and using uniform integrability (Lemma 6.3(ii)), we get∑
t∈Ts
∑
x∈Aordk (t )Φ
(
1p
m
Q
(
t ,x
))
|Ts | · sk0 mk/2
(7.12)
→
(p0σ
2
)k
E
[∫
x1∈T2e
. . .
∫
xk+`∈T2e
µ⊗k+`T2e (d x1 . . .d xk+`)
k∏
i=1
ht(xi ) · g (k)φ
( 1
σ
Tk,`
)]
.
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Taking Φ≡ 1 in (7.12), we get∑
t∈Ts |Aordk (t )|
|Ts | · sk0 mk/2
→
(p0σ
2
)k
E
[(∫
T2e
ht(x) µT2e (d x)
)k]
. (7.13)
Combining the above, we conclude that
E
[
Φ
( 1p
m
Q
(
T˜s , X˜
))]→ E
[∫
x1
. . .
∫
xk+` µ
⊗k+`
T2e
(d x1 . . .d xk+`)
∏k
i=1 ht(xi ) · g (k)φ
(
1
σ
Tk,`
)]
E
[(∫
T2e
ht(x) µT2e (d x)
)k] ,
= E
[
Φ
( 1
σ
M (k)
)]
.
This shows that
1p
m
Q
(
T˜s , X˜
) w−→ 1
σ
M (k) (7.14)
in the Gromov-weak sense.
We now want to lift it to GHP convergence. To this end, for any metric measure space
(X ,d ,µ) and δ> 0, define
κδ(X )= κδ(X ,d ,µ) := inf
x∈X
{
µ
{
y : d(y, x)≤ δ}}.
From the definition of (T˜s , X˜ ) (given right below (7.2)), it is clear that
P
(
T˜s = t
)= |Ak (t )||T(k)s | =
|Aordk (t )|∑
t ′∈Ts |Aordk (t ′)|
for any t ∈Ts . Hence for any bounded continuous (w.r.t. GHP topology) h,
E
[
h
( 1p
m
T˜s
)]
=
E
[
h
(
1p
m
Ts
)
· ∣∣Aordk (Ts)∣∣s−k0 m−k/2]
E
[|Aordk (Ts)|s−k0 m−k/2] .
Using Lemma 6.3(iii), and Lemma 6.3(v) together with uniform integrability (6.3(ii)), we con-
clude that
E
[
h
( 1p
m
T˜s
)]
→ E
[
h
( 1
σ
T2e˜(k)
)]
,
where e˜(k) is as defined before (3.12). Hence m−1/2T˜s
w−→ σ−1T2e˜(k) in the GHP sense, and
in particular, for each δ > 0, 1/κδ
(
m−1/2T˜s
)
, m ≥ 1 is a tight sequence of random variables.
This immediately implies that 1/κδ
(
m−1/2Q(T˜s , X˜ )
)
, m ≥ 1 is also a tight sequence of random
variables for each δ> 0. Combining this with (7.14) and [9, Theorem 6.1], we see that
1p
m
Q
(
T˜s , X˜
) w−→ 1
σ
M (k)
in the GHP sense. This concludes the proof of Theorem 2.6. ■
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7.3. Proof of Theorem 2.7. Recall the relation between m and m˜ from (7.3). Now it follows
from (7.5) that ∣∣Gcon
d˜
∣∣= ∣∣T(k)s ∣∣× (s0−2k)!×∏i≥1 si !∏m˜
j=1(d˜ j −1)!
.
Further, ∣∣T(k)s ∣∣= ∑
t∈Ts
|Ak (t )| =
∑
t∈Ts
|Aordk (t )|/k !.
It thus follows that∣∣Gcon
d˜
∣∣= sk0 mk/2× ∣∣Ts∣∣× (s0−2k)!×∏i≥1 si !∏m˜
j=1(d˜ j −1)!×k !
× ∑
t∈Ts
|Aordk (t )|∣∣Ts∣∣sk0 mk/2
∼ s
k
0 m
k/2× (m˜+2k−2)!× (s0−2k)!
s0!×∏m˜j=1(d˜ j −1)!×k ! ×
(p0σ
2
)k
E
[(∫ 1
0
2e(x)d x
)k]
,
where the last step uses (7.13) and the expression for |Ts | from (6.11). Using the relations
m/m˜ ∼ 1 and s0!/(s0−2k)!∼ sk0 (mp0)k , a simple rearrangement of terms completes the proof.
■
8. PROOF OF THEOREMS 2.1 AND 2.4
We start with the distribution of the configuration model.
Lemma 8.1 ([32], Proposition 7.7). Let G be a multigraph on vertex set [n] in which there are
xi j many edges between i and j , 1 ≤ i < j ≤ n, and vertex i has xi i many loops. Let d i =
xi i +∑nj=1 xi j be the total degree of i (note that a loop contributes two to the degree). Let
d= (d 1, . . . ,d n), and `n =
n∑
i=1
d i .
Then
Pn,d
(
G
)= 1
(`n −1)!!
×
∏
i∈[n] d i !∏
i∈[n] 2xi i
∏
1≤i≤ j≤n xi j !
.
We now state two fundamental results about the configuration model and uniform simple
graphs with prescribed degree.
(a) From Lemma 8.1 (see also [16,43]), it follows that conditional on being simple, the config-
uration model has the same distribution as Gn,d, i.e.,
P
(
CMn(d) ∈ ·
∣∣ CMn(d) ∈Gn,d) :=P(Gn,d ∈ ·). (8.1)
(b) By [36, Theorem 1.1], under Assumption 2.3, there exists a constant c > 0 such that the
probability that CMn(d) is simple satisfies
P
(
CMn(d) ∈Gn,d
)→ c, as n →∞. (8.2)
This connection between CMn(d) and Gn,d is a very useful tool as it enables one to prove
certain results about the uniform simple graph with given degrees by first obtaining a similar
result for the configuration model, and then using (8.1) and (8.2) to deduce the same for the
simple graph.
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For any nonnegative random variable X with EX > 0, define the corresponding size biased
random variable X ◦ with distribution given by
P
(
X ◦ ≤ x)= E[X1X≤x]
E
[
X
] , x ∈ [0,∞).
Proposition 8.2. Assume that d satisfies Assumption 2.3 with limiting random variable D, and
let D◦ denote the corresponding size-biased random variable. Let
p◦i :=P
(
D◦ = i )= iP(D = i )
E
[
D
] , i = 1,2, . . . .
(i) Let C(k) be the k-th largest component of CMn(d). Then the following hold for each k ≥ 1:
1
|C(k)|
∑
v∈C(k)
d 2v
P−→∑
i≥1
i 2p◦i <∞; (8.3)
P
(
C(k) is simple
)→ 1; (8.4)
1
|C(k)|
#
{
v ∈C(k) : dv = i
} P−→ p◦i for i ≥ 1. (8.5)
(ii) Further (8.3) and (8.5) continue to hold if we replace CMn(d) by Gn,d.
Proof: Given a sequence a1, . . . , a` of positive real numbers, the (random) size-biased permu-
tation pi(1), . . . ,pi(`) can be obtained as follows:
P
(
pi(1)= i )= ai∑`
j=1 a j
, and P
(
pi(k)= i ∣∣Sk−1)= ai∑
j∉Sk−1 a j
, k = 2, . . . ,`,
whereSk = {pi(1), . . . ,pi(k)}. It is a standard fact that the random graph CMn(d) can be explored
in a depth-first way so that the vertices appear as a size-biased permutation, where vertex i
has size di ; see [25, Section 5.1] or [49]. It further follows from [25, Lemma 15] and Theorem
3.2 that for every ε> 0, there exists Tε > 0 such that
limsup
n
P
(
C(k) is explored by time Tεn
2/3)≥ 1−ε. (8.6)
[25, Lemma 5] shows that for every T > 0,
sup
0≤u≤T
∣∣∣ 1
n2/3
bun2/3c∑
i=1
d 2pi(i )−
σ3u
σ1
∣∣∣ P−→ 0, (8.7)
where σr = E[Dr ], r = 1,2,3. Combining (8.6) and (8.7), we get
1
n2/3
( ∑
v∈C(k)
d 2v −
σ3
σ1
∣∣C(k)∣∣) P−→ 0.
Since σ3/σ1 = E
[
D◦2
]=∑i≥1 i 2p◦i , the last display together with Theorem 3.2 yields (8.3).
(8.4) follows from [25, Section 5.3] or by following verbatim the proof of this exact result
but under slightly different moment assumptions in [24, Equation 7.6]. (8.5) follows from
[25, Equation 6.4].
Finally, part (ii) follows from (i) by an application of (8.1) and (8.2). ■
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Proof of Theorem 2.4(i). Note thatP
(
D = 1)> 0 under Assumption 2.3. Hence p◦1 > 0. Further,
under Assumption 2.3, ∑
i≥1
i p◦i = E
[
D◦
]= ED2/ED = 2.
Hence, by Proposition 8.2 (ii), for every k ≥ 1, (dv : v ∈C(k)) satisfies Assumption 2.5 (after a
possible relabeling of vertices) with limiting p.m.f. (p◦1, p
◦
2, . . .).
LetP denote the partition ofGn,d into different components. Then conditional onP , each
component is uniformly distributed over the set of simple, connected graphs with the degrees
prescribed by the partitionP . Further, different components are conditionally independent.
We thus conclude using Theorem 3.2 and Theorem 2.6 that for every k ≥ 1,
n−2/3
(|C(1)|, . . . , |C(k)|) w−→ (|γµD(1) (λ)|, . . . , |γµD(k) (λ)|)
jointly with ( 1√|C(1)|C(1), . . . , 1√|C(k)|C(k)
)
w−→ αDp
ηD
(
S1, . . . ,Sk
)
in the GHP sense, where Si are as in Construction 3.5, and ηD , and αD are as in Theorem 3.2.
(Here we have used the fact
∑
i≥1 i 2p◦i −4= ηD /α2D .) Combining the two yields the result. ■
Proof of Theorem 2.4(ii). By Proposition 8.2 (i), for every k ≥ 1, (dv : v ∈ C(k)) satisfies As-
sumption 2.5 (after a possible relabeling of vertices) with limiting p.m.f. (p◦1, p
◦
2, . . .). As before,
let P denote the partition of CMn(d) into different components. For each k ≥ 1, define the
event
Ek :=
{
C( j ) is simple for all 1≤ j ≤ k
}
.
Then note that by Lemma 8.1, conditional on the event Ek ∩ {P = P }, C( j ), j ≥ 1 are indepen-
dent, and for each i ≤ k,C(i ) is uniformly distributed over the set of simple, connected graphs
with the degrees prescribed by the partition P . Since P(E ck )→ 0 by (8.4), the result follows by
imitating the argument used in the proof of Theorem 2.4(i). ■
Proof of Theorem 2.1(ii). For every u ≥ 0, let V u denote the vacant set left by a random walk
on CMn(d
(n)
r ) run up to time nu. Let E
u be the set of all edges of CMn(d
(n)
r ) both of whose
endpoints are in V u , i.e.,
E u := {{v1, v2} ∈CMn(d(n)r ) : v1, v2 ∈ V u}.
Define the vacant graph V u by V u := ([n],E u), and let Du := (Du( j ) : j ∈ [n]) be the degree
sequence of V u . Then, by [20, Proposition 3.1], for any collection A of multigraphs on [n],
Pn,r
(
V u ∈ A)=∑
d
Pn,r
(
Du = d)×Pn,d(A). (8.8)
In words, the vacant graph V u can be generated in two steps: (i) sample the degree sequence
Du under the annealed measure Pn,r , and then (ii) construct a configuration model with this
degree sequence.
Let su = (su0 , . . . , sur ) denote the empirical distribution of Du . Then, by [20, Equation 6.1], for
every ε> 0,
Pn,r
(∣∣∣ 1
n
su?i −P
(
Dvac = i
)∣∣∣≥ ε)→ 0, 0≤ i ≤ r,
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where u? is as in (2.1), and Dvac is as in (3.14). The simple observation∣∣su?i − suni ∣∣≤ (|a0|+1)n2/3(r +1)
for large n when un satisfies (2.3) leads to
Pn,r
(∣∣∣ 1
n
suni −P
(
Dvac = i
)∣∣∣≥ ε)→ 0, 0≤ i ≤ r. (8.9)
Further, by [20, Equation 6.4],
Pn,r
(
n1/3
∣∣∣∑ri=0(i 2−2i )suni∑r
i=0 i s
un
i
−λvac
∣∣∣≥ ε)→ 0, (8.10)
where λvac is as in (3.13). Combining (8.9) and (8.10), we see that the degree sequence Dun
satisfies Assumption 2.3 with limiting random variable Dvac and λ= λvac. In view of (8.8), an
application of Theorem 2.4(ii) completes the proof. ■
Proof of Theorem 2.1(i). Let V u , Du , and su be as in the proof of Theorem 2.1(ii), but with
Gn,r as the underlying graph (instead of CMn(d
(n)
r )). By [23, Lemma 7], the analogue of (8.8) is
true in this case, i.e.,
Pn,r
(
V u ∈ A)=∑
d
Pn,r
(
Du = d)×Pn,d (A),
for any collection A of simple graphs on [n]. Further, using (8.1) and (8.2), we conclude that
(8.9) and (8.10) continue to hold in this case. We complete the proof by an application of
Theorem 2.4(i). ■
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