Multimodale chemisch-sensitive Bildgebung: Implementierung und Evaluierung neuer mikrospektroskopischer Ansätze by Grüner, Roman Sirko
Multimodale chemisch-sensitive Bildgebung – 
Implementierung und Evaluierung 






zur Erlangung des akademischen Grades 
Doktor der Ingenieurwissenschaften (Dr.-Ing.) 
 
vorgelegt dem Rat 
der Chemisch-Geowissenschaftlichen Fakultät 
der Friedrich-Schiller-Universität Jena 
 
von Dipl.-Ing. Roman Sirko Grüner, 


























1. Gutachter: Prof. Dr. Jürgen Popp 
(Institut für Physikalische Chemie, Jena) 
 
2. Gutachter: Prof. Dr. Rainer Heintzmann 
(Institut für Physikalische Chemie, Jena) 
 
Datum der Disputation: 04.02.2016 




Abbildungsverzeichnis ..................................................................................................................... 8 
Tabellenverzeichnis ........................................................................................................................ 12 
Formelverzeichnis ........................................................................................................................... 13 
Abkürzungsverzeichnis .................................................................................................................. 14 
Vorwort ............................................................................................................................................ 16 
1 Einführung ................................................................................................................................. 17 
1.1 Das Mikroskop und seine Entwicklung ......................................................................... 17 
1.2 Stimulierte Kontrastmechanismen .................................................................................. 18 
1.3 Klinische Applikationen ................................................................................................... 19 
2 Ziele und Inhalte der Arbeit .................................................................................................... 20 
2.1 Hardware............................................................................................................................. 20 
2.2 Software .............................................................................................................................. 22 
2.3 Struktur der Dissertation .................................................................................................. 23 
3 Grundlagen ................................................................................................................................. 24 
3.1 Lichtmikroskopie ............................................................................................................... 24 
3.2 Kontrastgebung ................................................................................................................. 24 
3.3 Konfokalmikroskopie ....................................................................................................... 25 
3.4 Chemischer Kontrast ........................................................................................................ 27 
3.4.1 Fluoreszenz .............................................................................................................. 27 
3.4.2 Multi-Photonen-Mikroskopie ............................................................................... 28 
3.4.3 Streuprozesse ........................................................................................................... 29 
3.4.4 CARS ........................................................................................................................ 31 
3.4.5 Unterdrückung des nicht-resonanten CARS-Untergrundes ............................. 34 
3.4.5.1 Spektrale Breite der Anregung ......................................................................... 34 
3.4.5.2 P-CARS ............................................................................................................... 36 
3.4.5.3 E-CARS .............................................................................................................. 36 
3.4.5.4 T-CARS / FT-CARS ........................................................................................ 36 
3.4.5.5 Doppel-Frequenzkamm-CARS ....................................................................... 36 
3.4.5.6 Postprocessing-CARS ....................................................................................... 37 
3.4.5.7 Heterodynes CARS ........................................................................................... 37 
3.4.5.8 Einzelpuls-CARS ............................................................................................... 37 
3.4.5.9 Spektrales Fokussieren ...................................................................................... 38 
4 Mikroskop ................................................................................................................................... 40 
4.1 Anforderungen ................................................................................................................... 40 
4.1.1 Spektroskopische Analysen ................................................................................... 40 
4.1.2 Image-Mapping ....................................................................................................... 41 
4 Inhaltsverzeichnis 
 
4.1.3 Vorwärts- und Epi-Detektion ............................................................................... 42 
4.2 Konfigurationen................................................................................................................. 42 
4.2.1 Strahlpräparation ..................................................................................................... 42 
4.2.1.1 OPO-Ausgänge .................................................................................................. 43 
4.2.1.2 HighQ-Ausgang ................................................................................................. 44 
4.2.1.3 Pilotlaser und Faserbeleuchtung ..................................................................... 45 
4.2.2 Strahlkombination und -trennung, Detektion und Kamera ............................. 45 
4.2.2.1 OPO allein .......................................................................................................... 46 
4.2.2.2 OPO und HighQ ............................................................................................... 47 
4.2.2.3 Epi-Detektion .................................................................................................... 48 
4.2.2.4 Kamera ................................................................................................................ 49 
4.2.2.5 Vorwärts-Detektion .......................................................................................... 51 
5 Software ...................................................................................................................................... 53 
5.1 Ansätze ................................................................................................................................ 53 
5.1.1 Stand der Technik und Motivation ...................................................................... 53 
5.1.2 Plattform und Betriebssystem ............................................................................... 54 
5.1.3 Compiler ................................................................................................................... 54 
5.1.4 Bibliotheken und Entwicklungsumgebung ......................................................... 55 
5.2 Anforderungen ................................................................................................................... 55 
5.2.1 Strukturelle Anforderungen .................................................................................. 56 
5.2.1.1 Datenstrukturen ................................................................................................. 56 
5.2.1.2 Modularität ......................................................................................................... 56 
5.2.2 Funktionelle Anforderungen ................................................................................. 57 
5.2.2.1 Geräteklassen ..................................................................................................... 57 
5.2.2.2 Basisfunktionen des Rahmenwerks ................................................................ 58 
5.2.2.3 Generische Funktionen .................................................................................... 58 
5.2.2.4 Funktionen von Tischen und Scannern ......................................................... 58 
5.2.2.5 Funktionen von Erfassungsgeräten ................................................................ 59 
5.2.2.6 Funktionen von Anzeigegeräten ..................................................................... 59 
5.2.2.7 Funktionen von Datenfiltern ........................................................................... 59 
5.3 Umsetzung .......................................................................................................................... 59 
5.4 Diskussion und Ausblick .................................................................................................. 59 
5.4.1 Cmicro ...................................................................................................................... 60 
5.4.2 Optimierungsansätze .............................................................................................. 60 
6 Anwendungen und Beispiele .................................................................................................... 62 
6.1 Hyperspektrales CARS ..................................................................................................... 62 
6.1.1 Leistungsnormierung .............................................................................................. 62 
6.1.2 Toluol ....................................................................................................................... 63 
Inhaltsverzeichnis 5  
 
6.1.3 Xeloda ....................................................................................................................... 67 
6.1.4 Beta-Carotin ............................................................................................................. 68 
6.1.5 Konzentrationsreihe von Beta-Carotin ............................................................... 71 
6.2 Bildgebung .......................................................................................................................... 74 
6.2.1 Polymethylmethacrylat ........................................................................................... 74 
6.2.2 Haut .......................................................................................................................... 76 
6.2.3 Hyperspektrale Bildgebung ................................................................................... 78 
6.2.4 Stabilisierte, hyperspektrale Bildgebung .............................................................. 81 
7 Zusammenfassung ..................................................................................................................... 83 
8 Referenzen .................................................................................................................................. 84 
9 Anhänge ...................................................................................................................................... 95 
9.1 Hardware-Komponenten des Mikroskops .................................................................... 95 
9.1.1 Modengekoppelter Pikosekunden-Laser ............................................................. 95 
9.1.2 Optisch parametrischer Oszillator ....................................................................... 96 
9.1.3 Variable Verzögerungsstrecke ............................................................................... 98 
9.1.4 /2 -Platte ................................................................................................................ 98 
9.1.5 Leistungsstabilisierung ........................................................................................... 98 
9.1.5.1 Motivation .......................................................................................................... 98 
9.1.5.2 Ansätze ................................................................................................................ 99 
9.1.5.3 Konstruktion .................................................................................................... 103 
9.1.5.4 Steuerungsvarianten des Rotationstisches ................................................... 106 
9.1.5.5 Dimensionierung des Reglers ........................................................................ 108 
9.1.5.6 Zusammenfassung ........................................................................................... 113 
9.1.6 Mikroskop-Stativ Olympus BXFM .................................................................... 113 
9.1.7 Scantisch MadCityLabs Nano-View .................................................................. 114 
9.1.8 Externer Triggerimpulsgeber .............................................................................. 115 
9.1.8.1 Varianten der Steuerung ................................................................................. 115 
9.1.8.2 Schema des externen Triggerimpulsgebers .................................................. 118 
9.1.8.3 Wahl der Plattform .......................................................................................... 118 
9.1.8.4 Implementation ............................................................................................... 121 
9.1.8.5 Hardware .......................................................................................................... 122 
9.1.8.6 Funktionsweise ................................................................................................ 124 
9.1.8.7 Ergebnisse ........................................................................................................ 128 
9.1.9 Faserschalter .......................................................................................................... 129 
9.1.10 Analog-Digital-Umsetzer-Karte ......................................................................... 130 
9.1.11 Avalanche-Photo-Diode (APD) ......................................................................... 132 
9.1.12 Photo multiplier tube (PMT) .............................................................................. 133 
9.1.13 Faserspektrometer ................................................................................................ 134 
6 Inhaltsverzeichnis 
 
9.2 Software-Komponenten des Mikroskops .................................................................... 136 
9.2.1 Compiler und Versionsverwaltung ..................................................................... 136 
9.2.2 Strukturkonzept .................................................................................................... 136 
9.2.2.1 Konventionen .................................................................................................. 136 
9.2.2.2 Projekte ............................................................................................................. 136 
9.2.2.3 Modulverwendung .......................................................................................... 138 
9.2.2.4 Rahmenwerk in der Anwendung .................................................................. 139 
9.2.2.5 Module .............................................................................................................. 139 
9.2.2.6 Bibliotheken ..................................................................................................... 140 
9.2.2.7 Instanzen und Parameter................................................................................ 141 
9.2.2.8 Instanztypen ..................................................................................................... 141 
9.2.2.9 Experiment ....................................................................................................... 142 
9.2.2.10 Capture-Instanzen ........................................................................................... 142 
9.2.2.11 Stack .................................................................................................................. 143 
9.2.2.12 Scanzustand ...................................................................................................... 144 
9.2.2.13 Datendateiformat............................................................................................. 144 
9.2.2.14 Setupdateiformat ............................................................................................. 145 
9.2.2.15 Einstellungen .................................................................................................... 146 
9.2.2.16 Viewerdateiformat ........................................................................................... 146 
9.2.3 Bedienkonzept ....................................................................................................... 146 
9.2.3.1 Konstruktion von Cmicro.exe ....................................................................... 146 
9.2.3.2 Programmmodi ................................................................................................ 146 
9.2.3.3 Konstruktion .................................................................................................... 148 
9.2.3.4 Parametrieren und Erfassen ........................................................................... 150 
9.2.3.5 Wiedergabe ....................................................................................................... 154 
9.2.3.6 BasicViewersLib.dll ......................................................................................... 156 
9.2.3.7 Start von Cmicro ............................................................................................. 157 
9.2.3.8 DummiesLib.dll ............................................................................................... 158 
9.3 Zusätzliche Software-Werkzeuge .................................................................................. 159 
9.3.1 RotStable ................................................................................................................ 159 
9.3.2 OPOStable2 ........................................................................................................... 160 
9.4 Herleitung der Formeln für die Konzentrationsbewertung ...................................... 162 
9.4.1 Basisformeln .......................................................................................................... 162 
9.4.2 Extremwertfrequenzen ........................................................................................ 162 
9.4.3 Differenzintensität ................................................................................................ 163 
9.5 Verbindungsschema des Mikroskops ........................................................................... 164 
9.6 Befehlssatz der externen Trigger-Hardware ................................................................ 166 
Danksagung ................................................................................................................................... 167 
Inhaltsverzeichnis 7  
 




Abbildung 1: Energieniveaus und Beispiel für Fluoreszenz ................................................ 17 
Abbildung 2: Energieschema und Spektrum der Raman-Streuung .................................... 18 
Abbildung 3: Spektrum- und Zeitschema der stimulierten Raman-Streuung ................... 18 
Abbildung 4: Energieschema der kohärenten Raman-Stimulation ..................................... 19 
Abbildung 5: Varianten von CARS.......................................................................................... 19 
Abbildung 6: Einfaches Regelkreisschema ............................................................................. 20 
Abbildung 7: Schema Einbindung Faserschalter ................................................................... 21 
Abbildung 8: Modul-Schema der entwickelten Mikroskop-Steuerungssoftware .............. 23 
Abbildung 9: Zeiss-Mikroskop und Beugungsschema ......................................................... 25 
Abbildung 10: Überlagerung der Beugungsbilder unter und an der Auflösungsgrenze .... 26 
Abbildung 11: Konfokale Detektion (Prinzipschema)............................................................ 26 
Abbildung 12: Phosphoreszenz und Fluoreszenz ................................................................... 27 
Abbildung 13: Energieniveaus und Spektren bei Fluoreszenz (schematisch) ..................... 28 
Abbildung 14: GFP-Molekül und aufgrund von GFP fluoreszierende Mäuse ................... 28 
Abbildung 15: Fokusse von Ein- und Zwei-Photonen-Fluoreszenzmikroskopie 
(schematisch) ....................................................................................................... 29 
Abbildung 16: Energie- und Spektrumschema der Raman-Streuung ................................... 30 
Abbildung 17: Energie- und Impulserhaltungsschema des CARS-Prozesses ..................... 31 
Abbildung 18: Resonanz im CARS-Energie-Schema .............................................................. 33 
Abbildung 19: CARS-Spektrum mit beteiligten Komponenten ............................................ 35 
Abbildung 20: Varianten der CARS-Stimulation ..................................................................... 36 
Abbildung 21: ausgewählte Methoden zur CARS-Untergrund-Unterdrückung ................. 39 
Abbildung 22: Bilder des Laborarbeitsplatzes .......................................................................... 43 
Abbildung 23: Untere und mittlere Ebene des Mikroskops, OPO-Strahl ........................... 44 
Abbildung 24: Untere und mittlere Ebene des Mikroskops, HighQ-Strahl ........................ 44 
Abbildung 25: Untere und mittlere Ebene des Mikroskops, Pilotstrahl .............................. 45 
Abbildung 26: Obere Ebene des Mikroskops, OPO allein .................................................... 46 
Abbildung 27: Obere Ebene des Mikroskops, OPO und HighQ ......................................... 48 
Abbildung 28: CARS-Einsatzbereiche der Epi-DIC-Filter in 2 Varianten .......................... 49 
Abbildung 29: Obere Ebene des Mikroskops, Epi-Detektion .............................................. 50 
Abbildung 30: Obere Ebene des Mikroskops, Kamera .......................................................... 50 
Abbildung 31: Untere Ebene des Mikroskopstativs ................................................................ 52 
Abbildung 32: Modulkonzept der Software (allgemein) ......................................................... 57 
Abbildung 33: Beispielspektrum für die gleichzeitige Aufnahme von CARS- und 
Pumpsignal .......................................................................................................... 63 
Abbildung 34: Raman-Spektrum und Strukturschema von Toluol ...................................... 64 
Abbildung 35: Unkorrigierter und normierter CARS-Spektrumausschnitt von Toluol .... 64 
Abbildungsverzeichnis 9  
 
Abbildung 36: Fit der hyperspektralen CARS-Messungen und der CARS-Bande ............. 65 
Abbildung 37: Vergleich von CARS-Fit mit der Raman-Bande ............................................ 66 
Abbildung 38: Raman-Spektrum und Strukturschemas von Xeloda-Pulver und Laktose 67 
Abbildung 39: CARS- und Raman-Spektren von Xeloda ...................................................... 68 
Abbildung 40: Raman-Spektren von Beta-Carotin, Tetrahydrofuran und deren 
Gemisch ............................................................................................................... 69 
Abbildung 41: Kapillarröhrchen mit Probelösung bei der Präparation und unter dem 
Objektiv ............................................................................................................... 70 
Abbildung 42: Einzelspektrum und daraus entwickeltes Kapillarabbild für eine 
Wellenzahl ........................................................................................................... 70 
Abbildung 43: CARS- und Raman-Spektrum einer Beta-Carotin/THF-Lösung im 
Vergleich .............................................................................................................. 71 
Abbildung 44: CARS-Spektrum von Beta-Carotin in THF für verschiedene 
Konzentrationen ................................................................................................. 72 
Abbildung 45: Unkorrigierte und korrigierte CARS-Intensitäten ......................................... 73 
Abbildung 46: Fit der CARS-Differenzintensitäten ................................................................ 74 
Abbildung 47: Raman-Spektrum und Strukturschema von Polymethylmethacrylat .......... 75 
Abbildung 48: PMMA-Kugeln, in Vorwärts- und in Epi-Richtung aufgezeichnet ............ 76 
Abbildung 49: CARS-Bild von gesunder menschlicher Haut ................................................ 77 
Abbildung 50: Bilderreihe von menschlicher Haut im CH-Bereich ..................................... 78 
Abbildung 51: Hyperspektrale Intensitäten aus Abbildung 50 mit Raman-Referenzen .... 79 
Abbildung 52: Raman-Spektrum eines Glasträgers ................................................................. 79 
Abbildung 53: Normierte Differenzbilder ausgewählter Frequenzen .................................. 80 
Abbildung 54: Hyperspektrale Bildreihe Epi-CARS eines menschlichen Hautschnittes ... 81 
Abbildung 55: Epi-Spektren CARS und Raman von menschlichem Stratum corneum .... 82 
Abbildung 56: CARS-Mikroskop (schematisch) ...................................................................... 95 
Abbildung 57: High Q Laser picoTRAIN Lasermodul, Steuereinheit und Kühlgerät ...... 96 
Abbildung 58: APE OPO Levante emerald und Energieschema des OPO-Prozesses ..... 96 
Abbildung 59: Wellenlängen und –zahlen für Schmalband-CARS in 2 Varianten ............. 97 
Abbildung 60: Zeitverhalten der OPO-Ausgangsleistung ...................................................... 99 
Abbildung 61: Standard-Regelkreis, schematisch ................................................................. 100 
Abbildung 62: OPO-Effizienz ................................................................................................. 100 
Abbildung 63: Neutraldichtefilterräder und Rotationstisch der Firma Thorlabs Inc. ..... 103 
Abbildung 64: Leistungsregelung mit optischem Dämpfungsglied, schematisch ............ 104 
Abbildung 65: Übersetzung des Standard-Regelkreisschemas ............................................ 105 
Abbildung 66: Leistungsregelung, Komponenten ................................................................ 106 
Abbildung 67: Schrittweise Bewegung des Rotationstisches mit Profil ............................ 107 
Abbildung 68: Leistungsregelung mit unterschiedlichen Geschwindigkeitsfaktoren ...... 110 
Abbildung 69: Auszug des Zeitverhaltens für die Geschwindigkeit 100........................... 112 
Abbildung 70: Sprunganstiege und Stellgeschwindigkeit ..................................................... 113 
10 Abbildungsverzeichnis 
 
Abbildung 71: Mikroskopstativ und angrenzende Komponenten (Ansicht von oben) . 114 
Abbildung 72: NanoView-Scantisch und Steuergeräte der Firma MadCityLabs ............. 114 
Abbildung 73: Positionsspannung am MCL NanoDrive beim X-Positionssprung von 0 
auf 75 µm .......................................................................................................... 116 
Abbildung 74: Positionsspannung am MCL NanoDrive beim X-Positionssprung von 75 
auf 0 µm ............................................................................................................ 116 
Abbildung 75: Bild bei einer gestörten Tischbewegung ...................................................... 117 
Abbildung 76: Schema des externen Triggerimpulsgebers .................................................. 119 
Abbildung 77: Scanrasterschema und zugehöriger Spannungsverlauf .............................. 119 
Abbildung 78: Schema und Bild des Triggerimpulsgenerators ........................................... 123 
Abbildung 79: Zustandsmodell und Bewegungsbereiche des Triggerimpulsgebers ........ 124 
Abbildung 80: Ausschnitt aus dem Sägezahnprofil mit 1024 Triggerpunkten ................. 125 
Abbildung 81: Bildpunktpositionskonzepte im Tile-Modus ............................................... 126 
Abbildung 82: Gleitende Akkumulation der Positionsspannung ....................................... 126 
Abbildung 83: Auswirkung verschiedener Bewegungsrichtungen mit externem Trigger127 
Abbildung 84: Scanschemas für die Tischbewegung ........................................................... 128 
Abbildung 85: Vergleich der Zeiten für die Tischbewegung mit unterschiedlicher 
Ansteuerung ..................................................................................................... 129 
Abbildung 86: Sägezahnprofil mit 1024 Triggerpunkten .................................................... 129 
Abbildung 87: Faserschalter LEONI eol 1x2........................................................................ 130 
Abbildung 88: Analog-Digital-Umsetzer-Karte der Firma SPECTRUM GmbH ........... 131 
Abbildung 89: Bild und Spektralgang des APD PerkinElmer SPCM-AQR-15 ............... 133 
Abbildung 90: Bild und Spektralgang der PMT Hamamatsu H6780-20 ........................... 134 
Abbildung 91: Bild und Spektralgang des Spektrometers WITec UHTS-300.................. 135 
Abbildung 92: Cmicro-Komponenten und ihre Projekt-Abhängigkeiten ........................ 137 
Abbildung 93: Schema der Modulverwendung ..................................................................... 138 
Abbildung 94: Klassendiagramm CmicroFramework .......................................................... 140 
Abbildung 95: Klassendiagramm CmicroModule ................................................................. 140 
Abbildung 96: Klassendiagramm Cmicro-Bibliothek .......................................................... 140 
Abbildung 97: Klassendiagramm CmicroInstance und CmicroParameter ....................... 141 
Abbildung 98: Klassendiagramm CmicroInstance und Kinder .......................................... 142 
Abbildung 99: Klassendiagramm CmicroCaptureInstance ................................................. 142 
Abbildung 100: Klassendiagramm CmicroExperiment ......................................................... 142 
Abbildung 101: Klassendiagramm CmicroStack ..................................................................... 143 
Abbildung 102: Klassendiagramm CmicroScanState ............................................................. 144 
Abbildung 103: Beispielkonfiguration mit Dummie-Modulen ............................................. 145 
Abbildung 104: Cmicro: Zustände eines Experiment-Dokumentes .................................... 147 
Abbildung 105: Cmicro.exe: Konstruktion .............................................................................. 149 
Abbildung 106: Cmicro.exe: Aufzeichnung vorbereiten ........................................................ 150 
Abbildungsverzeichnis 11  
 
Abbildung 107: Cmicro.exe: Parametrierung und Erfassung ................................................ 151 
Abbildung 108: Cmicro.exe: Parameterliste ............................................................................. 152 
Abbildung 109: Cmicro.exe: Scannersteuerung....................................................................... 153 
Abbildung 110: Cmicro.exe: Wiedergabe und Daten-Export ............................................... 154 
Abbildung 111: Cmicro.exe: Menü „Stacks“ und Stackliste ................................................... 155 
Abbildung 112: Cmicro.exe: Aktualisierung Viewer ............................................................... 155 
Abbildung 113: Messpunkt-Visualisierungsinstanz von BasicViewersLib.dll ..................... 156 
Abbildung 114: 1D-Visualisierungsinstanz von BasicViewersLib.dll .................................. 156 
Abbildung 115: 2D-Visualisierungsinstanz von BasicViewersLib.dll .................................. 157 
Abbildung 116: Cmicro.exe/BasicViewersLib.dll: Menü Export ......................................... 157 
Abbildung 117: Cmicro.exe: Startablauf allgemein ................................................................. 158 
Abbildung 118: RotStable2: Fenster zur Laufzeit ................................................................... 159 
Abbildung 119: OPOStable2 ..................................................................................................... 160 





Tabelle 1: Parameter des CARS-Banden-Fits nach Gleichung in der Formel 11 .............. 66 
Tabelle 2: Übersetzung der Regelkreiselemente .................................................................... 102 
Tabelle 3: Ansätze zur Laserleistungsstabilisierung .............................................................. 103 
Tabelle 4: Übersetzung der Regelkreiselemente, Ergänzung .............................................. 105 
Tabelle 5: Parameter der Regelung mit Geschwindigkeitssteuerung ................................. 109 
Tabelle 6: Standardabweichung der OPO-Ausgangsleistung in Prozent .......................... 111 
Tabelle 7: Ergebnisse der Leistungsregelung ......................................................................... 112 
Tabelle 8: Varianten der Bewegungssteuerung und Triggererzeugung mit dem MCL 
NanoDrive ................................................................................................................ 115 
Tabelle 9: Vergleich der Zeiten für die Tischbewegung mit unterschiedlicher Ansteuerung
 .................................................................................................................................... 128 
Tabelle 10: Ausgewählte Datendateien des CMF-Dateiformats ........................................... 145 
Tabelle 11: RotStable2-Tastaturbefehle .................................................................................... 160 
Tabelle 12: Erweiterte Funktionen von OPOStable2 ............................................................ 161 
 
Formelverzeichnis 13  
 
Formelverzeichnis 
Formel 1: Auflösungslimit nach Ernst Abbe ........................................................................... 25 
Formel 2: Definition des Wirkungsquerschnitts ..................................................................... 30 
Formel 3: Impulserhaltungsbedingung für die CARS ............................................................ 31 
Formel 4: Reihenentwicklung der induzierten Polarisation ................................................... 31 
Formel 5: Differenz-Frequenz für CARS-Anregung ............................................................. 32 
Formel 6: Anti-Stokes-Frequenz als Funktion der Anregungsfrequenzen ......................... 32 
Formel 7: Polarisation durch CARS-Anregung mit 2 Wellenlängen .................................... 32 
Formel 8: Elektrische Suszeptibilität 3. Ordnung ................................................................... 32 
Formel 9: Resonanter Teil der Suszeptibilität 3. Ordnung .................................................... 33 
Formel 10: CARS-Intensität ......................................................................................................... 33 
Formel 11: CARS-Intensität nach Komponenten .................................................................... 34 
Formel 12: Real- und Imaginär-Teil des resonanten Anteils der Suszeptibilität 3. Ordnung
 ...................................................................................................................................... 34 
Formel 13: Proportionalität der CARS-Differenzintensität .................................................... 72 
Formel 14: Bestimmung der Konzentration durch CARS-Differenzintensität .................... 72 
Formel 15: Wellenlängen des optischen parametrischen Prozesses ....................................... 96 
Formel 16: Mindestbitbreite des ADU für die Positionsspannungsmessung ..................... 120 





a. u. arbitrary units 
willkürliche Einheiten 
ADC analogue to digital converter 
Analog-Digital-Umsetzer 
BBO Beta-Bariumborat, β-BaB2O4 
BMBF Bundesministerium für Bildung und Forschung 
CARS coherent anti-Stokes Raman scattering 
kohärente Anti-Stokes-Raman-Streuung 
CCD charge-coupled devices 
ladungsgekoppeltes Bauelement (Photoempfänger-Array) 
cw-Laser continuous wave Laser 
Dauerstrich-Laser 
DAC digital to analogue converter 
Digital-Analog-Umsetzer 
DIC dichroitischer Strahlteiler (chromatisch teildurchlässiger Spiegel) 
DLL dynamic link library 
Bibliothek mit Bindung zur Laufzeit 
EPAR European Public Assessment Report 
Europäischer öffentlicher Beurteilungsbericht 
FFT fast Fourier transform 
schnelle Fourieranalyse 
FIFO first in, first out 
(Stapelspeicherorganisation; Entnahmereihenfolge wie beim Einfügen) 
GUI graphical user interface 
grafische Benutzerschnittstelle/-oberfläche 
GFP green fluorescent protein 
grün fluoreszierendes Protein 
I²C inter-integrated circuit 
schaltungsübergreifend(er Board-Level-Bus) 
IDE integrated development environment 
integrierte Entwicklerumgebung 
LBO Lithiumtriborat, LiB3O5 
MCL MadCityLabs 
NA numerical aperture 
numerische Apertur (Sinus des halben Öffnungswinkels) 
NIR near infrared range 
Nah-Infrarot-Bereich (ca. 780 nm – 3 µm) 
OPO optical parametric oscillator 
optisch parametrischer Oszillator 
PALM photo-activated localization microscopy 
photoaktivierte Lokalisationsmikroskopie 
PC personal computer 
persönlicher Computer 
PCF photonic crystal fibre 
photonische Kristallfaser 
PCI peripheral component interconnect 
periphäre Komponentenverbindung (PC-Peripherie-Bus) 
PCIe peripheral component interconnect express 
periphäre Express-Komponentenverbindung (PC-Peripherie-Bus) 
PMMA Polymethylmethacrylat 
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PMT photomultiplier tube 
Photo-Elektronen-Vervielfacher-Röhren 
PT1-Glied Übertragungsglied der Regelungstechnik mit proportionalem Übertragungs-
verhalten bei Verzögerung 1. Ordnung 
RIKES Raman induced Kerr effect spectroscopy 
Raman-induzierte Kerr-Effekt-Spektroskopie 
RS232 radio sector 232 
(asynchroner serieller Schnittstellenstandard) 
SHG second harmonic generation 
Zweite-Harmonische-Generierung 
SNR signal to noise ratio 
Signal-Rausch-Verhältnis 
SPEF single photon excited fluorescence 
Ein-Photonen-Fluoreszenz 
SPI serial peripheral interface 
serielle Peripherieschnittstelle (Board-Level-Bus) 
SRG stimulated Raman gain 
stimulierte Raman-Verstärkung 
SRL stimulated Raman loss 
stimulierte Raman-Abschwächung 
SRS stimulated Raman scattering 
stimulierte Raman-Streuung 
STORM stochastic optical reconstruction microscopy 
stochastische optische Rekonstruktionsmikroskopie 
TCSPC time correlated single photon counting 
zeitkorrelierte Einzelphotonenzählung 
THF Tetrahydrofuran 
TPEF two photon excited fluorescence 
Zwei-Photonen-Fluoreszenz 
UML unified modelling language 
vereinheitlichte Modellierungssprache 
USART universal synchronous and asynchronous receiver and transceiver 
universeller synchroner und asynchroner Empfänger und Sender 
USB universal serial bus,  
universeller serieller Bus 
UV-Licht ultra-violettes Licht 
VIS visual range 




Das Auge hat sein Dasein dem Licht zu danken. Aus gleichgültigen tierischen Hilfsorganen ruft sich 
das Licht ein Organ hervor, das seinesgleichen werde; und so bildet sich das Auge am Lichte fürs 
Licht, damit das innere Licht dem äußeren entgegentrete. 
Johann Wolfgang von Goethe „Zur Farbenlehre“, 1810 
Beim unstillbaren Drang des Menschen, sich selbst und seine Umwelt zu erforschen und zu 
begreifen, spielt die visuelle Wahrnehmung die mit Abstand wichtigste Rolle unter seinen 
Sinnen. Besonders heute, wo moderne Technologien in Bereiche vordringen, die uns vor 
Jahren noch verschlossen und sogar unbekannt waren, wählen wir mit Selbstverständlichkeit 
das Auge, dieses neue Wissen uns eigen zu machen. Ein wesentlicher Grund dafür ist 
sicherlich die Effizienz, mit der unser Sehvermögen aus der Flut von Informationen einige 
wenige, aber wichtige Dinge zu erkennen imstande ist. 
Von der Welt der mikro- und mittlerweile sogar nanoskopischen Strukturen hat eine 
Erfindung eine besondere Brücke in die Welt des Sichtbaren geschlagen: das Mikroskop. Seit 
der Entdeckung, welche Bedeutung das Wissen um den Kosmos der kleinen Dinge – vor 
allem für das Leben und das Verständnis von Lebensprozessen – hat, werden immer neue 
Wege ergründet und geschaffen, um noch mehr über diese neue Welt zu erfahren. 
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1 Einführung 
1.1 Das Mikroskop und seine Entwicklung 
Das Mikroskop mit seinen vielen Spezialisierungen ist heute zweifellos eines der wichtigsten 
Werkzeuge für die Lebenswissenschaften. Die Lebenswissenschaften als fachübergreifender 
Teil der Naturwissenschaften, der die Disziplinen Medizin, Chemie und Biologie eint, haben 
in den letzten Jahrzehnten enorm an Bedeutung gewonnen und werden noch weiter 
gewinnen. Die Hilfsmittel der Bildgebung, die uns in Echtzeit Einblicke in die kleinsten 
Strukturen und damit die Lebensprozesse selbst gewähren, haben dabei seit der Erschließung 
der optisch-mathematischen Grundlagen durch Ernst Abbe [1] gleichzeitig einen enormen 
Wandel vollzogen. Ausgehend von der reinen Lichtmikroskopie mit Objektiv und Okular ist 
es mittlerweile möglich, mit Hilfe moderner Aufnahmemethoden Strukturen unterhalb des 
einst als Grenze des Möglichen aufgestellten Beugungslimits aufzulösen (z. B. STED [2] , 
SIM [3], PALM [4]). Zudem können verschiedene Methoden ergänzend zur räumlichen 
Verteilung auch Informationen über die chemisch-molekulare Zusammensetzung der Probe 
liefern. Die erste dieser Methoden basierte auf der von August Köhler bei Carl Zeiss 




Abbildung 1: Energieniveaus und Beispiel für Fluoreszenz 
Ein- (SPEF) und Zwei-Photonen-Fluoreszenz (TPEF) als Energie-Diagramm (A) und ein 
SPEF-Beispiel: Tonic Water unter UV-Licht (B, Laserpointer mit 405 nm) 
Einen weiteren Meilenstein für die sich daraus entwickelnde Fluoreszenzmikroskopie 
bedeutete die Erfindung des künstlichen Anbringens von Fluoreszenzfarbstoffen an die 
molekularen Bestandteile, die an den gesuchten Strukturen und Prozessen Anteil haben: der 
chemischen Markierung. Als Marker stehen heutzutage spezielle fluoreszierende Proteine (z. 
B. grün fluoreszierendes Protein – GFP, engl. green fluorescent protein [6]) und Antikörper 
(Immunofluoreszenz [7]) zur Verfügung. 
Für einen Einblick in die chemische Zusammensetzung der Proben gibt es neben der Eigen-
Fluoreszenz aber auch andere markerfreie Methoden. Eine davon nutzt die Raman-Streuung, 
einen nach seinem indischen Entdecker Sir C. V. Raman benannten inelastischen 
Streuprozess (Abbildung 2A) [8], der eintreffende Photonen mit einer für die streuende 
Struktur spezifischen spektralen Streusignatur beantwortet. Das Streuspektrum stellt einen 
charakteristischen chemischen Fingerabdruck eines Moleküls dar und kann somit – auch in 















Abbildung 2: Energieschema und Spektrum der Raman-Streuung 
Raman-Streuung als Energie-Diagramm (A; ħ – reduziertes Planck’sches Wirkungs-
quantum, P – Pump-Frequenz, S – Stokes-Frequenz, Pr – Probe-Frequenz, AS –Anti-
Stokes-Frequenz) und ein Ausschnitt aus dem Raman-Spektrum von Beta-Carotin (B) mit 
Strukturschema [10]. 
1.2 Stimulierte Kontrastmechanismen 
Basierend auf diesem Prozess der spontanen Raman-Streuung gibt es zudem die Möglichkeit, 
einzelne Banden oder ganze Ausschnitte eines umfassenden Raman-Spektrums gezielt zu 
stimulieren und damit beschleunigt auszulesen: Bei der stimulierten Raman-Streuung wird 
die Abschwächung des Pump- (SRL, engl. stimulated Raman loss) bzw. Verstärkung des Stokes-
Strahls (SRG, engl. stimulated Raman gain) bei Anwesenheit einer Raman-aktiven 
Schwingungsmode (Abbildung 3A) ausgenutzt. Werden die Pulse einer Wellenlänge 
moduliert (ein- und ausgeschaltet), so lässt sich ein Leistungsunterschied bei der anderen 
messen und zur Kontrastgebung verwenden (siehe Abbildung 3B für die Modulation der 




Abbildung 3: Spektrum- und Zeitschema der stimulierten Raman-Streuung 
(Schemata nach [11]) Durch die Wechselwirkung von Stokes S und Pump-Laser P mit 
dem Energieabstand  kommt es zum Verlust P bzw. Gewinn S der 
Detektionsintensität I* gegenüber der Stimulationsintensität I (A und B). Dies kann im 
Experiment durch heterodyne bzw. Zerhacker-Verstärkung (B) genutzt werden. 
Durch kohärente Anregung mit mehreren gepulsten Laserquellen definierter Wellenlänge 
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genutzt werden. Dabei kommen, wie in Abbildung 4 dargestellt, Photonen mit drei 
unterschiedlichen Energien zur Wechselwirkung. 
 
Energie-Diagramm der kohärent 
stimulierten Anti-Stokes-Raman-Streuung 
(ℏ – reduziertes Planck’sches Wirkungs-
quantum, 𝜔𝑃 – Pump-Frequenz, 𝜔𝑆 – 
Stokes-Frequenz, 𝜔𝑃𝑟 – Probe-Frequenz, 
𝜔𝐴𝑆 – Anti-Stokes-Frequenz) 
Abbildung 4: Energieschema der kohärenten Raman-Stimulation 
Diese Form der Raman-Stimulation wird als kohärente Anti-Stokes-Raman-Streuung 
(CARS, engl. coherent anti-Stokes Raman scattering) bezeichnet und ebenfalls zur Kontrastgebung 
verwendet. Hierbei gibt es verschiedene Ansätze: Schmalband-CARS, das einzelne 
Laserwellenlängen zur Anregung nutzt [13], Multiplex-CARS, bei dem einer der Laser – der 
Stokes-Laser – spektral so verbreitert wird, dass ein signifikanter Teil des Raman-Spektrums 
auf einmal angeregt wird (Abbildung 5) [14] und Einzelpuls-CARS (single-pulse CARS), bei 
dem mit Hilfe eines Pulsformers über eine spezielle Phasenfunktion aus einem einzelnen 
spektral breiten Puls Pump- und Stokes-Wellenlänge erzeugt [15] (siehe auch 
Abschnitt 3.4.5.8). 
 
Bei Schmalband-CARS wird jeweils nur ein 
Bereich einzelner oder weniger Wellen-
zahlen selektiert, während bei Multiplex-
CARS gleichzeitig viele Wellenzahlen 
diskret oder kontinuierlich stimuliert 
werden. 
Abbildung 5: Varianten von CARS 
1.3 Klinische Applikationen 
Marker-freie chemische Kontrastgebung, wie sie die teilweise komplementären Modalitäten 
Auto-Fluoreszenz, SHG (engl. second harmonic generation), Raman, SRS (engl. stimulated Raman 
scattering) oder CARS bieten, ist potentiell in der Lage, in-vivo Bildinformationen zu liefern 
[12], [16]–[20]. Somit wäre nach erfolgreichen Prinzipstudien die konsequente 
Weiterentwicklung für einen klinischen Einsatz ein logischer Schritt. Für Fluoreszenz ist das 
bereits geschehen, bietet aber nur eingeschränkt Informationen über die komplexe 
Komposition biologischer Proben: die spektral breiten Absorptions- und Emissionsbanden 
der Fluoreszenz begrenzen die Anzahl gleichzeitig verwendbarer Kanäle. Der Einsatz von 
spontaner und nicht-linearer Raman-Streuung hat dagegen das Potential, in kurzer Zeit und 
nicht-invasiv chemische Fingerabdrücke auszulesen. Ein erstes klinisches Anwendungsgebiet 
dafür stellt aufgrund der leichten Zugänglichkeit die Untersuchung von menschlicher Haut 
dar. Eine örtlich aufgelöste, chemisch diskriminierende Untersuchung von 
Hautkompartimenten und ggf. Wirkstoffen ermöglicht eine Charakterisierung der Proben 
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2 Ziele und Inhalte der Arbeit 
Als Schritt zwischen dem Laborversuch und der Integration potentieller Modalitäten (wie 
SRS und CARS) müssen deren Anwendbarkeit und Grenzen ermittelt werden. Das bedarf 
einer Mikroskopie-Plattform, die die gewonnenen Ergebnisse dokumentiert und ggf. 
vergleichbar macht. Da für neue Kontrastmethoden keine kompletten kommerziellen 
Systeme angeboten werden, bieten sich der Umbau bestehender Systeme [22] bzw. der 
Neubau mit Komponenten an. Die vorliegende Arbeit präsentiert eine neu entwickelte Hard- 
und Software-Plattform für Vorlaufexperimente einer klinischen Anwendung und 
demonstriert einen Teil ihrer Möglichkeiten. Diese exemplarischen Versuche stehen im 
Zusammenhang mit der beschriebenen Aufgabe von Strukturauflösung bzw. Bildgebung an 
menschlicher Haut.  
2.1 Hardware 
Die grundlegenden Anforderungen, die an die Messumgebung in dieser Arbeit gestellt 
werden, lassen sich mit den Schlagworten Flexibilität, Selbst-Beschreibung und 
Reproduzierbarkeit benennen. Die Orientierung an diesen Prinzipien hat zur vorliegenden 
Struktur von Hard- und Software des Mikroskops geführt. 
Bei der Entwicklung der grundlegenden Funktion zeigte sich, dass aus Gründen der Stabilität 
und Geschwindigkeit Ergänzungen bzw. Erweiterungen benötigt werden, die ebenfalls im 
Rahmen dieser Arbeit entstanden sind. So erfordern die mit dem Mikroskop adressierten 
Methoden der chemischen Kontrastgebung für ihren Einsatz grundsätzlich Laserquellen. 
Verwendbar sind sowohl einfache Dauerstrichlaser als auch modengekoppelte Piko- oder 
Femtosekunden-Laser und optisch parametrische Oszillatoren (OPOs). Jüngere Ansätze 
nutzen auch Faserlaserquellen [23], [24]. Für das Erzeugen reproduzierbarer und 
vergleichbarer Ergebnisse bei Messungen, die lange andauern oder zeitlich getrennt 
vorgenommen werden und die keinen intrinsischen Referenzwert bieten, sind die 
Anforderungen an die Stabilität der Laserquellen bei nicht-linear optischen 
Wechselwirkungen wie CARS und Zwei-Photonen-Fluoreszenz besonders hoch. 
Modengekoppelte Laser können aber prinzipbedingte Leistungsschwankungen aufweisen, 
die durch Änderungen von physikalischen Eigenschaften wie Modenstruktur, Temperatur 
und Transmission hervorgerufen werden. Deren Ursachen können zwar durch sorgfältige 
Konstruktion, Fertigung und Justierung minimiert werden, mitunter aber nicht ausreichend, 
um quantifizierbare Resultate zu liefern. In dieser Arbeit wird deshalb als erste Erweiterung 
des Mikroskops eine Lösung zur externen Leistungsstabilisierung vorgestellt, die diesen 
Mangel bei den eingesetzten Laserquellen ausgleicht (Abbildung 6, Abschnitt 9.1.5) 
 
Abbildung 6: Einfaches Regelkreisschema 
Die Regelstrecke des Regelkreises wirkt den Variationen der instabilen Störgröße 
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Die zweite Erweiterung verbessert die Vergleichbarkeit von Ergebnissen, indem 
Detektionskanäle zusammengeschaltet werden: Viele CARS-Experimente der letzten Jahre 
gleichen sich in der kollinearen Anordnung [25]–[29]. Die Anregungslaser werden – ggf. 
durch einen dichroitischen Strahlteiler – zeitlich und räumlich überlagert in ein Objektiv 
gerichtet, um im Fokus die notwendigen Bedingungen für den Vierwellenmischprozess 
(Intensität und Impulserhaltung) zu schaffen. Das generierte, ebenfalls kohärente Licht ist 
zur Anregung spektral verschoben und lässt sich in Epi-Richtung (rückgestreut) mit dem 
dichroitischen Strahlteiler und in Vorwärtsrichtung mit chromatischen Bandpass- oder 
Kantenfiltern von der Anregung trennen [30]. 
Beide Richtungsanteile enthalten komplementäre Informationen, da die Streueigenschaften 
von der Größe und der Beschaffenheit der mikroskopischen Streuobjekte abhängen [30]. 
Um ein umfassendes Bild der Probe zu erlangen, wird versucht, diese Teilstrahlen gleichzeitig 
mit separaten Detektoren oder zeitversetzt mit einem gemeinsamen Detektor aufzunehmen 
[31]. Letzteres stellt hinsichtlich der Vergleichbarkeit der Messwerte den besseren Ansatz 
dar. Jedoch erfordert die aktuelle Herangehensweise mit Hilfe einer zeitlichen 
Diskriminierung den Einsatz preisintensiver Hochgeschwindigkeits-Detektor-Hardware. 
Diese erzeugt auf Basis von Einzelphotonenzählung Zeithistogramme, aus denen wiederum 
die Signalanteile an unterschiedlichen Zeitpositionen ermittelt werden. 
Die vorliegende Arbeit präsentiert einen alternativen Ansatz, der das Licht beiderseits 
zunächst in eine Multimode-Faser einkoppelt und dann mit einem Faserschalter abwechselnd 
auf einen einzelnen Detektor leitet. Damit ist der Weg für die Verwendung nur eines 
integrierenden Detektors geebnet. Geeignete Wandler-Komponenten basieren auf dem 
Analogbetrieb von diskreten PMTs (engl. photo multiplier tubes) und APDs (engl. avalanche photo 
diode) oder im Falle von Spektrometern auf CCDs (engl. charge-coupled device). 
 
Abbildung 7: Schema Einbindung Faserschalter 
Nach dichroitischer Strahlteilung in Epi- sowie chromatischer Filterung in beiden 
Richtungen gelangt das Signallicht über eine Multimode-Faser zu einem Faserschalter, der 
jeweils einen der beiden Kanäle auf einen gemeinsamen Detektor leitet. 
Die Vorteile einer Faserkopplung liegen in der einfacheren Handhabung des Signallichtes, 
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hochempfindlichen Analog-Detektor aufnehmen und dadurch vergleichen zu können 
(Abbildung 7). 
Eine dritte Erweiterung steht außerhalb der genannten Hauptansprüche und stellt eine 
Komponente zur Beschleunigung des Scan-Betriebs dar, für die es keine käuflich verfügbare 
Lösung gibt. Sie ist ein externer Triggerimpulsgeber, der für einen Scantisch der Firma Mad 
City Labs entwickelt wurde, um eine beschleunigte Aufnahme von Detektordaten 
synchronisiert mit der Bewegung des Tisches auszuführen. 
2.2 Software 
Die anvisierte Untersuchung der kontrastgebenden Methoden erfordert neben dem 
physischen Mikroskop und seinen Erweiterungen selbstverständlich auch passende 
Software-Werkzeuge. Als Plattform dient hier der PC, der für komplexe und automatisierte 
Mikroskopsysteme in verschiedenen Formen von zentraler Bedeutung für die Steuerung, die 
Aufnahme und die Aufbereitung von Bilddaten ist. 
Während kommerzielle Mikroskope vom Hersteller diesbezüglich mit vielseitigen und 
optimierten Lösungen ausgestattet sind, bietet sich für den Einsatz bei neuen Methoden 
nicht immer eine Schnittmenge. Als Alternativen gibt es unter Laborbedingungen Produkte 
wie LabVIEW oder MATLAB, mit denen Steuerung und Aufzeichnung mit maximaler 
Flexibilität möglich sind und nachträglich durch leistungsfähige Bildanalysewerkzeuge 
unterstützt werden. 
Deutlich näher an einem Endnutzerprodukt sind im Vergleich dazu jedoch modulare und 
offene Softwarepakete, wie sie als Kaufprodukte z. B. von Molecular Devices oder Media 
Cybernetics angeboten werden. Neben dem Preisaspekt stellt sich hier das Problem der 
Nichtverfügbarkeit des Quelltexts des Rahmenwerkes. Dadurch ist eine flexible Entwicklung 
mit uneingeschränktem Zugriff auf die Programm- und Ablaufstruktur sowie interne 
Funktionen nicht möglich. 
Eine Alternative bietet der Micro-Manager, eine auf Java und C++ basierende und die einzige 
quelloffene Mikroskop-Steuerungssoftware. Sie ist als Importfilter für das Grafikprogramm 
ImageJ konzipiert und bietet neben einer offenen Treiberschnittstelle eine Auswahl an 
bereits existierenden Treibern für kommerzielle Mikroskope, Kameras, Scangeräte, 
Detektoren und Laser. Der wesentliche Nachteil dieser Konstruktion liegt in der Art der 
Datenablage als Bild. Ein universeller Nutzen ergibt sich erst dann, wenn keine 
Einschränkungen bei der Wahl der Datenausgabe, sprich der Interpretation der 
Sensorrohdaten, auferlegt werden. Deshalb muss bei solch einem Produkt die Sicherung der 
Signaldaten je Punkt auch multidimensional (etwa zwei-dimensionale Spektrometerkamera-
daten) und im Rohformat möglich sein. Die selektive Extraktion von Daten o. ä. erhält 
dadurch maximale Freiheitsgrade. 
Im Rahmen der vorliegenden Arbeit wurden zur Erfüllung der genannten Software-
Anforderungen eine Bibliothek und eine Mikroskop-Steuerungssoftware entwickelt, die 
durch das flexible Konzept des Rahmenwerks und eine darauf aufbauende, angepasste 
Nutzerschnittstelle die Brücke zwischen der reinen Labor- und der Endnutzeranwendung 
schlagen kann (Abbildung 8). 
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Das Cmicro-Rahmenwerk besteht aus 
einem Rahmenwerk zur Bereitstellung von 
Basisfunktionen und Datenstrukturen. Mit 
einer Anwendung wie Cmicro.exe und den 
unterstützenden Treibermodulen ist damit 
ein integrierter Betrieb aller Komponenten 
wie Scantischen, Leistungsregelung und 
Daten-Erfassung sowie –Visualisierung 
möglich. 
Abbildung 8: Modul-Schema der entwickelten Mikroskop-Steuerungssoftware 
2.3 Struktur der Dissertation 
Diese Arbeit beginnt mit einer Einführung in die historischen und theoretischen Grundlagen 
der hier verwendeten Begriffe der Optik und Physikochemie. Danach schließt sich eine 
allgemeine Beschreibung und eine Diskussion des Mikroskops und seiner Software an. Die 
detaillierte Beschreibung der Hard- und Softwarekomponenten ist aufgrund ihres Umfangs 
im Anhang enthalten. 
In „Anwendungen und Beispiele“ sind die Charakterisierung des Mikroskops und die 
Verwendung mit exemplarischen Proben dokumentiert. Abschließend komprimiert eine 














Die heutige Mikroskopie unterteilt sich in mehrere Teilgebiete, die sich durch den jeweils 
zugrunde liegenden physikalischen Prozess unterscheiden, der für die Kontrastgebung 
genutzt wird, z. B. Reflektion, Absorption, Brechung, Fluoreszenz oder Streuung. Ihre 
Ursprünge hat die Mikroskopie in der Lichtmikroskopie. Sie war und ist der Versuch, 
unsichtbar kleine Dinge zu vergrößern und somit sichtbar zu machen. Neuere Methoden 
liefern zudem noch Informationen über Struktur, Dichte und chemische Zusammensetzung 
einer Probe und haben den Grundstein für bahnbrechende Fortschritte z.B. in der Medizin, 
der Biologie und den Materialwissenschaften gelegt. 
Die Lichtmikroskopie hat ihre Anfänge schon bei den Römern. Der römische Naturforscher 
Seneca beschrieb, dass Buchstaben durch Wasserkugeln betrachtet größer und deutlicher 
erkennbar sind [32]. Die Erkenntnis, dass Licht beim Übergang von Luft in Wasser 
gebrochen wird, ist dabei gewiss noch viel älter und wurde schon 200 vor Christus durch den 
griechischen Gelehrten Claudius Ptolemäus formuliert und erforscht [33]. Doch erst die 
Optimierung der Glasherstellung im 1. Jahrhundert [34] erlaubte den Römern 
umfangreichere Studien mit verschiedenen Formen. So entstand auch die Form der Linse, 
die ihre Bezeichnung durch die Ähnlichkeit mit der gleichnamigen Hülsenfrucht erhielt. 
Die nachfolgenden Erfindungen auf dem Gebiet der Optik betrafen Teleskope und 
Sehhilfen, die zunächst für ein und später auch für zwei Augen angefertigt wurden. Der erste 
Apparat, der der Verwendung nach einem Mikroskop entspricht, wurde wahrscheinlich von 
den niederländischen Optikern Zacharias und Hans Jansen um 1590 entwickelt [35]. Er 
basierte auf der Verbundbauweise von zwei Konvexlinsen und erlaubte bis zu neunfache 
Vergrößerungen. In den nächsten Jahrhunderten folgten verschiedene weitere Erfindungen, 
wobei die Wissenschaft im Besonderen von der Entwicklung der Mikroskopie profitierte. 
Seit jeher wurden die Linsen durch Versuch und Irrtum zur Erreichung der hochwertigsten 
Abbildung miteinander kombiniert. Obgleich das Brechungsgesetz und Beobachtungen über 
sphärische und chromatische Aberrationen bereits existierten, sollte es noch bis zur Mitte 
des 19. Jahrhunderts dauern, bis die intensive Zusammenarbeit von Carl Zeiss und Ernst 
Abbe den endgültigen Durchbruch mit der mathematischen Formulierung der 
Abbildungsgesetze brachte [1]. 
3.2 Kontrastgebung 
Die Lichtmikroskopie basiert in ihren Ursprüngen auf derselben physikalischen Grundlage 
wie das menschliche Sehen: Die beobachteten Objekte reflektieren einfallendes Licht in 
Richtung des Bildes und werden auf der Netzhaut abgebildet. Dies gilt für die 
Auflichtmikroskopie, die erste Variante eines Mikroskops [35] (Abbildung 9A). Später 
wurden transmittierende Objekte auch auf Glasträger gebracht und durchscheinend 
betrachtet. Diese beiden Ansätze verwenden unterschiedliche Methoden zur 
Kontrastgebung: die Reflektion und die Absorption von Licht. 
Wie bereits erwähnt, unterteilt der jeweilig zugrunde liegende physikalische Effekt, der für 
die Kontrastgebung verantwortlich ist, die Teilgebiete der Mikroskopie. Ist dabei Licht der 
Informationsträger für die Abbildung, so gelten insbesondere die von Ernst Abbe 
formulierten Bedingungen zur Beugung, die in abbildenden Systemen an Aperturen 
                                                 
1 teilweise nach [153] 
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(Blenden, Fassungen) auftritt (Abbildung 9B) [1]. Beugung wirkt wellenlängenspezifisch: 
langwelliges Licht wird stärker gebeugt als kurzwelliges. 
A B 
  
Abbildung 9: Zeiss-Mikroskop und Beugungsschema 
Links (A) ein Mikroskop von Carl Zeiss von 1879 mit Optiken berechnet von Ernst Abbe 
(Bildquelle: [36]), rechts (B) das Schema der Beugung einer ebenen Lichtwelle am Spalt 
(Schema nach [37]). Nach einem Spalt der Breite x dringen von einer ebenen 
Wellenfront in z-Richtung gebeugte Anteile im Öffnungs- oder Beugungswinkel  (hier 
nur erste Ordnung) in abgeschattete Bereiche vor, so dass die Überlagerung der Anteile 
aller Ordnungen Beugungsbilder erzeugt. Dieser Vorgang ist in der Optik bedeutend für 
das Auflösungsvermögen von abbildenden Systemen. 
Die Beugung ist entscheidend für die Fähigkeit eines abbildenden Systems, dicht beieinander 
liegende Strukturen unterscheidbar darzustellen: Der minimale Abstand zweier 
fremdbeleuchteter Punkte (𝑑), die noch differenzier sind, heißt Auflösungsvermögen 
(Formel 1). An dieser Grenze überlagern sich die Haupt- und die ersten Nebenmaxima der 
Beugungsbilder beider Punktquellen (Abbildung 10B). 
𝑑 =
𝜆
𝑛 ∙ sin 𝛼
 
Das Auflösungslimit 𝑑 zweier fremdbeleuchteter Punkte bestimmt sich 
aus der Wellenlänge 𝜆, dem Brechungsindex des Mediums 𝑛 und dem 
halben Öffnungswinkel der Apertur 𝛼. 
Formel 1: Auflösungslimit nach Ernst Abbe 
Durch neuere Beleuchtungsmethoden und alternative physikalische Kontrastmethoden wird 
dieses sogenannte Abbe-Limit unterboten. Allerdings gelten dann nicht mehr die 
Bedingungen, für die es formuliert wurde: Einige dieser Methoden (z. B. PALM [4], STORM 
[38]) nutzen molekulare Eigenschaften der Probe aus, um mit selbstleuchtenden, 
nanoskopischen Lichtquellen diese Grenze zu umgehen, die für fremdbeleuchtete 
Streukörper aufgestellt wurde. Die zugrunde liegenden Verfahren wurden ursprünglich für 
die chemische Kontrastgebung verwendet (siehe Abschnitt 3.4). 
3.3 Konfokalmikroskopie 
Bei den Abbildungsfähigkeiten eines Mikroskops hängt das Auflösungsvermögen 
entscheidend von seiner Objektivapertur ab. Für eine dreidimensionale Bildgebung ist es 
zudem notwendig, Licht aus Ebenen außerhalb der Fokalebene bei der 










Mikroskopie, bei dem eine Punkt- oder Lochblende in die Zwischenbildebene nach der 
Tubuslinse eingefügt wird (Abbildung 11) [39]. 
A B 
  
Abbildung 10: Überlagerung der Beugungsbilder unter und an der 
Auflösungsgrenze 
Liegen die Beugungsbilder benachbarter Punkte (rot und blau in A) zu dicht beieinander, 
so ist in der Abbildung (schwarz) keine Unterscheidung möglich. Ab dem Abstand, bei 
dem die Haupt- und die ersten Nebenmaxima zusammenfallen (B), ist eine Trennung 
möglich (entspricht Auflösungsgrenze). 
 
Durch die Einführung einer Lochblende 
im Fokus nach der Tubuslinse wird auf 
dem Detektor das Licht, das von Ebenen 
außerhalb der Fokalebene im Präparat 
kommt, wirkungsvoll unterdrückt, so 
dass die axiale Auflösung drastisch 
verbessert wird. Durch scannende 
Abbildungssysteme werden 
dreidimensionale optische Schnitte 
ermöglicht. 
Abbildung 11: Konfokale Detektion (Prinzipschema) 
Licht, das von außerhalb der Fokalebene kommt, wird auf einem anderen Weg abgebildet 
und kann deshalb die Lochblende nicht passieren. Diese Anforderung macht es notwendig, 
das Präparat Punkt für Punkt zu beleuchten, was auf der anderen Seite die photonische 
Belastung der Probe verringert, da der Energieeintrag je Zeit um Größenordnungen kleiner 
ist. Das ist von besonderer Bedeutung, seitdem die Einführung des Lasers als 
Beleuchtungsquelle eine Kombination mit der Fluoreszenzanregung (siehe Abschnitt 3.4.1) 
ermöglicht [40]. Die konfokale Laser-Scanning-Fluoreszenzmikroskopie ist daraus 
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hervorgegangen und hat bis heute eine große Verbreitung als Werkzeug in verschiedenen 
Disziplinen der Natur- und Lebenswissenschaften erlangt. 
3.4 Chemischer Kontrast 
Neben dem Ziel, hohe räumliche Auflösung von beobachteten Strukturen zu generieren, 
haben verschiedene Erfindungen zu einer Neuausrichtung der Mikroskopie geführt. 
Unabhängig von der bildgebenden Funktion wurde entdeckt, dass mit Hilfe von Licht auch 
chemische Informationen gewonnen werden können. 
3.4.1 Fluoreszenz 
Seit Jahrhunderten ist dem Menschen das Phänomen der Lumineszenz bekannt [41]. Es 
unterteilt sich dabei in Phosphoreszenz (Abbildung 12A) und Fluoreszenz (Abbildung 12B) 
und hat gemein, dass eintreffende Photonen die Molekülbindungen des lumineszierenden 
Stoffes auf ein höheres Energieniveau anregen. 
A B 
  
Abbildung 12: Phosphoreszenz und Fluoreszenz 
Phosphoreszenz wird als Nachleuchteffekt in Spielzeug eingesetzt (A). Die Ein-
Photonen-Fluoreszenz von Chinin kann in Tonic Water mit einem Laserpointer der 
Wellenlänge 405 nm angeregt werden (B). 
Wenn die Elektronen danach, ohne ihren Spinzustand zu ändern, wieder in ihren 
Grundzustand übergehen, kann dies strahlend erfolgen. Dieser Vorgang wird Fluoreszenz 
genannt und findet auf der Zeitskala einiger Nanosekunden statt. Mit Änderung der Spin-
Multiplizität2 ist ebenfalls ein strahlender Übergang möglich. Dieser Vorgang wird 
Phosphoreszenz genannt und kann bis zu einigen Stunden dauern. Das emittierte Photon 
hat in beiden Fällen aufgrund anderer, strahlungsloser Wechselwirkungen eine geringere 
Energie als das anregende. Die Länge seiner Welle ist somit spektral rot verschoben (= 
Stokes-Verschiebung). Dies ist als Energieniveauschema und als Spektrum in Abbildung 13 
dargestellt. 
In der Mikroskopie wird dieser Verschiebungseffekt mit chromatischer Trennung von 
Anregungs- und Fluoreszenzlicht durch dichroitische Strahlteiler zur Generierung von 
chemischem Kontrast genutzt. August Köhler hat die Fluoreszenz unter kurzwelligem Licht 
1904 als Erster beobachtet und zusammen mit Henry Siedentopf bei Carl Zeiss zu einem 
neuen Mikroskopieverfahren entwickelt: der Lumineszenz- bzw. Fluoreszenzmikroskopie 
[42]. 
                                                 





Abbildung 13: Energieniveaus und Spektren bei Fluoreszenz (schematisch) 
Das Energie-Diagramm (A) mit Ein- (SPEF, blau) oder Zwei-Photonen-Absorption 
(TPEF, rot). Durch den Energieverlust bei den strahlungslosen Übergängen (lila) kommt 
es zur Rot- bzw. Stokes-Verschiebung (B) der Emission (grün in A). 
Dieses basierte zunächst nur auf der Eigenfluoreszenz (auch Auto-Fluoreszenz) der Proben, 
die mit ultra-violettem Licht bestrahlt wurden. Da Auto-Fluoreszenz aber nur bei 
bestimmten Proben auftritt, hat die Einführung von fluoreszierenden Markern weitere 
entscheidende Fortschritte in der Fluoreszenzmikroskopie ermöglicht. So können 
Fluorochrome (Fluoreszenzfarbstoffe) mittels Liganden [43] sowie Antikörper [44] selektiv 
an Strukturen gebunden werden, deren Ortsverteilung es aufzulösen gilt. Auch ist eine 
gezielte Integration von fluoreszierenden Proteinen in den Gencode des zu untersuchenden 
Organismus‘ möglich (z.B. grün fluoreszierendes Protein, GFP [45], Abbildung 14). 
A B 
  
Abbildung 14: GFP-Molekül und aufgrund von GFP fluoreszierende Mäuse 
Das GFP-Molekül (A, schematisch) wird als fluoreszierendes Marker-Protein im 
Zielorganismus genetisch integriert und emittiert unter kurzwelliger Bestrahlung (blau, 
488 nm) langwelligeres, grünes Licht (B). (Bildquellen: [46], [47]) 
Mit Hilfe der Fluoreszenzmikroskopie war es somit erstmals möglich, die Strukturen und 
Vorgänge in lebendigen Organismen chemisch diskriminiert zu beobachten [48]. 
3.4.2 Multi-Photonen-Mikroskopie 
Ausgehend vom konfokalen Ansatz der Fluoreszenzmikroskopie gab es in den letzten 
Jahrzehnten weitere Entwicklungen, die die Auflösung und die Einsatzgebiete der Laser-
Scanning-Mikroskope (LSM, engl. laser scanning microscopy) deutlich erweitert haben. Eine 
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einzigen Photon (SPEF, engl. single photon excited fluorescence) auf höhere Energieniveaus 
angeregt werden können. Wie in Abbildung 13A dargestellt, werden bei der Zwei-Photonen-
Fluoreszenz (TPEF, engl. two photon excited fluorescence) für die Anregung auf dasselbe Niveau 
zwei Photonen der etwa halben Energie und damit der doppelten Wellenlänge absorbiert. 
Die dafür notwendigen Bedingungen werden mit Hilfe von intensiven Nano- oder 
Femtosekunden-Laserpulsen im Fokus von Objektiven erzeugt (Abbildung 15). 
 
Bei Ein-Photonen-Fluoreszenz (SPEF) 
werden auch Probenbereiche außerhalb des 
Objektiv-Fokus angeregt (blau). Bei der 
Zwei-Photonen-Fluoreszenz (TPEF) ist 
nur im Fokus (blau) die Intensität für den 
Wechselwirkungsprozess ausreichend 
hoch. Die Anregungswellenlänge selbst 
(rot) trägt nicht direkt zur Signalerzeugung 
bei. 
Abbildung 15: Fokusse von Ein- und Zwei-Photonen-Fluoreszenzmikroskopie 
(schematisch) 
Daraus ergeben sich folgende Vorteile: Weil für die Einzelphotonenfluoreszenz bereits cw-
Laser (Dauerstrichlaser) als Anregungsquelle zum Einsatz kommen, lässt sich dieses 
Verfahren mit Austausch der Quellen einfach in die bestehenden Fluoreszenz-LSMs 
integrieren. Die spektral stark abweichende Stimulation hat dann u. a. Auswirkungen auf die 
Auswahl von Strahlteilern und Objektiven. Die Verwendung langerwelligeren 
Anregungslichts bietet aber zusätzlich den Vorteil, dass es eine größere Eindringtiefe in 
biologischen Proben aufgrund geringerer Streuung aufweist. Damit geht auch eine 
effizientere Detektion einher, da das Prinzip aufgrund seiner Intensitätsbedingung in sich 
konfokal ist (Abbildung 15) und mit dem Entfallen der Konfokallochblende das gesamte 
Fluoreszenzlicht genutzt werden kann. 
Eine weitere Form der Multi-Photonen-Mikroskopie und der TPEF ähnlich ist die Zweite-
Harmonische-Generierung (SHG). Für die SHG gelten die gleichen, oben aufgeführten 
geometrischen Bedingungen sowie deren Vorteile. Im Unterschied zur Fluoreszenz 
entstehen SHG-Signale jedoch an speziellen nicht-zentrosymmetrischen Strukturen der 
Probe (z. B. Kollagen), wobei Photonen ohne Energieverlust, also mit genau der halben 
Wellenlänge des Anregungslichts erzeugt werden [49]. Ferner erfolgt die Emission bei SHG 
instantan während die der Fluoreszenz mit einer exponentiellen Funktion abfällt [50]. 
Diese beiden Prozesse TPEF und SHG sind auch mit einer größeren Anzahl von Photonen 
(etwa Drei-Photonen-Fluoreszenz bzw. Dritte-Harmonische-Generierung) möglich, haben 
aber in der Mikroskopie geringere Bedeutung. 
3.4.3 Streuprozesse 
Eine weitere Form der Wechselwirkung von Licht mit Materie sind Streuprozesse. Bei der 
elastischen Streuung an kleinen Teilchen in der Größenordnung der Wellenlänge des Lichts 
können die Photonen an gleich großen oder größeren Flächen zurückgestreut (Mie-Streuung 
an Aerosolen, Brechung) oder an kleineren Teilchen auf ihrer Bahn abgelenkt werden 
(Rayleigh-Streuung an Luft- oder Wassermolekülen). 
Eine weitere Variante ist die un- bzw. inelastische Streuung, bei der das Photon mit der 
Molekülbindung Energie austauscht. Der Effekt wurde erstmals 1928 vom indischen 





[8]. Wird die Energie des Photons dabei verringert, handelt es sich um Stokes-Streuung, wird 




Abbildung 16: Energie- und Spektrumschema der Raman-Streuung 
Die Raman-Streu-Prozesse im Energie-Diagramm (A) mit den zwei möglichen 
Energieübertragungsrichtungen übersetzen sich durch Superposition verschiedener 
Übergangswege und -wahrscheinlichkeiten zu einem Raman-Spektrum (B, unten), das 
symmetrisch zur Anregungswellenlänge (B, oben) auftritt. 
Der Anteil der übertragenen Energie ist charakteristisch für das streuende Molekül. Die 
chromatisch differenzierte Aufzeichnung der inelastisch gestreuten Photonen entsprechend 
ihrer Häufung ergibt ein Spektrum, bei dem sich an den spezifischen, Raman-aktiven 
Schwingungsniveaus Banden ausbilden (Abbildung 16B, unten). Durch diese Raman-
Spektroskopie kann der chemische Fingerabdruck von Bestandteilen einer Probe 
(Abbildung 16B, oben) in einem Mikroskop ausgelesen und zur Strukturauflösung eingesetzt 
werden. Hierzu wird eine Probe mit einem monochromatischen cw-Laser bestrahlt und das 
zurückgestreute Licht mit einem dichroitischen Strahlteiler von der Anregung getrennt und 
mit einem Spektrometer aufgezeichnet. Es wird ausschließlich der Stokes-verschobene 
Anteil verwendet, da dieser im Vergleich zum Anti-Stokes-Teil wesentlich intensiver ist. Die 
Ursache dafür ist, dass entsprechend der Boltzmann-Verteilung der Vibrationsgrundzustand 
bei Raumtemperatur stärker besetzt ist als die angeregten Zustände. 
Insgesamt liegt die Wahrscheinlichkeit für einen Raman-Streuprozess aber um drei 
Größenordnungen unter der der Rayleigh-Streuung [51], was durch den Begriff des 
Wirkungs- oder Streuquerschnitts ausgedrückt wird. Dieser definiert sich aus der 






Die Wechselwirkungswahrscheinlichkeit 𝑃 bestimmt sich aus dem 
Wirkungsquerschnitt 𝜎, der Anzahl der eintreffenden Photonen 𝑁 und der 
von den Teilchen durchwirkten Fläche 𝐴. 
Formel 2: Definition des Wirkungsquerschnitts 
Der Wirkungsquerschnitt von Fluoreszenz ist gegenüber dem der Raman-Streuung bis zu 14 
Größenordnungen größer [52]. Deshalb stellt Eigenfluoreszenz in biologischen Proben – 
obgleich sie anderorts selbst als Kontrastmechanismus eingesetzt wird – für die Raman-
Spektroskopie ein großes Problem dar, weil sie ebenfalls im Stokes-Bereich (zu größeren 
Wellenlängen verschoben) auftritt. Eine Möglichkeit, wie dieses Problem umgangen werden 
kann, ist in den 1960er Jahren entdeckt worden: Der nichtlineare optische Prozess der 
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3.4.4 CARS 
Die kohärente Anti-Stokes-Raman-Streuung ist ein Vier-Wellen-Mischprozess, der unter 
Verwendung von mehrfarbiger Laseranregung die gleichen Energieübergänge wie die 
Raman-Streuung stimuliert (Abbildung 17A). Im Unterschied zur Raman-Streuung werden 
bei CARS aber durch gezielte Induzierung einer Polarisation die Stokes- und Anti-Stokes-
Übergänge kohärent angeregt, was beim Zusammentreffen des Energieabstands von Pump- 
und Stokes-Photonen mit einem molekularen Schwingungszustand zu resonanter 
Verstärkung des Vier-Wellen-Mischprozess führt (Formel 5). Eine wesentliche Bedingung 
ist dabei die Impulserhaltung bzw. Phasenanpassung (Formel 3, Abbildung 17B). Sie wird 
aufgrund der großen Apertur und der kurzen Interaktionslänge im Fokus von Objektiven 
entspannt3 [13]. 
?⃗? 𝑃 + ?⃗? 𝑃𝑟 = ?⃗? 𝑆 + ?⃗? 𝐴𝑆 Für die kohärente Anti-Stokes-Raman-Streuung muss die 
Impulserhaltung gelten: Die Impulse von Pump- und Probe-
Photon ?⃗? 𝑃 + ?⃗? 𝑃𝑟 kompensieren die von Stokes-Photon ?⃗? 𝑆 und 
Anti-Stokes-Photon ?⃗? 𝐴𝑆. 




Abbildung 17: Energie- und Impulserhaltungsschema des CARS-Prozesses 
Der CARS-Prozess im Energie-Diagramm (A; wie Abbildung 4) und das Schema der 
Impulserhaltungsbedingung (B) mit dem Pumpwellenvektor kP, dem Probewellenvektor 
kPr, dem Stokeswellenvektor kS und dem Anti-Stokes-Wellenvektor kAS. 
Der induzierten Polarisation liegt das elektrische Feld der anregenden Lichtwelle zugrunde. 
Sie erzeugt in den Dipolen eines durchlaufenen Mediums Schwingungen. Für geringe 
Feldstärken schwingen die Dipole harmonisch mit der Frequenz der Stimulation, was eine 
lineare Abhängigkeit von der Polarisation ausdrückt. Für große Feldstärken lässt sich das 
Verhalten der Dipolbewegung durch höhere Ordnungen der Polarisation in einer 
Reihenentwicklung zur Formel 4 annähern [54]. 




(1)(𝜔) ∙ ?⃗? (𝜔) +
𝜒
(2)(𝜔) ∙ ?⃗? (𝜔)2 +
𝜒
(3)(𝜔) ∙ ?⃗? (𝜔)3 +⋯)
  
Der Feldvektor ?⃗?  der durch das harmonisch 
oszillierende elektrische Feld ?⃗?  induzierten 
Polarisation lässt sich in eine Reihe nach der 
elektrischen Suszeptibilität n-ter Ordnung 𝜒(𝑛) 
entwickeln. 𝜒 ist eine Funktion der 
Kreisfrequenz 𝜔 der anregenden Welle. 𝜀0 ist 
die elektrische Feldkonstante. 
Formel 4: Reihenentwicklung der induzierten Polarisation 
                                                 




















Der Term der elektrischen Suszeptibilität 1. Ordnung 𝜒
(1)
 steht für den linearen Anteil, der 
für Vorgänge wie Reflexion, Absorption und Dispersion verantwortlich ist, während die 
höheren Ordnungen für Zweite-Harmonische-Generierung (SHG, 𝜒
(2)
), Dritte-




Bei CARS erzeugen die Wellenlängen der Stimulation eine Polarisation bei der Differenz-
Frequenz von Pump- und Stokes-Laser (Formel 5). 
𝛥𝜔 = 𝜔𝑃 − 𝜔𝑆 Für die resonante CARS-Erzeugung muss die Differenz-Frequenz 
Δ𝜔 von Pump-Laser- Frequenz 𝜔𝑃 und Stokes-Laser-Frequenz 𝜔𝑆 
einem Raman-aktiven Energieübergang entsprechen. 
Formel 5: Differenz-Frequenz für CARS-Anregung 
Da häufig Pump- und Probe-Wellenlänge durch denselben Laser erzeugt werden, ergibt sich 
die Anti-Stokes-Frequenz (siehe Abbildung 17), wie in Formel 6 beschrieben. 
𝜔𝐴𝑆 = 𝜔𝑃 − 𝜔𝑆 + 𝜔𝑃𝑟 
 = 2𝜔𝑃 − 𝜔𝑆 
Wird der Pump-Laser 𝜔𝑃 zum Probe-Laser 𝜔𝑃𝑟, ergibt sich 
die CARS-Frequenz 𝜔𝐴𝑆 aus der Differenz der doppelten 
Pump-Frequenz 𝜔𝑃 und der Stokes-Frequenz 𝜔𝑆. 
Formel 6: Anti-Stokes-Frequenz als Funktion der Anregungsfrequenzen 
Die Polarisation dritter Ordnung aus Formel 4 wird damit zur Formel 7. 
?⃗? (𝜔𝑃, 𝜔𝑆) = 𝜀0 ∙ 𝜒
(3)(𝜔𝑃 − 𝜔𝑆)
∙ ?⃗? 𝑃(𝜔𝑃)
2 ∙ ?⃗? 𝑆(𝜔𝑆) 
Die induzierte Polarisation ?⃗?  ergibt sich durch die 
Felder von Pump- (?⃗? 𝑃) und Stokes-Laser (?⃗? 𝑆) und 
die für CARS maßgebliche 3. Ordnung der 
elektrischen Suszeptibilität (𝜒(3)) an der 
Differenzfrequenz 𝜔𝑃 − 𝜔𝑆. 𝜀0 ist die elektrische 
Feldkonstante. 
Formel 7: Polarisation durch CARS-Anregung mit 2 Wellenlängen 
Durch Einsatz von sehr intensiven Lasern ist es somit möglich, auch die verhältnismäßig 
geringe Größe von (3) für diesen Prozess zu nutzen. Allerdings birgt das einen zentralen 
Nachteil: Für Frequenzen außerhalb einer Schwingungsresonanz ist die Amplitude der 
komplexen Größe (3) nicht Null. Dies liegt daran, dass die Polarisation des Kern-
Elektronen-Dipols dort nicht zum Übergang eines vibronisch, sondern eines elektronisch 
angeregten Zustandes führt (Abbildung 18). 
Die elektrische Suszeptibilität 3. Ordnung ist ein Tensor mit 81 unabhängigen 
Komponenten, von denen aufgrund von Symmetrie 21 von Null verschieden sind [55] – die 




(3)(𝜔) Die elektrische Suszeptibilität 3. Ordnung 𝜒
(3) 
weist in Abhängigkeit von der Frequenz der 
anregenden Welle(n) 𝜒(3) einen resonanten Teil 
𝜒𝑟
(3) und einen nicht-resonanten Teil 𝜒𝑛𝑟
(3) auf. 
Formel 8: Elektrische Suszeptibilität 3. Ordnung 
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Abbildung 18: Resonanz im CARS-Energie-Schema 
Wechselwirkungen beim Vierwellenmischprozess: Resonante Verstärkung tritt bei 
Abstimmung der Anregungsfrequenzen auf eine Raman-aktive Energiedifferenz auf (1), 
andernfalls existieren dennoch nicht-resonante Anteile (2). Der Hauptanteil am nicht-
resonanten Hintergrund wird durch (3) dargestellt, bei dem Zwei-Photonen-Resonanz 
der Pump-/Probefrequenzen mit einem elektronisch angeregten Zustand auftritt [56], 
[57]. 
Die Frequenzabhängigkeit der Vibrationsresonanz verhält sich wie ein gedämpfter 
harmonischer Oszillator, der von der Kreisfrequenz der Lichtwelle angeregt wird. Sie lässt 
sich um eine einzelne Resonanzfrequenz herum durch eine Lorenzfunktion annähern 




𝜔𝑅 − 𝛥𝜔 − 𝑖𝛤𝑅
 
Der resonante Teil der elektrischen Suszeptibilität 3. Ord-
nung 𝜒𝑟
(3) an der Kreisfrequenz 𝜔 ergibt sich aus der Anzahl 
beteiligter Streuer 𝑛, der Resonanzintensität 𝐴𝑅, der 
Kreisfrequenz der Raman-Bande 𝜔𝑅, der Differenz-
Frequenz zwischen Pump- und Stokes-Welle 𝛥𝜔 und der 
Halbwertsbreite der Raman-Bande 𝛤𝑅. 𝑖 ist die imaginäre 
Zahl. 
Formel 9: Resonanter Teil der Suszeptibilität 3. Ordnung 
Die Intensität des CARS-Signals ergibt sich aus der Amplitude der komplexen Suszeptibilität 






Die CARS-Intensität 𝐼𝐶𝐴𝑅𝑆 an der Kreisfrequenz 𝜔 ist 
proportional zum Produkt aus Betragsquadrat der 
elektrischen Suszeptibilität 3. Ordnung 𝜒(3), der qua-
drierten Leistung des Pump- und Probe-Lasers 𝐼𝑃 und der 
Leistung des Stokes-Lasers 𝐼𝑆. 
Formel 10: CARS-Intensität 
Insbesondere der quadratische Zusammenhang zwischen Signalintensität ICARS und Anzahl 
der Streuer n bzw. der Pumpleistung IP bedeuten für den CARS-Prozess als 
Kontrastmechanismus besondere Herausforderungen: Für quantitative Messungen zum 
Beispiel wirkt sich der quadratische Zusammenhang zwischen Konzentration und Signal bei 
der Signalerfassung stark auf den Dynamikbereich aus, während die Pumpleistung in einem 
sehr engen Arbeitsbereich konstant gehalten werden muss (siehe auch Abschnitt 9.1.5). 
Mit der komplexen Suszeptibilität aus Formel 8 ergibt sich aus der CARS-Intensität somit 
































Die CARS-Intensität 𝐼𝐶𝐴𝑅𝑆 an der Kreisfrequenz 𝜔 
ist proportional zur Summe aus dem Quadrat des 
Realteils des resonanten Teils der elektrischen 
Suszeptibilität 3. Ordnung 𝜒𝑟
(3), dem Quadrat des 
Imaginärteils des nicht-resonanten Teils der elek-
trischen Suszeptibilität 3. Ordnung 𝜒𝑛𝑟
(3) und einem 
Mischterm dieser Suszeptibilitäten. 
Formel 11: CARS-Intensität nach Komponenten 
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Formel 12: Real- und Imaginär-Teil des resonanten Anteils der Suszeptibilität 3. 
Ordnung 
Für eine einzelne Raman-Bande zeigt Abbildung 19 den Verlauf der beteiligten 
Komponenten und des Mischsignals in Abhängigkeit von der Wellenzahl. 
Aus Formel 11 folgt, dass, wenn der nicht-resonante Anteil Null ist, das 4-Wellen-Misch-
Signal allein aus dem Imaginärteil von 𝜒𝑟
(3) bestimmt wird und damit der Raman-Resonanz 
(Kurve (2) in Abbildung 19) entspricht. Wächst der nicht-resonante Anteil aber an, führt das 
durch die additive Verknüpfung mit Real- und Mischterm im CARS-Spektrum zur 
Verschiebung der Bande zu kürzeren Wellenzahlen und zum Unterschwingen bei höheren 
(Kurve (4) in Abbildung 19). 
Diese Eigenschaft, die insbesondere das Verhältnis des Signals zum Hintergrund in der 
CARS-Mikroskopie negativ beeinflusst, wird als nicht-resonanter Untergrund bezeichnet. In 
den vergangenen Jahren seit der Entdeckung von CARS für die Bildgebung [13] sind daher 
verschiedene Anstrengungen unternommen worden, um diesen Nachteil des CARS-
Prozesses zu minimieren und das Verfahren der Sensitivität von Raman-Spektroskopie näher 
zu bringen. 
3.4.5 Unterdrückung des nicht-resonanten CARS-Untergrundes 
3.4.5.1 Spektrale Breite der Anregung 
Eine Möglichkeit zur Unterdrückung stellt die geeignete Wahl der spektralen Breite der 
Anregung dar (Abschnitt 3.4.5.8). Während modengekoppelte Pikosekunden-Laser Breiten 
von unter einem Nanometer bzw. wenigen Wellenzahlen (5 ps entsprechen 2,9 cm-1 [60]) 
haben, entsprechen sie anders als Femtosekunden-Laser (100 fs entsprechen ) in etwa der 
Breite von einzelnen Raman-Banden [61] – insbesondere im schwingungsspektroskopisch 
interessanten Fingerabdruck-Bereich. Femtosekunden-Laser sind zwar aufgrund ihrer hohen 
Spitzenleistungen besser geeignet für die Anregung nicht-linearer optischer Prozesse, bei 
CARS werden jedoch durch die überflüssige Stimulation von Übergängen außerhalb der 
Resonanzfrequenz die elektronischen nicht-resonanten in ihrem Anteil gegenüber den 
resonant verstärkten begünstigt [62]. Für das Signal-zu-Rausch-Verhältnis (SNR, engl. signal 
to noise ratio) und die Auflösung einzelner Banden stellt deshalb eine Pikosekunden-Anregung 
die günstigste Wahl dar. Allerdings bieten im Bereich von sehr breiten Banden auch 
Femtosekunden-Laser Vorteile. Ein Beispiel dafür sind die CH-Streckschwingungen 
zwischen 2800 und 3000 cm-1, deren nah beieinander liegenden Banden von C-H, C-H2 und 
C-H3-Bindungen in biologischen Proben durch die vielfältige molekulare Anordnung 
verbreitert werden. 
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Abbildung 19: CARS-Spektrum mit beteiligten Komponenten 
Einzelkomponenten am CARS-Signal für eine Resonanz bei 1000 cm-1 mit einer 
Halbwertsbreite von 3 cm-1 mit dem Realteil des resonanten Anteils der Suszeptibilität 3. 
Ordnung (1, rot), dem Imaginärteil des resonanten Anteils (2, blau), dem Anteil des 
Mischterms (3, grün), dem nicht-resonanten Anteil (4, magenta), dem resultierenden 4-
Wellen-Mischsignal (5, schwarz), der Maximumfrequenz max und der Minimumfrequenz 
min mit einem Resonanz-zu-Hintergrundverhältnis von 1:0,8. 
Beim ausschließlichen Einsatz von Pikosekunden-Lasern (etwa gleicher Pulsdauer) für 
Pump- und Stokes-Strahl handelt es sich um (spektral) schmalbandiges CARS (engl. 
narrowband CARS). Eine andere Strategie zur Untergrundunterdrückung setzt bei der 
Auswahl des Stokes-Lasers an: Ist dieser im Gegensatz zum Pump-Laser spektral so breit, 
dass ein Bereich von mehreren Banden angeregt wird, handelt es sich um Multiplex-CARS 
[14], [63] (Abbildung 20). 
Diese Variante verringert den oben genannten Nachteil des nicht-resonanten Untergrundes 
erheblich, wenn innerhalb der spektralen Aufzeichnungsbreite resonanzfreie Bereiche 
existieren, so dass Referenzpunkte für die Bemessung des Untergrundes entstehen. Breite 
Stokes-Pulse werden durch synchronisierte Kombination von Pikosekunden-Pump-Lasern 
mit Femtosekunden-Stokes-Lasern [64] oder durch spektrale Verbreiterung von 
Pikosekunden-Stokes-Lasern (z. B. Weißlichtgenerierung in photonischen Kristallfasern – 
PCF, eng. photonic crystal fibres [65]) erreicht. Für das Schmalband-CARS gibt es jedoch 
verschiedene Ansätze zur Untergrundunterdrückung, so dass diese Referenzpunkte nur 
bedingt notwendig sind. Nachfolgend sind einige ausgewählte Methoden dafür kurz erläutert. 

































Bei Schmalband-CARS wird jeweils nur 
eine Wellenzahl selektiert, während bei 
Multiplex-CARS gleichzeitig mehrere 
Wellenzahlen diskret oder kontinuierlich 
stimuliert werden. 
Abbildung 20: Varianten der CARS-Stimulation 
3.4.5.2 P-CARS 
Polarisations-CARS basiert darauf, dass die transversalen Schwingungsebenen von Anregung 
sowie resonanten und nicht-resonanten Anteilen verschieden sind. Durch Ausrichtung der 
Polarisationsebenen der Anregung verbunden mit polarisationsabhängiger Detektion mittels 
Analysator wird vor allem der nicht-resonanten Anteil gedämpft und damit der Kontrast 
erhöht [66] (Abbildung 21A). 
3.4.5.3 E-CARS 
Der Ansatz von E-CARS nutzt aus, dass Epi-detektiertes gegenüber vorwärts detektiertem 
CARS Vorteile bei der Signalerzeugung von sehr kleinen Streuzentren (unterhalb einer 
bestimmten Größenordnung relativ zur Anregungswellenlänge) bietet. Zum Beispiel bei 
Lösungsmitteln gehen in Epi-Richtung viel weniger nicht-resonante Anteile aus [30]. Zu 
beachten ist dabei, dass mit steigender Größe der Streukörper das Epi-Signal ab und das 
Vorwärts-Signal zunehmen. Die beiden Anteile enthalten demnach im Grundsatz 
komplementäre Informationen (Abbildung 21B). 
3.4.5.4 T-CARS / FT-CARS 
Mit dem Einsatz von Femtosekunden-Lasern ist auf zeitlicher Basis (eng. time resolved CARS, 
T-CARS) eine Diskriminierung der Anteile möglich. Da der Übergang über nicht-resonante 
elektronische Zustände instantan erfolgt, während die resonanten vibronischen mit einer 
exponentiellen Funktion gleich der der Anregungszustände abfallen, können letztere mit 
einem zeitlich verschobenen Probe-Puls mittels TCSPC-Verfahren ausgelesen werden [25], 
[56] (Abbildung 21C). 
Ein verwandter Ansatz nutzt ein Michelson-Interferometer und erzeugt damit zeitlich 
variante Pump- und Probe-Pulse aus einer einzelnen, breitbandigen Femtosekunden-
Laserquelle (eng. Fourier transform CARS, [67]). Mit dem Durchstimmen des Interferometers 
ist eine zeitlich hochaufgelöste Abtastung des Signals möglich. Durch Ausblendung des 
instantanen Signalanteils ist auch hier eine vollständige Unterdrückung des nicht-resonanten 
Hintergrundes möglich. 
3.4.5.5 Doppel-Frequenzkamm-CARS 
Als eine Erweiterung des zeitaufgelösten CARS kann das Doppel-Frequenzkamm-CARS 
(eng. dual comb CARS, [68]) angesehen werden. Werden zwei gleichfarbige Femtosekunden-
Laser leicht unterschiedlicher Frequenz im Fokus eins Objektivs miteinander überlagert, 
bildet sich eine kontinuierliche Folge von T-CARS-Ereignissen. Die aus dem Pump-Puls 
resultierende Polarisation erzeugt aufgrund der wandernden Abtastung mit dem Probe-Puls 
ein Anti-Stokes-Signal mit der Probe-Frequenz, amplitudenmoduliert mit der 
Polarisationsfunktion. Aufgrund der spektralen Breite der beiden Quellen fungiert dann je 
nach Phasenlage zueinander einer der Laser als Pump, der andere als Probe-Laser. 
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einmal negativ. Da pro Laser-Periode jeder Puls zudem sowohl als Pump- als auch als Probe-
Laser fungiert, bilden sich im Frequenzraum Doppel-Banden aus. Diese können mit einem 
spektralen Kurzpassfilter CARS-üblich von der Stimulation getrennt und mit einer 
Photodiode erfasst werden. Ein Frequenz-Kurzpass-Filter eliminiert anschließend die 
Repetitionsfrequenz der Laserquellen. Nach einer Fourier-Transformation der Abtastdaten 
liegt das CARS-Spektrum vor. Bei Auslassung der Anteile nahe der exakten Pulsüberlagerung 
lässt sich mit dieser Methode effektiv der nicht-resonante Hintergrund unterdrücken. 
3.4.5.6 Postprocessing-CARS 
Einen anderen Angriffspunkt zur Eliminierung des Hintergrundes bietet die 
Nachbearbeitung von untergrundbehafteten Rohdaten: das Postprocessing-CARS. Durch 
Subtraktion von Hintergrund-Bildern, die bei nicht-resonanten Wellenzahlen des 
Schwingungsspektrums aufgezeichnet wurden, ist eine Erhöhung des chemischen 
Kontrastes bei resonanten möglich (Abbildung 21D, [69]). 
3.4.5.7 Heterodynes CARS 
P- und E-CARS erleiden neben der Beeinflussung des Hintergrundes auch eine Dämpfung 
des resonanten Signalanteils, was dennoch effektiv zu einer Verbesserung des Resonant-zu-
Nicht-resonant-Signalverhältnisses führt. Deshalb versuchen viele jüngere Methoden durch 
alternative Stimulations- und Detektionsverfahren die resonanten Signalanteile indirekt zu 
bestimmen: 
Mit Einsatz von interferometrischen Methoden bei heterodyner Detektion ist so eine 
untergrundfreie Messung durch Separation der realen und imaginären Signalanteile möglich 
[70]. Durch Mischung der Stimulation mit einem phasenverschobenen Träger kann sogar 
eine lineare Raman-proportionale Signalerfassung erreicht werden [71]. Das CARS-Signal der 
zuvor genannten Ansätze weist eine quadratische Abhängigkeit von der Konzentration des 
Raman-Streuers auf. 
3.4.5.8 Einzelpuls-CARS 
Femtosekunden-Laser sind als Quellen insbesondere im schwingungsspektroskopisch 
interessanten Fingerprint-Bereich allein wenig attraktiv, da sie in ihrer spektralen Breite 
typischerweise mehrere Raman-Banden überstreichen. Sie können jedoch über die 
Einbringung eines Chirps in ihrer temporalen und spektralen Ausprägung so modifiziert 
werden, dass sie weitere Stimulationsmethoden ermöglichen. 
Einzelpuls-CARS basiert auf solch einem spektral breiten Puls, aus dem mit Hilfe eines 
Pulsformers die Bedingungen für CARS erzeugt werden. Breite Pulse können dabei direkt 
aus der Femtosekunden-Quelle entnommen oder indirekt durch eine mikrostrukturierte 
Faser als Kontinuum erzeugt werden. Als Pulsformer agiert ein SLM (eng. spatial light 
modulator), der in der Fourierebene eines 4-f-Aufbaus positioniert wird und dort die 
Phasenfunktion modifiziert. 
Es wurden zwei Ansätze gezeigt, wie die Phasenfunktion für die CARS-Erzeugung gestaltet 
werden kann: Eine Variante ist ein periodisches Muster, das in der Zeitdomäne eine Pulsfolge 
erzeugt [15], [72]. Diese Pulsfolge ist derart zu gestalten, dass sie genau eine Raman-
Schwingung resonant anregt. Das erzeugte CARS-Signal wird anschließend mit einem 
Einkanal-Detektor in heterodyner Konfiguration (Lock-In-Verstärkung) erfasst. Durch 
Erweiterung der Modulation mit höheren Harmonischen der Anregungsfrequenz, kann der 
nicht-resonante Hintergrund wirksam unterdrückt werden. 
Der zweite Ansatz erzeugt mittels SLM aus dem Einzelpuls ein zeitlich verzögertes Pulspaar, 
von dem der erste, langwelligere Puls Pump- und Stokes-Puls bildet, während der zweite, 
kurzwellige nach einer variablen Zeitdauer τ als Probe-Pulse fungiert [73], [74]. Mit der SLM-
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Phasenfunktion kann dann der zeitliche Abstand so groß gewählt werden, dass der instantane 
nicht-resonante Anteil wirksam unterdrückt wird. Zum anderen ist bei kontinuierlicher 
Vergrößerung von τ die Aufnahme der zeitlich aufgelösten Transienten-Funktion nach der 
kohärenten Anregung möglich. Diese kann mit einer FFT wieder in ein 
Schwingungsspektrum übersetzt werden. 
3.4.5.9 Spektrales Fokussieren 
Spektrales Fokussieren kann als abgerüstete oder optimierte Version des Einzelpuls-CARS 
verstanden werden: Anstelle die Phasenfunktion mit Hilfe eines SLMs wahlfrei zu gestalten, 
wird hier allein mit linearem Chirp gearbeitet. Dies kann mit einem Pulsdehner in Form einer 
doppelt durchlaufenen Gitter-Linsen-Anordnung [75] oder eines einzelnen Glasblocks [76] 
erreicht werden. Einer der beiden Arme (Pump oder Stokes) wird dann über eine 
Verzögerungsstrecke in seiner Länge kontinuierlich variiert, um mit Kreuzkorrelation beider 
Pulse das CARS-Signal in einem Mikroskop aufzunehmen. Aufgrund der spektralen 
Verschiebung der gechripten Pulse mit der Zeit entsteht so wieder ein 
Schwingungsspektrum. 
Mit der Einführung des Chirps erhält man einen zusätzlichen Hebel zur Optimierung des 
Verhältnisses von resonantem zu nicht-resonantem Signalanteil: Für ein Maximum muss die 
spektrale Breite beider Pulse (Pump und Stokes) an die Breite der zu beobachtenden Raman-
Banden (z.B. 100 cm-1 bei Lipiden und 400 cm-1 bei Wasser) angepasst werden [76]. 










Abbildung 21: ausgewählte Methoden zur CARS-Untergrund-Unterdrückung 
Polarisations-CARS nach [66] (P-CARS, A, mit den Polarisationsebenen von Pump-Laser 
EP, Stokes-Laser ES und nicht-resonantem Signal PNR), Epi-detektiertes CARS nach [30] 
(E-CARS) im Vergleich und Verhältnis zu vorwärts detektiertem CARS (F-CARS, 
schematisch in B) mit Epi- IEpi (1, rot) und Vorwärts-Intensität (2, blau) in Abhängigkeit 
vom Streusphärendurchmessers D relativ zur Pumpwellenlänge P (3, grün), 
zeitaufgelöstes CARS (T-CARS, C) sowie Post-Processing-CARS (D) mit resonantem 

































































Dieses Kapitel erläutert und diskutiert die Gerätekonstruktion des im Rahmen dieser Arbeit 
entwickelten Mikroskops. Dabei werden zuerst – ausgehend von den projektierten 
Anwendungsfeldern – die Anforderungen bestimmt. Die daraus abgeleitete Komponenten-
auswahl wird detailliert im Anhang (Abschnitt 9.1) erläutert. Im zweiten Teil dieses Kapitels 
(Abschnitt 4.2) sind die Konfigurationen beschrieben, in denen die Komponenten 
zusammengesetzt sind. 
4.1 Anforderungen 
Die in der Einführung benannten Vorteile der Kontrastmethode CARS werden mittlerweile 
in vielen verschiedenen Anwendungen genutzt [77]. Als Spektroskopie dient sie in den 
Materialwissenschaften der Online-Diagnose von Gasen [78], Flammen und 
Verbrennungsprozessen [79] sowie Untersuchungen von Kohlenstoffnanoröhren [80], [81] 
und Flüssigkeitseigenschaften [82], [83]. In der Mikroskopie eröffnet sich ebenfalls ein weites 
Feld an Möglichkeiten, da die gegenüber der spontanen Raman-Streuung beschleunigte 
Generierung von Signalen potentiell kürzere Belichtungszeiten bedeutet und damit eine 
Entwicklung von in-vivo-Werkzeugen begünstigt [84]. 
In dieses Gebiet fällt die Problemstellung, für die das CARS-Mikroskop im Rahmen dieser 
Arbeit primär konzipiert ist: Im Rahmen des BMBF-Forschungsprojektes „Entwicklung von 
Präventionsstrategien gegen Hautnebenwirkungen bei der Chemotherapie“ (FKZ: 
13N10507-13N10510, 13N10613) sollen mit Hilfe von nicht-linearen Raman-Methoden in 
der Haut markerfrei und nicht-invasiv die Zellstrukturen sowie die Verteilung und 
Konzentration von Antioxidantien und systemisch verabreichten Wirkstoffen bestimmt 
werden. Ziel des Verbundprojektes ist es, dafür einen auf Faserlaserquellen basierenden 
mobilen und kompakten Tomographen zu entwickeln. 
Das hier beschriebene Mikroskop stellt ein Werkzeug für ein Arbeitspaket aus diesem 
Forschungsprojekt dar. Ziel dieses Arbeitspaketes ist die experimentelle Bestimmung der 
schwingungsspektroskopischen Grundlagen zur Lokalisierung und Quantifizierung von 
Antioxidantien und Wirkstoffen in der Haut. Dafür sollen ausgewählte Substanzen beider 
Stoffgruppen mit CARS untersucht werden. Aus dieser Aufgabenstellung lassen sich 
folgende Einsatzszenarien und damit verbundene Anforderungen an das Design des 
Mikroskops ableiten. 
4.1.1 Spektroskopische Analysen 
Quantifizierbare Ergebnisse sind für CARS im Gegensatz zum linearen spontanen Raman-
Prozess ein Problem, mit dem sich Wissenschaftler seit einigen Jahren auseinandersetzen. Es 
existieren Ansätze zur experimentellen und zur mathematischen Bemessung der 
Stoffkonzentrationen [85]–[88]. Bei der Untersuchung von Reinsubstanzen und 
Konzentrationsreihen zur Bestimmung der Detektierbarkeit und Nachweisgrenzen reicht 
eine Einzelpunktanalyse aber aus. 
Eine fortgeschrittene Lösung auf Basis von laserscannender Mikroskopie existiert bereits 
[89], ist für die reine Stoffanalyse jedoch nicht notwendig. Der dort verwendete Ansatz der 
Differenzbildung der CARS-Signalintensitäten bei Maximum- und Durchschwing-Frequenz 
(max und min in Abbildung 19) stellt aber die einfachste Form der Auswertung dar. Nachteil 
dieser Methode ist die Notwendigkeit, den spektralen Verlauf des Signals zu kennen, so dass 
vorab in jedem Fall eine Raman- und/oder eine Hyperspektral- oder Multiplex-CARS-
Messung zur Bestimmung der Extremwertfrequenzen durchgeführt werden muss. 
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Zudem können sich starke Konzentrationsänderungen z. B. von Lösungen auch 
verschiebend auf die Position der Raman-Banden auswirken [90]. Für die zu untersuchenden 
niedrigen Stoffkonzentrationen im millimolaren Bereich stellt das aber voraussichtlich kein 
Problem dar. 
Allgemein gilt, dass für den Vergleich von quantitativen Messungen gemeinsame 
Maßnormale existieren müssen. Diese Voraussetzungen werden durch ein geeignetes 
Einheitensystem und entsprechend kalibrierte Messgeräte geschaffen. Auf der Prozessseite 
muss zudem gewährleistet sein, dass entweder die Umgebungsbedingungen stabil bleiben 
oder aber ein interner Standard – eine Referenz – existiert, der den Einfluss eventueller 
Schwankungen kompensieren lässt. 
Somit kann zunächst die Forderung nach einer stabilen Anregungsquelle bezüglich der 
Parameter Strahllage, Strahlmode, Wellenlänge, Pulsbreite und Leistung formuliert werden. 
Um gleichzeitig auch andere nicht-lineare Raman-Varianten (z. B. SRS, Multiplex-CARS) 
einsetzen zu können, kommen deshalb hier ein modengekoppelter Pikosekunden-Neodym-
Yttrium-Vanadat-Laser (Nd:YVO4) und ein damit gepumpter optisch parametrischer 
Oszillator (OPO) zum Einsatz. Diese Kombination sichert verschiedene CARS-
Stimulationskonzepte, einschließlich der Optiken zur Weißlichterzeugung, ab [91]. 
Beim Betrieb der Laserquellen hat sich herausgestellt, dass es notwendig ist, die 
Ausgangsleistung des OPOs zu stabilisieren. Deshalb wurde für diesen Zweck eine separate 
Regeleinrichtung entwickelt und getestet (siehe Abschnitt 9.1.5). Für die Bestimmung der 
Signalintensitäten von CARS existiert zwar auch die Möglichkeit der nachträglichen 
Korrektur anhand der gemessenen Stimulationsleistung (siehe Abschnitt 6.1), sie ist jedoch 
weniger universell einsetzbar und mit einer Nachbearbeitung der Rohdaten verbunden. 
4.1.2 Image-Mapping 
Die Anforderungen an CARS-Experimente für reine Stoffuntersuchungen unterscheiden 
sich von denen bildgebender im Wesentlichen in der Strahlführung und ggf. der optischen 
Anordnung der Detektion: Einige Veröffentlichungen, die von der Geschwindigkeit der 
Schmalband-Variante profitieren, nutzen das Konzept des Laser-Scannings [28], [89], [92], 
[93]. Dabei wird der kollimierte Anregungsstrahl durch zwei Spiegel in X- und Y-Richtung 
innerhalb der Objektiv-Apertur abgelenkt und somit ein Bereich im Objektfeld abgescannt. 
Das rückgestreute und spektral verschobene Licht wird dann mit dichroitischen Strahlteilern 
vom Anregungslicht getrennt und z. B. mit PMTs (siehe Abschnitt 9.1.12) oder APDs (siehe 
Abschnitt 9.1.11) in elektrisch verarbeitbare Signale umgewandelt. Eine Vorwärts-Detektion 
ist ebenfalls unter Verwendung von Kollimatorlinsen möglich. In beiden Fällen ist die 
Einbringung von weiteren chromatischen Filtern (etwa Tief- oder Bandpass) unerlässlich, 
um die residualen Anteile des Anregungslichts von der Aufnahme auszuschließen. 
Für reine Stoffanalysen, bei denen Einzelpunktmessungen in homogenen Proben potentiell 
ausreichend sind, genügt die starre Einkopplung in ein Objektiv mit chromatischer Trennung 
in Rückwärts- oder Vorwärts-Richtung. Als Erweiterung dieses Konzeptes und als 
Alternative zum Laser-Scanning kann das Probe-Scanning (engl. scanning probe microscopy, 
SPM, [94]) aufgefasst werden. Hierbei genügt ebenfalls die starre Strahlführung, da das 
Präparat als Ganzes durch einen Scan-Tisch im Fokus des Objektivs bewegt wird. Dies 
ermöglicht die einfache Erweiterung eines ggf. schon bestehenden Analysesystems und wird 
aufgrund der langsamen Scanbewegung für Kontrastmethoden mit großen 
Integrationszeiten wie die Raman-Spektroskopie eingesetzt [95]. 
Zusätzlich sind durch die Probenbewegung jedoch Grenzen bei der Auswahl der Proben 
gesetzt. So ist es damit nicht möglich, frei bewegliche Objekte in Flüssigkeiten abzutasten, 
da die Trägheit der Objekte in der viskosen Umgebung die notwendige starre 
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Bewegungskopplung mit dem Scantisch nicht erfüllt. Bei der primären Aufgabenstellung der 
spektroskopischen Analysen sind diese Anforderungen aber zunächst von untergeordneter 
Bedeutung, weshalb die Konstruktion zugunsten einer größeren Flexibilität bei der Anregung 
und Detektion mit einem Scantisch versehen ist. 
4.1.3 Vorwärts- und Epi-Detektion 
Wie bereits in den Grundlagen erwähnt, enthalten die vorwärts und rückwärts gerichteten 
CARS-Anteile komplementäre Informationen unterschiedlicher Strukturgrößen [30], die für 
die Erstellung eines möglichst umfassenden Abbildes der Probe erfasst werden sollten. Ihre 
Akquisition kann durch separate oder gemeinsame Detektoren erfolgen. Letzterer Ansatz 
bietet neben besseren Vergleichsmöglichkeiten aufgrund der gemeinsamen 
Sensitivitätskennlinie die Option, einen besonders empfindlichen Detektor für mehrere 
Kanäle einzusetzen und dadurch Kosten zu sparen. Für diesen Ansatz gibt es 
Implementierungen, die eine zeitliche Diskriminierung der Vorwärts- und Epi-Anteile 
mittels zeitkorrelierter Einzelphotonenzählung (TCSPC) [31], [96] vornehmen. 
Die in dieser Arbeit vorgeschlagene Lösung sieht stattdessen die sequentielle Trennung auf 
Basis eines 2-zu-1-Faserschalters (Multiplexer) vor. Damit erschließt sich die Verwendung 
von analogen Mehrkanal-Detektoren (z.B. Spektrometer) oder von im Vergleich zu TCSPC-
Hardware günstigeren summierenden Einzelphotonenzählern (APD, PMT). Als 
Konsequenz wird ein und dieselbe Messstelle zweimal so häufig beleuchtet, da der Schalter 
zu einem Zeitpunkt immer nur einen Kanal zum Detektor durchschaltet. Hinsichtlich einer 
vielseitigen Ankopplung von Detektoren (Flexibilität) stellt die Faseranbindung eine sehr 
kompatible Variante dar. 
4.2 Konfigurationen 
Die einzelnen Komponenten des Mikroskops und die dazu entwickelten Werkzeuge sind 
detailliert im Anhang (Abschnitt 9.1) erläutert. Im Folgenden werden die reale Umsetzung 
des für multimodale Experimente entwickelten Stimulations- und Detektionskonzepts des 
Mikroskops vorgestellt. Die beschriebenen Konfigurationen sind als Basis für angepasste 
Versuche zu verstehen und hinsichtlich einfacher Justierung optimiert. Sie wurden 
insbesondere für die im Kapitel 6 dokumentierten Messungen verwendet. 
Die Abbildung 22 zeigt eine Gesamtübersicht des Labortisches mit PC-Arbeitsplatz (A) und 
eine Sicht von hinten durch das Mikroskop (B). Der Tisch ist im Wesentlichen aus Optik-
Laborkomponenten aufgebaut und auf einer Grundfläche von 1,5 x 2,5 m montiert. Die 
größten Baugruppen der Konstruktion sind die zwei Laserquellen und das Mikroskopstativ. 
Letzteres wird im Folgenden als das eigentliche Mikroskop betrachtet, da es alle 
Komponenten zur Strahlpräparation, Detektion und Experimentdurchführung umfasst. Es 
befindet sich auf insgesamt drei Ebenen, wovon die untere den Labortisch darstellt und die 
mittlere und obere als Breadboards ausgeführt sind. Auf der mittleren Ebene wird im 
Wesentlichen die Strahlpräparation durchgeführt, auf der oberen teilweise Strahlpräparation 
und teilweise Detektion. Die Details der Konstruktion werden in den nächsten 
Unterabschnitten erläutert. 
4.2.1 Strahlpräparation 
Die Vorbereitung der Stimulationslaser hinsichtlich Intensität, Polarisationsebene, zeitlicher 
und räumlicher Überlappung unterteilt sich für drei Laserquellen: den OPO, den HighQ-
Laser und den Pilotlaser. Sie werden nun im Einzelnen vorgestellt. 







Abbildung 22: Bilder des Laborarbeitsplatzes 
Die Gesamtansicht des geöffneten Mikroskops (A) mit Steuerungs- und Visualisierungs-
PC und der Blick von hinten (Pfeil 1, B) auf die untere (4), mittlere (5) und obere (6) 
Ebene des Mikroskops. Die Pfeile 2 und 3 kennzeichnen die Blickrichtung für die 
nachfolgenden Detaildarstellungen der mittleren und oberen Ebene. In C sind die 
Strahlenschutz-Bleche eingehängt. 
4.2.1.1 OPO-Ausgänge 
Auf der unteren und der mittleren Ebene des Mikroskops wird der kombinierte OPO-
Ausgang (Signal und Idler) mit einem gestuften Neutraldichtefilterrad einer Vordämpfung 
unterzogen, um das nachfolgende kontinuierliche Neutraldichtefilterrad der 
Leistungsregelung mit der minimal notwendigen Laserintensität zu belasten (Abbildung 23). 
Für die kollineare, zentrische und orthogonale Einkopplung in das Mikroskopobjektiv gibt 
es auf der oberen Ebene (vgl. Abschnitt 4.2.2) und im Objektivrevolver zwei Lochblenden 
(im Folgenden Mikroskoplochblenden genannt), auf die OPO- und HighQ-Strahl justiert 
werden. Für die erste dieser beiden Lochblenden befindet sich der OPO-Justierspiegel auf 










Abbildung 23: Untere und mittlere Ebene des Mikroskops, OPO-Strahl 
Das OPO-Strahlenbündel (Signal und Idler) verlässt oben den Oszillator (1), durchläuft 
die Leistungsregelung (2) und eine /2-Platte (3, optional im HighQ-Strahl), um 
anschließend über ein Periskop (4) auf die obere Ebene geleitet zu werden. 
Als nächstes Element steht im OPO-Strahlengang eine /2-Platte, mit der eine Neigung der 
linearen Polarisationsebene auf dem vollen Kreis möglich ist. Abschließend wird mit Hilfe 
eines Periskops der Strahl auf die obere Ebene geführt. 
Zur Erleichterung der Justierung des Mikroskops kann vor der /2-Platte mit Hilfe eines 
optionalen Spiegels auf einem Indexspiegelhalter ein Pilotlaser in den OPO-Strahlengang 
eingeblendet werden. Seine Verwendung ist im Abschnitt 4.2.1.3 erläutert. 
4.2.1.2 HighQ-Ausgang 
Je nach Justierung der Kavität des HighQ picoTRAIN-Lasers ist sein 1064 nm-Ausgang mit 
Hilfe von zwei Lochblenden auf der unteren Ebene auszurichten, um stets in derselben Lage 
auf den Verzögerungstisch gerichtet zu werden (Abbildung 24). Nach dem Tisch folgen der 
Justierspiegel für die erste Lochblende der Mikroskopeinkopplung und das Periskop zur 
oberen Ebene. Die Leistung des 1064 nm-Strahls wird unmittelbar nach dem Laser mit Hilfe 
eines gestuften Neutraldichtefilterrades (nicht abgebildet) eingestellt. 
 
Abbildung 24: Untere und mittlere Ebene des Mikroskops, HighQ-Strahl 
Der HighQ-Ausgang 1064 nm (1) wird durch einen Verzögerungstisch (2) zeitlich mit 
dem OPO-Puls zur Überlagerung gebracht und danach mit einem Periskop (3) auf die 
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4.2.1.3 Pilotlaser und Faserbeleuchtung 
Da die Stimulationsstrahlen der Experimente im nahen Infrarotbereich liegen, empfiehlt sich 
für die Grobjustierung der optischen Spiegel und dichroitischen Strahlteiler der Einsatz eines 
sichtbaren Pilotlasers, da dann mit einem Laser der Klasse 1 oder 2 gearbeitet und zudem 
auf den ermüdenden Einsatz von Infrarotsicht-Geräten und/oder -karten über weite 
Strecken verzichtet werden kann. 
Dazu wird der Pilotstrahl über eine ausgewählte Distanz gemeinsam mit dem Infrarotstrahl 
durch mindestens zwei möglichst weit auseinander liegende Lochblenden geführt. Für 
nachfolgende optische Elemente kann die Justierung dann stellvertretend mit dem Pilotlaser 
erfolgen. Unter der Voraussetzung, dass keine lichtbrechenden Elemente (Linsen, 
Teleskope) in der gemeinsamen Strecke vorhanden sind, entspricht der Ziellaser (hier OPO, 
Abbildung 25) nach Justierung durch dieselben Lochblenden sehr gut der Lage des 
Pilotlasers. 
 
Abbildung 25: Untere und mittlere Ebene des Mikroskops, Pilotstrahl 
Der Pilotlaser (1) wird über einen Indexspiegel (2) vor dem Periskop (3) in dieselbe Lage 
wie der OPO-Strahl eingeblendet. Sein sichtbares Licht der Wellenlänge 635 nm 
erleichtert die grobe Justierung des Mikroskops erheblich. 
Eine Herausforderung stellt mitunter das Passieren chromatischer Filter dar, da die 
abweichende Wellenlänge häufig mit deutlicher Abschwächung des Pilotlasers oder 
Doppelreflexen von Vorder- und Rückseite dicker Filtergläser verbunden ist. Dennoch 
reicht der verbleibende Kontrast meistens aus, um komfortabler als mit den 
Infrarotsichthilfsmitteln zu arbeiten. 
In diesem Experiment wird der Pilotlaser mit Hilfe eines Indexspiegelhalters optional in den 
geblockten OPO-Strahl eingeblendet. Für die Justierung durch die Mikroskoplochblenden 
sind vor dem Indexhalter zwei Justierspiegel angeordnet. 
Alternativ kann der Pilotlaser mit einem weiteren Indexspiegel über eine Plankonvexlinse der 
Brennweite 200 mm in eine der Detektionsfasern mit SMA-Anschluss eingekoppelt werden 
(Abbildung 25, unten). Dies bietet eine große Erleichterung der groben Justierung der 
Fasereinkopplung des Detektionslichtes, wenn das Licht aus der rückwärtig beleuchteten 
Faser im selben Fokus wie das Anregungslicht zur Überlagerung gebracht wird (z. B. mittels 
Kamerabild). 
4.2.2 Strahlkombination und -trennung, Detektion und Kamera 
Auf der oberen Ebene des Mikroskops werden die letzten zwei Schritte der Strahlpräparation 
durchgeführt: die Divergenz-Anpassung und die Strahlkombination bei gemeinsamer 
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Strahlteiler und Filter der Epi-Detektion dieses aufrechten Mikroskops auf der oberen 
Ebene. Zur Unterstützung der Orientierung und Justierung ist es zudem möglich, das 
rückwärtige Bild aus der Fokalebene mit einer Kamera anzuzeigen und aufzuzeichnen. Nach 
dem Objektiv auf der unteren Ebene findet die Filterung und Einkopplung in Vorwärts-
Richtung statt (Abbildung 31). Diese benannten Funktionen und die daran beteiligten 
Komponenten werden im Folgenden detailliert vorgestellt. 
4.2.2.1 OPO allein 
Bei alleiniger Nutzung des OPOs als Stimulationsquelle befinden sich auf der oberen Ebene 
(Abbildung 26) zwischen dem Periskop- (1) und dem oberen Mikroskopspiegel (3) nur eine 
Lochblende und ein Umlenk-Spiegel (2). 
 
Abbildung 26: Obere Ebene des Mikroskops, OPO allein 
Vom Periskop wird das OPO-Strahlenbündel (Signal und Idler) über einen Spiegel bzw. 
Epi-DIC (dichroitischer Strahlteiler) von oben zum Objektiv (3) geführt. 
Letzterer wird im Falle einer Epi-Detektion durch einen dichroitischen Strahlteiler ersetzt 
(vgl. Abschnitt 4.2.2.3). Dichroitische Strahlteiler weisen im Transmissionsbereich stets eine 
Rest-Reflexion bzw. -Transmission auf, die im Bereich einiger Prozente der einstrahlenden 
Leistung liegen können. Aufgrund der möglichen augenschädlichen Wirkungen der 
Laserquellen sind deshalb auf der oberen Ebene matt-schwarze Stangenhalterungen 
positioniert, die im justierten Zustand die direkte Abstrahlung durch diffuse Verteilung an 
diesen Reflexionsblöcken verhindern. Die weiteren notwendigen Schutzmaßnahmen für den 
Betrieb des Mikroskops sind eine einhängbare matt-schwarze Verkleidung (Abbildung 22C) 
und das Tragen von Laserschutzbrillen. 
Die Justierung des Mikroskops auf der oberen Ebene orientiert sich an einer optimalen 
Strahlzuführung zum Objektiv, die durch zentrische und orthogonale Einkopplung 
gekennzeichnet ist. Im Rahmen dieser Konstruktion hat sich folgendes zweistufiges Konzept 
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Schritt 1: Justierung der Lochblenden mit dem Pilotlaser 
Im ersten Schritt werden mit dem Pilotlaser unter Einsatz aller in der Zielkonfiguration (auch 
nachfolgend beschriebenen) verwendeten Spiegel bzw. Strahlteiler/-kombinierer die 
aufgestellten Forderungen zur Objektiveinkopplung erfüllt. Der Pilotlaser, da er spektral am 
nächsten zum OPO-Signalausgang liegt, wird, wie beschrieben, auf der unteren Ebene in den 
OPO-Strahl eingekoppelt. Auf der oberen Ebene durchläuft er unmittelbar nach der Position 
des kombinierenden DICs die 1. Lochblende und im Mikroskop die 2. Lochblende. Diese 
gemeinsame Strecke stellt die kollineare Lage aller beteiligten Laser sicher. Dazu muss sie 
zunächst an die ggf. geänderten Gegebenheiten (Kombinier- und Epi-DICs) angepasst 
werden. 
Die zum Zeitpunkt des Verfassens dieser Arbeit einzige Änderung, die einen signifikanten 
Einfluss auf diese Strecke hat, ist der Wechsel zwischen den Konfigurationen „OPO allein“ 
und „OPO und HighQ“. Ein Wechsel zwischen Spiegel und DIC an der Epi-
Signalauskopplung ((2) in Abbildung 26) hat nur einen geringfügigen Einfluss und lässt sich 
durch Feinjustierung nachführen. 
Die Justierung der Orthogonalität selbst wird mit Periskop- und Mikroskopspiegel 
alternierend auf die im Objektivrevolver eingesetzte zweite Lochblende (zentrische 
Einkopplung) und eine bidirektional durchleuchtete mobile Lochblende (Abbildung 26, (4)) 
links unmittelbar nach dem oberen OPO-Periskopspiegel durchgeführt. Für letzteren Schritt 
muss der Objektivrevolver auf die Position des eingelegten Spiegels gedreht werden, der mit 
seiner Spiegelfläche auf der Gewindefläche der Objektivhalterung aufliegt und damit eine 
orthogonale Reflexion ermöglicht. Bei ausreichender Deckung des Pilotlasers in diesen 
beiden Lochblenden wird die erste Lochblende (Abbildung 26) ggf. an die neue Stelle 
horizontal verschoben und zentriert im Pilotstrahl fixiert. 
Schritt 2: Justierung der Stimulationslaser 
Mit Hilfe der letzten beiden Justierspiegel von OPO (auf der unteren Ebene) bzw. HighQ 
(untere und obere Ebene) vor dem Kombinier-DIC werden anschließend die 
Stimulationslaser mit der IR-Sichtkarte durch die 1. und 2. Lochblende justiert, um 
abschließend die eingangs benannten Forderungen von kollinearer, zentrischer und 
orthogonaler Einkopplung in das Mikroskopobjektiv zu erfüllen. 
4.2.2.2 OPO und HighQ 
Neben der Lage gibt es weitere Strahlparameter, die bei kombiniertem Einsatz von OPO 
und HighQ-Laser angepasst werden müssen. Da die Divergenz des HighQ-Lasers deutlich 
über der des OPOs liegt, muss mindestens einer der Strahlen vor der kollinearen Vereinigung 
in seiner Divergenz angepasst werden, damit die Fokusse nach dem Objektiv in derselben 
axialen Ebene liegen. Zu diesem Zweck ist nach dem Periskop auf der oberen Ebene im 
HighQ-Strahl ein Teleskop (Abbildung 27) angeordnet, das mit Hilfe eines Shearing-
Interferometers und des rückwärtigen Kamerabildes (siehe Abschnitt 4.2.2.4) mit der 
bestmöglichen Übereinstimmung der axialen Fokuspositionen (im Mikroskop) eingerichtet 
wurde. Diese Einrichtung gilt nur so lange, wie das für die Optimierung genutzte Objektiv 
vergleichbare chromatische Aberrationen aufweist wie das für das Experiment verwendete. 
Bei starken Abweichungen von Wellenlängen und chromatischen Korrekturen des Objektivs 
liegen sonst die Fokalebenen von Pump- und Stokes-Laser nicht mehr übereinander und 
bedürfen einer Optimierung des Teleskops. 
Im weiteren Verlauf des Strahls steht ein dichroitischer Spiegel, der als Strahlkombinierer 
wirkt. Dieser DIC-Kurzpassfilter hat seine spektrale Kante bei 1064 nm. Er lässt somit für 
jegliche Wellenlängenwahl bei gemeinsamer Nutzung von HighQ- und OPO-Quelle die 
48 Mikroskop 
 
Signal-Wellenlänge des OPOs passieren und reflektiert HighQ-Laser und OPO-Idler. Auf 
diese Weise ist eine weitestgehend bi-chromatische Anregung möglich4. 
 
OPO- und HighQ-Strahl 
werden von ihren 
Periskopen (1) auf einen 
dichroitischen Strahl-
kombinierer (2) zur 
Überlagerung gebracht, 
um danach gemeinsam 
in das Objektiv (3) 




lichen Pinholes (4) her-
gestellt. 
Abbildung 27: Obere Ebene des Mikroskops, OPO und HighQ 
Die letzten beiden Einrichtungen, die die Eigenschaften der kombinierten Strahlen 
beeinflussen, befinden sich auf der unteren Ebene im Strahlengang des 1064 nm-Ausganges: 
Die erste ist ein Verzögerungstisch, mit dem die zeitliche Überlappung von Pump- und 
Stokes-Laserpulsen hergestellt bzw. geprüft wird. Das Einbringen, Ändern oder Entfernen 
optischer Elemente auf dem Weg zum Prozess (z. B. Objektiv, Teleskop, Fasern), die einen 
Laufzeitunterschied der beiden Wellenlängen hervorrufen, erfordern ein regelmäßiges 
Optimieren mit dieser Einrichtung. Die zweite der Einrichtungen ist eine /2-Platte, die das 
linear polarisierte Licht des Stokes-Lasers relativ zur Schwingungsebene des OPO-Lichts 
verdrehen lässt. Dies ist für eine Optimierung der CARS-Anregung notwendig und schafft 
zudem die Voraussetzung für Polarisations-CARS-Experimente (siehe Abschnitt 3.4.5). 
4.2.2.3 Epi-Detektion 
Die zwei in den vorangegangenen Abschnitten beschriebenen CARS-
Stimulationskonfigurationen weisen aufgrund des großen spektralen Arbeitsbereiches des 
OPOs sich überlappende Wellenlängenbereiche von Pump-Laser und CARS-Signal auf. So 
ist aus Abbildung 28 ersichtlich, dass beispielsweise in der Konfiguration „OPO allein“ die 
Wellenzahl 980 cm-1 einer CARS-Wellenlänge von 920 nm und die Wellenzahl 2950 cm-1 
einer Pump-Wellenlänge von ebenfalls etwa 920 nm entspricht. 
Um in beiden Anregungskonfigurationen den gesamten Wellenzahlbereich verfügbar zu 
machen, muss der Arbeitsbereich bei der Epi-Signalauskopplung mindestens einmal geteilt 
werden. Aus der Verfügbarkeit hochwertiger breitbandig arbeitender DIC-Filter im 
vorliegenden Wellenlängen-Abschnitt ergeben sich dann zwei Strahlenverläufe für die Epi-
Auskopplung des Signallichts: In einer dieser beiden Varianten reflektiert der DIC das 
                                                 
4 In jedem Fall enthält das passierende Licht vom OPO noch geringe, nicht gefilterte Anteile der entstehenden 
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Anregungslicht und lässt das kurzwelligere Signallicht passieren (Thorlabs DMSP805), in der 
anderen verhält es sich umgekehrt (Thorlabs DMLP900). 
 
Abbildung 28: CARS-Einsatzbereiche der Epi-DIC-Filter in 2 Varianten 
Die Abszisse umfasst den Signal-Wellenlängenbereich des OPOs. Gezeigt werden Stokes- 
(durchgezogen) und CARS-Wellenlängen (gestrichelt, linke Ordinate) sowie Wellenzahlen 
(gepunktet, rechte Ordinate) für 2 Varianten der Stimulationszusammensetzung: Bei 
Variante 1 (grün) ist der Stokes der High Q picoTRAIN-Ausgang mit 1064 nm, bei 
Variante 2 (rot) ist der Stokes der Idler-Ausgang des OPOs (variabel). Die schraffierten 
Flächen kennzeichnen die CARS-/Pump-Wellenlängenbereiche, in denen die beiden Epi-
DIC-Filter DMSP805 (1+2) und DMLP900 (3+4) eingesetzt werden. 
Bei korrekter Justierung des Mikroskops nach oben beschriebenem Schema ist für einen 
Wechsel zwischen den beiden Abschnitten des Spektrums nur der Austausch von DICs und 
Spiegeln mit einer Feinjustierung der Anregungsstrahllage vonnöten. In Abbildung 29 
werden beide räumlichen Signalverläufe (durchgezogen mit DMSP805 an Position (1), 
gestrichelt mit DMLP900 an Position (3)) dargestellt. Beide Strahlengänge passieren im 
gemeinsamen letzten Abschnitt einen Bandpassfilter, der das restliche Anregungslicht blockt. 
Abschließend wird das Signallicht über eine Kollimatorlinse in die Faser eingekoppelt (2). 
4.2.2.4 Kamera 
Die visuelle Orientierung in Proben zum Wiederfinden von bekannten Positionen (z.B. für 
„korrelative Mikroskopie“) oder zur Identifikation markanter Strukturen stellt eine wichtige 
Erweiterung eines Mikroskops dar, die auch heute noch scannenden Systemen zur Seite 
gestellt wird. Die vorliegende Konstruktion hat ebenfalls diese Ergänzung, der insbesondere 
beim langsamen Probe-Scanning und bei neu zu untersuchenden Kontrastprozessen eine 
wichtige Aufgabe zukommt, da die Festlegung des korrekten Rasterbereiches sehr lange 
dauern kann oder mehrfach durchgeführt werden muss. Um hier eine uneingeschränkte 
Verwendbarkeit (insb. bei nicht durchscheinenden Proben) zu erreichen, ist die Kamera zur 
Beobachtung des Objektfeldes aus der Epi-Richtung angeordnet (Abbildung 30). 



















































































tung das Emissions- 
vom Anregungslicht für 
kleine Wellenzahlen. 
Danach wird es in einen 
Fasereingang des Faser-
schalters (2) einge-
koppelt. Für große Wel-
lenzahlen ist der Einsatz 
eines Langpass-Strahl-
teilers (3) vorgesehen. 





Richtung das Emissions- 
vom Anregungslicht. 
Durch einen optionalen 
Spiegel (2) gelangt das 
Detektionslicht nicht in 
die Faser, sondern wird 
mittels einer beweg-
lichen Tubuslinse (4) auf 
eine Kamera (3) geführt, 
um u. a. eine Orien-
tierung in die Probe zu 
erleichtern. 
Abbildung 30: Obere Ebene des Mikroskops, Kamera 
Dabei wird das vom DIC DMSP805 (1) ausgekoppelte Licht, statt in die Einkopplung zu 
führen, durch einen separaten Indexspiegel (2) zur Kamera (3) umgelenkt. Für den 
DMLP900 gilt ein analoger Weg (in Abbildung 30 gestrichelt dargestellt). Im justierten 
Zustand liegt das Bild aus der Fokalebene der Stimulation im Unendlichen, da die 
Laserquellen sehr gut kollimiert sind. Durch eine Tubuslinse (4), die zur Anpassung von 
Divergenz und Vergrößerung axial verschiebbar gelagert ist, wird dieses Bild auf der 
photoempfindlichen Fläche der Kamera abgebildet.Neben den Vorteilen, die eine 
Sichtbarkeit des Scanfeldes im Kamerabild mit sich bringt, erschließen sich durch die 
Beobachtung des Laserfokus auch andere Anwendungsmöglichkeiten. So vereinfacht sich 
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von OPO und HighQ-Laser, wenn sie nacheinander mit Markierung der gemeinsamen 
Position im Kamerabild justiert werden. Dies gilt auch für den axialen Fokus, der einseitig 
durch Feinabstimmung des Stokes-Laser-Teleskops optimiert wird. Für die Durchführung 
von Scans mit dem justierten Mikroskop können dann im Zusammenspiel mit der Funktion 
„Scan-Position“ der Cmicro-Software der Fokus mittels Kamerabild im Scanbereich exakt 
festgelegt und die Grenzen des Scanbereiches abgeschätzt werden. 
4.2.2.5 Vorwärts-Detektion 
Zur Erfassung vorwärts gerichteter Signale wird die unterhalb des Fokus austretende 
Strahlung durch einen Achromaten (Brennweite 30 mm; Durchmesser 25,4 mm; Numerische 
Apertur NA ~0,4) vollständig gesammelt und kollimiert. Die Proben, die in den unten 
vorgestellten ersten Experimenten genutzt wurden, lassen sich ausnahmslos mit Objektiven 
von mittleren NA (0,5 bis 0,75) auflösen, so dass der Einsatz eines Achromates hier einen 
größeren Arbeitsabstand erlaubt5. Für größere Aperturen gegen 1 und Immersionsobjektive 
stellt sich das Problem, dass zwar die Dicke des Objektträgers mit Achromat nach wie vor 
nicht relevant ist, aber nicht mehr alles generierte Signallicht übertragen wird. Dann müsste 
ein der NA des Beleuchtungsoptik angepasstes Objektiv mit hinreichend großem 
Arbeitsabstand eingesetzt werden. 
Das kollimierte Lichtbündel, in dem sich das nahezu vollständige Anregungslicht zusammen 
mit dem spektral verschobenen Signallicht befinden, läuft über eine Öffnung in der mittleren 
Mikroskopebene (Abbildung 31) zu einem Umlenkspiegel, der den Strahl wieder in die 
Horizontale reflektiert. Um das Anregungslicht zu unterdrücken, ist an dieser Öffnung – 
orthogonal zum parallelen Strahlengang – die ideale Position für die chromatischen 
Blockfilter, da die effizient einzusetzenden Interferenzfilter nur unter dem Einfallwinkel von 
90° nach Spezifikation (Transmission, Reflexion, Kantenwellenlängen) arbeiten. 
Bandpassfilter sind hier gegenüber Tiefpass-Kantenfiltern von Vorteil, da sie bei geeigneter 
Wahl neben der langwelligen Anregung auch die schwachen kurzwelligen zweiten 
Harmonischen der OPO-Wellenlängen Signal und Idler unterdrücken, die ebenfalls im LBO-
Kristall des OPOs entstehen und von besonders sensitiven Detektoren noch registriert 
werden. 
Nach der optischen Filterung wird wie in Epi-Richtung das Signallicht in eine Multimode-
Faser eingekoppelt. Dies ist eine besondere Eigenschaft des Sample-Scannings, da Beam-
Scanning, wie es von Laser-scannenden Systemen eingesetzt wird, in Vorwärtsrichtung den 
umlaufenden Strahl aufwendig „entscannen“ (engl. descanning) müsste, um in die Apertur 
einer Faser oder die aktive Fläche sehr kleinflächiger Detektoren eingekoppelt zu werden. 
Auf Kosten der Scangeschwindigkeit ermöglicht das eine größere Flexibilität bei der Auswahl 
der Optiken und zusammen mit dem Faserschalter den Einsatz nur eines Detektors für beide 
Abstrahlrichtungen. 
Da der Faserdurchmesser aller eingesetzten Komponenten 100 µm beträgt, ist der laterale 
Fokus der Objektive im Bereich von unter 10 µm keine kritische Größe bei der Aufgabe, das 
gesamte Licht der ballistischen Photonen nach dem Fokus des Objektivs auf der 
Faserstirnfläche abzubilden. Dafür wird in Vorwärtsrichtung zur Einkopplung ein Achromat 
der gleichen Brennweite wie die des Sammel-Kollimators eingesetzt (Abbildungsmaßstab 
1:1), während in Epi-Richtung ein Objektiv (Olympus 10x NA 0,25) in Verbindung mit den 
Beleuchtungsobjektiven (Olympus 20x NA 0,5 oder Olympus 40x NA 0,75) zu einer 
geringfügigen effektiven Vergrößerung beiträgt. 
                                                 
5 Die numerische Apertur der Objektive 0,5 oder 0,75 ist dennoch dem Achromaten der NA 0,4 angepasst, da 




Abbildung 31: Untere Ebene des Mikroskopstativs 
Eine Kollimatoroptik am oberen Ende des Tubus‘ (1) sammelt das gerichtete Licht des 
Beleuchtungsobjektivs unterhalb des Fokus. Durch einen oder mehrere Blockfilter (2) 
wird danach das Anregungslicht vom Signallicht getrennt. Ein weiterer Kollimator (3) 
fokussiert abschließend das Signallicht in eine Faser (4), die es auf den Detektor führt. 
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5 Software 
Die im Rahmen dieser Arbeit entwickelte Software hat den Anspruch, gehobenen 
Anforderungen an Flexibilität, Selbst-Beschreibung und Reproduzierbarkeit zu genügen. Sie 
soll in diesem Sinne jedwede aktuelle und zukünftige Form der Hardware-Konstruktion 
unterstützen. Die nachfolgenden Abschnitte beschreiben die Voraussetzungen und das 
entwickelte Konzept, mit denen das ermöglicht wird. 
Im Einzelnen werden die experimentellen und gerätespezifischen Bedingungen für Mikro-
Spektroskopie beleuchtet. Die sich daraus direkt ergebenden speziellen Programm-
Strukturen (etwa typische Bewegungsfunktionen beim Sample-Scanning) könnten zwar 
effizienter in einer dedizierten Programmstruktur umgesetzt werden, sollen aber – abstrakter 
formuliert – im Kontext einer generischen Steuerungs- und Aufnahmesoftware 
implementiert werden. Dieser Ansatz verlangt somit einen etwas größeren Aufwand bei der 
Umsetzung. Das zahlt sich aber bei der strukturellen und funktionellen Erweiterbarkeit – 
bereits im Umfang der hier durchgeführten Messungen – wieder aus. 
Im ersten Abschnitt des Kapitels werden zunächst die möglichen Ansätze diskutiert, im 
zweiten die aufgestellten Anforderungen an die Software vorgestellt. Die Details zur 
Implementierung sind aufgrund ihres Umfanges im Anhang (Abschnitt 9.2) enthalten. Am 
Ende dieses Kapitels werden die erhaltene Lösung diskutiert und einige Erweiterungs- und 
Optimierungsansätze vorgestellt. 
5.1 Ansätze 
5.1.1 Stand der Technik und Motivation 
Die Steuerung und Erfassung von experimentellen Daten wird von den Herstellern der 
eingesetzten Geräte wie Scantische und Laser typischerweise mit zwei Arten von Software 
ausgestattet: einer Treiberschnittstelle in Form einer Bibliothek, mit der sich alle verfügbaren 
Funktionen ansprechen lassen, und einem mehr oder minder komfortablen Demonstrations- 
oder Beispielprogramm. Eine dritte Art, die alternativ zu den genannten bei weniger 
komplexen Systemen Anwendung findet, ist die detaillierte Beschreibung eines Protokolls, 
über das die Hardware angesteuert wird. 
Für einen integrierten Betrieb, wie er von kommerziellen Mikroskopiegeräten erwartet wird, 
stellen dies nur rudimentäre Bausteine bzw. Anleitungen dar, die durch eine Meta-Software 
kombiniert werden müssen, um gemeinsam eine koordinierte höhere Funktion wie 
Bildgebung zu erfüllen. 
Das Angebot von herstellerunabhängigen, bereits verwendbaren Lösungen im Sinne von 
Akquisitionssystemen umfasst nach Kenntnis des Autors nur drei Produkte: den Micro-
Manager, Molecular Devices MetaMorph und Media Cybernetics Image-Pro. In der 
vorliegenden Aufgabe, in der Art der Erfassung nicht fest vorgegeben ist, sondern sich in 
Abhängigkeit von neu gewonnenen Erkenntnissen oder zukünftigen Projekten jederzeit 
ändern kann, ist das Vorhandensein einer flexiblen offenen Variante, die möglichst auch die 
Einflussnahme auf interne Abläufe erlaubt, essentiell. Dies hat sich bereits innerhalb der 
Laufzeit des ersten Projektes, in dem die hier neu entwickelte Software zum Einsatz kam, 
durch Implementation zusätzlicher Formen der Prozessautomatisierung gezeigt. 
Die Lösungsansätze von geschlossenen kommerziellen Produkten scheiden dadurch aus. Die 
verbleibenden, bereits einsetzbaren bildgebenden Varianten auf Basis von zugänglichem 
Quelltext beschränken sich demnach auf das Produkt „Micro-Manager“. 
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Der Micro-Manager ist eine teilweise auf C und teilweise auf Java basierende freie 
Akquisitions- und Bild-Bearbeitungssoftware, deren modulares Konzept das Ziel verfolgt, 
weitestgehend universell einsetzbar zu sein. Dadurch existieren – bereitgestellt durch 
verschiedene Entwickler – Treibermodule für eine Vielzahl von Scan-Tischen, Kameras und 
Detektoren, so dass ein Einsatz ggf. bei eigener Entwicklung von fehlenden Gerätetreibern 
mit nur wenigen Hürden verbunden ist. Der Haupt-Nachteil dieser Lösung, die aus Sicht des 
Autors gegen eine Micro-Manager-Lösung spricht, ist der Entstehungsgeschichte der 
Bildakquisefunktion als Import-Filter einer Bildbearbeitungssoftware geschuldet: die 
Erfassungsprozedur und die Ablage der Rohdaten hatten nie das Ziel, für physikalische 
Prinzipversuche und mehrdimensionale Rohdaten geeignet zu sein. 
Die enthaltene Mehrdimensionalität wird durch eine nachträglich integrierte, ebenfalls 
bildorientierte Mehrpunkterfassungsfunktion erzeugt, die sich nicht nahtlos in das 
Gesamtkonzept eingliedert. Da die darstellungsunabhängige Rohdatenverwaltung aber als 
eine zentrale Anforderung an eine universelle Software im wissenschaftlichen Umfeld 
angesehen werden muss, scheidet auch der Micro-Manager aus. Die strukturellen und 
prozeduralen Änderungen, die zum Umbau des Micro-Managers vorzunehmen wären, 
rechtfertigen die Neuentwicklung einer Lösung, die ideal an die erweiterten experimentellen 
Erfordernisse angepasst ist. 
5.1.2 Plattform und Betriebssystem 
Bei der Konzipierung einer neuen Software steht sich zunächst die Frage nach Hardware 
und Betriebssystem, auf denen sie lauffähig sein soll. Dabei spielen die Geräte- und 
Bibliotheksunterstützung sowie die Echtzeit-Fähigkeit eine Rolle. Die Steuerung von 
Prozessen, die nicht direkt Echtzeitanforderungen an die mit dem Nutzer interagierenden 
Komponenten stellen, lässt sich komfortabel mit Hochsprachen-Compilern unter 
Verwendung umfangreicher Bibliotheken auf verschiedenen Plattformen und 
Betriebssystemen realisieren. Zur Einbeziehung auch zeitkritischer Prozesse ist es möglich, 
den Echtzeitteil in dedizierte Hardware auszulagern, die mit der nicht echtzeitfähigen 
Nutzerwelt Informationen austauscht. 
Nicht zuletzt wächst mit dem Aufkommen von frei programmierbaren Lösungen (z. B. 
National Instruments RIO, dSpace RapidPro), die sich sogar direkt aus Simulations-
Designwerkzeugen heraus verwenden lassen, der Anteil dieser nutzbaren schnellen Prozesse. 
Dadurch verringern sich die Vorteile einer Echtzeit-Betriebssystemlösung als gemeinsame 
Plattform. Deshalb wird auf diese Variante verzichtet und auf eine Standard-Lösung gesetzt: 
Die breiteste Unterstützung unter den relevanten Geräte-Treibern genießt hier aktuell nach 
Ansicht des Autors der PC mit einem Windows-Betriebssystem. Er ist Ausgangspunkt für 
alle folgenden Betrachtungen. 
Die Weiterentwicklung des Treibermodells zu einer 64 Bit breiten Verarbeitung wird für 
hardware-nahe Verarbeitung vorerst nur wenig Bedeutung haben, da sich die 
Verarbeitungsbreiten der Geräte an den physikalischen Prozessen orientieren, die nur in 
seltenen Fällen durch Gleit- oder Festkommazahlen dieser Dimension dargestellt werden 
müssen. Der Umfang des adressierbaren Speichers ist im gleichen Sinne eine unkritische 
Größe, da es auf absehbare Zeit unwahrscheinlich ist, dass ein mikroskopisches 
Erfassungsgerät mehr als 4 Gigabyte (= 232 Byte) Daten in einem Puffer erfassen wird, ohne 
sie an den PC weiterzugeben. 
5.1.3 Compiler 
Die Anzahl an Programmiersprachen, die in der Lage ist, Hardware-Geräte direkt 
anzusprechen, ist in den letzten Jahren gewachsen. Vor allem höhere Sprachen und Systeme 
wie LabVIEW und MATLAB, die Vorteile in einer graphischen Programmierung und/oder 
einer großen anwendungsorientierten Funktionsbibliothek aufweisen, werden von den 
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Geräteherstellern zunehmend mit passenden Treibern unterstützt. Als universelle Sprache 
ist aber nach wie vor C bzw. C++ der Standard, an dem sich die Gerätehersteller orientieren. 
So werden zur Hardware häufig DLLs mit Header- und Link-Dateien oder ActiveX-Klassen 
geliefert, die eine einfache Einbindung ermöglichen. Dass diese Schnittstellen mittlerweile 
auch von LabVIEW und MATLAB direkt oder indirekt unterstützt werden, unterstreicht 
das Bestreben von National Instruments bzw. The MathWorks, auch in diesem Segment eine 
Kompatibilität zu erreichen. Nichtsdestotrotz stellen C/C++-Compiler, die nativen 
Maschinencode erzeugen und somit nicht interpretativ arbeiten, die leistungsfähigste und 
kürzeste Verbindung zwischen Geräte-Schnittstelle und PC-Hardware bzw. Betriebssystem 
her. 
Die breite Schnittstellenunterstützung, die Frage der Performance bei zu erwartenden großen 
Datendurchsätzen und die Vorzüge einer objektorientierten Implementation machen 
deshalb einen C/C++-Compiler zur ersten Wahl. Die Sprache C#, die von der Microsoft 
Corporation zur Unterstützung ihres .Net Frameworks neu entwickelt wurde, stellt nicht 
zuletzt wegen der nativen C-Code-Unterstützung die nächstgeeignete Alternative dar. 
Zugunsten einer breiteren Unterstützung bei potentiellen nachfolgenden Geräten wurde die 
Variante der jüngeren Programmiersprache C# jedoch verworfen. 
5.1.4 Bibliotheken und Entwicklungsumgebung 
Die Verfügbarkeit von umfangreicheren graphischen und funktionalen Bibliotheken wie 
Microsoft Foundation Classes, Qt Project Qt oder das Microsoft .Net Framework mit 
direkter Unterstützung in integrierten Entwicklerumgebungen, ergänzt durch viele 
Beispiellösungen und Tutorien, erleichtert die Entscheidung für C/C++ als Hochsprache 
bei der vorliegenden Aufgabe. Zudem verhilft die Verwendung einer objektorientierten 
Lösung, kombiniert mit Design-Werkzeugen wie UML (engl. unified modelling language), dem 
Softwareentwickler zu einer sauber strukturierten und effizienten Arbeitsweise. 
Den Ideen in den Anforderungen im nächsten Abschnitt vorgreifend, bedürfen die 
beschriebenen Aufgaben der Software keiner umfangreichen Bibliothek: Einfache 
graphische Darstellungen von Bildern und Graphen sowie wenige grundlegende 
Steuerelemente sind die Schnittstellen bei der Nutzerinteraktion. 
Auf der anderen Seite (siehe Abbildung 32) müssen DLLs und ActiveX-Klassen sowie 
serielle Protokolle eingebunden werden, was von der Sprache oder dem Betriebssystem 
direkt unterstützt wird. Die vornehmlich für Darstellungsaufgaben benötigten Funktionen 
der Bibliothek lassen sich schon mit den klassischen Microsoft Foundation Classes, einer der 
ersten Klassenbibliothek mit komfortabler Integration in IDEs (Visual Studio), erfüllen. 
Zusammen mit der ununterbrochenen Unterstützung von Visual Studio 98 bis zur Version 
2012 bieten sie eine breite Palette an IDEs, weshalb sie für diese Aufgabe ausgewählt wurden. 
Der Großteil der implementierten Funktionen ist jedoch unabhängig von der Bibliothek, so 
dass unter absehbarem Aufwand auch eine andere eingesetzt werden könnte. 
5.2 Anforderungen 
Der Ausgangspunkt einer neuen Übersetzung der Anforderungen in eine Lösung schafft die 
Freiheit, sich bei den Entscheidungen vollkommen auf die wichtige Frage „Was soll gemacht 
werden?“ konzentrieren zu können. Der gewonnene Freiheitsgrad des „Wie“ lässt sich dann 
hinsichtlich effizienter Umsetzung (geringer Programmieraufwand) und/oder hinsichtlich 
effizienter Ausführung (geringe Ausführungszeit/geringer Speicherverbrauch) ausgestalten, 
wobei beide Aspekte hier von Belang sind. 
Die folgenden zwei Abschnitte beschreiben die Kernpunkte des „Was?“ und des „Wie?“. 
Dabei ist logisch, dass jede Konvention, d.h. jede Einschränkung im Widerspruch zu einer 
universellen Verwendung im Sinne der in der Einführung benannten Ansprüche steht, auf 
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der anderen Seite aber zwingend notwendig ist, um den Umfang der Möglichkeiten 
einzudämmen, die zu einer Lösung führen. Da diese Eingrenzung mit Orientierung an der 
Aufgabe geschieht, kommt der Bediener bzw. der Entwickler dadurch schneller an sein Ziel. 
Gleichermaßen gilt, dass eine modulare Konstruktion unter Vorgabe dieser Eingrenzung 
dennoch ein großes Potential aufweist, solange durch eine geeignet definierte Schnittstelle 
die Anpassung einer Vielzahl von weiteren Geräten oder Aufgaben möglich wird. Das Ziel 
der Anforderungsdefinition liegt deshalb im Finden von speziellen, der Kernfunktion der 
Mikroskopie angepassten Regeln, deren Formulierung der allgemeinen Erweiterbarkeit 
möglichst wenige Grenzen auferlegt. Dementsprechend wird im Folgenden von einer 
Lösung in Form eines modular erweiterbaren Rahmenwerks gesprochen, dessen 
Schnittstellen und Basisfunktionen für diese Anwendung zu definieren sind. 
5.2.1 Strukturelle Anforderungen 
5.2.1.1 Datenstrukturen 
Die universelle, nicht allein an der Mikroskopie orientierte Verwendbarkeit eines 
experimentellen Datenerfassungssystems bringt neben breiteren Anforderungen auch ein 
abstrakteres und mitunter schwieriger zu bedienendes Konzept mit sich. Deshalb sollen die 
zu konstruierenden Daten- und Ablaufstrukturen ganz klar die ein-, zwei- oder drei-
dimensionale Datenerfassung adressieren, die sich in der Mikroskopie als universelles 
Datenmodell für alle weiteren Funktionen aufstellen lässt. An dieser Stelle werden die Grenze 
der generischen Konstruktion gezogen und bis hinunter zur Einzelpunktmessung die 
folgenden Festlegungen getroffen: 
 Daten sind selbstbeschreibend (z.B. physikalische Einheit, Dimension). 
 Sie werden durch Fest- und Gleitkomma-Zahlen definierter Präzision repräsentiert. 
 Je Kanal und Erfassungszeitpunkt werden ein- bis dreidimensionale Daten akquiriert. 
 Daten können zu Beginn und zum Ende jeder Erfassungsebene erhoben werden: 
o jeder Punkt eines Bildes (X-Y-Matrix), 
o jede Zeile eines Bildes (Y-Zeile), 
o jedes Bild und 
o jeder Bildstapel (Z Rahmen). 
 Daten können synchron mit Unterbrechung der Bewegung oder asynchron (per 
Hardware getriggert) während der Bewegung erfasst werden. 
 Alle räumlichen Abstände zwischen den Datenpunkten innerhalb einer Dimension sind 
gleich. 
 Der Scanbereich eines Bildes kann aus mehreren angrenzenden Segmenten zusammen-
gesetzt sein. 
 Die Anzahl der Datenpunkte eines Segmentes in der X-Dimension ist gleich der in der 
Y-Dimension (identische Seitenlängen). 
 Die Segmente lassen sich in einer M x N-Matrix zu einem Frame (Bild) zusammenfassen 
(Tile-Funktion). 
5.2.1.2 Modularität 
Das Konzept der Modularität bedarf der Beachtung verschiedener Interaktionspunkte mit 
weiteren Komponenten und Funktionen, deren Möglichkeiten zur Nutzung möglichst keine 
Grenzen auferlegt werden sollen. Dazu ist die Analyse der Funktionen dieses speichernden 
Mikroskopsystems notwendig, um trennbare Aufgaben zu identifizieren, die als mögliche 
Grenzen für Module in Frage kommen. Die Funktionen umfassen: 
 Daten-Organisation (Speicherablage, Sicherung auf und Laden von Datenträgern), 
 Daten-Akquisition und -Export, 
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 Ablaufsteuerung, 
 Gerätesteuerung und 
 Visualisierung. 
Aus den Schnittstellen zum Benutzer und zur Hardware wurde dann das in Abbildung 32 
dargestellte Konzept der modularen Trennung entwickelt. Die Basis ist ein Rahmenwerk, das 
durch Anbindung von Modulen für Hardware und Visualisierung die Gesamtfunktion zur 
Erfassung und Wiedergabe der Scandaten erbringt. 
 
Das Rahmenwerk bietet 
die Basisfunktionalität für 
die Interaktion von 
Modulen zur Geräte-
steuerung und Nutzer-
interaktion, um mit ver-
schiedenen Hardware-
Komponenten modular 
eine Bilderzeugung zu 
ermöglichen. 
Abbildung 32: Modulkonzept der Software (allgemein) 
Mit Blick auf den Anspruch der Flexibilität bzw. in diesem Fall der Universalität soll eine 
möglichst breite Gruppe von Hardware-Schnittstellen (z.B. Scanner, Shutter, Regler) 
angesprochen werden. Aus struktureller Sicht auf das Schnittstellen-Design wird hier deshalb 
zunächst nur nach der softwareseitigen Möglichkeit einer Implementation gesucht. 
Insbesondere später auftretende Aufgabenstellungen, die einer Kommunikation der Module 
untereinander bedürfen, müssen durch das Modulkonzept unterstützt werden. 
Viele Hersteller liefern zur Steuerung ihrer Hardware Bibliotheken, deren Integration die 
Anpassung der jeweiligen Schnittstelle (etwa als DLL oder ActiveX-Klasse) an die 
Anwendung bedeutet. Genau an dieser Stelle muss die Schnittmenge von üblichen 
Bibliothekstechnologien zur Rahmenwerk-Technologie für Kompatibilität möglichst groß 
gewählt werden. 
5.2.2 Funktionelle Anforderungen 
Funktionelle Anforderungen werden für die Basisfunktionen der Lösung (etwa 
Bilderzeugung, Datenexport) und für die Interoperabilität der modularen Komponenten 
aufgestellt. Die Interoperabilität unterteilt sich dabei in zwei Arten: die eine gilt allgemein für 
alle Module (generisch), die zweite für spezielle Modultypen (z.B. Scanner). Letztere werden 
im Folgenden als Gerätetreiber bezeichnet. 
5.2.2.1 Geräteklassen 
Die Definition von Geräteklassen ist eine Möglichkeit, wesentliche Funktionen über eine 
generische Schnittstelle ansprechen zu können, ohne dabei auf eine gemeinsame 
Schnittstellenstruktur verzichten zu müssen. Für die mikroskopische Bildgebung lassen sich 
anhand teilbarer Funktionen der Gesamtaufgabe die folgenden Klassen definieren: 
 Tisch- oder Scan-Geräte zur örtlichen Positionierung, 
















 Visualisierungsgeräte und 
 Datenfilter. 
Mit Hilfe dieser Komponenten lassen sich in einem gemeinsamen Rahmenwerk Basis- und 
höhere Aufgaben erfüllen. 
5.2.2.2 Basisfunktionen des Rahmenwerks 
Die Basisfunktionen eines Mikroskopiegerätes umfassen in erster Linie die Bildaufnahme, 
die im einfachsten Falle durch eine Kamera realisiert wird. Bei den komplexeren scannenden 
Systemen bedeutet die Realisierung die Koordination von Tisch-/Scan-Bewegung mit der 
Datenaufnahme. Eine Visualisierung und Datenausgabe erfolgt ggf. losgelöst von dieser 
Bilderfassung. 
Die funktionellen Anforderungen, die im Ansatz der vorliegenden Arbeit definiert sind, 
lauten wie folgt: 
 Proben-Positionierung, 
 Scan- und Aufnahmefunktion (inkl. kaskadierte Scan- bzw. Tile-Funktion), 
 Live-Erfassung und -Visualisierung der Rohdaten und 
 Akkumulation von Rohdaten. 
5.2.2.3 Generische Funktionen 
Komponenten, die in dieses Rahmenwerk eingebunden werden, sollen unabhängig von ihrer 
Geräteklasse eine Parameter-Schnittstelle bedienen. Dadurch werden eine automatische 
Dokumentation der Gerätezustände, eine Steuerung von Geräte–Kenngrößen und der 
Zugriff auf weitere Gerätefunktionen ermöglicht. Der datentechnischen Darstellung der 





 Listen (statisch und dynamisch) und 
 Schaltknöpfe (für Funktionsaufrufe). 
Ziel ist es, den Geräten in ihren jeweiligen Treiber alle notwendigen Einstellungen über die 
Parameter-Schnittstelle zur Verfügung zu stellen, so dass sich jedes neue Gerät nahtlos in 
das Rahmenwerk einfügt. Gleichfalls soll darüber ein systematisierter Austausch von Geräten 
untereinander möglich sein. 
5.2.2.4 Funktionen von Tischen und Scannern 
Die Geräteklasse der Tische und Scanner stellt die folgenden Funktionen bereit: 
 Dokumentation der Bewegungsfunktion: 
o Anzahl der Achsen (max. 3), 
o Stellbereich, 
o Auflösung und 
o Schrittgeschwindigkeit/Pixelzeiten. 
 relative Bewegungssteuerung und 
 Rampenbewegung (ganze Scanzeile – ggf. mit Erzeugung eines externen Triggerimpulses 
– abrastern). 
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5.2.2.5 Funktionen von Erfassungsgeräten 
Erfassungsgeräte stellen je nach physischer oder logischer Konstruktion einen oder mehrere 
Kanäle bereit, deren Dimensionsanzahl (1-3) über die Laufzeit des Programms fix ist. Die 
Größe der Dimensionen dagegen kann variieren (etwa in Abhängigkeit vom Binning eines 
CCD-Sensors). 
Die Steuerung der Aufnahme geschieht auf Geräteebene, wobei ein physisches Gerät durch 
ein oder mehrere logische Geräte repräsentiert werden kann. Ein logisches Gerät ist dadurch 
gekennzeichnet, dass seine Kanäle mit einem gemeinsamen Trigger arbeiten. Definiert sind 
dazu die folgenden Funktionen: 
 Initialisierung, 
 Akquisition Start/Stop/Start & Stop und 
 Benachrichtigungen (über alle Zwischenzustände des Scanvorganges). 
5.2.2.6 Funktionen von Anzeigegeräten 
Anzeigegeräte dienen der Visualisierung und dem Export der Rohdaten – direkt oder unter 
Anwendung von internen oder Filter-Modulen. Dazu ist die Verknüpfung mit einem 
primären Kanal festgelegt, dessen Dimensionsanzahl vom Anzeigegerät unterstützt werden 
muss. Die Kombination mit weiteren Kanälen – etwa für eine Mehrfarbendarstellung 
verschiedener Modalitäten – ist über die Parameterschnittstelle möglich. Eine Aktualisierung 
der Darstellung in Abhängigkeit von neuen Daten wird durch das Rahmenwerk initiiert. Die 
Anzahl von Anzeigegeräten je Kanal ist nicht begrenzt. 
5.2.2.7 Funktionen von Datenfiltern 
Datenfilter sind eine Erweiterung, die die Manipulation von Rohdaten wie beispielsweise 
eine selektive Dimensionsverringerung vornehmen soll. Sie fungieren damit als 
Zwischenstück zwischen Kanälen und Anzeigegeräten und können Funktionen wie 
beispielsweise FFT oder Binning zur Verfügung stellen. Die Anzahl der Filter zwischen 
Kanal und Anzeigegerät ist nicht begrenzt. Auch können an einen Filter weitere (parallele) 
Filter und Anzeigegeräte angebunden werden. 
5.3 Umsetzung 
Die im Rahmen dieser Arbeit entwickelte modulare Softwarelösung wurde Cmicro getauft. 
Das C steht für die zugrunde gelegte Programmiersprache C, während micro die Funktion als 
mikroskopische Bildgebungslösung widerspiegeln soll. 
Ihre Bestandteile und das Bedienkonzept sind aufgrund des Umfangs detailliert im Anhang 
(Abschnitt 9.2) erläutert. Dort ebenfalls dokumentiert sind die Software-Werkzeuge für 
OPO-Steuerung und Leistungsstabilisierung, die zur Unterstützung des Mikroskops abseits 
der modularen Software-Lösung entstanden sind und losgelöst davon eingesetzt werden 
können. 
5.4 Diskussion und Ausblick 
In diesem Kapitel wurden die Voraussetzungen, Anforderungen und Ansätze für eine neue 
Lösung zur offenen mehrdimensionalen Bilddatenerfassung und -wiedergabe erarbeitet. Die 
Ansprüche an solch eine Lösung orientieren sich dabei an einer multi-dimensionalen 
Rohdatenerfassung scannender Systeme, da diese als derzeit komplexeste Daten- und 
Erfassungsumgebung angesehen wird, in die sich beispielsweise auch die einfache Kamera-
basierte Bilderfassung der Weitfeldmikroskopie integrieren lässt. Damit werden 
Fragestellungen adressiert, die von bestehenden modularen Software-Produkten mit 
vergleichbarem Aufgabenbereich nicht oder nur unzureichend abgedeckt werden: Die 
MetaMorph Suite von Molecular Devices fokussiert mehr auf diskrete wissenschaftliche 
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Applikationen und anhängige Datenanalyse und versucht, damit insbesondere eine 
bestmögliche Unterstützung für die hauseigenen Mikroskopiegeräte zu erreichen. Das 
Treibermodell des Produktes ist nicht offen. Die Liste von zertifizierten Scannern und 
Erfassungsgeräten ist umfangreich, schließt aber insbesondere die Andor-Kamera iDus-
401A BR-DD und den Transientenrekorder FastComtech Spectrum M2i.4022 nicht mit ein. 
Media Cybernetics Image-Pro ist ebenfalls eine modulare Erfassungs- und Analyse-Software. 
Auch ihr Schwerpunkt liegt bei den Analysefunktionen, aber sie bietet keine scannende 
Erfassung an. 
Der einzige quelloffene Konkurrent Micro-Manager hat seine primäre Funktion in der 
kamerabasierten Bildgebung, weshalb ein- oder mehrdimensionale Rohdaten mit scannender 
Bildgebung nur eingeschränkt und umständlich erzeugt und nur als Bild mit einkanaligen 
Quellen aufgezeichnet werden. Zwar könnte die fehlende Unterstützung der hier 
eingesetzten Andor-Kamera und des FastComtech Transientenrekorders im quelloffenen 
Treibermodell nachgerüstet werden, aber die Nachteile der nicht nahtlos integrierten 
Rasterlösung überwiegen, so dass ein neuer Weg beschritten wurde. 
5.4.1 Cmicro 
Die hier entwickelte Lösung Cmicro zielt genau auf die eingangs beschriebene, möglichst 
transparente Verarbeitung aller Rohdatenformate in multiplen Dimensionen. Sie hat damit 
in einem kompletten Datenverarbeitungsprozess primär die Funktion als Datenquelle. Diese 
Funktion kann mittels selbst definierbarer Filter und Viewer hinsichtlich Darstellung und 
Nachverarbeitung erweitert und/oder per DDE oder Export-Datei an komfortable 
Analysesysteme wie zum Beispiel Origin, MATLAB oder gwyddion angebunden werden. 
Durch ihren Bibliotheks-Charakter ist sogar eine Integration in andere Programme möglich. 
Cmicro unterscheidet sich in einem weiteren Kernpunkt von den genannten Produkten: Zur 
identischen Steuerung aller Geräte, zur Geräteinteraktion und zur Selbstdokumentation ist 
das Konzept von generischen Instanzparametern entwickelt worden. Die Gerätetreiber 
können dennoch eigene Fenster für komplexere Steuerungsaufgaben verwenden. 
Wie das Kapitel 6 zeigt, kann das Basis-Programm Cmicro.exe verwendet werden, um unter 
Verwendung der Viewer-Bibliothek BasicViewersLib.dll verschiedene CARS-Messungen 
durchzuführen und beim automatisierten Export mit anschließender Analyse zu 
unterstützen. 
5.4.2 Optimierungsansätze 
Für den Grundfunktionsumfang des Rahmenwerks gibt es diverse Ansätze, um die 
Interoperabilität und den Komfort zu verbessern. So existieren bereits Quellen, die eine 
Integration der OPO-Wellenlängen- und Leistungsregelung zum Ziel haben. Ebenfalls 
teilweise implementiert ist eine Funktion zur Erfassung von Parameter-Reihen. Damit sollen 
über die generische Schnittstelle ausgewählte Geräteparameter (etwa die OPO-Wellenlänge) 
schrittweise ein bestimmter Zahlenbereich durchfahren oder einzelne Werte eingestellt und 
unter Beibehaltung aller anderen Größen selbsttätig Akquisitionen durchführt werden. 
Da die starre Erfassungsstruktur eines einzelnen Experiments auf Dateiebene als 
Einschränkung angesehen werden kann, ist eine zusätzliche Hierarchieebene oberhalb einer 
konfigurierbaren Experimentstruktur sinnvoll. Somit wird innerhalb eines Experimentes 
zum Beispiel jederzeit ein Wechsel zwischen Kamera-Bildern und scannenden 
Aufzeichnungen möglich. 
Mit diesem Ziel gibt es ebenfalls Quellen, die zusätzlich eine grundsätzliche Änderung das 
ZIP/INI-basierten Dateiformats hin zu einem Rohdaten-komprimierenden Microsoft Jet 
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MDB-basierten Format vorsehen. Damit wird gleichzeitig die Beschränkung, dass 
Datendateien im Wiedergabe-Modus nicht manipulierbar sind, aufgehoben. 
Eine noch in der Konzeptphase befindliche Erweiterung ist die Integration einer Makro-
Skript-Sprache zur objektorientierten und/oder strukturierten Automatisierung der Abläufe 
in Cmicro. Diese Idee vervollständigt die bereits vorhandene Anbindungsmöglichkeit des 
gesamten Rahmenwerks als Bibliothek in eine übergeordnete Anwendung. 
Näher liegende Ergänzungen sind eine DDE-Datenexport-Funktion zum leistungsfähigen 
Daten-Analyse- und -Visualisierungs-Programm OriginLab Origin sowie eine generische 
netzwerkfähige Cmicro-Bibliothek mit Proxy, um Geräteinstanzen auf entfernten Server-
Rechnern transparent über ein TCP/IP-Netzwerk mit dem Rahmenwerk auf einem Client-
Rechner zu verbinden. 
Beim Werkzeuge OPOStable2 ist die Vollendung der Leistungsregelungs-Integration eine 
attraktive Möglichkeit, die kommandozeilenbasierte Lösung von RotStable in eine GUI-
basierte zu überführen und gleichzeitig den Korrekturfaktor des Leistungsmesskopfes an die 
aktuelle OPO-Wellenlänge anzupassen. 
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6 Anwendungen und Beispiele 
Dieses Kapitel beschreibt in zwei Abschnitten die charakterisierenden und anwendenden 
Experimente, die mit dem oben beschriebenen Mikroskop durchgeführt wurden. Im ersten 
Abschnitt stehen zunächst nicht-bildgebende CARS-Messungen im Fokus, mit denen die 
hyperspektrale Abtastung mittels Schmalband-CARS demonstriert wird. Als Probe dient 
zum einen Toluol, da es bereits in verschiedenen Publikationen (siehe Einleitung) aufgrund 
seiner ausgeprägten Raman-Bande bei 1004 cm-1 verwendet wurde. Die weiteren Messungen 
untersuchen Xeloda und Beta-Carotin, da diese Stoffe als Chemotherapeutikum bzw. 
Antioxidans in direktem Zusammenhang mit der Zielanwendung des hier realisierten 
Mikroskops stehen. Sie stellen zugleich die ersten Schritte für die prä-klinischen 
Untersuchungen über die Eignung nicht-linearer optischer Kontrastmethoden wie CARS 
dar. Insbesondere der Abschnitt 6.1.5 ist in diesem Zusammenhang relevant, da er die 
Möglichkeiten quantifizierender CARS-Messungen diskutiert. 
Im zweiten Abschnitt werden die monospektrale und die hyperspektral bildgebende 
Funktion des Mikroskops demonstriert. Gleichzeitig zeigt dieses Experiment die Fähigkeit 
zur quasi-gleichzeitigen Aufnahme von Vorwärts- und Epi-gestreuten Photonen. 
Sowohl quantifizierende Messungen als auch die Bildgebung können als wichtige 
Kettenglieder bei der Verbindung des CARS-Prozesses mit der anvisierten klinischen 
Anwendung betrachtet werden: Die Bemessung der Konzentration von Chemotherapeutika 
und Anti-Oxidantien bietet zum einen die Möglichkeit, die Grenzen der Detektierbarkeit zu 
bestimmen, zum anderen kann basierend auf diesen Messungen in Bildern ein Rückschluss 
auf die vorliegende Konzentration vorgenommen werden. Dies wird nur unter identischen 
geometrischen Voraussetzungen gelingen, bietet aber die Chance – ggf. unterstützt durch 
eine innere Referenz – vergleichende Aussagen über den Zustand verschiedener Probe zu 
machen. Dieser Ansatz der bildbasierten Quantifizierung ist die konsequente Weiterführung 
der nachfolgend beschriebenen Methoden und könnte als wertvolles Werkzeug in der 
Online-Diagnostik dienen [97]. 
6.1 Hyperspektrales CARS 
Hyperspektrale CARS-Messungen stellen für Schmalband-CARS eine Möglichkeit dar, 
mehrere relevante Frequenzen eines CARS-Spektrums auszulesen und letzteres dadurch 
punktweise zu rekonstruieren [98], [99]. Die hier aufgezeigten, daraus ableitbaren Funktionen 
sind neben der Bemessung der Bandenintensität die Untergrundbestimmung und die 
Quantifizierung der Stoffkonzentration. 
Für den Funktionsnachweis der hyperspektralen CARS-Messungen wurden die gewählten 
Substanzen Toluol, Xeloda und Beta-Carotin in repräsentativen Bereichen ihres Streu-
Spektrums vermessen. Die gemessenen Intensitäten stellen dabei entweder 
Einzelpunktmesswerte oder gemittelte bzw. gefittete Ergebnisse dar. 
6.1.1 Leistungsnormierung 
Da bei den ersten Experimenten mit dem Mikroskop die Messwerte den im Abschnitt 9.1.5.1 
beschriebenen teilweise extremen Leistungsschwankungen des OPOs (IPump) unterlagen, 
ließen sich die Signalintensitäten zwischen verschiedenen spektralen Positionen nicht 
vergleichen. Aus diesem Grund kam für die Signalerfassung ein Spektrometer (siehe 
Abschnitt 9.1.13) zum Einsatz, mit dem neben der Leistung der Signalwellenlänge 
gleichzeitig auch die Leistung der mit der Variation behafteten Pumpwellenlänge gemessen 
wurde (Abbildung 33). Der mathematische Zusammenhang zwischen diesen Größen ist 
durch Formel 10 gegeben und kann verwendet werden, um einen internen Standard für die 
Interpretation der Signalhöhe zu generieren: Durch die Division von ICARS durch IPump
2 findet 
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eine Normierung dieser verbundenen Größen und damit eine Eliminierung des 
Schwankungseinflusses von IPump statt. Die Leistung des Stokes-Lasers IStokes wird als stabil 
vorausgesetzt (siehe Abschnitt 9.1.5). 
 
Mit der quadrierten 
Intensität des Pump-
signals bei 961,0 nm kann 
die Intensität des CARS-
Signals bei 876,6 nm 
dividiert und dadurch 




zu korrigieren. Dieses 
Spektrum wurde vom 
Untergrund befreit. 
Abbildung 33: Beispielspektrum für die gleichzeitige Aufnahme von CARS- und 
Pumpsignal 
Voraussetzung hierfür ist, dass die Frequenz der Schwankungen deutlich über dem 
Reziproken der Integrationszeit liegt und dass sich die jeweilige Übertragungsfunktion des 
Experimentes in dem zeitlichen und spektralen Bereich nicht für beide Messgrößen 
unterschiedlich stark ändert. Deshalb ist neben einer stabilen mechanisch-optischen 
Einrichtung die geeignete Wahl eines Sperrfilters vor dem Detektor von entscheidender 
Bedeutung. 
Für die Variante einer Strahlkombination des 1064 nm-Ausgangs des High Q-Lasers als 
Stokes- mit dem Signal-Ausgang des OPOs als Pump-Laser deckt der Tiefpassfilter FES0900 
einen Wellenzahlbereich von 1127 cm-1 (entspricht 950 nm Pump, CARS bei 858 nm) bis 
1712 cm-1 (entspricht 900 nm CARS, Pump bei 975 nm) ab und liefert damit die Bedingungen 
für Messungen im mittleren Fingerabdruck-Bereich von Raman-Spektren, in dem sich viele 
der nachfolgend vermessenen Banden befinden. 
6.1.2 Toluol 
Die Verwendung von Toluol für die Charakterisierung eines hyperspektralen CARS-
Experiments ist interessant aufgrund seiner ausgeprägten Ringatmungsschwingung im 
Fingerabdruckbereich bei 1004 cm-1 (Abbildung 34). Toluol ist in dieser Struktur sehr ähnlich 
zu Polysterol, einem Stoff der in verschiedenen CARS-Publikationen [100]–[104] in Form 
von kleinen Kugeln als chemisches Strukturmodell gedient hat. 
Für den nachfolgenden Vergleich von CARS- und Raman-Spektrum wurden die 
Wellenzahlen des CARS-Spektrums von Hand am OPO eingestellt. Mit kontinuierlichen 
Sub-Nanometer-Schritten der Pumpwellenlänge ergaben sich einzelne Wellenzahlen, für die 
die Leistung durch Verstellen der OPO-Kavitätslänge ggf. grob an den dynamischen Bereich 
des Spektrometers anzupassen war. Danach wurden einzelne Spektren mit dem WITec 
UHTS-300 aufgenommen. 
Abbildung 35 zeigt die daraus extrahierten Intensitäten. Für diese Spektren wurde von der 
Höhe des CARS- und des Pump-Signals der Untergrund subtrahiert. Durch die nachträgliche 
Division des CARS-Signals durch das quadrierte Pump-Signal ergibt sich für die CARS-
Bande ein anderer Verlauf, der noch deutlicher dem erwarteten Bild einer CARS-Bande 
entspricht (siehe Abbildung 19). 


























64 Anwendungen und Beispiele 
 
 
Abbildung 34: Raman-Spektrum und Strukturschema von Toluol 
Das Spektrum wurde bei einer Anregung mit 488 nm aufgenommen. Besonders markant 
ist der Beitrag der aromatischen Ringatmungsschwingung bei 1004 cm-1 und zwei Banden 
im CH-Streckschwingungsbereich (2919 und 3057 cm-1). (Bildquelle Strukturschema: 
[105]) 
 
Nach dem Fitten der 
gaußförmigen Banden im 
gemeinsamen Spektrum 
ergeben sich diese Inten-
sitäten des CARS- (1, rot) 
und des Pump-Signals (2, 
blau). Das mit der Pump-
leistung korrigierte 
CARS-Signal (3, grün) 
weicht von dem Roh-
signal ab. 
Abbildung 35: Unkorrigierter und normierter CARS-Spektrumausschnitt von 
Toluol 
Die Bestimmung der Wellenzahl beruht auf der Bestimmung der Wellenlängen im 
Spektrometer. Dies ist notwendig, um einen direkten Vergleich der Positionen vornehmen 
zu können. Üblicherweise ist eine Berechnung der Wellenzahl auch anhand des OPO-
internen Spektrometers und seiner Wellenlängenausgabe möglich. Da die Auflösung und 
Kalibrierung der beiden Geräte aber nicht identisch sind und die Wellenlängenposition im 
OPO allein aus der Spitzenposition ermittelt wird, muss hier ein anderes Maß gefunden 
werden. Für eine exakte Positionsbestimmung ist das zwingend. 
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Die Intensitäten in Abbildung 35 sind nicht allein durch die Verwendung der 
Maximumintensitäten der gaußförmigen Signalprofile entstanden, wie eingangs beschrieben 
wurde. Vielmehr wurde dieses Profil sowohl für CARS- als auch Pump-Signal algorithmisch 
gefittet, und die Mittelwellenlängen bzw. Amplituden des Fits gingen in die Darstellung ein. 
Der Grund dafür ist, dass die Positionierung allein aufgrund der Maximumpositionen zu 
einer Häufung der Punkte auf einzelnen Pixelpositionen der Spektrometerkamera führt, da 
die Auflösung der Kamera mit dem verwendeten 300 Linien-Gitter für die kleinen 
Wellenzahlschritte von unter einer Wellenzahl (14 nm respektive 26 cm-1 in 41 Schritten) 
nicht ausreicht. 
Es liegt also eine Fehlanpassung der Schrittweite hinsichtlich des Auflösungsvermögens der 
Spitzenposition im Spektrometer vor. Um diese feine, für Raman-Banden im Fingerabdruck-
Bereich notwendige Abstufung dennoch wiedergeben zu können, lässt sich die Position der 
Wellenlängen in den Spektrometerdaten mit dem Fitten einer Gauß-Funktion nachträglich 
genauer bestimmen. Das Ergebnis der errechneten Positionen und Amplituden ist in 
Abbildung 36 als Kurve (2) im Vergleich zu der auf Maximumposition basierenden (1) 
dargestellt. 
 
Abbildung 36: Fit der hyperspektralen CARS-Messungen und der CARS-Bande 
Gezeigt werden CARS-Intensitäten an ihrer spektralen Maximumposition (rote ). Die 
Häufung von mehreren Punkten auf einer Position der x-Achse spiegelt die Auflösung 
des Spektrometers wider. Durch das Fitten der gaußförmigen Wellenlängenprofile lässt 
sich deren Position genauer bestimmen (blaue ). Die Linienfunktion entspricht dem Fit 
der CARS-Bande nach Formel 11. 
Erst mit dieser Korrektur ist die für CARS-Banden typische Form kontinuierlich erkennbar. 
Wie im Abschnitt 3.4.4 erläutert, führt der Anteil des nicht-resonanten Hintergrundes zur 
Verschiebung der CARS-Bande zu kleineren Wellenzahlen im Vergleich zum Raman-
Spektrum. Gleichzeitig findet bei steigenden Wellenzahlen eine Anhebung vor und ein 
Unterschwingen nach der Bande statt. Beides ist in Abbildung 35 ersichtlich. Die 
benachbarte 1032 cm-1-Bande von Toluol (siehe Abbildung 34) liegt weit genug entfernt, um 
diesen Effekt im gemessenen Spektrum hervortreten zu lassen. 
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Auf Basis dieser spektral gefitteten und intensitätskorrigierten Messung lässt sich der Anteil 
des nicht-resonanten Hintergrundes aus den Parametern der Funktionen in der Formel 11 
bestimmen. Das Ergebnis dieses Fits ist im Vergleich zum Raman-Spektrum in Abbildung 36 
dargestellt. Die ermittelten Parameter sind in der Tabelle 1 aufgeführt. 
Größe Formel Wert 
Amplitude 𝑛 ∙ 𝐴𝑅 0,0119 
Breite 𝛤𝑅 3,640 




Verhältnis 𝑛 ∙ 𝐴𝑅/𝜒𝑛𝑟
(3)
 21,099 
Tabelle 1: Parameter des CARS-Banden-Fits nach Gleichung in der Formel 11 
Der Signalanteil des nicht-resonanten Hintergrundes an dieser Bande ist demnach – 
vermutlich aufgrund der Anpassung der spektralen Breite der Anregung an die Breite der 
Raman-Bande – um den Faktor 21 kleiner als die Amplitude des resonanten Anteils, die 
CARS-Bande demnach sehr ähnlich zur korrespondierenden Bande im Raman-Spektrum 
(Abbildung 37). Die nachfolgend dokumentierten Messungen können dieses Ergebnis mit 
den meisten Proben – mit Ausnahme der Beta-Carotin-Bande bei 1514 cm-1 – bestätigen. 
Ähnliche Experimente haben bei hyperspektraler Abtastung Anteilverhältnisse, die in 
derselben Größenordnung liegen [99], [106]. 
 
Abbildung 37: Vergleich von CARS-Fit mit der Raman-Bande 
Das mathematische Modell einer hintergrundbehafteten CARS-Bande (1, rot) sagt im 
Vergleich zur Raman-Bande (2, blau) eine Verschiebung der Maximumwellenlänge zu 
kleineren Wellenzahlen voraus. Bei Betrachtung der steilen Anstiege links und rechts von 
der Bande ist dies schwach erkennbar. 
Zusammenfassend ist festzustellen, dass die gemeinsame Aufnahme von CARS- und 
Pumpsignal mit einem Spektrometer unter den beschriebenen Bedingungen eine Korrektur 
von Leistungsschwankungen des Pump-Lasers ermöglicht. Durch ein nachträgliches Fitten 
der spektralen Positionen und Intensitäten war es zudem möglich zu zeigen, dass hier das 
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CARS-Spektrum dem Raman-Spektrum aufgrund des geringen nicht-resonanten Anteils 
sehr ähnlich ist. 
6.1.3 Xeloda 
Das Zytostatikum Capecitabin (Handelsname Xeloda, Firma Roche) ist einer der Wirkstoffe, 
bei dessen Applikation das Hand-und-Fuß-Syndrom auftreten kann [107], [108]. Es wird 
systemisch verabreicht und verursacht dann in der umgewandelten Form von 5-Fluorouracil 
vor allem in dickeren Hautschichten wie den Fußsohlen und Handinnenflächen 
Schädigungen der äußeren Hautschichten (insb. in epidermalen Basalzellen [109]), die bei 
höheren Graden mit starker Schmerzentwicklung verbunden sind [107]. 
Um dieses Chemotherapiepräparat bei seiner Wirkung in menschlicher Haut hinsichtlich 
Konzentration und Verteilung zu untersuchen, ist seine grundsätzliche Detektierbarkeit 
mittels chemischer Diskriminierung zu prüfen. Als Vorbereitung zur hyperspektralen 
Abtastung mit der CARS-Methode, wurde deshalb auch hier eine Raman-Messung 
vorangestellt. Abbildung 38 zeigt das Raman-Spektrum des Pulvers, das direkt aus dem Kern 
der Tablettenform extrahiert wurde. 
 
Abbildung 38: Raman-Spektrum und Strukturschemas von Xeloda-Pulver und 
Laktose 
Das Raman-Spektrum des Xeloda-Tablettenpulvers (1, rot) zeigt bei einer Laser-
Anregung mit 785 nm verschiedene markante Banden im Fingerabdruckbereich. Um die 
Xeloda-Bande bei 1639 cm-1 weist der mengenmäßig zweithäufigste Tablettenbestandteil 
Laktose (2, blau) keine Raman-Intensität auf. (Bildquellen: [110], [111]) 
Laut europäischem öffentlichen Beurteilungsbericht über Xeloda (European Public 
Assessment Report, EPAR) sind neben dem Wirkstoff im Kern der von der Firma Roche 
vertriebenen Filmtablette wasserfreie Laktose, Croscarmellose-Natrium, Hypromellose, 
mikrokristalline Zellulose und Magnesiumstearat enthalten. Der nächsthäufigere Bestandteil 
Laktose weist insbesondere bei 1639 cm-1 (Pyrimidin-Ringatmungsschwingung [112]) keine 
signifikanten Raman-Signalintensitäten auf, so dass diese Bande dem Wirkstoff zuzuordnen 
ist. Sie ist auch durch oberflächenverstärkte Raman-Spektroskopie nachweisbar [112]. 
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Nach dem ersten Schritt der Bandenidentifizierung wurde versucht, die selektierte Bande im 
Vorwärts-CARS-Betrieb mit dem WITec-Spektrometer zu detektieren. Dabei stellte sich 
heraus, dass die Signalintensität für eine Rekonstruktion der Bandenstruktur nicht ausreicht. 
Erst in Epi-Richtung bei einer sehr intensiven Anregung mit einer mittleren Pump- und 
Stokes-Summenleistung von 1,2 W (etwa im Verhältnis 2:1) konnten die Daten in 
Abbildung 39 erzeugt werden. Es liegt deshalb die Vermutung nahe, dass die vorliegende 
chemische Struktur in der Verabreichungsform für eine kohärente Raman-Abtastung durch 
Größe (siehe Abschnitt 3.4.4, Unterschied vorwärts- und epi-gerichtete CARS-Detektion) 
und Streueigenschaften sowie Absorption (keine resonante CARS-Anregung, da weißes 
Pulver) ungeeignet ist. Die schwache CARS-Intensität konnte in mehreren Versuchen 
bestätigt werden. Die Raman-Messung war demgegenüber unauffällig. 
Die Abbildung 39 gibt den Verlauf der CARS-Banden im Vergleich zum Raman-Spektrum 
nur eingeschränkt wieder: Während sich die beiden Bandenpositionen bei 1609 cm-1 
(trigonale Ringatmungsschwingung [112]) und 1639 cm-1 decken, ist das Größenverhältnis 




Abbildung 39: CARS- und Raman-Spektren von Xeloda 
In (A) lassen sich die beiden Banden des Raman-Spektrums (1, rot) auch im CARS-
Spektrum reproduzieren (2, blau). Das Pulver für die Raman- und CARS-Messungen wird 
durch Abkratzen aus dem Kern der oralen Verabreichungsform gewonnen (B). 
Da die Leistungsstabilisierung bei dieser Messung aktiv war, ist dieser Sachverhalt nur schwer 
zu erklären. Vor dem Hintergrund der sehr großen Anregungsleistung zeigt dieser Versuch 
somit die Herausforderungen auf, die bei einer CARS-Detektion von Xeloda in menschlicher 
Haut zu erwarten sind. Weitere Experimente sollten zudem die umgewandelte Form 5-
Fluorouracil zum Ziel der Untersuchung machen. 
6.1.4 Beta-Carotin 
In Vorbereitung auf die nachfolgend beschriebenen hyperspektralen Konzentrationsreihen 
wurden Raman- und CARS-Spektren eines ausgewählten Probengemisches untersucht, um 
markante Banden für eine Maximum-Dip-Intensitäts-Bestimmung [89] zu identifizieren. 
Beta-Carotin wirkt in der menschlichen Haut anti-oxidativ und stellt einen wichtigen Faktor 
und Indikator für die körpereigene Abwehr dar [18]. Ein geeignetes Lösungsmittel für die 
Bestimmung der Konzentrationsgrenze mit Hilfe von CARS ist Tetrahydrofuran (THF), da 
es im Fingerabdruckbereich an den Stellen der Beta-Carotin-Banden keine signifikanten 
Raman-Signalanteile aufweist (Abbildung 40). 
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Abbildung 40: Raman-Spektren von Beta-Carotin, Tetrahydrofuran und deren 
Gemisch 
Die Spektren der Gemischkomponenten Beta-Carotin (1, rot) und Tetrahydrofuran (2, 
blau) sowie des Gemisches (3, grün) in der Basiskonzentration von 1,97 mmol/l (Beta-
Carotin in THF). Die Spektren von Beta-Carotin und Gemisch wurden mit einem WITec-
Raman-Mikroskop bei 785 nm-Anregung und das von THF mit einem Kaiser-Raman-
Analysator bei 488 nm-Anregung aufgenommen. 
Zur Aufnahme des CARS-Spektrums wurde die zu vermessende Lösung in ein 
Kapillarröhrchen eingefüllt (Abbildung 41A) und bei jeder Wellenzahl mit Hilfe des 
Scantisches im Fokus des Objektivs bewegt (Abbildung 41B), so dass sich aus den in 
Vorwärtsrichtung aufgenommenen Einzelspektren (Abbildung 42A) die Signalhöhe an der 
CARS-Wellenlänge zu einem Bild (Abbildung 42B (1)) ergibt. 
Abweichend von der Abbildung 41 wurden für die weiteren Messungen die 
Kapillarröhrchen, über den Rand des Probenträgers hinausragend, positioniert, damit dieser 
für die Durchlichtmessungen nicht mit abgebildet wird. Bei der Analyse der aufgenommenen 
Rohdaten kann auf einen Fit der Signale im Spektrum verzichtet werden, da der 
Wellenzahlabstand der Messpunkte mit 10 cm-1 bei den vorliegenden verhältnismäßig breiten 
Raman-Banden zur Abtastung genügt und deshalb die Auflösung des Spektrometergitters 
ausreicht (siehe Abschnitt 6.1.2). Ebenso wurde auf die Intensitätskorrektur mit 
Verhältnisbildung zur Pump-Signalintensität (Abbildung 42A (2)) verzichtet, weil die 
Leistungsstabilisierung der Pumpleistung aktiv war. 






































Abbildung 41: Kapillarröhrchen mit Probelösung bei der Präparation und unter 
dem Objektiv 
Kapillarröhrchen mit verschiedenen Konzentrationen von Beta-Carotin in THF bei der 
Präparation, verschlossen und fixiert auf einem Probenträger (A) sowie bereit zur 
Vermessung unter dem Objektiv (B). Der Pfeil markiert die Haupt-Scanrichtung. 
A B 
  
Abbildung 42: Einzelspektrum und daraus entwickeltes Kapillarabbild für eine 
Wellenzahl 
Die linke Seite zeigt das für die Intensitätsbestimmung genutzte Spektrum (A) eines 
Punktes mit CARS- (1) und Pump-Signal (2). Beim Scannen der Probe im Fokus entsteht 
das Intensitätsbild in B (4), wenn aus dem CARS-Wellenlängenbereich (3) von 750 bis 
850 nm das jeweilige Maximum des Spektrums ausgewählt wird. Die Datenpunkte (5) 
sind die Summenwerte der Bildspalten. Sie wurden gefittet mit einer Gaußfunktion (6). 
Die Daten zeigen die effektive Signalintensität bei 890 cm-1 für 1,97 mmol/l Beta-Carotin 
in THF. 
Die tatsächliche Signalintensität für das CARS-Spektrum ist dann aus Abbildung 42A (Höhe 
der CARS-Bande (1)) zu extrahieren. Dafür wurde die Excel-Anbindung des „Cmicro Image 
Viewers“ genutzt und die weitere Verarbeitung nach Excel verlagert. Um eine große 
statistische Verteilung der Messwerte zu erreichen, sind dort zunächst alle Spalten zu einem 
Wert aufsummiert worden. Anschließend kam ein Fit einer Gauß-Funktion am erhaltenen 
Verlaufes zum Einsatz, da sich die Charakteristik der Abbildungen damit exzellent annähern 
ließ. Der ermittelte Fit-Parameter der Amplitude stellt daraufhin den effektiven CARS-
Intensitätswert für diese Wellenzahl und Konzentration dar. 
Über den Wellenzahlbereich von 890 bis 1600 cm-1 zeigt die Abbildung 43 den Vergleich des 
CARS-Spektrums des Gemisches mit den Raman-Spektren seiner Bestandteile. Sowohl die 
signifikanten Banden von Beta-Carotin (1158 und 1514 cm-1) als auch von Tetrahydrofuran 
(THF, 910 cm-1) sind bei CARS markant. 
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Abbildung 43: CARS- und Raman-Spektrum einer Beta-Carotin/THF-Lösung im 
Vergleich 
Die Beta-Carotin-Banden (1, rot) bei 1158 und 1514 cm-1 sowie die Tetrahydrofuran-
Bande bei 910 cm-1 (2, blau) werden auch im CARS-Spektrum (3, grün) wiedergegeben. 
Die Beta-Carotin-Konzentration in diesem Gemisch betrug 1,97 mmol/l. 
Die schwächere Beta-Carotin-Bande bei 1008 cm-1 ist nicht deutlich bei CARS erkennbar, 
was möglicherweise aus einer Überlagerung mit dem Durchschwingen der intensiven THF-
Bande bei 910 cm-1 entsteht. Das Gleiche gilt für die schwächeren Beta-Carotin-
Signalbestandteile oberhalb von 1158 cm-1. Besonders CARS-typisch ist dagegen die 
1514 cm-1-Bande: Deren Unterschwingen stellt ideale Voraussetzungen für die Bewertung 
bei den nachfolgend beschriebenen Konzentrationsreihen dar. 
6.1.5 Konzentrationsreihe von Beta-Carotin 
Quantitative hyperspektrale CARS-Messungen können mittels Bewertung der 
Signalintensitäten bei Maximum- und Dip-Frequenz (max und min in Abbildung 19) 
durchgeführt werden, wie im Jahr 2005 für Lipide gezeigt wurde [89]. Die Differenzbildung 
an diesen beiden spektralen Messpunkten (Abbildung 44) bietet neben einer wirkungsvollen 
Hintergrundunterdrückung die Bemessung der Raman-Intensität und damit der 
Konzentration der Streuobjekte im Fokus des Objektivs. 
Bei Lösungen ist mit Hilfe von Referenzmessungen ebenfalls eine 
Konzentrationsbestimmung möglich [88], [113]. Hier wird jedoch, abweichend zu den 
genannten Publikationen, weder ein Bildausschnitt mit einem ausschließlich nicht-
resonanten Signal noch eine Vergleichslösung benötigt. Die hyperspektrale Messung trägt 
die Referenzinformationen in bandenfreien Bereichen des Spektrums in sich und kann zur 
Normalisierung genutzt werden. 
Es gilt für geringe Konzentrationen des Raman-Streuers (𝑛𝐴/𝜒𝑛𝑟
(3)
≪ 𝛤𝑅) für das 
Signalverhältnis von Maximum- zu Dip-Frequenz einer einzelnen Bande der Zusammenhang 
in Formel 13 (mathematische Herleitung im Abschnitt 9.4). 





















































Die Differenz zwischen den Intensitäten 𝛥𝐼𝐶𝐴𝑅𝑆 an Maximum- und 
Unterschwingfrequenz ist für gering konzentrierte Raman-Streuer 
proportional zur Stoffkonzentration 𝑛 und der Raman-Banden-
Intensität 𝐴𝑅, dividiert durch die Bandenhalbwertsbreite 𝛤𝑅. 
Formel 13: Proportionalität der CARS-Differenzintensität 
 
Die Ausprägung von 
Maximum 𝐼(𝜔𝑚𝑎𝑥) und 
Unterschwingen 𝐼(𝜔𝑚𝑖𝑛) 
der CARS-Bande von 
Beta-Carotin bei 
~1530 cm-1 geht mit 
sinkender Konzentration 
(Kurve 1 bis 5) zurück. 
Ihre Differenz 𝛥𝐼 im Ver-
hältnis zu einer nicht-
resonanten Intensität 
𝐼(𝜔𝑛𝑟) kann zur Konzen-
trationsbestimmung 
verwendet werden. 
Abbildung 44: CARS-Spektrum von Beta-Carotin in THF für verschiedene 
Konzentrationen 
Die Formel 14 zeigt, wie von den Intensitäten an Maximum- und Dip-Frequenz die 
Differenz auf eine Intensität an einer nicht-resonanten Frequenz genormt werden kann. 
Dadurch lassen sich Einflüsse wie Schwankungen der Stimulationsleistung und der 
Konstruktion weitestgehend eliminieren, solange für die Messungen an diesen drei 
Frequenzen identische Aufnahmebedingungen herrschen. Mit der Differenzbildung werden 
zudem die quadratischen resonanten Anteile eliminiert, und der Mischterm von resonanter- 










Die Differenz der Intensitäten ICARS von Maximum 𝐼(𝜔𝑚𝑎𝑥) 
und Unterschwingen 𝐼(𝜔𝑚𝑎𝑥) wird mit einer Intensität an einer 
nicht-resonanten Frequenz 𝐼𝑛𝑟 bzw. 𝐼(𝜔𝑛𝑟) normiert, um den 
Einfluss der Stimulationsleistungen nach Formel 10 zu 
korrigieren. 
Formel 14: Bestimmung der Konzentration durch CARS-Differenzintensität 
Diese Abhängigkeit soll im Folgenden belegt werden. Für die Abbildung 45 wurden dazu an 
drei Tagen 24 unterschiedlich stark konzentrierte Lösungen von Beta-Carotin in THF (1,4 
bis 2120 µmol/l) im Bereich zwischen 1500 und 1600 cm-1 hyperspektral vermessen. Die 
Abbildung zeigt dafür zwei Varianten der Intensitätsberechnung in unterschiedlichen 
Farben: die reine Differenz der Intensitäten bei 1550 cm-1 (max) und 1530 cm-1 (min) in rot 
und die Differenz, bezogen auf die Intensität bei der nicht-resonanten Frequenz 1590 cm-1 
(nr), in blau. Die negativen Werte (grau in der Tabelle in der Abbildung) sind aufgrund der 
logarithmischen Darstellung nicht enthalten. Zu bemerken ist: Die Werte verlaufen weiterhin 
monoton fallend. Sie werden dennoch im Weiteren nicht betrachtet, da negative Differenzen 
den Voraussetzungen der nachfolgenden Berechnungen widersprechen. Die gewählten 
Spektralpositionen weisen hier eine Grenze für die Quantifizierbarkeit auf. 
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Abbildung 45: Unkorrigierte und korrigierte CARS-Intensitäten 
CARS-Differenz-Intensitäten von 24 unterschiedlichen Einzelkonzentrationen von Beta-
Carotin in Tetrahydrofuran an drei Tagen (, und ) als unnormierte Differenz I 
wie in Abbildung 44 (𝐼1 = ∆𝐼 = 𝐼(1530𝑐𝑚
−1)/𝐼(1550𝑐𝑚−1)), 1 bzw. rot) und 
normiert auf die Intensität bei der nicht-resonanten Frequenz 𝐼2 = ∆𝐼/𝐼(1590𝑐𝑚
−1), 2 
bzw. blau) 
Die stark streuenden Werte in der unnormierten roten Kurve lassen sich durch eine 
unterschiedliche Stimulationsleistung (20, 40 und 50 mW Pumpleistung am OPO) erklären. 
Dies stellt deutlich die Notwendigkeit der Normalisierung heraus. 
Nach den obigen Betrachtungen ist zu erwarten, dass die Differenzintensität einer CARS-
Bande mit wachsender Anzahl von resonanten Streuern im Fokalvolumen linear zunimmt. 
Für die Gerade in Abbildung 46 wurde der tatsächlich erhaltene Zusammenhang durch 
lineare Regression angenähert. Um dem großen Dynamikbereich und den damit bei 
niedrigen Konzentrationen stärker ins Gewicht fallenden Abweichungen gerecht zu werden, 
sind dafür zunächst beide Variablen (abhängige und unabhängige) logarithmiert worden, 
weshalb die Skalen im Vergleich zu Abbildung 45 abweichende Wertebereiche aufweisen. 
Ein R² von 0,98 entspricht hier einer hohen Übereinstimmung der vorliegenden Messdaten 
mit dem angenommenen Zusammenhang. 
Insgesamt konnte der beschriebene Ansatz damit nachweisen, dass eine hyperspektrale 
Konzentrationsmessung an drei Frequenzen einer alleinstehenden Bande grundsätzlich 
möglich ist. Allerdings zeigen die Messergebnisse bereits in dieser ersten Reihe trotz des 
verhältnismäßig großen Aufwandes für eine stabile Messwertermittelung starke 
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Abbildung 46: Fit der CARS-Differenzintensitäten 
Der lineare Fit der CARS-Differenzintensitäten in Abhängigkeit vom großen 
Konzentrationsbereich ist mit logarithmierten und normierten Daten durchgeführt 
worden. Die Ergebnisse in der Tabelle weisen die Geradenparameter und eine große 
Übereinstimmung mit dem erwarteten linearen Zusammenhang aus. 
Die zu erwartenden Konzentrationen von Beta-Carotin in gesunder menschlicher Haut 
liegen in der Größenordnung von 1 nmol/g [114], was bei einer Dichte von etwa 1 g/cm3 
[115] einer Volumenkonzentrationen von 1 µmol/l entspricht. Selbst bei einer Verkleinerung 
der Fehler ist dieser hyperspektrale CARS-Ansatz zur Detektion und Quantifizierung von 
Beta-Carotin in menschlicher Haut ungeeignet, da die Grenze der Sensitivität mit den 
ausgelassenen Messwerten der geringen Konzentrationen deutlich wurde. Ein 
weiterführender Schritt in Richtung Stabilisierung des nutzbaren Wertebereiches wäre ein Fit 
der Spektrometer-Banden für eine exaktere Bestimmung von Intensität und Bandenposition 
wie im Falle von 6.1.2 Toluol. Alternativ könnte auch ein integrierender linearer Detektor 
(PMT, Photodioden) Einsatz finden. Basierend auf den Intensitäten, ist dann wiederum ein 
Fit der CARS-Bande denkbar, wenngleich der Charakter der Bande bei schwachen Signalen 
sehr stark von einer CARS-typischen Form abweicht (siehe Kurve 5 in Abbildung 44). 
6.2 Bildgebung 
Die Funktion der Bildgebung wird in diesem Abschnitt als Erweiterung der hyperspektralen 
CARS-Messungen anhand ausgewählter Proben demonstriert. Das erste der beiden im 
Folgenden präsentierten Beispiele sind mikrometergroße Kugeln aus Polymethylmethacrylat, 
mit denen die Funktionen der Bildgebung und der vergleichenden Aufnahme von vorwärts- 
und rückwärts-gestreuten CARS-Photonen demonstriert werden soll. Der zweite Versuch 
weist die Fähigkeit nach, mit dem Mikroskop auch größere Abbilder von Schnitten 
menschlicher Haut zu erzeugen. 
6.2.1 Polymethylmethacrylat 
Mikrometer-Kugeln aus Polymethylmethacrylat (PMMA) oder Polysterol stellen ein 
geometrisch definiertes und chemisch einfaches Modell für die CARS-Mikroskopie dar 
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[101]–[104], [116]. Zur Demonstration einer quasi-gleichzeitigen Aufnahme von vorwärts 
und Epi-gerichteten CARS-Photonen kombiniert mit Bildgebung wurden 6 µm große 
PMMA-Kugeln (Fluka-Bestellnummer 81847) auf einen SiO2-Glasträger gebracht, 
eingetrocknet und ohne Deckglas mittels CARS aufgezeichnet. Das vorab akquirierte 
Raman-Spektrum ist in Abbildung 47 dargestellt und zeigt die Frequenz im CH-
Streckschwingungsbereich (3057 cm-1), die für die Aufnahme ausgewählt wurde. 
 
Abbildung 47: Raman-Spektrum und Strukturschema von Polymethylmethacrylat 
Der rechte obere Ausschnitt zeigt vergrößert den CH-Streckschwingungsbereich, der für 
die Bildgebung bei der blau markierten Wellenzahl genutzt wurde. Die periodische 
Schwingung auf dem Signal im Ausschnitt entsteht bei langen Integrationszeiten im 
Raman-Spektrometer aufgrund von Etaloning. (Bildquelle des Strukturschemas: [117]) 
Da mit diesem Versuch eine schnellere Bildgebung durch die höheren Scangeschwindigkeit 
genutzt werden sollte, kam ein Einkanaldetektor (PMT) zur Anwendung. Er ist bei CARS 
speziell für diesen CH-Streckschwingungsbereich (siehe Abbildung 90 und Abbildung 59) 
gut geeignet, da er unter 810 nm sehr sensitiv und darüber sehr unempfindlich ist, was den 
Einsatz von spektralen Filtern erleichtert bzw. unnötig macht: Die kurzwelligere Pump-
Anregung bei der Stimulationsvariante 2 (siehe Abschnitt 4.2) entspricht mit 810 nm einer 
Wellenzahl von 5894 cm-1 und liegt damit deutlich oberhalb des CH-Bereiches. Der 810 nm-
Übergang der CARS-Wellenlänge liegt dann bei 1965 cm-1 (Pump bei 963 nm) und reicht bis 
an den Fingerabdruckbereich heran. 
Mit dem PMT-Detektor wurden unter Verwendung des Faserschalters die in Abbildung 48 
dargestellten Graustufenbilder – jeweils in Vorwärts- und Epi-Richtung – aufgenommen. 
Aufgrund der schwachen Resonanz an der gewählten Frequenz mussten die 100 µs-
Integrationszeiten je Bildpunkt 8x gemittelt werden, um einen ausreichenden Kontrast zu 
erhalten. In Vorwärtsrichtung sind neben dem Signal von PMMA auch die nicht-resonanten 
Anteile des Glas-Trägers erkennbar (siehe gelber Graph im linken Bild). Durch destruktive 
Interferenz mit dem Signal der PMMA-Kugeln kommt es dabei zur Schwärzung des 
Randbereiches der Kugeln [118], die im Epi-Bild nicht zu sehen ist. Das deckt sich mit der 
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theoretischen Betrachtung der Streueigenschaften, wonach die Epi-Richtung für kleine 
Streukörper begünstigt ist [30]. 
A B 
  
Abbildung 48: PMMA-Kugeln, in Vorwärts- und in Epi-Richtung aufgezeichnet 
Den Bildern überlagert sind der Intensitätsgraph auf der gestrichelten Linie (1, magenta) 
und die Abstandsposition zwei ausgewählter Kugeln (2, grün). Die bei 3057 cm-1 mit 
einem 20x NA 0.5-Objektiv erzeugten und vorwärts detektierten Photonen (A) zeigen 
nicht-resonante Anteile des Glases (grauer Hintergrund) und destruktive Interferenz an 
den Grenzschichten (schwarze Ränder). Die Epi-Detektion (B) enthält nur Signalanteile 
der Kugeln. Diese Bilder haben eine Auflösung von 256 x 256 und wurden bei 100 µs 
Integrationszeit je Bildpunkt 8x gemittelt. Die Balkenlänge beträgt 25 µm. 
Die Position und Größe der Kugeln beider Richtungen sind bei Beachtung der Interferenz 
identisch und stimmen exzellent mit den Herstellerangaben überein (grün markierter 
Abstand (2) in Abbildung 48 beträgt 5,999 µm). Mit Hilfe des Scantisches ist in dieser 
Konstruktion somit eine Bildgenerierung (engl. mapping) auf Basis eines bestehenden 
kontrastgebenden Prinzips möglich, solange die Probe bei den Bewegungen starr mitgeführt 
wird. Mit Hilfe des Faserschalters können dabei mit einem Detektor vergleichende 
Aufnahmen von vorwärts und rückwärts gestreuten Photonen vorgenommen werden. 
6.2.2 Haut 
Die chemisch diskriminierte Ortsauflösung ist – wie in der Einleitung erläutert – in der 
Zielanwendung an menschlicher Haut durchzuführen. Trotz der geringen 
Geschwindigkeitsleistung des Probe-Scannings, die für Untersuchungen der relevanten 
Stoffwechselprozesse in der Haut nahezu ausnahmslos unzureichend wäre, soll die Funktion 
der Ortsauflösung an einer Probe menschlicher Haut nachgewiesen werden. 
Als schwingungsspektroskopischer Bereich ist in menschlicher Haut zunächst der der CH-
Streckschwingungen von besonderer Bedeutung, da er nach bestehenden Untersuchungen 
[97] einen möglichen Indikator für die Erkennung von Krebsgewebe darstellt: Aufgrund des 
verstärkten Metabolismus‘ in den Tumorzellen werden die an CH-Bindungen reichen Lipide 
dort schneller umgesetzt [119]–[123], weshalb eine negative Kontrastierung zum 
umliegenden gesunden Gewebe möglich wird. 
Für die Abbildung 49 wurde deshalb ein Dünnschnitt von gesunder Haut in der Größe von 
3,65 x 1,23 mm² bei 2856 cm-1 abgescannt. Als Detektor diente hier eine APD im 
Einzelphotonen-Zählmodus (siehe Abschnitt 9.1.11). Die Farbintensität entspricht der 
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Ereignishäufigkeit im Dynamikbereich auf rechten Farbskala – innerhalb der gewählten 
Integrationszeit von 1 ms. 
Auffällig signal-stark sind die lipidreichen Strukturen des Stratum corneum (1), wo eine hohe 
Dichte an Zellmembranen und Proteinen vorherrscht [124]. Ferner ist die physiologische 
Schichtung mit wachsender Tiefe von rechts nach links erkennbar: Epidermis (2), Dermis 
(3) und Subkutis (4). 
 
Abbildung 49: CARS-Bild von gesunder menschlicher Haut 
Dieser 3,65 x 1,23 mm² große Teil eines Dünnschnitts wurde mit CARS auf einem CaF2-
Träger bei einer Frequenz von 2856 cm-1 aufgezeichnet. Für die 960 x 320 Bildpunkte mit 
einer Integrationszeit von 1 ms benötigte die Aufnahme etwa 45 min bei 20 mW 
kombinierter Anregungsleistung. Die Farbskala ist in APD-Zählimpulsen bemessen. Die 
bezeichneten Bereiche sind mit wachsender Schichttiefe Stratum corneum (1), Epidermis 
(2), Dermis (3) und Subkutis (4). Der umrahmte Bereich ist bei den Untersuchungen im 
nächsten Abschnitt von besonderer Bedeutung. 
Die benötigte Aufnahmezeit von etwa 45 min ist im Wesentlichen der Bewegungszeit des 
Tisches geschuldet, da die summierte Integrationszeit aller Punkte nur etwa 5 Minuten 
beträgt. Das Bild entstand durch Aufzeichnung von 60 x 20 etwa 60 x 60 µm großen 
Segmenten, in denen jeweils 16 x 16 Pixel mit dem Piezo-Tisch mittels Punkt-zu-Punkt-
Bewegung angefahren wurden, da bei dieser Auflösung der Einsatz des externen Triggers 
keine Vorteile bietet (siehe Abschnitt 9.1.8). Zwischen den Segmenten wechselte der 
bedeutend langsamere Mikro-Tisch 1199mal die grobe Bildposition. 
Für entsprechend kleinere Ausschnitte – vornehmlich in der Größenordnung des Piezo-
Scanners – wäre diese bildgebende Funktion auch im Falle von Haut einsetzbar. Große 
Übersichtsbilder wie das vorgestellte liegen aber aufgrund der Dauer weit außerhalb der 
Anwendbarkeit. Somit muss sich die Bildgenerierung bei diesem Mikroskop auf einige 
wenige Zellen innerhalb einer Struktur oder einer Grenzschicht konzentrieren. 
Wie im vorhergehenden Abschnitt erläutert, ist die Funktion der Bildgebung nur für räumlich 
eingeschränkte Bereiche sinnvoll einsetzbar. Da ihr eine zentrale Rolle in allen abgeleiteten 
Anwendungen dieses Mikroskops zukommt, soll auch ihre Verwendbarkeit in hyperspektral 
differenzierender Form demonstriert werden. 
Für die hyperspektralen Bilder ist der rot markierte Ausschnitt in der Abbildung 49 
ausgewählt worden. Abbildung 50 zeigt die 16 Bilder, die mit Frequenzen zwischen 2350 und 
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6.2.3 Hyperspektrale Bildgebung 
 
Abbildung 50: Bilderreihe von menschlicher Haut im CH-Bereich 
Jedes Teilbild besteht aus 20 x 20 Segmenten á 8 x 8 Bildpunkten. Die Bildgröße beträgt 
1,2 x 1,2 mm², die Integrationszeit je Punkt 1 ms bei 20 mW Summenanregungsleistung. 
Die markierten Ausschnitte (1) und (2) bei 3100 cm-1 sind für Abbildung 51 verwendet 
worden. 
Alle Bilder sind unter denselben Bedingungen ohne Leistungsstabilisierung akquiriert, 
worden, was direkte Intensitätsvergleiche zunächst nicht ermöglicht. Besonders auffällig sind 
die zwei Intensitätsmaxima bei 2550 und 2950 cm-1, wobei letzteres der aliphatischen 
asymmetrischen CH-Streckschwingung zugeordnet werden kann. Unter der Voraussetzung, 
dass der Bildausschnitt fixiert ist, können je Bild Ausschnitte gemittelt oder einzelne 
Punktwerte in ihrer Intensität zueinander ins Verhältnis gebracht werden. 
Bei der Auswahl physiologisch gleicher Bereiche lässt sich so ein stabilerer mittlerer Wert 
berechnen. In Abbildung 51 wurde dies mit den in Abbildung 50 (Wellenzahl 3100 cm-1) 
markierten Bildsegmenten durchgeführt, um den Signalanteil von Haut (1) und Probenträger 
(2) in ihrem unterschiedlichen Verhalten aufzuzeigen. Der Träger zeigt bei dieser Vorwärts-
Aufnahme ein auffälliges Maximum bei 2550 cm-1, was vermutlich durch 
Leistungsschwankungen bzw. variierende Transmissionskoeffizienten von Blockfiltern auf 
der Detektionsseite hervorgerufen wurde. 
1
2550 cm-1 2600 cm-1 2650 cm-1 2700 cm-1
2350 cm-1 2400 cm-1 2450 cm-1 2500 cm-1
2750 cm-1 2850 cm-1 2850 cm-1 2900 cm-1




Anwendungen und Beispiele 79  
 
 
Abbildung 51: Hyperspektrale Intensitäten aus Abbildung 50 mit Raman-
Referenzen 
Die Graphen von Haut (1, rot) und Probenträger (2, blau) entsprechen der mittleren 
CARS-Intensität der gleichnamigen Bildausschnitte in Abbildung 50. Da das Raman-
Signal des Trägers (3, grün) über den gesamten Bereich konstant ist (vgl. Abbildung 52), 
kann nach Untergrundbefreiung das Trägersignal (2) zur Normierung des Hautsignals (1) 
in das korrigierte Hautsignal (4, magenta) überführt werden. Zum Vergleich ist das 
Raman-Signal des gleichen Haut-Bildausschnittes als Kurve (5, schwarz) abgebildet. 
Die CH-Bande ist nur innerhalb der Hautprobe (1) und nicht beim Glasträger (2) vorhanden, 
was ein deutlicher Hinweis für solche Einflüsse ist. Der Raman-Glashintergrund (3) ist, wenn 
er zwischen den globalen Minima und dem Maximum bei 1400 cm-1 ebenfalls auf einen 
Wertebereich von 0 bis 1 normiert wird, im CH-Bereich nahezu Null (vgl. Abbildung 52). 
 
Raman-Signal von Glas (1, rot) auf 
Basislinie (2, blau). Aufgrund seiner 
amorphen Struktur bilden sich bei Glas 
keine schmal begrenzten Banden heraus. Im 
CH-Streckschwingungsbereich weist Glas 
keine resonanten Anteile auf. 
Abbildung 52: Raman-Spektrum eines Glasträgers 
Wie bei der Auswertung der Konzentrationsreihe ist es somit möglich, die Intensitätskurve 
des Hautsegmentes mit der Intensität des nicht-resonanten Bildausschnitts vom Glasträger 
zu korrigieren. Das Ergebnis dieser durch Division normierten Intensität ist als Kurve (4) in 
Abbildung 51 aufgetragen und zeigt im Vergleich zum Raman-Spektrum (5) in der Position 
gute Übereinstimmung und den CARS-typischen Verlauf mit Anstieg vor und 
Durchschwingen nach der Bande. 
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Weil die CH-Bande in den Raman-Spektren im betrachteten Teil des Hautschnittes sehr 
vielgestaltig ist, kann das abweichende Maximaprofil durch die stark unterschiedlich großen 
Flächen entstehen, die der Intensitätsberechnung jeweils zugrunde liegen: Während sich das 
CARS-Spektrum aus der Summe von 10 x 10 Bildpunkten ergibt, ist für das Raman-
Spektrum nur ein Bildpunkt verwendet worden. Zudem wurde letzteres mit einer deutlich 
höheren spektralen Auflösung akquiriert. Für einen qualitativen Vergleich des Verlaufes sind 
diese Unterschiede jedoch vernachlässigbar. 
Um einen visuellen Eindruck des durch die Korrektur erhaltenen Signal-Rausch-
Verhältnisses zu erhalten, wurden für vier ausgewählte Frequenzen des in Abbildung 51 
dargestellten Spektrums die Intensitäten eines jeden Bildpunktes mit dem nicht-resonanten 
Intensitätsmittelwert aus dem Segment (2) aus Abbildung 50 normiert. Zusätzlich wurde das 
Bild von 3100 cm-1 subtrahiert, um den nicht-resonanten Anteil weitestgehend zu 
kompensieren. Das Ergebnis ist in Abbildung 53 dargestellt. 
 
Abbildung 53: Normierte Differenzbilder ausgewählter Frequenzen 
Die Grauwerte der Bilder errechnen sich aus den jeweiligen Bildern von Abbildung 50, 
normiert mit der Intensität des Probenträgers im Segment (2) in Abbildung 51. Zur 
Verdeutlichung des Dynamikumfangs bzw. Kontrastes wurden alle Bildpunktwerte 
zwischen -5 und 15 in 40 Klassen eingeordnet. Sie sind als identisch skalierte Graphen 
den Bildern überlagert. Das Bild bei der CH-Streckschwingungsfrequenz 2950 cm-1 weist 
einen dreimal so großen dynamischen Umfang auf wie die anderen drei Bilder, bei denen 
keine Resonanz erwartet wird. Die verbleibenden Dynamikbreiten bei den nicht-
resonanten Wellenzahlen sind auf Rauschen und eine unzureichende Korrektur des nicht-
resonanten Hintergrundes zurückzuführen. 
Die eingefügten Histogramme spiegeln die Grauwerthäufigkeiten in den Pixeln des 
jeweiligen Bildes wider. Sie repräsentieren damit den Bildkontrast durch die Breite und Lage 
des Wertebereiches. Dadurch wird zum einen verdeutlicht, dass bei den Bildern der nicht-
resonanten Frequenzen die Wellenzahl 3050 cm-1 im Wertebereich leicht negativ verschoben 
ist, was mit dem Durchschwingen im Summenbild Abbildung 51 erklärt werden kann. Zum 
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anderen ist der dynamische Umfang dieser drei Bilder annähernd gleich, und er wird durch 
den des kontrastreichen Bildes an der Resonanzfrequenz um den Faktor 3 übertroffen. 
Diese Methode der zweistufigen Nachbearbeitung konnte im beschriebenen Fall optimierte 
hyperspektrale Bilder der Probe erzeugen. Durch den ersten Schritt – die Subtraktion des 
nicht-resonanten Hintergrundbildes – wird ein Null-Normal geschaffen, auf dessen Basis 
eine Leistungsnormierung mit einem nicht-resonanten Bildausschnitt vorgenommen werden 
kann. Ohne diese nicht-resonante Frequenz, die für das gesamte Bild gelten muss, ist der 
Einsatz einer Leistungsregelung zwingend erforderlich, da sonst zeitliche 
Intensitätsschwankungen der Stimulation oder Frequenzgänge der Transmission (z.B. der 
optischen Filter) sogar bandenähnlichen Charakter ausbilden und vermeintliche 
Kontrastinformationen wie in Abbildung 50 bei 2550 cm-1 liefern können. 
Um diese beiden Einflüsse, die gleichmäßig auf das gesamte Bild wirken, zu eliminieren, kann 
das Vorhandensein bzw. Einbringen eines nicht-resonanten Streukörpers (z.B. Glas) im 
Bildausschnitt bei der Intensitätsnormierung helfen (vgl. [89]). Da speziell Glas als nicht-
resonanter Streukörper in Epi-Richtung aufgrund des fehlenden Signalanteils ausgeschlossen 
ist, kann hier die Leistungsregelung ihre Vorteile zur Geltung bringen. 
6.2.4 Stabilisierte, hyperspektrale Bildgebung 
Der Hautschnitt, der im vorhergehenden Abschnitt ungeregelt in Vorwärtsrichtung mittels 
CARS gemappt wurde, soll in diesem Abschnitt unter Einsatz der Leistungsregelung in Epi-
Richtung aufgezeichnet und dieselbe Probe direkt mit dem Raman-Spektrum verglichen 
werden, um damit die Vorteile der Regelung und des um Epi-Detektion erweiterten 
Einsatzbereiches zu demonstrieren. 
Der Detektor ist in diesem Fall das oben eingeführte Spektrometer UHTS-300 der Firma 
WITec, das mittels einer 100 µm-Faser direkt am Faserschalter angeschlossen wurde. Die 
Integrationszeit beträgt 10 ms, die Summenleistung der Anregung 10 mW. In der 
Abbildung 54 ist eine unter diesen Bedingungen aufgezeichnete Reihe von Bildern im CH-
Streckschwingungsbereich dargestellt. 
 
Abbildung 54: Hyperspektrale Bildreihe Epi-CARS eines menschlichen 
Hautschnittes 
Die Farbdarstellung ist zur besseren Sichtbarkeit logarithmisch skaliert. Die rechte Hälfte 
des Bildes ist ein CaF2-Probenträger und zeigt keine CARS-Signalanteile. In der Mitte des 
Bildes beginnt das Stratum corneum (roter Rahmen bei 3000 cm-1). Es geht nach links 
über in die tiefere Epidermis. Jedes Bild hat eine Größe von 300 x 120 µm. 
Für die hyperspektrale Reihe wurde ein Probenbereich des Stratum corneum (roter Rahmen 
bei 3000 cm-1 in Abbildung 54) gewählt. Hier ist die CARS-Intensität im CH-
2750 cm-1 2800 cm-1 2850 cm-1 2900 cm-1
2950 cm-1 3000 cm-1 3050 cm-1 3100 cm-1
2550 cm-1 2600 cm-1 2650 cm-1 2700 cm-1
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Streckschwingungsbereich aufgrund der hohen Zelldichte besonders groß. Die Abbildung 55 
zeigt die mittlere Intensität im markierten Segment. 
 
Abbildung 55: Epi-Spektren CARS und Raman von menschlichem Stratum 
corneum 
Zugrunde liegt für beide Graphen die Signalintensität bei 3000 cm-1 im markierten 
Ausschnitt von Abbildung 54. Für die Raman-Messung (1, rot) wurden fünf 
Akkumulationen bei einer Integrationszeit von 2 Sekunden bei ca. 70 mW cw-Leistung 
genutzt, bei der CARS-Messung (2, blau) wurden über 14 Bildpunkte á 10 ms 
Integrationszeit bei 10 mW Gesamtanregungsleistung gemittelt. 
Im Vergleich zum Raman-Spektrum lässt sich die Unterstruktur der CH-Streckschwingung 
mit drei Maxima zwischen 2800 und 3000 cm-1 erkennen. Ein direkter Positions- und 
Höhenvergleich der Banden ist allein wegen des nicht ganz deckungsgleichen Scanbereiches 
schwierig. In beiden Fällen lag jedoch der Fokalpunkt im Stratum corneum derselben Probe. 
Im Unterschied zum vorherigen Abschnitt sind hier keine Nachberechnungen notwendig, 
da die Leistungsstabilisierung für identische Aufnahmebedingungen bei der CARS-
Signalakquisition gesorgt hat. Allerdings gilt das nicht für nicht-konstante Spektralgänge von 
optischen Block-Filtern vor den Detektoren. 
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7 Zusammenfassung 
Inhalt dieser Arbeit ist die Entwicklung und der Test einer Analyseplattform für 
schwingungsspektroskopische Untersuchungen. Mit dem erhaltenen Werkzeug sollen die 
Grundlagen für eine Überführung und Etablierung von nicht-linearen optischen 
Kontrastmethoden in die klinische Anwendung gelegt werden. 
Zu diesem Zweck wurde ein experimenteller Aufbau mit einem Pikosekunden-Laser und 
einem OPO konstruiert und verwirklicht. Mit Augenmerk auf Flexibilität und 
Reproduzierbarkeit ist eine offene Plattform entstanden, die Stimulation und Aufzeichnung 
mehrerer Modalitäten erlaubt. Sie wurde für die Erfassung und den Vergleich vorwärts und 
rückwärts gestreuter Signalanteile um einen Faserschalter erweitert. Eine Leistungsregelung 
sorgt für einen deutlich stabileren Betrieb. 
Als Detektoren stehen ausgewählte Varianten von APD, PMT und Spektrometer zur 
Verfügung. Das Mikroskopkonzept sieht in jedem Fall das Probe-Scanning für eine 
räumliche Abtastung der Proben vor. Inhalte der Arbeit sind neben der Vorstellung der 
wichtigsten Einzelkomponenten auch die des Justierkonzeptes und der 
Stimulationsvarianten. 
Zum Betrieb der integrierten Hardware und zur Erfüllung höherer Funktionen wurde eine 
Software in C++ entwickelt, die im Hinblick auf die Aufgabenstellung die Nachteile von 
bekannten freien oder kommerziellen Produkten vermeidet. Sie ist zudem offen und modular 
konstruiert. Alle Rohdaten sind selbstbeschreibend und werden vollständig gespeichert. 
Somit wird eine nachträgliche Neuinterpretation ermöglicht. 
Das Rahmenwerk der Software erlaubt den Gerätetreibern die Definition von generischen 
und spezifischen Parametern. Dieses Konzept versetzt den Benutzer in die Lage, alle 
notwendigen Einstellungen am jeweiligen Gerät – ab- und unabhängig von dessen Funktion 
– über eine gemeinsame Schnittstelle zu steuern. 
Entwicklern steht es offen, weitere Geräte und Visualisierungsformen durch Treiber zu 
implementieren. Für die im Mikroskopaufbau enthaltenen Geräte sowie zur Visualisierung 
einfacher Datentypen stehen Treibermodule zur Verfügung. Letztere stellen zudem 
graphische sowie Rohdaten-Exportfunktionen (CSV und Excel) bereit. 
Die ersten Funktionstests mit dem Mikroskop sind ebenfalls Bestandteil dieser Arbeit. Sie 
dokumentieren die Verwendungsmöglichkeit für hyperspektrales CARS insbesondere im 
Fingerprint-Bereich und darauf basierende Bildgebung. Hyperspektrales CARS wurde an 
einer Einzelbande von Toluol (1004 cm-1) zusammen mit einem Bandenfit zur Bestimmung 
der Signalanteile demonstriert, ferner an der Doppelbande von Xeloda (1634 cm-1) sowie in 
Form einer Konzentrationsreihe an Beta-Carotin (1514 cm-1). Mit Hilfe der hyperspektralen 
Bildgebung wird an PMMA die Funktion eines Faserschalters zur quasi-parallelen 
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9 Anhänge 
9.1 Hardware-Komponenten des Mikroskops 
 
Abbildung 56: CARS-Mikroskop (schematisch) 
Die Abbildung 56 zeigt ein Schema des Mikroskops, wie es nach den Vorüberlegungen im 
Abschnitt 4.1, nach Charakterisierungsversuchen sowie verschiedenen Tests mit Detektoren 
und Beleuchtungsansätzen als Basisvariante entstanden ist. In diesem Abschnitt werden alle 
wesentlichen darin verwendeten Komponenten vorgestellt. Die daraus aufgebauten 
Konfigurationen stellt der Abschnitt 4.2 vor. Sie sind Grundlage für die im Kapitel 6 
vorgestellten Anwendungen. 
9.1.1 Modengekoppelter Pikosekunden-Laser 
Ein modengekoppelter Pikosekunden-Laser (High Q Laser picoTRAIN, Abbildung 57) ist 
die primäre Laserquelle im Mikroskop. Das Gerät besitzt zwei Laserausgänge: eine 
Grundwellenlänge von 1064 nm, die durch einen diodengepumpten Neodym-Yttrium-
Vanadat-Festkörperlaser (Nd:YVO4) erzeugt wird, und einen frequenzverdoppelten Kanal 
bei einer Wellenlänge von 532 nm, die in einem Beta-Bariumborat-Kristall (β-BaB2O4, BBO) 
entsteht. Der 1064 nm-Ausgang kann als Stokes-Laser verwendet werden, während die 
532 nm ausschließlich als Pumpstrahl für den OPO dienen (siehe Abschnitt 4.2.2). Die 
mittleren Leistungen der beiden Quellen liegen bei maximal 11 bzw. 6 Watt und können am 
Lasersteuergerät über eine Stellgröße gegenläufig gesetzt werden. Für das Pumpen des OPOs 
wird typischerweise eine Leistung von etwa 4 Watt eingestellt, was für die 1064 nm als Stokes-































Abbildung 57: High Q Laser picoTRAIN Lasermodul, Steuereinheit und 
Kühlgerät 
Das Lasergerät des HighQ picoTRAIN (A) besitzt zwei Ausgänge: 532 nm (grün) und 
1064 nm (mit rot schematisch angedeutet). HighQ Steuergerät und ThermoTek Kühlgerät 
werden abgesetzt betrieben (B). 
9.1.2 Optisch parametrischer Oszillator 
Für hyperspektrale Aufnahmen mit Schmalband-CARS wird mindestens ein Laser mit 
variabler Wellenlänge benötigt. Der gewählte APE OPO Levante emerald (Abbildung 58A) 
ist in der Lage, aus den 532 nm des Pump-Lasers in einem Lithiumtriborat-Kristall (LiB3O5, 
LBO) zwei variable Wellenlängen zu erzeugen: Signal und Idler. Bei diesem Drei-Wellen-
Wechselwirkungsprozess wird ein Pump-Photon unter Energieerhaltung in zwei Photonen 
unterschiedlicher Wellenlänge zerlegt (Abbildung 58B, Formel 15). 
A B 
  
Abbildung 58: APE OPO Levante emerald und Energieschema des OPO-
Prozesses 
Der optisch parametrische Oszillator (A) mit Kavität (1) und Steuergerät (2) wird vom 
532nm-Ausgang des HighQ picoTRAIN getrieben. Das Energie-Diagramm des OPO-
Prozesses (B) zeigt die Aufspaltung der Energie eines Pump-Photons der Frequenz 𝜔𝑃𝑢𝑚𝑝 
in die Energien eines Signal-Photons der Frequenz 𝜔𝑆𝑖𝑔𝑛𝑎𝑙 und eines Idler-Photons der 










Der Kehrwert der Pump-Wellenlänge 𝜆𝑃 ergibt sich aus der Summe der 
Kehrwerte von Signal-Wellenlänge 𝜆𝑆 und Idler-Wellenlänge 𝜆𝐼. 
Formel 15: Wellenlängen des optischen parametrischen Prozesses 
Somit gibt es zwei mögliche Quellen für den Stokes-Laser (vgl. Abschnitt 4.2.2): den 
1064 nm-Ausgang des HighQ-Lasers (Variante 1) und den OPO-Idler (Variante 2). In beiden 
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und -längen werden in Abhängigkeit von der stabil erreichbaren OPO-Signal-Wellenlänge 
(zwischen 770 und 1010 nm) in Abbildung 59 gezeigt. 
 
Abbildung 59: Wellenlängen und –zahlen für Schmalband-CARS in 2 Varianten 
Die Abszisse umfasst den weitestgehend stabil arbeitenden Signal-Wellenlängenbereich 
des OPOs. Der gestreifte Bereich am rechten Rand bedeutet zunehmende Instabilität. 
Gezeigt werden Stokes- (durchgezogen) und CARS-Wellenlängen (gestrichelt, linke 
Ordinate) sowie Wellenzahlen (gepunktet, rechte Ordinate) für zwei Varianten der 
Stimulationszusammensetzung: Bei Variante 1 (grün) ist der Stokes-Laser der High Q 
picoTRAIN-Ausgang mit 1064 nm, bei Variante 2 (blau) ist der Stokes-Laser der Idler-
Ausgang des OPOs (variabel). 
Die beiden Varianten unterscheiden sich nicht nur im zugänglichen Wellenzahlbereich, 
sondern auch wesentlich in ihrer Verwendung im Mikroskop. Grundsätzlich ist die Variante 
2 (OPO allein) besser für die Akquirierung im CH-Streckschwingungs-Bereich geeignet, da 
die Wellenzahlbereiche in Richtung des Fingerabdruckbereiches (hier unterhalb von 
1600 cm-1) aufgrund einer steigenden Instabilität des OPO-Prozesses nicht zuverlässig 
nutzbar sind. Allerdings verspricht die gemeinsame Erzeugung der für den CARS-Prozess 
benötigten Wellenlängen im OPO eine perfekte räumliche und zeitliche Überlappung. Somit 
sind – ein entsprechend chromatisch korrigiertes Objektiv vorausgesetzt – hinsichtlich der 
Justierung der Strahlen zueinander keine weiteren Aufwände notwendig. 
Die chromatischen Aberrationen, die bei Mehrfarbenabbildungen mit Glasoptiken aufgrund 
unterschiedlich starker Brechung verschiedener Wellenlängen zwangsläufig auftreten, 
werden von Objektivherstellern durch Achromate für bestimmte Wellenlängenbereiche 
korrigiert. Dies kann aber aufgrund von verschiedenen Einschränkungen nur für einen 
begrenzten Wellenlängenbereich (etwa VIS oder NIR) durchgeführt werden. Eine 
unzureichende oder für einen anderen Wellenlängenbereich konzipierte 
Aberrationskorrektur führt dazu, dass sich mit wachsender Längendifferenz von zwei Wellen 
auch die Fokalebenen voneinander entfernen. Bei der CARS-Mikroskopie ist das von 
besonderer Bedeutung, da hier zur bestmöglichen Erfüllung der Phasenanpassung eine 
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vollständige räumliche Überdeckung der Fokusse von Pump- und Anregungsstrahl erreicht 
werden muss [13]. 
Die Kombinationsvariante 1 (HighQ Stokes-Laser und OPO) ist im Unterschied zur 
alleinigen Verwendung des OPOs (Variante 2) ist mit der konstanten Stokes-
Laserwellenlänge besser für einen niedrigeren Wellenzahlbereich (Fingerabdruck-Bereich mit 
bis zu 600 cm-1) geeignet: Der Wellenlängenabstand von Pump- und Stokes-Laser und damit 
die Wellenzahl vergrößern sich mit fallender Pumpwellenlänge nicht so stark wie bei Variante 
2, wo sich zusätzlich die Stokes-Laserwellenlänge erhöht. Der effektive Arbeitsbereich liegt 
bei etwa 800 – 3600 cm-1, was den CH-Streckschwingungs- und einen großen Teil des 
Fingerabdruck-Bereiches einschließt. 
Um den typischerweise mit vielen und schmalen charakteristischen Banden besetzten 
Fingerabdruck-Bereich größtmöglich abzudecken, wurde vom Hersteller APE auf Anfrage 
des Autors die frequenzselektive Einrichtung des Lyot-Filters in der OPO-Kavität von einer 
einstufigen Ausführung in eine dreistufige geändert. Dies verbessert die Stabilität bei großen 
Pumpwellenlängen und erweitert dadurch den Wellenzahl-Bereich von vormals ca. 1000 cm-1 
bis hin zu unter 800 cm-1. 
9.1.3 Variable Verzögerungsstrecke 
Die CARS-Anregung bei Kombination der beiden Strahlen von High Q-Laser und OPO 
erfordert besonderen Aufwand bei der Erfüllung der Bedingung der zeitlichen und 
räumlichen Überlappung. Erstes wird mit Hilfe einer optischen Verzögerungsstrecke (engl. 
delay line) im Stokes-Pfad erreicht, das Zweite mittels Justierung beider Strahlen durch zwei 
gemeinsame Lochblenden nach der Vereinigung mit einem dichroitischen 
Strahlkombinierer. Die Verzögerungsstrecke bietet beim Einsatz nicht spektral auflösender 
Detektoren zusätzlich den Vorteil einer zweifelsfreien Identifizierung des Vier-Wellen-
Mischprozesses: Mit dem Verschieben der Verzögerungsstrecke an eine Position, bei der der 
Pump-Laserpuls ausreichend lange vor oder nach dem Stokes-Laserpuls im Fokus des 
Objektivs eintrifft (engl. off-time), ist eine Bestimmung der restlichen Signalanteile aufgrund 
von ungefiltertem Anregungslicht, Fluoreszenz oder anderen Störquellen möglich. 
9.1.4 /2 -Platte 
Für die effiziente Erzeugung von CARS sollten die Polarisationsebenen der 
Anregungswellen in einem 30°-Winkel zueinander stehen (siehe Abschnitt 3.4.5) [66]. Zur 
Anpassung der transversalen Schwingungsebenen ist deshalb eine /2-Platte in den Stokes-
Strahl integriert. Analog kann sie auch in den Pump-Strahl eingebracht werden, würde dann 
aber bei der reinen OPO-Stimulation ein weiteres optisches Element im gemeinsamen 
Pump-Stokes-Strahlengang sein, das die bestehende perfekte zeitliche und räumliche 
Überlappung negativ beeinflusst. 
9.1.5 Leistungsstabilisierung 
9.1.5.1 Motivation 
Lang andauernde oder zeitlich auseinander liegende Aufnahmen von Daten physikalischer 
Prozesse stellen für die Vergleichbarkeit der Ergebnisse teilweise hohe Anforderungen an 
die Stabilität der Umgebungsbedingungen, die diese Prozesse beeinflussen. Im vorliegenden 
Fall der 4-Wellen-Mischung bei CARS oder der Zwei-Photonen-Fluoreszenz ist die 
Intensität des Messsignals besonders empfindlich gegenüber Variationen der Pump-
Laserleistung, da zwischen diesen ein quadratischer Zusammenhang besteht (vgl. 
Abschnitt 3.4.4). Zu Beginn der Messungen und bei der Justierung der Lasergeräte zeigte 
sich in Zusammenarbeit mit den Herstellern, dass die spezifizierten Leistungs- und 
Stabilitätswerte selbst mit einem über den üblichen Umfang hinaus reichendem Aufwand 
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nur anzunähern waren. Die verbliebenen und hier betrachteten Schwankungen könnten 
demnach ein Ausdruck der individuellen Eigenschaften der Geräte sein. 
Für einen effektiven Einsatz des vorgestellten Mikroskops sind besonders die von den 
Instabilitäten betroffenen Leistungswerte der OPO-Ausgänge kritisch, da diese in allen 
Stimulationsvarianten als Pumpleistung für die Zwei-Photonen-Prozesse verwendet werden. 
Graph (1) in Abbildung 60 zeigt ein typisches Langzeitverhalten der OPO-Ausgangsleistung 
über einen Zeitraum von 2 Stunden, in dem sich Abweichungen zwischen -36 und 
+50 Prozent von der Startleistung einstellen. 
 
Abbildung 60: Zeitverhalten der OPO-Ausgangsleistung 
Im ungeregelten Betrieb weicht die Ausgangsleistung des OPOs über längere Zeiträume 
stark vom Anfangswert ab (1, rot). Mit Einsatz der Regelung wird ein mittlerer Wert 
durchgängig gehalten (2, blau). 
Zusätzlich zu diesen langsamen großen Veränderungen „springt“ die OPO-
Ausgangsleistung in einer kleineren Zeitskala um einige Prozentpunkte, wie Graph (1) im 
Inset in Abbildung 60 zeigt. 
Beide Abweichungen stellen aufgrund der oben beschriebenen Anforderung kritische 
Größenordnungen dar, da beispielsweise allein die 8,9 Prozent Spitze-zu-Spitze-
Schwankungen aus dem Inset in Abbildung 60 Variationen der CARS-Signalintensität von 
16 Prozent bedeuten. Die Standardabweichung vom Mittelwert in diesem Zeitfenster beträgt 
1,5 Prozent. 
9.1.5.2 Ansätze 
Zur Minimierung dieser Schwankungen wurde im Rahmen dieser Arbeit ein Regelkreis 
entwickelt. Abbildung 61 zeigt dafür ein allgemeines Schema [125]. 
Wahl der Regelgröße 
Für die Wahl der Regelgröße stehen sowohl der OPO-Ausgang selbst als auch der Pump-
Eingang des OPOs zur Verfügung. Zur Beantwortung dieser Frage wurde die Effizienz des 






































































OPO-Prozesses bei einem typischen Betriebsfall über einen Zeitraum von 8 Minuten 
aufgezeichnet, um den Zusammenhang zwischen Ein- und Ausgangsleistung des OPOs zu 
charakterisieren. Würde ein streng monotoner und wiederholbarer Zusammenhang 
vorherrschen, so könnte die Regelung zwischen Pikosekunden-Laser und OPO eingesetzt 
werden. 
 
Abbildung 61: Standard-Regelkreis, schematisch 
nach [125] 
Abbildung 62 zeigt die Gegenüberstellung der Leistungen, die mit den OPO-eigenen 
Photodioden am Ein- und Ausgang gemessenen wurden. 
 
Abbildung 62: OPO-Effizienz 
Die Punkte repräsentieren Kombinationen von OPO-Aus- und -Eingangsleistung. Die 
Gerade symbolisiert das Ergebnis eines linearen Fits, dessen Ergebnisse in der Tabelle 
aufgeführt sind. 
Die Maßeinheiten stehen laut APE Berlin und eigenen Messungen in einem für die 






































f(x) y = A.x + B 
R² 0,00224 
 Wert  
A 0,2765 0,20226 
B 400,83886 73,23696 
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Im dargestellten Zeitraum schwanken die Leistungswerte am Eingang des OPOs um 
maximal 2,4 Prozent, was eine typische Dynamik beim Betrieb des justierten Gerätes (siehe 
Abschnitt 9.1.1) repräsentiert. Die Ausgangsleistung variiert ihrerseits um 9,7 Prozent. 
Im Diagramm bildet jede Eingangsleistung zusammen mit ihrer resultierenden 
Ausgangsleistung ein Koordinatenpaar, so dass sich im Idealfall aufgrund der Trennung eines 
hoch-energetischen Photons durch den 2-Prozess im OPO in zwei Photonen mit gleicher 
Gesamt-Energie eine Gerade ergibt. Die Parameter der Geraden stellen dann eine 
Kombination der Offset- und Anstiegseigenschaften der beiden Photodioden an ihrem 
jeweiligen Arbeitspunkt dar. 
Wie in der Tabelle in Abbildung 62 ersichtlich, korrelieren die Punktepaare in ihrer 
Gesamtheit nur sehr schlecht mit einer einzelnen linearen Funktion (R² = 0,002). Deshalb 
muss eine Regelung am Ausgang des OPOs ansetzen, um beide Einflüsse (Variation der 
Leistung und Modenstruktur am Eingang sowie variierende Effizienz des OPOs) auf die 
Stabilität der Stimulationsleistung zu kompensieren. 
Vorbetrachtungen zur Umsetzung 
Für Regelkreise gilt: Mit Messung einer veränderlichen Regelgröße wirkt die Regelung deren 
Abweichung von einem Sollwert mit einer Stellgröße entgegen (Abbildung 61). 
Daraus ergeben sich für diesen Fall die folgenden Forderungen: 
 Es ist eine ausreichende Reserve an Dämpfung bzw. Norm-Leistung vorhanden, um 
innerhalb des Dynamik-Bereiches der auszugleichenden Leistungsschwankungen immer 
den Sollwert zu erreichen. Im Umkehrschluss muss der Sollwert stets so gewählt werden, 
dass die minimal verfügbare Leistung nicht überschritten wird. 
 Die Messung der Laserleistung und das Einstellen eines neuen Dämpfungswertes erfolgt 
mit ausreichender Geschwindigkeit, um auf Abweichungen schnell genug reagieren zu 
können6. 
 Die Strahlcharakteristik der Stimulation wird weder durch das Stellelement noch durch 
die Messung der Leistung beeinflusst. 
Symbole des Regelkreises 
Für die Steuerung der Laserleistung wurden verschiedene Ansätze hinsichtlich ihrer 
Verwendbarkeit untersucht. Sie sind im Folgenden vorgestellt und abschließend 
zusammengefasst. 
Die in Abbildung 61 aufgeführten Symbole entsprechen den Größen in Tabelle 2. 
                                                 
6 In der Regelungstechnik existiert dazu der Begriff der Totzeit eines Regelkreises. Sie stellt den zusammen-




Führungsgröße Sollwert der OPO-Ausgangsleistung 
Regelabweichung Differenz zwischen Soll- und Ist-Wert der Laserleistung 





Störgröße mit Schwankungen behaftete Laserleistung des OPO-Ausgangs 
Regelgröße stabilisierte Laserleistung nach dem Regelkreis (Ist-Wert) 
Tabelle 2: Übersetzung der Regelkreiselemente 
Piezo-Spannung des OPOs 
Der OPO (vgl. Abschnitt 9.1.2) besitzt mehrere Parameter, die zur Manipulation der 
Leistung herangezogen werden können. Einer der steuerbaren, der primär zur Einstellung 
der Wellenlänge genutzt wird, ist die Piezo-Spannung des integrierten Translationstisches. 
Sie variiert die Kavitätslänge und selektiert damit u. a. die Wellenlänge. Mit geringfügiger 
Entfernung vom optimalen Arbeitspunkt, der durch maximale Leistung und Stabilität 
charakterisiert ist, kann damit aber auch eine Leistungsregelung des OPOs durchgeführt 
werden. Der Einfluss auf die Wellenlänge ist dort vernachlässigbar. Die Ausgangsleistung 
des OPOs fällt dann mit wachsender Entfernung der Piezo-Spannung von diesem Punkt ab. 
Bei einer maximalen Entfernung wird der OPO-Prozess instabil und bricht letztendlich 
zusammen. Diese Steuerung wäre somit immer nur auf einer der Flanken abfallender 
Leistungen möglich und bewegte sich somit dicht an der Schranke des Prozessabbruchs. 
Die Erfahrungen mit dem OPO haben zudem gezeigt, dass der optimale Arbeitspunkt im 
dauerhaften Betrieb nicht konstant ist und ständig nachgeregelt werden muss (siehe 
Abschnitt 0). Insbesondere der Einfluss dieser Stellgröße auf die Prozessstabilität und die 
Anforderungen an eine eigene Nachführung des optimalen Arbeitspunktes machen sie 
ungeeignet für eine Regelung der Ausgangsleistung des OPOs. 
Optischer Schalter 
Alternativ zur Einflussnahme auf die Größe des instabilen Leistungswertes ist aufgrund der 
hohen Pulsfrequenz des Lasers und der Verfügbarkeit schneller optischer Schalter (z.B. 
Pockels-Zellen) auch eine Selektion einzelner Pulse denkbar, um eine gewünschte mittlere 
Leistung einzustellen. Eine hier ansetzende Regelung könnte zum Beispiel in festen 
Zeitscheiben (etwa Pixelzeiten) die eintreffende Laserleistung messen und beim Erreichen 
eines festgelegten Wertes die übrigen Pulse durch den Schalter bis zum Beginn der nächsten 
Zeitscheibe „ausblenden“. 
Für den Fall eines linearen Zusammenhanges zwischen Stimulationsleistung und 
Signalleistung ist das ein möglicher Ansatz. Im Falle von Multi-Photonen-Prozessen wie 
CARS, TPEF und SHG bedeutet das Zulassen unterschiedlich intensiver Pulse jedoch eine 
Aufnahme einer Summe von nicht-linear mit der Störgröße verknüpften Signalanteilen. 
Somit wäre zwischen der variablen Stimulationsleistung und dem integrierten Signalwert kein 
konstanter mathematischer Zusammenhang mehr gegeben. Das widerspricht der 
Aufgabenstellung dieser Regelung, die den fixen Zusammenhang zwischen Stimulation und 
Signal gewährleisten soll. 
Optisches Dämpfungsglied 
Ein anderer Ansatz ist die Einbringung eines steuerbaren Dämpfungsglieds in den 
Stimulationsstrahlengang. Ein solches Element wirkt kontinuierlich und gleichmäßig auf alle 
Pulse und kann in seinem Effekt den Leistungsänderungen angepasst werden. 
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Zusammenfassung 
Tabelle 3 stellt die diskutierten Ansätze noch einmal kurz einander gegenüber. 
Stellgröße Bewertung 
Piezo-Spannung des OPOs – nur begrenzter Stellbereich 
– zusätzlicher negativer Einfluss auf Stabilität 
Optische Schalter – nicht für nicht-lineare optische Prozesse geeignet 
Optisches Dämpfungsglied + für nicht-lineare optische Prozesse geeignet 
Tabelle 3: Ansätze zur Laserleistungsstabilisierung 
Aufgrund der aufgeführten Nachteile der ersten beiden Ansätze wurde die Lösung einer 
Regelung mit einem optischen Dämpfungsglied gewählt. 
9.1.5.3 Konstruktion 
Dämpfungselement 
In optischen Experimenten mit Freistrahl-Lasern ist das Neutraldichte- oder auch Graukeil-
Filterrad als statisches Dämpfungselement zum Einstellen einer Laserleistung vielseitig 
einsetzbar, da es sich spektral unabhängig und ohne nennenswerten Einfluss auf die 
Strahlcharakteristik Laser abschwächen kann. Abbildung 63 zeigt zwei typische Varianten (A 
und B). 
Für eine Regelung mit einem Stellglied mit kontinuierlicher Wirkfunktion empfiehlt sich die 
Variante B, die es von verschiedenen Herstellern gibt. Im vorgestellten Experiment kommt 
ein nicht entspiegelter Typ mit linearem Winkel-Dichte-Verlauf zwischen optischer Dichte 
0 (ohne Dämpfung) und 4 (Dämpfung 1:104) zum Einsatz (Thorlabs NDC-100C-4 [126], 
wie Abbildung 63B). 
A B C 
  
 
Abbildung 63: Neutraldichtefilterräder und Rotationstisch der Firma Thorlabs Inc. 
Gestufte (A, Thorlabs NDC-50S-1) und kontinuierliche (B, Thorlabs NDC-50C-2-A) 
Neutraldichtefilter können zur Leistungseinstellung von Freistrahllasern eingesetzt 
werden. Der per USB-Schnittstelle gesteuerte Rotationstisch (C) kann 1 “ große Optiken 
drehen (etwa /2-Platten) oder als rotierende Plattform für andere Experimente 
eingesetzt werden. (Bildquellen: [127]–[129]) 
Antrieb 
Wenn das Filterrad auf einen Rotationstisch montiert wird, lässt es sich als Stellglied in den 
Freistrahl bringen und erfüllt bei geeigneter Dimensionierung die oben vorgestellten 
Forderungen. Hier haben insbesondere die Anlaufzeit und Rotationsgeschwindigkeit des 
Tisches sowie die Dämpfungsfunktion (Dynamikbereich und Ausschnitt) des Filterrades 
einen Einfluss auf die Regelungsfunktion. In der vorgestellten Konstruktion wird ein auf 
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einem DC-Motor basierender Rotationstisch der Firma Thorlabs Inc. (Abbildung 63C) 
verwendet. 
Messung der Ist-Größe 
Um als Auswirkung des Dämpfungsglieds die Ist-Leistung zu messen, gibt es u. a. die 
folgenden zwei Ansätze: 
1. In kollinearen CARS-Experimenten sollte der Freistrahl bei seiner Konditionierung 
vor dem fokussierenden Objektiv aufgeweitet werden, um die bildseitige 
Aperturebene des Objektivs voll auszuleuchten. Für ideale Bedingungen empfiehlt 
es sich dabei, den typischerweise Gauß-förmigen Laserstrahl so weit zu öffnen, dass 
innerhalb der Objektivapertur eine nahezu gleichmäßige Leistungsverteilung auftritt. 
Das führt zu großen Verlusten an den Flanken der Gauß-Geometrie des Freistrahls, 
die zum Beispiel durch eine Lochblende zur Vermeidung von unerwünschter 
Streustrahlung eliminiert werden. Diese Verluste können beim Leistungsregelkreis 
aber dennoch genutzt werden, um eine Leistungsmessung vorzunehmen. Dazu wird 
ein Teil des aufgeweiteten Strahls (beispielsweise indirekt über eine Faser) 
ausgekoppelt und auf ein Leistungsmessgerät gelenkt. Diese Lösung hat den 
Nachteil, dass der Einsatz einer Strahlaufweitung zwingend ist. 
2. Mit Hilfe eines neutralen Strahlteilers wird direkt nach dem Stellglied ein fixer, von 
der Wellenlänge unabhängiger Anteil des Stimulationslasers ausgekoppelt und auf 
das Leistungsmessgerät geführt. Damit wird unabhängig von der 
Strahlkonditionierung eine Messung der effektiven Leistung als Anteil 
(Auskoppelfaktor) möglich. Zudem ist bei entsprechend großer Detektorfläche des 
Leistungsmessgerätes eine Unabhängigkeit von der Justierung gegeben. 
Die Firma Thorlabs bietet zum Beispiel für bestimmte Wellenlängenbereiche 
entspiegelte Teiler im festen Verhältnis von 50:50 (engl. beam splitter, BSW29 [130]) 
oder im vom Polarisationswinkel abhängigen Verhältnis (engl. beam sampler, BSF10-
B [131]) an. Diese Lösung hat den geringen Nachteil, dass ein kleiner Anteil der 
Laserleistung für die Leistungsmessung genutzt werden muss und damit für die 
Stimulation verloren geht. 
In der Konstruktion wird wegen der größeren Flexibilität die Variante 2 verwendet. Als 
Leistungsmessgerät kommt ein USB-gekoppeltes Leistungsmessgerät der Firma Thorlabs 
(PM100USB [132] mit Leistungsmesskopf S100C [133]) zum Einsatz. 
Schema und Komponenten 
Die Abbildung 64 zeigt die spezifischen Elemente des Regelkreises, die sich aus den zuvor 
diskutierten Bedingungen ableiten. 
 
Die Regelstrecke des Regelkreises besteht 
aus dem Neutraldichtefilterrad (Stellglied), 
das über einen Rotationstisch angetrieben 
wird. Mittels Strahlteiler und Leistungs-
messer wird die Ist-Größe erfasst und durch 
einen PC-basierten Regler in die Steuerung 
des Rotationstisches überführt. 
Abbildung 64: Leistungsregelung mit optischem Dämpfungsglied, schematisch 











Anhänge 105  
 
Symbol Bedeutung 
Regler PC mit Regelsoftware RotStable 
Steuergröße Winkel des Rotationstisches 
Stellglied Rotationstisch mit Neutraldichtefilter 
Stellgröße Drehwinkel des Neutraldichtefilters 
Regelstrecke Transmission des Neutraldichtefilters 
Tabelle 4: Übersetzung der Regelkreiselemente, Ergänzung 
Das allgemeine Regelkreisschema ergibt sich dann so wie in Abbildung 65 dargestellt. Das 
Windows-Programm RotStable.exe, das an die Stelle des Reglers tritt, implementiert den 
Regelalgorithmus und steuert die USB-Geräte an. Es ist im Abschnitt 9.3.1 näher 
beschrieben. 
Die Abbildung 66 zeigt die resultierende kompakte Integration im Experiment. Hier wird im 
Bild von oben der störungsbehaftete Strahl vom OPO-Ausgang eingeleitet, durch den 
äußeren Rand des Filterrades und den Teilerfilter geführt und abschließend durch einen 
Spiegel nach links zum Mikroskop reflektiert. Durch eine Justierstrecke vor diesem Abschnitt 
(nicht im Bild) wird die Lage des Strahls bei der Justierung fixiert. 
 
 






































Abbildung 66: Leistungsregelung, Komponenten 
Die vom OPO kommende optische Leistung wird nach dem Neutraldichtefilter mit 
einem Strahlteiler separiert in einen Mess-Strahl, der auf einem Messkopf zur Bestimmung 
des Ist-Wertes gerichtet ist, und in einen Mikroskop-Strahl, der zum Objektiv geführt 
wird. 
9.1.5.4 Steuerungsvarianten des Rotationstisches 
Der Thorlabs-Rotationstisch inklusive T-Cube-Kontroller (Abbildung 63B) besitzt zur 
Unterstützung seiner Funktion einen Nullpositionsschalter und einen Drehwinkelzähler. 
Nach dem Suchen seiner Nullposition mit Zurücksetzen des Positionszählers ist es möglich, 
über mehrere Rotationsiterationen Drehwinkel mit einer absoluten Genauigkeit von ± 0,2° 
anzufahren. 
Für die Bewegung des Tisches gibt es über die Software-Schnittstelle des USB-Kontrollers 
verschiedene Möglichkeiten, Winkel oder Drehgeschwindigkeiten einzustellen. Zusammen 
mit der Aufnahmezeit des Ist-Wertes durch das Leistungsmessgerät ergibt sich ein Raum von 
Parameter-Lösungen für die Regelungsaufgabe. Vor der Optimierung dieses Parametersatzes 
wurden deshalb zuerst zwei Steuerungsvarianten hinsichtlich ihrer Eignung untersucht, um 
die Möglichkeiten einzugrenzen: 
(1) schrittweise Steuerung und 
(2) Geschwindigkeitssteuerung. 
Schrittweise Steuerung 
Bei der schrittweisen Steuerung des Rotationstisches wird dem Kontroller eine Zielposition 
in Form eines Drehwinkels übermittelt, für die dieser dann ein Geschwindigkeitsprofil mit 
wählbarer maximaler Geschwindigkeit errechnet und anwendet. Abbildung 67 zeigt ein 
beispielhaftes Profil. 
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schritt in ein Profil der 
Winkelgeschwindigkeit 
(1, rot). Der resultierende 
Drehwinkel ist in (2, blau) 
dargestellt. 
Abbildung 67: Schrittweise Bewegung des Rotationstisches mit Profil 
Ein Algorithmus für einen Integral-Regler (I-Regler) mit dieser Art der Ansteuerung wurde 
im Rahmen dieser Arbeit entwickelt, dimensioniert und getestet. Ein I-Regler übersetzt die 
Abweichung vom Sollwert proportional in einen Stellweg, der der Abweichung so lange 
entgegen wirkt, bis ein Ausgleich stattfindet oder ein Sättigungswert erreicht wird. Als 
besondere Einrichtung wird in dieser Implementation der Regler nur aktiv, wenn sich der 
Istwert außerhalb definierter Schranken (typ. 100 µW) um den Sollwert bewegt. Dadurch soll 
zum einen die Mechanik des Rotationstisches geschont, zum anderen das zeitliche Verhalten 
optimiert werden (siehe unten). Das Ziel der Regler-Dimensionierung ist es dann, die 
Abweichung schrittweise zu minimieren, bis sich der Ist-Wert wieder in den Schranken 
bewegt, ohne dabei in einen instabilen, „über“-schwingenden Zustand zu geraten. 
Die Versuche mit der Positionssteuerung haben gezeigt, dass die Reaktion des Tisches auf 
Sprünge der OPO-Ausgangsleistung selbst bei maximaler Profilbeschleunigung und 
Verstärkung7, die das System nicht zum Schwingen (wiederholtes „Vorbeilaufen“ am 
Sollwert) bringt, für typische kurzzeitige Sprünge unbefriedigend langsam ist. Die größeren 
langzeitlichen Änderungen werden jedoch erfolgreich korrigiert, weil deren Dimension 
deutlich über der der Sprünge liegt (vgl. Abbildung 60). 
Da bei dieser Art der Ansteuerung die hohe Winkelgenauigkeit des Rotationstisches erhalten 
bleiben soll, sind nur vom Hersteller vorgegebene Maximalgeschwindigkeiten zulässig, damit 
beim „Mitzählen“ der Position durch den Kontroller keine Fehler entstehen. Zudem kann 
während der Positionierung des Tisches nicht in den Bewegungsprozess eingegriffen werden, 
was die Reaktionszeit für neue Bedingungen mit einer zusätzlichen Totzeit belastet. Deshalb 
wurde der alternative Ansatz einer direkten Geschwindigkeitssteuerung untersucht. 
Geschwindigkeitssteuerung 
Bei der Regelung mittels Geschwindigkeitssteuerung werden nur Richtung und 
Drehwinkelgeschwindigkeit programmiert. Die Bestimmung einer genauen Winkelposition 
ist nicht notwendig. Es kommt derselbe I-Regler mit inaktivem Bereich um den Sollwert zum 
Einsatz wie bei der schrittweisen Steuerung. Im Unterschied ist der Proportionalitätsfaktor 
hier eine Winkelgeschwindigkeit, die mit jeder Messung an die verbleibende Abweichung 
angepasst wird und durch die maximale Geschwindigkeit des Tisches begrenzt ist. Das 
entspricht dem Verhalten eines PT1-Gliedes (Übertragungsverhalten mit Verzögerung 1. 
Ordnung). Durch die Anlaufverzögerung des Tisches wird der Anstieg der Stellgröße nach 
einem Sprung gedämpft, was dem Regler letztendlich ein Verhalten mehrerer PT1-Glieder 
in Reihe verschafft. 
                                                 































Die Trägheit des Rotationstisches bei Änderung der Drehgeschwindigkeit liegt insgesamt 
deutlich unter der Totzeit einer schrittweisen Ansteuerung, was einen größeren Raum bei der 
Stabilitäts- und der Geschwindigkeitsoptimierung bietet. 
9.1.5.5 Dimensionierung des Reglers 
Aufgrund der großen Anzahl von Geräte- und Prozess-Parametern können vor der 
Dimensionierung des Reglers die Art und Dimension der Einflussgrößen bestimmt werden, 
um den Lösungsraum vorab einzuschränken. Diese Größen sind in der Tabelle 5 bewertet. 
Die letzten drei Einflussgrößen wurden bei der Optimierung nicht variiert, da sie entweder 
nicht ins Gewicht fallen (5 und 6) oder auf den Wert mit der geringsten Wirkung konfiguriert 
wurden (4). Die verbleibenden Größen werden im Folgenden diskutiert. 
Schwellenwert der Abweichung für die Aktivierung des Reglers 
Der Schwellenwert soll zunächst eine dauerhafte Aktivierung des Rotationstisches 
vermeiden und dadurch die Mechanik des Tisches schonen. Innerhalb dieser Grenzen sind 
Abweichungen vom Sollwert aus Sicht der Anwendung tolerierbar. Ein typischer Wert ist 
± 100 µW bei einem Soll zwischen 10 und 100 mW, also maximal 1 %, was für die CARS-
Messungen einer Signalabweichung von 2 % entspricht und damit signifikant unter den 
eingangs als zu korrigieren angegebenen Abweichungen liegt. Die Genauigkeit und 
Messfrequenz des Leistungsmessgerätes erlauben auch deutlich geringere Schwellenwerte. 
Durch diese Messdauer entsteht eine verzögerte Reaktion des Reglers auf das Verlassen des 
Schwellenkorridors. Das stellt eine Totzeit dar, die vernachlässigbar ist, da die Totzeit der 
Tischbeschleunigung dominiert. Es ist zu beachten, dass sich mit Verkleinerung der Schwelle 
die Wahrscheinlichkeit erhöht, allein durch die Anfahrt- und Bremsverzögerung des Tisches 
ein Überfahren des inaktiven Bereiches zu bewirken und somit die Bedingung für einen 
instabilen Zustand durch ständiges Überschwingen zu erfüllen. 
Akkumulations- bzw. Integrationszeit der Ist-Wert-Messung 
Diese Zeitspanne ist die Periode des Taktes, mit dem das Verhalten des Ist-Wertes 
beobachtet wird. Aufgrund des großen Signal-Rausch-Verhältnisses (mW gegenüber µW) ist 
eine Änderung an diesem Wert ausschließlich als Totzeit von Bedeutung. 
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Totzeit in der 
Regelschleife 
< 1 ms vernachlässigbar 
6 PC-Rechenzeit des 
Regelalgorithmus 
Totzeit in der 
Regelschleife 
< 1 ms vernachlässigbar 
Tabelle 5: Parameter der Regelung mit Geschwindigkeitssteuerung 
Faktor, der die Regelabweichung in eine Zielgeschwindigkeit übersetzt 
Dies ist neben der Akkumulationszeit der wichtigste Parameter für die Dimensionierung des 
Regelkreises. Zu große Werte sorgen im Zusammenspiel mit einer großen Akkumulationszeit 
für ein Überschwingen des Regelkreises bis hin zur Instabilität. Zu kleine Werte sorgen für 
einen langsamen Ausgleich, der Regelwirkung auf die langzeitlichen Abweichungen begrenzt. 
Dimensionierung des Regelkreises 
Ein empirischer Ansatz für die Dimensionierung eines Reglers ist – ausgehend von einer 
stabilen Konfiguration – die Beobachtung des zeitlichen Verhaltens des Ist-Wertes nach 
einer sprunghaften Störung bei der Rückführung zum Sollwert. Dabei werden abwechselnd 
die Regelparameter, also primär die Stellgeschwindigkeit und die Integrationszeit, optimiert 
(Gradientenverfahren [134]). 
Die beobachteten Sprünge der OPO-Ausgangsleistung variieren innerhalb kurzer 
Zeitabschnitte sporadisch und sehr stark, so dass sich kein einzelner worst case als Szenario 
zur Optimierung definieren lässt. Die Dimensionierung des Regelkreises wurde deshalb mit 
dieser einfachen Strategie anhand von realen Betriebssituationen vorgenommen8. Ziel der 
Dimensionierung ist dabei, den schnellstmöglichen Ausgleich der Abweichung herzustellen, 
ohne dass es zum Überschwingen kommt und damit die Gefahr einer Instabilität entsteht. 
Die oben beschriebene Einrichtung eines Schwellenwertes stellt einen besonderen Fall für 
einen Regler dar, da er innerhalb dieser Schranken um den Sollwert inaktiv ist. Das Erreichen 
der Schwelle erleichtert zwar das Erfüllen des Regelziels, ein zu schnelles bzw. langes 
                                                 
8 Für den Regler-Entwurf stehen ansonsten in der Systemtheorie Werkzeuge wie die Regler- und Prozess-
Modellierung sowie analytische Lösungen/Optimierungen zur Verfügung. 
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Nachlaufen des Tisches beim Eintritt kann aber nach wie vor zum Überschwingen führen. 
Für die Bewertung des Verhaltens wurde deshalb ein anderer Ansatz verwendet: Als Qualität 
einer gewählten Parameterkonfiguration wird die Standardabweichung innerhalb einer für 
das Auftreten kurzzeitiger Schwankungen hinreichend großen Messperiode (250 Sekunden) 
herangezogen. 
In Abbildung 68 wird exemplarisch das Zeitverhalten für verschiedene Geschwindigkeits-
faktoren in einem verkürzten Zeitfenster dargestellt. Der graue Balken um die Zeit-Achse 
herum stellt den Inaktivitätsbereich dar. 
 
Abbildung 68: Leistungsregelung mit unterschiedlichen Geschwindigkeitsfaktoren 
Zeitlicher Verlauf der Regelabweichung der OPO-Ausgangsleistung mit Variation des 
Parameters Geschwindigkeitsfaktor: 100 (1, rot), 200 (2, blau), 300 (3, grün) und 400 (4, 
magenta). Der schwarz markierte Ausschnitt wird zur Betrachtung des Sprungverhaltens 
herangezogen. 
Optimierung der Ausgangslösung 
Eine stabil funktionierende Dimensionierung dient als Ausgangspunkt für die nachfolgenden 
Optimierungsschritte der Geschwindigkeitsregelung. Sie ist das Ergebnis der Versuche, die 
bei der Entwicklung der Geschwindigkeitssteuerung vorgenommen wurden, und enthält 
zwei Parameter: Der erste ist die Anzahl der Akkumulationen des Ist-Wertes, die zunächst 
mit 100 festgelegt wurde. Das entspricht einer Integrationszeit von etwa 52 ms und liegt in 
der Größenordnung der beobachteten maximalen Sprungfrequenz. 
Der zweite Parameter ist ein normierter Regelgeschwindigkeitsfaktor, mit dem die 
Regelabweichung proportional gewichtet und in die Stellgröße Rotationsgeschwindigkeit 
überführt wird. Bei der Versuch-und-Irrtum-Dimensionierung während der Entwicklung 
erhielt er den willkürlichen Wert 100, der dauerhaft für ein erfolgreiches Nachführen der Ist-
Größe genügt9. 
                                                 
9 Für eine detaillierte Beschreibung des Geschwindigkeitsfaktors wird auf den C-Quelltext verwiesen. 
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Entsprechend der im vorherigen Abschnitt vorgestellten Optimierungsstrategie – 
Veränderung von Stellgeschwindigkeit und Integrationszeit – wurden schrittweise der 
Geschwindigkeitsfaktor um 100 erhöht und die Akkumulationszahl halbiert. Beide 
Änderungen stellen in Aussicht, die Zeit bis zum Regelausgleich zu verringern. Eine 
Steigerung des Geschwindigkeitsfaktors verursacht jedoch nach Durchschreiten des 
Optimums insbesondere aufgrund der systembedingten Totzeiten einen instabilen Betrieb 
durch wiederholtes Überschwingen. Das stellt die erste Abbruchbedingung für die 
Optimierung dar. Die zweite Abbruchbedingung bei der Verringerung der 
Akkumulationszahl bzw. Integrationszeit ergibt sich, wenn die Standardabweichung als 
Gütekriterium ein Minimum durchwandert. Die beteiligten Effekte werden nachfolgend 
diskutiert. 
Tabelle 6 präsentiert die Ergebnisse der Optimierung. Die Zellen ohne Zahlen sind 
Kombinationen, bei denen eine Instabilität des Regelkreises in Form von ununterbrochenem 




100 200 300 400 
100 52 3,93 0,63 0,52 0,76 
50 34 0,46 0,32 0,44 - 
25 32 0,60 0,50 0,40 - 
12 22 0,65 0,59 - - 
Tabelle 6: Standardabweichung der OPO-Ausgangsleistung in Prozent 
Als globales Optimum mit der geringsten Standardabweichung hat sich die 
Parameterkombination von 50 Akkumulationen mit einem Geschwindigkeitsfaktor von 200 
herausgestellt. 
Variation des Geschwindigkeitsfaktors 
Das Verhalten, dass die Standardabweichung mit steigender Geschwindigkeit zunächst fällt 
und dann wieder ansteigt, lässt sich aus der Überlagerung mehrerer Einflüsse erklären: 
Wachsende Geschwindigkeit bedeutet in diesem Arbeitsbereich zunächst eine verbesserte 
Fähigkeit, die Sprünge in kürzerer Zeit auszugleichen. Die Abbildung 69 zeigt – zeitlich 
vergrößert – den markierten Ausschnitt aus Abbildung 68, wo der Sprung von +2 auf +8 
Prozent zwischen 38,8 und 38,9 Sekunden in einem Zeitraum von über 1 Sekunde wieder 
zum Sollwert zurückgeführt wird. 
Die große Integrationszeit bedingt zwei weitere Effekte: Mit wachsender Geschwindigkeit 
steigt die Wahrscheinlichkeit des „Vorbeilaufens“ des Tisches am Sollwert. Das wirkt sich 
vergrößernd auf die Standardabweichung aus. Der zweite Effekt lässt sich ebenfalls aus der 
Abbildung 69 ableiten: Innerhalb der Zeitspanne von wenigen 100 ms kommt es zu 
mehrfachen Sprüngen der Laserleistung (z.B. bei 38,6 s und 38,9 s). Durch eine nicht an diese 
Ereignishäufigkeit angepasste Integrationszeit kann der Regelkreis nicht schnell genug 
reagieren. Das Aufbauen einer höheren Geschwindigkeit lässt dann auch die 
Standardabweichung anwachsen. Durch die Überlagerung dieser Effekte kommt es zur 




Große Sprünge führen 
aufgrund der großen An-
laufzeit des Tisches mit 
dem geringen Geschwin-
digkeitsfaktor 100 zu 
langen Abweichungen 
vom Schwellenbereich 
(grau) um den Sollwert. 
 
Abbildung 69: Auszug des Zeitverhaltens für die Geschwindigkeit 100 
Variation der Akkumulationszahl 
Wie im vorherigen Abschnitt als dritten Einfluss beschrieben, verbessert sich mit der 
Verringerung der Integrationszeit die Fähigkeit des Reglers, auf die häufigen Sprünge zu 
reagieren. Die anderen beiden Effekte bleiben bestehen, wodurch in Tabelle 6 die Zeilen 
zwei bis vier in ihrem Verlauf ähnlich zur ersten Zeile sind, insgesamt aber kleinere 
Zahlenwerte aufweisen. 
Ergebnisse 
Die Verbesserung durch die Leistungsregelung zeigen die mit (2) bezeichneten Graphen in 
Abbildung 60. Die numerischen Ergebnisse sind in Tabelle 7 zusammengefasst. 
 kurzer Zeitraum (300 s) langer Zeitraum (2 h) 
 unger. ger. Verb. unger. ger. Verb. 
Amplitude 8,91 3,08 65 % 86,56 7,38 91 % 
Standard-
abweichung 
1,48 0,44 70 % 26,92 0,47 98 % 
Tabelle 7: Ergebnisse der Leistungsregelung 
Amplitude und Standardabweichung der Regelabweichung vom Sollwert ohne Regelung 
(unger.), mit Regelung (ger.) und erzielte relative Verbesserung (Verb.) 
Der Einsatz der Regelung ist vor allem für die Langzeitstabilität mit einem hohen Gewinn 
verbunden. Für einen ebenfalls deutlich verbesserten Ausgleich der kurzzeitigen Sprünge 
müsste ein stärker beschleunigender Antrieb eingesetzt werden. Dies wird durch 
Abbildung 70A belegt. 
Für diese Darstellung wurden von den ungeregelten Leistungsmessungen in Abbildung 60 
die Anstiege benachbarter Messpunkte ermittelt. Der gesamte dynamische Bereich dieser 
Anstiege wurde in 1000 gleich verteilte Klassen separiert, und alle Punkte des 2-Stunden-
Zeitraums wurden eingeordnet. Im Graphen markiert die rote Linie die maximale 
Stellgeschwindigkeit des Tisches von 67,38 %/s. Sie geht aus dem maximalen Anstieg der 
Sprungreaktion der Regelung hervor (Abbildung 70B). 
Die Anzahl der Anstiege, die im 2h-Zeitfenster einen noch größeren Wert aufweisen, beträgt 
142 von 144.815 Messpunkten. Für 99,9 % der Fälle ist die maximale Geschwindigkeit des 
Tisches somit ausreichend. 






















Abbildung 70: Sprunganstiege und Stellgeschwindigkeit 
Ereignishäufigkeit der Anstiege der prozentualen Regelabweichung im Zeitraum von zwei 
Stunden (A), eingeordnet in 1000 gleich verteilte Klassen (rote Punkte), und maximale 
Stellgeschwindigkeit des Rotationstisches von 67,38 %/s (blaue Linie) sowie Prozentuale 
Ist-Leistung nach einem Sprung (B), bezogen auf den Sollwert (1, rot), und ihr tangentialer 
Anstieg (2, blau) 
9.1.5.6 Zusammenfassung 
Die vorgestellte Leistungsregelung kann bei kurz- und langfristigen Zeiträumen für einen 
stabileren Betrieb der Laserstimulation sorgen. Die erreichten Verbesserungen von 
mindestens 17 %10 im gesamten dargestellten Zeitbereich legen die Grundlage für die 
Hauptanwendung vergleichender spektroskopischer Messungen, die mit dem Mikroskop 
verfolgt wird. Wenngleich 7,38 % der Zeit mit einigen Hunderten Millisekunden Dauer für 
laserscannende Systeme eine zu große Abweichung darstellen, verringert sich ihr Einfluss bei 
probescannenden Ansätzen wegen der größeren Integrationszeiten. 
Die minimal mögliche Abweichung des Regelkreises wird hier durch die 
Tischbeschleunigung maßgeblich beschränkt. Für die Stabilität und einen Material 
schonenden Betrieb ist die Einrichtung der Inaktivitätsschwelle förderlich, die sich 
insbesondere an der maximal zulässigen Regelabweichung der Anwendung bemisst. 
Als Verbesserungsansatz steht die Verringerung der Anlauf- und Bremszeiten an erster Stelle. 
Sie kann durch den Einsatz von Schrittmotoren mit entsprechender Übersetzung erfolgen. 
Ebenfalls möglich wäre derselbe Rotationstisch mit einem stärkeren DC-Motor. 
Ein alternativer Ansatz ist die Verwendung einer logarithmischen anstelle der hier 
eingesetzten linearen Winkel-Dämpfungs-Funktion des Neutraldichtefilters. Der Tausch 
hätte eine stark abweichende Dynamik der Stellfunktion zur Folge und würde die 
Neukonstruktion des Reglers erfordern. 
9.1.6 Mikroskop-Stativ Olympus BXFM 
Die zentrale Komponente für alle im Rahmen dieser Arbeit aufgebauten Mikroskop-
Varianten ist ein kommerzielles modulares Mikroskopsystem der Firma Olympus [135], das 
für verschiedene Anforderungen angepasst und erweitert werden kann. Im vorliegenden 
Umfang enthält es das Mikroskopstativ mit zwei Z-Trieben, wovon einer den 
Objektivrevolver hält und ein zweiter die Tischkaskade für die Probenbewegung 
(Abbildung 71, Abschnitt 9.1.7). 
                                                 
10 von 8,91 % im ungeregelten Kurzzeitbereich auf 7,38 % im geregelten Langzeitbereich 




























































Abbildung 71: Mikroskopstativ und angrenzende Komponenten (Ansicht von 
oben) 
Diese Konstruktion sieht vor, dass ein einmal justierter Strahlengang nahezu unverändert 
beibehalten werden kann, während verschiedene Probenträger auf dem Probentisch 
positioniert bzw. gescannt werden. Dazu existieren dedizierte optische Stellelemente und 
Justierhilfen, die eine Einrichtung erleichtern. 
9.1.7 Scantisch MadCityLabs Nano-View 
Die Funktion der Bilderzeugung wird durch den kaskadierten Scantisch mit dem 
Produktnamen „Nano-View“ der Firma MadCityLabs [136] (Abbildung 72) ermöglicht. 
Nano-View besteht aus einem motorisierten äußeren Tisch („MicroDrive“ [137]) und einem 




Abbildung 72: NanoView-Scantisch und Steuergeräte der Firma MadCityLabs 
Der kaskadierte NanoView-Scantisch (A) umfasst einen motorisierten Tisch MicroDrive 
(außen) und einen Piezo-Tisch NanoDrive (innen). Beide Tische benötigen ein eigenes 
Steuergerät (B). 
Der MicroDrive-Tisch hat einen X/Y-Stellbereich von jeweils 25 mm und kann seine 
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Wiederholgenauigkeit der Positionierungsfunktion dieses Tisches gibt es keine Angaben von 
Seiten des Herstellers. Sie liegt nach eigenen Untersuchungen im unteren einstelligen 
Mikrometerbereich. Es ist so ausgelegt, dass bei der Aufzeichnung eine puzzleartige 
Aneinanderlegung von Einzelbildern (engl. tile function) des inneren Tisches vorgenommen 
wird, um so einen größeren Bildausschnitt abzuscannen (siehe Abbildung 75). 
Der Piezo-Tisch NanoDrive hat drei Bewegungsrichtungen mit einem Stellbereich von 
jeweils 75 µm in X- und Y- und von 50 µm in Z-Richtung. Die Auflösung wird von 
MadCityLabs mit 0,2 bzw. 0,1 nm angegeben. Die maximale Bewegungsfrequenz ist durch 
die Resonanzfrequenz von 1000 Hertz begrenzt. Das Gerät besitzt mehrere Möglichkeiten 
der Ansteuerung, auf die im folgenden Abschnitt näher eingegangen wird. 
Beide Geräte besitzen ein eigenes Steuergerät, das über einen USB-Anschluss mit einem PC 
zu verbinden ist. Es obliegt dem Benutzer, die gewünschte Bewegungsfunktion vollständig 
selbst zu programmieren. Der Piezo-Tisch unterstützt dies, indem er mit einem 
Bewegungsprofil programmiert werden kann, das auf Anforderung ausgeführt wird. 
9.1.8 Externer Triggerimpulsgeber 
Die analog-digitale Umsetzung und Aufzeichnung von Messwerten erfordert es, dass 
Abhängigkeiten von gesteuerten Parametern eingehalten werden: Begriffe wie Anstiegszeit, 
Integrationszeit und Grenzfrequenz sowie Dynamikbereich und Messwertauflösung sind 
dabei eng miteinander verknüpft. Die Leistungsfähigkeit eines Messwerterfassungssystems 
lässt sich anhand dieser Parameter optimieren, solange insbesondere das gewählte 
Steuerungskonzept dies erlaubt. Die nachfolgenden Ausführungen dokumentieren so eine 
Optimierung zugunsten der Geschwindigkeit durch die Umstrukturierung des Mikroskops 
von der reinen Software-Steuerung zur dedizierten Hardware-Steuerung. Ansatzpunkt ist die 
Steuerung des Nano-Tisches. 
9.1.8.1 Varianten der Steuerung 
Wie im vorherigen Abschnitt erwähnt, offeriert das Steuergerät MCL NanoDrive 
verschiedene Varianten der Bewegungssteuerung (Tabelle 8). Diese werden über 
Funktionsaufrufe einer dynamisch bindenden Bibliothek (DLL) aktiviert. 
Variante Bewegungssteuerung Triggererzeugung 
1 Punkt-zu-Punkt-Steuerung asynchron, im Nutzerprogramm 
2 Programmierbare Bewegungsprofile taktsynchron mit Profilfrequenz 
3 dediziert über Positionsspannung 
4 Externe Spannungssteuerung mit externer Spannungssteuerung 
5 dediziert über Positionsspannung 
Tabelle 8: Varianten der Bewegungssteuerung und Triggererzeugung mit dem 
MCL NanoDrive 
Punkt-zu-Punkt-Steuerung 
Die Variante 1 ermöglicht eine Punkt-zu-Punkt-Bewegung, bei der der Nutzer die 
Zielposition vorgibt und dann auf das Ende der Bewegung warten muss. Das Steuergerät 
setzt dabei alle seine Bewegungsfunktionen mit Hilfe eines Regelkreises um. Zur 
Verschiebung der Position über 100 % der Breite bzw. Höhe werden etwa 5 ms benötigt 
(Abbildung 73 und Abbildung 74). Kleinere Schritte werden schneller ausgeführt, weisen 




Abbildung 73: Positionsspannung am MCL NanoDrive beim X-Positionssprung 
von 0 auf 75 µm 
Dargestellt sind die Positionsspannung (2, blau) und die Zeitpunkte, zu denen eine neue 
Sollposition des programmierten Profils gelesen und eine Ist-Position im Steuergerät 
gespeichert werden (1, rot). Zur Bestimmung des maximalen Spannungsanstiegs ist eine 
Tangente (3, grün) mit ihren Schnittpunkten auf der Zeitachse bei den Grenzen des 
Wandlerbereiches (Ausschnitt rechts unten) eingezeichnet. 
 
Abbildung 74: Positionsspannung am MCL NanoDrive beim X-Positionssprung 
von 75 auf 0 µm 
Dargestellt sind die Positionsspannung (2, blau) und die Zeitpunkte, zu denen eine neue 
Sollposition des programmierten Profils gelesen und eine Ist-Position im Steuergerät 
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Für eine Synchronisation von Tischposition und Aufzeichnung ist es hier notwendig, die 
Bewegungsphase von der Aufzeichnungsphase streng zeitlich zu trennen. Eine Verzahnung 
von Bewegung und Aufzeichnung ist nicht möglich, da das Verhalten des Tisches 
insbesondere wegen des unbekannten Zeitaufwandes für die USB-Kommunikation und die 
steuergeräteinterne Verarbeitung nicht deterministisch ist. 
Diese Variante stellt die einfachste hinsichtlich des Implementationsaufwandes und die 
potentiell ungünstigste hinsichtlich der Geschwindigkeit (Bewegungsoverhead) dar (vgl. 
Abschnitt „9.1.8.7 Ergebnisse“. Der gesamte Verarbeitungsaufwand für einen einzelnen 
Punkt beträgt im Mittel 3 ms. 
Programmierbare Bewegungsprofile 
Die Varianten 2 und 3 in Tabelle 8 basieren auf der Fähigkeit des Steuergerätes, eine Abfolge 
von maximal 10.000 Positionen in einem festen Zeitraster als Sollpositionen in die Piezo-
Steuerspannung zu übersetzen, so dass der Nutzer beispielsweise nur einmal ein 
Sägezahnprofil mit seinen Bewegungsbereich- und Geschwindigkeitswünschen 
programmieren muss, das dann für jede Zeile der Hauptscanachse mit nur einem Befehl 
ausgeführt wird. 
Zur Ansteuerung von Akquisitionshardware bietet MadCityLabs hier die Möglichkeit, frei 
programmierbare Digitalausgänge in einem fixen Teilerverhältnis zur Profilpunktfrequenz 
mit einem Impulstakt zur Triggerung von Messwerterfassungsgeräten zu belegen. 
Eine zusätzliche Geräteoption zeichnet bei der Generierung dieser Triggerimpulse die 
Positionsspannung des Tisches mit einem steuergeräteinternen Analog-Digital-Umsetzer auf 
(Abbildung 73 und Abbildung 74). Damit ist es nachträglich möglich, die Positionen, an 
denen das Steuergerät Triggerimpulse ausgelöst hat, den jeweiligen Positionen zuzuordnen. 
Das Konzept dieser festen Taktkopplung hat den gravierenden Nachteil, dass die reale 
Tischbewegung nicht deterministisch bei jeder Durchführung zum selben Zeit- und damit 
Datentriggerpunkt auch dieselbe physische Position hat. Dies wird bedingt durch 
Unregelmäßigkeiten der Bewegung, die zum Verlust einzelner Triggerimpulse auch bei 
geringen Geschwindigkeiten führen. Wird das Bewegungsprofil inkl. Triggerfrequenz nur 
einmal nach diesem Schema festgelegt und mit der gewünschten Netto-Anzahl von 
Datenpunkten programmiert, werden ganze Teile von einzelnen Zeilen verschoben, so dass 
sich ein gestörtes Bild ergibt (Abbildung 75). 
 
Dieses Bild eines Mikrometer-Maßstabs ist 
aus der Konstruktion von 22 Segmenten 
(Tile-Funktion) entstanden und zeigt 
zeilenweise einen horizontalen Versatz in 
den Teilbildern des NanoStage-Bewegungs-
bereiches. Deshalb enden einige Störungen 
bei der Hälfte des Bildes. Die schlechte 
Fortsetzung der Skalenstriche in der unte-
ren Bildhälfte im Vergleich zur oberen wird 
durch die Positionsungenauigkeit des 
MicroStage-Tisches verursacht. 
 
Abbildung 75: Bild bei einer gestörten Tischbewegung 
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Wird die Positionsaufzeichnung gleichzeitig aktiviert, so ist eine Feststellung der 
Fehlfunktion aufgrund des Abweichens der gelesenen von den Soll-Positionen möglich, und 
die Zeile könnte z. B. wiederholt werden. Ein anderer Ansatz wäre es, entsprechend der 
gewünschten Genauigkeit bei jeder Zeile ein Vielfaches der Datenpunkte zusammen mit den 
Triggerpositionen aufzuzeichnen, um dann im Nachhinein nur die Rohdaten von den 
zutreffenden Positionen zu verwenden. Für die moderate Genauigkeit von 10 % müssten 
dann 10x so viele Daten aufzeichnet werden. 
Zu der Notwendigkeit, diese aus den jeweiligen Aufzeichnungsgeräten zu übertragen, kommt 
die Zeit für das Auslesen und die Auswertung der Positionen aus dem Tischsteuergerät 
hinzu. Zusammen mit der Tatsache, dass dieser Ansatz nur dann funktioniert, wenn die 
Integrationszeit auch mindestens 10x zwischen zwei Abtastzeitpunkte passt und damit sehr 
wahrscheinlich die Bewegung des Tisches verlangsamt, ist dies eine unattraktive Variante zur 
Geschwindigkeitsoptimierung. Im Rahmen dieser Arbeit wurde deshalb eine dritte Variante 
umgesetzt: Die Positionsspannung des Piezo-Tisches kann am Steuergerät in analoger Form 
abgegriffen werden, um dem Nutzer die Möglichkeit zu geben, eine eigene Bewertung des 
Zeitverhaltens und die Generierung von Triggerimpulsen vorzunehmen. Zu diesem Zweck 
wurde ein externer Triggerimpulsgeber entwickelt (siehe nächster Abschnitt). 
Externe Spannungssteuerung 
Die Varianten 4 und 5 in Tabelle 8 verwenden die Funktion der manuellen Tischbewegungs-
steuerung: Anstelle des steuergeräteinternen Digital-Analog-Umsetzers ist es möglich, die 
Bewegung des Tisches mit einer analogen Spannung von außen am Steuergerät festzulegen. 
Die Einhaltung der Geschwindigkeitsgrenzen des Tisches vorausgesetzt, ist dies zusammen 
mit dem Zurücklesen der Spannungsposition (Variante 5) der eleganteste und flexibelste 
Weg, den Trigger während der Bewegung zu kontrollieren. Im Vergleich zu Variante 3 
machen der höhere Programmier-Aufwand und die Notwendigkeit eines schnellen und 
hochauflösenden Digital-Analog-Umsetzers diese Varianten unattraktiver. Deshalb und weil 
die Steuerung der Tischbewegung mit der Profilfunktion für die vorliegende 
Aufgabenstellung bereits ausreichend gelöst ist, fiel die Entscheidung auf Variante 3. 
9.1.8.2 Schema des externen Triggerimpulsgebers 
Aus der Variante 3 in Tabelle 8 lässt sich das Schema wie in Abbildung 76 entwickeln: Eine 
zusätzliche Hardware muss die Spannungssignale vom Nano-Stage-Steuergerät „Nano-View 
85“ abgreifen und in Triggerimpulse für Messwerterfassungsgeräte übersetzen. Dafür 
benötigt sie Informationen über Lage, Anzahl und ggf. Länge der Impulse, die sie auf der 
Haupt-Scan-Achse erzeugen soll (Abbildung 77). Es muss deshalb eine gesonderte 
Kommunikationsverbindung zum Steuer- und Erfassungsrechner geben. 
9.1.8.3 Wahl der Plattform 
Für die Auswahl der Steuerungshardware existieren verschiedene Kriterien, die sich aus den 
anzubindenden Komponenten und der Aufgabenstellung ableiten. Sie werden im Folgenden 
einzeln erläutert, und die Wahl wird abschließend in einer Zusammenfassung erörtert. 
Es wird davon ausgegangen, dass ein Mikrokontroller in der Lage ist, die Anforderungen an 
einen Triggerimpulsgenerator zu erfüllen, solange er die notwendigen Geschwindigkeiten bei 
der Spannungserfassung und Impulserzeugung aufweist. Aufgaben wie die 
Spannungsüberwachung und die Ereignisbehandlung – wie hier beschrieben – sind typische 
Einsatzszenarien für Mikrokontroller, so dass es eine große Auswahl an potentiell geeigneten 
Familien und Derivaten gibt. Diese Auswahl wird aufgrund der Mobilfunkgeräteentwicklung 
der letzten Jahre durch die leistungsfähigeren Mikroprozessorsysteme (insbesondere auf 
ARM-Basis) ergänzt, da diese heute in Teilbereichen im gleichen Preissegment vertreten und 
somit für die Mikrokontroller eine reale Konkurrenz geworden sind. 
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Abbildung 76: Schema des externen Triggerimpulsgebers 
Der Steuer- und Erfassungsrechner legt entsprechend dem Scanbereich und der 
Auflösung Einstellungen fest und programmiert damit die Geräte: ein Positionsprofil für 
das Steuergerät des Tisches und die zu den Positionsspannungen gehörigen 
Triggerpositionen für den Triggerimpulsgenerator. Bei Ausführung einer Zeilenoperation 
erzeugt der Generator Triggerimpulse für alle Signaldatenerfassungseinheiten, die dann 
pixelsynchron die physikalischen Größen integrieren, wandeln und erfassen. 
 
Oben ist das räumliche 
Scanraster mit Haupt-
scanachse X (grüner Pfeil) 
und 10 Triggerpunkten 
dargestellt. Am Ende der 
ersten Zeile erfolgen ein 
Rücklauf und ein Zeilen-
vorschub. Das Diagramm 
unten zeigt den zugehö-
rigen zeitlichen Span-
nungsverlauf der X-Posi-
tionsspannung (1, rot) 
und der erzeugten Trig-
gerimpulse (2, blau). 
Abbildung 77: Scanrasterschema und zugehöriger Spannungsverlauf 
Spannungseingang 
Für die Entgegennahme und Interpretation der Positionsspannung lassen sich beim 
Mikrokontroller zwei typische Komponenten als geeignet nennen: der Analog-Digital-
Umsetzer (ADU) und der Analog-Komparator. Letzterer benötigt hier zum Vergleichen eine 
































Digital-Analog-Umsetzer oder von einem Digitalausgang pulsweitenmoduliert und 
tiefpassgefiltert bereitgestellt werden. 
Für die hier benötigte Auflösung bräuchte man allerdings einen hochgenauen Digital-
Analog-Umsetzer (DAU), der in der Mikrokontrollerwelt eine Ausnahme ist. Wenn er die 
zeitlichen und die Auflösungsanforderungen erfüllt, stellt er jedoch die einfachste Lösung 
hinsichtlich der schaltungstechnischen Aufwände und die effizienteste unter den drei 
genannten (ADU, Komparator mit DAU oder PWM) dar. 
Es lässt sich anhand der Geräteparameter des MadCityLabs-Nano-Scantisches ermitteln, 
welche die theoretisch maximalen Werte für Geschwindigkeit und Auflösung sind: So liegt 
die Auflösung der X- und Y-Achsen laut Datenblatt bei 0,2 nm und orientiert sich damit am 
Einsatzgebiet der Rasterkraftmikroskopie (AFM, engl. atomic force microscopy) [139] mit 
lateralen Auflösungen im Sub-Nanometerbereich [140]. 
Für die konventionelle Lichtmikroskopie und das für sie geltende Abbe-Limit sind dagegen 
nur Pixelabstände in der Größenordnung der viertel Wellenlänge, also bis minimal 100 nm11, 
sinnvoll. Auf dem gesamten X/Y-Scanbereich von 75 µm werden deshalb sehr 
wahrscheinlich nicht mehr als 512 (Schrittweite 146 nm) oder 1024 Bildpunkte (Schrittweite 
73 nm) verteilt sein. 
Für die Auflösung der Positionsspannung bedeutet das, dass – eine Anpassung an den 
dynamischen Bereich des Wandlers vorausgesetzt – für eine sinnvolle Positionsgenauigkeit 
von 10 % eine 10x höhere Gesamtauflösung vorzugeben ist. Jede bemessene Spannung muss 
demnach nach Formel 16 mit mindestens 14 Bit Auflösung vorliegen. 
Bei ADUs liegt das Optimierungsziel in Abhängigkeit von der Anwendung bei mehreren 
Kenngrößen [141]. Danach wurden verschiedene Architekturen z. B. für hohe Auflösung, 
hohe Wandlerfrequenz und/oder geringe Wandlerlatenzzeit entwickelt. Für den 
Impulstrigger sind die geforderten 14 Bit eine vergleichsweise moderate Genauigkeit, die sich 





Die Anzahl der Quantisierungsstufen N für einen 
Analog-Digital-Umsetzer der Wortbreite B ergibt sich 
nach der Formel N = 2B. Eine 10 %ige Genauigkeit von 
1024 Pixelpositionen des Tisches erfordert eine 10x 
höhere Auflösung, demnach mit mindestens 14 Bit. 
Formel 16: Mindestbitbreite des ADU für die Positionsspannungsmessung 
Für die maximale Größe der Wandlerfrequenz des Mikrokontrollers ist zunächst die 
Tischbewegung maßgeblich. Abbildung 73 stellt eine vollständige 75 µm-Bewegung in 5 ms 
dar. Die tangentialen Anstiege sind in diesem extremen Beispiel jedoch bedeutend höher, 
wie die Markierung im Diagramm zeigt. Maximal wäre in diesem Fall der gesamte 
Dynamikbereich mit 213,3 Umsetzungen in 1,5 ms (von 193,6 bis 195,1 ms) zu wandeln. Das 
entspricht einer Frequenz von fast 7 Megasamples (213,3 / 1,5 ms = 6.723.690 Sps) und einer 
Pixelzeit von 148 ns. Die Wandlerfrequenzen für Laser-scannende Systeme mit SRS liegen 
aber mit 71 MSps (512 x 512 Bildpunkte in 37 ms, [12]) mindestens eine Größenordnung 
darunter. Das ist eine Frequenz, die aber noch nicht von Mikrokontrollern bei dieser 
Auflösung unterstützt wird. Selbst für dedizierte Wandler-ICs ist das ein hoher Wert, was 
                                                 
11Die halbe Wellenlänge ist nach dem Abbe-Limit (siehe Formel 1) etwa die Auflösungsgrenze 
fremdbeleuchteter Strukturen. Nach dem Nyquist-Shannon-Abtasttheorem muss demnach die Abtastweite 
mindestens halb so groß sein. Für die untere Grenze des sichtbaren Lichts von 380 nm beträgt die minimale 
Schrittweite demnach 95 nm. 
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sich an der geringen Anzahl an verfügbaren Lösungen von mindestens 14 Bit bei mindestens 
70 MSps erkennen lässt. 
Eine Abschwächung der Frequenz-Anforderung kann aber aufgrund von Messungen mit der 
Punkt-zu-Punkt-Bewegung des Piezo-Tisches gemacht werden: Die Integrationszeit 
typischer CARS-Messungen mit diesem Mikroskop liegt in der Region von einer bis zu 
wenigen Millisekunden (siehe Abschnitt 6.1). Ausgehend von einer minimalen 
Integrationszeit von 1 ms, ergibt sich bei Beibehaltung des 10 %-Genauigkeitsanspruchs 
direkt eine maximale Wandlerfrequenz von 10 kSps12. Dieser Wert kann ohne weiteres von 
Mikrokontroller-ADCs erreicht werden. Dafür gibt es einen zusätzlichen Freiheitsgrad, der 
bei der Auswahl genutzt werden kann: Entweder werden die einzelnen Parameter von 
Auflösung und Wandlerfrequenz direkt durch die Parameter des integrierten ADCs erfüllt, 
oder es werden die Bedingungen von Wandlerfrequenz und dem gleichwertigen Produkt von 
Auflösung und Wandlerfrequenz (Formel 17) erreicht, um über Mittelwertbildung oder 
Akkumulation auch die Auflösungsvorgabe zu befriedigen. 
P = B ∙ f 





Das Produkt P aus Auflösung B und 
Wandlerfrequenz f stellt eine Bemessungsgröße 
für die Auswahl von Analog-Digital-Umsetzern 
dar. Eine zu geringe Auflösung kann durch eine 
höhere Wandlerfrequenz via Mittelwertbildung 
oder Akkumulation ausgeglichen werden. 
Formel 17: Auflösungs-Wandlerfrequenz-Produkt des Analog-Digital-Umsetzers 
Plattform 
Die Hersteller von Mikrokontrollern und -prozessoren unterstützen die Entwickler von 
Schaltungen und Firmware durch den Verkauf von sogenannten Evaluierungs- oder 
Demoplatinen. Auf diesen befindet sich neben dem beworbenen Kontroller bzw. Prozessor 
eine Auswahl von Peripheriegeräten, für die der Chip entsprechende Unterstützung aufweist 
(Tasten, LEDs, serielle Schnittstellen, Speicher, Displays, Netzwerkanschlüsse usw.). 
Meistens werden passende Software-Entwicklungswerkzeuge beigefügt. 
Die Wahl fiel bei der vorliegenden Aufgabenstellung auf die Demoplatine 
M68DEMO908GB60 mit dem Mikrokontroller MC9S08GB60 der Firma Freescale 
(20 MHz, 8 Bit) [142], da sie (ausschließlich) die notwendigen Komponenten und eine 
komfortable Entwicklungsumgebung bietet. Die Platine offeriert zwei RS232-Schnittstellen 
(eine für Entwicklung/Debuggen und eine zum Steuern), fünf LEDs, vier Taster, ein 
Prototyping-Feld und eine auf einem RC-Tiefpass basierende PWM-Testschaltung am 
10 Bit-Analog-Digital-Umsetzer13. Die Wandlerfrequenz dieses Umsetzers liegt bei 2 MSps, 
so dass die Forderung aus Formel 17 150x übertroffen wird. Die minimale Pixelzeit bei 
1024 Bildpunkten nach Formel 16 beträgt etwa 140 µs (10 Akkumulationen14 á 14 µs) und 
ist damit um etwa 3 Größenordnungen größer als die Laser-Scanning-Mikroskopie mit 
Videobildrate (100 ns [12]). Im Vergleich mit der minimalen Pixelzeit der Punkt-zu-Punkt-
Bewegung von ca. 3 ms ist jedoch eine erhebliche 21fache Beschleunigung erkennbar. 
9.1.8.4 Implementation 
Die gewählte Mikrokontroller-Hardware ist für den Einsatz in dieser Anwendung durch 
wenige Komponenten zu ergänzen bzw. durch Änderungen anzupassen. Beide werden im 
Folgenden beschrieben. 
                                                 
12 Wegen der 10x höheren Auflösung bei 10 % Genauigkeit ist eine 10x höhere Frequenz zu wählen. 
13 Der Preis dieses Produktes lag am 09.05.2015 beim Distributor RS-Online bei 48,51 €. 
14 entsprechen 23,3 Bit, zur Erreichung der geforderten Auflösung von 13,3 Bit 
122 Anhänge 
 
Compiler und Stromversorgung 
Im Lieferumfang der Demoplatine ist eine Entwicklungsumgebung für den Mikrokontroller 
enthalten: das „CodeWarrior Development Studio for S08“. Es umfasst C-Kompiler und 
Assembler sowie Beispielprogramme für den Test der internen und externen Komponenten 
(Taster, LEDs, PWM, ADC usw.). Die Beschränkung der Evaluierungslizenz von maximal 
4 kByte Programm-Binärcode ist für die vorgestellte Aufgabe vollkommen ausreichend. Die 
vorgesehene Stromversorgung über Batterien ist dagegen unzureichend für einen sicheren 
Betrieb und wurde durch eine dedizierte stabilisierte 5V-Gleichstromversorgung ersetzt. 
Kommunikationsschnittstellen 
Die Platine verfügt über zwei USARTs, die mit RS232-Leitungstreibern und neunpoligen 
Sub-D-Schnittstellen sofort betriebsbereit sind. Eine dieser USARTs wird vom 
Entwicklungssystem in einem speziellen Entwicklungsmodus des Kontrollers zur 
Programmierung und Fehlersuche verwendet. Für eine unabhängige Nutzung wurde deshalb 
die zweite serielle Schnittstelle zur PC-Steuerschnittstelle der Firmware. Eine Anbindung an 
den Mikroskop-PC ist über zwei USB-zu-seriell-Umsetzer ausgeführt (Abbildung 78). 
Spannungsanpassung 
Der Arbeitsbereich der Positionsspannung am Ausgang des NanoStage-Kontrollers reicht 
von 0 bis 10 Volt und ist somit größer als der des Wandlerbereiches des Mikrokontrollers 
bei Verwendung der Versorgungsspannung als Referenzspannung (0 bis 3,3 Volt). Für eine 
Anpassung wurde deshalb ein niederohmiger Spannungsteiler auf Basis von Ohm’schen 
Widerständen dimensioniert und vor den ADU-Eingang an die koaxiale Spannungsleitung 
angeschlossen. Durch ein Potentiometer ist eine Feinabstimmung möglich (siehe 
Abbildung 78). 
Leitungstreiber 
Als universeller Leitungstreiber für digitale TTL-Signale, der auch bei einer Strombelastung 
durch eine oder mehrere 50-Anbindungen die notwendige Flankensteilheit erzeugen kann, 
wurde ein Micrel MIC4452YM [143] gewählt. Er speist sich über die 5V-Stromversorgung. 
Da zunächst nur eine Akquisitionshardware anzubinden war, ist dieser Treiber nur einmalig 
an einem Ausgang des Mikrokontrollers vorhanden. Es stehen jedoch weitere 
Registerausgänge für diese Aufgabe zur Verfügung, die ggf. mit abweichender Polarität und 
Funktion programmiert werden können. 
9.1.8.5 Hardware 
Aus den vorhergehenden Betrachtungen über den Triggerimpulsgeber wurde die in 
Abbildung 78 schematisch und bildhaft dargestellte Schaltung entwickelt. Die analoge 
Positionsspannung von 0-10V wird am Potentiometer (3) an den dynamischen Bereich des 
Analog-Digital-Umsetzers (0-3,3V) angepasst. Der Leitungstreiber (4) sorgt für ein 50 Ohm-
belastbares Triggersignal (11). Über einen gemeinsamen USB-Hub (10) werden die USB-zu-
seriell-Wandler für Debugging/Programmierung und für die Steuerung per USB mit dem 
Steuerrechner verbunden. 
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Abbildung 78: Schema und Bild des Triggerimpulsgenerators 
Die Demoplatine Freescale M68DEMO908GB60 (1) mit Zuleitung der 
Positionsspannung vom NanoDrive-Steuergerät (2), einem Potentiometer für die 
Einstellung der Spannungsübersetzung zum AD-Umsetzer (3), dem Leitungstreiber für 
das Triggersignal (4), dem Mikrokontroller Freescale HCS08 MC9S08GB60 (5), einem 
Rücksetz-Knopf für Mikrokontroller (6), den seriellen Schnittstellen für Steuerung (7) und 
Firmware-Entwicklung (8), zwei Seriell-zu-USB-Umsetzern zum Anschluss an den PC (9) 
mit einem gemeinsamen USB-Hub (10), dem Ausgang für das Triggersignal (11), der 
Stromversorgungsleitung zur 5V-Gleichstromversorgung (12) und dem Joystick zur 
MicroStage-Steuerung (13) (Bildquelle Leiterplatte15:[144]) 
                                                 









































Die Abbildung 73 stellt den zeitlichen Verlauf der Positionsspannung bei einem Sprung von 
0 zu 100 % des Bewegungsbereiches auf einer der beiden horizontalen Scan-Achsen dar. Es 
hat sich gezeigt, dass die Spannungswerte in den Randbereichen im Betrieb geringen 
Schwankungen in der Größenordnung einiger 10 Millivolt unterworfen sind, so dass für 
einen automatisierten Betrieb Toleranzen bzw. Schwellen eingeführt werden müssen. Diese 
führen zur Einschränkung des nutzbaren Bewegungsbereiches und erfordern für das 
„Annähern“ (engl. stitch) im Tile-Modus eine genaue Bemessung der effektiven 
Bewegungslänge, um einen korrekten Übergang am Rand der Mosaik-Teile herzustellen. 
Dies gilt ausschließlich für die Haupt-Scan-Achse (im Folgenden X-Achse), auf der die 
Impulsgeber-Hardware eingesetzt wird, da auf der sekundären Scan-Achse (im Folgenden 
Y-Achse) nach wie vor die Punkt-zu-Punkt-Steuerung Anwendung findet. 
Zustandsmodell 
A Bei der Initialisierung 
befindet sich der 
Triggerimpulsgeber im 
inaktiven Zustand (A). 
Nach Aktivierung wech-
selt er beim Erreichen 
eines inaktiven Bereiches 
(= außerhalb des Scanbe-
reiches) in den jewieligen 
Zustand ober- oder 
unterhalb des Triggerbe-
reiches. Durch die 
gesteuerte Tisch-
bewegung vollführt das 
Zustandsmodell ent-
sprechend der Positions-
spannung in B den 
Zustandswechsel in A. 
Bei dieser Program-
mierung erzeugt der 
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Abbildung 80: Ausschnitt aus dem Sägezahnprofil mit 1024 Triggerpunkten 
Abgebildet sind die Positionsspannung (1, cyan) und die basierend darauf erzeugten 
Triggerimpulse (2, magenta), die nach dem Überschreiten der unteren Spannungsschwelle 
erzeugt werden. 
Aufgrund dieses inaktiven Bewegungsbereiches ergab sich die ideale Voraussetzung für einen 
automatischen Betrieb des Triggerimpulsgebers. Die Funktion kann mit Hilfe eines 
einfachen Zustandsmodells beschrieben werden, in dem die Übergänge durch das 
Überschreiten der Bereichsgrenzen (alias Schwellspannungen) identifiziert werden können 
(Abbildung 79 und Abbildung 80). 
Die manuellen Übergänge zwischen den Zuständen (Aktivierung und Deaktivierung) werden 
dann durch die Steuerschnittstelle vom PC ausgeführt, die automatischen bei der 
dargestellten zyklischen Abarbeitung durch die Positionsspannung des Tischsteuergerätes. 
Kalibrierung 
Wie zuvor erläutert, muss der Zusammenhang zwischen der physikalischen Position des 
Tisches und der vom Triggerimpulsgeber bemessenen Positionsspannung ermittelt werden. 
Ferner ist vor der Durchführung einer Scanabfolge festzulegen, in welchem 
Spannungsbereich und in wie vielen Schritten Triggerereignisse auszulösen sind. Diese 
beiden Anforderungen werden durch eine selbsttätige Kalibrierung vor jedem Scann durch 
den Cmicro-Tischtreiber erfüllt. 
Unabhängig von der Art der Bilderzeugung (Teilbereich des Nano-Tisches oder Tile-
Funktion) gibt es zwei bekannte Positionen für die Hauptscanachse, zwischen denen die 
gewählte Anzahl von Bildpunkten gleichmäßig verteilt werden soll. Werden diese z.B. mittels 
Punkt-zu-Punkt-Steuerung angefahren, kann der ADU im Triggerimpulsgeber die 
zugehörigen Positionsspannungen messen und als Übergangsgrenzen zwischen den 
Zuständen festlegen. Der überstrichene Spannungshub wird dann durch die Anzahl der 
Bildpunkte (Tile-Modus) oder durch die um 1 verringerte Anzahl der Bildpunkte 
(Teilausschnitt des Nano-Tischbereiches) dividiert, um die Spannungsabstände zwischen den 
Triggerereignissen zu bestimmen (Abbildung 81). 
In beiden Fällen werden n Bildpunkte durch Triggerimpulse aufgezeichnet – im Tile-Modus 
bis einen Bildpunktabstand vor Ende des Scanendpunktes, beim Teilausschnitt bis genau 
zum Ende. Der Grund für die unterschiedliche Behandlung liegt beim Konzept der 
Bewegungssteuerung des Tile-Modus‘. Liegen die Bildkacheln nahtlos aneinander, muss wie 
im beschriebenen Fall verfahren werden, um über Kachelgrenzen hinweg äquidistante 

















Die Seite (A) zeigt die implementierte 
Verteilung von 2x2 Bildpunkten je Kachel 
(Kreise in der Farbe der zugehörigen 
Kachel), bei der keine Punkte auf dem 
rechten/unteren Rand positioniert werden. 
Die rechte Seite (B) zeigt die Variante mit 
derselben Auflösung als 3x3-Kacheln, mit 
der eine Gleichbehandlung von Tile- und 
Nicht-Tile-Modus möglich ist. 
Abbildung 81: Bildpunktpositionskonzepte im Tile-Modus 
Andernfalls führen Triggerereignisse an beiden Rändern des Triggerbereiches zu 
„Mehrfachbelichtungen“. Dann müssten diese Punkte entsprechend algorithmisch 
überlagert oder ausgeblendet werden. 
Ein alternativer Ansatz ist eine zusätzliche Verschiebung um den Abstand „Scanbereich 
geteilt durch Kachelpunktanzahl“ mit Hilfe des äußeren Mikro-Tisches (Abbildung 81, 
rechts) unter identischer Ansteuerung des inneren Nano-Tisches in beiden Modi. 
Akkumulation der Positionsspannung 
Wie im Abschnitt 9.1.8.3 dargestellt, ist zum Erreichen der Genauigkeitsanforderungen eine 
Mittelwertbildung bzw. Akkumulation von mehreren Analog-Digital-Umsetzungen 
notwendig. Der einzelne digitalisierte Spannungswert ist 10 Bit breit und wird in einem 
vorzeichenlosen 16 Bit-Wert akkumuliert, was maximal 2(16 – 10) = 26 = 64 Akkumulationen 
erlaubt. 
Für die oben bestimmten 13,3 Bit reichen zunächst 10 Akkumulationen 
(2(13,3 - 10) = 23,3 =  9,85) aus. Werden diese sequentiell, d. h. unter ständiger Neuinitialisierung 
des Akkumulators berechnet, können nur alle 140 µs (= 10 x 14 µs) die Position und damit 
das potentielle Eintreffen des nächsten Triggerpunktes erkannt werden. Zur Verringerung 
dieser Zeit wurde ein anderer Ansatz gewählt: Unter der Voraussetzung, dass alle einzelnen 
Umsetzergebnisse innerhalb einer Akkumulationslänge gleichzeitig im Speicher des 
Mikrokontrollers gehalten werden können, ist mit der Einrichtung eines FIFO-Speichers16 
eine gleitende Akkumulation möglich. Dadurch wird nach der ersten vollständigen 
Akkumulation mit jeder weiteren Wandlung eine Bewertung möglich (Abbildung 82). 
 
Nach den für die Genauigkeits-
anforderungen notwendigen 10 Akku-
mulationen schließt sich bei sequentieller 
Akkumulation (oben) ein weiterer Zyklus 
mit 10 vollständigen Akkumulationen an, 
bevor das nächste Ergebnis bewertet 
werden kann (Pfeile). Bei gleitender 
Akkumulation (unten) ist nach den ersten 
10 Akkumulationen mit jeder weiteren 
Analog-Digital-Wandlung eine Bewertung 
möglich. 
Abbildung 82: Gleitende Akkumulation der Positionsspannung 
                                                 
16 FIFO = first in, first out (zuerst abgelegte Elemente werden auch zuerst entnommen) 
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Der Nachteil der durch Akkumulation bedingten längeren Messwertbestimmung wird dann 
im kontinuierlichen Betrieb durch Nutzung eines zusätzlichen Speichers und 
umfangreicherer Arithmetik-Operationen kompensiert. Als Ergebnis kann der Tisch 
unabhängig von der Bildpunktintegrationszeit 10x schneller bewegt werden. 
Bedeutung der Bewegungsrichtung 
Die beschriebene Arbeitsweise birgt für ein universelles Erfassungssystem eine wichtige 
Einschränkung: Die Grundannahme ist bekanntlich, dass durch das Erreichen des nächsten 
Spannungswertes die Grenze zwischen zwei Bildpunkten gekennzeichnet ist. Die Zeitpunkte 
von Triggerereignis und Beginn einer Akquisition können bei Messwerterfassungsgeräten 
verzögert oder generell unterschiedlich sein. Deshalb ist – solange die Basisforderung einer 
deterministischen Verzögerung erfüllt ist – universell nur eine Bewegungsrichtung des 
Tisches für Aufzeichnungen nutzbar: 
Die Ansteuersoftware des Triggerimpulsgebers hat zur Anpassung von Start- und 
Transferzeiten der Akquisitionshardware einen Parameter, mit dem die Bewegung der 
Hauptscanachse skaliert wird. Dieser Faktor, der zwischen 1,0 und 2,0 liegt, sorgt dafür, dass 
alle auftretenden Verzögerungszeiten bei der Aufnahme abgelaufen sind, bevor ein neues 
Triggersignal erzeugt wird. Wenn beispielsweise ein unbekanntes Startverhalten zu einer 
signifikanten Verschiebung der Integrationszeit im Zeitfenster des Bildpunktes 
(Abbildung 83) führt, muss dieser Faktor für eine genaue Wiederholung entsprechend groß 
gewählt werden (etwa 1,6 oder 2,0). 
 
Abbildung 83: Auswirkung verschiedener Bewegungsrichtungen mit externem 
Trigger 
In Vorwärtsrichtung (A) wird bei ständiger Positionsspannungsmessung (1) die Grenze 
zwischen zwei Bildpunkten (2) erkannt und ein Triggersignal (3) erzeugt. Nach der 
Reaktionszeit des Akquisitionsgerätes (4) erfolgt eine Messwertaufnahme (5) mit der 
Integrationszeit (6). Die für den gesamten Zyklus benötigte Zeit (7) wird durch 
Multiplikation der Integrationszeit mit einem Faktor festgelegt. Dadurch ist in 
Rückrichtung (B) die Integrationszeit (8) ggf. zur Richtung A verschoben (9). 
Insbesondere die Nutzung der gleitenden Akkumulation hat eine verzögernde Wirkung 
durch verspätete Erkennung des Bildpunktwechsels17 und vergrößert somit selbst den 
Zeitfaktor. Dies ist ein Nachteil, der durch die hohe Frequenz der 
Positionsspannungsmessung erkauft wird. Da jedoch das typische Triggerverhalten der 
Erfassungsgeräte nach dem Triggerimpuls eine Aufnahme in beide Richtungen potentiell 
                                                 
17 Die Positionsspannungen an den Scanbereichsgrenzen werden bei stehendem Tisch aufgezeichnet. Die 
darauf basierenden Bildpunktgrenzen können bei sich bewegendem Tisch mit Akkumulation nur bei sehr 
geringer Geschwindigkeit getroffen werden. Der Vorteil der gleitenden Akkumulation liegt hier in einer 














unmöglich macht, fällt dieser Nachteil nicht ins Gewicht. Einen Ausweg für eine globale 
Verzögerungszeit zwischen Triggerereignis und Erfassung könnte deren präzise Messung 
bieten. Der Skalierungsfaktor ergibt sich dann aus dem Quotienten von Integrationszeit plus 
doppelte Verzögerungszeit durch die Integrationszeit allein. Das positioniert die 
Integrationszeit für beide Richtungen theoretisch in die Mitte zwischen die Triggerimpulse. 
Der verbleibende Jitter entsteht dann durch die zeitdiskrete AD-Wandlung der 
Positionsspannung und liegt in der Größenordnung ihrer Dauer. 
9.1.8.7 Ergebnisse 
Um den Geschwindigkeitsgewinn durch die Einrichtung des externen Triggerimpulsgebers 
zu verdeutlichen, wurde mit dem inneren Scantisch für verschiedene Zeilenpunktanzahlen 
in beiden Bewegungssteuerungsmodi ein Bild in der Größe des maximal nutzbaren 
Scanbereiches (etwa 60 x 60 µm) abgerastert und die benötige Zeit aufgenommen (Tabelle 9). 
Punkte je Zeile Punkte je Bild 




16 256 1,0 2,3 
32 1.024 2,0 4,4 
64 4.096 8,2 7,6 
128 16.384 32,9 15,0 
256 65.536 131,0 30,0 
512 262.144 535,0 72,0 
Tabelle 9: Vergleich der Zeiten für die Tischbewegung mit unterschiedlicher 
Ansteuerung 
Die benötigte Zeit wurde bei reiner Bewegungsansteuerung (mit minimaler 
Integrationszeit) gemessen. 
Die Punkt-zu-Punkt-Ansteuerung kann dabei von einer schlangenlinien- oder 
mäanderförmigen Bewegung (Abbildung 84A) profitieren, während die Ansteuerung mit 
dem externen Triggerimpulsgeber aus den oben erläuterten Gründen pro Zeile einmal hin- 
und wieder zurückfahren muss (Abbildung 84B). In Abbildung 85 sind die erhaltenen 
Zeitwerte über der Bildpunktanzahl als Graph dargestellt. 
A B 
  
Abbildung 84: Scanschemas für die Tischbewegung 
Die verfügbaren Scanschemas rastern die Pixel (Quadrate) eines Bildes mäander- bzw. 
schlangenförmig (A) oder sägezahnförmig (B) ab. Die Pfeile symbolisieren die 
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Unterhalb von 64 Punkten je Zeile ist der 
externe Triggerimpulsgeber (1, rot) der 
Punkt-zu-Punkt-Ansteuerung (2, blau) 
überlegen. 
Abbildung 85: Vergleich der Zeiten für die Tischbewegung mit unterschiedlicher 
Ansteuerung 
Mit der wachsenden Anzahl von Punkten je Zeile tritt der Overhead der doppelten 
Bewegung je Zeile beim Trigger in den Hintergrund (siehe auch Abbildung 86), und die 
Regelzeiten bei der Punkt-zu-Punkt-Ansteuerung dominieren.  
 
Abbildung 86: Sägezahnprofil mit 1024 Triggerpunkten 
Abgebildet sind die Positionsspannung (1, cyan) und die basierend darauf erzeugten 
Triggerimpulse (2, magenta). Zum Vergleich: Die Dauer für 1024 Zeilenpixel mit Punkt-
zu-Punkt-Bewegung beträgt ca. 3 Sekunden. 
9.1.9 Faserschalter 
Die Faserschalter der Familie LEONI eol [145] stellen zwischen einer oder mehreren 
Eingangsfasern und mehreren Ausgangsfasern in der Art eines Multiplexers exklusive 
optisch leitende Verbindungen her. Die Übertragungsrichtung spielt dabei keine Rolle. Diese 
Funktion wird im Mikroskop für die Kopplung der vorwärts- und epi-gerichteten Signale an 
einen einzelnen Detektor durch einen 2-zu-1-Multiplexer (Abbildung 87) genutzt. Die 
auftretenden Intensitätsverluste aufgrund dieser zusätzlichen Komponente können durch 
Integration direkt an den Einkoppelstellen unter 10 % gehalten werden. 

































Abbildung 87: Faserschalter LEONI eol 1x2 
Der Schalter (A) multiplext eine Multimode-Faser mit Kerndurchmesser 100 µm auf zwei 
andere, die direkt an der Einkopplung des Signallichts eingesetzt werden (B), um die 
Verluste zu minimieren. Die Ausgangsfaser kann flexibel verschiedenen freistrahl- und 
fasergekoppelten Detektoren zugeführt werden. 
Ein wesentlicher Vorteil dieser Konstruktion liegt bei der identischen Bemessung von 
vorwärts- und epi-gestreuten Photonen. Insbesondere bei CARS enthalten diese 
Signalanteile komplementäre Informationen (siehe Abschnitt 3.4.4), die bei quasi-
gleichzeitiger Erfassung – etwa durch Kanal-Wechsel jeweils beim Vor- und Rücklaufen des 
Tisches – in ihren Intensitätsverhältnissen besser verglichen werden können. Beim Einsatz 
von separaten Detektoren für die Kanäle müssten zur Erreichung dieser Funktion derselbe 
Arbeitspunkt und derselbe Anstieg (Verstärkung) sichergestellt werden. Einen weiteren 
Vorteil bietet auch die Einsparung eines zusätzlichen Detektors: Bei kostenintensiven 
Wandlern wie empfindlichen tief peltiergekühlten Spektrometern (siehe Abschnitt 
„9.1.13 Faserspektrometer“) werden die Zusatzkosten durch den Kauf des Faserschalters 
(ca. 1000 €) mehr als kompensiert. 
Der Hauptnachteil dieser Konstruktion besteht in einer doppelten Belichtung, was eine 
erhöhte Aufnahmezeit und ggf. früher eintretende Photo-Schädigung der Probe mit sich 
bringt. Bei ausreichender Signalleistung stellt grundsätzliche eine Akkumulation mit 
Verringerung der Integrations- und damit Stimulationszeit eine Möglichkeit dar, den 
kritischen Energieeintrag in die Probe zu unterbieten. Durch das mehrfache Scannen wird 
dann das Signal-zu-Rausch-Verhältnis (SNR) dem einer einzelnen langen Messung 
angenähert. Dieses Verfahren verlängert die gesamte Aufnahmezeit zusätzlich, da der 
Steuerungsaufwand für den Tisch bei Punkt-zu-Punkt-Bewegung (ca. 3 ms) typischerweise 
in der gleichen Größenordnung liegt wie die Integrationszeit (1 bis 10 ms). Im Fall von CARS 
ist aber auch das nicht-lineare Signal-zu-Anregungsleistung der Pumpwellenlänge zu 
beachten: Doppelte Leistung vervierfacht das Signal und damit das SNR während zweifache 
Akkumulation das SNR nur mit dem Faktor Wurzel 2 verbessert. 
9.1.10 Analog-Digital-Umsetzer-Karte 
Grundlagen 
Die Auswahl an Signalquellen, die für Experimente mit diesem Mikroskop von Interesse 
sind, reicht von reinen Strom- oder Spannungsquellen für die Überwachung oder Erfassung 
von beliebigen physikalischen Größen (etwa die Position des Scantisches) über Einkanal-
Optodetektoren wie PMTs und APDs bis hin zu mehrkanaligen Spektrometer- oder OPO-
Geräten. Für alle einkanaligen Quellen, die analoge Signale in Form von Strom oder 
Spannung bereitstellen, benötigt eine PC-basierte Erfassung ein Gerät, das die zeit- und 
wertkontinuierlichen Informationen aus der physikalischen Welt durch Quantisierung in 
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Umsetzung (ADU) bzw. Analog-Digital-Wandlung genannt. Die Geräteauswahl für die 
ADU ist primär mit Fragen zur Zeit- und Wertauflösung sowie zum Werte- oder 
Dynamikbereich verbunden (siehe auch Abschnitt „9.1.8.3 Wahl der Plattform“). 
Anforderungen 
Für das Mikroskop wurde zur Einbeziehung von Hochgeschwindigkeits-Signalquellen ein 
leistungsfähiger ADU ausgewählt, der mindestens mit der maximal zu erwartenden 
Bildpunktrate wie beim Scannen mit APDs und PMTs aufzeichnen kann. Neben der Option 
einer externen Auslösung der Wandlungen muss diese Komponente einen großen, variablen 
und bipolaren Eingangsbereich aufweisen, um die Dynamik möglichst universell an die 
Detektorausgangspegel anpassen zu können. 
Im Zusammenhang mit einem großen Speicher, der mindestens eine vollständige Zeile mit 
1024 Bildpunkten fassen muss, ist die Wandlerfrequenz so hoch zu wählen, dass einerseits 
eine Reserve für Geschwindigkeitszuwachs bleibt und andererseits eine Akkumulation zur 
Verringerung des Signal-Rausch-Verhältnisses innerhalb einer Pixelzeit möglich ist. 
Gleichzeitige hohe Anforderungen an Geschwindigkeit, Auflösung und Dynamik bedeuten 
bei der Wandlertechnologie eine extreme Situation, da hinter diesen Optimierungszielen 
gegensätzliche Strategien stehen. 
FAST Comtec/Spectrum M2i.4022 
Die experimentellen Vorgaben werden mit der PCI-ADU-Karte FAST Comtec 
Spectrum M2i.4022 [146] (Abbildung 88) erfüllt. Ihre Wandlerfrequenz von 20 MSps/s 
erlaubt je Pixelzeit von 140 µs (siehe Abschnitt „9.1.8.3 Wahl der Plattform“) eine sehr große 
2800fache Akkumulation. Bezogen auf die Bildrate von Laser-Scanning-Mikroskopie bei 
100 ns wären noch zwei Wandlungen bzw. Akkumulationen je Bildpunkt erfassbar, ein 
Einsatz somit auch in diesem Segment möglich. Der maximale Eingangsspannungsbereich 
von ± 10 Volt ist ausreichend, um große Signalspannungen direkt abzunehmen. Für die 
Positionsspannung des MCL NanoStage (0 bis 10 V), für den noch eine andere, hier nicht 
dokumentierte Form der beschleunigten Ansteuerung entwickelt wurde, ist das von 
besonderem Interesse18. Der Dynamikbereich des Wandlers lässt sich dabei in mehreren 
Stufen auf bis zu ± 200 mV verringern und vergrößert damit die Auflösung für kleine 
Signalpegel. 
 
Der im Rahmen dieser Arbeit 
verwendete Analog-Digital-Umsetzer 
besitzt – abweichend von der 
Abbildung –vier 14 Bit-Umsetzer-
kanäle á 20 MSps/s, die über einen 
gemeinsamen externen Trigger ange-
steuert werden. 
(Bildquelle: [147]) 
Abbildung 88: Analog-Digital-Umsetzer-Karte der Firma SPECTRUM GmbH 
                                                 
18 Die Auflösung der Karte beträgt 14 Bit, um die notwendige Genauigkeit für die Positionsbestimmung bei 
der NanoStage-Ansteuerung zu erreichen (vgl. Formel 16) 
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Anstelle der Spannungsausgänge sind auch Stromquellen häufig im Detektorbereich als 
Signalausgang anzutreffen, da sie potentiell störunanfälliger sind. Sie müssen mit Hilfe eines 
Transimpedanzverstärkers an den Wandlereingang angepasst werden. 
Der externe Triggereingang und die Funktion „Mehrfachaufzeichnung“ (engl. multiple 
recording) sind zusätzliche Optionen, die zur Unterstützung der Ansteuerungsvarianten 3 bis 
5 in Tabelle 8 integriert wurden. Mit Hilfe der Mehrfachaufzeichnung wird im Speicher der 
Wandlerkarte die programmierte Anzahl von quantisierten Spannungen je Triggerereignis 
blockweise hintereinander abgelegt. Die Zeitpunkte der Ereignisse müssen dabei nicht in 
einem festen Abstand liegen – ideale Bedingungen, um ein gesamtes Bild im Kartenspeicher 
zu erfassen und parallel oder versetzt zur Aufnahme zu verarbeiten. 
Verwendung als Photonenzähler 
Im nachfolgenden Abschnitt 9.1.11 wird ein Detektor beschrieben, dessen Ausgangstreiber 
beim Eintreffen eines Photons digitale Spannungsimpulse einer definierten Länge erzeugt. 
Solche Geräte werden in einem Bereich sehr geringer oder ggf. gedämpfter Signalintensität 
eingesetzt. Solange das Tastverhältnis der Impulse deutlich unter 1 liegt, steigt die 
Photonenhäufigkeit linear mit der Strahlungsintensität an. 
Für die digitale Erfassung solcher Signale sind spezielle Photonenzählwerke entwickelt 
worden, die beispielsweise zeitkorrelierte Einzelphotonenzählung durch die Ereigniszählung 
je definierter Zeitspanne ermöglichen. Die Funktion der Zählwerke kann aber auch mit 
einem Transientenrekorder nachgebildet werden, indem die aufgezeichneten 
Spannungsimpulse algorithmisch gezählt werden. Dazu muss nach dem Nyquist-Shannon-
Abtasttheorem die Wandlerfrequenz des Analog-Digital-Umsetzers mindestens doppelt so 
groß sein wie das Reziproke der Impulsdauer, damit wenigstens ein Abtastpunkt den aktiven 
Pegelzustand erfasst. Im Rahmen dieser Arbeit wurde eine solche Lösung für den Betrieb 
einer APD im Geiger-Modus (siehe nachfolgender Abschnitt 9.1.11) im Cmicro-
Gerätetreiber der FAST Comtech-Karte entwickelt. 
9.1.11 Avalanche-Photo-Diode (APD) 
Avalanche-Photo-Dioden sind hochempfindliche Photodetektoren, die in zwei Modi 
betrieben werden können: Bei der unter Hochspannung gesetzten APD wird ein elektrischer 
Lawineneffekt in der Sperrschicht eines lichtempfindlichen Halbleiters ausgenutzt, um große 
Verstärkungen (Analog-Modus) oder sehr große Sensitivitäten (Geiger-Modus) für 
eintreffende Lichtströme zu erreichen. Der Analog-Modus ist dadurch gekennzeichnet, dass 
in einem Arbeitsbereich knapp unterhalb der Durchbruchspannung der Diode ein großer 
elektrischer Strom proportional zur geringen einfallenden optischen Leistung erzeugt wird. 
Im Geiger-Modus wird die Diode oberhalb der Durchbruchspannung betrieben, so dass eine 
extrem geringe Lichtmenge ausreicht, um über ein unkontrolliertes Lawinenereignis die 
Sperrzone „auszuräumen“, wodurch die Diode kurzzeitig unempfindlich gegen Lichteinfall 
ist. Der damit erzeugte Stromstoß korreliert zeitlich sehr stark mit dem Photoereignis, so 
dass beispielsweise mit der Technik der zeitkorrelierten Einzelphotonenzählung (TCSPC) 
eine zyklische Transienten-Rekonstruktion von schwachen Lichtereignissen (etwa 
Fluoreszenzlebensdauer bei Anregung mit gepulsten Laserquellen [148]) möglich ist. 
Generell ist jedoch die Ereignishäufigkeit mit der mittleren Leistung verknüpft, so dass durch 
Impulszählung in festen Zeitscheiben eine Intensitätsbewertung möglich wird. Diese 
Erfassungsvariante wird im vorliegenden Mikroskop in Zusammenarbeit mit der ADC-Karte 
(siehe Abschnitt 9.1.10) eingesetzt. Abbildung 89 zeigt den dabei genutzten modularen APD-
Typ SPCM-AQR-15 der Firma PerkinElmer [149]. 




Abbildung 89: Bild und Spektralgang des APD PerkinElmer SPCM-AQR-15 
Links im Bild (A) ist am APD-Modul die Drei-Achsen-Justiereinheit (1) mit SMA-
Faseranschluss (2), rechts sind der Anschluss von Stromversorgung (3) und die BNC-
Signalverbindung (4) dargestellt. Die obere Grenzwellenlänge (3dB-Abfall) des Detektors 
liegt bei etwa 910 nm (B, Bildquelle: [149]). 
9.1.12 Photo multiplier tube (PMT) 
Photo-Elektronen-Vervielfacher-Röhren, PMTs (engl. photo multiplier tubes), sind ähnlich den 
APDs photoempfindliche Stromquellen, die im Analog- und im Digital-Modus (Geiger-
Modus) zur Detektion schwacher Lichtsignale eingesetzt werden. Sie basieren auf einer 
Kaskade von Elektronenbeschleunigungsstufen, die in einer Vakuumkammer nach einer 
photoempfindlichen Kathode angeordnet sind. 
A B 
Im Unterschied zur APD ist der Analog-Modus der PMT durch eine bessere Linearität des 
Intensität-Strom-Verhältnisses gekennzeichnet, was ihn für quantitative Messungen attraktiv 
macht. Für die CARS-Experimente wurde eine Hamamatsu-PMT H6780-20 [150] in diesem 
Modus eingesetzt. Zur Anbindung der Multimode-Faser vom Faserschalter ist ein 
























Abbildung 90: Bild und Spektralgang der PMT Hamamatsu H6780-20 
Das Bild A zeigt Wanne (1) und Deckel (2) der im IPHT gefertigten Gehäusebaugruppe. 
Das PMT-Modul (3) ist vor dem SMA-Faseranschluss (4) fixiert. Im Spektralgang (B, 
Bildquelle: [1]) ist erkennbar, dass der verwendete Typ seine obere 3dB-Grenzwellenlänge 
bei etwa 810 nm hat. 
Der Arbeitsbereich der PMT war aufgrund des Spektralgangs (Abbildung 90B) auf CARS-
Wellenlängen unterhalb von 810 nm begrenzt, was den schwingungsspektroskopischen 
Arbeitsbereich nach unten nur bis 1475 bzw. 1965 cm-1 verfügbar macht (siehe Abschnitt 
„4.2.2 Strahlkombination und -trennung, Detektion und Kamera“). Dieser Detektor ist 
damit eher für den CH-Streckschwingungsbereich geeignet. Aufgrund des Spektralgangs mit 
der scharfen oberen Grenzwellenlänge weist er zudem eine sehr gute intrinsische 
Anregungsunterdrückung auf. 
9.1.13 Faserspektrometer 
Spektrometer im Sinne eines Detektors sind entweder eine Gerätekombination aus 
Spektrograph und (Zeilen-)Kamera oder aber aus Monochromator und einkanaligem 
Photodetektor. Es gibt beide Gruppen in Konfigurationen mit Freistrahl- oder Faser-
Einkopplung, mit und ohne variable Spaltbreite. Die spektrale Auflösung lässt sich bei der 
ersten Gruppe mit wechselbarem Gitter, bei der zweiten mit Variation von 
Detektorspaltbreite und Geschwindigkeit des Wellenlängenvorschubs verändern. 
Spektrometer mit Kamera zeichnen sich durch eine parallele Erfassung aller Komponenten 
in der Fourier-Ebene aus und eigenen sich deshalb besser für lange Integrationszeiten 
kompletter Spektren. Kombiniert mit hochempfindlichen und rauscharmen Bildsensoren 
lassen sich somit anspruchsvolle Anwendungen wie die Raman-Spektroskopie erreichen. Das 
Faserspektrometer WITec UHTS-300 [2] (Abbildung 91) ist ein solches Gerät und wurde im 
Rahmen dieser Arbeit bei allen hyperspektralen Experimenten im chemischen 



































Der Spektrograph ist mit einem SMA-
Faseranschluss (1) ohne Spalt ausgestattet 
(A). Die Aufnahme des Spektrums erfolgt 
mit einer Andor-Kamera iDus-401A BR-
DD (2), die sich mittels Peltierelement auf 
bis zu -100 °C kühlen lässt. Die obere 3dB-
Grenzwellenlänge der Kamera liegt bei 
980 nm (B, Quelle: [151]). 
Abbildung 91: Bild und Spektralgang des Spektrometers WITec UHTS-300 
Es besitzt einen SMA-Fasereingang und lässt sich direkt an den Faserschalter anschließen. 
Der eingesetzte Kerndurchmesser der Faser definiert gleichzeitig die spektrale Auflösung des 
Spektrometers, weil es keinen zusätzlichen Spalt aufweist. 
Aufgrund der Peltierkühlung seines Detektors (Andor iDus-401A BR-DD) auf -65°C, die 
für ein sehr geringes Eigenrauschen sorgt, und seiner spektralen Empfindlichkeit bis weit in 
das nahe Infrarot hinein stellt das Spektrometer einen komfortablen Sensor für den gesamten 
Wellenlängenbereich von CARS-Signal und Stimulation dar. 
Die Vorteile der parallelen spektralen Erfassung und der exzellenten Differenzierbarkeit von 
Signalanteilen bedingen eine lange Integrationszeit. Aspekte wie Phototoxizität und der 
Verlust des Geschwindigkeitsvorteils von Schmalband-CARS gewinnen dadurch an 
Bedeutung. Als paralleler Detektor ist ein Spektrometer deutlich besser für Multiplex-CARS 


















9.2 Software-Komponenten des Mikroskops 
Die folgenden Unterabschnitte führen in die wesentlichen Begriffe von Cmicro ein. Die die 
Erfüllung der im Abschnitt 5.2 aufgeführten Anforderungen wird beleget sowie weitere 
wichtige Kernpunkte beleuchtet. Anhand von UML-Klassen- und -Verhaltensdiagrammen 
werden die innere Struktur des Rahmenwerks, der Cmicro-Schnittstellen und seiner Module 
sowie das Bedienkonzept beschrieben. Letzteres wird zur Einführung in das Programm 
Cmicro.exe durch Bildschirmausdrucke ergänzt. 
9.2.1 Compiler und Versionsverwaltung 
Zur Übersetzung der entstandenen Quellen werden ohne weitere Anpassung zwei Compiler 
bzw. Entwicklungsumgebungen unterstützt: Microsoft Visual C++ 6.0 (inklusive Service 
Pack 5 und Processor Pack) oder Visual Studio .NET 2003 (Version 7.1 inklusive Service 
Pack 1). Die mit Studio-Version 6.0 erzeugten Programme und Bibliotheken verwenden die 
MFC-Version 6.0, während Version 7.1 auf MFC 7.1 aufbaut. Eine Übersetzung in jüngeren 
Entwicklungsumgebungen bedarf gegebenenfalls einer Modifikation der Quellen und 
Projektdateien. 
Der gesamte Quellbaum unterliegt einer Subversion-Versionskontrolle, wobei jedes Visual 
Studio-Projekt ein eigenes Subversion-Versionsmodul darstellt. Abhängigkeiten werden 
durch ein übergreifendes Hauptprojekt mit External-Verknüpfungen im selben 
Projektarchiv (engl. repository) sichergestellt. 
9.2.2 Strukturkonzept 
9.2.2.1 Konventionen 
Um die Übersichtlichkeit zu verbessern, enthalten die nachfolgenden UML-
Klassendiagramme weder Methoden noch Felder. Bei der Benennung kommen die englisch-
sprachigen Formen Viewer (Anzeige), Capture (Erfassungsgerät), Filter und Scanner zum 
Einsatz. 
Der Begriff Modul wird für eine Bibliothek verwendet, die als Gerätetreiber oder zur 
Funktionserweiterung (Viewer oder Filter) dient. 
9.2.2.2 Projekte 
Zur Beschreibung des Strukturkonzepts soll zunächst gezeigt werden, welche globalen 
Zusammenhänge zwischen den Komponenten auf Visual Studio-Projektebene existieren. 
Die Abbildung 92 visualisiert alle direkten Abhängigkeiten der Projekte, die für das 
Rahmenwerk, die Module oder die Anwendungen gelten. Die Projekte sind dazu in 
Funktionsgruppen (farbiger Hintergrund) eingeteilt. 
Cmicro umfasst sechs Rahmenwerk-Bibliotheken, deren Aufgabe es ist, allgemeine Funktionen 
wie ZIP-Komprimierung, CSV-formatierte Dateien oder spezielle graphische Elemente 
verfügbar zu machen. Ihre Dienste sind Voraussetzung für die Cmicro-Basisbibliothek 
CmicroLib.dll, die alle Cmicro-spezifischen Klassen und Funktionen enthält. Die Geräte-
Bibliotheken stellen allgemeine Schnittstellen zu den jeweiligen Geräten zur Verfügung, die 
ohne Cmicro-Schnittstelle genutzt werden können. Die Bibliotheken mit 
Rahmenwerksschnittstelle, die von Applikationen zur Laufzeit modulartig geladen werden, 
sind die Cmicro-Bibliotheken. Sie werden nach dem nachfolgend beschriebenen Schema 
eingebunden. Ganz unten sind die jeweiligen Endnutzerschnittstellen – die Cmicro-
Anwendungen – aufgeführt. 






























































































































































































































































































































































































































































































Der Grund, warum es direkte Abhängigkeiten zu CmicroLib.dll sowohl von den 
Anwendungen als auch von den Gerätebibliotheken gibt, ist der, dass das Rahmenwerk seine 
Funktionen auf beiden Seiten der Anwendungs-Modul-Interaktion bereitstellt. So kommen 
beispielswese Thread-Behandlung und Parameterdefinition auf der Modulseite zum Einsatz, 
während z. B. die Verwendung von Modulen in Anwendungen erforderlich ist. Diese 
Konstruktion ermöglicht es, dass der Großteil der Verwaltungsaufgaben vom Rahmenwerk 
erbracht wird, während sich die verbleibende Entwicklungsarbeit am Treibermodul auf die 
Anpassung der Gerätefunktionen an die Cmicro-Schnittstelle beschränkt bzw. bei den 
Applikationen auf die GUI. 
9.2.2.3 Modulverwendung 
Um im Weiteren die Klassenhierarchie besser erläutern zu können, soll das eingesetzte 
Konzept der Modulverwendung kurz beleuchtet werden. In Abbildung 93 ist grob skizziert, 
in welcher Abfolge die Elemente (Instanzen) der Module eingebunden und wieder entfernt 
werden. 
 
Abbildung 93: Schema der Modulverwendung 
Das Rahmenwerk evaluiert bei der Initialisierung alle DLL-Dateien im 
Programmverzeichnis hinsichtlich der Kompatibilität. Danach bildet es einen Katalog der 
offerierten Generatoren. Generatoren stellen Funktionen zur Erzeugung und Zerstörung 
von Instanzen bereit. Instanzen werden erstellt für Scanner, logische Erfassungsgeräte 
oder Anzeigen. 
Ein Modul ist hier eine dynamische bindende Bibliothek (DLL-Datei), die einen oder 
mehrere Generatoren enthält. Jeder dieser Generatoren kann Instanzen (laufende Kopien) 




2. prüft auf Kompatibilität mittels 
GetFrameworkVersion
fragt GetGeneratorCount ab
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Eine Instanz ist ein Objekt, das individuell die gewünschten Funktionen erbringt und im 
Falle eines Treibers ein physikalisches oder logisches Gerät repräsentiert. 
Das Konstrukt des Generators dient der Dokumentation der verfügbaren Instanzen sowie 
der Beschreibung ihres Typs und ihrer wesentlichen Eigenschaften. Ein Viewer-Generator 
kann zum Beispiel beliebig viele Anzeigeinstanzen für einen oder mehrere Kanäle oder Filter 
erzeugen. Ein Scanner- oder Capture-Generator dagegen ist meist in der Lage, genau 
anzugeben, wie viele physische bzw. logische Geräte er findet und als Instanzen bereitstellen 
kann. 
Die Instanz selbst ist ein C++-Objekt, das je nach Geräteklasse bestimmte Aufgaben über 
eine definierte virtuelle Schnittstelle ausführen kann. So ist beispielsweise in der 
Klassendeklaration von CmicroViewerInstance – der generischen Definition einer 
Visualisierungsschnittstelle – ein Aufruf zur Aktualisierung der Anzeigeinhalte (UpdateView) 
definiert. 
Da die Objekte direkt aus der erzeugenden Anwendung genutzt werden, ohne dass sie mit 
expliziter Abhängigkeit kompiliert wurden19, ist dennoch eine strikte Übereinstimmung 
dieser Klassendefinitionen und der Aufrufkonventionen notwendig. Unter dieser 
Voraussetzung ist die Erzeugung von Modulen auch ohne Übersetzung der nutzenden 
Anwendung möglich, was den zentralen Gedanken der hier entwickelten Modularität 
darstellt. Zur Absicherung der Kompatibilität wird mit der Entwicklung der 
Modulschnittstelle eine Versionsnummer des Rahmenwerks gepflegt. 
Die Version wird bei der Übersetzung des Moduls mit kompiliert und über die DLL-
Schnittstelle publiziert. Das Rahmenwerk in der Anwendung prüft bei Suche nach 
verwendbaren Bibliotheken seine Versionsnummer auf Übereinstimmung mit der der DLL 
und stellt darüber die Binärkompatibilität sicher. 
Eine binäre Basiskompatibilität zwischen der Anwendung und einem beigestellten Modul 
wird durch die Signatur-Prüfung der Versionsfunktionen beim Laden des Moduls noch vor 
der Versionsprüfung bei der Modulsuche sichergestellt20. 
9.2.2.4 Rahmenwerk in der Anwendung 
Das Cmicro-Rahmenwerk erfüllt für Anwendungen zwei Basisfunktionen: Wie in 
Abbildung 94 beschrieben, unterhält es einen Katalog aller Cmicro-Module (oben), zum 
anderen organisiert es alle Experimente (unten). Ein Experiment (siehe 
„9.2.2.9 Experiment“) ist ein Synonym für eine Klassenstruktur, mit der eine 
Gerätekonfiguration und die damit erfassten Daten abgebildet werden. Je Anwendung wird 
das Rahmenwerk als eigenes Objekt der Klasse CmicroFramework instanziiert. 
9.2.2.5 Module 
Auf der Seite der Anwendung existiert eine weitere Organisationsstruktur, die der 
Anwendungs-Modul-Interaktion dient. In jedem erzeugten Experiment gibt es – aufbauend 
auf die geladenen Bibliotheken des Rahmenwerks – Objekte der Klasse CmicroModule, die die 
in diesem Experiment erzeugten Instanzen verwaltet (Abbildung 95). 
Da die Instanzen eines Experimentes aus verschiedenen Gründen (z.B. exklusiver Zugriff 
auf Geräte) nur in diesem laufen dürfen, ist auch die Organisation der Instanzen dem 
Experiment zugeordnet. Dadurch wird die gleichzeitige Erfassung in mehreren 
                                                 
19 Eine gemeinsame Kompilierung mit direkter Abhängigkeit sichert üblicherweise eine Binärkompatibilität 
durch die gemeinsamen Quellen und die Compiler-Prüfungen ab. 
20 Dasselbe gilt in der Gegenrichtung beim Starten der Anwendung. 
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Experimenten innerhalb eines CmicroFrameworks möglich. Die Aufgaben Geräteverwaltung, 
Bibliotheks-/Generatorverwaltung und Instanzverwaltung teilen sich somit auf Bibliothek, 
CmicroFramework und Experiment auf. 
 
Abbildung 94: Klassendiagramm CmicroFramework 
 
Abbildung 95: Klassendiagramm CmicroModule 
9.2.2.6 Bibliotheken 
 
Abbildung 96: Klassendiagramm Cmicro-Bibliothek 
Die Abbildung 96 zeigt die Klassen, die innerhalb einer Cmicro-Gerätebibliothek zur 
Verwaltung von verfügbaren Instanzen eingesetzt werden. Ein CmicroDeviceInfo-Objekt 
repräsentiert während der Verwendung der Bibliothek ein Gerät, solange es verfügbar ist. 
Mittels CmicroGenerator::CreateInstance wird ihm eine CmicroInstance vom jeweiligen Typ 
zugewiesen und nach der Verwendung mittels CmicroGenerator::DestroyInstance wieder 
freigegeben. Bei unbegrenzten Instanzen wie Viewern und Filtern kommen nur Generator 
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9.2.2.7 Instanzen und Parameter 
Parameter sind ein Konstrukt des Rahmenwerks, mit dem Instanzen über eine generische 
Schnittstelle Nutzereinstellungen und Steuerfunktionen bereitstellen. Über sie wird auch eine 
Kommunikation zwischen den Modulen ermöglicht. 
In Abbildung 97 wird die Zuordnung von Parametern zu Instanzen dargestellt. Parameter 
sind Objekte der Klasse CmicroParameter. Sie werden bei der Instanziierung erzeugt und in 
einer Liste innerhalb des CmicroInstance-Objektes gesammelt. Auf diese Weise stellt die 
Instanz verschiedene Geräte-Funktionen in Form von synchronen und asynchronen 
Parameter-Aktionen bereit. Zum Beispiel werden via CmicroParameter::NotifyChange sowohl 
von der Anwendung zur Instanz als auch in umgekehrter Richtung Ereignisse wie 
Aktivierung oder Änderung der Parameter kommuniziert. 
 
Abbildung 97: Klassendiagramm CmicroInstance und CmicroParameter 
Benachrichtigungen zu Parametern aus Richtung der Anwendung werden stets synchron 
ausgeführt, da nur von der Instanz sichergestellt werden kann, dass die vorgenommene 
Änderung allgemein oder zu dem Zeitpunkt zulässig ist. Ergänzt wird dies durch eine 
Eigenschaft „Nur-Lesen“, die Änderungen am betroffenen Parameter unterbindet. Das kann 
generell (z. B. bei Status-Parametern) oder nur zeitweise (z. B. in Abhängigkeit vom Zustand 
des Gerätes) festgelegt sein. 
9.2.2.8 Instanztypen 
Entsprechend den Geräteklassen differenzieren sich CmicroInstance-Nachkommen in 
Scanner-, Capture-, Filter- und Viewer-Klassen (Abbildung 98). Die Abbildung verweist 
zudem mit den weiter abgeleiteten Dummy-Klassen (unten links) auf die Lösung, die zur 
Repräsentation der Erfassungskonfiguration aus einer gespeicherten Datei nach dem Laden 
verwendet wird. 
Die Informationen, die über die generischen Schnittstellen von den jeweiligen Treibern zum 
Zeitpunkt der Akquisition bereitgestellt werden, müssen beim Laden der Datei später wieder 
in einer adäquaten Form im Rahmenwerk organisiert werden, so dass eine funktional 
identische Behandlung von Daten mittels Filtern und Viewern möglich ist. Dazu werden 
beim Laden der Cmicro-Dateien (siehe Abschnitt „9.2.2.13 Datendateiformat“ durch das 
Rahmenwerk die generischen und instanzbeschreibenden Informationen nicht in die ggf. 
nicht mehr verfügbaren Original-Treibermodule geladen, sondern in repräsentative Objekte 
der jeweiligen Dummy-Klasse. Nur die Filter und Viewer – soweit ihr Modul verfügbar ist – 
















Abbildung 98: Klassendiagramm CmicroInstance und Kinder 
9.2.2.9 Experiment 
Ein physisches oder logisches Erfassungsgerät wird von den Treiberbibliotheken als ein 
Objekt erzeugt, dessen Klasse direkt oder indirekt von CmicroCaptureInstance abgeleitet ist. Es 
offeriert seine Datenquellen in Form von einem oder mehreren CmicroCaptureChannel-
Objekten, denen die Klasse CmicroChannelData zugrunde liegt (Abbildung 99). 
CmicroChannelData übernimmt dabei die Verwaltung des Datenpuffers, der zur Übernahme 
der zuletzt akquirierten Rohdaten – je nach Dimension und Umfang – bereitsteht. 
CmicroCaptureChannel definiert dafür die virtuellen Akquisitions- und 
Benachrichtigungsmethoden (z. B. Initialisierung, Vorbereitung der Erfassung, Freigabe), die 
vom Modulentwickler zu implementieren sind. 
 
Abbildung 99: Klassendiagramm CmicroCaptureInstance 
9.2.2.10 Capture-Instanzen 
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Die Abbildung 100 skizziert die oberste Ebene der Datenverwaltungsstrukturen, die durch 
ein CmicroExperiment-Objekt organisiert werden. Ein Experiment repräsentiert eine Liste von 
Stacks. Stacks sind wiederum der Oberbegriff für alle Varianten von Aufnahmen – vom 
einzelnen Punkt, über Linie und Bild bis zu Stapel-Bildern. Die jeweilige geometrische 
Dimension und Größe der einzelnen Aufnahmen kann abweichen, lediglich die verwendete 
Gerätekonfiguration ist identisch. Diese Konfiguration umfasst alle Scanner- und Capture-
Instanzen, die vor der Aufzeichnung des Experimentes erzeugt und fixiert wurden. 
9.2.2.11 Stack 
Stacks werden zur Verringerung der Anwendungs-Speichergröße durch zwei Klassen 
repräsentiert: Die Klasse CmicroStackInfo enthält alle persistenten Informationen, die zur 
Darstellung und damit zur Identifizierung des Stacks erforderlich sind (z. B. Zeitpunkt der 
Aufzeichnung, Geometrie, Kommentar). Die tatsächlichen Rohdaten werden bei Selektion 
standardmäßig nur temporär geladen und zur Verarbeitung und Darstellung durch die 
Daten-Klasse CmicroStack organisiert (Abschnitt 9.2.2.11). 
Die Organisation der Rohdaten eines einzelnen Stacks in einem Experiment wird in 
Abbildung 101 dargestellt. Jedes CmicroStack-Objekt eines Experimentes umfasst danach für 
alle zu Beginn der Erfassung aktivierten Kanälen ein CmicroStackDataBuffer-Objekt. Jedes 
dieser Puffer-Objekte verweist auf sein erzeugendes CmicroCaptureChannel-Objekt (bzw. 
CmicroDummyCaptureChannel-Objekt) und enthält je nach geometrischer Konfiguration des 
Stacks ein Vielfaches des Rohdaten-Speichers seines Kanals (z. B. 32.768x bei einem Stack, 
der 8 Bilder der Größe 64 x 64 enthält). Weil diese Daten sehr umfangreich sein können, 
werden sie nur bei Anzeige und Export temporär in den Speicher geladen. 
 
Abbildung 101: Klassendiagramm CmicroStack 
Der Puffer-Klasse CmicroStackDataBuffer obliegt zusätzlich die Organisation der 
Datenakkumulation. Das statistische Rauschen einer Signalquelle kann verringert werden, 
indem die Signalerfassung unter Summation der Einzelpegel mehrfach wiederholt wird. Dies 
kann auch zur Verringerung der punktuellen energetischen Belastung einer Probe eingesetzt 
werden. CmicroStackDataBuffer bietet dazu an, die Original-Rohdaten auf Segmentebene in 
entsprechend vergrößerten Datenfeldern (z.B. int32 für int16-Datenfelder) zu summieren 
und am Ende durch die Anzahl der Akkumulationen zu dividieren. Die gesamte Steuerung 





















Cmicro führt seine Erfassungs- bzw. Scanfunktion für alle Scanner- und Capture-Instanzen 
transparent durch. Dafür gibt es neben den die Bewegung und die Erfassung steuernden 
Funktionsaufrufen Benachrichtigungsaufrufe, die über jeden Zustands- und Ebenenwechsel 
(Stack – Rahmen – Segment – Scanzeile – Bildpunkt) informieren. Sie dienen bei Bedarf der 
Synchronisation und internen Verarbeitung in den Treibern. 
Der Zustand, in dem sich der Scanvorgang befindet, wird durch ein Objekt der Klasse 
CmicroScanState erfasst (Abbildung 102). Sein indirekter Klassenvater CmicroScanSetup dient 
der geometrischen Scan-Konfiguration zur Ablage, während sein direkter Vater 
CmicroScanInfo zusätzliche Funktionen z.B. für die Adressierung des zur Scanposition 
gehörenden Puffer-Indexes erbringt. 
 
Abbildung 102: Klassendiagramm CmicroScanState 
9.2.2.13 Datendateiformat 
Das simple Rohdatenformat, das als ZIP-komprimierte Datei mit der Endung CMF (für 
Cmicro-File) vorliegt, soll im Folgenden kurz beschrieben werden. Eine detaillierte 
Dokumentation ist den Quellen zu entnehmen. Die Abbildung 103 zeigt eine exemplarische 
Experimentstruktur und Stackliste, anhand derer das CMF-Format mit den Kernpunkten 
erläutert wird. 
Das ZIP-Archiv enthält in der obersten Verzeichnisebene einzelne Dateien, die sich in zwei 
Typen unterteilen. Der erste Typ beschreibt in INI-formatierten Text-Dateien das 
Experiment, seine Gerätestruktur, die Stacks und alle Modulparameter. Der zweite Typ 
enthält je Datei einen binären Rohdatenblock für jeweils einen Kanal und einen Stack. Zur 
Verdeutlichung dieses INI-Formats sind in Tabelle 10 Ausschnitte einer Datendatei 
beschrieben. 
Die CMF-Dateien enthalten keinerlei Informationen über Filter und Viewer, da sich deren 
Vorhandensein und Konfiguration zu späterer Zeit bei der Auswertung ändern kann. Um 












Abbildung 103: Beispielkonfiguration mit Dummie-Modulen 
In der Ansicht der laufenden Instanzen (A) sind zwei Scanner und ein Capture-Modul 
aufgeführt. Das Capture-Modul enthält drei aktivierte eindimensionale Kanäle (Channel 
0 bis 2), die auf Pixel-Ebene asynchron getriggert werden. Die Stackliste (B) zeigt drei 
aufgezeichnete Stacks mit je einer Ebene (frames = 1) und unterschiedlicher 
Segmentanzahl (segments x/y), die jeweils 16 x 16 Punkte je Segment21 aufweisen. Die 
Akquisitionszeit je Punkt betrug 1 ms wobei Stack 3 achtfach gemittelt wurde. 
Datei Inhalt Bedeutung 
format version=2 Dateiformat hat Version 2 
module=3 3 verschiedene Module hatten Instanzen 
module_0 type=1 Generatortyp: Scanner 
name=Dummie HighRes Scanner Module V4 Name des Generators 
instance=1 Anzahl der Instanzen dieses Moduls: 1 
module_0_instance_0 enabled=1 Instanz war aktiviert bei der Erfassung 
name=highres scanner Name der Instanz 
module_2_instance_0 
_channel_0 
datawidth=8 8 Bit je Datenpunkt (uint8) 
dimensions=2 zweidimensionales Feld 
factor=1. Skalierungsfaktor 1,0 
size=0,0,0,0.025000,0.025000,… Geometrie des Stacks (in m): 2,5x2,5cm 
unit=mV 
Name oder Formelzeichen der 
aufgezeichneten physikalischen Größe 
mode=2 asynchrone Aufzeichnung 
level=0 Erfassungsebene: je Pixel 
enabled=1 Kanal war aktiviert bei der Erfassung 
name=Channel 0  Name des Kanals 
stacks 
08.06.2013;18:50:49:099;1;16;1;7;1;1.000;… 
Datum, Uhrzeit und Geometrie-
informationen des 1. Stacks 
08.06.2013;18:51:08:865;1;16;3;3;1;1.000;… … für Stack 2 
08.06.2013;18:51:13:013;1;16;3;3;8;1.000;… … für Stack 3 
Tabelle 10: Ausgewählte Datendateien des CMF-Dateiformats 
9.2.2.14 Setupdateiformat 
Die Sicherung und Wiederherstellung einer Experimentkonfiguration mit allen Instanzen 
und deren Einstellungen sowie Parametern ist eine Funktion, die oft verwendete Setups 
schnell verfügbar machen kann. Zu diesem Zweck unterstützt das Rahmenwerk bis in das 
Modul hinein die Ereignisbehandlung, beim Sichern und bei der Instanziierung mit Setup-
Dateien zu arbeiten. Eine Setup-Datei trägt die Endung CMS (für Cmicro-Setup) und kann 
unabhängig von den Datendateien der Experimente benannt werden. 
                                                 
21 Segmente haben stets dieselbe Auflösung und geometrische Länge in X- und Y-Richtung. Variationen der 




Um die Gerätetreiber bei der Sicherung ihrer Einstellungen im Setup zu unterstützen, gibt 
es neben den Parametern eine weitere Schnittstelle. Diese sichert und lädt die treiberlokal 
definierten Einstellungen und wird durch die Klasse CmicroSettings repräsentiert. 
Einstellungen müssen keine Anforderungen zur Selbstbeschreibung erfüllen. Jede Capture-
Klasse und jeder Kanal hat eine ggf. zu überschreibende Funktion TransferSettings, die die 
Übergabe durchführt. 
9.2.2.16 Viewerdateiformat 
Die Konfiguration von Filter- und Anzeigeinstanzen ist durch die Kanalbindung direkt mit 
den Instanzen der Erfassungsgeräte verknüpft. Deshalb wird die Filter- und Viewer-Datei 
namentlich an die Datendateien gebunden. Dies geschieht durch die Erzeugung einer CMV-
Datei (für Cmicro-Viewer) mit dem gleichen Pfad wie die Datendatei durch Anhängen der 
Endung CMV. Sie ist eine auf Filter und Viewer begrenzte Datei im CMF-Dateiformat ohne 
Daten (Stacks). 
9.2.3 Bedienkonzept 
Das Rahmenwerk bietet die Möglichkeit, via CmicroLib.dll innerhalb einer beliebigen 
Zielanwendung alle beschriebenen Funktionen zu nutzen und somit den Leistungsumfang 
beiderseits deutlich zu erweitern – etwa durch Anbindung einer Datenbank für Spektren oder 
Rohdaten. Zusätzlich gibt es für den Benutzer eine auf MFC basierende Mehrdokumenten-
Lösung, deren Bedienkonzept im Folgenden erläutert wird. 
Aufgabe des Programms, das durch die Datei Cmicro.exe gestartet wird, ist die Bereitstellung 
der gesamten Basisfunktionen des Rahmenwerks in einer zentralen Umgebung. Sie hat den 
Anspruch, bei Messungen und Bilderfassungen vom Prinzipversuch mit neuen Verfahren bis 
hin zum regelmäßigen Laborbetrieb einsetzbar zu sein. Unterstützt wird sie dabei vom 
Rahmenwerk mit Funktionen wie Live-Bildgebung, Messwert-Momentaufnahmen 
(Snapshot) und automatisierter Datenexport. Sie weist aber im Gegensatz zum Rahmenwerk 
auch einige Beschränkungen auf, die eingeführt wurden, um für diese einfache Applikation 
zu einer schnelleren Lösung zu gelangen. Im Sinne eines Tutorials werden in den nächsten 
Unterabschnitten die grafische Zusammensetzung des Programms und typische 
Arbeitsabläufe beschrieben. 
9.2.3.1 Konstruktion von Cmicro.exe 
Cmicro.exe ist eine Mehrdokumenten-Anwendung, die die parallele Aufnahme und 
Wiedergabe von mehreren Experimenten innerhalb eines Programmrahmens ermöglicht. 
Jedes Experiment wird dabei durch ein eigenes Dokumentenfenster repräsentiert. Auch 
wenn sich die nachfolgenden Ausführungen auf die Beschreibung der Funktionen an einem 
Dokument beschränken, gelten sie analog für den parallelen Betrieb. 
Ein Dokumentenfenster unterteilt sich in mehrere verschiebbare Rahmen (eng. frames), die 
Zugriff auf unterschiedliche Informationen des Experiments gewähren (Abbildung 105). 
Diese Ansichten können teilweise umgeschaltet werden. Datenanzeigen (Viewer) dagegen 
werden als eigenständige Fenster außerhalb der Mehrdokumenten-Anwendung organisiert. 
Sie sind jederzeit sichtbar und können ggf. minimiert werden. 
9.2.3.2 Programmmodi 
Das Programm unterstützt zwei Modi: Der Aufzeichnungsmodus dient nach dem 
Experiment-Entwurf dem Hinzufügen und ggf. Löschen von Stacks während der 
Durchführung eines Experimentes. Lädt man später die Konfiguration und Daten aus einem 
aufgezeichneten Experiment, befindet man sich im Wiedergabemodus. Dann lassen sich 
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anhand der erfassten Rohdaten nur noch Instanzen von Filtern und Viewern erzeugen und 
entfernen sowie deren Parametern modifizieren. 
Der Aufzeichnungsmodus, der beim Erstellen neuer Datendateien aktiv ist, unterteilt sich in 
drei Arbeitsabschnitte: Konstruieren, Parametrieren und Erfassen. Beim Konstruieren 
werden die Instanzen der beteiligten Geräte erzeugt und die entstandene Liste fixiert, damit 
der Umfang der Rohdaten der darauf basierenden Stacks unveränderlich ist. Die Anzahl der 
aktivierten Erfassungskanäle darf sich in den anderen beiden Phasen nicht mehr ändern22. 
Der Phasenwechsel erfolgt durch die Sperrung dieser Konfiguration. 
Die beiden anderen Phasen stellen dann genauer zwei Abschnitte des Experimentierens dar: 
das Festlegen von Parametern (Scanbereich, Auflösung, Integrationszeit, Geräteparameter 
etc.) und das Erfassen. Ein Wechsel zurück in die Konstruktionsphase ist ebenfalls möglich, 
solange die Daten nicht gespeichert wurden – dann allerdings unter Verlust aller bereits 
aufgezeichneten Stacks. Die Details zu diesem Dateizustandsmodell können der 
Abbildung 104 entnommen werden. 
 
Abbildung 104: Cmicro: Zustände eines Experiment-Dokumentes 
Der Wiedergabemodus ist aktiv, wenn ein Dokument aus einer Datei geladen wird. Er hat 
mit dem Aufzeichnungsmodus gemein, dass jederzeit Filter und Viewer an bestehende 
Kanäle gebunden werden können. Die Parameter von Filtern und Viewern sind in beiden 
Modi modifizierbar. 
                                                 
































Die Abbildung 105 zeigt die zwei linken Fensterteile, die bei der Erzeugung eines neuen 
Dokuments von Bedeutung sind. Sie lassen sich mit der Registerkarte links unten zur 
Erfassungsansicht (engl. acquisition) umschalten. 
Die linke Liste wird aus allen Geräten der Typen Scanner- und Capture-Gerät erzeugt, die 
von den vom Rahmenwerk erkannten Modulen gemeldet wurden und noch nicht instanziiert 
sind. Dabei bildet die erste Hierarchieebene jeweils den Namen des Treibers und die zweite 
den des physischen oder logischen Gerätes. Typischerweise erscheinen hier Einträge mit dem 
jeweiligen Typ und der Serien- oder Anschlussnummer, um eine Adressierung zu erleichtern. 
Die Liste lässt sich mit dem Befehl „Instance/update list“ aktualisieren, falls neue Geräte 
angeschlossen werden. Dies geschieht auch, wenn Instanzen erzeugt oder freigegeben 
werden. 
Mit Doppelklick auf ein Gerät oder den Menübefehl „Instance/Create“ werden Instanzen 
generiert. Die rechte Liste in Abbildung 105 sammelt diese Instanzen und zeigt sie in 
identischer Form wie die Liste freier Geräte an. Durch Doppelklick auf eine laufende Instanz 
oder mit dem Menübefehl „Instance/destroy“ lässt sich eine markierte Instanz auch wieder 
freigeben. 
Wenn die Liste der Geräte vollständig ist, müssen alle bei der Akquisition einzuschließenden 
Kanäle aktiviert bzw. auszuschließende deaktiviert werden. Das geschieht mit Hilfe des 
Markierungsfeldes vor jedem Kanal. Zudem muss konfiguriert werden, in welcher Ebene 
(Stack, Frame, Segment usw.) und in welcher Zeitbeziehung (asynchron, synchron am 
Anfang/Ende) die Kanäle Daten erfassen sollen. Dazu dient der Menübefehl „Channel/modify 
acquisition…“. 
Ist die Konfiguration vollständig, muss sie gesperrt werden, bevor Scans durchgeführt 
werden können. Dazu dient die Schaltfläche „lock config“ bzw. der Menübefehl „Instance/lock 
configuration“ (Abbildung 106). 
Sobald Geräte mit Kanälen instanziiert werden, können an die Kanäle auch Filter und Viewer 
gebunden werden. Die Aktivierung von Kanälen bzw. die Sperrung der Konfiguration haben 
darauf keinen Einfluss. Viewer und Filter eines Kanals werden jedoch nur dann aktualisiert, 
wenn sie und der zugeordnete Kanal aktiviert sind. 
Eine Viewer oder ein Filter wird erzeugt, indem auf den anzubindenden Kanal ein 
Doppelklick ausgeführt oder mit ausgewähltem Kanal der Menü-Befehl „Channel/Add 
viewer...“ benutzt wird. Danach öffnet sich ein Dialogfenster mit der Auswahl an Filtern und 
Viewern, die zur Dimension des Kanals kompatible sind. Mit Auswahl eines Eintrags wird 
eine neue Instanz dieses Filters bzw. Viewers erzeugt und der Liste der laufenden Instanzen 
hinzugefügt. Diese Instanzen erscheinen dann als weitere Hierarchiestufen unterhalb ihrer 
jeweiligen Datenquelle (Kanal oder Filter). Durch die Entfernung einer Instanz werden auch 
alle anhängigen Filter und Viewer automatisch entfernt. 





















































































































































































































































Abbildung 106: Cmicro.exe: Aufzeichnung vorbereiten 
Eine Konfiguration wird durch das Laden einer cms-Setup-Datei mit einem Schritt 
wiederhergestellt oder manuell erzeugt. Nach dem Sperren der Konfiguration sind 
Änderungen z.B. an der Scannerauswahl oder den Geräteparametern möglich. Alternativ 
wird mit denselben Einstellungen der letzten Aufzeichnung fortgefahren. 
9.2.3.4 Parametrieren und Erfassen 
Ist die Konfiguration gesperrt, bietet sich ein Wechsel in die Erfassungssicht des 
Dokumentes an (Registerkarte (1) in Abbildung 105). Wie in Abbildung 107 ersichtlich, 
werden dadurch anstelle der Instanzlisten die Parameterliste (1), die Scan-Steuerung (2) und 
die ebenfalls per Registerkarte umschaltbare Daten- und Scannerpositions-Steuerung (3) 
angezeigt. Zusammen mit der Liste der Stacks (4), dem Kommentar-Editor (5) und den 





























































































































































































































































































































Eine exemplarische Parameterliste ist in Abbildung 108 mit erläuternden Beschriftungen 
versehen. 
 
Abbildung 108: Cmicro.exe: Parameterliste 
Die Darstellung und Gültigkeit des Parameterwertes (z.B. Zahlenwert, Text, 
Auswahlliste) wird von der bereitstellenden Instanz festgelegt. 
Die Abbildung 109 dokumentiert verschiedene Teile der Scansteuerung. Oben (A) werden 
die Scannerauswahl und der Zugriff auf die X/Y-Scanfunktion gezeigt. In der Mitte rechts 
(B) befinden sich die Z-Scanner-Steuerung und ein Infofeld für die Scanzeiten. Der untere 
Teil (C) enthält die Aktionstasten, die Schrittweiten- und Wartezeiteinstellungen sowie den 
Positionsmanager. 
Die beeinflussten Einstellungen bzw. ausgeführten Funktionen werden über diese 
selbstbeschreibende Kurzfassung hinaus nicht im Detail erläutert. Weitere Einzelheiten zu 
den Vorgängen sind in den folgenden Unterabschnitten enthalten. 
Der rechte Teil des Dokumentenfensters in Abbildung 107 enthält weiterhin die Stackliste 
(4), deren Zusammensetzung in Abbildung 103 erklärt wird, einen Kommentareditor (5) und 
eine Liste mit den Parametern des aktuell gewählten Stacks (6). Letztere wird zum Zeitpunkt 
der Akquisition aus den aktuellen Geräteparametern kopiert. Dazu müssen stets alle hierfür 
benötigten Geräteparameter bei der Erfassung markiert sein (siehe Abbildung 108). 
Sämtliche dieser Parameterkopien sind unveränderlich und beschreiben den Zustand und die 
Konfiguration der Geräte zum Zeitpunkt der Erfassung.  
Name des Moduls
Name der Instanz
Option zur Sicherung als Stackparameter
Name des Parameters
Einstellungswert/Schalter
physikalische Einheit der Einstellung
veränderbare Einstellung (fett)
nur lesbare Einstellung (normal)
Aktionsschalter
Wahrheitsfeld
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Der Wiedergabemodus erlaubt es, die in einem Experiment erfassten Rohdaten mit Filtern 
und Viewern darzustellen und die Roh- oder gefilterten Daten nach dem Schema in 
Abbildung 110 zu exportieren. 
 
Abbildung 110: Cmicro.exe: Wiedergabe und Daten-Export 
Der Datenexport funktioniert mit neu erfassten oder geladenen Daten und wird über 
Viewer-Instanzen abgewickelt. Die Bibliothek BasicViewersLib.dll bietet eine Ausgabe in 
CSV-Dateien und via DDE nach Microsoft Excel an. 
Für den Export kommen ausschließlich Viewer-Module zum Einsatz. Sie können vom 
Anwender selbst bereitgestellt werden. Zusammen mit Cmicro.exe wurde auch eine Bibliothek 
mit einfachen Anzeigen für ein-, zwei- und dreidimensionale Daten entwickelt: 
BasicViewersLib.dll. Sie ist im Abschnitt „9.2.3.6 BasicViewersLib.dll“ beschrieben. 
Weil die Anzahl der zu exportierenden Stacks bei Messreihen sehr groß werden kann, ist ein 
automatisierter Export ausgewählter Aufnahmen sinnvoll. Cmicro.exe bietet dazu eine 
entsprechende Funktion im Menü „Stacks“ an (Abbildung 111A). Mit „mark all“, „mark none“ 
und „invert selection“ lassen sich die Markierungen in der Stackliste (Abbildung 111B) bequem 
manipulieren. Durch den Befehl „execute selection“ ruft Cmicro.exe dann der Reihe nach alle 
markierten Stacks auf und aktualisiert die instanziierten und aktivierten Filter und Viewer, so 






















Abbildung 111: Cmicro.exe: Menü „Stacks“ und Stackliste 
Das Programm-Menü „Stacks“ (A) offeriert Befehle zur Markierungsmanipulation in der 
Stackliste (B). Jeder markierte Eintrag wird mittels „execute selection“ in allen aktivierten 
Viewern zur Anzeige gebracht und dort ggf. exportiert. 
 
Abbildung 112: Cmicro.exe: Aktualisierung Viewer 
  
neuer Frame ausgewähltwähle nächsten markierten Stack
[Funktion Stacks/execute selection] 
[manuelle Wahl] 
Daten geladen
[ggf. Stack-Daten aus Datei laden] 
Filter/Viewer aktualisiert
[alle aktiven Filter/Viewer aktualisieren] 
[manuelle Wahl] 
[execute selection aktiv] 
[letzter markierter Stack erreicht] 




Die Bibliothek BasicViewersLib.dll ist eine Cmicro-Bibliothek, die drei Arten von Viewern und 
einen Filter anbietet. Für eindimensionale Daten steht der „Bar Viewer“ (Abbildung 113) zur 
Verfügung. Zweidimensionale Daten können mit dem “Graph Viewer” (Abbildung 114) 
visualisiert und exportiert werden. Für dreidimensionale Felder sowie Scanbilder von ein- 
und zweidimensionalen Kanälen dient der „Image Viewer“ (Abbildung 115) der Anzeige sowie 
dem Export. 
 
Abbildung 113: Messpunkt-Visualisierungsinstanz von BasicViewersLib.dll 
 





Farbpalette auf Minimum/Maximum skalieren (normalisieren)
gewählte Farbpalette (Graustufen, Falschfarben)
aktueller Zahlenwert mit Dimension (hier µ = 10-6)
physikalische Einheit (hier V = Volt)
Intensitätsbalken
Eingabefeld Skalenmaximum mit Dimension
(nur Anzeige bei Normalisierung)
Skala mit aktueller Farbgebung
Eingabefeld Skalenminimum mit Dimension
(nur Anzeige bei Normalisierung)
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Abbildung 115: 2D-Visualisierungsinstanz von BasicViewersLib.dll 
Die mehrdimensionalen Viewer bieten folgende Funktionen an, die über das Menü „Export“ 
(Abbildung 116 im Instanz-Fenster) erreichbar sind: 
 (automatischer) Export der CSV-formatierten Rohdaten 
o in die Zwischenablage, 
o in eine Log-Datei und 
o per DDE nach Microsoft Excel mit optionalem Makro-Aufruf zur sofortigen 
Weiterverarbeitung. 
 Export der aktuellen Darstellung 
o als Bitmap in die Zwischenablage und 
o als PNG-Datei auf den Datenträger. 
 
Abbildung 116: Cmicro.exe/BasicViewersLib.dll: Menü Export 
9.2.3.7 Start von Cmicro 
Der Aufruf von Cmicro.exe kann mit Dateinamen als Parameter versehen werden. Handelt es 
sich dabei um eine CMF-Datei (Daten), wird sie als Experiment geladen. Wenn es eine CMS-
Datei (Setup) ist, wird ein neues Experiment unter Instanziierung aller Geräte mit ihren 
Parametern erstellt, wie sie zum Zeitpunkt des Anlegens der Datei definiert waren – soweit 
als Treiber und Gerät verfügbar. CMS-Dateien lassen sich im Aufzeichnungsmodus jederzeit 
über den Menüpunkt „Setup/Save [as …]“ erzeugen. Zusätzlich wird die aktuelle 




Wird beim Start kein Parameter angegeben, kann mittels „File/Open...“ eine Datei im 
Wiedergabemodus geöffnet bzw. mittels „File/New“ eine neue im Aufzeichnungsmodus 
erstellt werden (Abbildung 117, siehe Abschnitt 9.2.3.2). 
 
Abbildung 117: Cmicro.exe: Startablauf allgemein 
Je nach Übergabe einer CMF- oder einer CMS-Datei an das Programm Cmicro.exe wird 
das angegebene Experiment geladen oder das gewünschte Setup initialisiert. 
9.2.3.8 DummiesLib.dll 
Um die Funktionen des Programms und des Rahmenwerks unabhängig von physisch 
verfügbaren Geräten zu testen sowie als Demo-Bibliothek (z.B. für Ausbildungszwecke) gibt 
es eine Cmicro-Bibliothek DummiesLib.dll. In Abbildung 105 sind alle von ihr offerierten 
virtuellen Geräte instanziiert worden, während in Abbildung 108 die bereitgestellten 
Parameter zu sehen sind. Bei den Geräten handelt es sich um einen Segment-Scanner 
(„Dummie LowRes Scanner/lowres scanner“), um einen Rahmen-Scanner („Dummie 
HighRes Scanner/highres scanner“) sowie um ein Erfassungsgerät mit verschiedenen, 
teilweise in ihrem Verhalten über die Parameter konfigurierbaren Kanälen.  
Cmicro.exe starten
[Aufruf mit Parameter] 
cmf-Datei
[Aufruf ohne Parameter] 
[Parameter hat Endung cms] 
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9.3 Zusätzliche Software-Werkzeuge 
9.3.1 RotStable 
Im Abschnitt 9.1.5 wird ausgeführt, dass der Ausgang des optisch parametrischen Oszillators 
mit einer Leistungsstabilisierung auszurüsten ist. Das Programm RotStable ist die PC-basierte 
Softwarekomponente (Abbildung 118), die deren Regler implementiert. Sie ist eine 
Konsolen-Anwendung und kann durch Aufrufoptionen und während des Laufes 






Abbildung 118: RotStable2: Fenster zur Laufzeit 
Die Konsolenanwendung RotStable2.exe (A) erzeugt nach dem Start eine Instanz der 
ActiveX-Steuerkomponente für die Motorsteuerung, die von Thorlabs mit einem 
Statusdialog (B) versehen wurde. (Bildquelle Steuerkomponente: [152]) 
Zum Betrieb benötigt RotStable als Leistungsmessgerät das Thorlabs PM100USB-Modul mit 
angeschlossenem Leistungsmesskopf und als Regelstrecke den DC-Motor-getriebenen 
Rotationstisch Thorlabs PRM1/MZ8 am zugehörigen Kontroller TDC001. Beide Geräte 
werden zum Start der Anwendung auf Verfügbarkeit geprüft und initialisiert. Nachfolgend 
beginnt unverzüglich der Regelzyklus, der im Konsolenfenster gesteuert und parametriert 




<Escape> Programm beenden 
<F1> Hilfe anzeigen (Betrachtung erfordert das Anhalten der Regelschleife) 
<Space> Regelschleife anhalten/fortsetzen (stoppt ggf. die Rotation des Tisches) 
<Tab> Steuerung anhalten/fortsetzen (unabhängig von Regelschleife) 
w Wellenlänge für Korrekturfaktor des Leistungsmesskopfes eingeben 
<Backspace> Sollwert eingeben 
<F2> Sollwert und Schwelle auf Startwerte zurücksetzen 
<F3>,<F4> Sollwert de-/inkrementieren in einer logarithmischen Reihe (1,2,5,10,…) 
<F5>,<F6> Schwelle de-/inkrementieren in einer logarithmischen Reihe (1,2,5,10,…) 
+, -– Geschwindigkeitsfaktor durch/mit 2 dividieren/multiplizieren 
0 Geschwindigkeitsfaktor auf Startwert zurücksetzen 
1…9 Geschwindigkeitsfaktor in ° setzen (nur schrittweise Regelung) 
*, / Akkumulationszahl der Leistung durch/mit 2 dividieren/multiplizieren 
, Akkumulationszahl auf Startwert zurücksetzen 
<Enter> aktuellen Messwert als Sollwert übernehmen 
<Home> Heimatposition des Rotationstisches suchen (z. B. wenn beim Start 
unterdrückt) 
p Geschwindigkeitsfaktor eingeben 
Tabelle 11: RotStable2-Tastaturbefehle 
9.3.2 OPOStable2 
Der OPO Levante emerald wird vom Hersteller APE Berlin mit einem LabVIEW-Runtime-
basierten Programm namens emerald_tuning.exe für den Wechsel der OPO-Wellenlängen 
angeboten. Im laufenden Zustand (OPO-Prozess generiert Signal und Idler) ist dieser 
Wechsel unter automatischer Einstellung bzw. Optimierung der Arbeitspunkte von LBO-
Temperatur, Piezo-Spannung und Lyot-Filter-Winkel möglich. Diese Lösung hat einen 
gravierenden Nachteil: sie ist hinsichtlich der Piezo-Spannung nicht stabilisiert, so dass sich 
die OPO-Leistung nach einiger Zeit (Minuten bis Stunden) verringert und der OPO-Prozess 
letztendlich aussetzt (siehe Abschnitt 9.1.5). 
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Es hat sich gezeigt, dass ein Nachführen der Piezo-Spannung zu einer deutlichen 
Verbesserung der Stabilität beiträgt. Unabhängig davon verbleibt die Notwendigkeit der 
oben beschrieben Leistungsstabilisierung, da selbst die regelmäßige Maximum-Suche mit der 
Piezo-Spannung die beobachteten Kurzzeit- und Langzeit-Leistungsschwankungen nicht 
kompensieren kann. 
Dieser Einfluss, der durch „Nachführung“ der Piezo-Spannung kompensiert werden kann, 
beruht möglicherweise auf einer thermischen Drift im OPO. Primär zu diesem Zweck wurde 
deshalb ein Programm namens OPOStable2 (Abbildung 119) entwickelt, das die Funktionen 
des LabVIEW-Programms in C nachbildet und darauf aufbauende komfortablere Lösungen 
ermöglicht. Einige solcher Erweiterungen sind implementiert worden und in Tabelle 12 
aufgeführt. 
Die Basisfunktion dieser OPO-Steuerung benötigt einen einzigen gerätespezifischen 
Parameter: eine Funktion „Wellenlänge über Temperatur“, die durch Koeffizienten eines 
Polynoms fünften Grades dargestellt wird und auch in das APE-Programm Eingang findet. 
Sie wird durch eine Versuchsreihe an verschiedenen leistungsoptimierten 
Temperaturarbeitspunkten aufgenommen und gefittet (siehe Datei Temperaturkoeffizienten und 
Wellenlängenkorrektur OPO.xls). 
Rubrik Funktion 
CARS Wahl der CARS-Variante über Startparameter (OPO allein oder HighQ 
picoTrain mit OPO Signal) 
wahlweise Eingabe von Pump- oder CARS-Wellenlänge bzw. der 
Wellenzahl (Knopf Eingabegröße) 
automatische Berechnung von aktuellen CARS-Wellenlängen und 
Wellenzahlen 
LBO Begrenzung der maximalen LBO-Temperatur auf den stabilen 
Arbeitsbereich des OPOs (ca. 152°C) 
Regelkreise separate Deaktivierung der kaskadierten Regelkreise von Temperatur, 
Piezo-Spannung und Lyot-Filter-Winkel (z. B. für manuellen Eingriff) 
Piezo automatische Kleinschritt-Suche nach dem Maximum der Signalleistung  
Arbeitspunktsuche mit Kontrolle des regelbaren Astes des 
Temperaturpolygons 
Lyot-Filter Warnanzeige beim Erreichen der Endschalter 
automatischer Wechsel der Winkel-Periode beim Erreichen des 
Endschalters (entspricht Begrenzung des Stellbereiches) 
manuelle Winkelschritte 
automatische Winkelschritte je Regelzyklus (z. B. für automatisierte 
hyperspektrale Messungen) 
automatische Temperaturnachführung mit Winkelschritten 
Zusatz Tonsignale beim Erreichen/Verlassen des Wellenlängen-Sollwertes 
manuelle Shutter-Aktivierung oder automatische beim 
Erreichen/Verlassen des Wellenlängen-Sollwertes 
Leistung Vorbereitung der Integration der Funktion von RotStable 
Tabelle 12: Erweiterte Funktionen von OPOStable2 
Die Steuerelemente des unteren Rahmens im Dialogfeld in Abbildung 119 sind aktuell 
deaktiviert, da sich die darunter liegende Funktion in Vorbereitung befindet. Sie soll die 
Aufgaben von RotStable (vgl. Abschnitt 9.3.1) integrieren, so dass eine umfassende 
Wellenlängen- und Leistungsregelungslösung entsteht.  
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9.4 Herleitung der Formeln für die Konzentrationsbewertung 
9.4.1 Basisformeln 
Die elektrische Suszeptibilität dritter Ordnung ist definiert als Superposition eines 





Mit dem Resonanzabstand 𝛿 um eine einzelne Raman-Bande: 
eq 2 
𝛿 = 𝜔𝑅 − Δ𝜔 
 = 𝜔𝑅 − (𝜔𝑃 − 𝜔𝑆) 











Ferner ist die Intensität des CARS-Signals proportional zum Betragsquadrat der elektrischen 
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Um die Position der Extremwerte (Frequenzabstände des Maximums und des Dips) zu 
ermitteln, sind die Nullstellen der ersten Ableitung der Betragsfunktion nach dem 
Frequenzabstand zu ermitteln: 








Dadurch erhält man: 























(3) 𝛿 − 𝛿
2 − Γ𝑅
2 + 2𝛿 
 = 𝛿2 +
𝑛𝐴𝑅
𝜒𝑛𝑟
(3) 𝛿 − Γ𝑅
2 
Die Lösungen dieser Gleichung sind: 

























so ist der Frequenzabstand der Extremwerte zur Mittenfrequenz der Bande die Breite der 
Bande: 
eq 12 𝛿± ≈ ±Γ𝑅 
9.4.3 Differenzintensität 
Setzt man diese Frequenzabstände in die allgemeine Differenzgleichung: 
eq 13 Δ𝐼𝐶𝐴𝑅𝑆 = (𝐼𝐶𝐴𝑅𝑆)𝑚𝑎𝑥 − (𝐼𝐶𝐴𝑅𝑆)𝑚𝑖𝑛 










































Die Differenzintensität hängt unter der oben genannten Bedingung linear von der 






so verschiebt sich die Maximumposition zur Bandenfrequenz: 
eq 16 𝛿− ≈ 0 
und die Dip-Position zu: 































































Die Differenzintensität hängt bei hoher Konzentration somit quadratisch von der 
Konzentration ab, da der nicht-resonante Anteil und damit die Dipintensität vernachlässigt 
werden. 
























9.5 Verbindungsschema des Mikroskops 
Die Abbildung 120 zeigt die USB-Geräte-Verbindungen, die für das Experiment genutzt 
wurden. 










































9.6 Befehlssatz der externen Trigger-Hardware 
Der Trigger ist an der seriellen Kommando-Schnittstelle mit der Leitungskonfiguration 
115‘200 bps, 8N1 zu betreiben. In Tabelle 13 ist der Befehlssatz aufgeführt. 
Befehl Bedeutung 
id[?] Identifikation anzeigen [und diese Hilfe] 
ch Analogeingang abfragen/wählen 
as Akkumulationsshift (für Normalisierung) abfragen/wählen 
n1/0 akt./deakt. Normalisierung 
a1/0 akt./deakt. Akkumulation 
g1/0 akt./deakt. gleitender Durchschnitt 
ad AD-Umsetzer abfragen 
o0/1/2 autom. Ausgabeformat setzen 
x1/0 akt./deakt. autom. Extremwertbestimmung 
sx/sn Maximum/Minimum setzen/ausgeben 
ox/on Maximum/Minimum aus aktuellem AD-Wert übernehmen 
tn/tx Auslöserbereich abfragen/setzen 
t0/1/2/3 Auslöserfunktion setzen 
ps Shift Pixelanzahl abfragen/setzen 
i1/0 Auslöserfunktion invertieren 
r1/0 Ergebnis PixelTrigger ausgeben 
j1/0 Joystick-Modus aktivieren 
Tabelle 13: Befehlssatz des Triggerimpulsgebers 
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