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The best known algorithms for dynamic character coding are based on Huffman coding. There is an algorithm due to Faller, Gallager, and Knuth [2] uses at most (H + 2 + r)m + O(n log n) bits [1, 4] , where H = − a∈S
is the empirical entropy of S and 0 ≤ r < 1 is a function of the character frequencies in S. Vitter [5] gave an improved version that uses at most (H + 1 + r)m + O(n log n) bits.
We present a new algorithm, called dynamic Shannon coding, that uses at most (H + 1)m + O(n log m) bits to encode S. For n ∈ o(m/ log m), including the standard case of a fixed alphabet size, this improves previous upper bounds. Dynamic Shannon coding uses data structures similar to those used by Knuth, but employs background processing to update the weight associated with each character. In addition, our analysis of dynamic Shannon coding is much simpler than the analysis of dynamic Huffman coding.
For dynamic length-restricted coding, the length of any codeword used in the encoding must not exceed a given bound. Liddell and Moffat [3] gave an algorithm for this problem, but their algorithm is quite complicated and they did not give bounds on the length of the encoding it produces.
We show that dynamic Shannon coding can be easily modified to restrict the maximum length of any codeword in the encoding produced. Specifically, given an integer ≥ 1, our algorithm uses at most 2 log 2 n + bits to encode the first occurrence of each distinct character in S, at most log 2 n + bits to encode each remaining character in S, and at most H + 1 + 1 (2 −1) ln 2 m + O(n log m) bits in total. The key idea is to smooth the relative frequencies of characters when computing their weights.
Like the cited algorithms, both versions of our algorithm take O((H + 1)m) time to encode S.
