Abstract This paper presents a new map joining algorithm and a set of metrics for evaluating the performance of mapping techniques.
Introduction
Recently, many SLAM algorithms that can efficiently solve large-scale SLAM problems have become available (e.g. see [2] and the references therein). Especially, different techniques exploiting the sparseness of the information matrix of the SLAM problem have been shown to significantly reduce the computational cost. One way to achieve sparseness is to keep all or part of the robot poses in the state vector. This, however, results in an increase in the size of the state vector even when the robot is revisiting the previously observed places, which seems to be unnecessary in an ideal SLAM algorithm [3] . Apart from the computational issue, another even more important issue that is receiving attention in the SLAM community is consistency [4] [5] . Recently it has become clear that the major cause of SLAM inconsistency is due to the fact that the Jacobian of observation functions with respect to a feature gets evaluated at different feature location estimates, resulting in the flow of incorrect information to the estimation process [6] [7] . This paper makes two main contributions. The first is a new SLAM algorithm for the mapping of largescale environments by combining local maps -Iterated D-SLAM Map Joining (I-DMJ). The local maps can be generated by any reliable SLAM algorithm (such as Maximum Likelihood (ML) 1 approach). Relationships between the locations of the features in the local map are then extracted and used to build a global map. There are three important features of this algorithm: (1) The global map state vector only contains the feature positions but no robot pose, thus the size of the state vector does not increase when the robot revisits previously observed places. (2) When joining maps I-DMJ ignores the odometry information connecting successive maps. This makes the information matrix for the global map exactly sparse, leading to significant computational advantages. (3) In the global map building process, the Jacobians with respect to the same feature are evaluated at the same feature location estimate, which improves the consistency of the global map estimate.
The second contribution is on quantitatively evaluating the consistency, accuracy and efficiency of mapping algorithms. Although many SLAM algorithms have been published in the literature, currently there is no systematic way to evaluate their performance. In this paper a number of metrics are proposed and the performance of some existing SLAM algorithms and I-DMJ are evaluated using these metrics.
The paper is organized as follows. Section 2 describes the key features of the I-DMJ algorithm. The details of the I-DMJ algorithm is given in Section 3. In Section 4, some metrics used to compare different mapping algorithms are proposed and discussed. Section 5 uses a number of simulation and experimental examples to compare I-DMJ with some other mapping algorithms. Section 6 concludes the paper.
Some key features of I-DMJ algorithm
The I-DMJ algorithm combines the ideas of D-SLAM [1] and Iterated Sparse Local Submap Joining Filter (I-SLSJF) [29] for building feature-only global map. This section lists the key features of the I-DMJ algorithm.
Obtaining relative information from the local map
The local map provides the position of the local features and the final robot pose in a coordinate frame located at the robot start pose when building the local map. This information is first converted into the relative information among the features, such as the distances and angles among the features. Fig. 1 illustrates the physical meaning of the relative information.
Use of relative information among features makes it possible to formulate the map joining problem where the only variables are the feature positions. Thus robot poses are no longer needed in the global state vector.
Use of two common features to link the local maps together
As shown in Fig. 2 , with at least two common features, the relative information gathered from the local maps can be fused together to build a single global map in a common coordinate frame.
Fig. 2 Use common features to link the local maps together
When two consecutive local maps do not contain at least two common features, "admissible local maps" can be constructed from a set of local maps to satisfy this condition. The details of the process required are given in Section 3.3.
Formulating map joining as an optimization problem
Since the local map information has been transferred into relative information among features, the map joining problem can be formulated as a least squares problem. The variables to be estimated are the global position of all the features.
An accurate solution to the optimization problem is obtained by combining Extended Information Filter (EIF) with smoothing. Since the Jacobians with respect to the same feature are evaluated at the same feature location estimate, the consistency of the global map estimate is improved.
Sparse information matrix
Since the map joining problem is a large-scale least squares optimization problem where the information is the relationships among nearby features within a small local map, the information matrix is naturally sparse. Fig. 3 illustrates this. 
The I-DMJ algorithm
This section provides the details of the I-DMJ algorithm.
The input and output
The input to the I-DMJ is a sequence of local maps constructed by some SLAM algorithm, which is the same as that of Sparse Local Submap Joining Filter (SLSJF) [27] and I-SLSJF [29] . A local map is denoted by
whereX L (the superscript 'L' stands for the local map) is an estimate of the state vector
and P L is the associated covariance matrix. The state vector X L contains the robot final pose X L r (the subscript 'r' stands for the robot) and all the local feature positions X L 1 , · · · , X L n , as typically generated by conventional EKF SLAM. The coordinate system of a local map is defined by the robot pose when the building of the local map is started, i.e. the robot starts at the coordinate origin of the local map.
It is assumed that the robot starts to build local map k + 1 as soon as it finishes local map k. Therefore the robot end pose of local map k is the same as the robot start pose of local map k + 1.
The output of I-DMJ is a global map. The global map state vector contains all the feature positions (all the shaded features in Fig. 3 ). The global map result is given in the form of a global state estimate, an information vector and an information matrix.
The overall structure of I-DMJ
The overall structure of I-DMJ is presented in Algorithm 1. 
Combining local maps into "admissible" local maps
The objective of building "admissible" local maps is to make sure there are at least two common features between two consecutive local maps. We therefore check, whether this is already the case. If not, some local maps are combined together (e.g. using I-SLSJF [29] ) to construct one new "admissible" local map. Fig. 4 shows an example of this process. There are less than two common features between local map 1 and local map 2 as well as between local map 2 and local map 3, but there are two common features between local map 3 and local map 4, so local maps 1-3 are combined as a new "admissible" local map 1. The new local map contains all the features involved in local maps 1-3 as well as the final robot pose in local map 3. The coordinate frame of the new local map 1 is the same as that of the old local map 1. 
The steps required for fusing local map into global map
The steps used in fusing admissible local map k + 1 into the global map are listed in Algorithm 2. 
The physical meaning of the distances and angles is shown in Fig. 1 .
The corresponding covariance matrix of the noise on these relative information, P L rel , can be computed by the Jacobian of the relationship between the local map and the relative information (3), together with the covariance matrix of the local map (P L in (1)). The process is the same as that of D-SLAM Map Joining (DMJ) [18] .
Data association
Data association here refers to finding those features present in local map k + 1 that are already included in the global map and their corresponding indices in the global state vector.
Due to the admissibility condition for local maps, there are at least two features in the local map that are already included in the global map. Hence, the local map and the global map can be transferred into the same coordinate system and the data association can be performed in a way similar to the data association in SLSJF [27] . Note that one of the key steps is to recover the covariance sub-matrix corresponding to the possibly matched features.
When the estimation error is too large (e.g. just before closing a large loop), some global localization technique (such as [28] ) is necessary for finding the match between the local map and the global map. [26, §2.7] .
To state it clearly, suppose the features involved in the local map are X 
where X G (k) is the global state vector after fusing local map k, and H(X G (k)) is the vector of relative positions given by
and w map is the zero-mean measurement noise whose covariance matrix is P L rel . So the problem of fusing the admissible local maps 1 to k is to estimate the global state X G (k) using all the local map information (4) for j = 1, · · · , k. This problem can be formulated as a least squares problem:
where (z 
where ∇H j is the Jacobian of the function H j with respect to X G (k) evaluated atX G old (k). In (7), the matrix
is called information matrix. The vector
is called information vector. Note that the information matrix is an exactly sparse matrix, so the state estimateX 3.9 Update the global map using EIF The process of updating the global map using EIF is stated in Algorithm 3. The details is similar to those of SLSJF [27] and I-SLSJF [29] and is omitted here. 
Smoothing by iteration using least squares
Whenever the change of state estimate computed by the EIF is larger than a predefined threshold, a smoothing step is performed. The steps for smoothing using the least squares method are listed in Algorithm 4. When recomputing the information matrix I(k + 1) and the information vector i(k + 1), the most recent global state estimate is used.
Pros and cons of I-DMJ
As compared with ML, the dimension of the state vector in I-DMJ only depends on the number of features and thus is significantly lower. Moreover, the number of global map update operations in I-DMJ is equal to the number of local maps which is only a small fraction of the total number of time steps. In addition, the exact sparseness of the information matrix is still maintained, so the I-DMJ algorithm is computationally very efficient. An obvious question to pose is "what is sacrificed in the proposed I-DMJ algorithm"?
In I-DMJ, the local maps are first transferred into the relative positions information among the local map features, then the relative information is treated as an integrated measurement in the global map building. By doing so, all the features within the same local map have links with each other in the information matrix, where as these feature-to-feature links do not exist in the ML information matrix. That is, while still sparse, the information matrix in I-DMJ is "denser" than that in ML.
More importantly, I-DMJ is actually solving a slightly different optimization problem as compared with the optimization problem solved by ML. When the Gaussian relative information (z Furthermore, in the I-DMJ algorithm, even though the Jacobians are re-evaluated in computing the global map, the Jacobians used to compute P L rel are never reevaluated. Although it can be argued that the effect of this source of linearization error should be minor because the local maps are all with small sizes, the potentially inconsistency due to this still exists.
Since no robot pose is present in the state vector of I-DMJ, the odometry information corresponding to the robot's pose change between consecutive local maps is not used in the map joining. This information loss may result in less accurate estimate as compared with ML. Because most of the odometry information has already been exploited in the local map building process, this information loss is relatively small compared to all the information available, especially when the observation sensor is of good quality and with a high sensing rate.
Overall, there will be some difference between the I-DMJ solution and the ML map solution. How large the difference is mainly depends on the quality of the local maps. To improve the quality of the local maps, we recommend to use ML to build them (and then marginalize out the previous robot poses).
In I-DMJ, the robot poses in the global coordinate frame are not estimated. If it is necessary to estimate the global robot trajectory, the localization process in D-SLAM [1] can be used to obtain an estimate of the coordinate frames of the local maps. Combining the coordinate frames with the local robot trajectory (e.g. from the ML local map), an estimate of the global robot trajectory can be obtained. Alternatively, an estimate of the robot trajectory can be computed by solving a least squares problem with all the feature positions fixed at the I-DMJ estimate 2 . As compared to DMJ [18] , I-DMJ performs some extra smoothing steps aiming to produce more consistent estimates. So the computational cost of I-DMJ is higher than that of DMJ.
In summary, like many other SLAM algorithms, there are some tradeoffs among consistency, accuracy and efficiency in the proposed I-DMJ algorithm. In the next section, we will propose some metrics for quantifying the consistency, accuracy and efficiency of SLAM algorithms such that the tradeoffs of different SLAM algorithms can be compared.
Metrics for quantifying the performance of mapping algorithms
Quantitatively comparing the performance of different mapping algorithms is extremely important for future deployment of mapping in real applications. The performance of an algorithm covers a broad range of aspects. In this paper, we only focus on the performance in terms of consistency, accuracy and efficiency for point feature based SLAM algorithms.
Consistency
For SLAM algorithms, estimate consistency is arguably more important than the computational efficiency of the algorithm. A good SLAM algorithm should always provide some sort of confidence level (such as the covariance) on the estimate computed so that the outcomes can be used effectively in making decisions while giving due consideration to the errors these contain. An inconsistent result can be either overconfident or conservative in terms of the confidence level. It could be argued that overconfident estimates are more harmful than conservative estimates as the resulting decisions based on an overconfident result may lead to mission failure.
A fundamental cause of SLAM inconsistency
Recently, the SLAM consistency issue has been revisited by a number of researchers. It has become clear that the most significant cause of overconfident estimate for a SLAM algorithm is due to the fact that the Jacobian of observation/odometry functions with respect to the same feature/pose gets evaluated at different feature/pose location estimates, resulting in the flow of incorrect information to the estimation process [6] [7] . Some examples are given in the following to explain this.
Sequential update vs batch update of the EKF SLAM.
Assume that the robot can observe more than one features at some observation points and the sequential update uses the observations one by one to update the state estimate. Instead, the batch update strategy uses all the observations made at the same observation point as an integrated observation and updates the state only once. During sequential updates, the estimate of the current robot pose (the observation point) is changed slightly after each update step, so the Jacobian with respect to the current robot pose is evaluated at slightly different values at each update step. This makes the EKF with sequential update overconfident. Fig. 6(a) and Fig. 6(b) show that the behaviour of the two algorithms is significantly different. This is remarkable, since with sequential EKF Jacobians are evaluated with a later, i.e. more precise estimate as linearization point. The implication is that evaluating the Jacobian at the same linearization point is more important than evaluating it at a good linearization point [7] .
EKF SLAM vs ML. In the EKF algorithm (using batch update), when the observations made from different poses to the same feature are used to update the estimate, the Jacobians with respect to the same feature are evaluated at different estimate values. Since the previous poses are not included in the traditional SLAM state vector, this issue cannot be avoided and thus EKF performs worse than ML, in which all the robot poses are included in the state vector and the Jacobians can be re-evaluated at any time step. Fig. 7(a) and Fig.  7(b) show the large difference between the performance of the two algorithms.
SLSJF vs I-SLSJF.
In SLSJF [27] , a single EIF is used for the global map estimation and the Jacobians are never recomputed, so the same issue arises. I-SLSJF [29] overcomes this issue by recomputing the Jacobians and information matrices whenever it is found necessary. The examples in [29] show the improvement of I-SLSJF over SLSJF.
DMJ [18] vs I-DMJ. Similar to the above, I-DMJ does smoothing and iterations by recomputing the Jacobians whenever necessary and thus performs better than the DMJ algorithm. Fig. 8(b) and Fig. 8(d) show that the behaviour of the two algorithms is different.
Quantification of estimation consistency in simulation
The consistency of an algorithm can be examined in simulation by performing Monte Carlo runs. For example, it is possible to perform a large number of simulations with independent sensor noises and use the resulting state estimates as samples to generate the error covariance. Comparing this covariance with the one obtained from the mapping algorithm will give us a quantitative measure of the consistency of the mapping algorithm. The comparison between the two covariances can be performed by calculating the generalized eigenvalue spectrum of one covariance matrix relative to the other [3] . Another way to quantify the consistency is to compute the average normalised estimation error squared (NEES) of different runs [4] , and then perform a χ 2 (chisquare) test. More discussion on these two approaches are given in the following sections. In Section 5, we use a small simulation data set to demonstrate the two approaches.
For large-scale problems where performing Monte Carlo simulations is very time consuming, a simpler (but inadequate because the error sequence is correlated [4] ) consistency check can be performed by examining the sequence of NEES over a single simulation run. Although this is not adequate for consistency check of a particular algorithm, it may still be used to compare the consistency of different algorithms. In Section 5, the consistency of different algorithms are compared using this strategy with some larger simulation data sets.
Comparison of covariances using generalized eigenvalues
The NEES is a single number which should have a χ 2 (2N ) distribution (where N is the number of features in the map) and allows us to assess the consistency of a 2N -dimensional map estimate. However, it combines the error in all 2N dimensions into one number. Thus NEES is not able to adequately deal with the scenario where some aspect of the estimate was overconfident and some aspect was conservative.
Is there a way to assess the consistency in all aspects of the map? There is [3] , but more data is needed to do so. The algorithm must be run many times with independent measurement noise, so the error covariance of the algorithm's estimate can be estimated by Monte Carlo simulation as
where r is the number of Monte Carlo runs,x l is the estimate from the l-th run and x is the ground truth.
Ideally,x l and x should be the estimate and the ground truth of the whole map X G but then too many Monte Carlo runs are necessary to approximate the error covariance of the estimate of the 2N -dimensional map. So in the simulation example in Section 5.1.1, x only represents the positions of 3 selected features.
Let P be the average of the algorithm's own covariance given bȳ
where P l is the covariance of the l-th run. Now for every direction g in state space, i.e. every aspect of the map, we are interested in the actual error g T P M C g of the algorithm as compared to the estimated error g TP g. If the ratio
is > 1, then the algorithm is overconfident in direction g; if the ratio is < 1, then the algorithm is conservative in direction g. Now, the key point is, that the value ruc(g) for different g can be characterized by the so-called generalized eigenvalues λ i and eigenvectors
These have the following properties
This means, the v i are uncorrelated directions both in P M C andP and have ruc(v i ) = √ λ i as error ratio.
Hence the spectrum of generalized eigenvalues λ i characterizes the consistency in every aspect of the map in a very concise way.
With the same method one can also compare the error of one algorithm relative to another algorithm in all aspects of the map, simply by considering the covariances obtained by (10) for both algorithms.
Relation between NEES and generalized eigenvalues
The question arises, whether there is a relation between NEES as a one-number indicator of consistency and the λ i . Indeed, roughly the sum 2N i=1 λ i equals the average NEES. The term "roughly" corresponds to the following: Normally, if one conducts r Monte-Carlo runs of an algorithm one would compute the average NEES as
i.e. would use the l-th estimate (x l ) and l-th covariance (P l ) to compute the l-th NEES. However, while the estimation errors are completely different each run, P l should be roughly the same, since it would be exactly the same in the linear case. So (16) is approximately
withP given by (11). Now we prove that this approximate of NEES is equal to the sum of the generalized eigenvalues, that is
Let LL T =P be the Cholesky-decomposition ofP .
So,
. With this we can conclude, that
In Tables 2, both the average NEES and the sum of the eigenvalues are presented to show that they are "roughly" equal.
Quantification of estimation consistency in experimental results
Evaluating the consistency of an estimator on an experimental data set is almost impossible. One reason is that ground truth is normally not available. Another reason is that it is almost impossible to repeat the same experiment (with the same trajectory but different independent noise) many times.
Although a proper quantification of algorithm consistency using a single experimental data is unlikely to be available, it is possible to perform some checks on the estimation results to provide some indication of whether the estimate might be consistent or not. These are discussed in the following.
If the ground truth of the feature positions is available, then the sequence of NEES over the different steps can be used to perform a consistency check. When the ground truth of the feature positions is not available but some other ground truth information related to the true feature positions is available, some consistency checks are possible. Two examples are given below.
Case 1: the relative information among a few features (together with the associated uncertainties) is available. This information can be obtained by, for example, measuring the distances between these features by hand.
The relative information Z is a function of the state vector X (the state vector X of a mapping algorithm may also contain some robot poses but it should contain all the feature positions). We use F (X) to express this function. Denote the relative information available aŝ Z with a covariance matrix P Z representing its uncertainty. Then the information available can be expressed as
From the estimation result of the algorithm, the state estimateX and the corresponding covariance matrix P X , we can get an estimate of F (X), F (X), together with a covariance matrix P ZX . One simple way to compute P ZX is using P ZX = F X P X F T X where F X is the Jacobian of the function F with respect to X evaluated atX.
Suppose the mapping algorithm is consistent, then
and
provided thatX is close enough to X and the linearization is applicable.
From (23) and (21), we can perform a χ 2 (chi-square) test by computing
and comparing it with the 99% (or 95%) probability concentration region of a χ 2 distribution with dim(F (X)) degrees of freedom.
Case 2: true data associations between some measurements are available. In this case, the correct data association information can be used for a consistency check.
Suppose the correct data association tells that f 1 and f 2 are the same feature. We can first implement a mapping algorithm assuming f 1 and f 2 are two different features and obtain the state estimateX and the corresponding covariance matrix P X . The difference between the two feature positions can be expressed as a function of the state vector,
where X f 1 and X f 1 denote the positions of features f 1 and f 2 , respectively. So an estimate of d and the associated covariance matrix can be obtained bŷ
where G X is the Jacobian of G evaluated atX. Suppose the mapping algorithm is consistent, then because the true value of d is 0, then
should pass the χ 2 test with 2 degrees of freedom (for 2D feature mapping).
This approach can be generalized to using the true data association of a few pairs of features for a consistency check.
In summary, any ground truth information related to the state vector can be used to perform a check on the algorithm consistency. Obviously, passing the check does not mean the algorithm is absolutely consistent.
Please note that for both the above two cases, the whole covariance P X is not necessary for the consistency check. It is only required that covariance submatrix corresponding to the related features is available. Thus the approaches can be applied to information filter based algorithms where the whole covariance matrix is not maintained (efficient covariance submatrix recovery techniques are available in [16] [27], for example).
Accuracy

Quantification of estimation accuracy in simulation
If both algorithms are consistent, then the accuracy comparison can be done by comparing the covariance matrices produced by the two algorithms. In simulation, the best way is to perform Monte Carlo runs and compare the P M C in (10) from the two algorithms. The two covariance matrices can be properly compared by computing the generalized eigenvalues. As "the minimal uncertainty that could be theoretically derived from the information available" is from the optimal ML estimate, it is reasonable to treat the ML covariance matrix as a benchmark [3] .
Quantification of estimation accuracy in experiments
The accuracy comparison of different algorithms using only one experimental data is extremely difficult (and even impossible) when the ground truth of the feature positions is not available, mainly because that the consistency can not be checked properly.
When the ground truth of data association and the statistical properties of the sensor noises on odometry and observations are available, it can be argued that the best solution one can achieve is the ML solution that minimizes the χ 2 error defined by
where X f denotes all the feature positions and X r denotes all the robot poses, Since on the one hand this minimum, i.e. the ML solution is on average the best estimate and on the other hand, any other estimateX has by definition a higher χ 2 error, one could view the difference
as an indicator of how much worseX is compared to the ML solution.
According to [26, §15.6 , Theorem C], ∆χ 2 (X) is distributed as a chi-square distribution with dim(X) degree of freedom. So the ratio
is a rough indicator of the error ofX relative to ML, given that the assumptions underlying ML hold. The discussion so far covers estimates such as ML, that include all features and robot poses. Often we have an estimateX f without robot poses. Then the robot poses X r have to be estimated by minimizing the χ 2 error and dim(X) is replaced by dim(X f ) [26, §15.6, Theorem D]. The relevant ratio to be used in that case is
Efficiency
Currently many efficient SLAM algorithms are based on exploiting the sparseness of the information matrix. Some common techniques proposed include factorization (either QR or Cholesky) [8] , incrementally construction of factorization [16] [27], reordering of state vector [8] [27], divided and conquer [15] or tree representation [21] [30], etc. Although some algorithm claims O(n) or O(log n) computational cost, the meaning of n varies from algorithm to algorithm and the constant involved might be extremely large for some algorithms. Moreover, it can be argued that it is impossible to achieve O(n) computational cost in some worse case scenarios (e.g. "mowing the lawn" case) due to the general O(n 1.5 ) cost of planar grids [20] .
Since the actual computational time also depends on how the algorithm is implemented and optimized, sometimes it does not make too much sense to simply compare the execution time of different algorithms.
For SLAM algorithms that exploit sparse information matrices, both the computational cost and storage requirement highly depends on the number of non-zero elements in the information matrix and the times these non-zero elements are accessed in the algorithm. So in this paper, it is proposed that (i) the number of nonzero elements in the final information matrix, and (ii) the total times of access to the non-zero elements of the information matrices, be used as two indicators of the efficiency of an algorithm. Table 1 summarizes some key factors that affect the number of non-zero elements in the information matrix and the number of times the non-zero elements are accessed by various SLAM algorithms. It should be noted that by incrementally constructing the information matrix (or its factorization), the total number of times the non-zero elements are accessed is significantly reduced. However, this is also one of the major causes of the inconsistency as pointed out in Section 4.1.1.
Simulation and experiment results
In this section, simulation and experiment results are provided to compare a number of SLAM algorithms including I-DMJ in terms of consistency, accuracy and efficiency using the metrics proposed in the previous section.
Simulation results
Although experimental implementation and evaluation is an essential element of any practical robotic algorithm, simulation is arguably more suitable for evaluating the consistency of different SLAM algorithms because of the availability of the ground truth and the feasibility of repeating the simulation as many times as required. 
Simulation with 535 time steps
This small data set is used to perform a comparison of the consistency and accuracy of different algorithms.
The small simulation environment contains 196 nearly uniformly distributed features. The robot starts from the bottom-left corner of the square and finishes at the top-right corner (no loop closure) as shown in Fig. 5 . The range-bearing sensor is assumed to have a field of view of 180 degrees.
A sensor range of 3 meters was first used. Five thousand simulation data sets were generated (each with the same parameters but different random seeds for the noises). Five different algorithms (EKF with sequential update, EKF with batch update, I-DMJ, I-SLSJF, and ML) were applied to the 5000 data sets and 5000 estimates were generated by each algorithm. For I-DMJ and I-SLSJF, five local maps were first built by EKF and then fused together.
For each algorithm, the 5000 estimates were used to compute the P M C in (10) . This value of P M C was compared with the average covariance matrixP in (11) generated from the same algorithm for evaluating the consistency. The first half of Table 2 shows the results of the comparison using generalized eigenvalues. It can be seen that EKF with sequential update is obviously inconsistent with the maximal eigenvalue 122.9897 1. EKF with batch update is also over confident with maximal eigenvalue 3.2304 > 1. While I-DMJ, I-SLSJF and ML are much better in terms of consistency.
For the accuracy comparison, the P M C from each algorithm is compared to the P M C of ML using the generalized eigenvalue approach. First half of Table 3 shows the results. It is clear that the accuracy of both I-DMJ and I-SLSJF is acceptable because the minimal eigenvalues and the maximal eigenvalues are all close to 1. [16] , 2N + 3p p, number of observations incrementally build up factorization I-SLSJF [29] 2N + 3s s, number of features in the local maps number of smoothing steps SLSJF [27] 2N + 3s s, number of features in the local maps incrementally build up information matrix I-DMJ 2N number of features in the local maps number of smoothing steps DMJ [18] 2N number of features in the local maps incrementally build up information matrix D-SLAM [1] 2N number of features observed at the same pose incrementally build up information matrix ESEIF [9] 2N + 3 number of features observed at the same pose, incrementally build up information matrix limit on the number of "active features" ( [9] ) Table 3 The accuracy check for different algorithms using the 535 step simulation data. λ i is the generalized eigenvalue of
(of the 3 selected features). The upper/lower half of the table is the result when sensor range is 3m/3.5m. Second half of Table 2 and Table 3 show the corresponding results when the sensor range is increased to 3.5m with all the other parameters kept the same. In this case, most of the algorithms provide reasonable results. The consistency of the EKF with sequential update is much better because the maximal λ i is 1.5697. Comparing the P M C obtained from different algorithms with that from ML, we can see that the accuracy of different algorithms are also acceptable.
3m EKF(S) EKF(B) I-DMJ I-SLSJF ML
The reason why this small increase in sensor range improves the performance significantly is due to the fact that: (1) the turn rate error is relatively large, with variance of 4 degrees per second, (2) the feature density is around 3m each feature. For EKF with 3m sensor range, the robot can only observe one feature in many of the steps (850 feature observations in 535 steps), thus the accumulated process noise is not able to be reduced by observations. But when the sensor range is 3.5m, the robot can observe at least two features at each step (1130 feature observations in 535 steps), which is very helpful in locating the robot. For map joining algorithms, the accumulated process noises in the local maps is limited and the smoothing and iteration further reduce the effects of noisy controls.
More simulation results
More simulations were conducted to evaluate the performance of different SLAM algorithms. Table 4 summarizes the different data sets used for the simulations. Table 5 shows the results of the consistency evaluation for different algorithms using the different data sets by examining the sequence of NEES over the simulation run. Here a pass/fail means the NEES of the final estimate is smaller/larger than the corresponding (onesided) 99% confidence gate. The total number of passes and the total number of evaluations (one evaluation per step) are shown in the parentheses.
The 3433 time steps data set shows that EKF using batch update performs better than sequential update in terms of consistency. Fig. 6(a) shows the map generated by EKF with sequential update while Fig. 6(b) shows the map generated by EKF with batch update.
The 8240 time steps data set shows that EKF using batch update may fail but map joining algorithms I-DMJ and I-SLSJF perform adequately. Fig. 7(a) and Fig. 7(b) show the maps generated by EKF with batch update and ML, respectively. The results of I-DMJ and I-SLSJF are similar to that of ML and are not shown.
The 35187 time steps data set shows that the I-DMJ and I-SLSJF can efficiently produce consistent and accurate maps for very large-scale SLAM problems. However, without smoothing and iteration, both the DMJ and SLSJF algorithms fail for this data set. Fig. 8(a) shows the map generated by DMJ while Fig. 8(c) shows the map generated by I-DMJ. Close examination of the maps show that DMJ estimates are over confident. Table 8 compares the non-zero elements in the final information matrix and the total times the non-zero elements have been accessed in different algorithms using the different data sets. This gives an indication of the efficiency of different algorithms. 
Experimental results using DLR-Spatial-Cognition data set
The DLR-Spatial-Cognition data set 4 is collected using a robot equipped with a camera. The robot was moved around in the building with artificial landmarks (white/black circles) placed on the ground. The image data has been preprocessed and the relative position of the observed landmarks with respect to the observation point are provided. The odometry information is also available from the data set in the form of relative poses between every two consecutive poses. The correct data association is given in the data set and it is not performed here in this paper. In this data set, there are p = 3298 robot poses, n = 576 landmarks and m = 14309 measurements. Fig. 9(a) shows the map generated by ML. The data is separated into 200 parts and each part of the data is used to build a small local map by ML. Fig. 9(b) shows the global map obtained by joining the 200 local maps using I-DMJ (189 admissible local maps were constructed from the 200 local maps using the process described in Section 3.3).
Consistency comparison
EKF and I-SLSJF are also implemented using this data set. By overlapping the EKF map, I-DMJ map and I-SLSJF map with the ML map, the differences between the estimated feature positions become clear (see Fig.  9 (c) to Fig. 9(h) ).
For the consistency comparison, we follow the idea presented in Section 4.1.5.
For this data set, the relative position among four features (basically in the 4 corners of the building, see Fig. 10 ) are measured by hand. The position is given in a coordinate system aligned with the building walls with the outdoor section on the right side. Hence the positions are not given in the SLAM coordinate system, which has the not precisely known starting pose as the origin. Now the approach described in Case 1 in Section 4.1.5 is used to evaluate the consistency of the different algorithms. The first row of Table 6 shows the χ 2 test of the four algorithms. It can be seen that all the algorithms fail the test. This may mean that none of the mapping results is of good quality as compared with the ground truth.
We also did a consistency check using the ground truth data association following the process described in Case 2 in Section 4.1.5. For this data set, the largest loop is closed at step 2398 when feature with ID 174 is re-observed. To compare the consistency of the different algorithms, we deliberately change the observation made at step 2398 (the feature ID 174 is changed to 999) such that the algorithms will treat this feature as a new feature and the loop will not be closed. Using the data up to 2398 steps (with the last step data changed), the estimation results from different algorithms are obtained. Fig. 11 (a) to Fig. 11(d) show the maps and the 2σ covariance ellipses of the two features (actually they are the same feature). The second row of Table 6 shows the χ 2 tests of the null hypothesis that the two features are the same. It can be seen that the EKF result fails the test but the other three solutions appears to be reasonable.
This explains the loop closing χ 2 tests in Table 6 but not the large inconsistency with ground truth. Further investigations revealed as scaling error in feature distances [31, §6.2.5] which can indeed cause inconsistency with ground truth but not with loop-closure.
Accuracy comparison
For accuracy comparison, we use the approach as discussed in Section 4.2.2. Table 7 shows the χ 2 errors from different algorithms. In theory, the exact minimum of the χ 2 error should be 2n M − 2n X = 27466 (the dimension of the measurements minus the dimension of the state) on average. This indicates that the measurement covariances in the data set are overconfident by a factor of 56871/27466 = 2.07. Table 7 also shows the error ratio relative to ML as defined by (30) . It can be seen that the additional error introduced by I-DMJ is significantly larger than that of I-SLSJF and EKF. Table 8 compares the number of non-zero elements and the times of access to the non-zeros for each algorithms. For this data set, the number of non-zeros for I-DMJ (I-SLSJF) is around 1/6 (1/3) of the non-zeros for ML. The times of access to the non-zeros for I-DMJ (I-SLSJF) is around 1/70 (1/35) of that of ML.
Efficiency comparison
Experimental results using Victoria Park data set
The I-DMJ, I-SLSJF, ML and EKF algorithms were also applied to the popular Victoria Park data set which was first used in [17] . Due to the presence of "moving" features, different SLAM algorithms obtain slightly different data association results and it is impossible to be certain as to the correct data associations in this data set. In this paper, the odometry information and the observations made from the 6898 poses to 299 good quality features are used (the others are treated as outliers) and the same Fig. 12(a) presents the vehicle poses and the feature position estimates using ML. Two hundred local maps are built by ML. Fig. 12(b) shows the global map obtained by joining the 200 local maps using I-DMJ.
Consistency comparison
EKF and I-SLSJF are also implemented using this data set. The EKF map, I-DMJ map, and I-SLSJF map are overlapped with the ML map in Fig. 12(c), Fig. 12(e) , and Fig. 12(g) , respectively. It can be seen that the estimates of different algorithms are almost identical. Close look at the maps show that the covariance ellipses obtained by EKF, I-DMJ and I-SLSJF are slightly smaller than that from ML, meaning that the three algorithms are slightly over confident on their estimates.
Accuracy comparison
The second row of Table 7 shows the χ 2 errors and error ratios relative to ML from different algorithms. Their difference from the ML χ 2 error are all very small. This may be due to the clean sensor data used and the accuracy of the laser sensors. Table 8 compares the size of the state vector, the number of non-zeros in the sparse information matrix, and the total times the non-zeros have been accessed. It is clear that the computational cost of I-DMJ and I-SLSJF are significantly less than that of EKF and ML. 5 
Efficiency comparison
For
Victoria Park data set, we have made the preprocessed sensor data and the parameters we used in this paper available on the website: http://services.eng.uts.edu.au/˜sdhuang/research.htm. We hope this is useful for people to get a quick start in implementing their SLAM algorithm to this data set, although there is no guarantee that the data and parameters are 100% accurate.
Conclusion
This paper first introduced a new local map joining algorithm -I-DMJ, then the metrics for comparing the consistency, accuracy and efficiency of different mapping algorithms are proposed. These metrics are applied to compare the I-DMJ algorithm with some existing SLAM algorithms.
Simulation results show that both the generalized eigenvalue approach and the NEES approach are capable of providing a good indication of the consistency of different algorithms. However, comparing the consistency of algorithms using experimental data is extremely difficult. Only some necessary conditions for algorithm consistency can be evaluated unless the ground truths of data association, feature positions and robot trajectory are all available. The total times the nonzero elements in the information matrices are accessed appears to be a good metric for computational cost.
In comparison to many other mapping algorithms, it appears that I-DMJ provides a good balance in the tradeoffs among consistency, accuracy and efficiency. In most of the simulation and experimental scenarios, I-DMJ can efficiently produce estimates with acceptable consistency and accuracy.
Many improvements can be made to the I-DMJ algorithm to reduce the computational cost further, for example, by exploiting the idea of divide and conquer [15] [23] or treemap representation [21] for the map joining instead of the sequential map joining approach used now. However, how to solve the data association problem when using these strategies is a research issue. That needs to be addressed in the future.
It should be noted that this paper focuses only on point feature based SLAM algorithms. Also, it is mainly concerned with theoretical evaluation of different algorithms instead of their practical applications. Further work is necessary to analyze the performance metrics of the SLAM algorithms in real applications using more experimental data. Table 8 Compare the dimension of the state vector, the number of non-zero elements in the final information matrix, and the total number of access to the non-zero elements in the information matrix (covariance matrix) 
