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Abstract
This paper provides the mathematical expectation for the number of real zeros of
an algebraic polynomial with non-identical random coefficients. We assume that the
coefficients {aj }n−1j=0 of the polynomial T (x) = a0 + a1x + a2x2 + · · · + an−1xn−1 are
normally distributed, with mean E(aj )= µj+1, where µ = 0, and constant non-zero
variance. It is shown that the behaviour of the random polynomial is independent of the
variance on the interval (−1,1); it differs, however, for the cases of |µ|< 1 and |µ|> 1. On
the intervals (−∞,−1) and (1,∞) we find the expected number of real zeros is governed
by an interesting relationship between the means of the coefficients and their common
variance. Our result is consistent with those of previous works for identically distributed
coefficients, in that the expected number of real zeros for µ = 0 is half of that for µ = 0.
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1. Introduction
There has been much interest, from both the mathematical and the probabilistic
view, as well as the physical aspect and application, in real zeros of the polynomial
T (x)=
n−1∑
j=0
ajx
j , (1.1)
where the random coefficients a0, a1, . . . , an−1 are normal random variables.
However, with the exception of a few, in almost all the works the distribution of
the coefficients is assumed to be identical. For identical coefficients these include
the pioneering work of Kac [1], which has been followed by the recent work of
Wilkins [2] for the normal case, and its interesting and significant generalization
of the case of the domain of attraction of the normal and the stable laws analysed
by Logan and Shepp [3,4]. The case of random complex coefficients of (1.1)
is studied by Forrester and Honner [5] and Ramponi [6] for their physical
applications, and by Farahmand, and Jahangiri [7] for their mathematical interest.
The latter assume non-identical distribution for the coefficients. A comprehensive
review of the earlier works on random polynomials can be found in [8]. For non-
identically distributed coefficients, in order to be able to carry out the analysis
successfully, only a few special cases are studied. The main results so far for the
case of non-identical coefficients is when the mean of aj is zero and its variance
is
(
n
j
)
. Introduced in the substantial research expository work by Edelman and
Kostlan [9] and motivated by their applications in physics these forms of (1.1) are
discussed in [10]. An updated review of the entire subject and the above works
can be found in [11]. From the latter it may be surprising to note that very little
is known about polynomials of the form in (1.1) with non-identically distributed
coefficients. However, upon closer examination it can be seen that the analysis
involved in estimation of the integrations for the non-identical case is at a different
level of difficulty compared with that for identically distributed coefficients.
Also it is known (see, for example, [11,12]), that for sufficiently large n, in the
identical case, when the mean of the coefficients µ = E(aj ), j = 1,2, . . . , n,
assumes any non-zero value, the expected number of real zeros reduces from
(2/π) logn for the case of µ= 0 to half of that, (1/π) logn, for the case of µ = 0.
It is interesting that, in fact, for µ = 0 the number of zeros which occur on the
positive line is significantly reduced, while this number on the negative line is
invariant.
Therefore it is of special interest to examine the case of non-identically
distributed coefficients when the means are non-zero. To this end we assume the
random coefficients a0, a1, . . . , an−1 are independent, normally distributed, with
their means satisfying the generic equation
E(aj )= µj+1, j = 0,1, . . . , n− 1,
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where µ = 0. Furthermore, these coefficients have the same non-zero constant
variance var(aj ) = σ 2. The number of zeros of T (x) on the interval (α,β) will
be denoted N(α,β), where multiple zeros are counted only once. Later we will
prove the following theorem.
Theorem 1. If the coefficients of T (x) in (1.1) are as outlined above, then the
mathematical expectation of N(α,β), denoted EN(α,β), satisfies
EN(0,1)= EN(−1,0)∼ (1/2π) logn, for |µ|< 1− δ,
EN(0,1)= EN(−1,0)= o(√logn ), for |µ|> 1+ δ,
EN(1,∞)= EN(−∞,−1)∼ (1/2π) logn, for |µ|> (1− δ)−1,
and
EN(1,∞)= EN(−∞,−1)= o(√logn ), for |µ|< (1+ δ)−1,
where δ represents a small positive constant bounded away from zero.
The results indicate that no separate behaviour exists for the intervals (−∞,0)
and (0,∞). However, the behaviour is different for |µ|< 1 and |µ|> 1. Without
loss of generality we assume that 0 = µ = 1. Given that µ= 1 yields identically
distributed coefficients when E(aj ) = µj+1, we can see that the finding of
Farahmand [12] applies in this case, i.e., EN(−∞,∞)∼ (1/π) logn. Similarly,
we can say that for µ= 0, EN(−∞,∞)∼ (2/π) logn.
2. Mathematical preliminaries
Farahmand and Hannigan [13] obtained an extension of the Kac–Rice formula,
first detailed by Rice [14], for a polynomial of the form (1.1), where the identi-
cally, normally distributed random coefficients have a non-zero mean. Although
in this case we study a polynomial that has non-identically distributed coefficients,
we can utilise the same Kac–Rice formula. To this end, it is convenient to define
the variances and covariance as follows:
A2 = var{T (x)} =A21 +A22,
B2 = var{T ′(x)} = B21 +B22 ,
C = cov{T (x), T ′(x)} = C1 +C2,
and
∆2 =A2B2 −C2.
The sub-elements outlined above may be expressed as
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A21 = σ 2/(1− x2), (2.1)
A22 = σ 2x2n/(x2 − 1), (2.2)
C1 = σ 2x/(1− x2)2, (2.3)
C2 = σ 2x2n−1
{
(n− 1)x2 − n}/(x2 − 1)2. (2.4)
The algebra involved later is significantly simplified by a further subdivision of
the B2 term, that is
B21 = B211 +B212
and
B22 = B221 +B222,
where
B211 = σ 2x2/(1− x2)3, (2.5)
B212 = σ 2/(1− x2)3, (2.6)
B221 = σ 2x2n−2
{
(n− 1)x2 − n}2/(x2 − 1)3, (2.7)
B222 = σ 2x2n/(x2 − 1)3. (2.8)
The quantities are defined as above to enable easy identification of the domi-
nant terms on the different intervals of x . The elements A21, B
2
1 , and C1 are the
dominant portions of A2, B2, and C, respectively, on almost the entire interval
(−1,1). Similarly, A22, B22 , and C2 are the dominant portions of A2, B2, and C,
respectively, on a very large part of the intervals (−∞,−1) and (1,∞). The ex-
ceptions occur on small intervals around +1 and −1.
The expected values that make this problem unique are defined as
m=E{T (x)}
and
m′ =E{T ′(x)}.
These definitions can easily be expanded to show that
m= µ
n−1∑
j=0
(µx)j = µ((µx)n − 1)/(µx − 1)
and
m′ =µ2
n−1∑
j=0
j (µx)j−1
=µ2{n(µx)n−1/(µx − 1)− ((µx)n − 1)/(µx − 1)2}.
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The dominant elements of m and m′ are influenced not only by x , but also by µ.
It proves advantageous to label these sub-elements in a different way, that is
m=mA +mB
and
m′ =m′A +m′B,
where
mA = µ/(1−µx), (2.9)
mB = µ(µx)n/(µx − 1), (2.10)
m′A = µ2/(1−µx)2, (2.11)
and
m′B =
nµ2(µx)n−1
µx − 1
{
1− µx
n(µx − 1)
}
. (2.12)
The additional subdivisions of B2 prove very useful since we also find that
C1 = B11A1 (2.13)
and
C2 = B21A2. (2.14)
The variance, covariance and mean elements detailed above greatly facilitate the
proof of Theorem 1. The appropriate Kac–Rice formula may now be expressed as
(see, for example, [13])
EN(α,β)=
β∫
α
(
∆/πA2
)
exp
{−[A2(m′)2 +B2m2 − 2Cmm′]/2∆2}dx
+
β∫
α
(√
2/π
)(
A2m′ −Cm)A−3 exp(−m2/2A2)
× erf([A2m′ −Cm]/A∆√2 )dx
= I1(α,β)+ I2(α,β). (2.15)
In fact, (2.15) is a special case of the formula of elegant appearance given for a
more general case in [9, p. 23].
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3. Proof of Theorem 1
In order to prove Theorem 1 we must find the expected number of zeros on
the four intervals (−∞,−1), (−1,0), (0,1), and (1,∞). In Lemma 1 below, we
present a result that reduces the proof of Theorem 1 to a consideration of the
interval (0,1) only. The proof of Lemma 1 requires a notation that recognises
the importance of the probability distribution parameters µ and σ . We denote the
number of zeros of T (x) given in (1.1), on the interval (α,β), as N(µ,σ)(α,β) for
the non-identically distributed coefficients outlined earlier.
Lemma 1. For the random coefficients of T (x) in (1.1) as outlined above, the
mathematical expectation of N(µ,σ)(α,β), denoted EN(µ,σ )(α,β), satisfies the
following identities:
EN(µ,σ )(a, b)= EN(−µ,σ)(−b,−a)
and
EN(µ,σ )(a, b)= EN(1/µ,σ/ν)(1/b,1/a),
where ν = µn+1.
Proof. It is evident that
T (−x)=
n−1∑
j=0
aj (−x)j =
n−1∑
j=0
(−1)j ajxj .
Then (−1)jaj , the j th coefficient of the random polynomial T (−x), has mean
−(−µ)j+1 and variance σ 2. This yields the proof of the first part of the lemma.
Also, using an alternative transform we can show
T (1/x)=
n−1∑
j=0
aj (1/x)j = (µn+1/xn−1)
n−1∑
j=0
(aj /µ
n+1)xn−j−1.
Therefore, the number of real zeros of T (1/x) is the same as that of
n−1∑
j=0
(aj /µ
n+1)xn−j−1.
Now since the j th coefficient of the latter polynomial possesses mean µj−n and
variance σ 2/µ2n+2, we have the proof of the lemma. ✷
The results of Lemma 1 mean that to prove Theorem 1 it is sufficient to
determine the asymptotic behaviour of EN(0,1), and then to use this to establish
the values of EN(−1,0), EN(1,∞), and EN(−∞,−1). To derive results for
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EN(0,1) we treat the |µ| < 1 − δ and |µ| > 1 + δ cases separately. When
necessary we present distinct analysis for µ positive and µ negative.
To proceed with finding the asymptotic value of the expected number of zeros
on the interval (0,1) we subdivide the interval. To this end, let 0 < x < 1 − ε,
where εn ≡ ε = n−α and α is any positive value smaller than one and arbitrary at
this point. For all sufficiently large n,
xn < (1− ε)n = (1− n−α)n  exp(−n1−α).
For x ∈ (0,1−ε), from (2.2), (2.4), (2.7), and (2.8) for sufficiently large n we can
show
A22 =O
{
σ 2nα exp(−2n1−α)},
B221 =O
{
σ 2n2+3α exp(−2n1−α)},
B222 =O
{
σ 2n2α exp(−2n1−α)},
and
C2 =O
{
σ 2n1+2α exp(−2n1−α)}.
On the interval (0,1− ε), when |µ|< 1− δ, we can also show
mB =O
{
µn+1nα exp(−n1−α)}
and
m′B =O
{
µn+1n1+α exp(−n1−α)}.
Choosing α = 1− log logn10/ logn, we have
exp(−n1−α)= n−10
for all sufficiently large n, and hence
xn  n−10.
The quantities A21, B
2
11, B
2
12, and C1 remain as defined in (2.1), (2.3), (2.5), and
(2.6), respectively. Utilising these properties of the A2, B2, and C terms together
with (2.13) and (2.15) we have
I1(0,1− ε)
∼
1−ε∫
0
(
∆/πA21
)
exp
[{−B21m2 + 2C1mm′ −A21(m′)2}/2∆2]dx
=
1−ε∫
0
(
∆/πA21
)
exp
[−{(B11m−A1m′)2 + (B12m)2}/2∆2]dx (3.1)
for |µ|< 1− δ.
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For x ∈ (0,1− ε) it can be shown that
∆2 ∼A21B212 = σ 4/(1− x2)4. (3.2)
Hence, from (2.1), (3.1), and (3.2) we know that
I1(0,1− ε)
1−ε∫
0
∆/πA21 dx ∼ π−1
1−ε∫
0
(1− x2)−2 dx
= (2π)−1 logn+O(log logn). (3.3)
At this point we further subdivide (0,1 − ε) into the subintervals (0,1 −
1/ logn) and (1− 1/ logn,1− ε). On the interval (0,1− ε), with |µ|< 1− δ, we
can establish from (2.9), (2.11), (3.1), and (3.2) that for large n,
I1(0,1− ε) π−1
1−ε∫
1−1/ logn
(1− x2)−1 exp{−µ2(1− x2)
× [(x −µ)2 + (1−µx)2]/2σ 2(1−µx)4}dx. (3.4)
Concentrating on (x −µ)2 + (1−µx)2 it can easily be shown that
(x −µ)2 + (1−µx)2 < 2(1−µx)2 for 0 <µ< 1− δ (3.5)
and
(x −µ)2 + (1−µx)2 < 2(x −µ)2 for −1+ δ < µ< 0. (3.6)
We note that 2(1− x) > 1− x2 on the interval 0 < x < 1− ε. For 0 <µ< 1− δ
we utilise the fact (1−µx)2 > (1−µ)2. Hence for large n we can establish that,
when 0 <µ< 1− δ,
I1(0,1− ε)
> (2π)−1
1−ε∫
1−1/ logn
(1− x)−1 exp{−2µ2(1− x)/σ 2(1−µ)2}dx.
Given that the exponential component of this integral is an increasing function of
x on this interval, we can use the lower limit of the integral to obtain
I1(0,1− ε) > exp
{−2µ2/σ 2(1−µ)2 logn}(2π)−1
1−ε∫
1−1/ logn
(1− x)−1 dx
= exp{−2µ2/σ 2(1−µ)2 logn}(2π)−1[logn+O(log logn)]
= [1+O(logn)−1](2π)−1[logn+O(log logn)],
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when 0 <µ< 1− δ. Hence, for 0 <µ< 1− δ,
I1(0,1− ε) > (2π)−1 logn+O(log logn). (3.7)
For −1+ δ < µ< 0, using the inequality (x −µ)2 < (1−µ)2, together with the
simple analysis outlined above at (3.4), (3.6) and immediately afterwards, we can
show that
I1(0,1− ε)
> (2π)−1
1−ε∫
1−1/ logn
(1− x)−1 exp{−2µ2(1− x)/σ 2(1−µ)2}dx
 exp
{−2µ2/σ 2(1−µ)2 logn}(2π)−1
1−ε∫
1−1/ logn
(1− x)−1 dx
= exp{−2µ2/σ 2(1−µ)2 logn}(2π)−1[logn+O(log logn)].
Hence, for −1+ δ < µ< 0,
I1(0,1− ε) > (2π)−1 logn+O(log logn). (3.8)
Combining (3.3), (3.7), and (3.8), we find that for large n, when |µ|< 1− δ,
I1(0,1− ε)∼ 1/2π logn. (3.9)
Our attention now turns to the case where |µ|> 1+ δ. As before, we subdivide
the interval (0,1 − ε) into two subintervals, (0,1 − 1/ logn) and (1 − 1/ logn,
1− ε). Clearly for all values of µ,
I1(0,1− 1/ logn)
1−1/ logn∫
0
(
∆/πA2
)
dx ∼ π−1
1−1/ logn∫
0
(1− x2)−1 dx
= (2π)−1[log logn+ log(2− 1/ logn)].
Thus for large n,
I1(0,1− 1/ logn)=O(log logn). (3.10)
At this point, we concentrate on the interval (1−1/ logn,1−ε) for |µ|> 1+δ.
For these values of µ, the relevant dominant terms of the variances and covariance
are unchanged, namely A21, B
2
11, B
2
12, and C1. The dominant terms of the means,
however, are now mB and m′B as defined in (2.10) and (2.12). Applying these
terms, incorporating (2.13) and (2.14), and noting that (3.1) holds at this point, it
can be shown that for |µ|> 1+ δ,
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I1(1− 1/ logn,1− ε)
∼
1−ε∫
1−1/ logn
(
∆/πA21
)
× exp[−{(B11mB −A1m′B)2 + (B12mB)2}/2∆2]dx
∼ π−1
1−ε∫
1−1/ logn
(1− x2)−1 exp
{[−µ2(µx)2n(1− x2)/2σ 2x2(µx − 1)4]
× [((n(1− x2)− x2)(µx − 1)−µx(1− x2))2 + x2(µx − 1)2]}dx
 π−1
1−ε∫
1−1/ logn
(1− x2)−1 exp
{[−µ2(µx)2n(1− x2)/2σ 2x2(µx − 1)4]
× [x2(µx − 1)2]}dx. (3.11)
Clearly on this interval of x , for sufficiently large n,
1 < |µ|(1− 1/ logn) |µ|x
and
1− x2 > 1/n.
Thus from (3.11) we have
I1(1− 1/ logn,1− ε)
< π−1
1−ε∫
1−1/ logn
(1− x2)−1
× exp{−µ2[µ(1− 1/ logn)]2n/2σ 2n(µx − 1)2}dx.
For 0 < x < 1− ε, 1/(µx − 1)2 > 1/(µ− 1)2 when |µ|> 1+ δ. Hence we can
state that
I1(1− 1/ logn,1− ε) < exp
{−µ2[µ(1− 1/ logn)]2n/2σ 2n(µ− 1)2}
×π−1
1−ε∫
1−1/ logn
(1− x2)−1 dx.
Upon integration, noting that |µ(1− 1/ logn)| is bounded away from and greater
than 1, we find that for large n,
I1(1− 1/ logn,1− ε)=O(1), (3.12)
when |µ|> 1+ δ.
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We are required to show that for all values of µ under consideration, the
expected number of real zeros in the interval (1− ε,1) is negligible for large n.
From (2.1)–(2.8), since
∆2 = (1− x2n)2(1− x2)−4{1− n2x2n−2(1− x2)2/(1− x2n)2},
we have
∆/A2 = {1− n2x2n−2(1− x2)2/(1− x2n)2}1/2/(1− x2).
This enables us to establish the inequality
∆/A2 <
√
(2n− 1)/(1− x)
on the interval (1− ε,1) for all sufficiently large n. Therefore we find
I1(1− ε,1) <
1∫
1−ε
(
∆/πA2
)
dx = o(√logn ). (3.13)
To evaluate I2(0,1) we note that since (d/dx)(m/A)=A−3(A2m′ −Cm) and
erf(x)√π/2 we have
I2(0,1)
(
1/
√
2π
) ζ/σ∫
µ/σ
exp(−u2/2) du=O(1), (3.14)
where u=m/A and ζ = µ(1−µn)(1−µ)−1n−1/2.
Combining (2.15), (3.9), (3.10), and (3.12)–(3.14) gives the asymptotic results
EN(0,1)∼ (1/2π) logn (3.15)
when |µ|< 1− δ, and
EN(0,1) o
(√
logn
) (3.16)
when |µ| > 1 + δ. Extending these results by the transforms established in
Lemma 1 completes the proof of Theorem 1. ✷
Results (3.10) and (3.13) apply for all values of µ. This is of some significance
regarding the location of zeros, placing a preponderance of zeros very close to −1
or 1.
It is of obvious interest to consider independent, normally distributed coeffi-
cients where the means of the coefficients satisfy more general conditions than
those outlined above. However, more general problems prove to be very difficult
and only a limited number of non-identically distributed cases have yet been stud-
ied successfully. The results obtained here may provide some hint to the behaviour
of these more general cases, where Eaj = µj , particularly where relationships
such as |µj |< |µj+1|, or |µj |> |µj+1|, j = 0,1,2, . . . , n− 2, are studied.
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