Abstract. A Carleman estimate for a differential operator P is a weighted energy estimate with a weight of exponential form exp(τ ϕ) that involves a large parameter, τ > 0. The function ϕ and the operator P need to fulfill some sub-ellipticity properties that can be achieved for instance by choosing ϕ = exp(αψ), involving a second large parameter, α > 0, with ψ satisfying some geometrical conditions. The purpose of this article is to give the framework to keep explicit the dependency upon the two large parameters in the resulting Carleman estimates. The analysis is absed on the introduction of a proper Weyl-Hörmander calculus for pseudo-differential operators. Carleman estimates of various strengths are considered: estimates under the (strong) pseudo-convexity condition and estimates under the simple characteristic property. In each case the associated geometrical conditions for the function ψ is proven necessary and sufficient. In addition some optimality results with respect to the power of the large parameters are proven.
2 -norm estimates of the solution of a PDE where the weight takes an exponential form τ γ e τ ϕ u L 2 e τ ϕ P u L 2 , τ ≥ τ 0 , u ∈ C ∞ c (X), with X a bounded open set and some γ ∈ R. Here P is a differential operator, ϕ is the weight function. The exponential weight involves a parameter τ that can be taken as large as needed. Additional terms in the l.h.s., involving derivatives of u, can be obtained depending on the order of P and on the joint properties of P and ϕ on X. For instance for a second-order operator P such an estimate can take the form
This type of estimate was used for the first time by T. Carleman [Car39] to achieve uniqueness properties for the Cauchy problem of an elliptic operator. Later, A.-P. Calderón and L. Hörmander further developed Carleman's method [Cal58, Hör58] . To this day, Carleman estimates remain an essential method to prove unique continuation properties; see for instance [Zui83] for an overview. On such questions more recent advances have been concerned with differential operators with singular potentials, starting with the contribution of D. Jerison and C. Kenig [JK85] . The reader is also referred to [Sog89, KT01, KT02] . In more recent years, the field of applications of Carleman estimates has gone beyond the original domain. They are also used in the study of inverse problems (see e.g. [BK81, Isa98, IIY03, KSU07] ) and control theory for PDEs. Through unique continuation properties, they are used for the exact controllability of hyperbolic equations [BLR92] . They also yield the null controllability of linear parabolic equations [LR95] and the null controllability of classes of semi-linear parabolic equations [FI96, Bar00, FCZ00] .
The work of L. Hörmander in [Hör58, Hör63] provided large classes of operators for which such estimates can be derived. He introduced the notion of pseudo-convexity and strong pseudo-convexity that provides a sufficient condition to achieve such estimates. In particular, choosing the weight function of the form ϕ = exp(αψ), with ψ satisfying the strong pseudo-convexity condition and α > 0 chosen large, yields for an operator of order m an estimate of the form: In this type of estimate the parameter τ plays the same rôle as a differentiation. One may notice that the number of such "differentiations" in the l.h.s. amounts to m − 1 2 . For such an inequality one usually speaks of an estimate with a loss of a half derivative. This is connected to the terminology used in the study of sub-ellipticity; in fact the study of the conjugated operator P ϕ = e τ ϕ P e −τ ϕ is central in the derivation of such an estimate and one precisely exploits its sub-elliptic property induced by the strong pseudo-convexity of the function ψ.
The parameter α can be viewed as a convexification parameter. As shown in Proposition 28.3.3 in [Hör85a] this allows one to obtain the proper sub-ellipticity condition on the conjugated operator P ϕ from the strong pseudo-convexity of the function ψ.
With this choice of weight function, ϕ = e αψ , one introduces a second large parameter, α > 0. Several authors have derived Carleman estimates for some operators in which the dependency upon the second large parameters is explicit. See for instance [FI96] . Such result can be very useful to address applications such as inverse problems. On such questions see for instance [Ell00, EI00, IK08, BY12]. The type of operators for which such estimates have been obtained remains limited. In the present article we provide large classes of operators for which such estimates can be achieved.
For a second order estimate the resulting Carleman estimate can take the form (compare with (1.1)):
provide boundedness results for pseudo-differential operators in this calculus. The notions of pseudo-convexity and strong pseudo-convexity are revisited in this framework. We prove how estimates of the form of (1.2) follow from these properties of the function ψ used to build the weight function. In the proof, positivity is obtained throught the Fefferman-Phong inequality as in [Ler85, Hör85a] . In the case of an operator of order m the estimate that we obtain under strong pseudo-convexity condition is of the general form Moreover, we prove that they are necessary and sufficient for estimates of the form (1.2) to hold. This result is in contrast with the existing results in the literature: see [Hör63, Chapter 8] and [Hör85a, Chapter 28] .
If one consider an operator such as the Laplace operator the associated Carleman estimate with two large parameters is given by
Here we simply require ψ ′ = 0 in a neighborhood of X and α 0 and τ 0 to be sufficiently large. This estimate is still characterized by the loss of a half derivative, yet we have an additional power of the parameter α as compared to (1.2)-(1.3). In Section 1.4 below, we show that such a stronger estimate can turn out to be useful for unique continuation considerations. We thus investigate this type of estimate. Under conditions stronger than the strong pseudo-convexity condition on the operator and the weight function we show that such Carleman estimates can indeed be achieved. The condition we put forward concerns the simplicity of the characteristics of the conjugated operator e τ ϕ P e −τ ϕ . For an operator of order m the estimate takes the form We moreover prove that this simple-characteristic property is necessary and sufficient for such a stronger estimate to hold.
Finally one may wonder if stronger estimates can be obtained. In particular, can greater powers of the parameter α be obtained? We provided answers to this question of optimality in connexion with the notions of (strong) pseudo-convexity and the simple characteristic property.
Further perspectives.
The results we present here only concern local Carleman estimates, i.e., applied to smooth functions with compact supports. In particular we do not address boundary problems. Considering such questions require a specialization in the type of operators to be considered, which we chose not to carry out here. However, the calculus framework we introduce here can be used when tackling the problem of deriving Carleman estimates for boundary problems or transmission problems. In the case of elliptic boundary problems this calculus is in fact used to derive Carleman estimates with two large parameters in [BL13] . On can also hope to extend the techniques and results of [LR10, LR11, LL] and obtain Carleman estimates with two large parameters for elliptic and parabolic transmission problems across a smooth interface.
As mentioned above, we consider Carleman estimates with the loss of a half derivative here. It would be interesting to carry out a similar analysis for estimates with a larger loss of derivatives. such estimates can be very important in some classes of inverse problems See for instance [KSU07, DSFKSU09] .
The case of quasi-homogeneous operators, as studied in [Deh84, Isa93] is also of interest for an extension of the results presented here.
Here we focus our attentions on weight function of the form ϕ = e αψ . Other convexification procedures can be carried out, for instance by choosing ϕ = ψ + 1 2 αψ
2 . An analysis similar to the present one would be of interest.
hal-00738717, version 2 -29 Jun 2013
1.3. Notation. Here, Ω denotes an open subset of R n . Estimates will be derived for function in C ∞ c (X) with X an open subset of Ω such that X ⋐ Ω, i.e., X has a compact closure contained in Ω.
We recall the definition of the Poisson bracket of two functions in phase-space:
It is associated with the symbol of the commutator of two (pseudo-)differential operators (see e.g. (A.4) ), which will be used at many places in the present article. A review of some aspect of pseudo-differential calculus is provided in Appendix A. We shall use the standard notation A B that stand for A ≤ CB with a positive constant C that does not depend on the parameters involved in the analysis. Moreover, when the constant C is used, it refers to a constant that is independent of those parameters. Its value may however change from one line to another. If we want to keep track of the value of a constant we shall use another letter. in Ω ⊂ R n , for n ≥ 2. Here we consider the unique continuation property for B. The result we present is well-known since the work of Calderón [Cal58] (see also [Zui83, Section 3.3] ). Yet we show how introducing a second large parameter in the Carleman estimate for A yields a fairly simple proof of this property.
For the Laplace operator, for a properly chosen weight function ϕ(x) (see e.g. [LL12] or Theorem 4.14 below) we can obtain the following Carleman estimate: for an open subset X ⋐ Ω there exist C > 0 and τ 0 > 0 such that
Applying this estimate twice we can then write,
If you compare with results that can be obtained for some other elliptic operators of order 4 this is a much weaker estimate. For the operator
for a properly chosen weight function (see Examples 4.2 and Theorem 4.14 below). The powers in the large parameter τ are one order lower. Estimate (1.8) is characterized by a loss of a half derivative, where as (1.7) exhibits the loss of a full derivative. This situation cannot be improved because of the following result. Proposition 1.1. Let n ≥ 2. Let ψ ∈ C ∞ (Ω) be a weight function and X be an open subset such that X ⋐ Ω. Assume that there exist C > 0, τ 0 > 0, γ j ≥ 6, and j ∈ {0, . . . , 4} such that
for all u ∈ C ∞ c (X) and τ ≥ τ 0 . We then have γ j = 6, for all j ∈ {0, . . . , 4}.
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We refer to Appendix B.2 for a proof. Let us now consider a nonlinear problem of the form
with the nonlinear function g satisfying the estimation |g(y 0 , y 1 , y 2 , y 3 )| 3 j=0 |y j |.
(1.11) Let x 0 ∈ Ω and let f be a smooth function such that f ′ (x 0 ) = 0. A unique continuation problem is then: Does (1.10) and u = 0 in {x; f (x) ≥ f (x 0 )} imply that u vanishes in the vicinity of x 0 ? Because of the nonlinearity involving the third-order derivative of the solution u, and observing that the power in τ for the derivative of third order in (1.7) is zero, a fact that cannot be repaired according to Proposition 1.1, we may face a difficulty to a direct proof of the unique continuation property. We shall however see that replacing the Carleman estimate (1.6) for A by its counterpart estimate with two large parameters allows one to obtain a straightforward proof.
By Theorem 4.14 below, for any r ∈ R (see Corollary 3.10 and the remark that follows), there exist C > 0, τ 0 > 0, and α 0 > 0 such that
αψ(x) , with ψ smooth such that ψ > 0 and |ψ ′ | > 0 in Ω, with X ⋐ Ω. The parameter α quantifies the convexity of the weight function. Applying this estimate twice, we then obtain
The explicit dependency upon the parameter α including a gain of the factor α 2 on the l.h.s. of (1.13) as compared to (1.7) allows us to simply conclude to the unique continuation problem stated above, as we shall see now.
) and such that u = 0 in {x; f (x) ≥ f (x 0 )}, for some x 0 ∈ Ω and f smooth such that f ′ (x 0 ) = 0. Then, there exists a neighborhood B 0 of x 0 such that u |B0 ≡ 0.
We insist again here on the fact that this is not a new result. Yet Carleman estimates with a second large parameter yield a simple proof. For further existing results, the reader is referred to [Hör85a, Section 28 .3] and [Zui83] where a wide range of unique continuation results are available.
Proof. We pick a function ψ whose gradient does not vanish near a neighborhood V of x 0 and that satisfies ∇f (x 0 ), ∇ψ(x 0 ) > 0 and is such that f − ψ reaches a strict local minimum at x 0 as one moves along the level set {x ∈ V ; ψ(x) = ψ(x 0 )}. For instance, we may choose ψ(x) = f (x) − c|x − x 0 | 2 + C 0 . The constant C 0 is chosen such that ψ is locally positive. We then set ϕ = e αψ . In the neighborhood V the geometrical situation is illustrated in Figure 1 . We call W the region {x ∈ V ; f (x) ≥ f (x 0 )} (region beneath {f (x) = f (x 0 )} in Figure 1 ). We choose V ′ and V ′′ neighborhoods of x 0 such that
We set v = χu and we then have v ∈ H 4 0 (V ). Observe that the weak Carleman estimate (1.13) applies to v by a density argument. We have
where the commutator is a third-order differential operator. For τ ≥ τ 0 > 0 and α ≥ α 0 > 0 we thus obtain
with J finite and each Q j is a differential operator of order less than 3, whose coefficients have support in supp(χ ′ ). For α sufficiently large we find
As χ = 1 in V ′′ we then write
, since the supports of Q j u, j ∈ J, are confined in the region where χ varies and u does not vanish (see the striped region in Figure 1 ).
For all ε ∈ R, we set V ε = {x ∈ V ; ϕ(x) ≤ ϕ(x 0 ) − ε}. There exists ε > 0 such that S ⋐ V ε . We then choose a ball B 0 with center x 0 such that B 0 ⊂ V ′′ \ V ε and obtain, for τ ≥ τ 0 ,
Since inf B0 ϕ > sup S ϕ, letting τ go to +∞, we obtain u = 0 in B 0 .
Estimate (1.13) is a weak form of Carleman estimate, with the loss of a full derivative. We improved upon (1.7) with the introduction of the second parameter α. It is then natural to question the optimality of the power of α in (1.13). The same question holds for the Carleman estimate for the Laplace operator (1.12). The following two propositions provide positive answers to these questions. Proposition 1.3. Let n ≥ 2. Let ψ ∈ C ∞ (Ω) be a weight function and X be an open subset such that X ⋐ Ω. Assume that there exist C > 0, τ 0 > 0, α 0 > 0, and γ ≥ 1 such that
where ϕ = e αψ , for all u ∈ C ∞ c (X), τ ≥ τ 0 and α ≥ α 0 . We then have γ = 1. This result is proven in a more general setting in Proposition 5.11. An explicit proof similar to that of the following proposition can also be carried out. To ease the reading of this introductory section we have placed this proof in Appendix B.3.
be a weight function and X be an open subset such that X ⋐ Ω. Assume that there exist C > 0, τ 0 > 0, α 0 > 0, and γ ≥ 2 such that
where ϕ = e αψ , for all u ∈ C ∞ c (Ω), τ ≥ τ 0 and α ≥ α 0 . We then have γ = 2. We refer to Appendix B.3 for a proof.
1.5. Outline. In Section 2 we introduce the Weyl-Hörmander pseudo-differential calculus with two parameters and the associated Sobolev function spaces. Section 3 is devoted to the study of Carleman estimates with two large parameters under strong pseudoconvexity assumptions such as the estimate presented in (1.3). In Section 4 we investigate conditions that lead to stronger estimates. The simple-characteristic property leads to estimates of the form of (1.4). We also investigate the impact of the ellipticity of the operator on the Carleman estimate, either under the pseudo-convexity condition or under the simple-characteristic condition. In Section 5 we prove that that strong pseudo-convexity is necessary and sufficient for a Carleman estimate of the form of (1.3) to hold. We also prove that the simple-characteristic property is necessary and sufficient for a Carleman estimate of the form of (1.5) to hold. Finally, we discuss the optimality of the power of the parameter α in the different types of estimates presented here. In Appendix A we present some elements of pseudo-differential calculus. In Appendix B we collected some technical computations and proofs.
A pseudo-differential calculus with two large parameters
We set W = R n × R n , often referred to as phase-space. A typical element of W will be X = (x, ξ), with x ∈ R n and ξ ∈ R n . Let ψ ∈ C ∞ (R n ; R) be such that
We then set ϕ(x) = e αψ(x) , with α ≥ 1.
We observe that |ϕ ′ | > 0. We make the following further assumption on the function ψ.
Assumption 2.1. There exists k > 0 such that
As a consequence we find
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We shall refer to µ as to the order function below. The explicit dependency of µ upon the parameter τ and α is dropped to ease notation.
The first result of this section shows that this metric on W defines a Weyl-Hörmander pseudo-differential calculus.
Proposition 2.2. The metric g and the order function µ are admissible, in the sense that,
(1) g satisfies the uncertainty principle, with λ g = h −1
2) µ and g are slowly varying; (3) µ and g are temperate.
For a presentation of the Weyl-Hörmander calculus we refer to [Ler10] , [Hör85b, Sections 18.4-6] and [Hör79] .
Proof. The dual quadratic form of g is
The uncertainty principle is thus fulfilled. We now prove the slow variations of g and µ, viz., there exist K > 0, r > 0, such that
2 , with 0 < r < 1 to be chosen below. With X = (x, ξ) and Y = (y, η), this gives
Under this condition, we observe that we have
Similarly we have
We also have
Next, we write |ξ| ≤ |η − ξ| + |η| ≤ Crµ(X) + |η| ≤ Cr τ αϕ(x) + |ξ| + |η|.
Hence, for r sufficiently small, with (2.4), we have
With (2.4) and (2.7), resp. (2.5) and (2.6), we find
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Then if T = (t, θ) ∈ W we find
We now prove the temperance of g and µ, viz., there exist K > 0, N > 0, such that
For X = (x, ξ) and Y = (y, η) we have
First, if α|x − y| ≤ 1, then ϕ(x) ϕ(y), arguing as in (2.4). We thus have
Second, if α|x − y| ≥ 1 we write
In any case, we have τ αϕ(x)
1 2 µ(Y ) and along with (2.8) we obtain the temperance of µ:
For the temperance of g we need to prove
To conclude it suffices to prove
We have
It thus remains to prove
First, if α|x−y| ≤ 1, then ϕ(y) ϕ(x), arguing as in (2.5). Estimate (2.10) is then clear. Second, if α|x−y| ≥ 1, with Assumption 2.1 and (2.2) we write
since τ ≥ 1. In any case, we thus have
which concludes the proof.
2.2. Sobolev Spaces. We shall define Sobolev spaces associated with the calculus defined by the metric g. Note that the semi-classical setting of the metric g allows us to introduce such spaces without relying on the more intricate analysis of [BC94] . The proofs of all the results listed below can be found in Appendix B. We setτ (x) = τ αϕ(x).
Lemma 2.3. Let k, s ∈ R. For τ sufficiently large, H = Op
We now define, for k, s ∈ R,
Note that because of the boundedness of the function ψ (see Assumption 2.1) this space is in fact algebraically equal to the usual Sobolev space
With Lemma 2.3 we see that . k,s is a norm on
Proposition 2.5. Let k, s ∈ R and τ ≥ τ 1 (k, s).
(1) The function space H k,s (R n ) equipped with . k,s is a Hilbert space with S (R n ) as a dense subspace. (2) There exists C > 0 such that if u ∈ H k,s and u = Op
) there exist C > 0 and τ 1 > 0 such that for all τ ≥ τ 1 , we have
In particular, if k ′ ≤ k and s ′ ≤ s we have
We finally sharpen the result of Lemma 2.4.
Lemma 2.7. Let s, k ∈ R and a ∈ S(τ s µ k , g). There exists C > 0 such that, for τ sufficiently large,
Proposition 2.8. Let s, k ∈ R. There exists C > 0 such that, for τ sufficiently large,
hal-00738717, version 2 -29 Jun 2013 Figure 2 . Geometry of the bicharacteristics in the case the function ψ is pseudo-convex.
Carleman estimates under strong pseudoconvexity assumptions
Let P (x, D x ) be a differential operator of order m, with homogeneous principal symbol p(x, ξ). 
Elliptic operators and operators with real coefficients in the principal part are typical examples of principally normal operators.
We shall now revisit some consequences of the pseudo-convexity and strong pseudo-convexity properties.
3.1. Pseudo-convexity properties and symbol estimates. Let ψ ∈ C ∞ (Ω, R). We recall the following definitions [Hör63] .
Definition 3.2 (pseudo-convexity). We say that ψ is pseudo-convex at x ∈ Ω w.r.t.
The function ψ is said to be pseudo-convex w.r.t. Ω and p if ψ ′ = 0 in Ω and (Ψc) is valid for all x ∈ Ω.
In the case of a real principal symbol, we have p, ψ = H p ψ and p, p, ψ = H 2 p ψ, i.e., first and second derivatives of the function ψ along the bicharacteristics associated with p. Then the pseudoconvexity implies that if the function ψ(x) goes through an extremum along the bicharacteristics then it needs to be a non-degenerate minimum. This implies a convexity for the bicharacteristics as illustrated in Figure 2 .
We note that
Observe that θ p,ψ (x, ξ) is homogeneous of degree 2m − 2 in ξ.
Definition 3.3 (strong pseudo-convexity). We say that ψ is strongly pseudo-convex at x ∈ Ω w.r.t. p if
(1) ψ is pseudo-convex at x w.r.t. p;
(2) if for all ξ ∈ R n and τ > 0,
The function ψ is said to be strongly pseudo-convex w.r.t. Ω and p if items (1) and (2) are valid for all x ∈ Ω.
Remark 3.4. Note that the pseudo-convexity and strong pseudo-convexity properties actually depend on the level sets of ψ (since ψ ′ = 0 rather than on the function ψ itself. They are of geometrical nature. In particular they do not depend on the coordinate system used.
We note that 1 2i
Observe that Θ p,ψ (x, ξ, τ ) is homogeneous of degree 2m − 1 in (ξ, τ ).
Remark 3.5. Note that there are operators for which no weight function can be strongly pseudo-convex. This is for instance the case of the bi-Laplace operator P = ∆ 2 in dimension greater than or equal to two. In fact, observe that with p(ξ) = |ξ| 4 then
Then if ξ ⊥ ψ ′ (x) and |ξ| = |τ ψ ′ (x)| we have p(x, ξ + iτ ψ ′ ) = {p, ψ}(x, ξ + iτ ψ ′ ) = 0 and yet Θ p,ψ (x, ξ, τ ) = 0. In fact, this obstruction makes sense: a Carleman estimate of the form of (3.10) in Theorem 3.8 below cannot be achieved for the bi-Laplace operator because of the optimality result of Proposition 1.1.
The following result sharpens the estimate of Proposition 28.3.3 in [Hör85a] in the case of a weight function of the form ϕ = e αψ .
Proposition 3.6. Let P be principally normal on Ω and let ψ be a strongly pseudo-convex function w.r.t. Ω and P . We set ϕ = e αψ and
Remark 3.7. The following computations will be useful in the proof and at various places in the article. With (3.3) we find
which, as ϕ = e αψ yields
With (3.4) we find 1 2i
Proof of Proposition 3.6. The proof is along the lines of that of Proposition 28.3.3 in [Hör85a] . On the compact set {(x, ξ) ∈ X × R n ; |ξ| = 1} the pseudo-convexity of ψ, with (3.2) and (3.3), implies
for ν sufficiently large. By homogeneity, with (3.3), we find
We first consider the caseτ (x) ≪ |ξ|. With the form of θ p,ψ in (3.3) we then obtain
Since p(x, ξ) is principally normal, Lemma 28.2.5 in [Hör85a] , with N = ψ ′ (x) andτ (x) in place of τ , yields
Using thatτ (x) ≪ |ξ|, we then obtaiñ
With the Young inequality, forτ (x) and α sufficiently large, i.e., for τ and α sufficiently large, we obtaiñ
With (3.9) and (3.8) we thus obtain (3.6)
We now treat the case |ξ| ≤ δτ (x), for some fixed δ. We introduceτ > 0 and place ourselves on the compact set
As ψ is strongly pseudo-convex, we have
hal-00738717, version 2 -29 Jun 2013
for α sufficiently large. By homogeneity we find
for all x ∈ X,τ > 0 and ξ such that |ξ| ≤ δτ . We apply this last inequality toτ =τ (x) in the case |ξ| ≤ δτ (x). As α/τ (x) = 1/(τ ϕ(x)) ≤ 1, this yields
We have |ζ|
. Hence, recalling (3.8) we also obtain (3.6) in this second case.
3.2. Carleman estimate. Based on the pseudo-convexity properties we presented above and the pseudodifferential calculus of Section 2, we shall now prove a Carleman estimate with two large parameters.
Theorem 3.8. Let P = P (x, D x ) be a principally normal operator in Ω of order m and ψ ∈ C ∞ (Ω), ψ ≥ C > 0 on Ω, be a strongly pseudo-convex function w.r.t. Ω and P . We set ϕ = e αψ . If X is an open subset, X ⋐ Ω, there exist C > 0, α 1 > 0, and
Carleman estimates of the form (3.10) can be handled locally and can be patched together (see [Hör63] ). Hence, there is no loss of generality in restricting ourselves to a small neighborhood V of a point x 0 ∈ X, with V ⋐ Y . We also choose a small neighborhood
There, the function ψ can be used as a coordinate function. We can then modify the function ψ outside W so that it satisfies Assumption 2.1. This allows us to use the calculus that we introduced in Section 2. We assume u ∈ C ∞ c (V ). We denote by p = p(x, ξ) the principal symbol of P . We set P ϕ = e τ ϕ P e −τ ϕ and v = e τ ϕ u. We have
) (we consider only the principal part of P ϕ at first). We then write
where the Weyl symbol of Q * Q ∈ Ψ(µ 2 , g) is given by
by (A.2) and (A.3).
By Proposition 3.6, for τ and α sufficiently large, we have ρ − Cτ αϕ ≥ 0 in W . Let χ ∈ C ∞ c (W ) be such that, 0 ≤ χ ≤ 1 and χ = 1 in a neighborhood of V . We then write
Thenρ ∈ S(µ 2 , g) andρ−Cτ αϕ ≥ 0 in the whole phase-space. Recalling that λ 2 g = µ 2 /α 2 , the Fefferman-Phong inequality (see [FP78] and Theorem A.4 below) then yields,
As ϕ = e αψ with ψ ≥ C > 0 on Ω we find, for α sufficiently large,
Lemma 3.9. For any N ∈ N, we have
See Appendix B.10 for a proof. For τ sufficiently large, with Lemma 2.6 we thus obtain
For any β, with |β| ≤ m − 1, observe that τ αϕ
and thus by Proposition 2.5 we have
The conclusion of the proof is then classical.
Note that the power of the function ϕ that appears in the estimate can be shifted easily, as stated in the following corollary.
Corollary 3.10. Let r ∈ R. Under the same assumption as in Theorem 3.8 there exist C > 0, α 1 > 0, and
Note that similar results can be achieved for the Carleman estimates proven in the section below. We shall omit to write these results below.
Proof. We assume r = 0. Let s ∈ R * and let Q = q(x, D x ) be a differential operator of order ℓ ∈ N * . The symbol of the commutator [Q, ϕ s ] in the standard quantization is
(See Appendix A where notation related to the pseudo-differential calculus is presented.) Observing that |∂
Let w = ϕ r u. Starting from the Carleman estimate of Theorem 3.8 for w we derive (3.13). For |β| ≤ m − 1 we write
which by (3.14) gives
if α > 0 and τ ≥ 1. We thus obtain
With (3.14) we obtain
As α ≪ ϕ(x) for α large we can "absorb" the sum on the r.h.s. of the previous estimate by the l.h.s. of (3.15).
We finish this section with some remarks.
Remark 3.11.
(1) As we pointed out in the introductory section, Carleman estimates are central tools for the quantification of the unique continuation property. See [Zui83] for manifolds results. A natural question concerns the necessity of the pseudo-convexity conditions with respect to the unique continuation property. Answers to such question can be found in [Ali83] , where for example it is proven that if the pseudo-convexity condition of Definition 3.2 is strongly violated then unique continuation does not hold. A mild violation of the pseudo-convexity condition as presented in [LR85] (see also [Hör85a, Section 28.4]) can yet preserve the unique continuation property with an additional compactness property.
(2) Here, we chose to use the notion of principal normality introduced by L. Hörmander and N. Lerner [Hör63, Ler85, Hör85a] . In [CDSZ96b] the authors propose a generalization of this notion. That work was motivated by the counter-example to uniqueness of [CDS95] in which the principal normality is replaced by the (P ) condition of Treves-Nirenberg. In [CDSZ96b] Carleman estimates are derived for operators satisfying the generalized principal normality property and unique continuation results are obtained. Their derivation of the Carleman estimate is based on a generalization of the Fefferman-Phong inequality [CDSZ96a] , a technical point that we preferred to avoid here. Note also that the uniqueness result that is proven in [CDSZ96b] corresponds to a stronger condition on the weight function than the pseudo-convexity condition we use here. It coincides with the simple-characteristic property presented in Section 4.1. Note finally that nonuniqueness may also result of a strong violation of their generalized principal normality condition with a zeroth-order perturbation of the operator.
Cases of stronger estimates
In this section we present classes of operators for which stronger Carleman estimates with two large parameters can be derived as compared to the result of Theorem 3.8.
As in the previous section p(x, ξ) denotes the homogeneous principal part of the differential operator P = P (x, D x ).
4.1. Simple characteristics. We introduce the map
where x ∈ Ω and ξ ∈ R n .
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Definition 4.1. Given a weight function ψ and an operator P we say that the simple-characteristic property is satisfied in Ω if, for all x ∈ Ω, we have ξ = 0 andτ = 0 when the map ρ x,ξ has a double root.
Note that the case ξ = 0 is particular, as the rootτ = 0 has of course multiplicity m. Note also that we have
We can thus formulate the condition of Definition 4.1 as
Note that this implies that the hypersurface {ψ = Cst} is not characteristics, that is p(x, ψ ′ (x)) = 0. Otherwise choosing ξ collinear to ψ ′ (x) we find ρ x,ξ identically zero. In particular this implies that |ψ ′ | = 0. With the simple-characteristic property we shall obtain below a Carleman estimate with an additional power in the second large parameter α. Evidently, if p(x, ξ) and q(x, ξ) are such that their respective maps (4.1) satisfy property (4.3), with different roots, then their product will also satisfy this property.
Note that elliptic operators with real coefficients of order higher than two may however not satisfy this property, e.g. the bi-Laplace operator ∆ 2 in Ω ⋐ R n with n ≥ 2, independently of the choice of the weight function. An example of an elliptic operator of order greater than two satisfying the simple-characteristic property 
where a is such that |ψ ′ | = 0 in Ω, e.g., if Ω ⊂ {x 1 > a}. Another example is P = D x1 D x2 in Ω ⊂ R 2 , with ψ(x) = x 1 + x 2 . We shall go back to this example at the end of Section 5.
Note that the examples we have just given are principally normal (see Definition 3.1) as they have real coefficients.
Remark 4.3. The simple-characteristic property (4.3) implies that ψ is strongly pseudo-convex with respect to Ω and P . However there exist operators and weight functions that satisfy the strong pseudo-convexity conditions without fulfilling the simple-characteristic property (4.3). Such an example is given by
with the weight function ψ(x) = x 2 1 /2 + x 2 . Details on some of the examples and remark above can be found in Appendix B.11.
Remark 4.4. The simple-characteristic property is independent of the notion of principal normality. Consider the operator
. With ψ(x) = x 1 , the simple-characteristics property is fulfilled. However the operator is not principally normal. Observe that we have {p, p}(x, ξ) = 2i{Re p, Im p} = {ξ 1 , x 1 ξ 2 + ξ 3 } = ξ 2 , which implies that (3.1) cannot be achieved if x 1 = ξ 1 = ξ 3 = 0.
Proposition 4.5. Let P be principally normal on Ω and let ψ be such that the simple-characteristic property (4.3) is fulfilled. We set ϕ = e αψ and
Let X be an open subset such that X ⋐ Ω. There exist C > 0, τ 0 ≥ 1, α 0 > 0, and ν 0 such that we havẽ
Proof. On the compact set L = {(x, ξ) ∈ X × R n ; |ξ| = 1} the simple-characteristic property (4.3) with (4.2) yields, for ν sufficiently large,
For α sufficiently large we find (see the definition of θ p,ψ (x, ξ) in (3.3))
By homogeneity, recalling that θ p,ψ (x, ξ) is homogeneous of degree 2m − 2 in ξ, we then obtain
We first consider the caseτ (x) ≪ |ξ|. We then obtain
We thus find
After a multiplication by τ ϕ(x)τ (x) we thus obtain, with (3.4),
With the Young inequality we observe that we have
With α large these estimates yield
which by (3.8) reads
We now treat the case |ξ| ≤ δτ (x), for some fixed δ. Letτ ≥ 0 and consider
We place ourselves on the compact set
By (4.3)-(4.2) we have
For ν sufficiently large, we then obtain f ≥ C > 0 on C . By homogeneity we deduce
With (3.8) we have
, by choosing α sufficiently large we also obtain (4.4) in the case |ξ| ≤ δτ (x).
With Proposition 4.5 we obtain the following Carleman estimate.
Theorem 4.6. Let P = P (x, D x ) be a principally normal operator in Ω of order m and ψ ∈ C ∞ (Ω), ψ ≥ C > 0 on Ω, a function such that the simple-characteristic property (4.3) is fulfilled. We set ϕ = e αψ . If X is an open subset, X ⋐ Ω, there exist C > 0, α 1 > 0, and τ 1 ≥ 1 such that
for all u ∈ C ∞ c (X), α ≥ α 1 , and τ ≥ τ 1 . We observe that we have gained a factor α on the l.h.s. in contrast to the Carleman estimate of Theorem 3.8.
Remark 4.7. If ψ ′ = 0 in Ω and P = −∆ then the simple characteristic property is fulfilled. With Proposition 1.3 we can conclude that the power of α just obtain the l.h.s. of the estimate is optimal. We shall refine this consideration at the end of Section 5. We denote by p = p(x, ξ) the principal symbol of P . We set P ϕ = e τ ϕ P e −τ ϕ and v = e τ ϕ u. We have
). Its principal symbol of given by
We first consider only the principal part and set Q = Op w (p ϕ ) and introduce
We have Q = Q 2 + iQ 1 with both Q 2 and Q 1 selfadjoint.
We have Qv
With (A.3) and (A.4) we have
We thus find B = B 0 + B 1 with B 0 ∈ Ψ(ϕ −1 µ 2m , g) and B 1 ∈ Ψ(α 2 ϕ −1 µ 2m−2 , g), and
). By (A.3) the Weyl symbol ofB 0 is given bỹ
By Proposition 4.5 we haveb 0 −τ (x) 2 ≥ 0 in W for ν, α and τ sufficiently large. Arguing as in the proof of Theorem 3.8 with the Fefferman-Phong inequality (see [FP78] and Theorem A.4 below) we obtain
For τ sufficiently large, with Lemma 2.6 we find τ Qv
We conclude as in the proof of Theorem 3.8.
Elliptic operators.
For elliptic operators stronger results can also be achieved. First, we shall consider elliptic operators and weight functions under pseudo-convexity conditions and, second, we shall consider elliptic operators along with weight functions such that the simple-characteristic property holds.
4.2.1. Elliptic operators under strong pseudoconvexity condition. Let P be an elliptic operator of order m. We first note that if ψ is a smooth function such that |ψ ′ | > 0 on Ω, then it is a pseudo-convex function on Ω for the operator P .
Proposition 4.8. Let P be elliptic on Ω and let ψ satisfy (s-Ψc) (point 2 in Definition 3.3) for all x ∈ Ω. We set ϕ = e αψ and ζ = ζ(x, ξ, τ ) = ξ + iτ ϕ
Let X be an open subset such that X ⋐ Ω. There exist C > 0, τ 0 ≥ 1, α 0 > 0 such that we have
2m . We first consider the caseτ (x) ≪ |ξ|. We then obtain
With (3.8), by homogeneity we have 1 2i p(x, ζ), p(x, ζ) α|ζ| 2m−1 . For τ sufficiently large we obtain
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We now treat the case |ξ| ≤ δτ (x), for some fixed δ. We introduceτ > 0 and place ourselves on the compact set C = {(x, ξ,τ );τ 2 + |ξ| 2 = 1, |ξ| ≤ δτ , x ∈ X}.
for all x ∈ X,τ > 0 and ξ such that |ξ| ≤ δτ . We apply this last inequality toτ =τ (x) and find
in the case |ξ| ≤ δτ (x). As α/τ (x) = 1/(τ ϕ(x)) ≤ 1, this yields
Hence, recalling (3.8) we also obtain (4.6) in this second case.
With Proposition 4.8 we then obtain the following Carleman estimate.
Theorem 4.9. Let P = P (x, D x ) be an elliptic operator in Ω of order m and ψ ∈ C ∞ (Ω), ψ ≥ C > 0 on Ω, be a strongly pseudo-convex function w.r.t. Ω and P . We set ϕ = e αψ . If X is an open subset, X ⋐ Ω, there exist C > 0, α 1 > 0, and τ 1 ≥ 1 such that
for all u ∈ C ∞ c (X), α ≥ α 1 , and τ ≥ τ 1 . We observe that we have gained an additional term, for |β| = m, in the sum on the l.h.s. in contrast to the Carleman estimate of Theorem 3.8.
Remark 4.10. From an estimate of the form of (4.7) by fixing the values of τ and α we obtain
which implies that P is elliptic. The additional term we have obtained in the previous theorem is thus a privilege of elliptic operators.
Remark 4.11. Note that ellipticity is not sufficient for a Carleman estimate of the form (4.7) to hold. Pseudoconvexity and strong pseudo-convexity are also needed (see Section 5 for the necessity of these conditions). The bi-Laplace operator is a typical example of elliptic operators for which this type of estimate cannot be achieved. See (1.7), Proposition 1.1, (1.13) and Proposition 1.4, in the introductory section for the weaker estimate that can be obtained for the bi-Laplace operator.
Proof. The proof goes along that of Theorem 3.8. We only point out differences. For the symbol ρ obtained in (3.11) we have ρ − µ 2 /(τ αϕ) ≥ 0 by Proposition 4.8. The counterpart to (3.12) is then
By Proposition 2.8 we have (µ 2 /(τ αϕ)w, w) L 2 w 2 1,− 1 2
. Since w 1,− 1 2 w 0,
for α sufficiently large. The conclusion of the proof is then as in the proof of Theorem 3.8.
Remark 4.12. Readers may not be at ease with the use of the Fefferman-Phong inequality as in the proof of Theorem 3.8 for the derivation of a Carleman estimate for an elliptic operators. Indeed, the original proof of L. Hörmander in [Hör63, Section 8.3], for Carleman estimates with one large paramter for elliptic operators, only relies on integrations by parts. We thus provide in Appendix B.12 an alternative proof of Theorem 4.9 that only relies on the classical Gårding inequality for homogeneous differential operators. This remark originates from the work [BL13] where similar estimates are derived for elliptic operators at a boundary, typically in a half-space, where strong estimates such as the Fefferman-Phong inequality or the sharp Gårding inequality are either not available or require severe additional assumptions on the symbol of the operator.
Elliptic operators under the simple-characteristic property.
Combining the simple-characteristic and elliptic properties we obtain the following estimate.
Proposition 4.13. Let p(x, ξ) and ψ(x) be such that (4.3) holds. Assume moreover that p(x, ξ) is elliptic. We set ϕ = e αψ and
Let X be an open subset such that X ⋐ Ω. There exist C > 0, τ 0 ≥ 1, α 0 > 0, ν 0 > 0, such that we have
Proof. Letτ ≥ 0 and consider
By (4.3) and the ellipticity of p we find
with C > 0. Observing that τ ϕ(x)|Θ p,ψ (x, ξ,τ (x))| ≤ τ ϕ(x)µ 2m−1 (x, ξ, τ ) we conclude by choosing α sufficiently large.
With Proposition 4.13 we then obtain the following Carleman estimate.
Theorem 4.14. Let P = P (x, D x ) be an elliptic differential operator in Ω of order m and ψ ∈ C ∞ (Ω), be such that the simple-characteristic property (4.3) holds. We set ϕ = e αψ . If X is an open subset, X ⋐ Ω, there exist C > 0, α 1 > 0, and τ 1 ≥ 1 such that
for all u ∈ C ∞ c (X), α ≥ α 1 , and τ ≥ τ 1 .
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We observe that we have gained a factor α and an additional term in the sum on the l.h.s., for |β| = m, in contrast to the Carleman estimate of Theorem 3.8. Note that elliptic operators of order two with real coefficients fit the framework of this result if ψ ′ does not vanish in Ω. This was used in the introduction for the Laplace operator (see (1.12)).
Proof. Let Y be an open subset of Ω such that X ⋐ Y ⋐ Ω. Proposition 4.13 applies in Y .
As in the proof of Theorem 3.8 we restrict ourselves to a small neighborhood V of a point x 0 ∈ X with V ⋐ Y . We also choose a small neighborhood W such that V ⋐ W ⋐ Y . The function ψ then satisfies Assumption 2.1. We assume u ∈ C ∞ c (V ). We set P ϕ = e τ ϕ P e −τ ϕ and v = e τ ϕ u. We have
We introduce the selfadjoint operators
with principal symbols q 2 = Re p ϕ and q 1 = Im p ϕ .
From pseudo-differential calculus (see (A.2)) the principal symbol ofB is
We thus haveb − Cµ ≥ 0 in W by Proposition 4.13. Let χ ∈ C ∞ c (W ) such that, 0 ≤ χ ≤ 1 and χ = 1 in a neighborhood of V . We then writẽ
Then b ∈ S(µ, g) and b − Cµ ≥ 0 in the whole phase-space. Recalling that λ g = µ/α, the sharp Gårding inequality (see Theorem A.3) then yields,
By Proposition 2.8 we then have
and, as ϕ = e αψ with ψ ≥ C > 0 on W , for α sufficiently large we obtain
With Lemmata 2.6 and 3.9 we then find
m,0 . The conclusion of the proof is then as in the proof of Theorem 3.8.
Remark 4.15. In connection to Remark 4.12, an alternative proof of Theorem 4.14 can be written without relying on the sharp Gårding inequality but rather the classical Gårding inequality for homogeneous differential operators. The argument resembles that of the proof of Theorem 4.9 given in Appendix B.12. The adaptation to the case of operators satisfying the simple characteristic property is left to the reader (see also [BL13] ).
Necessary conditions on the weight function and optimality
Starting from Carleman estimates L. Hörmander derived necessary conditions on the weight function [Hör63, Hör85a] . We apply the same approach in the case of Carleman estimates with two large parameters and weight functions of the form ϕ = e αψ .
Lemma 5.1. Let P be a differential operator of order m with smooth principal symbol p(x, ξ) and let ψ ∈ C ∞ (Ω). Let X be an open subset of Ω.
(1) If the following estimate holds, This lemma is the counterpart with two large parameters of Theorem 28.2.1 in [Hör85a] . The proof is along the same lines and we refer to Appendix B.13 for it.
In Lemma 5.1 the case of first-order operators stands out. Then, in fact, the Carleman estimate (5.1) does not imply ψ ′ = 0 in Ω. This illustrated by the following result.
A possible choice for the function ψ is ψ = x 2 1 whose gradient vanishes at x 1 = 0.
Proof. With v = ue τ ϕ we write
with an integration by parts. We have ∂ 2 x1 ϕ = α 2 (∂ x1 ψ) 2 ϕ + α∂ 2 x1 ψϕ ≥ αC 0 ϕ, which yields the result.
Remark 5.3. In the light of Section 4.1 and Theorem 4.6 one however hopes to have stronger estimates than (5.1) for first-order operators. We shall prove below that such stronger estimates then imply that ψ ′ = 0, regardless of the operator order.
Note in particular that the proof of Proposition 5.2 yields an estimate of the form given in Theorem 4.6, i.e., with an additional factor α if we further assume that ∂ x1 ψ = 0 in Ω.
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Lemma 5.4. Let P be a principally normal differential operator of order m with smooth principal symbol p(x, ξ) and let ψ ∈ C ∞ (Ω) be such that ψ ′ (x) = 0. We set ϕ = e αψ . If (5.1) holds then We next prove that the strong pseudo-convexity condition on the function ψ is in fact necessary for the Carleman estimate (5.1) to hold.
Theorem 5.5. Assume that estimate (5.1) holds for all open subsets X ⋐ Ω and assume further that P is principally normal. In the case of a first-order operator, we also suppose that ψ ′ = 0 in Ω. Then the function ψ is strongly pseudo-convex w.r.t. P and Ω.
Along with Theorem 3.8 we then obtain the following result.
Corollary 5.6. Let P be a principally normal operator. The strong pseudo-convexity of ψ in Ω is necessary and sufficient for the Carleman estimate Here, of course we impose a particular structure on the weight function ϕ, viz. ϕ = e αψ .
Proof of Theorem 5.5. We have ψ ′ = 0 in Ω (this is assumed if m = 1 or this follows from Lemma 5.1 if m > 1). We first prove that (Ψc) holds everywhere. Let x ∈ Ω and ξ ∈ R n \ 0 such that p(x, ξ) = 0 and {p, ψ}(x, ξ) = p ′ ξ (x, ξ), ψ ′ (x) = 0. Then {p, ϕ}(x, ξ) = 0. Lemma 5.4 then yields θ p,ϕ (x, ξ) = Re{p, {p, ϕ}} > 0. By (3.7) we have here
We next prove that (s-Ψc) holds everywhere. Let x ∈ Ω, ξ ∈ R n andτ > 0 such that
We then choose τ > 0 and α > α 0 such thatτ = τ αϕ(x) =τ (x). We set ζ = ξ + iτ ψ ′ (x) = ξ + iτ ϕ ′ (x), and we have p(x, ξ + iτ ϕ ′ (x)) = 0. With (5.2) and (3.4)-(3.5) we then have
We shall now obtain necessary conditions for a stronger Carleman estimate as in Theorem 4.6 to hold.
Theorem 5.8. Let P be a principally normal differential operator of order m with smooth principal symbol p(x, ξ) and let ψ ∈ C ∞ (Ω) be such that the following estimate holds, for all open subsets X ⋐ Ω,
for τ ≥ τ 0 > 0 and α ≥ α 0 > 0 and u ∈ C ∞ c (X) and γ > 0. Then the function ψ is such that ψ ′ (x) = 0 in Ω and the simple-characteristic property (4.3) holds in Ω.
Note that in the case of a first-order operator, the stronger estimate (5.4) implies ψ ′ = 0 as opposed to the "regular" Carleman estimate with two large parameters (5.1). See also Proposition 5.2 and Remark 5.3.
With Theorem 4.6 we have thus obtained the following result.
Corollary 5.9. Let P be a principally normal operator and ψ be a weight function. The simple-characteristic property (4.3) is necessary and sufficient for the Carleman estimate of Theorem 4.6 to hold for every open subset X ⋐ Ω.
Proof of Theorem 5.8. Assume that ψ ′ (x) = 0 with x ∈ Ω. Choosing ξ = 0, i.e., ζ = 0 we have p(x, ζ) = 0 and thus Lemma 5.1 yields
by (3.5) and (3.8) for α ≥ α 0 and τ > 0, which is clearly impossible if γ > 0. First, we prove that property (4.3) holds forτ > 0. Let x ∈ Ω and ξ ∈ R n andτ > 0 be such that
. We then haveτ =τ (x). Note that τ goes to zero as α goes to ∞. Yetτ remains fixed. By Lemma 5.1 and (3.5) and (3.8) we have
we reach the same contradiction as above,
since here the value of Θ p,ψ (x, ξ,τ ) is kept fixed and α is free to increase. The rootτ is thus simple. Second, we consider the caseτ = 0. Let x ∈ Ω and ξ ∈ R n be such that p(x, ξ) = 0 and let us assume that ρ
′ (x) = 0. Then {p, ϕ(x)} = 0 and with Lemma 5.4 we obtain
With (3.2) and (3.7) we get α 1+γ ϕ(x) |β|=m−1 |ξ β | 2 αϕθ p,ψ (x, ξ), yielding as above a contradiction if we let α go to ∞, if ξ = 0. This concludes the proof.
We finish this section with some consideration regarding the optimality of the powers in α. As a direct consequence of Theorem 5.8, we have the following proposition.
Corollary 5.10. If the simple-characteristic property does not hold one can only hope for an estimate of the form (5.4) with γ = 0. In such case the powers of α in the Carleman estimate of Theorem 3.8 is optimal.
The following proposition gives an optimality results when the simple-characteristics property holds.
Proposition 5.11. Let P be a differential operator of order m with smooth principal symbol p(x, ξ) and let ψ ∈ C ∞ (Ω) be such that the following estimate holds,
′ (x)) = 0 withτ = 0, then we have γ = 1.
Note that the Laplace operator, in dimension greater than or equal to two, fits the assumption of this proposition with ψ such that ψ ′ does not vanish in Ω. This (further) justifies the result of Proposition 1.3 in the introductory section.
Proof. The proof is contained in that of Theorem 5.8. If ρ x,ξ (τ ) = p(x, ξ + iτ ψ ′ (x)) = 0 we have
where α > α 0 . This implies γ ≤ 1.
Remark 5.12. Note that the proofs of Theorem 5.8 and Proposition 5.11 show that the powers of τ are also optimal under the assumptions of these two results.
In Proposition 5.11 the condition on the existence of a non-zero root for ρ x,ξ (τ ) = p(x, ξ + iτ ψ ′ (x)) = 0 cannot be avoided, as explained by the following examples.
Example 5.13. We place ourselves in R n with x = (x ′ , x n ). For the operator P = D xn and ϕ(x) = e αψ(x) with ψ(x) = x n + f (x ′ ), we have p(x, ξ + iτ ψ ′ (x)) = ξ n + iτ that vanishes if and only if ξ n = 0 and τ = 0. Here ξ = (ξ ′ , ξ n ) and ξ ′ can take any value. Note that the simple-characteristic property (4.3) is fulfilled. However we have a stronger estimate than that of Theorem 4.6:
Note that this is not an ellipticity result as D xn is not elliptic in R n . In fact an estimate of the form (5.5) with γ = 1 would be
As we have α 2N ϕ, for any N ∈ N, since ψ ≥ C > 0, from (5.6) we deduce
L 2 , for any N ∈ N, which is stronger than (5.7) with respect to the power of α (and τ ).
Proof. Here the conjugated operator is
Such strong estimates are not limited to the order one. In R 2 we have the following example.
Example 5.14. For the operator P = D x1 D x2 of order two in R 2 and ϕ(x) = e αψ(x) with ψ(x) = x 1 + x 2 the simple-characteristic property is fulfilled (see Examples 4.2 and Appendix B.11).
However, we have the following strong estimate:
for τ > 0 and α > 0 and
This operator D x1 D x2 is nothing but the wave operator in the particular coordinates t = x 1 + x 2 and y = x 1 − x 2 . The level sets of the weight function correspond to space-like surfaces.
Proof. The result of Example 5.13 gives, for j ≥ 0 and k = 1, 2,
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If we set w = u with j = 3 and k = 1 we have
A linear combination of these inequality yields the result.
Remark 5.15.
(1) The cascade proof used for the previous example does not yield a proper estimate for the operator P = D x1 D x2 D x3 in R 3 and the weight function ψ(x) = x 1 + x 2 + x 3 as one could naively think: one cannot obtain estimates for the weighted norm of D 2 xj u, j = 1, 2, 3, as should be in a Carleman estimate for a third-order operator. In fact, note that the weight function ψ is not pseudo-convex. If p(x, ξ) = {p, ψ}(x, ξ) = 0 then {p, {p, ψ}} = 0. However for the wave operator D 2 t + ∆ x in R n+1 such a strong estimate can be derived with the weight function ψ(t, x) = t.
(2) Note that in one-dimension the operator P = D k x with ψ(x) = x fulfills the simple characteristic property (4.3) and arguing (by induction) as in the proof of Example 5.14 we find
Appendix A. Some facts on pseudo-differential operators A.1. Symbols. Here, we consider the following metric on phase-space W = R n × R n :
2 + |ξ| 2 , and τ ≥ 1, α ≥ 1, and τ and α are two parameters. A positive function m(X; τ, α), with X = (x, ξ) ∈ W , is called an admissible order function if it is slowing varying and temperate, meaning that we have:
(1) There exist C > 0 and r > 0 such that
(2) There exist C > 0 and N > 0 such that
where the dual metric is given by
Here, the uncertainty principle is fulfilled as we have 0 < h g ≤ 1.
With an admissible order function m we may then define the following symbol class.
. We say that a ∈ S(m, g) if
We define the principal symbol of a as its equivalent class in S(m, g)/S(h g m, g).
A.2. Standard quantization. With a ∈ S(m, g) we can define the following pseudo-differential operator
in the sense of oscillatory integrals (see e.g. Section 7.8 in [Hör90] ). We have the following composition formula: for m 1 and m 2 two admissible order functions then m 1 m 2 is also an admissible order function and if a ∈ S(m 1 , g) and b ∈ S(m 2 , g) we have Op(a) Op(b) = Op(c) with c = a • b ∈ S(m 1 m 2 , g) with moreover
A.3. Weyl quantization. With a ∈ S(m, g) we can define the following pseudo-differential operator
in the sense of oscillatory integrals. Connection with the standard quantization is as follows: Op
In particular, the principal symbols coincide in both quantizations. We have the following composition formula: for m 1 and m 2 two admissible order functions, with a ∈ S(m 1 , g) and b ∈ S(m 2 , g), by Theorem 18.5.4 in [Hör85b] we have Op w (a) Op w (b) = Op w (c) with c = a♯b ∈ S(m 1 m 2 , g) and
where σ is the symplectic form: σ(x, ξ; y, η) = ξ, y − x, η .
With this formula we find
and it follows that
From (A.1) we also find
Concerning the boundedness of the pseudo-differential operators we have just defined we have the following result (See Theorem 18.6.3 in [Hör85b] ).
In the main text, we shall invoke two important inequalities, viz., the sharp Gårding inequality and the Fefferman-Phong inequality. With h 2 g = sup g X /g σ (X) = αµ −1 here, the statements read as follows.
Theorem A.3 (Sharp Gårding inequality). Let a ∈ S(h
We refer to Theorems 18.6.7 and 18.6.8 in [Hör85b] for proofs. The Fefferman-Phong inequality is obviously stronger than the sharp Gårding inequality. Yet, as can be easily seen, for the sharp Gårding inequality only the principal symbol needs to be nonnegative. This is not the case for the Fefferman-Phong inequality. Moreover the sharp Gårding inequality extends to the case of systems, which does not hold for the second inequality [Bru90] . We also refer to [Bon99] for refined statements of these inequalities (see also [Ler10] .
For a presentation of the Weyl-Hörmander calculus we refer to [Ler10] , [Hör85b, and [Hör79] .
Appendix B. Proofs of some intermediate technical results
B.1.
Useful computations for the proofs of necessary conditions and optimality. Let ψ ∈ C ∞ (Ω) and ϕ(x) = e αψ(x) . Let x 0 ∈ Ω and ξ 0 ∈ R n . Without any loss of generality we shall assume that x 0 = 0. We set ζ 0 = ξ 0 + iϕ ′ (x 0 ) and φ(x) = ϕ(x) − ϕ(x 0 ). We then introduce w(x) = x, ζ 0 . We note that
We then pick f ∈ C ∞ c (R n ), f ≡ 0, and set
For applications we shall make various choices for λ. It will either be constant or a function of α and x 0 .
For p ∈ R, we then write
with the change of variables y = (λτ ) 1 2 x and the dominated convergence theorem, and where
2 O λ (1), which gives, arguing as above,
B.2. Proof of Proposition 1.1. We pick x 0 ∈ X and ξ 0 ∈ R n such that |ξ 0 | = |ϕ ′ (x 0 )| and ξ 0 , ϕ ′ (x 0 ) = 0, which is possible as n ≥ 2, and we set ζ 0 = ξ 0 + iϕ ′ (x 0 ) and w(x) = x, ζ 0 . We set φ(x) = ϕ(x) − ϕ(x 0 ). Observe then that ∇ x w = ζ 0 is constant and that we have
We may assume that x 0 = 0 without any loss of generality. We then pick a test function u τ as in (B.3). For τ sufficiently large supp(u τ ) is sufficiently close to x 0 to apply estimate (1.9).
With (B.4) in Appendix B.1 (in the case λ = 1) we find
With (B.6) we obtain ∆u τ = τ ∆φ τ 
With (B.1) we obtain
As γ j ≥ 6, with estimate (1.9), (B.7), the change of variables y = τ 1 2 x, and the dominated convergence theorem, we find that φ ′′ (∇ x w, ∇ x w) does not vanish identically and
This implies that γ 0 = 6 and ∇ x w = 0. In particular ϕ ′ (x 0 ) = 0 and ξ 0 = 0. With (B.5) we find
which by estimate (1.9) implies γ j = 6, j = 1, 2, 3, 4.
B.3. Proofs of Propositions 1.3 and 1.4. We start with the proof of Proposition 1.3. We choose x 0 ∈ X and ξ 0 ∈ R n and define w(x) as in the proof of Proposition 1.1. We may assume that x 0 = 0 without any loss of generality. We then pick f ∈ C ∞ c (R n ) and set
For τ sufficiently large supp(u τ ) is sufficiently close to x 0 to apply estimate (1.15). This test function differs from that in proof of Proposition 1.1 with λτ replacing τ . With (B.4) we find
We then find
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With (B.6) we obtain ∆u τ = λ∆φ λ 1 2 x + 2iτ λ 1 2 ∇ x w, ∇ x φ λ 1 2 x e iτ w(x) , yielding arguing as above
Since ∇ x w ∼ iαϕ(x 0 )ψ ′ (x 0 ) as α → ∞, we find
From (1.14) we have I α ≤ CJ α . With (B.10) and (B.11), we find that γ ≤ 1, thus concluding the proof of Proposition 1.3.
We now prove the result of Proposition 1.4. Arguing as above we have
and
From (1.15) we have K α ≤ CL α . With (B.12) and (B.13), we find that γ ≤ 2, thus concluding the proof of Proposition 1.4. B.4. Proof of Lemma 2.3. From the symbolic calculus we find H = Id +R 1 with R 1 ∈ Ψ(h g , g). As h g = α/µ we observe that
B.5. Proof of Lemma 2.4. Let r, r ′ ∈ R. We first prove that Op
. By Lemma 2.3 and its proof, the operator H = Id +R 1 , with
Setk = max(⌊k ′ ⌋ + 1, 0) ands = max(⌊s ′ ⌋ + 1, 0). For j ≥k +s + 1 we write
, as τ αk +s+1 /µ is bounded. We thus have
For τ sufficiently large, from (B.15) it follows that the series in (B.14) actually converges in L 2 (R n ) and thus for any k ′ , s ′ ∈ R we have Op
B.6. Proof of Proposition 2.5. Point (1).
Density and point (2). Let now
given by Lemma 2.4 yields, 1/C u k,s ≤ v L 2 ≤ C u k,s , by passing to the limit. Point (3). We first prove that Op
by (B.16). We then conclude by density.
B.7. Proof of Lemma 2.6.
We saw in the proof of Lemma 2.4 that Op
). For any ℓ, r ∈ R, with Proposition 2.5, the operator H maps H ℓ,r (R n ) into itself continuously and is invertible, for τ sufficiently large, arguing as in the proof of Lemma 2.3. We thus setũ = H −1 u ∈ H ℓ,r (R n ). We have
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In fact, recall from the proof of Lemma 2.3 that H −1 can be expressed as a Neumann series. Here, we obtain the convergence of the series in any space H ℓ,r (R n ). We then observe that
In particular, as ℓ, r ∈ R are chosen arbitrarily we find v ∈ H k ′ ,s ′ (R n ) for any k ′ , s ′ ∈ R, if τ is chosen sufficiently large and we have by (B.17)
As v ∈ ∩ l,r∈R H l,r (R n ), we also have
B.8. Proof of Lemma 2.7. With Lemma 2.6, let v ∈ L 2 be such that u = Op
by Theorem A.2, as Op
B.9. Proof of Proposition 2.8. We writeτ
We conclude by choosing τ sufficiently large.
B.10. Proof of Lemma 3.9. Set H = Op w (µ m−1 ) Op w (µ 1−m ). By Lemma 2.4, for τ sufficiently large, we have
Whereχ ∈ C ∞ c (R n ) withχ = 1 in a neighborhood of V and such that χ = 1 in a neighborhood of supp(χ). As supp(r) ∩ supp(χ) = ∅ we find Op w (r) Op w (µ m−1 )χ ∈ Ψ (µ/α) −N , g for any N ∈ N. We thus obtain
Similarly we have an estimate for |z 2 | L 2 of the same form as that of |z 1 | L 2 in (B.18) and by induction for any k ≥ 2 we find Op w (r)w = y k + z 1 + · · · + z k with z 3 , . . . , z k also satisfying such an estimate and
with R k ∈ Ψ (µ/α) −k , g . With Lemma 2.6 we obtain There exist roots since ρ x,ξ (τ ) = 0 is equivalent to ξ ⊥ ψ ′ and |ξ| = |τ ψ ′ |. Then ρ x,ξ (τ ) = 0 implies ρ ′ x,ξ (τ ) = 0. Roots are always (at least) double.
We now consider the elliptic symbol p(ξ) = ξ and we assume that ρ x,ξ (τ ) = 0. Observe thatτ = 0 implies ξ = 0. We may thus assumeτ > 0. Observe also that ξ 2 + iτ ψ We now consider the operator with symbol p = ξ 1 ξ 2 along with ψ(x) = x 1 + x 2 , in the case Ω ⊂ R 2 . We then have ρ x,ξ (τ ) = (ξ 1 + iτ )(ξ 2 + iτ ), ρ ′ x,ξ (τ ) = i(ξ 1 + iτ ) + i(ξ 2 + iτ ). We have ρ x,ξ (τ ) = 0 if and only ifτ = 0 and ξ 1 ξ 2 = 0. Assume that ξ 1 = 0 we then have ρ ′ x,ξ |τ =0 = iξ 2 . If the root is double we then have ξ = 0 andτ = 0. The simple characteristic property (4.3) is thus satisfied.
We finally prove the statement of Remark 4.3. Let ξ ∈ R n \ 0. By (4.2) Property 4.3 precisely prevents to have p(x, ξ) = 0 and {p, ψ}(x, ξ) = 0 simultaneously. The implication in the definition of pseudo-convexity (Definition 3.2) is thus clearly fulfilled.
Similarly let ξ ∈ R n and let τ > 0. Property (4.3) precisely prevents to have p(x, ξ + iτ ψ ′ (x)) = 0 and {p, ψ}(x, ξ + iτ ψ ′ (x)) = 0 simultaneously. The implication in the definition of strong pseudo-convexity (Definition 3.3) is thus clearly fulfilled.
Consider now the operator P (D x ) = D x1 in Ω ⊂ R 2 and the weight function ψ(x) = x and we have p(ξ) = ξ 1 , {p, ψ} = x 1 , {p, {p, ψ}} = 1, 1 2i p(ξ − iτ ψ ′ ), p(ξ + iτ ψ ′ ) = Θ p,ψ = τ > 0.
We thus see that strong pseudo-convexity is fulfilled. Set ρ x,ξ (τ ) = p(ξ + iτ ψ ′ ) = ξ 1 + iτ x 1 . We have ρ
With ν such that ν(τ ϕ(x)) −1 ≤ 1 we then write
We then set e =τ ) and consider E = Op w (e). We write, with
And we find We then conclude the proof as in the end of the proof of Theorem 3.8.
B.13. Proof of Lemma 5.1. Let x 0 ∈ X and ξ 0 ∈ R n such that p(x 0 , ξ 0 + iϕ ′ (x 0 )) = 0. If ϕ ′ (x 0 ) = 0 we can simply choose ξ 0 = 0. We shall come back to this case bellow and prove that ϕ ′ (x 0 ) = 0 does not occur if m ≥ 2. Without any loss of generality we may assume that x 0 = 0. We set ζ 0 = ξ 0 + iϕ ′ (x 0 ). For all τ > 0 we have p(x 0 , τ ζ 0 ) = 0. We set φ(x) = ϕ(x) − ϕ(0). We have We then obtain 
