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Numerical modelling of hydrodynamic and solute transport 




This thesis studies the numerical modelling of a range of hydrodynamic, solute 
transport and biochemical reaction processes in shallow water environment, 
combining both Euler and Lagrangian techniques. The research consists of two 
parts: the rapid flow modelling and the solute transport modelling. 
In the rapid flow modelling, the research is focused on demonstrating the impact 
of modifying the Boussinesq coefficient when simulating rapid flows in various 
situations. The traditional Alternating Direction Implicit (ADI) scheme has been 
proven to be incapable of modelling trans-critical flows. Its inherent lack of 
shock-capturing capability results in spurious oscillations and computational 
instabilities. However, the ADI scheme is still widely adopted in flood modelling 
software, and various special treatments have been designed to stabilise the 
computation. Modification of the Boussinesq coefficient to adjust the amount of 
fluid inertia is a numerical treatment that allows the ADI scheme to be applicable 
to rapid flows. A comprehensive study has been undertaken to examine the 
impact of this numerical treatment over a range of flow conditions. A shock-
capturing TVD-MacCormack model is used to provide reference results. 
In the solute transport modelling, a mesh-free, depth-averaged and highly robust 
random walk model has been developed for simulating the two-dimensional 
solute transport processes. The development of the random model consists of 
two stages. In the first stage, extensive parametric studies have been undertaken 
to investigate the influences of the number of particles, the size of time steps and 
the technique of sampling processes used in the random walk model. The model 
is then applied to investigate the solute oscillation along a tidal estuary subject to 
extensive wetting and drying during tidal oscillations. The flow velocities are 
interpolated from the grid-based TVD-MacCormack flow solver. Finally, the 
model is applied to investigate wind-induced chaotic mixing in a circular shallow 
basin. The effect of diffusive processes on the chaotic mixing is investigated. The 
results of the first stage research provide a guideline for properly presenting the 
outputs of the random walk method for scientific analyses. In the second stage, 
the random-walk model is further developed to investigate the advection, 
diffusion and reaction processes of non-conservative materials. First, several 
classical test cases are presented to showcase the capability of the random walk 
model in addressing the problem of continuous release of non-conservative 
 
 
substances. Then, the method is applied to model the BOD-DO balance along a 
hypothetical river. The numerical results are in good agreement with the 
analytical solution. Finally, the developed scheme is used to study the pollutant 
transport in Thames Estuary. The current model is illustrated to be able to 
accurately predict the interaction between multiple pollutants in real-world 
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Chapter 1  
Introduction 
1.1 Background 
Water has been a vital resource to human civilization for thousands of 
years. However, water security has now become a major and growing 
challenge for both developing and developed countries. According to the 
World Bank (2017a), water scarcity affects more than 40% of the population 
across the globe. Water-related disasters account for 70% of all deaths related 
to natural disasters.  
The situation is worsening in three aspects. First, the demand for fresh 
water is increasing rapidly. In many countries, growing population and 
extensive urbanisation during the recent decades have driven the fresh-water 
demand in livelihood, agricultural and industrial sectors. It is estimated that 






water supply by 2030 according to current practices (World Bank 2017b). 
Second, climate change makes a great impact on hydrological cycle. Global 
warming is worsening, and extreme rainfall events become more and more 
unpredictable. The intensity and frequency of floods and droughts are seen 
much more frequently (see Figure 1.1 for example). It is estimated that the 
annual damage caused by the floods is at least $120 billion in property losses 
(Ivan Maddox 2014). Last not the least, aging drainage infrastructure increases 
the flooding risk significantly. A lot of the sewerage network is old, and its 
condition is unknown, making the existing drainage systems unreliable. In 
addition, demographic shifts and urbanisation have put a considerable strain 
on existing drainage systems, increasing the likelihood of them being 
overwhelmed. In short, chronic water scarcity, extreme weather events and 
hydrological uncertainty are considered as the greatest threats to global 
prosperity and stability. 
 






Water security faces great challenges not only because of water shortage 
or flooding, but also because of deteriorating water quality. The continuous 
agricultural and industrial developments demand increasingly high water 
quality; the water quality on the other hand, is deteriorating. This is often 
caused by the unsupervised introduction of pollutants into water bodies, as 
shown in Figure 1.2. For example, sewage waste and heat in industrial and 
agricultural production are discharged into rivers, lakes, oceans and 
groundwater without adequate treatment. Part of pollutant substances in the 
freshwater are mixed and diluted with the water flow, and then degraded by 
chemical and biological interactions. The rest of the pollutants will join the 
hydrological circle and seriously affect water quality.  
 
Figure 1.2 Discharge of wastewater into a reservoir (Francesca 2016) 
The deteriorating water quality leads to many severe consequences. One 
typical consequence is eutrophication. The phenomenon of eutrophication is 






This is caused by the growing availability of limiting factors needed for 
photosynthesis (Schindler 2006), such as carbon dioxide, oxygen and nutrient 
fertilizers. Human activities have accelerated the speed and degree of 
eutrophication through both point source discharge and non-point source 
discharge of nutrients (such as nitrogen and phosphorus). It is estimated that 
the annual cost of damage mediated by eutrophication in the U.S. alone is 
approximately $2.2 billion (Dodds et al. 2009). Another evident consequence 
caused by contaminated water is waterborne diseases. Pathogens in 
contaminated waters are responsible for the spread of many waterborne 
diseases, which kill around 2.2 million people globally each year, most of 
which being children in developing countries (WHO 2020).  
In order to leave the present and future generations an adequate, reliable 
and sustainable water supply, it is necessary to establish stable and efficient 
mathematical models that can accurately predict surface flooding evolutions, 
pollutant transports and biochemical interactions etc. Key parameters 
predicted by these mathematical models, such as water elevations, velocities, 
and the range of pollutant spread, are vital for effective water resources 
management. These supports can inform policy makers about sustainable 
water supply, reasonable flood control and timely rescue strategies, which is 







1.2 Objectives  
Among natural water bodies, many can be described as shallow water, 
such as estuarine, coastal and inland flows. The horizontal scale of these flows 
is much larger than its depth. Consequently, it can often be assumed that the 
solute is well-mixed vertically over the water column, allowing a depth-
integrated approach to investigate the solute transport processes. Accordingly, 
this thesis will focus on the hydrodynamic and solute transport processes in 
shallow water environment specifically. The depth-averaged computational 
fluid dynamics models will be deployed to achieve a detailed understanding 
of the rapidly varying flooding flows and the solute transport characteristics in 
various flow conditions. To achieve this objective, the research is split into the 
following three parts: 
• Demonstrate the influence of the Boussinesq coefficient on the 
numerical modelling of rapidly varying flows 
In the hydrodynamic modelling, the difficulty lies in the simulation of 
rapidly varying flooding flows. It is well-known that the traditional numerical 
schemes are unable to resolve shocks, such as hydraulic jumps and bores. Some 
widely adopted numerical treatments are available for stabilising the 
traditional schemes so as to deal with these trans-critical and supercritical 
flows. The first is to introduce artificial diffusion, the second is to modify the 
Boussinesq coefficient, and the third is to use robust numerical methods, such 
as Riemann solvers. These treatments can partly mitigate the inherent 
instability of numerical models when simulating rapid flows. However, these 






original governing equations. The aim of the research in this part is to 
demonstrate the impact of modifying the Boussinesq coefficient over a range 
of flow conditions.  
• Develop a depth-averaged and highly robust random walk model for 
simulating the two-dimensional (2-D) solute transport processes 
In the solute transport modelling, most of the previous research is based 
on Eulerian approaches to solve the standard advection-diffusion equation. 
However, these grid-based methods have proven to be deficient in addressing 
steep concentration gradients and tend to produce numerical diffusion. The 
Lagrangian methods are better suited for the simulation of complex situation 
involving high contamination gradients. The random walk model is based on 
the particle tracking approach, which is a representative of the Lagrangian 
approaches. The research in this part adopts the random walk model and aims 
to examine its performance for 2-D solute transport modelling. 
• Refine the random walk model for modelling the advection, diffusion 
and reaction processes of non-conservative materials 
Most previous random walk methods only consider inert materials, 
without taking into account the biochemical reactions. In addition, only the 
instantaneous release problems with a fixed number of particles in the 
computational domain are examined. Thus, the research in this part aims to 
bridge the gap and improve the random walk model to simulate more complex 







1.3 Outline of the thesis 
The rest of this thesis is structured as follows: 
Chapter 2 reviews previous modelling approaches in the general field of 
hydro-environmental modelling. The emphasis is given to the numerical 
methods for predicting the rapidly varying flows, moving boundaries, 
conservative and non-conservative solute transport related problems. 
Chapter 3 describes the governing equations employed for the shallow 
flows and relevant computational techniques. The explanation of certain 
assumptions and simplifications and special numerical treatments are 
introduced in detail. 
Chapter 4 demonstrates the impact of modifying the Boussinesq 
coefficient when simulating rapid flows in various situations. The test cases 
include one-dimensional (1-D) and two-dimensional (2-D), steady and 
unsteady, sub-, super- and trans-critical flows. The shock-capturing TVD-
MacCormack model is used as reference.  
Chapter 5 presents the theoretic basics and details of the governing 
equations employed for solute transport modelling and the explanations of the 
random walk method. Interpolation technique and boundary treatments are 
explained in detail. 
Chapter 6 carries out extensive parametric studies on the influences of the 
number of particles, the size of time steps and the technique of sampling 






unsteady flows, flat and uneven beds, rectangular and circular computational 
domains.  
Chapter 7 selects several classical test cases to showcase the capability of 
the random walk model in addressing the problem of continuous release of 
non-conservative substances. Details of the verifications of the model against 
the analytical solutions are provided. The proposed algorithms are applied to 
a real-world case of the Thames Estuary and the results are compared with 
published results obtained using the traditional mesh-based method.  
Chapter 8 provides a summary of the study and the main conclusions 










Hydro-environmental problems have been studied intensively since they 
can give rise to a series of serious environmental problems and cause 
significant economic loss. The existing research related to the numerical 
modelling of both hydrodynamic and solute transport processes will be 
reviewed in this chapter. First, a brief summary in the general field of the 
environmental hydraulics will be given to provide an outline of the 
background, development and current status of the research topic. This is 
followed by the review of different numerical models involved in the study 
and the advantages and disadvantages of the relevant methods. Then, the 
emphasis will be put on the numerical studies of shallow water environment 
in the two sub-model classification: hydrodynamic modelling and solute 






numerical methods will be summarised to form the theoretical base for this 
research. Finally, the gaps and limitations of existing literature will be 
discussed.  
2.1 Environmental hydraulics 
Environmental hydraulics, a comprehensive research topic, studies 
environmentally related hydraulic problems. Unlike traditional hydraulics, it 
is not only focused on the movement of water flow itself, but also on the 
movement and interaction of the substances contained in the water body. It 
involves a wide range of disciplines, such as hydraulics, hydrology, 
hydrochemistry, hydrobiology, ecology, oceanography, physical limnology 
and sedimentology, etc. Since Taylor (Taylor, 1922) first proposed the turbulent 
diffusion theory of the water flow in 1922, this research topic has a history of 
nearly 100 years. At the beginning, it went through a slow early stage of 
development until the late 1960s. The subject was limited to the study of the 
diffusion, transport and transformation of non-living substances in water. 
Then, with the highlight of ecological problems such as water eutrophication, 
its research object has extended to aquatic organisms such as algae, 
zooplankton, fish and benthos (Hunt 1999). The flow conditions, boundary 
conditions, interactions between abiotic components and biological 
components, and food chain relationships among aquatic biological 
components became important factors in environmental hydraulics (Koelmans 
et al. 2001). The content of environmental hydraulics has been continuously 






Thanks to the advanced computing techniques, many mathematical 
models have been established to solve environmentally related hydraulic 
problems, such as flooding prediction, pollutant transport, river erosion and 
siltation, sediment transport and so on (Chapra, 2008). Accordingly, a high-
quality comprehensive water environmental model usually consists of several 
sub-models, including hydrodynamic model, solute transport model, sediment 
migration model, toxic substance migration model, etc. In general, these 
models are particularly focused on three factors: 
(1) Physical factors 
Physical factors concerned in the hydro-environmental models include 
hydrodynamic features, sediment transport and topographic conditions. These 
physical processes describe the movement of pollutants or solute by fluid 
motion. This is primarily by the action of advection, the fluid moving, and 
diffusion, the motion of molecules and turbulent fluctuations in the fluid. In 
practice, the behaviour of the fluid is assumed to be unaffected by the pollutant 
and can be calculated independently of the pollutant transformations.  This 
assumption is not suitable for salt and heat transport and highly concentrated 
sediment transport. 
(2) Chemical factors 
Chemical factors in the hydro-environmental modelling include 
conservative and non-conservative material transmission processes. These 
processes involve the reaction of two or more compounds with each other to 
form one or more different compounds. Materials that are not transformed 






otherwise they are non-conservative substances. For example, dissolved salts 
are conservative as they do not interact with other substances. Nitrogen, in its 
ionic state will undergo chemical, physicochemical and biological 
transformation in a water body. 
(3) Biological factors 
Biological factors involve interactions between different organisms in the 
food chain, including consumption, growth, mortality and respiration from 
organisms. Biochemical processes are a result of chemical transformations 
taking place within a biological organism, such as bacterial decomposition of 
organic material and photosynthesis (Zoppou 2001). 
Due to the earlier urbanisation process, developed countries in Europe 
and the United States have established many hydro-environmental models 
since the 1960s (Crawford and Linsley, 1966). These models can be classified 
according to the specific research object solved, or according to the dimension 
of the governing equation used, from very simple lumped models to complex 
hydraulic models.  
Lumped models try to find a relationship between historical inputs and 
outputs instead of using physical laws of mass and energy transfer. This 
transformation process can be described by a relatively simple, intuitive model 
or a complex, statistical time-series procedure. In both cases, the model can be 
calibrated by establishing a statistical regression relationship between the 
input and output. These models provide very little details of the behaviour of 
the flow or pollutant. In general, these models are used to provide long-term 






Statistical models used for estimating both water quality and quantity 
characteristics are usually based on regression principles. The principles used 
in these models include simple linear, multiple linear, semi-log transform and 
the log-log transform (Bidwell, 1971; Jewell and Adrian, 1981). The statistical 
relationships are developed from a given set of data reflecting a particular 
spatial arrangement. The limitations of such models are that if there are any 
different spatial patterns and processes, new data must be collected, and a new 
statistical relationship must be developed. Therefore, the statistical approach 
can be used only for crude analysis.  
Empirical models involve a functional relationship between a dependent 
variable and variables that are considered germane to the process. These 
variables are chosen from knowledge of the physical processes involved and 
from empirical measurements. For example, the rational formula is a typical 
approach for empirically estimating surface flooding processes. The rational 
method is a simple relationship between flow rate, the catchment area and the 
rainfall intensity. However, the real processes are quite complex, and the 
concepts combine and gloss over many different mechanisms. It can only 
provide peak flooding volumes rather than produce detailed information 
which is insufficient for accurate prediction. 
The distributed models are based on differential equations that allow the 
flow rate and water level to be computed as functions of space and time, rather 
than of time alone as in the lumped models. These equations involve the 
continuity and the conservation of momentum. The differences between 






lumped model takes no account of the spatial distribution of the input, whereas 
distributed models include spatial variability.  
Hydrologic models usually satisfy the continuity equation only, while 
hydraulic models solve simultaneously the continuity and dynamic equations. 
At early stage, hydraulic method is seldom used due to the complexity of the 
process and the lack of a reliable and valid solution (Chiu and Huang, 1970; 
Pilgrim, 1976). However, in consideration of its ability to offer a decent 
prospect about a detailed process, scholars have made some valuable 
explorations in the past few decades.  
The hydraulic methods are considered as the most accurate modelling 
approach to study the hydro-related problems. A range of hydrodynamic and 
solute transport models using computational fluid dynamics techniques have 
already been applied extensively for research and practical purposes in the 
field of hydro-environmental modelling. These models can be classified into 
one-, two- and three-dimensional models. For example, HEC-RAS is one 
typical example of 1-D models (Brunner, 2002). The DIVAST (Falconer, et al, 
2001) can be classified into 2-D models. The TRIVAST (Lin and Falconer, 1997) 
is regarded as a three-dimensional model. The Danish Hydraulic Institute 
(DHI, 2018) has been developing a series of MIKE commercial software 
products for more than 25 years. They are mainly based on the finite-difference 
technique and available in one-, two- and three-dimensions. The open 
TELEMAC-MASCARET system is an integrated modelling tool for 
applications in the field of free-surface flows, managed by Artelia (France), 
Bundesanstalt für Wasserbau (Germany), Daresbury Laboratory (UK), and HR 






technique, written in the programming language FORTRAN 90 (Matta, 2018). 
The Delft3D Flexible Mesh Suite developed by the Deltares institute is a 
commercial software package. It includes one-, two- and three-dimensions 
modules and is capable of simulating wind-, tides- and density-induced flows 
(Waldman et al. 2017). These models have made great contributions to solving 
problems of water supply, flood control, irrigation, drainage, water quality, 
power generation and wildlife propagation.  
 
2.2 Hydrodynamic modelling 
It is widely accepted that natural water falls into the category of 
Newtonian fluids and their motion can be described by partial differential 
equations. As they are incompressible fluids, turbulent flows in natural waters 
are governed by the incompressible Navier-Stokes equations. Solving the full 
Navier-Stokes equations numerically without any simplification is called 
Direct Numerical Simulation (DNS). This means that the entire range of 
temporal and spatial scales of the turbulence must be numerically solved in the 
computational mesh. However, the computer speed and the storage capacity 
are still not sufficient to resolve practical applications when using such scheme. 
Based on reasonable assumptions, some simplifications for the Navier-Stokes 
equations have been established. One of the typical examples is the Reynolds 
Averaged Navier-Stokes equations (RANS), which is first proposed by 
Osborne Reynolds in 1895 (Reynolds, 1895). Shallow Water Equations (SWEs) 
are another widely-accepted simplified form of the Navier-Stokes equations. 






vertical scale. This type of free surface flow problem can be mathematically 
described by the SWEs. These equations can be derived from the depth 
integration of the three-dimensional incompressible Navier–Stokes equations 
or RANS under the assumptions of hydrostatic pressure distribution and 
negligible vertical velocity. With the appropriate initial conditions and 
boundary conditions, these nonlinear equations can be solved numerically. The 
Saint-Venant equations are 1-D form of SWEs. In complete form, the Saint 





















− 𝑔(𝑆0 − 𝑆𝑓) −
𝜏𝑤
𝐻𝜌
= 0    [2.2] 
where A is the cross-sectional area, Q is the discharge rate; x is the distance, t 
is the time, g is the acceleration due to gravity, 𝜂 is the water surface elevation, 
𝜏𝑤 is the wind shear stress, 𝜌 is the water density, 𝐻 is the total water column 
depth, S0 is the bed slope, Sf is the friction slope. In the momentum equation, 
the first term from the left side is the local acceleration term; the second term is 
called the convective acceleration term; the third term is the pressure force term; 
the fourth term is the gravity force term and the fifth is the friction force term. 
These equations are hyperbolic, and the solution of the equations is 
computationally demanding. This restricts the high-resolution simulation over 
a large area. As a consequence, various approximations have been more 






are simplified versions of the Saint-Venant equations. The kinematic wave 
model ignores the influences of backwater and assumes that the local and 
convective acceleration and the pressure terms are relatively small compared 
to the bed slope. The diffusion wave equations assume that the local and 
convective acceleration terms can be neglected in the momentum equation. 
This assumption is valid for overland flow or on very steep channels only. The 
kinematic wave speed can be obtained by differentiating the functional form 
of the monotonic relationship between Q and A. The kinematic wave does not 
experience any attenuation, but it does steepen with time. In practical problems, 
this equation is solved numerically. The numerical scheme introduces 
numerical diffusion, which results in attenuation of the simulated 
hydrodynamic features. This diffusion has no physical justification. It is 
dependent on the computational time and distance steps used in the model. A 
major advantage with this and other approximations to the SWEs is that 
detailed information on the computational catchment is not required. Only the 
kinematic wave speed is required, which can be calculated from channel 
properties or estimated from observed data. Since this approximation 
possesses one system of characteristics, then only one boundary condition is 
required for its solution. With the development of computing technologies, the 
simulation of 2-D unsteady flow has become mature today. 
Researchers have developed various numerical methods to solve the 
SWEs over the past few decades, including the finite-difference method 
(Casulli 1990; Bates et al. 2010), finite-element method (Hervouet 2007) and 
finite-volume method (Song et al. 2011; Costabile 2012). For these methods 






2014; Pavan et al. 2015), while time marching schemes can be explicit, implicit 
or semi-implicit. There also exists an ongoing development of robust and high-
resolution numerical methods (Hinkelmann et al. 2015; Simons 2020). These 
robust numerical methods can handle arbitrary complex applications and 
provide accurate results for cases with varying topography. 
The Alternating Direction Implicit (ADI) scheme is one of traditional 
methods which is still widely used. This scheme was first proposed by 
Peaceman and Rachford (1955), after which Leendertse combined the ADI 
scheme and a staggered grid and developed a computational model for 2-D 
flows. The stability domain of this scheme is relatively large, and the balance 
between computational cost and accuracy is attractive (Leendertse and Gritton, 
1971). Two established approaches are suitable for resolving shocks, such as 
hydraulic jumps and bores, in the solution, i.e. shock-fitting and shock-
capturing methods. Shock-capturing methods are preferable since they utilize 
a universal strategy over the whole domain without treating the shocks 
separately. As for most explicit schemes, time steps for shock-capturing 
schemes are restricted by the Courant–Friedrichs–Lewy (CFL) condition. The 
ADI scheme is widely used in practice to solve the SWEs. By adopting the 
implicit schemes alternately, the growth of the computation error is restricted 
to increase the stability of the computation. At the same time, the computation 
is highly efficient with the deployment of the Tri-Diagonal Matrix Algorithm 
(TDMA). However, this scheme has been proved to be incapable of predicting 
flows with steep water levels and large velocity gradients (Meselhe and Holly, 
1997, Liang et al., 2006a). The lack of shock-capturing capability makes this 






sudden hydraulic jumps, drops and bores. Some numerical treatments can 
partly mitigate the inherent instability of the ADI model when solving for 
trans-critical flows. For example, one way is to introduce artificial diffusion, 
another way is to modify the Boussinesq coefficient. The effect of artificial 
viscosity on the computational results has been extensively studied, the 
influence of the Boussinesq coefficient is not well understood yet.  
2.3 Solute transport modelling 
Water quality problems have detrimental impacts on the environment, 
which may cause potential risks on human health and result in significant 
economic losses. Accurate and efficient water quality estimation is essential for 
establishing a control strategy for environmental protection (Benkhaldoun et 
al. 2007). In the past few decades, increasing emphasis has been put on the 
numerical modelling of pollutant transport and biochemical reaction processes. 
At the early stage, Streeter and Phelps are the first to establish the relationship 
between the decay of an organic waste measured by the Biochemical Oxygen 
Demand (BOD) and Dissolved Oxygen (DO) resources of the river in 1925. The 
concentration of the DO is an essential indicator for analysing the nutrient cycle 
in flows (Jha et al. 2007). The ability to maintain an adequate DO concentration 
is important for determining the waste assimilative capacity. This simple BOD-
DO bilinear system model is also called the Streeter-Phelps model. This model 
focuses on oxygen balance and one-order decay of BOD and they are 1-D 
steady-state models. After that, many researchers modified and further 
developed the Streeter-Phelps models. Since 1970, water quality models made 






estimation of BOD-DO models (Wang et al. 2013). For example, the US 
Environmental Protection Agency (USEPA) developed the first version of 
QUAL model in 1970. QUAL models are suitable for dendritic river and non-
point source pollution, including 1-D steady-state or dynamic models 
(Grenney et al. 1978). In water quality modelling, pollution from industrial and 
sewage treatment plants is called point source pollution. Nonpoint source 
pollution comes from diffuse sources. For example, pollution caused by rainfall 
or snowmelt moving over and through the ground is called nonpoint source 
pollution. Overland flows pick up and carry away these natural and artificial 
pollutants and then deposit them into lakes, rivers, wetlands, coastal waters 
and ground waters. The WASP model was also developed by the USEPA in 
1983. The WASP model is suitable for water quality simulation in rivers, lakes, 
estuaries, coastal wetlands, and reservoirs, including one-, two-, or three-
dimensional models (Ambrose et al. 1988). Whitehead established the 
QUASAR model in 1997. QUASAR model is suitable for dissolved oxygen 
simulation in larger rivers, and it is a 1-D dynamic model (Sincock et al. 2002). 
Denmark Hydrology Institute developed the MIKE model (Vázquez et al. 2002), 
which is suitable for water quality simulation in rivers, estuaries, and tidal 
wetlands, including one-, two-, or three-dimensional models. These surface 
water quality models are still widely applied worldwide and are continually 
updated.  
The transport of pollutants is modelled using a mass conservation 
equation, which includes the two fundamental transport processes, advection 
and diffusion. As shown in the Figure 2.1, advection is the transportation of a 






that the solute material exactly follows the flow. Diffusion is the process 
whereby mass transports from higher concentration to lower concentration in 
flow due to random movements. It is assumed that the diffusive substances 
would not affect the motion of flows. In other words, the flow field is 
independent of the existence of the diffusive materials. 
Diffusion is the transportation of pollutants in the direction of decreasing 
gradient by molecular motion or turbulent fluctuations in the water. Molecular 
motion is defined as the movement of constituent particles or molecules in a 
certain direction. The molecular motions are affected by heat and temperature. 
This is because the temperature is the measurement of the average kinetic 
energy of the molecules. The rate of molecular motion is quite slow. Turbulent 
diffusion is another diffusion process that is relatively faster. In general, 
turbulent diffusion is much larger than molecular diffusion.  It is well known 
that turbulence significantly enhances the transport and mixing of flows. It 
consequently plays a significant role in determining the flow velocity, 
distributing heat and dissolving substances such as salt and oxygen 
(Castanedo et al. 2005). Consequently, a critical factor for the success of shallow 
water simulations is to adequately take the effects of turbulence into 
consideration. Most models in practical use today address this issue by using 
the Boussineq eddy-viscosity concept, which assumes that turbulent stresses 
are related to the velocity field in a similar manner as the molecular viscosity. 
An effective viscosity therefore consists of two parts, one from the molecular 
and the other form the turbulence, where the latter is often much larger. Cea et 
al. (2007) compared different turbulence models for shallow flow simulations 






k-ω models) give the same eddy viscosity as simple ones in the extremely 
shallow flow simulation. 
 
Figure 2.1 Advection and diffusion processes. 
The 1-D conservative advective-diffusion equation is the basic equation 
that incorporates the advection processes and diffusion processes. This 












) ± 𝑂𝑆      [2.3] 
in which s is the thermal energy or constituent concentration, x is distance, u is 
the advection velocity, Ax is the cross-sectional area in the x direction, Dx is the 
diffusion coefficient and 𝑂𝑆  represents all sources and sinks in this 1-D 
situation. This equation includes the advection of pollutant by the flowing 






and sources and sinks. Assuming that Ax and Dx are constant and using the 















± 𝑂𝑠        [2.5] 
For non-conservative pollutants, it can include a production or loss of a 
pollutant, with or without interaction with another pollutant. This is known as 
a kinetic process, including the chemical and physicochemical processes. 
Generally kinetic processes are adequately described by first-order 
relationships. Some pollutants are usually coupled. With one pollutant 
decaying another may be formed or degrade. This will lead to a set of 
simultaneous equations. The advantage of first-order processes, which are 
coupled, is that the overall first-order rate coefficient is the sum of the first-
order rates for the individual pollutants. This is a common approach adopted 
in many water quality models.  
2.4 Eulerian approach and the Lagrangian approach 
Basically, numerical methods used in both hydrodynamic modelling and 
solute transport modelling can be classified into two categories; one is the 
Eulerian approach and the other one is the Lagrangian approach. Each of them 
has its own pros and cons.  
The Eulerian approach is often regarded as the grid-based approach. It 
develops the conservation equations on a control volume basis and divides the 






domain and the shape for the simulation. In general, two grid types are widely 
used in the numerical modelling: one is the structured grid system and the 
other one is the unstructured grid system. Structured grid system offers a 
simple and efficient approach for the solution of the governing equations. The 
rectangular grid is one of the most widely used structured grid. For example, 
the rectangular grid is used in DIVAST (Falconer et al., 1999). However, the 
rectangular grid systems are unable to resolve local features of a complicated 
geometric domain. By contrast, unstructured grid systems provide geometric 
flexibility and simplicity in which the grid can be adapted according to the local 
topographic and flow features. Common types of unstructured grid systems 
include the classical triangular or tetrahedral grids, quadrilateral or hexahedral 
grids, prismatic grids or mixed grids. (Casulli and Walters, 2000; Begnudelli et 
al. 2006). Previously, most of numerical models rely on mesh-based Eulerian 
methods to solve the standard SWEs and advection-diffusion equations using 
finite-difference, finite-element or finite-volume techniques (Lin and Falconer, 
1997; Mingham et al. 2001; Benkhaldoun and Mohammed, 2007). Due to the 
limited computation power, the Lagrangian approach was thought to be 
computational expensive. It has been widely known that these Eulerian 
approaches tend to produce artificial diffusion when addressing steep 
concentration gradients and are sensitive to the grid. The results presented in 
the chapter 4 also demonstrate non-physical oscillations and inefficiency in the 
traditional mesh-based method. Thanks to advanced computing techniques, 
increasing level of attention has been paid to Lagrangian approaches, which 
have higher stability and simplicity than mesh-based methods. (Pu et al. 2016; 







Figure 2.2 General concept of the Eulerian approach and the Lagrangian 
approach 
The Lagrangian approach uses particles as discrete phases and tracks the 
pathway of each individual particle. By studying the statistics of particle 
trajectories, the Lagrangian approach is able to calculate the concentration of 
particles or other phase data (Zhang and Chen, 2007). The random walk 
method is a typical mesh-free approach for modelling pollutant transport (e.g. 
Israelsson et al. 2005; Liang and Wu 2014). It originates from statistical physics 
and has been applied in many disciplines such as finance, biology and 
hydrology. In modelling solute transport, the random walk method tracks the 
movement of discrete particles, which serve as indicators to represent the 
pollutant cloud.  
Israelsson et al. (2005) summarised the strengths and weaknesses of three 

















accurate and flexible. Wu and Liang (2019) proved that the random walk 
method can achieve higher accuracy than Eulerian models and is better suited 
to the situation with high contamination gradients. This method is attractive 
opposed to Eulerian grid-based methods for several reasons. First, they are 
inherently mass conservative by the definition. Secondly, discrete particles can 
more easily represent sub-grid scale processes without suffering from 
numerical dispersion. Thirdly, the approach is efficient when pollutant clouds 
only occupy a small area of the computational domain. Last but not least, the 
method offers advantages with certain types of boundary conditions and is 
useful for visualizing transport pathways. However, it is worth mentioning 
that the random walk method does have some limitations. For example, there 
is some artificial diffusion when interpolating the particle tracking results to a 
grid and the number of particles is unknown a priori and must be determined 
by trial and error. 
The relative computational efficiency between the Lagrangian and 
Eulerian models depends on the studied problems. The computational cost of 
the random walk model depends on the number of particles and the time step. 
Because a large number of particles are needed to obtain smooth concentration 
distributions, the random walk method is often thought to require significant 
computing resources. The computational cost of the traditional mesh-based 
model depends on the mesh resolution and the time step, with the latter often 
limited by the CFL condition. However, the mesh-based methods often suffer 
from numerical diffusion unless extremely fine mesh is used. Therefore, if such 
extremely fine mesh is used, then the random walk method can be more 






to regions where pollutant clouds exist. In practice, however, the mesh-based 
model has to adopt coarse meshes for the computational time to be affordable. 
The dispersion and diffusion coefficients are specified by calibrating the 
computational results against measurements, and their values take into 
account the effect of numerical diffusion rather than truly reflect the physical 
processes. When taking such a strategy, the mesh-based model is often more 
efficient than the random walk method. 
In short, the Lagrangian method has become more and more popular 
recently, and Euler's method can still be supplemented to some extent in many 
aspects. To choose the Eulerian method or the Lagrangian method for certain 
problems depends highly on the objective and characteristics of the problem 
under examination.  
 
2.5 Chapter summary 
In this chapter the development of different hydro-environmental models 
involved in the study and the advantages and disadvantages of the relevant 
hydro-environmental models are reviewed. Then, basic theories and the 
numerical methods according to the two sub-model classification, the 
hydrodynamic modelling and the solute transport modelling, are summarised. 
In the past few decades, increasing emphasis has been put on the numerical 
modelling of hydrodynamic and water quality characteristics in estuarine, 
coastal and river waters. In the hydrodynamic modelling, the SWEs are the 






schemes are found to be unable to accurately predict the rapidly varying flows 
containing sudden hydraulic jumps, drops and bores. In the solute transport 
modelling, the advection—diffusion equations are employed for mass 
transport processes. The increasing level of attention has been paid to 











As mentioned in chapter 2, hydrodynamic features in estuarine, coastal 
and rivers can be mathematically described by the SWEs. These equations are 
derived from the depth integration of the three-dimensional incompressible 
Navier–Stokes equations under the assumptions of hydrostatic pressure 
distribution and negligible vertical velocity. Due to the much greater 
horizontal extent of the surface than the water depth, the application of this 
depth-averaged modelling approach is appropriate. Saint-Venant equations 
have been discussed in Chapter 2, which are the 1-D form of SWEs. Here, the 







3.1 2-D Shallow water equations  
Navier-Stokes equations and the three-dimensional Reynolds averaged 
continuity can be integrated over the water column when the three 
assumptions are utilized:  
1) The vertical depth scale is much smaller than the horizontal scale: 
If the changes in physical parameters along the water depth are much 
smaller than those in the horizontal direction, the acceleration along the water 
depth can be approximately ignored. In addition, the shear stress and 
advective acceleration generated by the velocity components in the depth 
direction can also be ignored, which greatly simplifies the problem. 
2) Hydrostatic pressure distribution is assumed:  
In the shallow water environment, the vertical advection is much smaller 
than the pressure gradient and gravitational acceleration. The velocity gradient 
in the depth direction can be regarded as zero, which satisfies the condition of 
hydrostatic pressure distribution.  
3) The influence of Coriolis forces and air pressure gradient are ignored: 
The influence of Coriolis forces needs to be considered only if the flow 
field is in an area with a large difference in latitude, while that of air pressure 
gradient is important only for large-scale ocean modelling. Water flow 
considered here, however, is assumed to be mainly driven by gravity, friction 






The resulting depth-integrated equations are referred as the SWEs. Once 
given the appropriate initial conditions and boundary conditions, these 
nonlinear problems can be solved numerically. The standard 2-D SWEs can be 
simplified in the following form: 
 










= 𝐼         [3.1] 
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where 𝑡 is time; 𝜂 represents the the height of the water surface above the 
datum in Figure 3.1; 𝑞𝑥 and 𝑞𝑦 are the volumetric discharge per unit width in 
the 𝑥 and 𝑦 directions respectively, as shown in Equation [3.4]; 𝐼 represents 
the mass source term due to injection and abstraction of water; 𝐻 (= −𝑧𝑏 + 𝜂) 
is the total water column depth, in which 𝑧𝑏 is the height of the bed above the 
datum; 𝑔 is the gravitational acceleration; β is called the Boussinesq 
coefficient – a momentum-correction factor for the non-uniform vertical 
velocity profile; 𝜈 is the kinematic eddy viscosity; τwx and τwy are the wind 
stress components; 𝜌 is the water density;𝐶 represents the Chezy roughness 
coefficient which is determined from the Manning formula n. 
𝑞𝑥 = ∫ 𝑢𝑑𝑧
𝜂
𝑧𝑏
, 𝑞𝑦 = ∫ 𝑣𝑑𝑧
𝜂
𝑧𝑏




𝐻1/6          [3.5] 
Equations [3.1-3.3] are not in a conservative formulation of the SWEs. As 
a set of hyperbolic equations, the SWEs admit discontinuities in their solutions. 
In order to maintain the correct motion of the shocks in numerical prediction, 
the conservative form of the SWEs should be deployed to ensure the exact mass 
and momentum conservation in the numerical discretization (Toro, 2001; Liang 
et al. 2006a). Therefore, these equations are rearranged into the following 
conservative forms. The water free surface gradient terms on the right-hand 
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  [3.9] 
Equations [3.8] and [3.9] are the conservative formulation of the 
momentum equations. Liang et al. (2006a) have shown that this reformulation 
of momentum equations into Equations [3.8] and [3.9] gives smaller imbalances 
in the predicted discharges compared with other conservative formulations. 
As for flows over flat frictionless beds, the right-hand sides of Equations [3.8] 
and [3.9] vanish and the right-hand sides of the equations can be regarded as 
the source terms. Therefore, a set of balanced equations composed of Equations 
[3.2, 3.8-3.9] form the eventual governing equations for the current SWEs solver. 
They specify the conservations of flow mass and momentum, not only when 
the solution is smooth but also when the solution contains discontinuities. 
Their deployment enables the numerical model to track the correct movement 
of the shock in the computational domain.  
 
3.2 Boussinesq coefficient 
As shown in Equations [3.1-3.3], the Boussinesq coefficient β is a 
momentum-correction factor for the non-uniform vertical velocity profile. For 






inertia, pressure force and bed friction are often the dominant factors 
influencing the flow, whereas the influence of viscosity is generally 
insignificant. Assuming the flow is along the x direction, then the Boussinesq 






           [3.10] 
where the flow velocity u is a function of the vertical coordinate z, and U is the 
depth-averaged velocity. This momentum correction factor depends on the 
velocity distribution over the depth and should be always greater than unity. 
It increases with the increasing non-uniformity of the velocity distribution over 
the depth. For a logarithmic velocity profile, the momentum correction factor 
can be expressed as (Goldstein, 1938):   
𝛽 = (1 +
𝑔
𝐶2𝜅2
)          [3.11] 
where κ is von Kármán’s constant. From the above equation, it can be seen that 
the value of β increases with the decrease of the Chézy coefficient, which 
signifies an increase in the bed roughness, vertical shearing and velocity non-
uniformity. Alternatively, an assumed seventh-power law velocity profile 
leads to a constant value for β of 1.016. The wind generated velocity profiles in 
semi-enclosed coastal domains can give a value for β of 1.2. This value is based 
on a parabolic velocity distribution assumption for wind generated flow field 







In many practical modelling studies, the momentum correction factor is 
simply set to unity, assuming a uniform velocity distribution. On the other 
hand, because β appears in the advective acceleration term in Equations [3.2] 
and [3.3], it can also be used to adjust the amount of fluid inertia to be 
considered in the computer simulations. Some researchers adjust the 
Boussinesq coefficient to improve the stability of the ADI-based models, 
following an idea similar to the adjustment of the viscosity coefficient in the 
numerical simulations. In such cases, the value of β should be treated as purely 
artificial, just as the artificial viscosity coefficient. Physically, the value of β 
should never be smaller than unity according to the Equation [3.11]. However, 
in the numerical modelling, the advective acceleration can be completely 
ignored by setting the value of β to be zero.  
3.3 Numerical methods 
Researchers have developed various numerical models to solve SWEs 
over the past few decades. In order to ensure that the numerical schemes are 
capable of capturing discontinuities, two approaches have been employed i.e. 
shock-fitting and shock-capturing methods. Shock-capturing methods are 
preferable since they utilize a universal strategy over the whole domain 
without treating shocks separately. Most shock-capturing schemes fall into one 
of two major categories. The first category corresponds to the Godunov-type 
scheme, in which discontinuities are compensated by employing Riemann 
solver to determine the flux across the interface between two grid cells. The 
second category is concerned with the combination of the 1st order and second 






3.3.1 TVD-MacCormack scheme 
There are numerous shock-capturing numerical schemes. In this study, 
the TVD-MacCormack scheme is adopted as a typical one. This scheme is a 
modification of the widely-used MacCormack scheme by adding an extra step 
according to the Total Variation Diminishing (TVD) principle. Based on the 
operator-splitting technique, the solution of the 2-D SWEs can be decomposed 
into the solution of two sets of 1-D equations in each time step (Roger et al., 
2003; Liang et al. 2006, 2007, 2011). The explicit discretization is achieved by a 
uniform rectangular grid system. By adding an extra term after the corrector 
step, the TVD-MacCormack scheme enhances the standard MacCormack 
scheme. In this way, the numerical oscillations are removed theoretically near 
the sharp-gradient regions and the numerical solution therefore is equipped 
with the TVD property. The whole scheme has second-order accuracy in both 
time and space, but it introduces right amount of diffusion to remove 
numerical oscillations near any steep gradients. Since its development, 
extensive verifications and applications have been made to demonstrate its 
accuracy and efficiency, together with many refinements (e.g., Liang et al., 
2007.2016; Wang et al. 2016). 
 
3.3.2 ADI scheme 
The ADI scheme is one traditional method which is still widely used to 
solve SWEs. This scheme was first proposed by Peaceman et al. (1955), after 






grid and using it to calculate 2-D flows (Leendertse et al. 1971). In the ADI 
scheme, each time step is divided into two half time steps. In the first half time 
step, the 𝑥 direction terms and derivatives are solved using the implicit scheme, 
while the explicit scheme is used to solve the 𝑦 direction terms and derivatives. 
Conversely, the second half time step is solved using the implicit scheme in the 
𝑦 direction approximation, while the explicit scheme is used in the 𝑥 direction 
approximation. By using the implicit alternating operation steps, the growth of 
the computation error can be restricted. Liang et al. (2006a) showed that the 
ADI scheme is unable to predict trans-critical and supercritical flows. 
Currently, the ADI scheme is still widely used in a lot of commercial and 
research software, such as Flood Modeller (www. floodmodeller.com) and 
HEC-RAS (www.hec.usace.army.mil). Two widely-adopted numerical 
treatments are available for stabilising the ADI scheme in simulating rapid 
flows. One is to introduce artificial diffusion, and the other is to modify the 
Boussinesq coefficient. These treatments can partly mitigate the inherent 
instability of the ADI model when solving trans-critical flows.  
3.4 Chapter summary  
In this chapter, the 2-D conservative formulation of the SWEs has been 
presented, which are derived from the depth integration of the three-
dimensional incompressible Navier–Stokes equations. The physical meaning 
of the Boussinesq coefficient has been explained. Once given the appropriate 
initial conditions and boundary conditions, these nonlinear equations can be 
solved numerically. The shock-capturing scheme, TVD-MacCormack scheme, 






that the numerical treatment of modifying the Boussinesq coefficient can partly 
mitigate the inherent instability of the ADI model when solving for trans-
critical flows. However, their results may seriously deviate from the correct 
solutions to the original SWEs where the Boussinesq coefficient takes the 
physically based values of around 1.0. Although the effect of artificial viscosity 
on the computational results has been extensively studied, the influence of the 
Boussinesq coefficient is not well understood. The research on the 
hydrodynamic modelling part focuses on demonstrating the impact of 
changing the Boussinesq coefficient when simulating rapid flows in various 










Chapter 4  
Influence of the Boussinesq coefficient on the 
numerical modelling of rapid flows 
In the last chapter, it has been pointed out that the ADI scheme is 
incapable of modelling trans-critical flows. Its inherent lack of shock-capturing 
capability often results in spurious oscillations and computational instabilities. 
However, the ADI scheme is still widely adopted in flood modelling software, 
and various special treatments have been designed to stabilise the computation. 
Modification of the Boussinesq coefficient to adjust the amount of fluid inertia 
is a numerical treatment that allows the ADI scheme to be applicable to rapid 
flows. However, the impacts of changing this coefficient are not yet well 
understood. The knowledge of these would be useful for accessing the stability 
and accuracy of the results calculated from the ADI scheme together with a 
modified coefficient, which are commonly found in flooding simulations.  In 
this chapter, the impact of this numerical treatment in a range of flow 






2-D, steady and unsteady, sub-, super- and trans-critical flows. The shock-
capturing TVD-MacCormack model mentioned in Chapter 3 is used as the 
reference. 
4.1 Unsteady flow over frictionless bed 
Dam break problems have attracted the attention of many researchers in 
the past few decades. Although the construction of the dam has brought huge 
economic benefits, the failure of the dam is life-threatening. In the past, many 
serious losses were caused by dam-break disasters. The upstream and 
downstream of hydropower stations generally have very large water level 
differences. Once a dam-break occurs, it will cause devastating disasters. The 
most significant dam-break disaster in history occurred in the Huaihe River 
Basin in 1975. In addition to economic losses of up to 10 billion dollars, this 
dam-break also caused very serious casualties. It is estimated that 10 million 
people were affected, more than 26000 people died and 30 cities with 12000 km2 
farmland flooded. Moreover, rivers and adjacent areas are heavily polluted, 
and local crops, fish, turtles and other animals are affected, severely damaging 
the local ecological environment. Therefore, it is of great significance to attach 
importance to the safety of hydropower dams, and it is necessary to establish 
an effective and stable mathematical model to simulate the evolution of dam-
break floods.  
The dam-break flows are typically rapid varying flows which contain 
sudden hydraulic jumps, drops and bores. Therefore, it is regarded as a perfect 
test case to check the capability of numerical models in solving complex 






one- and 2-D dam-break problems are considered as test cases. The bed friction 
is ignored in both scenarios. The analytical solution for the 1-D idealised dam-
break problem has been known (Chanson 2005). The solutions predicted by a 
TVD-MacCormack model and experimental data are used as references. 
4.1.1 1-D dam-break problem 
A simple and classical 1-D dam-break problem is considered. A side view 
of the computational setup is demonstrated in Figure 4.1, where ℎ1  and ℎ0 
represent the water depths of the upstream headwater and downstream tail-
water, respectively. The dam is assumed to be located at 𝑥 = 500 𝑚 with the 
initial upstream water depth of 10 m and the downstream water depth of 2 m. 
The grid spacing was 10 m and the Courant number was 0.04. This situation is 
considered as a 1-D dam-break problem because the dam is assumed to 
collapse altogether. Conversely, if the dam is only partially ineffective, it needs 














(a) β = 0.5  
 







































(c) β = 1.5 
 
(d) β = 2.0 
Figure 4.2 Comparison between ADI model and TVD-MacCormack model. 
(a) β = 0.5; (b) β = 1.0; (c) β = 1.5; (d) β = 2.0 
Figure 4.2 shows the water surface elevation at 18s after the dam failure, 
produced by the ADI model and the TVD-MacCormack model, respectively, 
with four β values, β = 0.5, β = 1.0, β = 1.5 and β = 2.0. The solid lines represent 




































represent the numerical solutions for the ADI model. As mentioned in chapter 
3, it is estimated that the theoretic value of the β is around 1.016. Therefore, the 
values of β in the range of 0.2 to 2.0 are mainly studied. In general, the 
significant difference between the solutions of the two numerical schemes is 
the occurrence of spurious oscillation or not in the discontinuous region. It is 
worth noting that when the value of β is relatively large, as shown in Figure 4.2 
(d), the oscillation reduces significantly. This can be attributed to a decrease in 
the height of the flood front, which induces the drop in the amplitude of the 
oscillation.  
It should be noted that artificially modifying the value of β introduces 
systematic errors to the simulations. The theoretical solution corresponds to 
the β value of 1.0, which is taken to be the correct solution to this problem. 
Although increasing β reduces the numerical oscillations in the ADI modelling, 
the ADI results still deviate from the theoretical solution by predicting the 
wrong water depth and propagation speed of the flood front. The L2- norm 
between the theoretical and ADI-predicted values is defined as: 
𝐿2 = √∑ (𝑉𝑎 − 𝑉𝑎𝑖)2
𝑁
𝑖=1         [4.1] 
where N is the total number of grid points, Vai and Vi and are the theoretical 
and ADI-predicted values, respectively. These quantities may be either the 
water depth or the velocity. As seen in Figure 4.3, the minimum L2-norm is still 
observed at β = 1.0, in spite of the numerical fluctuations as shown in Figure 
4.2 (b). In terms of the propagating speed of the flood, the solutions using the 






addition, the height of flood fronts predicted by the two schemes is shown to 
decrease as β increases.  
 
(a) Water depth 
 
(b) Velocity 
Figure 4.3 L2-norm between the theoretical, with β = 1.0, and ADI-predicted 
































(a) Water depth 
 
(b) Velocity 
Figure 4.4 Predicted results at 18 s after the dam failure by using TVD-
MacCormack model. The gradation of colour indicated the increase in β 
value. (a) Water depth; (b) Velocity 
Figure 4.4 (a) and (b) demonstrate the trend of the variation with β using the 
TVD results alone. The gradation of color indicates the changing value of β. It 


























































are associated with a larger β. The faster propagation of the flood front with a 
larger β can be explained by the eigenvalues of the SWEs. When neglecting the 
bed friction and fluid viscosity, it can be easily calculated that the eigenvalues 
of the 1-D SWEs along the x direction are:  
𝜆1 = 𝛽𝑈 − √(𝛽2 − 𝛽)𝑈2 + 𝑔𝐻       [4.2] 
𝜆2 = 𝛽𝑈 + √(𝛽2 − 𝛽)𝑈2 + 𝑔𝐻       [4.3] 
Hence, the speed of the downstream travelling characteristic, λ2, 
increases with the increase of β. Special values of λ2 are at β = 1. A smaller β 
value generally leads to a smaller velocity in the frictionless unsteady flows. 
The flow velocity determines the water depth through the conservation of mass. 
As seen in Figure 4.4 (b), a smaller β value then results in a higher water depth 
at the flood front and a smaller water depth in the reservoir.  
 
4.1.2 2-D dam-break problem 
The test case considered in this section is an instantaneous 2-D dam-
break flood over a frictionless and flat bed. The dam located at x = 1 m divided 
the whole domain (3 m × 2 m) into two parts. As seen in the Figure 4.5, the 
water was still in the left reservoir at the beginning, with a depth of 0.64 m, 
while the floodplain on the right was dry. At the boundaries of the floodplain, 
a zero gradient condition was specified so that water could escape from the 
domain freely. In the present simulations, the spatial step was set to be 0.04 m 






experiment over a flat floodplain was performed by Fraccarollo et al. (1995) and 
their experimental data are referred to in this section for comparison purposes. 
 
Figure 4.5 Initial conditions for the 2-D dam-break problem 
 


































(b) β = 0.8 
 





























































(d) β = 2.0 
Figure 4.6 Snapshots of the water surface elevations for the 2-D dam-break 
simulation at 5 s. (a) β = 0.6; (b) β = 0.8; (c) β = 1.0; (d) β = 2.0 
 
 


































(b) x = 0.2 m, y = 1 m 
 







 (d) x = 1.8 m, y = 1.44 m 
Figure 4.7 Water depth variations at four locations in the 2-D dam-break 
simulation. (a) x = 1 m, y = 1 m; (b) x = 0.2 m, y = 1; (c) x = 0.48 m, y = 0.4 m; (d) 
x = 1.8 m, y = 1.44 m 
 
Figure 4.6 shows four snapshots of the overall water surface variations 
with different values of β at 5 s after the dam failure. For all the results to be 
shown, grid independence studies have been conducted to ensure that proper 
grid convergence is achieved. Generally, it can be seen that the stability of 
predicted results increases with a larger β value. In the downstream region, the 
number of the bore waves grows as the β value increases, with the height of 
these waves decreasing. As shown in Figure 4.6 (a) and (b), the bore waves are 
allowed to move out of the domain, which verifies the validity of the trans-






region, the water depth decreases with the decrease of the β value, indicating 
higher flow rates from the reservoir to the floodplain. 
Figure 4.7 compares the predicted and measured water depth histories 
at four locations, together with an ensemble of the results with different β 
values. The darker grey lines represent results with larger values of β. The 
value of β is increased from 0.6 to 3.0. Although there are no theoretical 
solutions available to this problem, the experimental data performed by 
Fraccarollo et al. (1995) are presented as triangle symbols in Figure 4.7 for 
comparison purposes. For the point located at (x = 1 m, y = 1 m), as shown in 
the figure 4.7 (a), the water depth starts at 0.6 m and then fluctuates between 
0.3 m and 0.5 m. The numerical oscillations are more obvious with the decrease 
in the β value. Similar results are found in point (x = 0.2 m, y = 1.0 m) and point 
(x = 4.8 m, y = 1.4 m). For the two points, as seen in Figure 4.7 (c) and (d), the 
water depth starts at 0.6 m and then decreases gently with time. It can be seen 
that a higher β value not only prevents the oscillations but also delays the drop 
of the water elevations. For the point located at (x = 1.8 m, y = 1.44 m), as shown 
in the Figure 4.7 (d), the water depth increases to about 0.04 m at the first 
second and then slowly drops to the initial level. The numerical oscillations are 
most pronounced in the results predicted by the value of β lower than 1.0. In 
short, two features are obvious in these plots. One is that a higher β value 
prevents oscillations as previously noted. The measured data is close to the 
numerical results when the value of β is close to 1.0. Numerical oscillations are 
most pronounced in the result for the point located at the downstream region 
when the value of β is relatively small, as shown in Figure 4.7 (d), while the 






predicted water depth in the reservoir increases with the growth of β. 
Differences in the simulated water depth are biggest at point (x = 1 m, y = 1 m), 
up to 0.18 m, while this difference is smallest at point (x = 1.8 m, y = 1.44 m), 
only a 0.02 m difference over the range of β from 0.0 to 2.0.  
 
4.2 Steady flow over frictional bed 
The flow conditions considered in this section are similar to those that 
might occur in mountain rivers. In this situation, the flow rate changes rapidly 
under several transitions between subcritical and supercritical regimes. 
Therefore, it is also a severe test for numerical schemes. 
4.2.1 1-D case 
The scenario considered here was the trans-critical flow over an 
irregular channel bed. Figure 4.8 shows the topography of the channel bottom, 
with the exact bed coordinates given in Tseng et al. (2004). In this case, the bed 
profile was unchanged in the direction normal to the page to provide a 1-D 
analysis. The total length of the channel was 1600 m, with a grid size of 8 m. 
The Manning roughness coefficient considered here was 0.033 s/m1/3. A 
constant unit-width-discharge of either 1.18 m2/s or 0.59 m2/s was imposed at 
the upstream boundary and the water depth was fixed at the end of 
downstream at 0.42 m. The conditions of the flow are similar to what might 
arise in a mountainous river, where the terrain is complex and varied. The flow 






sub-critical and super-critical regimes so that the case is a challenging test for 
numerical schemes. 
Figure 4.8 compares the predicted water surface elevations and 
respective Froude numbers between the two numerical models. In Figure 4.8 
(a), the Froude number is mostly less than unit when β is set to be 1.0 and the 
flow rarely experiences supercritical flow. The two models predict almost 
identical results. However, differences are quite noticeable for the case in 
which β is set to be 2.0. As shown in Figure 4.8 (b), the notable discrepancies 
are found at a few supercritical locations. For example, at 480 m, 1080 m and 
1350 m and other locations when the Froude number exceeds 1.0, the two 
models give different results. Some oscillations appeared at these positions in 
the ADI model’s results, indicating its lack of shock-capturing capability, while 
results of the TVD model do not demonstrate these oscillations. Hence, the 
increase in β value promotes the generation of spurious oscillations in ADI 
modelling, which is opposite to the finding previously obtained for the 









(a) β = 1.0 
 
(b) β = 2.0 
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(a) Predicted by ADI model  
 
 
(b) Predicted by TVD-MacCormack model 
Figure 4.9 Trans-critical flow over an irregular channel bed with unit-width-








(a) Predicted by ADI model  
 
 
(b) Predicted by TVD-MacCormack model 
Figure 4.10 Trans-critical flow over an irregular channel bed with unit-width-







Figures 4.9 and 4.10 show the magnitude of a range of water elevations 
predicted by the two models corresponding to three different β values. The 
comparison of the two figures can also reveal how different unit-width 
discharges lead to the different behavior of each model. In general, the water 
elevations predicted by the ADI model are sensitive to the varying β value in 
terms of the oscillation generation, apart from the change in the average water 
levels. With the increase of β, noticeable spikes in predicted water elevations 
occur at the steep falls of the riverbed. Oscillations are most pronounced in the 
results when β is 1.8 in the current study. This indicates that the reduction of β 
value can improve the computational stability effectively and inhibit the 
unwanted oscillations in the ADI model. Another general pattern is that a 
smaller β value results in a lower water depth in the simulation and a larger 
flow rate leads to bigger water depth variation. For example, the larger β results 
in more significant spurious oscillations at x = 480 m and positions near the 
upstream boundary, which can be seen in Figure 4.10 (a). When the unit-width 
discharge is 0.59 m2/s, the water depth at 400 m increases by 0.13 m with the β 
ranging from 0.00 to 1.80. At the unit-width discharge of 1.18 m2/s, the water 
depth at 400 m increases by 0.21 m with the β ranging from 0.00 to 1.80.  
Unlike the unsteady flow over a frictionless bed studied in the previous 
section, where the fluid inertia is balanced by the water surface gradient, the 
main influencing factors are bed friction and the water surface gradient in 
steady flow over a frictional bed. Because a larger β value generally leads to a 






surface gradient should be increased to overcome the bed friction, which 
attributes to the increased water level as β increases in Figure 4.9 and 4.10. 
4.2.2 2-D case 
4.2.2.1 Study site and data availability 
The 2-D test case considered in this section is based on the real-world 
terrain. Boscastle is a small fishing port in Cornwall, UK, situated on the 
intersection of the River Valency and River Jordan, which continues into the 
Celtic Sea, as shown in Figure 4.11. The port’s location and regional climate 
have left Boscastle inherently vulnerable to flooding. Among notable floods 
that occurred in the past few decades, the 2004 flood was the most severe flood 
ever recorded by the village (Roseveare and Trapmore, 2008). It was estimated 
that the flood event in 2004 had only a 1 in 400 years chance of recurring. There 
are three factors that exacerbated the 2004 flood in Boscastle. Firstly, the 
capacity of the River Valency was limited. The capacity of the River Valency 
was designed to only against a 1 in 10 chance of the recurring storm so that the 
river boundaries are exceeded detrimentally. Secondly, the channel and bridge 
were blocked by obstructions. Trees at the upstream of the village and cars 
from the eastern car park were washed away and carried into the river channel. 
These debris and cars filled the river and became jammed at the central bridge. 
The debris prevented any further flow underneath the bridge, which was 
therefore diverted over the top of the bridge and into the village centre. Thirdly, 
the channel’s capacity was further reduced by the sediment from the upstream. 
The storm has resulted in the deposition of a large amount of sediment from 






outfall. Last but not least, the catchment of Boscastle has a very steep 
topography. There was only a very thin layer of soil above impermeable rock 
in the catchment. These factors together lead to huge and rapid runoff of any 
rainfalls, making the village very vulnerable to flash floods, especially in strong 
and short-term storms. 
HR Wallingford has undertaken extensive data collection from photos, 
observations and residual evidence of the flood that occurred in 2004. Due to 
the wealth of evidence availability, this event has been an excellent study case 
for assessing flood simulation software (Wallingford, 2005). With the help of 
the Environment Agency, a digital elevation model (DEM) was extracted for 
the Boscastle area. The background digital terrain model was obtained by 
filtering out the buildings and vegetation of the LiDAR elevation data, which 
is a laser-based technology. Due to low water levels in both rivers during 
normal conditions, the DEM specifies an initial water depth and flow velocities 
only at the mouth of River Valency by the Celtic Sea. Then, buildings and 
bridges were added using geographic information system (GIS) technology 
software according to the ordinance survey maps. GIS is a special information 
system in which the data source is a spatially distributed function and process 
database used to collect, store, retrieve, analyze and display geographic data. 
The key element of information is its position relative to other geographic 
features and objects (Shami, 2002). It combines the spatial location and its 







(a) Geographic location of Boscastle village (photo source: Google map) 
 
(b) Aerial view of Boscastle village, superimposed with the centerlines of the 







(c) DEM of Boscastle village and the locations of gauging stations 
Figure 4.11 Geographic information of Boscastle village 
During the 2004 floods, the bridge openings were blocked by debris and 
cars; thus, it would be reasonable to include only the top of the bridge deck in 
the DEM. The underwater bathymetry was merged with the DEM according 
to the cross-sectional drawings provided by the UK engineering consultancy 
company, the Halcrow Group Ltd. The detailed procedure of generating the 
DEM suitable for flood modelling is given by Tuckley (2010). The domain was 
discretised into 860 by 470 grid cells. The hydrological analysis gave the peak 
discharges at the upstream ends of the River Valency and the River Jordan to 
be 160 m3/s and 19 m3/s, respectively. The water level at the Celtic Sea boundary 
was specified to be 3.5 m. A constant Manning coefficient of 0.03 s/m1/3 was set 







(a) Water surface profiles along the centerline of River Valency 
 
 
(b) Comparison between the modelled and surveyed water column depths 

















ADI,  = 
ADI,  = 






4.2.2.2 Results and discussion 
The two-hour flood evolution process was simulated for the urban flood 
case in Boscastle. For all the results to be shown, grid independence studies 
have been conducted to ensure that proper grid convergence is achieved. 
During this period, the flood went through the main channel and several 
tributaries and finally reached the steady flow state. Because the 2004 flood 
flow is rapid and contains steep variations, the ADI model cannot produce 
stable results without using a reduced value of β. Successful simulations were 
achieved with β values of 0.0, 0.4 and 0.6. At higher β values, the simulation 
terminated in the middle of the computation. The flow through the river is 
illustrated by plotting the water level and bed level variations along the river 
centreline, as shown in Figure 4.12 (a). It is clear that a larger β value results in 
a higher predicted water surface elevation. Such a trend coincides well with 
the 1-D case study in this section, confirming that, when modelling steady and 
frictional flow phenomena, a reduction in the value of β can effectively 
suppress the generation of unwanted oscillations in the numerical results of 
the ADI model. However, this is at the cost of reducing the accuracy of the 
numerical model, as the water elevation will be underpredicted. Figure 4.12 (b) 
presents the comparison between the modelled and surveyed water column 
depth. There are thirty-eight measured locations provided by HR Wallingford. 
These locations have been tested on each model for the maximum water 
surface elevation that they experienced throughout the flood duration. The 
diagonal line indicates any values for which the model is correct; any results to 
the left of this line are conservative and over-estimate the water level 






level. In general, the ADI results with a larger β value generally agree better 
with the surveyed data.  
4.3 Unsteady flow over frictional bed 
The findings in Section 4.2 are seemingly opposite to those in the Section 
4.1 because of different flow conditions. This implies that the Boussinesq 
coefficient should be adjusted either up or down in order to eliminate 
computational oscillations in the ADI models, depending on the flow 
situations. Except for the high-frequency oscillations, the ADI and TVD models 
predict similar overall trends in water depth and velocity variations, which 
provides reassurance as to the correctness of the present simulations.  
4.3.1 Study site and data availability 
The final case considered here is based on an actual flood that occurred 
in the city of Glasgow, Scotland, UK on 30 July 2002. In this case, the flow is 
unsteady, and the bed is uneven and frictional. The 2-D ADI model is applied 
to simulate the flood event over a 1.0 km × 0.4 km urban catchment. A 1 m 
resolution LiDAR survey was undertaken by Infoterra Ltd, which is a provider 
of geospatial products. The surveyed data were processed to leave only the 
bare earth information and then modified according to the Ordnance Survey 
Mastermap that defines the building locations, road network and land-use 
types. A single set of friction coefficients was used, with the Manning 
coefficient of roads and vegetation being 0.015 s/m1/3 and 0.05 s/ m1/3, 
respectively. Flooding at this site was caused by a burst pipe near the north-






and data on the area as well as the treatment of the boundary conditions for 
this case can be found in Hunter et al. (2008). In order to demonstrate the 
changes of water level clearly, four reference points are selected, representing 
the vicinity of the pipe burst, the main road, the minor road and the low-lying 
region, respectively. The exact locations of the reference points denoted G1, G2, 
G3 and G4 are marked in Figure 4.14, which is a contour map of the ground 
elevations.  
 








(b) Map of the study site with building and road topology (Hunter et al. 
2008) 
 
(c) Ground elevations of an urban area in Glasgow and the locations of inflow 
and gauging stations 








(a) Point G1 
 







(c) Point G3 
 
(d) Point G4 
Figure 4.14 Water elevation variations at 4 gauges with β ranging from 0.2 to 







4.3.2 Results and discussion 
Figure 4.14 presents the time series of water elevations predicted by the 
ADI model at the four gauging points. To validate the present simulations, the 
results obtained by the shock-capturing numerical scheme in Hunter et al. 
(2008) are also plotted in Fig. 13 as references. Three conclusions can be drawn 
from observing this dataset. 
Firstly, spurious oscillations are obvious when β is close to zero, 
especially at points G2 and G4 where shallow, high-velocity and convergent 
flow happens. In contrast, the curves with larger β are relatively smooth, 
indicating that a large β value may help mitigate the inherent instability of the 
ADI model in this case study. This finding corresponds well with that observed 
in the case studies of unsteady flow over frictionless beds. Secondly, a general 
pattern can be summarised in terms of the arrival time of flood waves. The 
smaller β value always predicts an earlier arrival of the flood wave, especially 
for the points G1 and G3, where water accumulates giving rise to large water 
depths in the course of the simulation. Although these differences in the arrival 
time are only of the order of 3 or 4 min, they can be deemed significant given 
the short duration of the flooding event. Thirdly, the peak flood depth is not 
sensitive to the value of β. Differences in the maximum predicted water 
elevation are only obvious for point G2, up to only 8 cm when the value of β 
ranges from 0.2 to 1.8. Hence, the variation in β for this test case does not 
significantly alter the water depth. The inundation extent is another important 








(a) β = 0.2 
 
(b) β = 2.0 
Figure 4.15 Inundation extent development predicted by the ADI model at 24 
min. (a) β = 0.2; (b) β = 2.0 
Water Depth (m) 






Figure 4.15 depicts the inundated areas of the unban catchment in the 
backdrop of the three-dimensional topography 24 min after the initiation of the 
flood. At this moment, the flood has spread through the main roads and streets, 
reaching the lower part of the region located at about x = 180 m. Water travels 
mainly along roads and streets, since they have a relatively small roughness 
value and a low ground level compared with the neighbouring land features. 
Some rather fragmented arrangements of the wet and dry patches are notable 
in Figure 4.15 (a), with a smaller value of β. It may therefore be said that even 
small numerical oscillations may have a large effect on shallow flow depths, 
thus resulting in a fragmented pattern of inundation. As β increases, these 
anomalies disappear and the inundation extent gradually decreases, as shown 
in Figure 4.15 (b). Such phenomena are correspondingly quantified in Fig. 4.15, 
where the impact of modifying β on the inundated area is shown in detail at 4 
instants. It implies that the flood front propagation slows down and the 







Figure 4.16 Sensitivity of inundated areas predicted by the ADI model 
Over a frictionless bed, the inundated area is overpredicted for 
increased values of β. The reverse occurs when the bed friction is significant, 
as seen in Figures 4.15 and 4.16. For unsteady flow over a frictional bed, the 
fluid inertia, water surface gradient and bed friction are all potentially 
important factors. As an increase in β is accompanied by increased velocity and 
impact of bed friction, a larger water surface gradient will then be required to 
overcome the bed friction. With a fixed water level difference to drive the flow, 
a larger β value may counterintuitively lead to slower propagation of the flood 






4.4 Chapter summary  
In this chapter, the numerical treatment is comprehensively examined 
to access the stability and accuracy of the ADI scheme with modified 
Boussinesq coefficients. While TVD-MacCormack model is in no doubt a more 
advanced method, the traditional ADI scheme is still widely used in many 
existing commercial software applications. Consequently, a detailed 
knowledge of the impacts of modifying the Boussineesq coefficients can be 
used to see whether ADI scheme can be improved in a simple way and is 
therefore useful in many practical industrial applications.  
A comparison between the ADI and TVD-MacCormack models is first 
made concerning the 1-D and 2-D dam-break floods over frictionless and flat 
beds. The results suggest that using a large β value can enable the ADI models 
to overcome the inherent instability difficulty in simulating rapid dam-break 
flows. It is also found that increasing the value of β increases the propagation 
speed of flood waves when modelling unsteady flows over a frictionless bed. 
However, it tells a different story in the steady flows with a frictional bed. The 
results in these situations suggest that the amplitude of the spurious 
oscillations reduces with the decrease of the Boussinesq coefficient. The steady 
water surface elevation becomes lower with a smaller β value. Finally, the 
simulation of flash floods event over a real-world urban terrain is studied. The 
results indicate that the increase in the Boussinesq coefficient can significantly 
reduce the amplitude of the numerical oscillations in the ADI simulations. The 
inundated area gradually reduces as the coefficient increases. These results 
show the complicated relationship between the β coefficient and the 






ADI scheme is not an ideal approach as it compromises the accuracy. Note that 
apart from using different values for the Boussinesq coefficient, some other 
schemes exist in conjunction with the ADI scheme. For example, instead of 
using a constant value, a variable Boussinesq coefficient could also be used 
depending on the magnitude of local flow velocity gradients. Additionally, the 
Boussinesq coefficient may be even eliminated (equal to 1) if other stabilisation 









Chapter 5  
 
Solute transport modelling 
For the modelling of solute transport processes, obtaining the 
hydrodynamic features of the flow fields is a prerequisite. The hydrodynamic 
features, such as water elevations and velocity components, are regarded as 
the input conditions for the solute transport modelling. As mentioned in the 
chapter 2, many modern numerical methods have been established to model 
solute transport processes. Most of the research is based on Eulerian 
approaches to solve the standard advection-diffusion equation using finite-
difference, finite-element or finite-volume techniques. However, these grid-
based methods have proven to be deficient in addressing steep concentration 
gradients and tend to produce numerical diffusion. By contrast, the Lagrangian 
approach can usually yield an accurate estimation. Nowadays, thanks to the 






price for the Lagrangian approach could be well paid. Compared with Euler 
methods, the Lagrangian methods can be regarded as an alternative to the 
simulation of complex phenomena, where high contamination gradients are 
involved. For the solute transport simulations, the Lagrangian methods are 
efficient when the contaminants occupy only a small part of the calculation 
domain. Therefore, the Lagrangian approach is more attractive for the water 
quality modelling. This chapter presents the governing equations of the solute 
transport processes and the Lagrangian random walk model is explained in 
detail.  
 
5.1 Depth-averaged advection-diffusion equation 
The governing equation of solute transportation in water bodies is the 
advection-diffusion equation (Gresho & Sani 1998). Advection is the 
transportation of a substance by a fluid due to the fluid’s bulk motion. In this 
process, it is assumed that particles of the solute exactly follow the shallow 
flow. Diffusion is the process whereby solute transports from higher 
concentration to lower concentration in flow due to random movements. It is 
assumed that the diffusive substances would not affect the motion of flows. In 
other words, the flow field is independent of the existence of the diffusive 
materials. With these assumptions, the conservation of solute mass in the 2-D 


































where t is time; s is the depth-averaged concentration of the solute; H is the 
water depth; u and v represent the velocities along x and y directions 
respectively; qs is the sources term of the governing equation, representing the 
increase (qs > 0) or decrease (qs < 0) in the total amount of the solute; Dxx, Dxy, Dyx 
and Dyy represent the dispersion-diffusion tensor of depth-averaged mixing in 
Cartesian coordinates. The relationship between the streamwise-transverse 
system and Cartesian coordinate can be expressed as:  
𝐷𝑥𝑥 = 𝐷𝑠 𝑐𝑜𝑠
2 𝜃 + 𝐷𝑡 𝑠𝑖𝑛
2 𝜃      [5.2] 
𝐷𝑥𝑦 = 𝐷𝑦𝑥 = (𝐷𝑠 − 𝐷𝑡) 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃     [5.3] 
𝐷𝑦𝑦 = 𝐷𝑠 𝑠𝑖𝑛
2 𝜃 + 𝐷𝑡 𝑐𝑜𝑠
2 𝜃      [5.4] 
where 𝐷𝑠 = 𝜀𝑠𝐻𝑢∗, 𝐷𝑡 = 𝜀𝑡𝐻𝑢∗     [5.5] 
Ds and Dt are the streamwise and transverse diffusion coefficients; εs and εt are 
two dimensionless constants representing streamwise dispersion and 
transverse dispersion, respectively. θ = arctan(v/u) is the angle between the 
direction along the x-axis and the direction of the local flow. The shear velocity 











5.2 Depth-averaged random walk method 
5.2.1 Equation reformation 
In this paper, the depth-averaged advection-diffusion equation is recast 
in a new form that utilises a consistent particle-tracking algorithm. A new 
concentration variable, S = sH is introduced. Then, the new form of the equation 


















  [5.7] 
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    [5.9] 
The source term qs in the previous equation is neglected in the new form. S is 
considered as a probability density function. U and V in the Equations [5.8] and 
[5.9] represent the modified advective velocities. This depth-averaged random 
walk model is then performed by advection and diffusion transport process for 
each time step in the following content. 
 
5.2.2 Advective process 
Prior to the solution of the transport equation, the flow field should be 
solved first. For most shallow flow solvers, water depths and velocities are 






water depth, flow velocity and dispersion-diffusion tensor are stored on 
Cartesian grid. To reconstruct a continuous variation of the flow field over the 
computational domain, we adopt bilinear interpolation in space. Taking the 
velocity at a point P (x, y) for example, the value is interpolated from the 
velocities at four nearby grid points Qi,j , Qi+1,j , Qi,j+1 , and Qi+1,j+1 , as illustrated 
in Figure 5.1.  
 
Figure 5.1. Bilinear interpolation 
Three steps are involved in the spatial interpolation procedure. Firstly, we 
determine (Up1, Vp1) on the southern side of the cell at a position aligned with 
Qi,j and Qi+1,j as follows: 
𝑈𝑝1 = 𝑈𝑖,𝑗 + (𝑈𝑖+1,𝑗 − 𝑈𝑖,𝑗)(
𝑥𝑝−𝑥𝑖,𝑗
𝑥𝑖+1,𝑗−𝑥𝑖,𝑗
)     [5.10] 
𝑉𝑝1 = 𝑉𝑖,𝑗 + (𝑉𝑖+1,𝑗 − 𝑉𝑖,𝑗)(
𝑥𝑝−𝑥𝑖,𝑗
𝑥𝑖+1,𝑗−𝑥𝑖,𝑗
)     [5.11] 
Then, we determine (Up2, Vp2) on the northern side of the cell at a position 






𝑈𝑝2 = 𝑈𝑖,𝑗+1 + (𝑈𝑖+1,𝑗+1 − 𝑈𝑖,𝑗+1)(
𝑥𝑝−𝑥𝑖,𝑗+1
𝑥𝑖+1,𝑗+1−𝑥𝑖,𝑗+1
)   [5.12] 
𝑉𝑝2 = 𝑉𝑖,𝑗+1 + (𝑉𝑖+1,𝑗+1 − 𝑉𝑖,𝑗+1)(
𝑥𝑝−𝑥𝑖,𝑗+1
𝑥𝑖+1,𝑗+1−𝑥𝑖,𝑗+1
)   [5.13] 
The third step involves the interpolation in the y direction, giving (Up, Vp) as: 
𝑈𝑝 = 𝑈𝑝1 + (𝑈𝑝2 − 𝑈𝑝1)(
𝑦𝑝−𝑥𝑖,𝑗
𝑦𝑖+1,𝑗+1−𝑦𝑖,𝑗
)      [5.14] 
𝑉𝑝 = 𝑉𝑝1 + (𝑉𝑝2 − 𝑉𝑝1)(
𝑦𝑝−𝑥𝑖,𝑗
𝑦𝑖+1,𝑗+1−𝑦𝑖,𝑗
)     [5.15] 
The new particle position after the advective transport process can be 
expressed by Equation [5.16] using the second-order iterative technique. 
𝑥𝑎 = 𝑥𝑜𝑙𝑑 + ?̅?∆𝑡, 𝑦𝑎 = 𝑦𝑜𝑙𝑑 + ?̅?∆𝑡     [5.16] 
where ?̅?  and ?̅?  are the two velocity components used in calculating a 
particle’s advective displacement in each time step. To increase the order of 
















5.2.3 Dispersion and diffusion process 
Particles also undergo the dispersion and diffusion transport in each 










     [5.19] 
where the subscripts s and t represent the streamwise and transverse directions, 
respectively. The superscript d represents the diffusion-related velocity 
components. The random numbers rs and rt are independent of each other and 
follow a normal distribution with a mean of zero and a standard deviation of 
unity. According to the principles of tensor transformation between coordinate 
systems, the diffusion-dispersion process corresponds to the extra velocity 
components in the original Cartesian coordinate system: 
𝑈𝑥
𝑑 = 𝑈𝑠
𝑑 cos 𝜃 − 𝑉𝑡
𝑑 sin 𝜃       [5.20] 
𝑉𝑦
𝑑 = 𝑈𝑠
𝑑 sin 𝜃 + 𝑉𝑡
𝑑 cos 𝜃      [5.21] 
Finally, the new position of the particle can be calculated as: 
𝑥𝑛𝑒𝑤 = 𝑥𝑎 + 𝑈𝑥
𝑑∆𝑡       [5.22] 
𝑦𝑛𝑒𝑤 = 𝑦𝑎 + 𝑉𝑦
𝑑∆𝑡       [5.23] 
5.2.4 Time advancement  
When updating a particle’s position and mass using the above method, 






random walk model, a second-order Runge-Kutta time integration method can 




















































      [5.29] 






      [5.30] 
This is a second-order accurate iterative scheme, meaning that the total 
accumulated error is on the order of O(𝛥𝑡2). 
 
5.2.5 Treatment of moving boundaries 
The wetting and drying phenomena is common in environmental flows, 
especially in shallow waters with uneven bottoms. In the random walk model, 






to be dry. The water depth at each particle’s location is checked in each time 
step. If a particle is found to be on a dry bed, then the particle will be frozen to 
the position. The frozen particles are excluded in the advective and diffusive 
processes, but the reaction process is still considered on frozen particles. When 
the water depth is higher than Hmin, the frozen particles are freed and then 
participate in the advective, diffusive and reactive processes.  
 
5.3 Chapter summary 
In this chapter, the governing equations of the solute transport are 
outlined. The 2-D advection-diffusion equations have been reformulated into 
the depth-averaged advection-diffusion equations. The depth-averaged model 
is then performed by advection and diffusion transport process for each time 
step. In the advective process, the bilinear interpolation is adopted in the 
random walk model as the input data for the flow field is solved by grid-based 
methods. In the diffusive process, the independent random numbers are 
introduced. The time advancement and the minimum water depth Hmin for the 
















Chapter 6  
On the application of the depth-averaged random 
walk method to solute transport simulations 
This chapter investigates the transport of conservative solutes in 
shallow water environment. The random walk model is applied to solve the 
depth-integrated advection-diffusion equation. Firstly, this model is verified 
by solving an instantaneous release problem in uniform flows. Analytical 
solutions are used as a reference. Extensive parametric studies have been 
carried out to investigate the sensitivity of the predictions to the computational 
parameters. Then, the random walk model is used to solve a solute oscillation 
problem along a hypothetical tidal estuary. The results of a TVD-MacCormack 
model are used as a reference. Finally, this chapter describes the applications 
of the random walk scheme to simulate the wind-driven chaotic mixing in a 
shallow circle lake. The results are compared with previous research from a 






6.1 Advection and diffusion transport in uniform flows 
The instantaneous release problem in uniform flows is tested firstly 
using the random walk model. When the uniform flow only follows the x 
direction (v = 0, Dxy = 0, Dxx = Ds, Dyy = Dt), the analytical solution of this ideal 
test case can be expressed as: 











4𝐷𝑡𝑡     [6.1] 
In this section, the total amount of solute material M = 233.06 kg is 
released suddenly at the initial location (x0, y0). As shown in Figure 6.1, the 
water depth is set to be H = 1 m, and the Chézy coefficient is 40 m1/2/s for the 
whole test area. The streamwise dispersion and transverse dispersion are 
typical values of εs = 13.0 and εt = 1.2 respectively for open channel flows 
(Falconer 1991). Two flow conditions are considered in this section. The first 
one is a uniform flow with u = 1 m/s along the x direction (θ = 0). The solute 
material is initially located at (x0, y0) = (0, 400 m). The second one is a uniform 
flow aligned diagonal direction (θ = 45˚). The velocity is set to be u = v = 
1/ √2 m/s. For computations in both scenarios, the particle numbers P is 






          
(a) x direction flow 
 
(b) diagonal direction flow 
Figure 6.1 Instantaneous release problem in a uniform flow. (a) x 
direction flow; (b) diagonal direction flow 
 
The development of concentration contours for flows in the x direction 
and diagonal direction are presented in Figures 6.1 (a) and (b) respectively. It 
is notable that the major axis of the elliptical patches is along their flow 






The reason is that streamwise dispersion is ten times larger than the transverse 
dispersion. The results for the same test case obtained by the grid-based 
method, TVD-MacCormack, can be found in Liang et al. (2010). 
 
6.1.1 Influence of time steps 
The advantage of the random walk model includes high accuracy and 
small numerical diffusion. However, the expense that comes with this 
Lagrangian approach is its high computational cost. As seen in the scheme 
description, the amount of the computation depends on two factors: the size of 
the computational time steps the model applied, and the number of particles 
to present the pollutant cloud. Therefore, the choices of these two factors are 
crucial to the efficiency of the random walk model. The following part of this 
section is to discuss the influence of the two parameters on the random walk 












time step = 600 s
time step = 100 s
time step = 10 s
time step = 1 s
time step = 0.1 s






Figure 6.2 Concentration distributions at 600 s with changes in time 
steps (x direction flow) 
 
Figure 6.3 Development of peak concentrations with changes in time 
steps (x direction flow) 
A great deal of research on time steps has been taken under the Euler 
scheme. The size of ∆𝑡 is restricted by the CFL condition. Usually, the smaller 
the time step is, the more accurate and stable the simulation will be. However, 
it tells a different story for the random walk model. Figure 6.2 presents the 
longitudinal concentration profile at 600 s after the solute release. Regardless 
of the time step of 600 s or 0.01 s, the same concentration profile is predicted by 
the model. Variations of the peak concentration are not affected by the size of 
time steps as well, as seen in Figure 6.3. 
This independent property of time steps can be derived through the 
iteration process. After n times iterations, the position of the particles at t time 


































time step = 0.1s
time step = 1s
time step = 10s
time step = 100s








𝑥1(𝑡) = 𝑥0 + ?̅?𝑛∆𝑡 + √2𝐷𝑠∆𝑡 ∙ ∑ 𝑟𝑖
𝑛
𝑖=1     [6.2] 
𝑦1(𝑡) = 𝑦0 + ?̅?𝑛∆𝑡 + √2𝐷𝑡∆𝑡 ∙ ∑ 𝑟𝑗
𝑛
𝑗=1     [6.3] 
If the time step changes to be 𝑚∆𝑡, n/m times iterations are needed for the new 
time step. Then, the new position of the particles at t time is expressed as: 
𝑥2(𝑡) = 𝑥0 + ?̅?𝑛∆𝑡 + √2𝐷𝑠∆𝑡 ∙ √𝑚 ∑ 𝑟𝑖
𝑛/𝑚
𝑖=1    [6.4] 
𝑦2(𝑡) = 𝑦0 + ?̅?𝑛∆𝑡 + √2𝐷𝑡∆𝑡 ∙ √𝑚 ∑ 𝑟𝑗
𝑛/𝑚
𝑗=1     [6.5] 
In the present model, the random numbers ri follow a normal distribution 
with a mean of zero and a standard deviation of unity, as shown in Equation 
[6.6]. According to properties of a normal distribution (Bryc, Wlodzimierz 
1995), ∑ 𝑟𝑖
𝑛
𝑖=1  and √𝑚 ∑ 𝑟𝑗
𝑛/𝑚
𝑗=1  have the same expectation and deviation.  
𝑟𝑖~𝑁(𝑒, 𝜎




2)       [6.7] 












)     [6.8] 
Therefore, the results will all obey the distribution of 𝑁(0, 𝑛) no matter what 
size of the time step is used. It can be concluded that the change of time steps 
does not affect the accuracy of the present model for the uniform flow with 







Figure 6.4 Evolution of the solute cloud in x direction uniform flows 







6.1.2 Influence of particle numbers 
Figure 6.4 shows a qualitative illustration of the solute transport process 
predicted by the random walk model using different configurations of particle 
numbers. In general, the contour turns out to be more notable with the particle 
number increases. Larger particle numbers significantly improve the visual 
effect of the elliptical cloud for solute distribution. To get a quantitative 
analysis, the predicted results are compared with analytical solutions.  Figure 
6.5 shows variations of peak concentration with different particle numbers 
used in the simulation. The size of sampling bins is set to be a circle with a 
radius of one meter. It is notable that small particle numbers tend to produce 
numerical oscillations. On the contrary, by setting a more substantial number 
of particles in the model, the prediction approaches closer to the analytical 
solution. For example, when 2.33×107 particles simulated in the model, the 
peak concentration is identical with the analytical solution. 
 










Figure 6.6 Relative errors of peak concentration (a) with the changes in 
particle numbers in each sampling bins; (b) with changes in time 
The relative errors with different particle numbers different of bin sizes 
are compared in Figure 6.6 (a). The relative error is defined by dividing the 
difference between the predicted and the analytical peak concentration by the 































































Error for x-direction flow






analytical results. In the legend, r represents the radius of the bin.  It is clear 
that with the growth of particle number put into the simulation, the error 
decreases significantly. The error for small particle numbers jumps beyond 
18%, which is unacceptable in a strict simulation. When the number of particles 
in each sampling bins approaches 200 to 300, the relative error is reduced to 
less than 5%. This means that the particle should be guaranteed to be higher 
than hundreds per bin to show a reasonable result for the solute concentration. 
Also, it is worth to note that the error for both x direction and diagonal flows 
is always consistent with each other, as shown in Figure 6.6 (b). This means the 
model is not affected by the concentration gradient. 
6.2 Solute oscillation along a 1-D tidal estuary 
This section considers solute material which is being transported 
forward and backward in a hypothetical tidal estuary. As shown in Figure 6.7, 
the boundary condition for the left end is regarded as a sinusoidal tide, while 
the right side of this estuary is considered as a vertical wall. The total length of 
the estuary is 13,800 m, and the bed elevation changes from -5 m at the end of 
the seaward to 0 m at the right end. In this case, the tidal flow has an average 
water level of 0 m and amplitude of 2 m, rising from the average water level at 
the beginning of the simulation. Before the pollutant transport simulation, the 
predictions of the flow field were obtained by using TVD-MacCormack scheme 
to solve the SWEs. The discretized velocity field is then reconstructed into a 
continuous form using linear interpolation. The initial depth-averaged 
concentration s is set to be 100 kg/m3 at the cell located at x = 10 km, while the 







Figure 6.7 1-D hypothetical tidal estuary 
 
(a) Δb = 0.01 m 
 
(b) Δb = 0.1 m                                            (c) Δb = 1 m 
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(d) Δb = 10 m                                              (e) Δb = 100 m 
Figure 6.8 Distribution of the concentration along the hypothetical estuary at 
3 hours with changes in sampling size Δb. (a) Δb = 0.01 m; (b) Δb = 0.1 m; (c) 
Δb = 1 m; (d) Δb = 10 m; (e) Δb = 100 m 
 
The sampling processes is required to convert the scatter of particles to 
the concentration profile. This sampling algorithm is crucial in the 
interpretation of the results of the random walk method and in the evaluation 
of the concentrations, which introduces some artificial diffusion. Traditionally, 
this concentration profile, i.e. histogram, uses a fixed length to separate 
different bins. However, this fixed setting may lose the accuracy at some local 
parts. Figure 6.8 compares concentration profiles along the estuary at 3 hours 
with different sizes of Δb. The Δb represents the minimum size of the sampling 
bins used in the random walk model. As illustrated in the Figure 6.8 (a), when 
the scale of sampling bins is below 1 m, obvious non-physical oscillations will 
be generated in concentration profiles. This is due to the limited numerical 
precision of computers. It is also deficient if the bin sizes are too large. As 
shown in Figure 6.8 (e), the accuracy of concentration is compromised when 
the sampling bins are more than ten percent of the occupied range. In this work, 
the length of the bin is chosen automatically by including 200 particles within 
x (m)
S














3 hours, Random walk model
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each bin along the hypothetical estuary. This dynamic determination of the bin 
size is found to avoid spurious fluctuations and achieve good comparisons 
with analytical and previous results. A series of smooth concentration profiles 
along the estuary at both high and low water levels is shown in Figure 6.9 to 
6.13. When the solute cloud moves nearly to the landward position, the tidal 




Figure 6.9 Distribution of solute particles and concentration along the 1-D 
hypothetical estuary at 3 hours 








Figure 6.10 Distribution of solute particles and concentration along the 1-D 
hypothetical estuary at 9 hours 
 
 
Figure 6.11 Distribution of solute particles and concentration along the 1-D 
hypothetical estuary at 27 hours 
scatter of particles 
concentration profile 
concentration profile 








Figure 6.12 Distribution of solute particles and concentration along the 1-D 
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Figure 6.13 Distribution of solute particles and concentration along the 1-D 
hypothetical estuary at 51 hours 
 
An illustration for the particles position and their distribution along 
time is given by Figure 6.9 to 6.13. A series of concentration distributions and 
the scatter of particles at high and low water are plotted with time. It is well 
presented that particles travel with wave flows and disperse in the longitudinal 
direction. The instantaneously released solute flows with the rising water to 
the closed wall under the influence of tidal currents, while the receding water 
is flowing to the open boundary. At the same time, the region of the solute is 
enlarging because of the effect of dispersion. For example, at the 3 hours, as 
shown in Figure 6.9, the solute reaches the landward side of the computational 
domain. Then these solute turns back towards the seaward side with the tidal 
currents. The range occupied by solutes expands from about 400 m at 3 hours 
to about 1200 m at 9 hours. It is notable that the horizontal range occupied by 
solutes at 27 hours is smaller than that at 9 hours and the peak concentration is 
even higher at 27 hours than at 9 hours. This is because that the water level is 
higher near the right-side wall and the tidal current generally decelerated 
when approaching the closed boundary. Note that S-axis is defined as sH (as 
seen in Chapter 5, Equation5.7), therefore does not represent the physical 
solute concentration. The apparent increase of S with time is due to the increase 
of H, rather than the increase of solute concentration, and it therefore does not 







(a) 3 hours 
 







(c) 27 hours 
 







(e) 51 hours 
Figure 6.14 Distribution of the concentration along the estuary with the 
changes in grid size. (a) 3 hours; (b) 9 hours; (c) 27 hours; (d) 33 hours; (e) 51 
hours 
The numerical solution of TVD-MacCormack model is used as a 
reference for this case. For such grid-based methods, solutions are usually 
sensitive to its grid size. The finer the grid is, the more accurate the simulation 
will be, although the more computationally expensive it might be. The 
numerical diffusion for the Eulerian model is more obvious at the beginning 
because of the sharp concentration gradient. Taking Figure 6.14 (a) as an 
example, it presents the concentration profile at 3 hours since the beginning. 
Several different cell sizes, from 3 m to 270 m, are used in the mesh method 
simulation. When the mesh size is increased to 270 m, the concentration 
distribution is too flat to demonstrate a proper concentration distribution. The 






contrary, the random walk model is less diffusive. A narrower distribution and 
a higher peak concentration are predicted by the present model, and it is 
identical to the extreme of the concentration trend.  
Influence of time steps for unsteady flow 
The expense that comes with the random walk model is its high 
computational cost. The choice of time steps is crucial to the efficiency of 
numerical models. A great deal of research on time steps has been taken under 
the steady flow conditions. It was concluded that the change of time steps does 
not affect the accuracy of the present model for the uniform flow with constant 
water depth. However, it tells a different story for the unsteady flows. The 
following part of this section is to discuss the influence of this parameter on the 
random walk model when applied to the instantaneous release problem in 
unsteady flows. 
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(b) 9 hours 
Figure 6.15 Distribution of the concentration along the tidal estuary with 
changes in time steps 
The Figure 6.15 presents the longitudinal concentration profile at 3 
hours and 9 hours after the solute release in the tidal estuary. Several different 
time steps, from 1 s to 30 min, are used in the random walk simulation. When 
the time step is smaller than 30 s, the predicted concentrations are not affected 
by the choice of the time step. When the time step is increased to 30 min, the 
peak concentrations are under-predicted by the random walk model. This is 
more obvious in the 9 hours simulation. Therefore, in the current random walk 
model the time step should be less than 30 s to guarantee an accurate prediction. 
6.3 Wind-driven chaotic mixing in a shallow circle lake  
In this section, the random walk model is applied to simulate the particle 
motion due to wind-driven mixing in a shallow lake. The action of wind on the 
x (m)
S
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bodies of water creates shear stress on the free surface, which drives the water 
flow in the water underneath. The wind shear stress is imposed on free surface. 
When integrated over the water depth, it appears as the last term in the 
Equations [3.2] and [3.3]. In this section, wind shear of constant magnitude is 
assumed to be uniformly distributed throughout the domain.  
 
6.3.1 Kranenburg’s model lake 
As shown in Figure 6.16, the property of the circular lake is suggested 
by Kranenburg (1992). The velocity field is described by a stream function in 
the polar coordinate system: 
𝜓 = 𝐵𝑟(1 −
𝑟
𝑅








         [6.11] 
The von Kármán constant κ is set to be 0.4; the mean water depth 𝐻𝑚𝑒𝑎𝑛 is 0.5 
m and the radius of the lake R0 is 120 m; z0 is a roughness height of the bed, set 
to be 2.8 mm. The constant 𝜏𝑤 is 0.002 N/m2. 𝑢∗ = √𝜏𝑤/𝜌 is the friction velocity 
at the surface. The water depth H is described by a function of radial distance 












)      [6.12] 
These physical parameters are set to be the same as those in Kranenburg (1992) 











Figure 6.17 Velocity fields in the Kranenburg’s model lake with single 
direction of the wind 
Kranenburg (1992) found that the particle motion becomes chaotic when 
surface wind stress periodically changes its direction. Therefore, a sequence of 
periodic storm events is designed for this case. During the first and second 
halves of a period, the direction of the storm wind jumps back and forth 
between the northeast and northwest directions, respectively. It is assumed 






while its intensity is constant. At the same time, the Euler velocity field 
instantaneously adapts to wind conditions. The resulting flow field is governed 




𝑢∗𝑡𝑠        [6.13] 
where ts is the storm duration, i.e. half of the period T.  
6.3.2 Influence of diffusion coefficient  
For all the cases considered, Poincaré sections are used to illustrate the 
mixing properties. Poincaré sections represent a lower dimensional subspace 
within the state space of a dynamical system. They preserve many 
characteristics of periodic or quasiperiodic orbits of the original dynamical 
system and are therefore often used for studying the original system in a 
simpler way. Initially, independent particles along the x-axis were released at 
the ϕ = 0 and ϕ = π, as seen in Figure 6.16. The positions of these particles were 
traced and plotted on one diagram after each cycle (the end of each second 
storm). These particles are tracked for 500 periods in this case. The points on 
the Poincaré section represent the superposition of particle positions at the end 
of each cycle. For comparison purposes, the diffusive process is ignored to test 
the behaviour of the advection part in the random walk model. For small μ, as 
shown in Figure 6.18 (a), the elliptic periodic points are surrounded by two 
large islands of regular motion. The area of the chaotic region increases with 
the increase of μ, while the sizes of the period-one islands decrease. When μ is 
beyond 0.70, the elliptic points are no longer obvious, and only chaotic motion 
remains (for μ = 0.84). These findings are qualitatively similar to previous 







(a) μ = 0.14                                                   (b) μ = 0.28 
 
(c) μ = 0.42                                                  (d) μ = 0.56 
 
(e) μ = 0.70                                                   (f) μ = 0.84 
Figure 6.18 Poincaré sections for wind periodically blowing from north-east 
and north-west with different μ (without diffusive process) (a) μ = 0.14; (b) μ = 







Figure 6.19 Kranenburg’s Poincaré sections showing particle positions after 
each second storm with different μ (a) μ = 0.14; (b) μ = 0.28; (c) μ = 0.42; (d) μ = 
0.56; (e) μ = 0.70; (f) μ = 0.84 (Kranenburg, 1992)  
 
(a) 𝜀𝑠 = 0.0                      (b) 𝜀𝑠 = 0.001                      (c) 𝜀𝑠  = 0.01 
 
(d) 𝜀𝑠  = 0.1                      (e) 𝜀𝑠  = 1                         (f) 𝜀𝑠  = 10 
Figure 6.20 Poincaré sections for both advection and diffusion processes for μ 
= 0.14 and with different 𝜀𝑠: (a) 𝜀𝑠 = 0.0; (b) 𝜀𝑠 = 0.001; (c) 𝜀𝑠 = 0.01; (d) 𝜀𝑠 = 0.1; 







(a) 𝜀𝑠 = 0.001                      (b) 𝜀𝑠 = 0.01                      (c) 𝜀𝑠  = 0.1 
Figure 6.21 Poincaré sections for both advection and diffusion processes for μ 
= 0.28 and with different 𝜀𝑠: (a) 𝜀𝑠 = 0.001; (b) 𝜀𝑠 = 0.01; (c) 𝜀𝑠 = 0.1 
 
(a) 𝜀𝑠 = 0.001                      (b) 𝜀𝑠 = 0.01                      (c) 𝜀𝑠  = 0.1 
Figure 6.22 Poincaré sections for both advection and diffusion processes for μ 
= 0.42 and with different 𝜀𝑠: (a) 𝜀𝑠 = 0.001; (b) 𝜀𝑠 = 0.01; (c) 𝜀𝑠 = 0.1 
 
Then, both advection and diffusion processes are considered as tracer 
particles and are also spread by turbulence and shear dispersion during each 
storm. Figure 6.20 depicts the impact of streamwise dispersion  𝜀𝑠  (the 
transverse dispersion 𝜀𝑡 is constant at 0 in this section.) on this chaotic mixing 
phenomenon. For 𝜀𝑠  equal to 0.001, it is still clear that the circular lake is 
divided into two large islands and positions of the elliptic periodic points are 






becomes more and more blurred. It is worth to mention that, the growth of the 
streamwise dispersion will not change the position of elliptic periodic points, 
but it will amplify the erratic motion considerably.  
 
(a) 𝜀𝑠 = 0.001                      (b) 𝜀𝑠 = 0.01                      (c) 𝜀𝑠  = 0.1 
Figure 6.23 Snapshots of the particle distribution in Kranenburg’s model lake 
(t = 32T; μ = 0.28) 
For μ = 0.28 and 0.42, the entire calculation domain is chaotic when the 
dispersion  𝜀𝑠 is only 0.1, as shown in Figures 6.21 and 6.22. This means that 
the increase in the duration of the periodic storm will exacerbate the impact of 
the diffusion coefficient, making it easier to achieve a chaotic state. Figure 6.23 
shows the advection and diffusion behaviour of a line of 10,000 particles after 
32 periods of the storm event. The line is initially positioned along the x-axis. 
Both whorl-type and tendrils structures coexist when μ is 0.28. With the 
increase of the dispersion parameter, elliptic and hyperbolic points all 
disappear, and particle motions reach the global chaotic state. 
 
6.4 Chapter summary 
In this chapter, the random walk model is applied to solve the depth- 






a classic instantaneous release problem in a uniform flow. It has been found 
that simulations are independent of the size of the time step. The particle 
number significantly influences the performance of the random walk model. 
Too few particles degrade the visual inspection and quantitative examination 
of the solute distribution. In uniform-flow applications, a relatively large time 
step will reduce the computation expense without compromising accuracy. 
Then, investigations are carried out regarding the oscillation of a pollutant 
cloud in a tide estuary. The sampling method is optimised to convert the 
particle distributions into concentration profiles. The random walk simulations 
display high accuracy, which can only be achieved by the method-based 
simulations with extremely fine resolutions. The mesh-based methods are 
shown to be highly sensitive to the grid resolution. Finally, the model is used 
to simulate the chaotic mixing process. The results for pure advection process 
are consistent with the findings reported in previous research. Because of the 
presence of turbulent diffusion and bottom friction in any real lake, the 
advection process is always accompanied by the longitudinal dispersion 
process. This study shows that the streamwise dispersion plays an important 














Chapter 7  
Random walk simulation of non-conservative 
pollutant transport in shallow water flows  
Research work in the last chapter demonstrates that the random walk 
model is highly stable and nearly free of artificial diffusion in solving the solute 
transport problems in aquatic environments. This chapter further develops the 
random walk model to simulate more complex hydro-environmental 
phenomena that involve the transport of non-conservative materials. First, it 
presents three ideal test cases to examine the capability of the random walk 
model for addressing the continuous release of non-conservative materials. 
Then, the model is applied to simulate the BOD-DO balance along a 
hypothetical river, with the analytical solutions as references. Finally, the 






concentrations in the Thames Estuary, so as to examine the model’s capability 
of handling the complex geometry with large tidal oscillations. 
7.1 Reactive process 
Most of the materials transported by the flow are not inert in the fluid, 
such as nitrogen, phosphorus, bacteria and dissolved oxygen. In order to 
predict the spatial and temporal development of these non-conservative 
substances, the sources term qs is introduced in Equation [5.7]. It represents the 
increase (qs > 0) or decrease (qs < 0) of the total amount of the solute because of 
chemical or biochemical reactions, and it can also represent a tracer injection or 
abstraction. For a substance subject to chemical or biological transformation, 
its decay or growth usually follows the principle of the first-order reaction: 
𝑞𝑠 = −𝐾𝑆         [7.1] 
where K is the first-order decay rate or reaction constant. In the random walk 




  is assigned to every particle, where 
𝑀0 is the the total amount of solute material at time zero and 𝑁 is the total 
number of particles. For the first-order decay processes, the mass of each 
particle is simply reduced by a fixed proportion at each timestep. For example, 




𝑡−𝜏)     [7.2] 
where 𝜏 in the superscript represents the time of the particle release so that the 
duration of this particle experiencing decay is (t - τ). For particles released at 






zero to the considered instant t. If particles are not released into the domain at 
the same time, such as in the situation of a continuous source, different 
particles carry different masses, and the concentration can be calculated via the 
probability density function weighted by the particles’ masses. 
7.2 Model refinement and verification  
7.2.1 Continuous source  
The present 2-D random walk model was first applied to the continuous 
release problem. A continuous discharge is released from the location (x0, y0) = 
(0, 400 m). The flow is uniform with 𝑢0 = 1 m/s along the x direction. The water 
depth is constant with H = 1 m and the Chézy coefficient is 40 m1/2/s over the 
whole test area. The constants for calculating the streamwise dispersion and 
transverse dispersion coefficients are set to be typical values of εs = 13.0 and εt 
= 1.2, respectively, for straight open channel flows. According to Equation [5.2] 
to [5.5], the mixing coefficients in this case are calculated to be Dxy = Dyx = 0, Dxx 
= Ds = 1.020 m²/s, Dyy = Dt = 0.094 m²/s.  
 







(b) Concentration distribution for the case of constant discharge rate 
 
(c) Concentration distribution for the case of variable discharge rate 
Figure 7.1 Continuous release problem in a uniform flow 
 
Two pollutant discharge conditions are considered in this section. 
Firstly, the mass discharge rate ?̇?  is constant at ?̇?0 = 233.06 kg/s . For this 
ideal case with uniform flow along the x direction and constant mass discharge 








4𝐷𝑦𝑦𝑥      [7.3] 






The mass discharge rate ?̇? is assumed to be a sinusoidal function of time, as 
seen in Equation [7.4].  






))       [7.4] 
The time step is ∆𝑡 = 1 s . The number of particles released to the 
computational domain is 103 per time step. Whether the mass discharge rate is 
constant or time-varying, the scatter of particles is the same, as illustrated in 
Figure 7.1 (a). The only difference is the mass associated to each particle. In the 
case of constant discharge rate, all the particles have the same mass. In the case 
of time-varying discharge rate, particles may carry different masses. The 
concentration contour 600 s after the start of the simulation is presented in 
Figures 7.1 (b,c). It is notable that the concentration generally decreases away 
from the source and the centreline of the pollutant cloud is in the flow direction. 
The contour of the concentration for the time-varying mass discharge rate 
depicts a certain degree of periodic oscillation along the flow. 
 







(b) Time-varying mass discharge 
Figure 7.2 Profiles of concentrations along the x direction at y = 400 m  
 
Figure 7.2 (a) shows the concentration along centreline of the pollutant 
cloud predicted by the random walk model, which is perfectly consistent with 
the analytical solution. When the discharge rate is not constant, then there is 
no analytical solution. The black square symbols in Figure 7.2 (b) represent the 
variation of concentrations along the centreline of the pollutant cloud predicted 
by the random walk model with time-varying mass discharge rate. Here, the 
time-averaged flow rate is the same as that in Figure 7.2 (a), but it varies from 
0.5?̇? to 1.5?̇?. The predicted results show an overall trend of decrease along the 
flow but are accompanied by periodic fluctuations. The predicted 
concentrations are bounded by the analytical solutions with constant mass 
discharge rates of 0.5?̇? and 1.5?̇?, which are also plotted in Figure 7.2 (b) as 






Figure 7.3 Cross-flow concentration distribution at four downstream sections 
at t = 600 s  
As analytical solutions exist for case 1, quantitative comparisons are 
made between the predicted and theoretical concentration distributions in the 
cross-flow direction. Figure 7.3 illustrates the concentration profiles at four 
sections downstream of the source. The concentration distribution follows a 
Gaussian distribution in the cross-flow direction. The peak concentration 
gradually decreases while the distribution range increases with the location 
moving farther away from the discharge point. These results predicted by the 
random walk model, indicated by square symbols, agree well with the 














7.2.2 Mass decay  
Another ideal test case with known analytical solutions is used in this 
section to verify the random walk prediction quantitatively. The flow is 
uniform with 𝑢0 = 1 m/s along the x direction. The water depth H = 1 m, and 
the Chézy coefficient is 40 m1/2/s over the whole test area. The values of 𝜀𝑠 and 
𝜀𝑡  are set to be 13.0 and 1.2, respectively. Then, the mixing coefficients are 
calculated to be Dxy = Dyx = 0, Dxx = Ds = 1.020 m²/s, Dyy = Dt = 0.094 m²/s. In this 
case, the total amount of solute material of M = 233.06 kg is released suddenly 
at the origin. The material is assumed to be subject to biological decay, which 
can be expressed as the first-order reaction function, i.e. Chick’s Law, as given 
in Equation [7.1]. Then, the analytical solution to this 2-D reaction case can be 
written as:  













    [7.5] 
The time step ∆𝑡 of 1 s is adopted. The number of particles released to 
the computational domain is 2.33 × 106. As all the particles are released at t = 0, 
the value of τ in Equation [7.2] is zero. Each plot in Figure 7.4 corresponds to 
one decay rate, which includes the predicted concentration contours at four 
instants: t = 60 s, t = 180 s, t = 360 s and t = 600. A total of six decay rates are 
considered, i.e. Kr = 0 min-1, 0.2 min-1, 0.4 min-1, 0.6 min-1, 0.8 min-1 and 1.0 min-1, 
hence the six plots. In general, these concentration contours are elliptical. Due 
to the much smaller level of transverse dispersion than that of streamwise 
dispersion, the solute clouds experienced rapid elongation along the flow 






concentration that is lower than 0.001 units, indicating where the pollutant is 
nearly assimilated into the ambient water. In theory, the concentration should 
be non-zero everywhere in the domain. However, there is a minimum 
concentration that can be numerically resolved by the random walk method, 
which is determined by the number of particles deployed. No particles can 
reach the regions with concentrations smaller than the minimum value, and 
thus the concentration in these regions will be deemed to be zero in the random 
walk simulation. A qualitative comparison of the predictions with different 
decay rates highlights the effect of mass decay over time, which becomes more 
and more apparent as time progresses. The high-concentration area shrinks 
rapidly with time, especially with a high decay rate of the non-conservative 
solute. Taking 𝐾𝑟 = 0.2 min-1 for example, the concentration everywhere in the 
domain falls below 0.001 units at t = 600 s. As the decay coefficient increases to 
𝐾𝑟 = 1.0  min-1, it takes only 180 s for the concentration everywhere in the 
domain to fall below 0.001. The quantitative analysis is illustrated in Figure 7.5, 
which compares the theoretical and predicted maximum concentrations. The 
results generated by the random walk model, indicated by symbols, are in 
perfect agreement with analytical solutions, indicated by solid lines. When the 
solute is assumed to be conservative ( 𝐾𝑟 = 0 ), the combination of 
computational parameters produces a peak concentration of unity at t = 60 s. 








Figure 7.5 Time variations of the peak concentration of the pollutant cloud  
 
7.2.3 BOD-DO model  
In this section, the random walk model is applied to predict the 
variations of the BOD and DO concentrations in uniform flows. An aerial view 
of a narrow river is illustrated in Figure 7.6, together with the key parameters. 
In this case, the flow is uniform with 𝑢0 = 0.25 m/s along the river. We use the 
x to designate the streamwise coordinate in this 1-D river model, so x direction 
may be curved rather than straight. The water depth is constant at H = 1 m. The 
traditional BOD-DO interaction model was established by Phelps and Streeter 
(1958). The concentration of the DO may increase due to re-oxygenation and 
photosynthesis at the free surface. Wastewater is assumed to be continuously 
discharged into the narrow river at a constant rate. The distribution of the 






Then, the relationship between the BOD and DO concentrations can be 








= 𝐾𝑎(𝑆𝐷𝑂𝑠𝑎𝑡 − 𝑆𝐷𝑂) − 𝐾𝑟𝑆𝐵𝑂𝐷        [7.7] 
The analytical solution to the Equations [7.6] to [7.7] can be expressed as: 
𝑆𝐵𝑂𝐷 = 𝑆𝐵𝑂𝐷0𝑒
−𝐾𝑟𝑥/𝑈        [7.8] 







𝑈 ] − (𝑆𝐷𝑂𝑠𝑎𝑡 − 𝑆𝐷𝑂0)𝑒
−𝐾𝑎𝑥/𝑈  [7.9] 
where 𝑆𝐷𝑂0 and 𝑆𝐵𝑂𝐷0 are DO and BOD concentrations, respectively, at origin 
x = 0; 𝑆𝐷𝑂𝑠𝑎𝑡  is the saturated DO concentration in water; 𝐾𝑟  is the BOD 







Figure 7.6 Continuous discharge of wastewater in the uniform flow 
River    SBOD0 = 5 mg/l 
SDO0 = 8.8 mg/l 
SDOsat = 9.17 mg/l 
Wastewater discharge Flow direction    







(a) Profile of BOD and DO concentrations  
 
(b) Relative errors for BOD and DO predictions 
Figure 7.7 Variations of BOD and DO concentrations and prediction errors 








(a) Profiles of DO concentration 
 
(b) Relative errors for DO predictions  
Figure 7.8 Variations of DO concentration and prediction errors along x 






 In random walk modelling, the original unsteady advection-diffusion-
reaction equations are solved. Two sets of particles are used as BOD and DO 
indicators, respectively. In the simulation, 𝐾𝑟 is set to be 0.2 per day while 𝐾𝑎 
is set to be 0.3 per day. The sewage effluent contains BOD of 5 mg/l and DO of 
8.8 mg/l. The saturation concentration of oxygen in water at 20 oC is 9.17 mg/l. 
The time step is ∆𝑡 = 1 s. The number of particles released to the computational 
domain is 103 per time step. Figure 7.7 (a) compares the numerical results of 
the random walk model, indicated by symbols, and the analytical solutions, 
indicated by solid lines, for the corresponding BOD decay curve and DO sag 
curve. It can be seen that the predicted results agree well with the analytical 
solutions. An error analysis is performed by calculating the relative error of 
each predicted concentration as follows:  
𝐸 =  
|𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑−𝑆𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙|
𝑆𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙
             [7.10] 
where E gives the relative difference between the predicted concentration 
Spredicted and the analytical solution Sanalytical. As seen in Figure 7.7 (b), the relative 
error of any predicted concentration, in comparison with the analytical value, 
is less than 1.6 % in all cases.  
Figure 7.8 (a) illustrates the DO concentration profile with a series 
combination of BOD deoxygenation rate 𝐾𝑟 and re-oxygenation rate 𝐾𝑎. As 𝐾𝑎 
increases, the DO distribution curve becomes flatter and approaches the value 
of SDOsat more rapidly. On the contrary, the DO curve sags more and approaches 
the asymptotic value more slowly when the BOD deoxygenation rate 𝐾𝑟 gets 
larger. It can be concluded that the BOD deoxygenation rate 𝐾𝑟 has a greater 






the different combinations of the reaction constants. Again, all the relative 
errors are less than 1.6%. Overall, the numerical results predicted by the 
current random walk model agree well with the theoretical solutions. 
 
7.3 Model application to Thames Estuary  
In the previous section, the performance of the random walk model has 
been tested in three idealised examples. In this section, the validated random 
walk model is applied to predict the BOD-DO interaction in the Thames 
Estuary. The Thames Estuary is located in the southeast of the UK, where the 
River Thames meets the North Sea, as seen in Figure 7.9. The unsteady flow 
field has been obtained by solving the SWEs using the TVD-MacCormack 
scheme (Mingham et al. 2001, Liang et al. 2006 and 2010) on rectangular mesh. 
This method has been widely used for simulating hydro-environmental 
dynamics and is taken as a representative mesh-based method here.  
 









Figure 7.10 presents a typical water depth distribution in the Thames Estuary. 
In terms of the fluvial inputs from upstream, only the River Thames and River 
Medway are considered in the simulation. A number of assumptions are 
adopted in this real-world example. The variations of the water level at the 
seaward boundaries are assumed to follow a sinusoidal function. The average 
sea level is assumed to be 0.05 m above the Newlyn Datum, and the tidal period 
is 12 h with amplitude of 3.02 m. Manning roughness values are specified 
according to the bed condition. The value for the normal seabed is 0.02 s/m1/3, 
while the value for tidal floodplains covered with vegetation is 0.13 s/m1/3. The 
computational mesh used by the shallow water solver consists of 1250 × 500 
square elements of equal size with a side length of 80 m. The time variations of 
the velocities and water depths stored on this mesh are fed into the random 
walk model to drive the pollutant transport processes. The time step is set to 
be 1 s in the random walk model. Typical values of εs = 13.0 and εt = 1.2 are used 
again for the longitudinal dispersion and turbulent diffusion coefficients, 
respectively. 
 







(b) 6 hours 
 
 
(c) 9 hours 
 
(d) 12 hours 
Figure 7.10 Typical water depth distributions at 3 hours, 6 hours, 9 hours, and 






Two hypothetical release scenarios are considered. The first scenario is 
consistent with previous research in Liang et al. (2010) for comparison purpose. 
It is assumed that the waste effluent is suddenly discharged into the tidal flow 
from location Q (x0, y0) = (72 km, 20.4 km) within 10 min. The total number of 
particles released is 1.95×105. Only one non-conservative material is considered 
in this scenario. The variation of the total discharge rate Qs with time is shown 
in Figure 7.11. In the mesh-based modelling, the discharge is introduced to a 
computational element and so it is equal to qs times the area of the element. In 
the random walk method, no mesh is used, and the effluent is exactly located 
at point (x0, y0).  
 













Figure 7.12 Snapshots of solute clouds in the Thames Estuary at 3 hours, 6 














Figure 7.13 Pollutant concentration field for the Thames Estuary predicted by 
TVD-MacCormack method (Liang et al. 2010) 
Figures 7.12 display a sequence of the concentration snapshots over the 
domain predicted by the 2-D random walk model. The grey colour represents 
the wet areas where the domain is occupied with water. As expected, the 
pollutant cloud oscillates back and forth with the tidal currents. In the first tidal 
cycle, the solute spreads over a broader area and becomes less concentrated as 
time progresses. The mesh-based TVD-MacCormack method had been applied 
to the same case in Liang et al. (2010), as shown in Figure 7.13. By comparison, 
the random walk model gives an even higher resolution of the concentration 
distribution, as the random walk method suffers no numerical diffusion. On 
the contrary, the mesh-based approaches suffer from numerical diffusion 
unless the computational mesh is very fine. As for the computational cost, it 
depends on the number of particles and the time step used in the random walk 
modelling. The current simulation time is around 8 hours on a Dell Optiplex 






the tidal flow is assumed to be subject to biological transformation. The decay 
is expressed as the first-order reaction function, as shown in Equation [7.1]. In 
Figure 7.12, each graph shows the predicted concentration contours with one 
decay rate at one instant. It can be seen that the concentration of non-
conservative solute decreases rapidly with the increase of the decay rate and 
with the increase of time. The good comparison between predictions using this 
model and those based Euler methods indicates that the current random walk 
model is capable of modelling the transport of non-conservative materials in 
real-world scenarios with unsteady flows over uneven bed elevations and 
irregular geometries.  
 
(a) t = 3 hours 
 







(c) t = 9 hours 
 
(d) t = 12 hours 
 







 (f) t = 24 hours 
 
(g) t = 30 hours 
 
(h) t = 48 hours 







The other release scenario considered is that the wastewater is 
continuously discharged into the Thames estuary. Both the BOD and DO 
concentrations are considered to examine the 2-D random walk model under 
this complicated tidal flow condition. In the simulation, 𝐾𝑟 is set to be 0.2 per 
day while 𝐾𝑎 is set to be 0.3 per day. The wastewater contains BOD of 5 mg/l 
and DO of 8.8 mg/l at the release point. The saturation concentration of oxygen 
in water at 20 oC is 9.17 mg/l. The number of particles released per time step is 
set to be 103. Figure 7.14 shows the snapshots of BOD and DO concentration 
fields at six instants. At t = 3 hours, the solute cloud spreads from the release 
point to the upper reaches of the River Thames. It is notable that the closer to 
the release point, the higher the concentration. The results at this instant are 
similar to the trend observed in Figure 7.1 (b). After a half tidal cycle, as seen 
in Figure 7.14 (b), the clouds make a sharp U-turn and move towards the North 
Sea. Such a behaviour is reasonable as flow field changes direction as the tide 
switches into the ebbing stage. As seen in Figure 7.14 (c) and (d), there are two 
locally high-concentration patches in the DO concentration contours at 9 and 
12 hours, one at the release point and the other at the location (x, y) = (88 km, 
23 km) where the pollutant returns from the North Sea during the second half 
of the tidal cycle. At t = 30 hours, Figure 7.14 (g) shows that the wastewater 
reaches the mouth of the River Medway. The solute cloud continues to oscillate 









Figure 7.15 Time developments of the BOD and DO peak concentration in the 
Thames Estuary 
 
In the previous discussion, the solute clouds oscillate back and forth 
with the tidal currents and become less concentrated as time progresses. Such 
phenomena are correspondingly evident in Figure 7.15. The temporal 
evolution of the maximum concentration is subject to periodic fluctuations, 
although an overall downward trend is evident. The period of 12 hours is 
consistent with the period of the tide flow. 
 
7.4 Chapter summary 
In this chapter, the depth-averaged random walk model is developed to 
investigate non-conservative solute transport processes in shallow water flows. 
Idealised cases are modelled to examine the capability of the present random 
walk method in addressing the instantaneous and continuous release of non-






ideal continuous release problem. The influence of the decay rate on the 
predictions is also investigated in the second test case. Then, the model is 
applied to solve a hypothetical BOD-DO balance problem in a 1-D uniform 
flow. The numerical predictions of the solute advection, diffusion and reaction 
processes are in good agreement with analytical solutions. Finally, the 
validated random walk model is successfully applied to predict two scenarios 
in the Thames Estuary, including the short-duration and continuous release 
cases. For the case of short-duration release of a conservative material, the 
random walk predictions agree well with the conventional numerical results 
based on fine meshes. In the case of continuous discharge of wastewater into 
the Thames Estuary, the coupling of the BOD and DO is satisfactorily 
reproduced. The peak concentration of the degradable solute periodically 















Chapter 8  
Conclusion and Future Work 
A conclusion for this thesis is presented in the first part of the chapter. 
It lists main research work carried out in both hydrodynamic modelling and 
solute transport modelling parts. This is followed by the summary of main 
findings and relevant limitations of each part of this study. Suggestions on 
further improvement of the random walk model and future works are included. 
8.1 Conclusion 
This thesis is concerned with the numerical modelling of rapid flows, 
solute transport processes and biochemical reactions in shallow water 
environment. It starts with the review of previous modelling approaches in the 






explanations of the governing equations employed for shallow flows and the 
mass transport processes.  
In the hydrodynamic modelling part, the consequences of modifying 
the Boussinesq coefficient in modelling rapid flows have been assessed in a 
wide range of flow conditions. Firstly, comparison is made between the ADI 
and TVD-MacCormack models concerning 1-D and 2-D dam-break floods over 
frictionless and flat beds. In these cases, the results suggest that the amplitude 
of the spurious oscillations decreases with the increase of the Boussinesq 
coefficient. Hence, use of a large β value helps the ADI model to overcome its 
inherent instability when simulating rapidly varying dam-break flows. It is 
also found that increasing the value of β increases the propagation speed of 
flood waves when modelling unsteady flows over a frictionless bed. However, 
opposite results are observed for steady flows with a frictional bed. The results 
in these situations suggest that the amplitude of the spurious oscillations 
decreases with the decrease of the Boussinesq coefficient. Meanwhile, the 
steady water surface elevation is predicted to be lower with a smaller β value. 
Finally, the simulation of a flash flood over a complex urban terrain has been 
studied and the impact of the β coefficient on the solution of the ADI model is 
further examined for unsteady flow over a frictional bed. The results indicate 
that increase in the Boussinesq coefficient can significantly reduce the 
amplitude of the numerical oscillations in the ADI simulations. The inundated 
area gradually reduces as the coefficient increases. These results show the 
complicated relationship between the β value and the computational results, 






is frictionless or frictional. The findings provide guidelines for evaluating the 
accuracy of the flood modelling software based on ADI schemes. 
In the solute transport modelling part, the performance of the depth-
averaged random walk model is examined for 2-D solute transport modelling. 
Most previous numerical studies on the solute transport problems rely on the 
mesh-based methods, and various sophisticated high-order accurate schemes 
have been developed to enhance the numerical stability and reduce the 
artificial diffusion associated with the advective transport process. This thesis 
systematically studies the depth-averaged random walk scheme, which is a 
meshfree method with the merits of being highly robust. However, it is worth 
noting that the random walk method does have some drawbacks such as 
artificial diffusion when interpolating the particle tracking results to a grid and 
the unknown number of particles that must be determined by trial and error. 
Firstly, this model is verified by solving an instantaneous release problem in 
uniform flows. Analytical solutions are used as a reference. The results reveal 
several merits of this model, including high accuracy and small numerical 
diffusion. Extensive parametric studies have been carried out to investigate the 
sensitivity of the predictions to the computational parameters. It has been 
found that simulations for steady flows are independent of the size of the time 
step. The particle number significantly influences the performance of the 
random walk model. Too few particles not only degrade the visual inspection 
of solute distribution, but also produce unacceptable errors. Simulations with 
sufficient particle numbers can achieve good accuracy with little numerical 
dissipation. In applications, a relatively large time step will reduce the 






are carried out regarding the oscillation of a pollutant cloud in a 1-D tide 
estuary. Sampling processes have been optimised to acquire more accurate 
concentration profiles. The results demonstrate reasonable features of the 
temporal and spatial variations, which agree well with the previous results 
based on fine meshes. Finally, the random walk model is applied to simulate 
the chaotic mixing process in a circular lake. From a qualitative point of view, 
the results for pure advection process are consistent with the findings reported 
in previous research. Because of the bottom friction that is present in any real 
lake, the pure advection process is always accompanied by the longitudinal 
dispersion process. This study shows that diffusion plays an important role in 
the mixing. The well-structured chaotic mixing pattern produced by pure 
advection cannot be observed in reality. Grid-based methods have been proved 
to be sensitive to grid resolution. The results of the random walk model are 
free of numerical dispersion and display encouraging efficiency and accuracy 
in solving the solute transport problems in aquatic environments. 
In the final part of the thesis, the random walk model has been extended 
to investigate complex hydro-environmental phenomena that involve the 
transport of non-conservative materials. Idealised cases are modelled to 
examine the capability of the present random walk method in addressing the 
instantaneous and continuous release of non-conservative substances in the 
simulations. The model was first applied to an ideal continuous release 
problem. The influence of the decay rate on the predictions is also investigated 
in the second test case. Then, the model is applied to solve a hypothetical BOD-
DO balance problem in a 1-D uniform flow. The numerical predictions of the 






analytical solutions. Finally, the validated random walk model is successfully 
applied to predict two scenarios in the Thames Estuary, including the short-
duration and continuous release cases. For the case of short-duration release of 
a conservative material, the random walk predictions agree well with the 
conventional numerical results based on fine meshes. In the case of continuous 
discharge of wastewater into the Thames Estuary, the coupling of the BOD and 
DO is satisfactorily reproduced. The peak concentration of the degradable 
solute periodically fluctuates with time, with a period consistent with the 
specified tidal period. The model developed in this paper is shown to be 
capable of modelling continuous release of non-conservative pollutants and 
the interaction between pollutants.  
8.2 Future work 
In extending the research for further study, the following aspects are 
worthy of consideration: 
• Numerical treatments combinations 
In the rapid varying flow modelling, two widely adopted numerical 
treatments are available for stabilising the traditional scheme in simulating 
rapid flows. One is to introduce artificial diffusion, and the other one is to 
modify the Boussinesq coefficient. Previously, the effect of artificial viscosity 
on the computational results has been extensively studied. In this thesis, the 
impact of modifying the Boussinesq coefficient over a range of flow conditions 
has been comprehensively studied. However, the combined impact of the two 






could focus on the comprehensive study on the combined numerical 
treatments.  
• Multiple non-conservative substance interactions 
In the solute transport modelling, only a maximum of two non-
conservative pollutants are considered. In the future, we could extend the 
present random walk model to include more water quality indicators capable 
of conducting water quality analyses in more complicated real-world 
situations.  
• High-order decay processes 
In the solute transport modelling, only the first-order reaction is 
considered. The mass attached to each particle is simply reduced at each 
timestep. For higher order processes, the situation is more complex. For 
example, when a rate of decay depends on the concentration, the superposition 
no longer applies. Concentrations must first be calculated before the 
transformation or reaction can be applied. After the transformation or reaction, 
the overall concentrations must be redistributed into discrete particles. This 
opens the possibility of modelling more complicated interaction processes with 
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