With the deep coupling between the electrical power systems and cyber systems, there is a increasingly detrimental effect of the communication delays and packet losses on the load frequency control (LFC) performance. Traditional methods mainly focus on guaranteeing the asymptotic stability in maximum delay case but ignore improving the system dynamic performance. The resulting designed controller cannot satisfy the actual operational requirements completely. Hence, this paper investigates a novel decentralized LFC strategy based on switching control theory. First, the networked LFC system is modelled as a series of subsystems with transmission delay as the switching decision variable. Compared with the existing modelling methods, our modelling approach can depict the influences of time delay and packet loss on system dynamics more accurately. Second, a memoryless state-feedback control design scheme is proposed. Design constraints are deduced by constructing a Lyapunov function and then presented in a bilinear matrix inequality form. To improve the system dynamic performance in power mismatch and communication change case, an iterative linear matrix inequality (LMI) algorithm is proposed. Finally, simulation results illustrate that our proposed method can restore the frequency deviation to zero quickly.
I. INTRODUCTION
In modern interconnected power systems, the load frequency control (LFC) is an effective technology to maintain the frequency deviation and the tie-line power fluctuations at the desired values. With the LFC scheme, the real-time dynamic balance between the active power outputs of generators and the load consumptions can be realized [1] . Since the power systems are continually evolving towards the more largescale and deregulated systems, various types of sensing data and control instructions are transmitted through an open communication network. However, the introduction of communication system inevitably causes random time delay and packet loss problems. The practical measured data shows that the transmission delay between the phasor measurement The associate editor coordinating the review of this manuscript and approving it for publication was Zonghua Gu . unit (PMU) and the control center is usually 4.5-50 milliseconds [2] . Compared with the networked LFC system with sampling period of 10-1000 milliseconds [3] , [4] , the effect of time delay on the control performance cannot be ignored. Therefore, the uncertainties of time delay and packet loss will lead to a significant effect on dynamics of the closedloop networked LFC systems, which cannot be viewed as the system parameter fluctuation with small variation range. Specifically, unavoidable random delay and packet loss may cause performance degradation or even instability of the LFC system [5] .
Although the analytical method to obtain delay margins for networked LFC systems has been investigated in some literatures [6] - [8] , the premise in these studies is that the controller parameters must be given in advance. Hence, it cannot guarantee the excellent control performance in case of stochastic time delay and packet loss. Therefore, designing the networked LFC strategy robust to stochastic time delay, packet loss, and load disturbances has attracted considerable interest from both academic and industrial field.
A. CONTROL STRUCTURE OF LFC SYSTEMS
Generally, control structures of networked LFC system can be categorized into centralized and decentralized structures [9] , [10] . For centralized LFC systems, the control center receives global operation status of the power systems through communication channels. However, with the increase of the number of generators and interconnected areas, the difficulty of control law solution for LFC system also increases. Besides, because there is only one control center in centralized structure, the bandwidth and reliability of communication channels are demanding. Conversely, in decentralized LFC scheme, the control center just controls the local generators. Hence, the decentralized control has the obvious advantages, such as smaller system dimensions, lower controller solution difficulties, less construction cost, and lighter communication burdens. Therefore, decentralized networked LFC scheme has attracted considerable attention from both the academia and industry [11] - [13] .
B. MODELLING METHOD CONSIDERING TIME DELAY
In most literatures, the time delay is usually assumed bounded. Those packets with the transmission delay exceeding the deterministic bound are viewed as the dropped packets [14] , [15] . In [16] , the networked LFC system is modelled as a time delay/packet loss-dependent system where the time delay and packet loss are modelled as the pure time-delay module and the Boolean switches, respectively. More similar works can be found in [17] - [19] .
However, in most modelling methods with centralized or decentralized structures, time-varying transmission delay is artificially relaxed into a certain fixed constant value (usually the upper bound) in essence. A disadvantage of these methods is that they failed to describe all the possible dynamic behaviors of LFC system with time-varying delay. Note that control center generates the control input of closedloop LFC system by using the system status variables which are sampled by the underlying sensors and then transmitted over the communication links. Hence, for a practical networked LFC system, it is obvious that the dynamics rely on the time delay of the packets transmitted from sensors to control center largely. That means the closed-loop networked LFC system can be described as a set of subsystems with different dynamics. Correspondingly, the stochastic changes among different dynamics take the transmission delay as the switching signal. This inherent characteristic motivates us to adopt linear switching system theory to descript the effects of stochastic time delay and packet loss on the dynamics of the networked LFC system. This is because that the switching control theory has been widely used to model the controlled system with abrupt structural changes due to operating point changes, environmental disturbances, internal component failures and so on [20] , [21] .
C. CONTROLLER DESIGN METHOD FOR LFC
Controller design for networked LFC schemes can be classified into two categories: the memory controllers and the memoryless controllers. For the former, the time delay or packet loss is firstly assumed to follow certain probability distributions such as Poisson distribution [22] . Then the control instructions are generated according to the past and current information. Typical design methods for the networked LFC scheme contain the stochastic optimal control method [23] , predictive control [24] , etc. However, the memory control methods require large memory to store a large amount of the operation information of the power systems. Moreover, the priori knowledge of the distributions of time delay or packet loss must be known. Conversely, the memoryless control instruction of the networked LFC scheme is generated via the newest data packets arriving at the control center. Besides, the memoryless control methods have no priori assumptions of time delay and packet loss [25] . Due to the above advantages, the memoryless networked LFC schemes have attracted considerable attentions.
Moreover, it should be pointed out that the memoryless LFC schemes are usually designed based on robust control theories such as robust PID method [26] , freeweighted-matrix method [27] , H ∞ method [28] , etc. However, the robust methods mainly focus on guaranteeing the asymptotic stability of networked LFC system in maximum time delay case while the dynamic performance may be unsatisfied. This is because that the power systems contain a high proportion of frequency-sensitive devices (e.g., transformers and induction motors). The sustained frequency deviation can lead to additional heat loss, unqualified product quality, or even irreversible damage. Therefore, for a practical LFC system, to ensure the power supply quality, power system requires not only asymptotically stable frequency response but also fast damping ability for frequency deviation.
In this paper, a novel decentralized LFC scheme in interconnected power systems based on stochastic switching system theory is proposed. Main contributions are as follows:
1) Compared with the traditional modelling methods which can only describe the dynamics in maximum time delay case, in this paper, the closed-loop LFC system with a memoryless state feedback matrix is described as a series of sub-systems with the time delay of packets as the switching decision variable. An advantage of our proposed modelling method is that all the potential dynamics of the networked LFC system can be exactly described.
2) Considering the traditional robust methods fail to obtain the desirable dynamic performance, we develop an optimal design method to obtain the memoryless feedback matrix. The constraints of the feedback gain matrix with a bilinear matrix inequality (BLMI) form are strictly derived via constructing a Lyapunov function to guarantee the asymptotic stability in all potential switching cases. Meanwhile, to improve the dynamic performance, an iterative linear matrix inequality algorithm combined with the heuristic search algorithm is proposed. As a result, the LFC system designed by our proposed method can restore the frequency to the rated value more quickly while guaranteeing the closedloop stability.
The rest is organized as follows. Switching modelling method for closed-loop networked LFC system is presented in Section II. Section III presents optimization design steps of the feedback gain matrix. Simulations and discussions are given in Section IV. Conclusions are given in Section V.
II. SWITCHING MODELLING FOR LFC SYSTEM
A. THE CONTROLLED LFC SYSTEM Fig.1 illustrates the schematic diagram of a networked LFC system and the decentralized control structure. The control input is generated by only using the local operation states in each area. As shown Fig. 1 , the mechanical power output of the turbine driven by the high-pressure steam drives the synchronous generator to output the electrical power for users. When there exists a mismatch between the electrical active power supply and the load demand, the grid frequency (i.e., rotator speed of synchronous generator) will change. To restore the frequency to rated value and maintain the power exchange with neighboring areas at the scheduling value, the control center adjusts the valve opening of governor to control the steam flow entering the turbine according to the system operation states transmitted over the network. Then the mechanical power and the corresponding electrical power are changed. Finally, the electrical power supply and the load consumption are re-balanced at the rated frequency. The above frequency adjustment mechanism is called as the LFC scheme [6] - [8] . In general, the LFC systems are essentially nonlinear. However, note that the range of load change is small, a simplified model which is linearized at the equilibrium point is considered in this paper [29] .
Due to the inherent inertia of synchronous generator, the real-time active power balance in power systems is realized by reversely decreasing (or increasing) the rotational kinetic energies of synchronous generators when the active load power increases (or decreases). Correspondingly, the frequency will be decreased (or increased). This dynamic process can be described by the following one-order differential equation.
where f i (i = 1, 2, . . . , ) is the frequency deviation in Area i, is the number of neighboring areas of Area i, D i = N n=1 D ni and M i = N n=1 M ni are the equivalent damping coefficient and inertia in Area i, respectively, D ni and M ni are the damping coefficient and inertia of the n-th synchronous generator in Area i, P tni (n = 1, 2, . . . , N ) is the mechanical power deviation of the n-th turbine in Area i, N is the number of generator participating in LFC, P di is the load fluctuation, P tiei is the total tie-line power deviation between the Area i and other neighboring areas.
Due to the inertia of turbine, the corresponding mechanical power output always lags a certain time to response the valve opening of the governor. Hence, the dynamic characteristic of the turbine is given by
where T tni is the time constant of the n-th turbine in Area i, P gni is the valve opening of the n-th turbine in Area i.
The valve opening of governor should make response to the primary regulation signal caused by the frequency deviation and the secondary regulation signal allocated by the control center. Additionally, considering the inertial effect of governor, the corresponding dynamic characteristic is given by
where T gni is the time constant of the n-th governor in Area i, α ni is the participation factor satisfying N n=1 α ni = 1, U i is the control input generated by the control center in Area i, R ni is the speed droop coefficient.
The tie-line power deviation between Area i and other areas is given by
where L ij is the tie-line synchronizing coefficient.
Notice that the target of LFC is ensuring the frequency deviation and tie-line power fluctuation within the limited ranges, the output vector is described as the area control error (ACE), i.e.,
where β i is the frequency bias factor in Area i. To eliminate the steady-state error of ACE i , an additional variable which is the integral of ACE i is introduced, i.e.,
The continuous-time state space model of the controlled LFC system is given by
where
,
However, considering that the networked LFC system is a typical computer control system which uses sampled state information and zero-order holding control input. Hence, using a discrete-time model to describe the dynamic characteristics of networked LFC system is more accurate. Assume that the control input U i (t) and W i (t) remains unchanged within the time interval (kT s , (k +1)T s ], the dynamics of LFC system from t = kT s to t = (k + 1)T s are given by
, T s is the sampling time equaling to that of PMUs.
B. MODELLING FOR CLOSED-LOOP LFC SYSTEM WITH TIME DELAY AND PACKET LOSS
Generally, the PMUs deployed at the power plants and substations can provide the real-time dynamic behaviors of the power system. Besides, the state-feedback controller can provide a better control performance compared with the traditional output feedback controller such as PI controller. Hence, the control center in each area uses the latest arrived packets to generate the control input with the following memoryless state feedback form.
where K i is the feedback matrix needing to be optimized, X latest i is the latest state vector carried by the packets arrived at the control centre. In other words, the controller center attempts to stabilize the frequency by only using the local information from each area.
Obviously, there exist time delay and packet loss in both the sensor-controller and controller-actuator networks. Note that the control input can be generated only after the system operation states have been transmitted over the networks. Similarly, the actuator can only respond to the control input which has been transmitted over the communication channel. Hence, the time delay and packet loss in the above two processes are equivalently assumed to be happened from the sensor to the control center. Let τ max be the maximum transmission delay of the power communication system. Assume that the τ max is bounded and satisfies τ max ≤ lT s (l ∈Z + ). When the data packets carrying the state information of the power system are transmitted over the open communication system from the underlying sensor nodes (e.g., PMUs) to the control center, there exist two statuses of the data packets: 1) Effective data packets: Those packets with the transmission delays less than τ max ;
2) Dropped data packets: Those packets which cannot arrive at the control center within the bounded time delay due to some unknown results (e.g., network congestion and routing error).
Without loss of generality, in this paper, we take l = 2 as an example to show the map relation between the dynamics of the closed-loop networked LFC system and the transmission delays. As shown in Fig. 2 , the packets sampled at time t =1T s , 3T s , 5T s , 7T s are defined as the effective packets because that the transmission delays of these packets are less than 2×T s . Conversely, the packets sampled at time t =2T s , 4T s , 6T s , 8T s are defined as the dropped packets since their transmission delays exceeds 2×T s . Obviously, the data packets between two consecutive effective packets are dropped. Hence, let S = {p 1 , p 2 , p 3 , p 4 , . . .} = {1, 3, 5, 7, . . .} denote the set of the effective packets. The number of dropped packets between two consecutive effective packets ξ (p m ) is equal to p m+1 -p m -1. 
The dynamics of the closed-loop LFC system within [p m T s , p m+1 T s ) can be derived by successive iteration method. Firstly, the dynamics within [p m T s , (p m + 1)T s ) is given by
Similarly, the dynamics within [(p m + 1)T s , (p m + 2)T s ) is given by
Substituting Eq. (11-a) into Eq. (11-b), we have
Finally, the dynamics of closed-loop LFC system within [p m T s , (p m+1 )T s ) is given by 
Correspondingly, the control input within the time interval [p m T s , (p m+1 )T s ) is given by
Similar to Scenario 1, the dynamics of the closed-loop LFC system within [p m T s , p m+1 T s ) is given by 
and
The dynamics of the closed-loop LFC system within [p m T s , p m+1 T s ) is given by 
The dynamics of the closed-loop LFC system within [p m T s , p m+1 T s ) is given by
More generally, for a given l ∈ Z + , there are 2 l scenarios for the closed-loop networked LFC system, as shown in Fig. 12 in Appendix. Define the following augmented vectors
where ζ = {0, 1, . . . , l}. Then the dynamics of the 2 l scenarios can be described in a uniform expression as follow
Matrix¯ ζ i is given by (23) , as shown at the bottom of the next page. where 
Matrix¯ i satisfies
where the arrow ''↓'' represents that {ς 1 , ς 2 , . . . , ς l } takes values from the same column. In addition, according to the discussions of Scenarios 1-4, the feedback matrix K i is kept invariable in all possible switching scenarios. In other words, an obvious advantage of our proposed control design method is that, if the designed K i can guarantee the closed-loop LFC system asymptotically stable in all switching scenarios, it is unnecessary for the control center to obtain the prior knowledge about when to switch from one scenario to another and which switching scenario happens. Moreover, since there is no assumption of the number of the interconnected areas or the distribution of time delay, the proposed method can be easily implemented to the networked LFC scheme in the complex large-scale power systems containing two or more areas. Moreover, it should be pointed out that when more prior knowledge about the time-delay distribution is given, the networked LFC system can be described with some more modern models (e.g. the Markov switching model). Furthermore, more advanced design methods can be used to optimize the LFC controller.
III. OPTIMIZATION FOR THE FEEDBACK MATRIX
According to Eqs. (21)- (26) , it is obvious that the dynamics of the closed-loop networked LFC system is dependent on the feedback matrix K i . Hence, this section focuses on the optimization problem for K i . The traditional robust-based methods mainly focus on guaranteeing the asymptotic stability of the LFC system with random time delay, packet loss and load fluctuations while the dynamic performance may be unsatisfied. In fact, for a practical networked LFC system, the frequency deviation caused by the active power mismatch should be damped to zero as quickly as possible in a limited time. Simultaneously, the deviation amplitude is also required to be as small as possible. In this paper, based on the deduction of the asymptotic stability for the closed-loop networked LFC system, the optimal feedback matrix K i is obtained by aiming at improving the dynamic performance.
A. DESIGN VARIABLES AND OBJECTIVE FUNCTION
Obviously, the optimization variables are the elements of matrix K i . To evaluate the performance of the closed-loop networked LFC systems, the following three indexes in the step load change condition are selected.
1) Peak deviation of frequency response (denoted as ): the time when the frequency deviation is firstly damped and kept within ±2% of the maximum frequency deviation.
Besides, let | f i | max_n , t peak _n i and t setting _n i denote the respective nominal performance indexes of the LFC system without the network in the loop. Therefore, the objective function in i-th area is defined as follows:
where σ 1 i , σ 2 i , and σ 3 i are the weighting coefficients, satisfying σ 1 i + σ 2 i + σ 3 i = 1, J i is the objective function in Area i.
B. ASYMPTOTIC STABILITY CONSTRAINTS
Asymptotic stability of the closed-loop LFC system with random time delay, packet loss and load fluctuations is the key to designing the matrix K i . Since the load fluctuation
amplitude is less than 5% of the rated load, the asymptotic stability constraints can be deduced by the following theorem: Theorem 1: the networked LFC system containing all potential switching cases is asymptotically stable for any delay less than lT s and time-varying load fluctuations, if for the arbitrary positive integers κ1, κ2 ∈ {1, 2, . . . , 2 l }, there exist positive definite matrixes κ 1 and κ 2 satisfying the following bilinear matrix inequality (BLMI)
Proof: Firstly, let a state-dependent Lyapunov function candidate which represents the closed-loop stability be
where the matrix κ is the positive definite matrix relying on the switching status (κ = 1, 2, . . . , 2 l ). When the system state changes fromX i (p m ) toX i (p m+1 ) within the time interval [p m T s , p m+1 T s ), the increment of the Lyapunov function is given by
 is a negative definite matrix, we have V<0. In other words, the Lyapunov function value gradually decreases over time, i.e., lim p m →∞ V (p m ) = 0. Therefore, the closed-loop networked LFC system is asymptotic stable. In summary, the optimization problem for feedback matrix K i can be expressed as follows:
Since the feedback matrix K i is unknown and needed to be designed, the matrix¯ ζ i containing K i is also unknown. In addition, the solving problem of Inequality (28) is to find the feasible matrixes κ 1 and κ 2 . Hence, there exist three unknown matrixes in Inequality (28) . However, the above three matrixes do not have the common linear matrix inequality (LMI) form but are combined in a nonlinear form Algorithm 1 Controller optimization for Area i 1: Initialization: Initialize system parameters, particle swarm size M , velocity vector v, weighting coefficients {λ 1 , λ 2 , λ 3 } and maximum iterations l max . 2: Generate initial matrix set K i = {K i1 , K i2 , . . . , K iM } satisfying BLMI (28). Let K i denote the initial particle swarm. 3: For the l th iteration do 4:
Calculate the fitness function of each particle according to (27). Find the best particle with the minimum fitness function value.
5:
Update the velocity and position of each particle. Goto Step 4. 6: end For 7: Output optimal feedback matrix K i (e.g., ¯ ζ i T κ2¯ ζ i − κ1 ). Hence, the Inequality (28) cannot be solved by adopting the traditional LMI solving method or the LMI toolbox of the Matlab. To optimize the feedback matrix K i , an iterative LMI algorithm combined with the heuristic method is proposed in this paper. Fig. 4 illustrates the overall flowchart to optimize the feedback matrix K i . Firstly, the initial population consisting of the individual matrix with the same dimensions of K i is randomly generated. This step makes the BLMI (28) relaxed to an LMI because that the matrix K i are relatively fixed. Then those initial population satisfying the asymptotic stability constraints are selected as the new feasible population in the next iteration. The optional heuristic method can be genetic algorithm (GA), particle swarm optimization (PSO), etc. In this paper, PSO algorithm is used to obtain the optimal feedback matrix K i due to the advantage of few setting parameters and fast convergence. The detailed design steps are demonstrated in Algorithm 1.
IV. CASE STUDIES AND DISCUSSIONS
To verify the feasibility and superiority of the proposed decentralized switching control method in this paper, a twoarea networked LFC system is simulated and analysed, as shown in Fig. 5 . Considering that sampling rate of PMUs should not less than 100Hz [30] , the sampling time T s used VOLUME 8, 2020 in simulation is set as 10ms. Other simulation parameters are listed in Table 1 . Besides, nominal dynamic performance indexes are set as follows: | f i | max_n = 0.2Hz, t peak_n i = 0.1s, and t setting_n i = 1s with the step load change P di = 0.1 p.u. In the benchmark, the weighting coefficients are assumed that σ 1 i = σ 2 i = σ 3 i = 1/3.
A. CONTROL PERFORMANCE EVALUATION
To evaluate the dynamic performance of our proposed control strategy, the time-delay dependent H ∞ control [26] , robust-based free-weight matrix (robust-FWM) control [27] and linear matrix inequality-based linear quadratic regulator (LMI-LQR) [31] control are adopted as the comparisons. The first method adopts centralized structure and the latter two methods adopt decentralized ones. The proposed optimization algorithm in this paper and the above three design methods are used to obtain the feedback matrix. First, assume that the step load changes in two areas satisfy P d1 = P d2 = 0.1pu and the random communication delays in two areas shown in Fig. 6 are both less than two sampling periods (i.e., l 1 , l 2 ≤ 2). Moreover, the controller gain is obtained by calling the Simulink module at each iteration to calculate and evaluate the dynamic performance. All the controller parameters obtained by different design methods are given in the Appendix. Fig. 7 illustrates the frequency responses in two areas with different control strategies. The respective dynamic performance indexes are demonstrated in Table 2 . Take Area 1 as an example: the maximum frequency deviations with the four control algorithms are not significantly different, which are -0.238Hz, -0.125Hz, -0.093Hz, and -0.120Hz, respectively. But, compared with H ∞ control, robust-FWM control and LMI-LQR control, the proposed switching control decreases the peak time and setting time significantly, in which the peak time is deceased 73.5%, 5.5%, and 22.7%, and the setting time is decreased 67.3%, 64.1% and 14.8%, respectively. Such a desirable behaviour is causes because that the timevarying transmission delay is accurately classified and the proposed switching control strategy calculates the different feedback matrixes to keep the good dynamic performance with guaranteeing the LFC system asymptotically stable.
Moreover, from the zero-pole distribution perspective, as shown in Fig. 8 , all the closed-loop zeroes and poles of the possible switching scenarios can be guaranteed to locate in the unit circle by our proposed method. Besides, let us take the Scenario 1 as the reference, the maximum frequency deviations of Scenarios 2-4 change by 0.58%, 0.43% and 0.7%, respectively while the peak time and setting time in four possible scenarios are around 0.95s and 2.1s, respectively. The dynamic performance differences among Cases 1-4 are caused by the different locations of the closed loop zeroes and poles. Hence, it can be seen that our proposed method is insensitive for the random time delay and packet loss, i.e., the effects of the random time delay and packet loss on the dynamic performance of the networked LFC system can be reduced.
Due to taking both the dynamic and steady performance in the controller design stage, the closed-loop networked LFC system with the optimized feedback matrix has the less conservation and can damp the frequency deviation more quickly in case of stochastic time delay, packet losses, and active power mismatch. In addition, according to the discrete model (8) and the switching model (22) , the neighbouring frequency distribution is viewed as the external disturbance while the asymptotic stability constraint (28) of the closedloop networked LFC system is independent to the intra load disturbance and the extra neighbouring frequency disturbances, the two-area simulation example and relevant results have the generality.
B. EFFECTS OF WEIGHTING COEFFICIENTS ON CONTROL PERFORMANCE
Furthermore, the effect of the weighting coefficients on the control performance is discussed. Except the weighting coefficients in the benchmark, we consider the other three groups of the weighting coefficients which aims at optimizing the single dynamic performance, i.e., 1) Case 1: σ 1 i = 1, σ 2 i = 0, σ 3 i = 0; 2) Case 2: σ 1 i = 1/3, σ 2 i = 1/3, σ 3 i = 1/3; 3) Case 3: σ 1 i = 0, σ 2 i = 1, σ 3 i = 0; 4) Case 4: σ 1 i = 0, σ 2 i = 0, σ 3 i = 1. Fig. 9 illustrates the frequency responses with different weighting coefficients (σ 1 i , σ 2 i , σ 3 i ). The corresponding dynamic performance indexes are demonstrated in Table. 3. Let us also take Area 1 as an example. The following results can be summarized: 1) Analysis of Case 1. The maximum frequency deviations in Cases 1-4 are 0.02Hz, 0.0339Hz, 0.0067Hz, and 0.0194Hz respectively i.e., there is no evident effect of minimizing the maximum frequency deviation in Case 1. This is because that the maximum frequency deviations in four cases are all lower than the nominal value (0.2Hz), i.e., J 11 = 0 (| f i | max < | f i | max_n ). Therefore, in this situation, the result of objective function is dependent on the latter two indexes according to Eq. (24).
2) Analysis of Case 2. The corresponding dynamic performance in Case 2 is more balanced compared with Cases 1, 3, and 4, because that linear combination of three indexes is considered in Cased 2 while the other three cases just focus on minimizing one performance index. For example, peak time in Case 2 is 32.6% longer compared with Case 3 because the corresponding weighting coefficients (i.e., σ 2 i ) in Cases 2 and 3 are 1/3 and 1, respectively. However, the setting time in Case 2 is 8.35% shorter compared with Case 3 since the corresponding weighting coefficients (i.e., σ 3i ) are 1/3 and 0, respectively. In other words, the controller designed in Case 2 can stabilize frequency deviation to zero more quickly compared with Case 3.
3) Analysis of Cases 3 and 4. Case 3 only aims at minimizing the peak time, so the corresponding value is shortened by 9.059%, 24.64%, and 26% respectively compared with the peak time in Cases 1, 2 and 4. Analogously, Case 4 only focuses on minimizing the setting time, the corresponding value decreases by 49.94%, 60.05%, and 63.39% respectively compared with Cases 1-3.
Moreover, the proposed weighting coefficients in this paper have a practical significance. For example, in a power system containing a high-proportional frequency-sensitive device that requires the frequency oscillation should be damped as quickly as possible. To meet this requirement, we can let the weighting coefficient σ 3 i be larger than the other two weighting coefficients σ 1 i and σ 2 i .
C. APPLICABILITY IN MORE GENERAL SCENARIOS
The applicability of the proposed controller design method is discussed. A three-area interconnected power system used in [32] is simulated, as shown in Fig. 10 . Simulation parameters are given in Table 4 . All the operating statuses sampled by underlying PMUs are transmitted to the local control centre over the network to generate the control input to maintain real-time power balance. Four cases with different timedelay bound (τ max ≤ l × T s , l = 1, 2, 3, 4) are analysed. Fig. 11 illustrates the corresponding frequency responses in present of step load changes.
According to Figure 11 , it can be seen that the control performance declines with the increase of the time delay. However, the frequency deviations in three areas can be maintained within [−0.04Hz, 0.03Hz] (less than the nominal range, i.e., [−0.2Hz, 0.2Hz]) by adopting our proposed controller design method. Considering that the proposed decentralized control structure only uses current operating statuses to stabilize the frequency deviation unlike the global information is required in traditional centralized approaches, the better practicality in larger-scale LFC systems can be realized. Moreover, lower investment cost, less communication burden and higher reliability can be achieved with the implementation of decentralized control structure.
V. CONCLUSION
This paper presents a decentralized switching control strategy for the networked load frequency control in multi-area power systems. Compared with the centralized control strategies, the proposed decentralized control method has simpler control structure and lower construction cost since only the local operation states in each area are used. Another appealing advantage of the proposed method is that the interaction mechanism of time delay and packet loss affecting the dynamics of the closed-loop LFC system is demonstrated clearly. Moreover, both the asymptotic stability and the control performance are considered during the controller optimization process. Since there exist no assumptions of the distributions of time delay and packet loss or the limitations of the controlled plants, the proposed method can also be applied into other networked control systems. In the future, we will focus on improving the performance of the networked See Table 5 . 
