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Abstract
The representation of the discrete Lorentz symmetry operations of
parity P and time reversal T involve complex phases when acting on
fermions. If the phase of P is a rational multiple of π then P 2n = 1 for
some positive integer n and it is shown that, when this is the case, P
and T generate a discrete group, a dicyclic group (dicyclic groups are
generalisations of the dihedral groups familiar from crystallography).
Charge conjugation C introduces another complex phase and, again
assuming rational multiples of π, TC generates a cyclic group of order
2m for some positive integer m. There is thus a doubly infinite series
of possible finite groups labelled by n and m. Demanding that C
commutes with P and T forces n = m = 2 and the group generated
by P and T is then the quaternion group. We propose an experiment
to check this by measuring the phase of P .
Neutral pseudo-scalar mesons can be simultaneous C and P eigen-
states. T commutes with P andC when acting on fermion bi-linears so
neutral pseudo-scalar mesons can also be T eigenstates. The T -parity
should therefore be experimentally observable and the CPT theorem
dictates that T = CP .
∗email: bdolan@thphys.nuim.ie
1
1 Introduction
The CPT theorem is a cornerstone of relativistic quantum field theory and
our understanding of matter at the most fundamental level currently acces-
sible to experiment. Parity and time reversal are discrete elements of the
Lorentz group acting on the Hilbert space of quantum states and they are
intimately related to charge conjugation through the CPT theorem. One
can ask what is the discrete group generated by the operators Ĉ, P̂ and T̂
on the Hilbert space of quantum states? This question was addressed in [1]
for the action of Σ̂ = ĈP̂ and T̂ on physical states and three possible groups
emerged: Z2 × Z2, Z4 × Z2 and the dihedral group of order 8, D4. When
acting on the full Hilbert space of a Dirac fermion there are more possibili-
ties, assuming P̂ 2 = ±1 [2] lists 8 possible groups. In modern quantum field
theory textbooks, e.g. [3], it is often just assumed that there is an arbitrary
phase in the definition of P̂ that is not physically observable. If this phase
is an irrational multiple of π then P̂ generates a discrete group of infinite
order but if the phase is a rational multiple of π the group generated by
P̂ is finite. In this paper all possible finite groups generated by acting on
Dirac spinors with Ĉ, P̂ and T̂ under this assumption are classified and it
is shown that there is a doubly infinite set of possibilities classified by two
positive integers. Assuming that Ĉ commutes with P̂ and T̂ reduces this to
a unique group, Q × Z2 were Q is the quaternion group (this is one of the
groups listed in [2]). An experiment to measure the phase of P̂ is proposed.
There are some subtleties in discussing these questions when acting on
spinors and the associated action of Sl(2,C ). If S denotes the space of Dirac
spinors in 4-dimensional Minkowski space-time then the definition of P̂ , Ĉ
and T̂ is such that P̂ : S → S and Ĉ : S → S but T̂ complex conjugates
c-numbers and so maps S → S∗. However we can extend Ĉ, P̂ and T̂ in
an obvious way to operators C, P and T acting on the space S ⊕ S∗ (with
the restriction that the component in S∗ is the complex conjugate of the
component in S) and it is then possible to define C, P and T so that they
do indeed generate a discrete group, and it is non-trivial when acting on
Dirac fermions.
We can summarise the results quite briefly. There is an arbitrary phase
in the definition of P̂ when acting on fermions. Choosing that phase to
be a rational multiple of π there is a smallest positive integer n for which
P 2n = 1 and P generates the cyclic group of order 2n. The usual definition
of T implies that T 2 = −1 and P and T then generate a finite group: for
n = 1 it is Z4 × Z2 and for n ≥ 2 it is a dicyclic group. Dicyclic groups
are generalisations of the dihedral groups Dn, familiar from crystallography,
which are generated by rotations through 2π
n
and reflections R. Replace R
(with R2 = 1) by T (with T 4 = 1) and Dn becomes the dicyclic group Dicn.
The group generated by P and T acting on Dirac fermions is Dicn when
n is even and Dicn × Z2 when n is odd. For n = 2, Dic2 is the quaternion
2
group Q of order eight: denoting space-time inversion x→ −x by I = TP ,
I2 = T 2 = P 2 = ITP = −1. (1)
When charge conjugation is included there is another undetermined phase,
although C2 = 1 regardless of this phase. If the phase of CT is also a
rational multiple of π then (CT )2m = 1, for some positive integer m, and
this leads to a doubly infinite set of finite groups. This can be reduced to one
unique possibility if it is assumed that parity and time reversed transforms
of a Majorana spinor are also Majorana, then only n = m = 2 is allowed
and the group consists of two copies of the quaternion group, Q×Z2. When
n = 2 the phase of P is ±π2 and we propose an experiment to test this.
Neutral pseudo-scalar mesons, such Kaons and neutral B-mesons, can
be simultaneous C and P eigenstates, with eigenvalues CP = ±1 and T -
violation has been observed in the B0 − B¯0 system. Although T does not
commute with P on fermions they do commute on fermion bi-linears. Neu-
tral pseudo-scalar mesons can therefore be simultaneous eigenstates of C,
P and T and the CPT theorem dictates that their T parity should be the
product of P and C, so T = CP = ±1.
The layout of the paper is as follows. In §2 the algebra of P and T
is shown to be that of Dicn or Dicn × Z2 for even/odd n respectively. In
§3 charge conjugation is included and is shown to restrict n = m = 2 if
C commutes with with P and T . Neutral pseudo-scalar meson systems are
analysed in §4. Finally the results are discussed and a method for measuring
the complex phases of P is proposed in §5. Conventions and notation are
specified in an appendix but the main text is written so as to be independent
of the choice of γ-matrix conventions.
2 The group generated by P and T
Consider a massive spin-12 particle with annihilation operators bs(p) and the
corresponding anti-particle with creation operators d†s(p), for spin s = ±12 .
The field operator is
ψ(x) =
∑
s=± 1
2
∫
d3p
(2π)3
{
us(p)bs(p)e
ip.x + vs(p)d
†
s(p)e
−ip.x
}
, (2)
where us(p) is a positive energy spinor and vs(p) a negative energy spinor.
Under a Lorentz transformation connected to the identity, xµ → Λµνxν , this
transforms to
ψ(x)→ D(ω)ψ(Λx), (3)
where D(ω) is given explicitly in the appendix (64). We shall denote the
space of all such spinor operators that transform this way by S.
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The standard definitions of P̂ and T̂ in second quantisation are then
(see any standard QFT text, e.g. [3], and equations (80) and (81) in the
appendix for our conventions for numerical equalities)
P̂ψ(x) = eiφP γ0ψ(xP ) ∼= eiφP βψ(xP ) (4)
T̂ ψ(x) = eiφTC∗βγ5γ
0ψ(xT ) ∼= − eiφTCγ5ψ(xT ) (5)
where φP and φT are complex phase factors, xP = (t,−x) denotes the parity
transformation on space-time points and xT = (−t,x) time-reversal. C is
the charge conjugation matrix and C∗β maps S → S∗.
The notation = is reserved for equations involving matrix multiplica-
tion that preserve the spinor index structure, it might be called a spinorial
equality, while ∼= indicates equations that do not preserve the spinor index
structure, but are nevertheless numerically correct in a specifically chosen
basis (more details are given in the appendix). If one is confident the index
structure is correct ∼= is an extremely useful calculational tool, but it should
be used with care when discussing the Lorentz transformation properties of
spinors.1
If ψ ∈ S and ψ ′ ∈ S are two Dirac spinors then ψ∗ ∈ S∗ and
ψ = ψ†β
is in the dual vector space to S, which will be denoted by SD. For ordinary
complex vector spaces this would mean that ψψ ′ ∈ C, but for spinors
ψψ ′ = ψ†βψ ′
is a Lorentz invariant Fock space operator in second quantisation. β is an
hermitian metric on S, β : S → (SD)† and β† = β while C : (SD)T → S.
Let 1 denote the identity matrix acting on S and 1¯ the identity matrix
on S∗ then, using a chiral basis in which
β =
(
0 1¯
1 0
)
,
gives β ∼=βT and β2 ∼=1, but β 6= βT and β2 6= 1. However β† = β is correct.
Also
γ0 ∼=
(
0 1
1 0
)
so β ∼= γ0 but β 6= γ0, hence equation (4). Similarly βγ0 ∼=1 and in our
conventions C is real, C∗ ∼=C, also βγ5γ0 ∼= − γ5βγ0 ∼= − γ5 hence equa-
tion (5). Spinorial equations involving = are valid in any consistent set of
1The spinorial equality in equation (5) is obtained by carefully tracking the spinor
index structure in the derivation of T̂ in the chiral representation, the numerical equality
is probably the more familiar one.
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conventions for the γ-matrices, numerical equations involving ∼= can be con-
vention dependent, though they are always the same in unitarily equivalent
representations of the γ-matrices, see e.g. appendix A-2 of [4].
As described in the appendix Pˆ : S → S and Tˆ : S → S∗. It is
straightforward to define
P̂ ∗ψ∗(x) = {P̂ψ(x)}∗ = e−iφP (γ0)∗ψ∗(xP ) ∼= e−iφP βψ∗(xP ) (6)
T̂ ∗ψ∗(x) = {T̂ ψ(x)}∗ = e−iφTCβ∗γ∗5
(
γ0
)∗
ψ∗(xT ) ∼= − e−iφTCγ5ψ∗(xT ).
(7)
Then P̂ ∗ : S∗ → S∗ and T̂ ∗ : S∗ → S, with T̂ ∗ = −T̂−1.
In the chiral basis (described in more detail in the appendix)
P̂ψ(x) ∼= eiφP βψ(xP ) ∼= eiφP
(
0 1
1 0
)
ψ(xP ) (8)
P̂ ∗ψ∗(x) ∼= e−iφP βψ∗(xP ) ∼= e−iφP
(
0 1
1 0
)
ψ∗(xP ) (9)
T̂ ψ(x) ∼= eiφT
(
ǫ 0
0 ǫ
)
ψ(xT ) (10)
T̂ ∗ψ∗(x) ∼= e−iφT
(
ǫ 0
0 ǫ
)
ψ∗(xT ) (11)
where ǫ ∼=
(
0 1
−1 0
)
.
The strategy is now to double spinor space to S ⊕ S∗ and construct 8
component spinors
Ψ(x) =
(
ψ(x)
ψ∗(x)
)
.
This is not a general element of S ⊕ S∗, it is restricted so that the lower
component is the complex conjugate of the upper component, and the space
of such restricted spinors will be denoted by S . This idea of doubling the
space of states was introduced in [1].
The action of parity and time-reversal on the spinor indices of Ψ(x) is
represented as ordinary multiplication by the 8× 8 matrices
P =
(
eiφP γ0 0
0 e−iφP
(
γ0
)∗) (12)
T =
(
0 e−iφTCβ∗γ∗5
(
γ0
)∗
eiφTC∗βγ5γ
0 0
)
. (13)
We are now in a position to determine the group generated by P and T
using straightforward matrix multiplication. This is most easily achieved
using the numerical equalities
P ∼=
(
eiφP β 0
0 e−iφP β
)
, T ∼=
(
0 −e−iφTCγ5
−eiφTCγ5 0
)
. (14)
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It is immediate that2
P 2k =
(
e2kiφP 0
0 e−2kiφP
)
(15)
P 2k+1 =
(
e(2k+1)iφP γ0 0
0 e−(2k+1)iφP (γ0)∗
)
(16)
T 2 = −1 (17)
(PT )2 = −1 (18)
PTP = T . (19)
Thus
PT = TP−1
and P and T only commute if P 2 = 1.
If φP is an irrational multiple of π the algebra never closes and the group
generated by P is of infinite order. But if φP is a rational multiple of π then
there exits a smallest positive integer n for which
P 2n = 1 (20)
and P generates the cyclic group Z2n.
To understand the structure in more detail first consider specific cases
with small n:
• n = 1, φP = π: P−1 = P and (19) implies that [T ,P ] = 0, so T and
P generate the abelian group Z4 × Z2.
• n = 2, φP = π2 : P 2 = −1 and (19) implies that TP = −PT . Let I =
TP denote space-time inversion, sending space-time points x → −x,
then
I2 = T 2 = P 2 = ITP = −1 (21)
generates the quaternion algebra, Q.3
• n = 3, φP = π3 : in this case (16) implies P 3 = −
(
γ0 0
0 (γ0)∗
)
. Let
Γ
0 =
(
γ0 0
0 (γ0)∗
)
and P˜ =
(
eiφP 1 0
0 e−iφP 1¯
)
.
then P˜ 3 = −1 and [P ,Γ0] = [T ,Γ0] = 0. From (19)
T−1P˜ T = P˜−1
2These matrices are written in 4 × 4 block form. To avoid otherwise cumbersome
notation both the 4× 4 and the 8× 8 identity matrices are just signified by 1.
3We are working with the complex Clifford algebra. The appearance of Q here does
not seem to have any obvious relation to the appearance of quaternions in the real Clifford
algebra of 2× 2 matrices of quaternions.
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and we have a finite group with presentation
< P˜ ,T : P˜ 6 = 1, P˜ 3 = T 2,T−1P˜ T = P˜−1 >, (22)
which is the dicyclic group Dic3 of order 12. Including Γ
0 adds a trivial
Z2 making the full group Dic3 × Z2. The strategy is to start with P
and T , define Γ0 = P 3T−2 and P˜ = Γ0P , and then the presentation
(22) gives the full group.
The cases n = 2 and n = 3 generalise to two infinite families:
• even n: P n = T 2 = −1 and together P and T generate the dicyclic
group Dicn of order 4n with the presentation
Dicn =< P ,T : P
2n = 1, P n = T 2, T−1PT = P−1 > . (23)
Dic2 is the quaternion algebra.
• odd n > 1: with P = P˜ Γ0, P˜ and T generate the dicyclic group Dicn
with the presentation
Dicn =< P˜ ,T : P˜
2n = 1, P˜ n = T 2,T−1P˜ T = P˜−1 > (24)
and, including Γ0 = P nT−2, the full group is Dicn × Z2.
This completes the classification of all possible finite groups generated
by P and T acting on Dirac spinors in S . We now go on to discuss the
unitary properties of P and T . Numerically P and T are unitary matrices
P † ∼=P−1, T † ∼=T−1,
but these are not spinorial equalities. The definition of a unitary operator
requires defining a bi-linear form on S and there is a natural hermitian
Lorentz invariant metric,
β+ =
1
2
(
β 0
0 β∗
)
. (25)
For two spinors Ψ ∈ S and Ψ′ ∈ S
Ψ˜Ψ′ := Ψ†β+Ψ
′ =
1
2
(
ψ†βψ ′+ψTβ∗ψ ′∗
)
=
1
2
(
ψ†βψ ′−ψ ′†βψ) = 1
2
(
ψψ′−ψ′ψ)
is Lorentz invariant (the minus sign is due to anti-commutativity of fermions).
This gives
(˜PΨ)(PΨ′) = (˜TΨ)(TΨ′) = Ψ˜Ψ′ (26)
7
and both P and T are unitary with this bi-linear form.4 Unfortunately
Ψ˜Ψ = 0
and this is of little use in constructing a Lagrangian. An alternative is to
use
β− =
1
2
(
β 0
0 −β∗
)
(27)
and
ΨΨ′ := Ψ†β−Ψ
′ =
1
2
(
ψ†βψ ′−ψTβ∗ψ ′∗) = 1
2
(
ψ†βψ ′+ψ ′†βψ
)
=
1
2
(
ψψ′+ψ′ψ
)
.
This renders P unitary but it is not invariant under T
(PΨ)(PΨ′) = −(TΨ)(TΨ′) = ΨΨ′ (28)
giving5
(TΨ)(TΨ) = −ΨΨ. (31)
To understand what is happening here consider the Dirac basis for the
γ-matrices where
βDirac =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 .
In the standard approach T̂ complex conjugates c-numbers and so inter-
changes positive and negative energy states, the minus sign in (31) can be
interpreted as a consequence of the fact that T interchanges positive and
negative energy spinors. This property can be accounted for in the present
formalism by defining the action of T̂ on fermion bi-linears as multiplication
of fermions by T followed by sending β → −β (and β∗ → −β∗), then
T̂ (ΨΨ′) := −(TΨ)(TΨ′) = ΨΨ′,
while
P̂ (ΨΨ′) := (PΨ)(PΨ′) = ΨΨ′,
4To avoid cumbersome notation the space-time argument of Ψ is omitted, it should be
clear from the context how x is affected. In any case he metric on the full Hilbert space
of position dependent spinors includes
∫
d4x and the argument of Ψ disappears from the
inner product when the integral is evaluated.
5Equations (26) and (28) are most easily proven using
P
†
β± = β±P
−1 (29)
T
†
β± = ∓β±T . (30)
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remains unchanged.
Time reversal T̂ is an anti-linear operator, if ψ in (2) is multiplied by a
phase, ψ → eiαψ, then T̂ (eiαψ) = e−iαT̂ψ. In S this is represented by
T
(
eiαψ
e−iαψ∗
)
= T
(
eiα 0
0 e−iα
)
Ψ =
(
e−iα 0
0 eiα
)
TΨ
and this is simply matrix multiplication, it does not involve any explicit
complex conjugation. Define the 8× 8 matrix, in 4× 4 block form,
I :=
(
i 0
0 −i
)
then Ψ→ eIαΨ and matrix multiplication gives
T I = −IT ,
with no need to complex conjugate c-numbers explicitly. At the same time
it is trivial that
P I = IP ,
thus space-time inversion anti-commutes with I
II = −II.
Note that multiplication by I interchanges β+ and β− in that
ΨIΨ′ = iΨ˜Ψ′.
Now consider the reducible representation of the Clifford algebra
Γ
µ =
(
γµ 0
0
(
γµ
)∗) ,
giving
{Γµ,Γν} = 2ηµν ,
in terms of which
ΨΓµΨ′ =
1
2
(
ψγµψ ′ + ψ ′γµψ
)
, Ψ˜ ΓµΨ′ =
1
2
(
ψγµψ ′ − ψ ′γµψ).
The actions of P and T on these are
P̂
(
ΨΓµΨ′
)
= Pµν(ΨΓνΨ′), P̂
(
Ψ˜ΓµΨ′
)
= Pµν(Ψ˜ΓνΨ′) (32)
T̂
(
ΨΓµΨ′
)
= Pµν
(
ΨΓνΨ′
)
, T̂
(
Ψ˜ΓµΨ′
)
= −Pµν
(
Ψ˜ΓνΨ′
)
(33)
where P =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 implements the parity operation on space-
time points, x→ xP .
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With Γ5 =
(
γ5 0
0 γ∗5
)
ΨΓ5Ψ
′ =
1
2
(
ψγ5ψ
′ − ψ ′γ5ψ
)
, Ψ˜Γ5Ψ
′ =
1
2
(
ψγ5ψ
′ + ψ ′γ5ψ
)
and
P̂ (ΨΓ5Ψ
′) =
(
PΨ
)
Γ5
(
PΨ′
)
= −ΨΓ5Ψ′ (34)
T̂
(
ΨΓ5Ψ
′
)
= −(TΨ)Γ5(TΨ′) = ΨΓ5Ψ′ (35)
P̂ (Ψ˜Γ5Ψ
′) =
(˜
PΨ
)
Γ5
(
PΨ′
)
= −Ψ˜Γ5Ψ′ (36)
T̂
(
Ψ˜Γ5Ψ
′
)
= −(˜TΨ)Γ5(TΨ′) = −Ψ˜Γ5Ψ′. (37)
3 The groups generated by C, P and T
The charge conjugation operator is defined as
Ĉψ(x) = eiφCCβTψ∗(x) ∼= eiφCCβψ∗(x) (38)
with
C =
(
ǫ−1 0
0 ǫ¯−1
)
,
ǫ ∼=
(
0 1
−1 0
)
and φC another complex phase. The charge conjugation ma-
trix C maps (SD)T → S and is defined by demanding that γµC = −(γµ)TC.
This leads to the natural definition of the 8× 8 matrix
C =
(
0 eiφCCβ∗
e−iφCC∗β 0
)
∼=
(
0 eiφCCβ
e−iφCCβ 0
)
(39)
acting on S and, using (88),
C2 = 1.
From (12) and (13), or with less work from (14),
(CP )2 = −1 (40)
(CT )2 = −
(
e2i(φT+φC) 0
0 e−2i(φT+φC)
)
= −e2I(φT+φR). (41)
If φT + φC is an irrational multiple of π the algebra does not close and the
group is of infinite order. But if φT + φC is a rational multiple of π then
10
there is a smallest positive integer p for which eip(φT+φP ) = 1 and (41) then
implies that
(CT )4p = 1, if p is odd,
(CT )2p = 1, if p = 2 mod 4,
(CT )p = 1, if p = 0 mod 8, (42)
(CT )
p
2 = 1, if p = 4 mod 8,
and these are all the lowest powers of CT that give 1 on the right hand side.
In general C need not commute with either P or T ,
CP = −e−2IφPPC ⇒ PCP = −C (43)
CT = e2I(φT+φC)TC. (44)
There is a doubly infinite series of possible finite groups generated by P , T
and C, characterised by the two integers n and m:
• n even,
< P ,T ,C : P 2n = T 4 = C2 = (PT )4 = (CP )4 = (CT )2m = 1 >
• n odd,
< P˜ ,Γ0,T ,C : P˜ 2n =
(
Γ
0
)2
= T 4 = C2 =
(
P˜Γ0
)2n
= (P˜ T )4
= (CP˜ )2 =
(
Γ
0T
)2
=
(
CΓ0
)2
= (CT )2m = 1 >,
where m can be read off from equations (42) for any given p. Note that
p = 1 and p = 2 both give m = 2.
This doubly infinite series can be reduced to one unique group if we
assume that C commutes with P and T . Let Ψ be a Majorana spinor,
CΨ(x) = Ψ(x), and assume that the parity reversed state of Ψ is also
Majorana, it seems reasonable to assume that a parity transformation does
not change the Majorana property of a spinor. Then
CPΨ(x) = PΨ(x) = PCΨ(x)
and
[C,P ] = 0
which requires eiφP = ±i, so n = 2. The possibility of P 2 = −1 for fermions
was introduced by Racah [5] and it is shown in [3] that it is necessary for
Majorana spinors, it is an unavoidable consequence of [C,P ] = 0.
The same reasoning can be applied to time reversal, assume that the
time reversed state of a Majorana spinor Ψ is also Majorana,
CTΨ(x) = TΨ(x) = TCΨ(x).
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Then
[C,T ] = 0
and ei(φT+φC) = ±1 which requires p = 1 or p = 2, so m = 2. The group is
then
< P ,T ,C : P 2 = T 2 = (TP )2 = −1,C2 = 1, (PC)2 = (TC)2 = −1 >,
which is a different presentation of Q×Z2: the group generated by P and T
is the quaternion group (21) and the full group is two copies of the quaternion
group, the Z2 being generated by C.
A general Dirac spinor can always be written as a linear combination of
two Majorana spinors, ψ0 and ψ1, as
ψ = ψ0 + iψ1 ⇒ Ψ = Ψ0 + IΨ1.
Since P I = IP , T I = −IT and CI = −IC, it is easily seen that C also
commutes with both P and T on Dirac spinors. Hence demanding that C
commutes with P and T on Majorana spinors is sufficient to deduce that
they commute when acting on Dirac spinors too, and n = m = 2 giving
Q× Z2.
Although P † 6= −P with eiφP = ±i, P † ∼= − P is numerically anti-
hermitian. Indeed
P † ∼= − P , T † ∼= − T , I† ∼= − I, C† ∼= −C.
Despite the fact that C† ∼= −C, C is actually unitary with β−. To see this
observe that
C†β± = ∓β±C,
leading to
Ĉ
(
ΨΨ′
)
:=
(
CΨ
)
CΨ′ = ΨΨ′.
We also have
(45)
Ĉ
(
ΨΓ5Ψ
′
)
:=
(
CΨ
)
CΓ5Ψ
′ = −ΨΓ5Ψ′, (46)
Ĉ
(
ΨΓµΨ′
)
:=
(
CΨ
)
Γ
µ
(
CΨ′
)
= −ΨΓµΨ′, (47)
and, with β+,
Ĉ
(
Ψ˜Ψ′
)
:=
(˜
CΨ
)(
CΨ′
)
= −Ψ˜Ψ′ (48)
Ĉ
(
Ψ˜Γ5Ψ
′
)
:=
(˜
CΨ
)
Γ5
(
CΨ′
)
= Ψ˜Γ5Ψ
′ (49)
Ĉ
(
Ψ˜ΓµΨ′
)
:=
(˜
CΨ
)
Γ
µ
(
CΨ′
)
= Ψ˜ΓµΨ′. (50)
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The CPT theorem for Dirac fermions follows as usual. Let
Θ = CPT =
(
ei(φT+φC−φP )γ5 0
0 e−i(φT+φC−φP )(γ5)
∗
)
.
With φP =
π
2 and φT + φC = π we get
ΘΨ(x) = CPTΨ(x) =
(
iγ5 0
0 −iγ∗5
)
Ψ(−x)
and Θ2 = −1, Θ† ∼= −Θ. Then
Θ
†β± = β±Θ.
Θ changes the sign of both bi-linear forms,(
ΘΨ
)(
ΘΨ′
)
= −ΨΨ′, (˜ΘΨ)(ΘΨ′) = −Ψ˜Ψ′, (51)
but Θ̂ changes the sign of the metric, because T̂ does, so6
Θ̂
(
ΨΨ′
)
= ΨΨ′, Θ̂
(
Ψ˜Ψ′
)
= Ψ˜Ψ′. (52)
We have the following bi-linear relations
Θ̂
(
ΨΨ′
)
= ΨΨ′ (53)
Θ̂
(
ΨΓ5Ψ
′
)
= ΨΓ5Ψ
′ (54)
Θ̂
(
ΨΓµΘΨ′
)
= −ΨΓµΨ′ (55)
Θ̂
(
ΨΓ5Γ
µ
ΘΨ′
)
= −Ψ˜Γ5ΓµΨ′. (56)
Of course Θ̂ also sends x to −x in Ψ(x) and ∂µ → −∂µ, so
Θ̂
(
ΨIΓµ∂µΨ) = ΨIΓµ∂µΨ. (57)
and the Dirac Lagrangian is invariant under Θ̂.
4 Neutral pseudo-scalar mesons
Experimentally the most fruitful place to study the properties of Ĉ, P̂ and
T̂ is in the physics of pseudo-scalar mesons, particularly B-mesons for T̂ .
Pseudo-scalars are represented by operators of the form ψΓ5ψ
′. For example
if ψb(x) creates a b-quark and ψd(x) creates a d-quark then
B0 = ψbγ5ψd|0 >
B0 = ψdγ5ψb|0 >=
(
ψbγ5ψd
)†|0 >
6It was observed in [15] that Θ̂ changes the sign of β.
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are the neutral B-mesons which are P̂ = −1 eigenstates. For a relativistic
bound state, like the B0, ψb here need not be a single particle operator, the
b-quark will be accompanied by a sea of particles and antiparticles, but for
the purposes of this section all that matters is that ψb has the same Lorentz
transformation properties of a singe particle (3), even if it is a composite
operator.
Now consider ΨbΓ5Ψd with β− re-scaled by a factor of
√
2 for conve-
nience,
ΨbΓ5Ψd =
1√
2
(
ψ†b , ψ
T
b
)(β 0
0 −β∗
)(
γ5 0
0 γ∗5
)(
ψd
ψ∗d
)
=
1√
2
(
ψ†bβγ5ψd − ψTb β∗γ∗5ψ∗d
)
=
1√
2
(
ψbγ5ψd + ψ
†
dγ
†
5β
†ψb
)
=
1√
2
(
ψbγ5ψd − ψdγ5ψb
)
,
since fermions anti-commute and γ†5β
† = −βγ5. Acting on the vacuum
ΨbΓ5Ψd|0 >= 1√
2
(B0 −B0) = B+.
This is an eigenstate of both P̂ , with P = −1 and Ĉ, with C = −1 so
CP = +1.
The CP = −1 state is constructed using √2β+,
Ψ˜bΓ5Ψd =
1√
2
(
ψbγ5ψd + ψdγ5ψb
)
and
Ψ˜bΓ5Ψd|0 >= 1√
2
(
B0 +B0
)
= B−
is an eigenstate of both P̂ , with P = −1 and Ĉ, with C = +1, so this is the
other ĈP̂ eigenstate with CP = −1.
In the same way eigenstates of T̂ can be constructed7 and, while P and
T do not commute when acting on fermions, T̂ and P̂ commute when acting
on fermion bi-linears so neutral B-mesons can be simultaneous eigenstates
of Ĉ, P̂ and T̂ . From (28) and (37)
T̂
(
ΨbΨd
)
= ΨbΨd
T̂
(
ΨbΓ5Ψd
)
= ΨbΓ5Ψd,
while β+ gives the opposite signs
T̂
(
Ψ˜bΨd
)
= −Ψ˜bΨd
T̂
(
Ψ˜bΓ5Ψd
)
= −Ψ˜bΓ5Ψd.
7Eigenvectors of the matrix T have no meaning, such a state is not in S because the
component in S∗ is not the complex conjugate of the component in S .
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Thus ΨbΓ5Ψd has CP = 1, T = 1 while Ψ˜bΓ5Ψd has CP = −1, T = −1.
In terms of Θ = CPT
Θ̂
(
ΨbΓ5Ψd
)
= ΨbΓ5Ψd (58)
Θ˜
(
Ψ˜bΓ5Ψd
)
= Ψ˜bΓ5Ψd (59)
from which it is immediate that CPT = 1 for both B+ and B−, as expected
from the CPT theorem.
T -violation has been observed in neutral B-meson systems by the BaBar
collaboration [6]. It would be interesting if the T -parity could be measured
experimentally and compared to the CPT prediction.
5 Discussion
It has been shown that P and T acting on Dirac fermions can generate one
of an infinite series of possible dicyclic groups. Although the discussion in
§2 and §3 involved only single particle states in S it is easily extended to
multiparticle states involving products of S in the usual way.
If P and T preserve the Majorana property of a Majorana spinor then
the inclusion of C eliminates all but one of these possibilities leaving two
copies of the quaternion algebra as the only option. While this is perhaps
a mathematically pleasing observation it is difficult to think of any experi-
mental consequences.
Before 1956 it was generally believed that P was a symmetry of the
fundamental laws of Nature, and indeed it is for electromagnetism and the
strong nuclear force (the roˆle of P in any putative quantum theory of grav-
ity is still open to debate). When Lee and Yang realised in 1956 that P
invariance had not been tested in weak interactions [8] they discussed possi-
ble experiments to check its status and P -violation was observed in β-decay
of Co60 very soon afterwards [9], leading to the important conclusion that
the Hamiltonian giving rise to β decay does not commute with the parity
operator. It was almost immediately suggested by Landau that, if P was
replaced by CP , then CP still seemed to be a good symmetry. If so this
would imply that C is also violated (but in a manner that exactly cancels
P -violation) giving a possible explanation of why there is more matter than
anti-matter in the Universe [10]. Then CP violation was discovered in the
decay of neutral Kaons to pions in 1964 [11],
KL → 2π
where KL is CP odd and the 2π state is CP even (the latter is s-wave due
to angular momentum conservation, since Kaons and pions are both spin-0).
So C-violation does not exactly cancel P -violation. Nevertheless the CPT
theorem, discovered a few years prior to these events [12] - [15], suggests
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that the combination of all three operations C, P and T should be a good
symmetry of Nature.
The CPT theorem, together with CP violation, implies that T should
also be violated, but this is a theoretical prediction based on a particular
model of fundamental interactions (assuming a local, Lorentz invariant La-
grangian) and should be tested against observations. Experimental evidence
for T -violation in neutral Kaon systems was claimed in [16] and later in [17].
It was confirmed more definitively in a beautiful experiment by the BaBar
collaboration [6], following a proposal in [18]. In the chain of Υ(4S)-decays
I: Υ −→
{
B0 → l+ +X
B¯0  B− → J/Ψ +KS
II: Υ −→
{
B−  B¯
0 → l− + X¯
B+ → J/Ψ +KL ,
the wavy arrows represent mixing rather than decays. B0 and B
0
are
flavour eigenstates while B± are CP eigenstates
8 and l± are charged lep-
tonic states.9 If the length of time that Nature allocates to the two wavy
arrows is the same then the two decays would be symmetric under T — but
experimentally they are not the same. Since the decays involved are CP
conserving this asymmetry can only be due to T -violation.
CPT invariance, which has a strong theoretical foundation, replaces the
now discredited ideas of P invariance and CP invariance. It predicts that
it is four-dimensional inversion x → −x, combined with the interchange of
particles with anti-particles, that is a symmetry of Nature. This is very
natural: the definitions of P and T require choosing a reference frame and,
in a relativistic setting, they should be combined into I = TP . A relativistic
statement of the CPT theorem would be the CI theorem: that C-violation
is exactly cancelled by I violation. Landau would have got it right if only
he had thought relativistically, as Bell did in [15] where I was emphasised
over P and T separately.
Some insight into the possible phase of P can be obtained by a short cal-
culation along the lines of [19], page 41, which shows that reflecting a plane-
wave solution of the Dirac equation ψinc(t, z), with wavevector k = kzˆ, off
an infinitely high potential barrier (V0 →∞ in [19]), followed by a rotation
of π about the z-axis, produces a reflected wave ψref = iγ
0
Diracψinc(t,−z),
suggesting that indeed eiφP = i and n = 2. One could try to measure φP in
8The Υ and the J/Ψ have JPC = 1−− with CP = +1, while KS has J
PC = 0−+ with
CP = −1. The J/Ψ +KS final state is therefore CP odd since it is necessarily s-wave.
Similarly J/Ψ +KL is CP even.
9It is essential for the experiment that, in decay sequence I, B0 and B¯0 form an
entangled state: B¯0 is inferred from B0 → l+ + X and it is not observed directly. If
it were observed it could not oscillate to the CP eigenstate B−. Similarly, in sequence II,
B+ and B− are an entangled state and B− is not observed directly.
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an electron two slit experiment in which one path is subjected to reflection
in a mirror followed by a rotation of π about an axis perpendicular to the
mirror while the other path is left alone (the rotation could be induced by
applying an appropriate magnetic field). This is equivalent to P acting on
one path but not the other and a non-zero phase φP would then show up as
a shift in the interference pattern. If P were applied twice to one path and
not the other, and the path lengths are equal, the maxima and the minima
of the interference pattern would be interchanged. A similar experiment to
check T 2 = −1 might be more difficult to design.
In the Υ decays described above T -violation was deduced as a conse-
quence of two processes, B¯0  B+ and B+  B¯
0, happening in opposite
orders. For P and T the order also matters, not only do P and T not com-
mute with the Hamiltonian, but in general they do not commute with each
other. However while P and T do not commute when acting on fermions
they do commute when acting on fermion bi-linears so it probably not pos-
sible to see this non-commutativity experimentally. Neutral pseudo-scalar
mesons, such as Kaons and neutral B-mesons can be simultaneous eigen-
states of P and C states with P = −1 and C = ±1. Since T̂ maps S to S∗
it is not possible for a fermion in S to be an eigenstate of T̂ , but a state in
S can be an eigenstate of T . Since all three of C, P and T are mutually
commuting on fermion bi-linears, it should be possible to define the T par-
ity of such states as well, or equivalently their Θ parity. From the CPT
theorem their T -parity should be equal to their CP -parity.
It is a pleasure to thank Denjoe O’Connor for helpful discussions.
A Conventions
Our conventions are
ηµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 (60)
and
{γµ, γν} = 2ηµν (61)
with µ, ν = 0, 1, 2, 3. In the chiral representation
γ0 =
(
0 σ0
σ¯0 0
)
, γi =
(
0 σi
σ¯i 0
)
(62)
with i = 1, 2, 3 and σi the Pauli matrices (numerically σ¯i = −σi). The
chirality matrix is
γ5 = −iγ0γ1γ2γ3 =
(
1 0
0 −1¯
)
. (63)
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It is standard to write σ0 = σ¯0and σ¯i = −σi, but this can be confusing as
they act on different spaces. When convenient we shall write
σ0 ∼= σ¯0, σ¯i ∼= − σi
meaning the matrices are numerically equal but have different spinor index
structure. Thus the identity matrices acting on the different Weyl sectors,
denoted 1 and 1¯, satisfy 1 ∼= 1¯ but 1 6= 1¯. In the text, when it is deemed
necessary for clarity, “ = ” will be referred to as spinorial equality and “ ∼=”
as numerical equality. In particular
(σµ)† = σµ, (σ¯µ)† = σ¯µ, 1¯ = 1†.
This may seem like an overly pedantic distinction but it proves to be an
extremely useful notation to keep track of the Lorentz transformation prop-
erties of spinors.
The generators of the Lorentz group in the spinor representation are
Jµν =
i
4
[γµ, γν ]
and a general Lorentz transformation on spinors is
D(ω) = e−
i
2
ωµνJ
µν
where ω0i = vi is a boost in the i direction and ωij = ǫijkθ
k a rotation in
the i-j plane. In the chiral basis Jµν are block diagonal
J0i =
i
2
(−τ i 0
0 τ¯ i
)
:=
(
J0i+ 0
0 J0i−
)
J ij =
1
2
ǫijk
(
τk 0
0 τ¯k
)
:=
(
J ij+ 0
0 J ij−
)
with
τ i = −1
2
(σ0σ¯i − σiσ¯0) = i
2
ǫijkσ
jσ¯k
τ¯ i =
1
2
(σ¯0σi − σ¯iσ0) = i
2
ǫijkσ¯
jσk,
and
D(ω) =
(
e−
i
2
(θ−iv).τ 0
0 e−
i
2
(θ+iv).τ¯
)
.
As is well known the 4-dimensional Dirac representation Jµν is a re-
ducible representation of the Lorentz group and decomposes into two in-
equivalent Weyl representations, Jµν+ and J
µν
− , with
D+(ω) = e
− i
2
(θ−iv).τ and D−(ω) = e
− i
2
(θ+iv).τ¯ . (64)
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Denoting the space of Dirac spinors by S then γµ : S → S, D(ω) : S → S
and S decomposes into the two eigenspaces of γ5, S±, with
γ5 : S± = ±S±, D+(ω) : S+ → S+ and D−(ω) : S− → S−.
Complex conjugation interchanges these two inequivalent representations,
up to an equivalence D∗±(ω) ∼ D∓(ω),
D∗+(ω) = e
i
2
(θ+iv).τ∗ = e−
i
2
(θ+iv).(−τ ∗) = e−
i
2
(θ+iv).(ǫ¯τ¯ ǫ¯−1) = ǫ¯D−(ω)ǫ¯
−1
D∗−(ω) = e
i
2
(θ−iv).τ¯∗ = e−
i
2
(θ−iv).(−τ¯ ∗) = e−
i
2
(θ−iv).(ǫτ ǫ−1) = ǫD+(ω)ǫ
−1,
with ǫ = iτ2 and ǫ¯ = −iτ¯2. Thus the reducible representations D(ω) and
{D(ω)}∗ are also equivalent,
{D(ω)}∗ = C−1D(ω)C with C =
(
0 ǫ−1
ǫ¯−1 0
)
. (65)
If ψ+ ∈ S+ and ψ− ∈ S−, then a Dirac spinor ψ decomposes into two
Weyl spinors as
ψ =
(
ψ+
ψ−
)
. (66)
In the dreaded dotted and undotted spinor notation, with spinor indices
a = 1, 2 and a˙ = 1, 2, this is (
(ψ+)a
(ψ−)
a˙
)
, (67)
and the components of σ0, σ¯0, σi, σ¯i, τ i and τ¯ i are
δ
ab˙
, δa˙b, (σi)
ab˙
, −(σi)a˙b, (τ i)ab, and (τ¯ i)a˙b˙,
respectively. Numerically
σi ∼= − σ¯i ∼= τ i ∼= τ¯ i
while τ¯ i = (τ i)† is a spinorial equality. When multiplying matrices together
in a manner that preserves Lorentz transformation properties a lower dotted
index can only be contracted with an upper dotted index and a lower undot-
ted index can only be contracted with an upper undotted index. Thus σµσ¯ν
is allowed but σµσν is not, though σµσ¯ν ∼=σµσν . The identity matrices 1
and 1¯, acting on S+ and S− respectively, have components
δa
b and δa˙
b˙
.
The product 11¯ is not allowed and strictly speaking the transpose matrix
1
T 6= 1. Also σ0 ∼= σ¯0 ∼=1 ∼= 1¯, but they should not be identified.
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Denote the vector space dual to S by SD, then an inner product on the
space of Dirac spinors is defined between two spinors ψ ∈ S and ψ ′ ∈ S as
ψψ ′ = ψ†βψ ′
where ψ†β ∈ SD. Then β : S → (SD)∗ is an hermitian Lorentz invariant
metric, β = β†, satisfying
D†(ω)βD(ω) = β
which acts on γ-matrices as
βγµ =
(
γµ
)†
β. (68)
Explicitly
β =
(
0 1¯
1 0
)
and β−1 =
(
0 1
1¯ 0
)
,
so
ψψ′ = ψ†+ψ
′
− + ψ
†
−ψ
′
+ = (ψ
∗
+)a˙(ψ
′
−)
a˙ + (ψ∗−)
a(ψ′+)a. (69)
and, when ψ′ = ψ,
ψψ = ψ†+ψ− + ψ
†
−ψ+. (70)
The matrices β, β−1, and β∗ are not spinorially equal, though numeri-
cally
β ∼=β−1 ∼=β∗, β2 ∼=1 and β ∼= γ0 ∼=
(
γ0
)†
.
However
β = β† (71)
is correct.
There are also spaces SD+ dual to S+ and SD− dual to S− with (ψa˙−)∗ =
(ψ∗−)
a, (ψ+ a)
∗ = (ψ∗+)a˙ and ψ
∗
− ∈ SD+ and ψ∗+ ∈ SD− . So
∗ : S− → SD+ , ∗ : S+ → SD− .
Lorentz invariant metrics can be defined on S+ and S− separately. Let(
ψD+
)a
= ǫab(ψ+)b and
(
ψD−
)
a˙
= ǫ¯
a˙b˙
ψb˙−
with
ǫ ∼=
(
0 1
−1 0
)
(components ǫab)
and
ǫ¯ ∼=
(
0 −1
1 0
)
(components ǫ¯a˙b˙).
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Then ǫ is a metric on S+ and ǫ¯ a metric on S−. These are Lorentz invariant
metrics in that
DT+(ω) ǫD+(ω) = ǫ, D
T
−(ω) ǫ¯ D−(ω) = ǫ¯.
The inner product of ψ+ with itself is
(ψ+)aǫ
ab(ψ+)b = ψ+ψ
D
+ = ψ
D
+ψ+,
which would vanish if (ψ+)a were commuting objects, but if they anti-
commute (either as second quantised single particle fields or as Grassmann
variables in first quantisation) then the above definitions are consistent.
The inverse metrics are
ǫ−1 ∼=
(
0 −1
1 0
)
(components ǫab)
and
ǫ¯−1 ∼=
(
0 1
−1 0
)
(components ǫ¯ a˙b˙).
This follows general relativistic conventions where it is standard to write
the components of the inverse of the metric ǫ¯
a˙b˙
as ǫ¯ a˙b˙, so ǫ¯a˙c˙ǫ¯
c˙b˙ = δa˙
b˙,
and ǫacǫcb = δ
a
b. Just as in general relativity, spinor indices are raised and
lowered by using these metrics (multiplying from the left, if multiplying from
the right their transposes must be used). In index free notation
ǫ = −ǫT (72)
ǫ¯ = −ǫ¯T (73)
ǫ−1ǫ = 1 (74)
ǫǫ−1 = 1T (75)
ǫ¯ǫ¯−1 = 1¯ (76)
ǫ¯−1ǫ¯ = 1¯T (77)
ǫ∗ = ǫ¯−1 (78)
ǫ¯∗ = ǫ−1. (79)
While numerically
ǫ ∼= ǫ∗ ∼= − ǫ−1 ∼= − ǫ¯ ∼= − ǫ¯∗ ∼= ǫ¯−1
ǫ2 ∼= ǫ¯2 ∼= − 1.
The parity, time reversal and charge conjugation operators, P̂ , T̂ and Ĉ
respectively, are defined in the usual way in second quantisation (see e.g. [3]
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with some minor changes due to different conventions)
P̂ψ(x) = eiφP γ0ψ(xP ) ∼= eiφP βψ(xP ) (80)
T̂ ψ(x) = eiφTC∗βγ5γ
0ψ(xT ) ∼= − eiφTCγ5ψ(xT ) (81)
Ĉψ(x) = eiφCCβTψ∗(x) ∼= eiφCCβψ∗(x) (82)
where the charge conjugation matrix transposes the γ-matrices,
γµC = −C(γµ)T , (83)
eiφP , eiφT , eiφC are arbitrary complex phases, xP = (t,−x) and xT =
(−t,x). Explicitly
C =
(
ǫ−1 0
0 ǫ¯−1
)
∼=
(−ǫ 0
0 ǫ
)
(84)
and
C = CβT
in (65), so
Ĉ{D(ω)ψ} = eiφCC {D(ω)}∗ψ∗ = eiφCD(ω)Cψ∗.
From (78) and (79),
C∗ =
((
ǫ−1
)∗
0
0
(
ǫ¯−1
)∗) = (ǫ¯ 0
0 ǫ
)
,
with
CT = −C, C† = −C∗, C∗ ∼=C ∼= − C−1, C2 ∼= − 1 and C†C ∼=1.
It is natural that γ0 should appear in the definitions of P̂ and T̂ as these
require choosing a time-like direction and planar space-like foliations per-
pendicular to the chosen time direction: there is no such information in β,
which is Lorentz invariant.
Clearly P̂ : S → S and Ĉ : S → S interchange S+ and S−, while the
charge conjugation matrix C :
(SD)T → S. Also T̂ : S± → S∗±.
In practice Ĉ, P̂ and ĈT̂ are easily implemented using the numerical
equalities in (80)-(82),
P̂ψ(x) ∼= eiφP
(
0 1
1 0
)
ψ(Px) (85)
T̂ ψ(x) ∼= eiφT
(
ǫ 0
0 ǫ
)
ψ(T x) (86)
Ĉψ(x) ∼= eiφC
(
0 −ǫ
ǫ 0
)
ψ∗(x). (87)
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Since P̂ : S± → S∓, T̂ : S± → S∗± ∼ S∓ and Ĉ : S± → S∓, none of these
discrete symmetry operators can be represented on an irreducible represen-
tation of the Lorentz group.
The anti-particle of an anti-particle is the particle,
Ĉ(Ĉψ) = ψ,
so Ĉ2 = 1.
If ψ and ψ′ are two fermions in S then
(Ĉψ)(Ĉψ′) = ψTβ∗C†βCβ∗ψ′∗ = −ψTβ∗ψ′∗ = ψ′ψ,
since spinors anti-commute and β† = β so β∗ = βT . This uses the important
identity
Cβ∗C∗β = 1 (88)
which is easily proven by using (68) and (83) to show that
Cβ∗C∗βγµ = γµCβ∗C∗β
and the only matrix that commutes with all four γµ is the identity matrix.
In particular
(Ĉψ)(Ĉψ) = ψψ,
with the physical interpretation that anti-particles have the same mass as
particles.
For T̂ there is no explicit complex conjugation in (81) yet T̂ ψ(x) ∈ S∗,
it is the matrix C∗β that maps S to S∗. The complex conjugate of (81) is{
T̂ ψ(x)
}∗
= e−iφTCβ∗γ∗5
(
γ0
)∗
ψ∗(xT ) ∈ S (89)
⇒ T̂{T̂ ψ(x)}∗ = C∗βγ5γ0Cβ∗γ∗5(γ0)∗ψ∗(x) = −ψ∗(x). (90)
using (88) and (83). The metric on S∗ is β∗ so we have the inner product
(T̂ ψ)†β∗(T̂ ψ′) = ψ†
(
γ0
)†
γ†5β
†CTβ∗C∗βγ5γ
0ψ′
= −ψ†(γ0)†γ†5βγ5γ0ψ′
= ψψ′, (91)
because γ†5β = −βγ5.
Since T̂ maps S → S∗ we cannot apply Ĉ in (82) to T̂ψ directly, but it
can be applied to {T̂ ψ}∗ in (89),
Ĉ
{
T̂ ψ
}∗
= eiφCCβT {e−iφTCβ∗γ∗5(γ0)∗ψ∗}∗
= ei(φC+φT )CβTC∗βγ5γ
0ψ
= ei(φC+φT )γ5γ
0ψ.
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This is in S and so we can apply P̂ directly to obtain
P̂ Ĉ
{
T̂ψ
}∗
= ei(φP+φC+φT )γ0γ5γ
0ψ = −ei(φP+φC+φT )γ5ψ.
In the text any specific choice of γ-matrix representation is avoided as
much as possible — no physical result can depend on the choice of repre-
sentation. The identities
βγµ = (γµ)†β, γµC = −C(γµ)T , Cβ∗C∗β = 1, (92)
are sufficient to derive all the formulae in the text without choosing a rep-
resentation (though we have made the choice (γ0)2 ∼=1).
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