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Abstract
Many ecient algorithms have been developed for satisability testing. They complement
rather than exclude each other by being eective for particular problem instances. In this
research, we give a Multi-SAT algorithm for the SAT problem. The Multi-SAT algorithm
integrates several ecient SAT algorithms. It makes use of dierent algorithmic niches for satis-
ability testing. Based on cost-eective cluster computing, Multi-SAT can perform simultaneous
satisability testing, using several \stones" to shoot one \bird". The software architecture for
Multi-SAT has been designed. A number of software tools have been developed. This software
tool kit can support ecient satisability testing with uncertain problem structure, facilitating
multiple tracking of an algorithm structure, and allow a detailed study of the entire problem
spectrum. It provides a cost-eective multi-tool kit for practical satisability testing. ? 1999
Elsevier Science B.V. All rights reserved.
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1. Introduction
The satisability (SAT) problem has three components [18,27]:
 A set of m variables: x1; x2; : : : ; xm.
 A set of literals. A literal is a variable (Q= x) or a negation of a variable (Q= x).
 A set of n distinct clauses: C1; C2; : : : ; Cn. Each clause consists of only literals
combined by just logical or (_) connectors.
The goal of the satisability problem is to determine whether there exists an assign-
ment of truth values to variables that makes the following conjunctive normal form
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(CNF) formula satisable:
C1 ^ C2 ^    ^ Cn; (1)
where ^ is a logical and connector.
The SAT problem is a core of a large family of computationally intractable NP-
complete problems [18,27]. Such NP-complete problems have been identied as central
to a number of areas in computing theory and engineering. Since SAT is NP-complete,
it is unlikely that any SAT algorithm has a fast worst-case time. However, clever
algorithms can rapidly solve many SAT problems of practical interest. There has been
great interest in designing ecient algorithms to solve the SAT problems.
In practice, SAT is fundamental in solving many problems in automated reason-
ing, computer-aided design, computer-aided manufacturing, machine vision, database,
robotics, integrated circuit design automation, computer architecture design, and com-
puter network design. Therefore, methods to solve the SAT problem play an important
role in the development of ecient computing systems.
Many ecient algorithms have been developed for solving the SAT problem [43,70].
Previous experience indicates that it is dicult to develop an ecient algorithm for
a wide range of problem instances. The existing algorithms complement rather than
exclude each other by being eective for particular problem instances. In this research,
based on algorithm engineering approach, we developed a Multi-SAT algorithm for the
SAT problem. TheMulti-SAT algorithm integrates a number of SAT algorithms, taking
advantage of their hybrid vigor. The Multi-SAT can perform simultaneous satisability
testing on a cluster of computers, using several \stones" to shoot one \bird". The
software architecture for Multi-SAT has been designed. A number of software tools
have been developed. The software tool kit facilitates multiple tracking of an algorithm
structure, allows a detailed study of the entire problem spectrum, supports ecient
satisability testing with uncertain problem structures, and provides a cost-eective
tool for practical satisability testing.
The rest of this paper is organized as follows. In the next section, we will review
some basic SAT algorithms. Some of them will be used in Multi-SAT. In Section 3, we
describe the nature and performance of complete algorithms and incomplete algorithms
for satisability testing. Section 4 reviews problem spectrum and proposes methods
for algorithm integration. In Section 5, we discuss the challenge for SAT algorithm’s
design and testing. Section 6 gives the Multi-SAT algorithm and describes its software
support. Finally, Section 7 concludes this paper.
2. Basic SAT algorithms
A constraint satisfaction problem (CSP) is to determine whether a set of constraints
over discrete variables can be satised. In a SAT formula, each constraint is expressed
as a clause, making SAT a special case of the constraint satisfaction problem. Due to
this close relationship, any CSP algorithm can be transformed into a SAT algorithm,
and this can usually be done in a way that maintains the eciency of the algorithm.
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Fig. 1. Some typical algorithms for the SAT problem.
Existing SAT algorithm are discussed in a recent survey [43]. Some algorithms are
given in Fig. 1 in chronological order. Most existing SAT algorithms can be grouped
into the following categories:
Discrete, constrained algorithms. Algorithms in this category treat a SAT formula as
an instance of a constrained decision problem, applying discrete search and inference
procedures to determine a solution. One straightforward way to solve an instance of
SAT is to enumerate all possible truth assignments and check to see if one satises
the formula. Many improved techniques, such as consistency algorithms, backtracking
algorithms [7,10,13,60,71], term-rewriting [21,51], production system [83], multi-valued
logic [81], Binary Decision Diagrams [11,4], chip and conquer [28], resolution and
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regular resolution [29,63,66,75,94,102], independent set algorithm [54], matrix inequal-
ity system [93], and Lagrangian-base search method [99] have been proposed.
Many of the discrete constrained algorithms eliminate one variable at a time. This
can be done either by making repeated use of resolution, as was done in the original
version of the Davis{Putnam (DP) procedure [20], or by assigning some variable each
possible value and generating a sub-formula for each value, as was done in Loveland’s
modication to the DP (DPL) procedure [19,63]. Resolution generates only one new
formula, but in the worst case the number of clauses in that new formula will be
proportional to the square of the number of clauses in the original formula. Assigning
values to a variable (often called searching) generates two new formulas. For random
formulas, resolution methods are fast when the number of clauses is small compared
to the number of values [25,6], while search methods are fast except when the num-
ber of clauses is such that the expected number of solutions is near one [73]. The
two approaches can be combined, using resolution on some variables and search on
others.
Other specic algorithms using these principles include simplied DP algorithms
[26,31,72], and a simplied DP algorithm with strict ordering of variables [52]. The
DP algorithm improved in certain aspects over Gilmore’s proof method [30]. Analyses
of SAT algorithms often concentrates on algorithms that are simple because it is dicult
to do a correct analysis of the best algorithms. Under those conditions where simple
algorithms are fast, related practical algorithms are also fast. (It is dicult to tell
whether a practical algorithm is slow under conditions that make the corresponding
simplied algorithm slow.)
A number of special SAT problems, such as 2-satisability and Horn clauses, are
solvable in polynomial time [1,18,66]. For several linear time algorithms [5,23], a
polynomial time algorithm [67] and a polynomial time bound [77] exist.
Discrete, unconstrained algorithms. In this approach, the number of unsatisable
CNF (or satisable DNF) clauses is formulated as the value of the objective function,
transforming the SAT formula into a discrete, unconstrained minimization problem to
the objective function. Local search is a major class of discrete, unconstrained search
methods [35,36,41,68,80]. It can be used to solve the transformed formula.
Constrained programming algorithms. Methods in this class were developed based
on the fact that CNF or DNF formulas can be transformed to instances of Integer Pro-
gramming, and possibly solved using Linear Programming relaxations [8,48,49,56,59,
58,69,101]. Many approaches, including branch-and-bound [8], cutting-plane [49,47],
branch-and-cut [50], interior-point [59,58], and improved interior-point [82], have been
proposed to solve the integer program representing the inference problem. Researchers
found integer programming methods faster than resolution for certain classes of prob-
lems, although these methods do not possess a robust convergence property and often
fail to solve hard instances of satisability [8,48,49,56,59,58].
Unconstrained, global optimization algorithms. Special models have been formulated
to transform a discrete formula on Boolean space f0; 1gn (a decision problem) into an
unconstrained UniSAT problem on real space En (an unconstrained global optimization
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Fig. 2. Some parallel SAT=CSP algorithms.
problem). The transformed formulas can be solved by many existing global optimization
methods [33,35,45,38].
In practice, most sequential SAT algorithms can be mapped onto parallel computer
systems, resulting in parallel SAT algorithms [40]. Accordingly there are four classes
of parallel algorithms for solving SAT (Fig. 2):
Parallel, discrete, constrained algorithms. Many discrete, constrained SAT=CSP al-
gorithms have been implemented in parallel algorithms or put on special-purpose, hard-
ware VLSI architectures. These include parallel consistent labeling algorithms [95,64],
parallel discrete relaxation (DRA) chips [46,32,45], parallel arc consistency (PAC)
algorithms [76], parallel constrained search architectures [32,45], parallel Unison algo-
rithms [91], parallel Unison architectures [92], parallel DP algorithms [9,15,24], and
parallel logical programming languages [17,62,96{98].
Parallel, discrete, unconstrained algorithms. A number of discrete local optimiza-
tion algorithms were implemented on parallel computing machines. These include CNF
local search [33,36], DNF local search [33,38], parallel local search [33,36], and mul-
tiprocessor local search [88,87]. A new  relaxation technique was developed in a
parallel and distributed environment [34].
Parallel, constrained programming algorithms. Kamath et al. implemented an in-
terior point zero-one integer programming algorithm on a KORBX(R) parallel=vector
computer [59,58].
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Parallel, unconstrained, global optimization algorithms. Several of these algorithms
have been implemented: UniSAT models [33,38], parallel, continuous  relaxation
[34], and parallel global optimization algorithms [45,38].
3. Complete algorithms and incomplete algorithms
Complete algorithms and incomplete algorithms are two algorithm categories in the
Multi-SAT algorithm. A discrete optimization problem has a function of discrete vari-
ables. The goal is to nd the variable setting that leads to the lowest value of the
function. The techniques used in complete SAT algorithms can usually be adapted to
provide exact solutions to optimization problems. The techniques used in incomplete
SAT algorithms can usually be adapted to provide approximate solutions to optimiza-
tions problems. They normally lead to algorithms that produce low (but not necessarily
the lowest) value of the function.
3.1. Complete algorithm
Complete algorithms can determine whether or not a solution exists, give the variable
settings for one solution, nd all solutions or an optimal solution, or prove that there
is no solution. The basic complete algorithms include splitting and resolution [43].
Recursive replacement of a formula by one or more other formulas, the solution of
which implies the solution of the original formula, is an eective paradigm for solving
CNF formulas. Recursion continues until one or more primitive formulas have been
generated and solved to determine the satisability of the original. Early examples
of these approaches are the two forms of the Davis{Putnam procedure. The original
DP procedure used resolution [20] while the revised version, i.e., the Davis{Putnam{
Loveland (DPL) procedure, used splitting [19,63]. Combining splitting with depth-rst
search in the DPL procedure avoids memory explosion that occurs on many inputs
when they are solved by the original DP procedure.
Ordered Binary Decision Diagrams (OBDDs) [11,12] is an ecient representation
and manipulation method for arbitrary Boolean functions (including SAT formulas).
This representation is dened by imposing restrictions on the Binary-Decision-Diagram
(BDD) representation introduced by Lee [61] and Akers [3], such that the resulting
form is canonical. The OBDD representation and its manipulation method are an ex-
tremely powerful technique in various practical applications. It is particularly useful
with formulas where one needs to consider every solution, such as cases where one
must search for optimal solutions. Although the OBDD representation of a function
may have size exponential in the number of variables, many useful functions have
more compact representations in practice.
Complete algorithms are essential to many important practical application problems
that are NP-hard in nature. They can nd optimal solutions but their power is limited
by the input problem size. They cannot solve large-size satisability problems.
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3.2. Incomplete algorithm
Incomplete algorithms solve SAT by introducing an objective function that counts
the number of unsatisable (CNF) or satisable (DNF) clauses and solving to minimize
the value of this function [35,36]. Most incomplete algorithms nd one solution for
some satisable SAT problem instances but give up or do not terminate in other cases.
In such cases one does not know whether the input has no solution or the algorithm
did not search thoroughly. Some incomplete algorithms can verify that a formula has
no solution but can not nd one if at least one solution exists. Such is the case for
incomplete algorithms that check for patterns that imply unsatisability. Incomplete
algorithms are of particular interest for inputs that are so dicult that a complete
algorithm cannot solve them in a reasonable amount of time.
A typical incomplete algorithm is SAT1 algorithms [35,36,42]. In SAT1 algorithms,
at the beginning of search, a random initial solution point is chosen. For a given
SAT formula, the number of unsatisable clauses is computed and is assigned as the
value of the objective function. During each iterative search step, the truth values to
the variables are ipped, and a randomized local search is performed to minimize
the objective function. When the search is stuck at local minima, various local han-
dlers are used to improve the performance of local search algorithms. The strategies
used in local handlers include random value assignment (assign a random search state
at a local minimum) [32,35,41,36,85,86,89], tunneling heuristic (change a variable’s
assignment even if it may not change the objective function) [41,36,80], random vari-
able selection (randomly pick up a variable from unsatised clauses and change its
assignment) [32,35,41,36,85,86,89], partial=pre- variable random selection (randomly
pick a variable from unsatised clauses and change its assignment with certain prob-
ability) [32,35,41,36,85,86,89], multiphase search heuristics (change problem structure
to disturb the environment of forming local minima) [86,89,36,37], and backtracking
(combine systematic search with incomplete search) [36,38].
Local traps were further observed [35,36]. As the search process progresses, with
high probability, it encounters a set of search states many times and walks around
a loop of local minima periodically. In the local loop, some variables are updated
quickly and the related clauses oscillate between sat and unsat states. The search is
limited to these states and there is little chance of getting out to explore other states.
Local tracking methods were developed in the SAT1.5 algorithm [35,36]. Methods
such as local loop detection and loop escaping (multiple selection of random variables,
selection of multiple random variables, variables’ locking=unlocking, for example) are
used adaptively to avoid being trapped into a local loop permanently [35,36,42].
Incomplete algorithms cannot guarantee nding optimal solutions but they can solve
very large-size SAT problem instances eciently.
3.3. Performance
We show the performance of some complete and incomplete algorithms for satis-
ability testing.
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Table 1
Performance of a DPL algorithm on a SUN SPARC 2 workstation for solving random 3-SAT problem
instances. Time units: second. Symbol \S/F" stands for DPL’s success=failure to give an answer within a
time limit of 120 m=n seconds
m n l S=F Time
500 500 3 10=0 2.159
750 500 3 10=0 2.916
1000 500 3 10=0 3.657
1250 500 3 9=1 5.797
1500 500 3 6=4 9.147
1000 500 4 10=0 4.684
1500 500 4 10=0 7.960
2000 500 4 8=2 10.27
2500 500 4 2=8 15.96
3000 500 4 1=9 46.33
3000 500 5 10=0 16.90
4000 500 5 5=5 28.39
5000 500 5 0=10 >1200
6000 500 5 0=10 >1440
7000 500 5 0=10 >1680
Table 2
Experimental results comparing the BDD SAT solver and a backtracking SAT algorithm, both with SAT
formula partitioning pre-processing, on practical asynchronous circuit benchmarks on a SUN SPARC-2 work-
station. Time unit: second
STG BDD Backtracking STG BDD Backtracking
benchmark SAT satisability benchmark SAT satisability
name solver testing name solver testing
Mr0 58.3 >3600 Mmu1 28.1 >3600
SbufRamWr 32.7 >3600 Vbe4a 1.95 >3600
NakPa 0.53 5.4 RamRdSbuf 0.25 76.8
AlexNonFc 0.37 0.96 SbufSndPkt2 0.37 88.06
SbufSndCtl 18.27 353.6 AtoD 0.15 11.88
Pa 0.05 4.50 WrData 0.14 0.24
Fifo 0.05 0.10 SbufRdCtl 0.09 0.10
NoUsc 0.09 0.16 VbeEx2 3.94 0.80
NoUscSer 0.06 0.07 SendrDone 0.05 0.16
VbeEx1 0.03 0.04
The execution results of a DPL algorithm for solving random l-SAT instances are
given in Table 1. We executed the DPL algorithm ten times and report the average
execution time. Because DPL is slow for large size instances, we set a maximum
execution time of 120  m=n seconds as the time limit of its execution. The average
execution time does not include the maximum execution time limit if some of the ten
executions were successful; the average execution time was taken as the maximum
execution time limit only if all ten executions failed. As the problem size increases,
DPL becomes slower and the number of failures, F , increases quickly.
In practice, complete algorithms are used to nd the optimal solutions. We have
tested a BDD SAT solver with its ability to nd all solutions (therefore, an optimal
solution) for a large number of industrial asynchronous circuit benchmarks from HP
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Table 3
Real execution performance of the SAT1:5 algorithm for hard random 3-SAT problem instances on a SUN
SPARC 20 workstation. For each problem, 30 random instances were tested. The minimum (Tmin), maximum
(Tmax), and average (Tmean) execution times were recorded. \S" indicates the number of success cases of
nding solutions within the time limit (T-limit). Time unit: second
n m m=n S/30 Tmin Tmean Tmax T -limit
1000 4230 4.2300 20=30 6.04 206.90 956.15 1000
1000 4240 4.2400 15=30 0.55 223.26 891.11 1000
1000 4250 4.2500 14=30 1.69 88.370 454.79 1000
1000 4260 4.2600 10=30 24.4 243.25 914.35 1000
2000 8460 4.2300 12=30 115.8 779.44 2069.9 3000
2000 8480 4.2400 11=30 17.64 530.32 1360.9 3000
2000 8500 4.2500 7=30 58.09 789.35 1677.6 3000
2000 8510 4.2550 9=30 59.08 840.33 2322.8 3000
2000 8460 4.2300 15=30 58.95 684.32 4508.2 5000
2000 8480 4.2400 15=30 15.31 1273.5 4057.9 5000
2000 8500 4.2500 15=30 112.7 1527.8 3644.5 5000
2000 8520 4.2600 9=30 123.2 1522.9 4338.5 5000
3000 12,690 4.2300 12=30 430.6 1787.2 2876.4 5000
3000 12,700 4.2333 18=30 122.5 2101.5 4479.4 5000
3000 12,720 4.2400 11=30 270.6 1503.6 3840.7 5000
3000 12,740 4.2467 12=30 229.1 2062.9 4807.4 5000
3000 12,680 4.2267 15=30 356.1 2788.3 9510.2 10,000
3000 12,700 4.2333 11=30 503.3 3681.1 8247.9 10,000
3000 12,720 4.2400 15=30 30.09 2300.3 7002.3 10,000
3000 12,740 4.2467 8=30 563.3 2620.5 5330.9 10,000
4000 16,920 4.2300 11=30 739.83 4064.5 11,498.2 12,000
4000 16,930 4.2325 10=30 1733.5 5472.0 10,187.8 12,000
4000 16,940 4.2350 7=30 571.20 1948.9 4768.92 12,000
4000 16,960 4.2400 10=30 294.80 3709.0 9921.77 12,000
5000 21,150 4.2300 8=30 2024.7 3867.9 8134.81 9000
5000 21,175 4.2350 6=30 1640.1 2982.7 4193.68 9000
5000 21,200 4.2400 3=30 2935.8 4435.7 6357.65 9000
5000 21,225 4.2450 4=30 3883.5 6025.6 10,980.9 15,000
10,000 41,000 4.1000 30=30 294.44 1315.6 3849.38 20,000
10,000 41,800 4.1800 8=18 4294.5 8387.9 16,654.8 20,000
10,000 42,000 4.2000 4=30 963.53 5877.8 12,020.3 20,000
10,000 42,200 4.2200 2=30 9270.6 14,241.9 19,213.4 20,000
and Philips [44,74]. Table 2 compares the execution time of the BDD SAT solver with
the execution time of an ecient backtracking SAT algorithm [60]. Since the BDD
SAT solver yielded all the solutions, the execution time of the backtracking algorithm
is normalized for all the truth assignments. While both algorithms are complete, the
experimental results show that the BDD SAT solver is faster than backtracking SAT
algorithm for the practical SAT instances representing asynchronous circuit design.
Compared to complete algorithms, a local search algorithm achieves signicant per-
formance improvements in terms of computing time. Presently for hard random 3-SAT
problem instances in the transition region [65], a complete SAT algorithm could solve
a SAT problem with a few hundred variables. An incomplete SAT algorithm such as
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WSAT can solve SAT problem instances with 2000 variables on an SGI Challenge
with a 70MHz MIPS R4400 processor [78,79]. The randomized local search algorithm,
e.g., SAT1.5, can eectively solve SAT problem instances with over 10,000 variables
on a SUN SPARC 20 workstation (Table 3) [35,36,42].
In the next two sections, we describe major concern for developing a multi-SAT
algorithm.
4. Problem spectrum and algorithm integration
Many real-world application problems are constrained optimization problems. The
satisability formulation and resolution procedures provide a highly formalized and
complete framework for their solution. For these reasons, the SAT problem has found
applications [43] in real-time systems, computer-aided manufacturing, database systems,
integrated circuit design automation, computer architecture design, computer network
design, wireless communications, machine vision, robotics, text processing, and com-
puter graphics.
In very large-scale integrated (VLSI) circuit design, many VLSI circuit design prob-
lems have been formulated as the SAT problems [39]. These include circuit modeling,
logic minimization, state assignment, state minimization, asynchronous circuit synthe-
sis, I=O encoding for sequential machines, power dissipation estimation, logic parti-
tioning, circuit layout and placement, scheduling, high-level synthesis, pin assignment,
oorplanning, interconnection analysis, routing, compaction, performance optimization,
testing and test generation, and verication.
The problem structures of real world practical applications vary signicantly, mak-
ing it dicult to develop an ecient algorithm to solve a wider range of the practical
application problems. A local search algorithm is ecient for solving large-size satis-
able random problem instances having many solutions. It is dicult for a local search
algorithm, however, to solve a practical problem with critical performance objectives
or a problem instance with only few solutions.
Many ecient algorithms have been developed for the SAT problem [70,43]. They
each can solve a class of problem instance eciently. Backtracking algorithms can
handle some small size, hard problem instances, providing the complete solutions. Local
search can handle large-size satisable problem instances quickly. BDD SAT solver is
able to solve practical problem instances with performance criteria. Lagrangian-base
global search method can provide solutions to a wide range of SAT problem instances
[99]. Problem size and domain partitioning techniques can further enhance the existing
SAT algorithms, so they can solve much larger size practical problem instances. If we
combine the niches of several ecient algorithms together, they may handle a much
wider range of SAT problem instances eciently.
Two algorithm integration approaches (hybrid algorithm and algorithm clustering)
have been proposed for algorithm integration. In the hybrid algorithm approach, algo-
rithms in dierent classes are integrated in a single algorithm. The algorithm would
make use of dierent algorithmic niches according to some decision procedures. Early
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examples of this approach include combining local search with backtracking [36] and
combining global optimization with backtracking [32,45,38]. The eectiveness of a hy-
brid algorithm may be limited due to the overheads of decision making and algorithmic
context switching.
In the algorithm clustering approach (\Future Work" in [38]), algorithms in dierent
classes are optimized individually to achieve the best performance. Each algorithm is
executed on a computer. A cluster of computers is used to execute several algorithms
selected from dierent classes. The individual results of the algorithms’ executions
are integrated together, producing the nal result. The algorithm clustering approach
does not suer from any performance degradation due to direct algorithm integration.
Computer hardware prices continue to decrease, a cluster of computers can be built in
a cost-eective way (a PC can be set up with around $1000). The only requirement
for clustering computation is a multi-tasking integration software.
5. Challenge in SAT algorithm’s design and testing
Another school of concern for the Multi-SAT algorithm comes from the diculty in
SAT algorithm’s design and testing. Let us look at local search algorithm as an exam-
ple. A good local search algorithm consists of several basic components. These com-
ponents are sensitive to algorithm parameter setting, algorithm running environment,
input size, problem structure, and initial starting points. We will select from various
min-conicts heuristics, random value assignment heuristics, random variable selection
heuristics, partial random variable selection heuristics, multiphase search heuristics, and
multispace search heuristics. Combined with hundreds of problem instances and initial
starting points, the process for the design, implementation, and experimentation of the
algorithm is very time-consuming. Similar diculty occurs in the design of other SAT
algorithms.
The major time of a SAT algorithm’s design, implementation, and testing is spent on
large number of parameterized executions, i.e., running the same algorithm for dier-
ent parameterized problem instances and dierent initial starting points. A Multi-SAT
algorithm can relieve the load of this task, facilitating quick design and testing of the
algorithm.
6. The Multi-SAT algorithm
We follow an algorithm engineering approach [2] for SAT algorithm’s design and
propose a Multi-SAT algorithm for satisability testing.
Multi-SAT Algorithm. Select several ecient SAT algorithms from dierent classes,
cluster them together, execute them simultaneously, and integrate the outputs of the
algorithms to produce the nal result.
In our rst implementation of the Multi-SAT algorithm, we select several ecient
SAT algorithms. These include, for examples, DPL and CSAT from backtracking
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Fig. 3. A software system, Clustor, for Multi-SAT algorithm.
algorithm, SAT1, GSAT, and SAT3 from local search algorithm, BDD SAT solver
from binary decision diagram algorithm, and DLM from Lagrangian-base global search
method. Combining problem size and domain partitioning techniques, they together sup-
port an eective satisability testing for problem instances with uncertain structures,
using \many stones" to shoot \one bird". By changing parameters and initial starting
points, Multi-SAT can track an algorithm structure, allow a detailed study of the entire
problem spectrum, and provide a cost-eective tool kit for practical satisability testing.
A basic software system for the Multi-SAT, Clustor, is shown in Fig. 3. We have
an algorithm tool kit collecting candidate algorithms from dierent algorithm classes,
a problem instance database for user to select the problem instances, a distributed
system software, job dispatcher, for remote job execution control and execution result
collection, and a network of computers executing the selected algorithms. The software
system can be run on a PC platform or a UNIX platform under an interactive graphical
interface.
Users or system software can generate a number of jobs and then submit them to
the queue management system. The job are run on available machines and the results
returned to the controlling machine. A number of ecient Clustor software systems
have been proposed for the Multi-SAT algorithm.
7. Conclusions
The satisability (SAT) problem is a central problem in mathematical logic, comput-
ing theory, VLSI engineering, and intelligent systems. Many ecient algorithms have
been developed for SAT problem, they each have special algorithmic niches eective
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for particular problem instances. In this paper, we proposed a Multi-SAT algorithm
that integrates several ecient SAT algorithms in a cluster and performs simultaneous
satisability testing. Multi-SAT supports ecient satisability testing with uncertain
problem structure, facilitates multiple tracking of an algorithm structure, and allows a
detailed study of the entire problem spectrum. It provides a cost-eective multi-tool kit
for practical satisability testing.
8. For further reading
The following references are also of interest to the reader: [14,16,22,53,55,57,84,90,
100]
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