Abstract. We describe an efficient integer squaring algorithm (involving the fast Fourier transform modulo F 8 ) that was used on a 486 computer to discover a large pair of twin primes.
In this article we discuss some of the methods that resulted in the discovery of the pair of twin primes, 6797727 × 2 15328 ± 1, found on 25th July 1995 and first reported in [1] . The computer equipment used was surprisingly modest by today's standards for this type of work; an ordinary IBM-compatible PC with an Intel 486 DX microprocessor running at 33 MHz, later upgraded to a 486 DX4 running at 100 MHz. At the time of writing (October, 1995) there are only two larger known prime pairs, 697053813 × 2 16352 ± 1, discovered by K.-H. Indlekofer and A. Ja'rai in 1994, and a very recent new record, 570918348 × 10 5120 ± 1, announced by Harvey Dubner.
By restricting the search for twin primes to integers of the form m2 n ± 1, with m not too large, we take advantage of the well-known methods of J. Brillhart, D. H. Lehmer and J. L. Selfridge [2] for verifying the primality of a large number N where it is possible to factorize the major part of either N − 1 or N + 1. If, further, m does not exceed 2 32 , then we can reduce a number x modulo m2 n + ε very rapidly. Let
where u 0 and u 1 are obtained by dividing x 1 by m, a straightforward operation involving repeated use of the processor's 32-bit integer division instruction. Then we have
The Fermat test. A positive integer N , chosen more or less at random, is likely to be prime if it satisfies
After substituting m2 n + ε for N and rearranging, (1) can be written as
The computation of 2 2 n is performed by repeated squaring and reduction modulo N . In preference to the school method of computing x 2 , we used a procedurewhich we describe in some detail-similar to the Schönhage-Strassen algorithm for the fast multiplication of large integers (Aho, Hopcroft and Ullman [3, p. 270] 
Let Z ⊗ Z be the vector with components satisfying 0
The number x is represented in the base M by a vector X = (X 0 , X 1 , . . . , X 255 ),
in base M , although the "digits" Y j are not necessarily less than M .
Theorem 1. Let x and y be defined as above. Then
Proof. This is a straightforward application of the convolution theorem. (Observe that 4 is a 256th root of unity (mod F ) and further, that (4
and second Fourier transform are equivalent to an inverse transformation (up to a scalar multiple) which may be defined as in (2) 
where i = 0, 1, . . . , d − 1 and k = 0, 1, . . . ,
Proof. The theorem becomes evident when the iterations are performed by hand. 
Comparison of algorithms.
In Table 1 we give running times for the Fermat test of m2 n + 1, comparing the two algorithms for computing x 2 on a typical 486 DX4 computer:
(i) The school method. Here we simply chop x into digits x i of size 2 32 and form the convolution
(ii) The FFT method. This is based on the fast Fourier transform modulo F = 2 256 + 1 and base M = 2 120 . The dimension of the Fourier transform is D, a power of two, and G is a primitive Dth root of unity modulo F . The method is applied to numbers less than M D/2 = 2 60D . If we allow a 32-bit word for the multiplier m, the maximum value of the exponent n is 60D − 32. We present results for D = 256, 512 and 1024. There is a small complication when D = 512 and 1024. Define X i = 0 for i ≥ D and let
), but now it is possible for W j to exceed F − 1. However, we also have W j ≡ 0 (mod D) and W j < DF from which the true value of W j may be determined.
The time taken by the FFT method is essentially a linear step function of n with discontinuities at 15360 and 30720, where there is a somewhat more than doubling as the dimension changes. We chose the exponent n = 15328 simply because it is the largest multiple of 32 below the first jump. But it was a fortunate choice-the first m making both m2
15328 −1 and m2 15328 +1 prime turns out to be exceptionally small.
One way of smoothing out the steps is to allow x to slightly exceed 2 60D . Then the first few components of the vector Y in Theorem 1 will include contributions from the upper half of X because in (6) we no longer have
We calculate any nonzero components W D+j separately and also use them to recover the corresponding W j from Y j . Eventually the work involved in computing the W j for j ≥ D will reach a point where it becomes preferable to increase D to the next power of two.
The sieve. Let n be some fixed, not too small integer, and let L = (p−1) 2 . Let π 2 (x, n) denote the number of m ≤ x such that both m2 n + 1 and m2 n − 1 are prime. Assuming the HardyLittlewood conjecture [5] concerning the distribution of twin primes, and assuming that the twin primes are equally distributed among the odd residue classes modulo 2 n , we have
Thus π 2 (L, n) ≈ 1, and we expect a reasonable chance of finding twin primes m2 n ± 1 with m ≤ L. We sieve the interval 1 ≤ m ≤ L by primes up to q; that is, we remove all m ≡ ±2 −n (mod p) for 2 < p ≤ q. Denote the time for this process by S(n, q). To this we add the time required to perform the Fermat test on the remaining numbers. If T (n) is the average time for a single Fermat test of m2 n + 1, m < 2 32 , then the total time is
by Mertens' theorem.
Our sieving program has three stages. The first uses a difference The minimum of (7) occurs when q(log q) 3 ≈ 2048(log 2) 2 15000 × 170 0.000015 ≈ 1.7 × 10 14 , or when q ≈ 1.3 × 10 10 , corresponding to a total search time of 139 days, 10 days for the sieving and 129 days for about 66000 Fermat tests.
Clearly, we can improve the sieving procedure by operating on larger batches of m's, and if a table of primes up to q were available, we would not have to waste time sifting with composite numbers. However, the effect is relatively slight. For example, with a 20-fold increase in speed, the appropriate value of q turns out to be 1.9 × 10 11 , which reduces the search time to 112 days-8 days for sieving and 104 days for the Fermat tests.
