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To determine the structure of an automaton A, we define the layers of A, which form a
poset.We show that for any finite posetP there exists an automatonwhose poset of layers
is isomorphic to P . All subautomata of an automatonA are characterized by the layers of
A, and they form a Ps-type upper semilattice. Conversely, for any Ps-type upper semilattice
L there exists an automaton whose upper semilattice of subautomata is isomorphic toL.
Among the classes of automata, we consider the class of single bottom automata, and we
provide the composition of a single loop automaton and a strongly connected automaton
together with its automorphism group.
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1. Introduction
Let X be a nonempty finite set, called an alphabet. An element of X is called a letter. By X∗, we denote the free monoid
generated by X . Let X+ = X∗ \ {ϵ}where ϵ denotes the empty word of X∗, i.e., the identity of X∗. An element of X∗ is called
a word over X . We denote the cardinality of a finite set A by |A|. Regarding more detailed information on words and related
topics, see [3,4].
Now we introduce some notions on posets (partially ordered sets). Let (A,≼) be a poset and let a ∈ A. Then a is called
a minimal element if b ≼ a and b ∈ A imply b = a. Let b ∈ A. Then b is called a maximal element if b ≼ a and a ∈ A imply
a = b. Let a, b ∈ Awith a ≠ b. Then a is called a predecessor of b, and b is called a successor of a if a ≼ c ≼ b and c ∈ A imply
c = a or c = b. We denote this relation by< a, b >. An element b ∈ A is said to be atomic if there exists a minimal element
a ∈ A with < a, b >. Let a ∈ A. Then o(a) denotes |{b ∈ A | < b, a >}|. Moreover, by o(A), we denote max{o(a) | a ∈ A}.
Two posets (A1,≼1) and (A2,≼2) are said to be isomorphic, denoted by (A1,≼1) ∼= (A2,≼2) if there exists a bijection ρ of
A1 onto A2 satisfying the condition: for any a, b ∈ A1, a ≼1 b if and only if ρ(a) ≼2 ρ(b).
A poset (A,≼) is called an upper semilattice if for any a, b ∈ A there exists the least upper bound of a and b. Notice that
there exists a unique maximal element, i.e., the maximum element in a finite upper semilattice.
2. Layers of an automaton
In this section, first we introduce an automaton.
Definition 1. Let A = (S, X, δ) where (1) S and X are nonempty finite sets called a state set and an alphabet, respectively
and (2) δ is a function called a state transition function such that δ(s, a) ∈ S for any s ∈ S and any a ∈ X . ThenA is called a
finite automaton.
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Notice that the above δ can be extended to the following function in a naturalway, i.e., δ(s, ϵ) = s and δ(s, au) = δ(δ(s, a), u)
for any s ∈ S, any u ∈ X∗ and a ∈ X .
LetA = (S, X, δ) be an automaton. We define the equivalence relation∼ on S as follows: For s, t ∈ S, s ∼ t if and only
if there exist u, v ∈ X∗ such that δ(s, u) = t and δ(t, v) = s hold.
Definition 2. LetA = (S, X, δ) be an automaton. For p ∈ S, we define the subset Tp of S by {s ∈ S | p ∼ s}. This subset Tp is
called a layer of S.
For two layers Tp and Tq, we define a partial order ≼A as follows: Tp ≼A Tq if there exists a word u ∈ X∗ such that
δ(q, u) = p.
By P (A), we denote the poset ({Tp | p ∈ S},≼A).
Definition 3. LetA = (S, X, δ) andB = (T , X, θ) be two automata. ThenB is called a subautomaton ofA if the following
conditions are satisfied: (i) T ⊆ S. (ii) θ = δ|T×X , i.e., θ is the restriction of δ to T × X .
Now a strongly connected automaton is defined.
Definition 4. An automatonA = (S, X, δ) is said to be strongly connected ifA consists of a unique layer, i.e., for any p, q ∈ S,
there exist words u, v ∈ X∗ such that δ(p, u) = q and δ(q, v) = p.
Proposition 1. Every automaton has at least one strongly connected subautomaton.
Proof. Let A = (S, X, δ) be an automaton and let Tp be a minimal layer (with respect to the partial order ≼A). Then
B = (Tp, X, δ|Tp×X ) is a strongly connected subautomaton ofA. 
Theorem 1. Let (A,≼) be a finite poset. Then there exists an automatonA = (S, X, δ) such that P (A) ∼= (A,≼).
Proof. We construct an automaton A = (S, X, δ) in the following way. Let S = A and let X = {x1, x2, . . . , xn} where
n = o(A). Moreover, for any a ∈ A, we assume that we have {< b1, a >,< b2, a >, . . . , < bk, a >}, i.e., b1, b2, . . . , bk are
predecessors of a. Then we define δ as follows: δ(a, xi) = bi for i = 1, 2, . . . , k and δ(a, xj) = a for j = k+ 1, k+ 2, . . . , n.
Then Ta = {a} and for any i = 1, 2, . . . , k, bi ≼ a if and only if Tbi ≼A Ta. This implies thatP (A) is isomorphic to (A,≼). 
3. Classes of subautomata
In this section, first we characterize the structure of subautomata of an automatonA based on the layers ofA.
Theorem 2. Let A = (S, X, δ) be an automaton and let {Tp | p ∈ S} be the set of all layers of A. Then B = (T , X, θ) is a
subautomaton of A if and only if the following conditions are satisfied: (i) There exist Tp1 , Tp2 , . . . , Tpr such that T = {q ∈ S |∃i ∈ {1, 2, . . . , r}, Tq ≼A Tpi}. (ii) θ(s, a) = δ(s, a) for s ∈ T and a ∈ X.
Proof. (⇒) LetB = (T , X, θ) be a subautomaton ofA. Let {Tp | p ∈ T } be the set of all layers ofB. SinceB is a subautomaton
ofA, {Tp | p ∈ T } satisfies conditions (i) and (ii).
(⇐) It is obvious that conditions (i) and (ii) guarantee thatB is a subautomaton ofA. 
Now we consider classes of subautomata of an automaton. By S(A), we denote the set of all subautomata of A. Let
B,C ∈ S(A). ByB ⊑ C, we mean thatB is a subautomaton of C. Then⊑ is a partial order on S(A). Hence (S(A),⊑) is a
poset.
Proposition 2. (S(A),⊑) is a finite upper semilattice.
Proof. LetA = (S, X, δ) be an automaton and letB = (B, X, δ|B×X ),C = (C, X, δ|C×X ) ∈ S(A). Then (B∪C, X, δ|(B∪C)×X ) ∈
S(A) and it is a unique least upper bound ofB and C with respect to⊑. Hence (S(A),⊑) is a finite upper semilattice. 
It might be conjectured that for any finite upper semilattice L there exists an automaton whose upper semilattice of
subautomata is isomorphic toL.
Now we deal with this problem.
Definition 5. A finite upper semilattice L = (A,≼) is called a tree if it satisfies the following condition: For any
incomparable elements b, c ∈ A, there is no element a ∈ A such that a ≼ b and a ≼ c .
Proposition 3. Let L = (A,≼) be a tree. If the number of minimal elements of L is greater than 2, then there is no automaton
A such that (S(A),⊑) ∼= L.
Proof. Let L = (A,≼) be a tree and let the number of minimal elements of L be greater than 2. Suppose there exists an
automatonA = (S, X, δ) such that (S(A),⊑) ∼= L. Since each minimal layer ofA corresponds to a minimal element ofL,
the number of minimal layers of A is greater than 2. Let S1, S2, S3 be three distinct minimal layers of A. Notice that S1, S2
and S3 are disjoint, i.e S1 ∩ S2 = ∅, S2 ∩ S3 = ∅ and S1 ∩ S3 = ∅. HenceA1 = (S1, X, δ|S1×X ),A2 = (S2, X, δ|S2×X ) andA3 =
(S3, X, δ|S3×X ) are distinct subautomata ofA. Moreover,A12 = (S1∪S2, X, δ|(S1∪S2)×X ) andA13 = (S1∪S3, X, δ|(S1∪S3)×X ) are
also subautomata ofA. Since S1, S2 and S3 are disjoint, the above two subautomataA12 andA13 are distinct. Consequently,
A1 ⊑ A12 andA1 ⊑ A13 hold. This contradicts the assumption thatL is a tree. 
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We will give a full characterization of (S(A),⊑) for an automaton A. To this end, we define ⊕-compositions of posets
and automata.
Definition 6. Let P1 = (A1,≼1) and P2 = (A2,≼2) be two finite posets with A1 ∩ A2 = ∅. Moreover, let B be the set of
all maximal elements of P1 and let C be the set of all minimal elements of P2. Assume that for any b ∈ B there exists a
nonempty subset Cb of C with

b∈B Cb = C . Then we can define the poset P1 ⊕ P2 = (A1 ∪ A2,≼) as follows: (1) For any
i = 1, 2 and a, b ∈ Ai, a ≼ b if a ≼i b. (2) For any b ∈ B and c ∈ Cb, b ≼ c.
Notice that P1 ⊕ P2 is a finite upper semilattice if P1 and P2 are finite upper semilattices.
Definition 7. LetA1 = (S1, X, δ1) andA2 = (S2, X, δ2) be two automata with S1 ∩ S2 = ∅, letB be the set of all minimal
layers of A1 and let C be the set of all maximal layers of A2. Assume that for any B ∈ B there exists a maximal layer CB
in C with {CB | B ∈ B} = C. Then a ⊕-composition of A1 and A2, A1 ⊕ A2 = (S1 ∪ S2, X, δ) can be defined as follows:
(1) δ(s, x) = δ1(s, x) if x ∈ X, s ∈ S1 and s is not in a minimal layer ofA1. (2) δ(t, x) = δ2(t, x) for any t ∈ S2 and x ∈ X . (3)
If s ∈ Bwith B ∈ B and x ∈ X , then any state in CB can be assigned as δ(s, x).
Then we have the following lemma.
Lemma 1. LetA = B ⊕ C. Then (S(A),⊑) ∼= (S(C),⊑)⊕ (S(B),⊑).
Proof. LetA = B⊕C, and let δ and δB be the state transition functions ofA andB, respectively. By the proof of Theorem 1,
we can assume that any layer ofB and C consists of a singleton. Therefore, any minimal layer ofB has a form {b} for some
b ∈ B. Let {b} be a minimal layer ofB and let Ab =u∈X∗{δ(b, u)}. ThenAb = (Ab, X, δ|Ab×X ) ∈ S(A) butAb /∈ S(C).
ConsiderD ∈ S(A)withD @ Ab. Then obviouslyD ∈ S(C) holds. Moreover, there exists a one-to-one correspondence
between S(A) \ S(C) and S(B) together with ⊑ such that (A′, X, δ|A′×X ) ↔ (A′′, X, δB|A′′×X ) where (A′, X, δ|A′×X ) ∈
S(A) \ S(C) and A′′ is the intersection of A′ and the state set ofB. Then (S(B ⊕ C),⊑) ∼= (S(C),⊑)⊕ (S(B),⊑). 
Now we characterize the structure of (S(A),⊑) for an automatonA.
Definition 8. Let n be a positive integer. Then a finite upper semilattice L(n) is an upper semilattice such that L(n) ∼=
(P({1, 2, . . . , n}),⊆) where P({1, 2, . . . , n}) is the set of all subsets of {1, 2, . . . , n} and ⊆ is the inclusion relation on
P({1, 2, . . . , n}).
Then we have the following:
Proposition 4. Let A = (S, X, δ) be an automaton. Then there exist positive integers n1, n2, . . . , nk such that (S(A),⊑) ∼=
L(n1)⊕L(n2)⊕ · · · ⊕L(nk).
Proof. LetA = (S, X, δ) be an automaton and let {S1, S2, . . . , Sn1} be the set of all minimal layers ofA. LetAn1 = (S1∪ S2∪· · ·∪Sn1 , X, δ|(S1∪S2∪···∪Sn1 )×X ). Then (S(An1),⊑) ∼= L(n1). Nowwe define the automatonA′ = (S \S1∪S2∪· · ·∪Sn1 , X, ξ)
as follows: Let x ∈ X . (1) ξ(s, x) = δ(s, x) if s ∈ S \ S1 ∪ S2 ∪ · · · ∪ Sn1 and δ(s, x) ∈ S \ S1 ∪ S2 ∪ · · · ∪ Sn1 . (2) ξ(s, x) = s if
s ∈ S \ S1 ∪ S2 ∪ · · · ∪ Sn1 and δ(s, x) ∈ S1 ∪ S2 ∪ · · · ∪ Sn1 .
Notice that A itself can be represented as a ⊕-composition of A′ and An1 , i.e., A = A′ ⊕ An1 . By Lemma 1,
(S(A),⊑) ∼= (S(An1),⊑) ⊕ (S(A′),⊑) ∼= L(n1) ⊕ (S(A′),⊑). Then we apply the same procedure to A′ and we have
(S(A),⊑) ∼= L(n1)⊕ L(n2)⊕ (S(A′′),⊑) for some automatonA′′. Continuing the same procedure, finally we can reach
the conclusion. 
Definition 9. An upper semilatticeL is said to be of Ps-type ifL ∼= L(n1)⊕L(n2)⊕· · ·⊕L(nk) for some positive integers
n1, n2, . . . , nk.
Proposition 5. Let L be a Ps-type upper semilattice, i.e., L ∼= L(n1)⊕ L(n2)⊕ · · · ⊕ L(nr). Then there exists an automaton
A such that (S(A),⊑) ∼= L(n1)⊕L(n2)⊕ · · · ⊕L(nr).
Proof. Let |X | = max{n1, n2, . . . , nr} and let A = ({1, 2, . . . , nr}, X, δ) be an automaton such that δ(i, x) = i for any
i ∈ {1, 2, . . . , nr} and x ∈ X . Then (S(A),⊑) ∼= L(nr). Now assume that there exists an automaton B such that
(S(B),⊑) ∼= L(nk)⊕L(nk+1)⊕ · · · ⊕L(nr). We can assume that k is the smallest number. If k = 1, then the proposition
holds true. Assume k > 1. Let C be an automaton such that (C,⊑) ∼= L(nk−1). Then B ⊕ C can be defined. By Lemma 1,
we have (S(B ⊕ C),⊑) ∼= (S(C),⊑)⊕ (S(B),⊑) ∼= L(nk−1)⊕ L(nk)⊕ · · · ⊕ L(nr). This contradicts the minimality of
k. Hence k = 1 and the proposition holds true. 
By the above propositions, we have:
Theorem 3. LetL be a finite upper semilattice. Then there exists an automatonA such that (S(A),⊑) ∼= L if and only ifL is a
Ps-type upper semilattice.
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4. Cyclic automata and single bottom automata
In this section, we deal with two kinds of special automata.
Definition 10. An automaton A = (S, X, δ) is said to be cyclic if the following conditions are satisfied: (1) There exists
s0 ∈ S which is called a generator ofA. (2) For any s ∈ S, there exists u ∈ X∗ such that δ(s0, u) = s.
Proposition 6. LetA = (S, X, δ) be a cyclic automaton. ThenA has a unique maximal layer, which is maximum in P (A).
Proof. Let s0 be a generator and let Tp be amaximal layer. Since s0 is a generator, Tp ≼A Ts0 holds. If Tp ≠ Ts0 , then Tp ≺A Ts0
and hence Tp is not a maximal layer, a contradiction. Therefore, Tp = Ts0 , i.e., Ts0 is a unique maximal layer. 
Now we define single bottom automata.
Definition 11. An automaton which has a unique minimal layer is called a single bottom automaton.
An automaton A = (S, X, δ) is said to be directable if for any s, t ∈ S, there exists a word u ∈ X∗ such that
δ(s, u) = δ(t, u).
Remark 1. Let A = (S, X, δ) be a directable automaton. Then there exists a word w ∈ X∗ such that for any s, t ∈
S, δ(s, w) = δ(t, w).
Remark 2. Directable automata were first introduced by Černý ([1]) and studied by many people with different names, e.g.
synchronizable automata, cofinal automata, reset automata etc.
Proposition 7. A directable automaton is a single bottom automaton.
Proof. LetA = (S, X, δ) be a directable automaton. Suppose that there exists two distinct minimal layers Tp and Tq. Then,
for any u ∈ X∗, δ(p, u) ≠ δ(q, u) because Tp ∩ Tq = ∅. This contradicts the directability ofA. 
5. Decomposition of automata
In this section, we decompose a single bottom automaton into a single loop automaton and a strongly connected
automaton.
Definition 12. A single bottom automatonA = (S, X, δ) is called a single loop automaton if the minimal layer consists of a
single state.
Definition 13. Let A = (S, X, δ) and A′ = (S ′, X, δ′) be two automata. Then the surjective mapping ρ is called a
homomorphism ofA ontoA′ if ρ satisfies the following condition: For any s ∈ S and a ∈ X , we have ρ(δ(s, a)) = δ′(ρ(s), a)).
If ρ is a bijection, then ρ is called an isomorphism.
In the above definition,ρ is called an automorphism ifA′ = A andρ is a bijection. Notice that the set of all automorphisms
forms a group. By G(A), we denote the set of all automorphisms ofA. As for more detailed information on automorphism
groups of automata, see [2,4,5].
LetA = (S, X, δ) be a single bottom automaton. Based onA, a single loop automatonB = ((S \ Tp) ∪ {t}), X, θ) can be
defined as follows: (i) Tp is the unique minimal layer ofA and t is a new state. (ii) For s ∈ S \ Tp and a ∈ X, θ(s, a) = δ(s, a)
if δ(s, a) ∈ S \ Tp. (iii) For s ∈ S \ Tp and a ∈ X, θ(s, a) = t if δ(s, a) ∈ Tp. (iv) For a ∈ X, θ(t, a) = t .
Remark 3. B is a homomorphic image ofA.
Definition 14. Let C = (Tp, X, δ|Tp×X ) where Tp is the unique minimal layer ofA, and B is defined as before. Then {B,C}
is called a decomposition ofA.
Regarding the decomposition of a directable automaton, we have:
Proposition 8. LetA be a single bottom automaton and let {B,C} be its decomposition. ThenA is directable if and only if C is
directable.
Proof. (⇒) Let s, t ∈ Tp. Since A is directable, there exists a word u ∈ X∗ such that δ|Tp×X (s, u) = δ(s, u) = δ(t, u) =
δ|Tp×X (t, u). Hence C is directable.
(⇐) For any s, t ∈ S, there exists a word u ∈ X∗ such that δ(s, u), δ(t, u) ∈ Tp. Since C is directable, there exists a word
v ∈ X∗ such that δ(δ(s, u), v) = δ(δ(t, u), v), i.e., δ(s, uv) = δ(t, uv). Therefore,A is directable. 
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6. Composition of automata
In this section, we consider compositions of automata.
Let B = (B ∪ {t}, X, θ) be a single loop automaton where {t} is a minimal layer and let C = (C, X, γ ) be a strongly
connected automaton with B ∩ C = ∅.
Definition 15. An automatonA = (B∪C, X, δ) is defined as follows: (i) For b ∈ B and a ∈ X, δ(b, a) = θ(b, a) if θ(b, a) ∈ B.
(ii) For b ∈ B and a ∈ X, δ(b, a) ∈ C if θ(b, a) /∈ B. (iii) For c ∈ C and a ∈ X, δ(c, a) = γ (c, a). Then the above automatonA
is called a composition ofB and C.
Note that in (ii) any state in C can be assigned to δ(b, a). Therefore, we can construct many different compositions from
the same automata.
Let {B,C} be the decomposition of an automatonA in Definition 14. ThenA can be regarded as a composition ofB and
C. Now consider the automorphism group ofA.
Proposition 9. Let ρ ∈ G(A). Then ρ|Tp ∈ G(C) holds and there exists α ∈ G(B) which satisfies the following conditions:
(i) α|S\Tp = ρ|S\Tp . (ii) α(t) = t.
Proof. First, we show that ρ|Tp ∈ G(C). Let s ∈ Tp. There exists a word u ∈ X∗ such that δ(ρ(s), u) ∈ Tp. Since C is strongly
connected, for any t ∈ Tp there exists a word v ∈ X∗ such that δ(s, uv) = t . Hence ρ(t) = ρ(δ(s, uv)) = δ(ρ(s), uv) =
δ(δ(ρ(s), u), v) ∈ Tp. Notice that ρ is a bijection. Hence ρ|Tp is a bijection of Tp onto itself. Then it is obvious that ρ|Tp ∈ G(C).
Since ρ is a bijection, ρ|S\Tp is also a bijection of S \ Tp onto itself.
Moreover, notice that for any s ∈ S \ Tp and any u ∈ X∗,
δ(s, u) ∈ Tp if and only if δ(ρ(s), u) ∈ Tp · · · (1)
Let α be the mapping such that α|S\Tp = ρ|S\Tp and α(t) = t . Then it follows from (1) that α ∈ G(B). This completes the
proof of the proposition. 
From the above proposition, we may be interested in the subgroup {ρ|Tp | ρ ∈ G(A)} of G(C).
Theorem 4. Let G be a subgroup of G(C) and let {B,C} be the decomposition of an automatonA. If there exists a homomorphism
β of G(B) onto G, then there exists a compositionA′ ofB and C such that G = {ρ|Tp | ρ ∈ G(A′)}.
Proof. Let K be the union of all atomic layers ofB. Then for any ρ ∈ G(B), ρ|K is well defined, i.e., ρ(k) ∈ K for any k ∈ K .
Let ≃ be the following equivalence relation on K : for any k, k′ ∈ K , k ≃ k′ if and only if k′ = ρ(k) for some ρ ∈ G(B). Let
{K1, K2, . . . , Kn} be the set of all equivalence classes induced by ≃ and let k1 ∈ K1, k2 ∈ K2, . . . , kn ∈ Kn. Notice that for
k ∈ K and a ∈ X , θ(k, a) = t holds if and only if θ(ρ(k), a) = t holds. Let G be a subgroup of G(C)with G = β(G(B)).
Now we construct a compositionA′ = (S, X, δ′) ofB and C. Let s0 ∈ Tp. To constructA′, we need only to define δ′(k, a)
for the case that θ(k, a) /∈ S \ Tp if k ∈ K and a ∈ X . To this end, let k ∈ K . Then there exist i ∈ {1, 2, . . . , n} and ρ ∈ G(B)
such that k = ρ(ki). If θ(ki, a) /∈ K , then we define δ′ as follows: δ′(ki, a) = s0 and δ′(k, a) = β(ρ)(s0). Thus we can obtain
a compositionA′ ofB and C.
In the above, β(ρ)(δ′(ki, a)) = δ′(ρ(ki), a). Let ξ ∈ G(B). Since ξρ ∈ G(B), β(ξρ)(δ′(ki, a)) = δ′((ξρ)(ki), a). Remark
that β(ξρ) = β(ξ)β(ρ). Hence β(ξ)(δ′(k, a)) = δ′(ξ(k), a). Therefore, ξ |Tp = β(ξ) ∈ G. This completes the proof of the
theorem. 
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