Sudden injections of boluses containing both 131 I-albumin and 24 NaCl were made into the coronary artery inflow of isolated blood-perfused dog hearts. Indicator dilution curves were recorded using gamma emissions from both the intact heart and the coronary sinus outflow, with plasma flows, F s , ranging from 0.3 to 1.8 ml/g min~\ Three measures of sodium extraction, E, during transcapillary passage were obtained from each site by comparison of the sodium and albumin curves. The most useful estimates of E were "instantaneous extractions" obtained from the later part of the upslope and the peak of the venous dilution curves (coronary sinus) or from the corresponding early phase of washout of the externally monitored curves (intact organ). Extractions were lower at higher flows. Permeability-surface area products, PS, were computed (1) by the formula PS = -F s log,,(l -E), (2) by fitting the observed dilution curves with a Krogh capillarytissue cylinder model, and (3) by the approximating formula PS = ~F s \og P (1 -1.14E) . The two latter approaches provided a correction for back diffusion of tracer from tissue to blood. For sodium, the values of PS averaged 0.88 ± 0.36 (SD) ml/g min' 1 , (N = 52). At high flows, with F, > 1.0 ml/g min"', the values of PS averaged 1.01 ± 0.38 ml/g min" 1 (N = 11). Assuming S = 500 cmVg and plasma to be 93% water, our findings suggest capillary permeabilities for sodium of about 3.1 x 10" 5 cm/sec.
• The transcapillary exchange of a nonmetabolized diffusible substance is dependent on the surface areas and the rates of permeation through the capillary and cell membranes, the rates of diffusion in the extravascular tissue, and the capillary blood flow. When there is some diffusional resistance in the capillary membrane or the tissue, the amount of the substance escaping from the capillary blood to enter the tissue is less at high flow (with high blood velocities in the capillary) than it is at low flow. One approach to quantifying this diffusional resistance is to calculate the fraction of a diffusible substance leaving the capillary during one passage. Crone (1) originally calculated an instantaneous extraction of a permeating tracer by comparing its concentration in the venous outflow with that of a nonpermeating reference indicator after both had been injected simultaneously into the inflowing arterial blood. Zierler (2) used the time integral of the difference between the curves, which has its maximum at the time of crossover of the curves for the reference and the permeating tracer. Lassen and Crone (3) preferred an average extraction calculated from the areas of the curves up to the peak of the outflow dilution curve. We will compare these three methods. In addition, we will introduce and demonstrate the validity of the calculation of instantaneous extractions from the residue functions obtained by external monitoring. A set of three estimates of extraction, E, conceptually analogous to the three estimates from the outflow curves, are provided by the residue function curves, R(t), permitting comparison with each other and with the outflow extractions.
When the extraction E is attributable to a unidirectional efflux from the plasma across the capillary membrane and into the tissue and is not reduced by a flux in the opposite direction, then one can estimate PS, the product of permeability, P (cm/sec), and capillary surface area, S (cmVg), using the standard formula (1, 3, 4) : PS = -F s lo g ( ? (l -E), (1) where F s is the flow (ml/g sec" 1 ) of solute-carrying mother fluid, which for sodium is simply the plasma flow. This formula is based on the assumptions that (1) there is no differential intravascular dispersion leading to the separation of permeant and nonpermeant tracers along the stream, (2) there is no return of tracer ("back diffusion") from tissue to blood at the moment of estimation, and (3) only unextracted "throughput" material reaches the outflow.
Tracer back diffusion inevitably soon occurs, since the extravascular volume is limited. Yudilevich and Martin de Julian (4) , assuming that the organ was homogeneously perfused and that the earliest extraction gave the truest estimate, have proposed a correction based on the assumption that the permeating tracer escapes into a first-order mixing chamber and returns. The idea is reasonable, but its applicability is questionable when there is intravascular dispersion or heterogeneous perfusion. Arguments based on Krogh cylinder modeling with a dispersed input and intravascular diffusion and dispersion (5) support the use of an extraction occurring at or near the time of the peak, t p , of h N (t), the transport function, the frequency function of transit times, of the nonpermeating tracer through the organ from the arterial inflow to the venous sampling point. Heterogeneity of regional perfusion in the heart can be substantial (6) , adding to the complexity of the situation. Eq. 1 illustrates that with a given PS the extraction, E, is lower in regions of higher flow; thus, one should design the experiment to provide E from a region whose local perfusion (per gram of tissue) is the same as the average over the whole organ, F s . In a compact organ like the heart without great disparities in the volumes of inflow and outflow vessels in different regions, the outflows from regions of average flow will occur with average transit times, that is, near T, the mean transit time, which is a little after the time of the peak, t p . The modeling by Goresky et al. (7) of a group of capillaries with different transit times shows that the maximum values of an instantaneous extraction give values closest to the correct estimate of PS. From the experimental data of the present study, we will show that sodium extraction is maximum very near the time of the peak, t p , and therefore that a compromise between t p , T, and the time of maximum extraction is very easy, the minor differences being of no practical and little theoretical importance quantitatively. These differences are also small compared with the differences in estimates of PS due to correction for back diffusion.
Our objectives are to estimate the PS of myocardial capillaries for sodium and to ascertain the influences of total coronary blood flow on the estimates of PS for sodium in the heart. The data of the study permitted transcapillary extraction to be estimated by different methods using both outflow and residue detection.
ANALYTICAL APPROACH TO THE EXPERIMENTATION
The technique of the present experiments was to inject a short bolus containing a nonpermeating reference tracer, N ( 131 I-albumin), and a permeating or diffusible tracer, D ( 24 NaCl), into the inflow to the heart and to record the concentration-time curves in the venous outflow, C N (t) and Coit), and, via an external gamma detector, the organ's residual content of tracer, C* N (t) and C* D (t). From these residual contents, C* N (t) and C* D (t), R N {t) and R D (t), the residue functions, were calculated directly:
where C*(0) is the peak net count rate obtained 2 or 3 seconds after injection. (The implicit assumptions are that all of the tracer is in the organ, none having yet escaped, and that the time required to achieve the peak is negligible compared with the time course of washout. The validity of the calculation of E is scarcely affected by minor inaccuracies in these assumptions, which are made primarily to simplify the conceptual formalism of the equations that follow.) When the data were recorded for very long times without recirculation, the outflow response could be normalized to unity area as follows:
This procedure was usually adequate for albumin, but the tails of the curves for 24 Na were very much longer, and it was therefore important to account for the residual tracer in the heart at a final time T.
Since the area i? h(t) dt is exactly R(T) when there is no delay between exit from the organ and arrival at the venous sampling site, then
at) dt f T at) dtr at)
This equation provides values of h(t) for t < T, but beyond this time the shape remains undetermined even though the area is known. The terminology is that of Zierler (2) and of a symposium volume (8) .
Fractional extractions can be calculated either from the paired h(t)'s from the venous outflow or from the residue function curves, the R(tYs, obtained by external gamma detection. Two situations are diagramed in Figure 1 : the left sections portray a hypothetical situation in which tracer that has escaped from blood into tissue does not return to the blood until all of the nonextracted tracer has passed the outflow sampling point-a clear separation of extracted from nonextracted components-and the right sections portray a situation in which the two components of h, } (t) have shapes identical to those of the left sections but, instead of being widely separated, have a degree of overlap close to what can be expected in most organs and, therefore, summate. In practice, there is some delay and distortion introduced by tubing or veins between the exit from the organ and the site of detection of the outflow curves so that Eq. 3b is not exact. Complete correction for the difference would require accounting for the transport function of the sampling system, either by convoluting it with the R(t)'s or by deconvoluting the h(t)'s. The major part of the correction was obtained simply by accounting for the delay, using the mean transit time of the sampling system, and ignoring the dispersion.
The integral formula of Zierler (2) for the net or the integral extraction, £,(£), uses the whole of the curves obtained up to time t; for outflow sampling
Jo where the subscript 1 refers to this approach, v indicates that the experimental data are from the venous outflow, and r is a variable used only for the integration. 
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By performing the integration in Eq. 4a and using the information that the amount of indicator not yet arrived at the venous site is that which remains in the organ, an extraction, E iH (t), theoretically identical to E iv (t), can be obtained from the externally monitored residue functions:
where the subscript H denotes external monitoring Eq. 5b is:
When At was short, 1 second, we used another linear approximation to Eq. 5b that employed more data points and helped to reduce the variation due to the Gaussian scatter of the count rates:
of the organ (heart). The equivalence to E w follows from the definitions given in the legend to Figure 1 :
h N ( T ) d r -f ' h n ( T ) d r = E w (t).
•>° Jo
The integral net extraction (i.e., E w or E lH ) reaches a plateau when h N (t) washes out prior to the washout of the late fraction of h n (t) which traversed a partially extravascular route, as in the left sections of Figure 1 ; however, when the two components overlap, as in the right sections of Figure 1 , E,(t) fails to achieve the same maximum. In this latter case, the maximum, reached as h,>(t) exceeds h N (t), provides an underestimate of the fraction traversing an extravascular pathway. Although we will show that this problem inhibits the use of this technique in estimating sodium extraction in the heart, the method is useful when tracer return is slow, as it is for calcium or strontium extraction in bone. The second method is the instantaneous extraction proposed by Crone (1):
( 5 a )
The subscript 2 denotes this "instant-by-instant" extraction. E 2 (t) can also be calculated from the derivatives of the curves obtained by external monitoring over the heart:
Using finite precordial counting periods of duration At, the simplest finite difference approximation to So long as regional blood flows in the organ are uniform and the shortest transit time for a tracer traversing an extravascular region is longer than the shortest intravascular transit time, as is the case for the functions diagramed in Figure 1 , then the initial values of E 2 (t) are uninfluenced by back diffusion from tissue to blood. When there is heterogeneity of regional flows, then one naturally expects the earliest values of E 2 (t) to represent the extraction in high-flow regions, but in our experiments only the mean flow is known. Our analysis is based on the argument that the maximum extraction, E 2 M, is approximately that occurring with the average flow, F s , as one sees with mathematical models (5, 7) .
The area-weighted extraction, E 3 (t), is conceptually similar to E 2 (t) in that one expects the early parts of the outflow dilution curves to have similar shapes; using integrals causes E 3 (t) to be smoother than E 2 {t). E 3 (t) is an area-weighted mean extraction where the value is influenced by the whole curve up to time t; it is the area between the curves up to time t divided by the area of the reference curve up to the same time.
E 3V (t) =
/J' -h n ( T ))d T /J h N ( T )d or
At) = 1.0 -[' h n ( T )d T I[' h N ( T )dT,
where t a is the appearance time of the indicators in the venous outflow (see Fig. 1 ). The values for E 3 are equal to EjSt,h N (T) dr, that is, £, divided by the fraction of tracer which has escaped from the heart. This equality is in accord with the definition Jo'Mi") dT = 1 -R(t). Using this definition for RN (t) and Rn (t), we can derive an expression analogous to Eq. 6a providing the extraction curve, 
Lassen and Crone (3) expressed a preference for using the areas up to the time of the peak, t p , of h N (t). We will see that the E 3 (t P )'s and the maximums differ very little. The first point of E 3 is identical to that of E 2 , but thereafter they differ when the extraction is variable.
The maximum values of these various E(t)'s will be d e n o t e d by E 1VM , E iHM , E 2VM , E 2HM , E 3VM , a n d E 3 H HI-PS products were calculated from the instantaneous extraction E 2V (t). The first and simplest method was the straightforward application of Eq. 1, using E 2V (t p ) or E 2VM as suggested from Krogh cylinder modeling (5) . This method provides no correction for back diffusion.
The second method was to fit the observed curves of h N {t), h D {t), and E 2V (t) using a fully defined Krogh cylinder single capillary model (5) and adjusting the parameters to achieve a best fit, which automatically corrects for back diffusion in so far as the model is applicable. The model contains several parameters, but most of them are not freely variable. Best fits were obtained by adjusting principally only two parameters, the permeability, P(cm/sec), and the extravascular volume of distribution for sodium, K' £ '(ml/g). The main kinetic events can be expressed in terms of two dimensionless groupings of parameters which contain P and V' E ; these groupings are PS/F S for instantaneous extraction and PSt cap /V E for back diffusion from tissue to blood (where t cap is the capillary transit time, the capillary volume divided by the blood flow). The surface area S and the capillary volume (and therefore t cap and the ratio of extravascular to intravascular volumes of distribution) have narrowly limited variability; the maximum values were obtained from anatomic studies in dog myocardium (19) providing an average capillary radius of about 2.5/i and an average intercapillary distance (from the capillary density) of about l6/i. (These values give, by Eq. 12 of ref. 5, a maximum surface area, S, of 667 cm 2 /g. The average value of S used was that with an intercapillary distance of 18^ or 527 cm 2 /g, which is close to the anatomically estimated average of 500 cmVg [9] . The variation in S is taken into account in our reporting PS rather than P.)
Axial dispersion of permeant and nonpermeant tracers in the capillary blood also influences the Circulation Research, Vol. 37, September 1975 363 apparent extraction, particularly in the earliest samples during the initial part of the upslope of h(t). Over a large range of possible effective dispersion coefficients (D CD and D CN of ref. 5), the influence on E' max and E'(t p ) was small, the most obvious effect being a smoothing of the early portion of E' 2V (t), as can be seen in Figure 6 . Because of the long sampling intervals (1 second or more) and the potential errors due to the geometry of the detection systems, the data of this study cannot provide a critical test of the influences of intravascular dispersion on the spread of 131 Ialbumin and 24 NaCl. Values of 0.5-1 x 10" 5 cm 2 / sec were used for these axial dispersion coefficients to give an appropriate rising curve in the early portion of E'(t), as in Figure 6 , but there was no discernible effect on E' max or E'(t p ).
The myocardial water content of hearts perfused with blood in the fashion of these experiments is about 0.79 ml/g (10) , which is higher than that for normal dog hearts, 0.777 ml/g (11) , but less than that for hearts perfused with Ringer's or Tyrode's solution in our laboratory, 0.83-0.85 ml/g. Myocardial density, p, was calculated from its known relationship to water content (11), 1/p = 0.69 + 0.322 x water content, giving p = 1.06 g/ml for calculating the myocardial volume from the measured weight. Although values for V' E could have been considered to be bounded below by the 0.19 ml/g estimated for sulfate space in hearts from intact rats by Polimeni (12) and above by the 0.4 ml/g obtained by Johnson and Simonds (13) for sucrose space in Ringer's-perfused rabbit hearts, such restrictions were not imposed; V' E was permitted to range freely for the fitting procedure.
To fit the curves, the observed h N (t) was shifted forward in time by t cap and used as the input function to the model (5); then, P and V' E were adjusted so that the computed transport function, h' D (t), and the computed extraction, E' 2V (t), matched the experimental curves, h D (t) and E 2V (t), as closely as possible as judged by viewing them displayed on an oscilloscope. (The prime is used to indicate a function or a value resulting from the Krogh cylinder modeling.)
In addition, we derived a simple approximate method of estimating PS that also accounts for back diffusion. The method can be applied by using either a graph or a simple equation; it does not require a computer. This method based on the analyses using the Krogh model and on the assumptions, argued previously (5) , that the regions with average flows per unit volume have transit times near t p , the time of the peak of h N (t), and that the extractions measured at t p are representative of regions with average flow. The derivation and the application of the method are given together under Results.
Experimental Methods
Experiments were performed on 12 isolated beating hearts taken from dogs weighing 6-9 kg and perfused with blood from support dogs weighing 20-25 kg as described previously (10, 11) . Figure 2 is a diagram of the experiment. The perfusion rate, F/W (the measured blood flow divided by the heart weight), was controlled by a roller pump and varied from 0.5 to 3.1 ml/g min" 1 . F s was plasma flow, (1 -Hct)F/W, since negligible amounts of sodium enter the erythrocytes during the passage of the bolus. The highest flows were generally attained with nonpulsatile perfusion pressures of less than 170 mm Hg by decreasing the coronary vascular resistance with intra-arterially administered epinephrine (5-15 ng/min) or dipyridamole (Persantin, 0.1-0.2 mg/ min). Perfusion pressure, blood flow, blood temperature, heart weight, and heart rate were monitored throughout the experiment. Coronary sinus outflow discharged through a Silastic tube (2.5 mm, i.d.) inserted into the right ventricle through the pulmonary artery (PA in Fig.  2 ). Recirculation of blood containing the indicator was prevented or delayed by permanently or temporarily withholding the coronary venous return during the first 3 minutes after injection. Less than 3% of the tracer was retained at this time so there was little need for semilogarithmic extrapolation of the curves.
Indicators.- 24 NaCl solution (Cambridge Nuclear Corporation), a sterile solution of 99% radiochemical purity, was diluted to approximately 100 juc/ml. Human serum I31 I-albumin (RISA-131, Abbott Laboratories) having an activity of 100 juc/ml was supplied in sterile isotonic saline solution. Boluses containing approxi-Heat Exchonqei
FIGURE 2
Experimental setup for the detection of tracer clearance from the isolated blood-perfused heart. Nal-crystal gamma detectors recorded emissions from the heart itself (LV crystal) for R N (i) and R D (t) and from the venous outflow for h K (t) and h n (t): the coronary sinus blood passed through the cannula in the pulmonary artery. PA, leading to the detection site (Venous crystal). mately 0.2 ml of the 24 Na and 0.4 ml (0.1-0.8 ml) of the 131 I-albumin solution were injected into the aortic cannula in about 0.5 seconds. The volume of the aortic root was variable (from 2 to 5 ml) and allowed some expansion with the injection (and with each cardiac contraction) so that changes in perfusion pressure were negligible. The peak count rates for each isotope over the heart were 3000-8000 counts/sec; over the venous outflow they were 2000-5000 counts/sec. Isotope Detector-Counter Systems.-Each of two systems (detector, photomultiplier, preamplifier, amplifier, and two pulse-height analyzers and counters) was similar to that used previously (10) . One 5-cm (diameter) Nal crystal detector probe, surrounded by a steel and lead collimator, faced the posterolateral wall of the left ventricle. The other, facing the venous outflow tubing, was uncollimated but surrounded by 10-cm thick lead shielding (Fig. 2) . Each amplifier output went to two pulse-height analyzers (Hamner Electronics) and counters (Picker digital dual rate computer). The energy window for 24 Na counted pulses over 1 Mev and was uninfluenced by 131 I emissions. The 131 I window was very narrow, 0.35-0.38 Mev, accepting only emissions around the primary gamma peak; count rates in this window were corrected for a spillover of 6-9% of the rates obtained simultaneously in the 24 Na window when only 24 Na was present. This percent, K, depended on probe position, the window settings, and the distance of the heart from the probe and was calculated from observations made before and after each experiment using the same instrument settings and isotope source position as were used during the experiment. Variation in the position of the heart comparable to that occurring during an experiment and absorption by heart tissue and water-filled phantoms were observed to have only insignificant effects on values of K. The systems showed no losses in counts and no spectral distortion at rates up to 120,000/sec. Counting periods were 1 second at high flows and 3 seconds at low flows. Albumin curves were terminated at 0.25% of peak and sodium curves at 1-2%.
Because four channels of simultaneous isotope counts were required during the experiment and only two could be put on punched paper tape at once, the data were temporarily recorded and stored on analog FM magnetic tape (Hewlett Packard model 3900) with the other data such as pressures and timing signals.' For convenience in analysis, the data were stored on IBM punched cards.
Estimation of Extractions.-The maximum values for EWM, E 1HM , E 2VM , E 2H M, E 3VM , and E 3HM were obtained from their respective continuous functions by manual smoothing through the three to five points around the maximum and taking the maximum value of the smooth line. In general the maximums of E 2 and E 3 occurred near t p , but when the flow was low their maximums tended to be somewhat earlier, as can be seen in Figure 4 .
Results
Responses to 41 injections were obtained in 12 isolated hearts. Thirteen pairs of simultaneous albumin and sodium curves of both h(t) and R(t) were recorded by detection of tracer in both the venous outflow and the heart. Eight pairs of curves were recorded from the heart only, and the remaining 20 pairs were recorded from the venous outflow only. Responses recorded following single injections in two hearts are provided in Table 1 . Following the injection, both outflow and residue responses were recorded; for these two experiments, the simultaneous values of h N , h n , R N , and R n are provided so that they will be available for analysis by others. Some time delay between tracer seen by the residue function detector and the venous outflow detector was evident: the appearance of tracer in the outflow occurred in each case about two sample intervals after the peak of the residue function. For 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39 690  643  591  540  483  456  425  405  380  361  349  333  326  310  294  269  263  253  257  243  236  226  222  220  218  201  191  185  181  171  167  164  163   1   t  (seconds)   2  4  6  8  10  12  14  16  18  20  22  24  26  28  30 -32  34  36  38  40  42  44  46  48  50  52  54  56  58  60  70  80  90  100  110  120   (sec ' x   4  73  222  353  391  433  411  371  333  298  263  228  189  158  133  115  98  85  75  64  56  51  47  44  40  36  24  15  12  8  7  6 Expt (F s = 0.48 h n (t) 10 4 ) (sec " 1 x   2  41  127  190  217  224  223  228  223  207  197  185  170  155  142  129  117  107  102  93  84  77  73  69  65  62  47  37  29  23  20  18 . 7047-5 ml/g mirr') RM (fraction 10 4 )
x 10 3 )   526  979  1000  978  876  769  672  598  525  461  400  353  308  266  233  215  193  177  162  153  146  140  137  130  121  109  106  97  95  83  71  58  54  46  35  33 
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(fraction x 10 3 )   553  924  1000  983  924  881  831  784  747  723  682  649  612  583  550  528  511  496  480  460  443  427  408  397  383  380  373  363  352  346  294  260  236  210  198  177 the same reason, each integral ^h(t)dt was less than 1 -R(T), but, for example, for experiment 26018-1 it was approximately equal to 1 -R(T -5 seconds), thus providing a rough estimate of 5 seconds for the mean transit time of tracer from the heart to the venous outflow detector. The volume calculated to account for such a delay is 1.6 ml/sec x 5 seconds = 8 ml, which is twice as large as the volume of the actual tubing and perhaps implies that some of the tracer contained in the right ventricle and the outflow tract was not seen by the residue detector. These points are brought out only to show that Eq. 3b cannot be applied directly at any time without considering the transit time delay. However, during the tails of the curves, the delay is of little consequence, and Eq. 3b can be applied with less than 2% error. Typical curves shown in Figure 3 are from one heart at two flows. The h(tYs calculated from the venous dilution curves are shown in the left top section. At high flow (F s = 1.23 ml/g min~l, Fig. 3 , left, top section of top group) the early portion of h D (t) had a shape similar to h N (t), but at low flows (F s = 0.48 ml/g min" 1 , Fig. 3 , left, top section of bottom group) the sodium curve, h n (t), had a low blunt peak. The extractions, E, v (t), E 2V (t), and E 3V /(£)> shown in the left bottom section of each group are typical in that (1) the early portions of the instantaneous E 2V (t) and the area-weighted E 3V (t) curves were similar to each other and (2) the maximum of the net integral extraction, E w {t), was later and lower than those of either E w (t) or E 3V (t). Since, by definition, the maximum value of E iv (t) occurs at the time of the crossover of h N (t) and h D (t), significant back diffusion must have occurred, thus emphasizing that E iv (t) cannot reach values representing extraction due to unidirectional efflux from capillary blood to tissue but is useful for providing a measure of the net retention of tracer in the tissue. E 2VM , the maximum of the instantaneous extraction, E 2V (t), occurred synchronously with or a bit later than t p , the time of the peak of the reference tracer curve, and therefore E 2V {t p ) and E 2VM were similar.
In general, the E(t) curves obtained from the residue functions ( Fig. 3 , right) had shapes and peak values similar to those obtained from the venous outflow curves. However, some small consistent differences were evident. For example, E 2H (t) reached zero faster than did E 2V (t), which was recorded some distance downstream. Accordingly, the rate of diminution of E 2H (t) was faster than that of E 2 v{t); the difference was accentuated at lower flows, as can be seen in the lower sections Figure  1 . The residue functions provide slightly better temporal resolution (the tail of E 2H diminishes faster than that of E 2V ). Experiment numbers are the same as they are in Table 2 . Count accumulation intervals were I second in the top groups and 2 seconds in the bottom groups.
of Figure 3 , right. In this experiment, the volume of tubing between the observation sites was 7r(0.15) 2 x 20 or 1.4 ml; some of the slowing in the downslope of E 2V (t) compared with that of E 2H (t) can be attributed to the dispersion in the venous system accompanying the transport delay.
The data from individual experiments, showing the experimental conditions, the various calculations of the maximum extraction, and the derived values for PS are given in Table 2 . The symbols and the experiment numbers identify the data shown in the figures and in Table 1 .
Effect of Flow on Extraction.-In the seven dogs in which more than two sets of dilution curves were recorded, maximum flows ranged from 1.3 to 5.7 times the minimum. Figure 4 shows curves of E 2V (t) obtained from one isolated heart at blood flows ranging from 0.47 to 2.04 ml/g min" 1 (F s = 0.28 to 1.23 ml/g min"'). The curves of E 2V (t) consistently showed low early values rising to the maximum, and there was some tendency to more Circulation Research. Vol. 37. September 1975 prolonged plateaus at lower flows. More importantly, the maximum values, not only of E 2V but also of Eiv and E 3V , decreased at higher flows (see Table 2 ).
Comparisons of Maximum Extractions.-The maximums of the several E(t)'s from both heart and venous outflow are given in Table 2 . The simultaneous estimates from venous and heart curves obtained by each method were comparable: the mean ± SD of E 1H JE XVM was 0.96 ± 0.20 (N = 11), that of E 2H JE 2VM was 0.94 ± 0.13 (N = 12) ( Fig. 5, right) , and that of E 3HM /E 3VM was 0.96 ± 0.11 (N = 11). None was significantly different from unity, suggesting that the dispersion in the tubing between the heart and the venous observation point did not produce a detectable diminution in the values of E v compared with those of E H . This finding is in line with the predictions from the model study ( Fig. 8 of ref. 5) which showed that, when the extravascular volume of distribution of the solute was moderately large (20-30% of the tissue space) and the sampling system volume small, the dispersion resulted in very little reduction in E 2VM .
As one anticipates from Figure 1 , the net extraction, Ei(t), was smaller initially, at t p , and at its maximum than was either E 2 (t) or E 3 (t). The ratio E lVM /E 2VM was 0.66 ± 0.13 (N = 27), as shown in Figure 5 , left. The other ratios were: E IV M/E 3VM = 0.67 ± 0.13 (N = 27), E lH JE 2HM = 0.68 ± 0.09 (N = 25), and E iHM /E 3HM = 0.67 ± 0.11 (N = 25). Thus, E lM substantially underestimated the maximums of E 2 or £ 3 , demonstrating that the back diffusion from tissue to blood occurred without clear separation between tracer which remained in the blood and tracer which entered the tissue and returned. Again, this finding is in accordance with the model studies (5) , and we conclude that £, should not be used in Eq. 1 to calculate PS. It is, however, specifically useful in providing the net extraction by an organ at each time t and is more valuable than the residue R,,(t), since it takes into account the fraction of intravascular tracer which has not washed out. The ratios of EJE 2 and the relationship of EJE 2 to-flow were both too scattered to allow correction factors to be used to predict the unidirectional flux from E, alone, particularly from E lHM , although this prediction might be possible in theory.
The differences between E 2 and E 3 were not great (Fig. 5, center) . Numerically, E 3 (t) must have the same initial value as E 2 (t), but thereafter it is free to differ, as it will whenever there is heterogeneity of regional flows or extractions. Because E 3 (t) Circulation Research, Vol. 37, September 1975 continues to be influenced by initial values and E 2 (t) does not, when the experimental values of E 2 (t) rise in the first few seconds, the maximum values for E 3 (t) will be slightly smaller than those for E 2 (t). However, the differences were negligibly small; E 3V JE WM averaged 0.99 ± 0.12 (N = 27) ( Fig. 5, center) , and E 3HM /E iHM averaged 1.03 ± 0.14 (N = 25).
Application of the Krogh Cylinder Model. -Figure 6 shows two sets of experimental dilution curves fitted by theoretical curves derived from our version of the Krogh cylinder model (5) . The experimental albumin curve was used as the input function forcing the response of the model: values for F s , hematocrit. and heart weight were obtained experimentally; capillary radius (R c = 2.5/u) and length (500/u) were chosen in accordance with data on dog hearts (9) . To obtain a best fit, as judged by eye and quantified by the coefficient of variation, manual adjustments were made in the permeability, P (cm/sec), the extravascular volume of distribution, V' E (ml/g) (via adjustments in the fractional extravascular volume available to sodium and the intercapillary distance, over the range from 16 to 20ji, which influences the capillary surface area, S[cm 2 /g], and the relative volumes of capillary and tissue). (Changes in intercapillary distance from 15 to 19^, giving values of S from 667 to 416 cm 2 /g, resulted in variations of less than 0.6 r 4 in the value of PS obtained from the fitting procedure.) The two freely adjustable fitting parameters, PS and V' E , are reported in columns 17 and 20 of Table 2 for the experiments on which we recorded outflow concentration-time curves. The goodness of fit was highly sensitive to PS, particularly in the regions of the maximum of h n (t) and in the part of E 2V (t) preceding its rapid diminution. V E was strongly governed by the shape of the tail of h n {t) and most particularly by the phase of rapid diminution of E 2V (t). Adjustments in V' E and PS interacted, since both govern the amount of escaped tracer returning from tissue to blood (back diffusion), which raises h',,(t) and reduces E' 2V (t) compared with the shapes they would have if no back diffusion occurred. The shape of h' n (i) that would be obtained without back diffusion is given by the dash-dot curves in Figure 6 obtained with the same parameters except for V E = -c . The shape of the curve of tracer returning from the extravascular region is given by the difference between the dotted and the dash-dot curves and differs a little from those shown by Ziegler and Goresky (14) 
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CM <M CN CM CM Table 2 .) Particular values of E' 2V from the Krogh cylinder modeling are given in columns 14 and 15 of Table 2 , choosing E' 2VM , the maximum, and E' 2 y(tp), the extraction at the peak of h N (t). In the experimental data, E 2 VM preceded and was usually higher than E 2 v(t P ), but there was substantial variation in both of these. Figure 6 shows the most common situation where E' 2VM and E WM occurred before t p and exceeded E 2V (t p ). Experimentally, E 2VM was obtained by averaging through a few points near its maximum, which did not precede t p by more than a few seconds; therefore, E' 2V {t p ) (column 15) was not much smaller than E 2VM (column 9). The ratio E' 2V (t p )/E 2VM averaged 0.95 ± 0.10 (N = 27), which is not statistically different from unity. This finding can be regarded as empirical support for the recommendation (5) to use an averaged value of E 2V near its peak. Even so, one can now recognize the degree to which E w is reduced by back diffusion; the reduction was significant even in the experiments at high flow, for E' 2V (t p ) was still up to 13% less than E' 2VM at plasma flows greater than 1.0 ml/g min~!. If they are used in Eq. 1, both E' 2VM and E' 2V (t p ) give underestimates of the PS given by the model parameters.
There is one fairly consistent difference between the model and the experimental curves: the mod- Table 2. el's E' 2V (t) rises very rapidly to its peak (the rise would be instantaneous if it were not for axial intracapillary dispersion), as seen in Figure 6 , but the experimental E 2 v(t)'s, seen in Figure 4 particularly, tend to rise more slowly. It is likely that the slow rise is due to heterogeneity of regional blood flow; the tracer first emerges from regions of high F s and low extraction. In these isolated heart preparations, the distributions of local flows have standard deviations of about 40% of the mean (6), which has not been accounted for in the present analysis but which probably accounts for the shape of the experimental curves.
Extractions, E 2V (t), for sodium in the venous outflow at various plasma flows, F a . At high flow, transit times were short. Lower flows resulted in larger extractions, as might be expected from longer transcapillary transport time or contact time. At all flows, early extractions were low, and the maximum extraction occurred a few seconds later near the time of the peak of h N (t) (t p Li indicated by arrows) at moderate or high flows or earlier at low flows. One line is broken to distinguish it from its neighbors
Permeability-Surface Area Products for Sodium.- Table 2 lists the three estimates of PS obtained from E 2 (t). For the sake of brevity and simplicity of comparison, we emphasized the E 2 {t)'s, particularly E 2V (t) and E WM , but we should point out that when one has only R^(t) and R»(t) that E 3H (t) is a better function to work with. The first estimate of PS (column 16) involves the use of EIVM, E 2H M, or their average in the classical equation PS = -F s log e (l -E), (our Eq. 1), which does not account for back diffusion and can be expected to give underestimates of PS. The second estimate (column 17) is directly from the best fit of the model to each pair of venous outflow curves, h, y {t) and h,,{t), which provide PS' and V' E , the primes indicating that the values come from the model analysis. The third estimate (columns 18 and 19) is from a graphical analysis to be described, which is an approximation to the modeling. Venous outflow dilution curves fitted by the Krogh model solutions for two hearts. The experimental albumin curve. hs(t). is used as input to the model. The experimental sodium curve. h n (t), is the dotted line. The observed extraction. E 2 v(t) (crosses) is approximated by the model solution {broken line). The experiment numbers are given in the top right corners; the experimental data and the Krogh model parameters for the fitting are given in Table 2 . Note the difference in extractions at similar flows in these two hearts. The dash-dot line gives the shape of h D {t) that would be obtained in the absence of back diffusion {as with V F . = =c) and whose maximum would be used for PS calculation by the Crone equation (Eq. I).
Circulation Research. Vol. 37. September 1975 The model gave PS' values higher than those from Eq. 1. Considering the model to give the best answer, PS from Eq. 1 (column 16) underestimated PS' (column 17) by 23%; the ratio PS7PS = 1.29 ± 0.19 (N = 27) with the probability of a chance difference from unity being less than 0.01. The degree of underestimation was not apparently different at different flows, in spite of our expectation that back diffusion would cause greater underestimation at low flows. (The regression relationship was PS'IPS = 1.33 -0.042F s with SD yx = 0.19, N = 27, and r = 0.99). Some correction factor would obviously be desirable; since E 2 VM (column 9 of Table 2) A simpler method was developed using a semilog plot of 1 -E' 2V (t p ) versus PS'/F S (Fig. 7, left) . A best-fitting curve through the data was obtained from the model with V E = 0.21 ml/g. An empirical, but quite good, approximation to this curve is given by the equation:
PS' = -F s log,[l -l.UE' 2V (t P )l (7) The 0.88 is derived from the best-fitting exponential, as described in the legend to Figure 7 . The derivation of the approximation is given in Figure  7 , right, on the basis that it may be useful for others lo.ee -
PS'/F, FIGURE 7 Development of an empirical relationship to simplify the estimation of PS/F S from the instantaneous extraction. Left: E' 2V (t p ) values from the solutions of the model fitted to experimental curves, as in Figure 6 , are plotted versus the PS7F S estimates provided by the model fit. The smooth lines constitute a set of model solutions with different V E values. The set was chosen from among a family of sets having different degrees of curvature and deviation from Eq. I. the straight line of no back diffusion; in the chosen set, a V' E of 0.20 or 0.25 ml/g gave appropriate curvature and position close to the observed points. The curve of best fit is that with a V' E of 0.21 ml/g. Symbols are the same as they are in Table 2 . {The curves were generated for variable P, with constant values for S [590 cm 2 /g] and for the volume of intracapillary solute space [0.044 ml/g ].) Right: From the curve for V' E = 0.21 ml/g, various constant values were subtracted from 1 -E n -(t p ); the value 0.12 was empirically found to produce the nearly straight continuous curve labeled "Model curve for V' E = 0. Table 2 . Since PS(graph) differed little and only randomly from PS' from the modeling (column 17), the approximation appears valid, and it has the virtue of not requiring a computer. Values for PS(graph) obtained using E 2HM are listed in column 19 and do not differ significantly from those calculated from E 2 VM (column 18).
Thus, arbitrarily taking the PS(graph) values to summarize, capillaries of the dog ventricular myocardium have PS products for sodium ranging from 0.32 to 1.67 ml/g.min-1 and averaging 0.83 ± 0.35 ml/g min" 1 (N = 27) for those calculated from E 2VM and 0.94 ± 0.38 ml/g min' 1 (N = 25) for those calculated from E 2HM . The mean of the estimates for 41 dilution curves (average of the two values or the sole value) was 0.91 ± 0.37 ml/g min"'. Figure  8 shows that PS(graph) increased with increasing flow; the number used for PS(graph) is the average of columns 18 and 19 when both are available. Effect of flow on PS for sodium. The PS values are PS(graph) taken from columns 18 and 19 of Table 2 or the average PS(graph) when both E 2VM and E 2HM were obtained experimentally. Symbols are defined in Table 2 . The increase at high flows presumably reflects an increase in surface area via recruitment of capillaries which were not functioning at lower flows. The increases in PS can in some instances be attributed in part to the use of vasodilators which, as indicated in Table  2 , were used primarily at high flows.
Assuming that the permeability characteristics of the capillary membrane do not change with flow or intracapillary pressure, this finding suggests that the surface area is increased, that is, that there is recruitment of more capillaries at higher flow rates. At high flows, with F s > 1.0 ml/g min" 1 , the PS(graph) values averaged 1.01 ± 0.38 ml/g m i n 1 (N = 11). Using S = 500 cmVg for a fully vasodilated bed in ventricular myocardium (9) and taking the plasma water content to be 93% (which implies that the flow of solute-containing water is really 0.93F,), one can estimate the myocardial capillary permeability to be 0.93 x (1.01 ± 0.38)/(500 x 60) or P = (3.1 ± 1.2) x 10" 5 cm/sec. Volumes of Distribution.-The model fitting gave estimates of V E (column 20 of Table 2 ). The total volume of distribution, capillary plus extravascular, is given in column 21, and the difference between columns 20 and 21 is the intravascular plasma volume.
The variation in V E is quite large. Experiment 7047 went well technically, and yet the mean =t SD of V' E was 0.23 ± 0.056 ml/g; experiments 8038 and 15038 showed even more variability. We feel that fitting the venous outflow curves is not a very accurate method of estimating the sodium volume of distribution, but it does provide approximate values in a situation where estimates of the mean transit time volume of sodium are almost useless because of inaccuracy in separating the very long low tails of the sodium curves from background radiation. (Backgrounds are high in these experiments using a relatively exposed flow-through Nal crystal detector, and the statistical variation in the counts due to 24 Na within the outflow detector is large, since the count rates are low [small amounts of tracer in the approximately 1 ml of contained blood] and the counting periods short, 1-3 seconds. Multiple sample collection would provide statistically more accurate data.)
Discussion
The primary purpose of this study was to test the tracer diffusion technique of Crone (1) in an organ with relatively homogeneous regional flows and a small volume in the drainage vessels and to obtain estimates of the PS product of myocardial capillaries for sodium. In the course of achieving these aims, comparisons had to be made of various techniques for measuring the extraction, and satisfactory analysis had to be preceded by development of a satisfactory descriptive model (5) . The testing provided an assessment of the effects of back diffusion on apparent extraction and led to a Circulation Research. Vol. : 17. September 1975 method of correction for back diffusion by a simple approximating equation (Eq. 7), which closely resembles the classical equation (Eq. 1).
Extractions.-The curves of E(t) can be significantly influenced by heterogeneity of regional blood flows, which causes separation of the fractions of tracer that have passed through regions having short and long transit times. The diagrams of Figure 1 are drawn as if the extraction from vascular pathways having short transit times was the same as that from pathways having long transit times, so that E 2 (t) and E 3 (t) are identical and initially flat. This situation could occur despite heterogeneities in P and S in different regions. If rapid-transit pathways had lower extractions than did slow-transit pathways, then E 2 (t) and E 3 (t) would be expected to increase from the initial value. (The form of Ei(t) would also change but not so obviously.) Another source of initially rising E 2 (t)'s is relatively greater axial intravascular diffusion of sodium compared with albumin, especially in small vessels where the velocity profile is flattened; however, this phenomenon could at most have a miniscule effect. Yet another possibility is intratissue diffusion between arterial and venous ends of the capillary-tissue region or diffusion between neighboring capillaries as Levitt (15) has proposed or between closely approximated arterial and venous ends of the exchange region (countercurrent exchange) as occurs for tracer water and for heat (16) . For antipyrine in the heart such an effect has been demonstrated to be negligible (10); it can therefore be pretty well ruled out as an influence on dilution curves for sodium, whose diffusion coefficient in extracellular space in myocardium is smaller (17) . Other effects are possible if intracapillary radial diffusion is slow (2), but such is not the case. Therefore, we conclude that heterogeneity of flow is the principal cause of the rising E(t)'s.
The influence of this flow heterogeneity on the adequacy of Eqs. 1 and 7 has not been thoroughly tested even in models. However, examination of the figures of Goresky et al. (7) from a multicapillary model with a variation in capillary lengths indicates that when PS/F S is small the error introduced by flow heterogeneity is small. Figures 3, 7 , and 8 in the paper of Goresky et al. (7) , provide evidence supporting our preference for using E 2VM or E 2V (t p ) in calculating PS. Their average PS/F S values were 0.3 and 1.2 (their K = 0.1 and 0.4), and even with the extravascular volume only three times the capillary volume (y = 3.0), which exaggerates back diffusion, their observed maximums Circulation Research. Vol. 37. September 1975 of E 2 (t) were about 0.3 and 0.6 (left top two sections of their Fig. 7) . These values can be compared with the expected values of 0.26 and 0.70 from a uniform system without back diffusion. In general, it may be said that the greater the heterogeneity in flow the greater the error. (The modeling of Goresky et al. [7] at PS/F S values higher than 3.0 has no relevance to our problem of obtaining estimates of PS from the extraction of small hydrophilic solutes, since our PS/F S values did not exceed 1.4; however, it is pertinent to an understanding of the shapes of dilution curves of more rapidly permeating solutes.)
Having the preceding considerations in mind, we conclude that E 2 (t) and E 3 (t) are most readily interpretable and therefore preferable to other techniques. The E, technique is strongly influenced by back diffusion by the time E t (t) reaches its maximum. Clearly, one could derive a correction factor based on a capillary-tissue model, as we have done for E 2V , but it does not seem to be very profitable to do so, because the correction would have to be very large and therefore more susceptible to errors due to disparities between the model and the tissue studied.
There is some justification for the preference of Crone (1) and of Lassen and Crone (3) for E 3 , since it is clearly less susceptible to noise on the curves of h{t). In addition, E 3 (t) has the advantage that it is readily calculable from venous outflow or residue curves (Eq. 6a and b) and is almost unaffected by interlaminar diffusion effects. E 2V (t) is a continuous estimate of the instantaneous extraction, hiding nothing and having a sensitivity that the smoothing integration removes from E 3 , Therefore, for venous sampling, we have a preference for E 2 (t). For data acquired by external monitoring, E 2H (t) is relatively noisy because of the need to find the derivative (Eq. 5b), and E 3H (t) is preferable.
Sejrsen (18) has used another method of measuring E by external detection; it is dependent on the assumption that escape from the tissue results in multiexponential washouts, the fastest component of which is slow compared with intravascular washout. Analysis of R»(t), residue curves for sodium reported in this study, provided unreliable and inconsistent estimates of extraction and PS; therefore, we conclude that the method is not useful for estimating sodium permeability, although its possible use for estimating albumin extraction was not tested.
Lassen and Crone (3) observed that in experimental situations in which there is a long collecting system the earliest values of E 2 (t) and E 3 (t) are the accounting for back diffusion but on the idea that extraction cannot be 100% for even the most diffusible tracers. This interpretation would be in accordance with the observations of Yipintsoi and Bassingthwaighte (10) that tritiated water extraction is about 90% and does not vary systematically with coronary blood flow. The idea is most clearly expressed by Perl (20) in his consideration of an "interpolation model" in which he suggests that the pertinent extraction is the observed extraction (E 2VM or E 3VM ) divided by the extraction of tracer water. Although this procedure gives a directionally and, perhaps, even a quantitatively appropriate correction, incomplete water extraction is due to a combination of completely flow-limited bloodtissue exchange locally and diffusional shunting (10); therefore, it does not necessarily indicate that the maximum extraction of sodium cannot exceed 90%. To be sure, the diffusional shunting could be occurring at a capillary level, as Levitt (15) has suggested. If it is there rather than between arterioles and venules, then diffusion of sodium between neighboring capillary regions might make its maximum extraction as low as 90% or conceivably even less, since its volume of distribution is less than that of water. In this study, sodium extractions did not exceed 72%, fortunately, for there is no doubt that the estimation of PS is quite inaccurate when extraction is high (see Fig. 3 of ref. 5). Probably the most realistic concept will be one that includes both single-capillary blood-tissue exchanges, which gave us the empirical value of 88% extraction from which to subtract the observed extraction to compensate for back diffusion, and capillary interactions, which combine with back diffusion to give a 90% water extraction.
The experimental data (clearance is E 2V M'F S ml/g min" 1 ) from a given heart, well shown, for example, by the crosses or solid circles in Figure 9 , have a tendency to cross through the theoretical lines of constant PS (continuous lines), supporting the idea that PS for sodium is higher at higher flows. It is not known whether this increase in PS is due to the recruitment of capillaries ordinarily closed, to actual increases in P without a change in S, which seems less likely but might accompany increased capillary distending pressures, or possibly to residual underestimation of PS at low flows because of the inability of the model to correct completely for back diffusion. We think recruitment is responsible for the increase in PS.
Comparison of PS Estimates with Those in the Literature.-Our estimates of PS for sodium increased with flow, showing a trend toward values Circulation Research. Vol. 37. September 1975 around 1 ml/g min" 1 . The values and the tendency to increase with flow are compatible with the PS estimates of 0.28-1.03 ml/g min" 1 obtained by Yudilevich et al (4, 21) at rather low flows (F s from 0.23 to 0.50 and from 0.44 to 0.81 ml/g min"') using the same double-tracer technique. Their analysis employed an estimate of extraction obtained by extrapolation back to the time of appearance of the indicators, the E(0) technique which they developed; we believe this technique underestimates the average extraction to some extent. Subsequently, Alvarez and Yudilevich (22) reported on a larger series of sodium extraction data obtained from blood-perfused dog hearts with F s up to 2.0 ml/g min" 1 (our estimation, based on an approximate hematocrit of 0.20) in which the estimated PS increased from about 0.23 ml/g m i n 1 at the lowest flow to about 0.91 ml/g min"' at the highest flow. Ziegler and Goresky (14, 23) in dog hearts in situ with F s of about 0.2-1.3 ml/g min"' showed rising PS values (corrected for back diffusion) asymptoting at about 0.8-0.9 ml/g min" 1 .
These values are not very different from those that we can estimate from the data of Conn and Wood (24) on analysis of sodium washout from dog hearts. These authors obtained an average tissueblood exchange rate of 1.8 min" 1 , which when interpreted as being PS/V' E gives a PS of 1.8 x 0.21 or 0.38 ml/g min"', or perhaps 0.5 ml/g min"' when an approximate correction for back diffusion is applied. The later portions of the downslopes of our sodium curves give similar values and suggest that extravascular diffusional hindrance beyond the capillary membrane may contribute to retarding the washout.
Thus, our experiments and methods of analysis, although providing a thorough test of the instantaneous extraction technique, have led to only modest increases in the estimates of PS. Our study should therefore be regarded as confirming the approach pioneered by Crone, setting the idea on a firmer basis.
The estimates of PS would be 10% lower if they were calculated on the basis that F, should be the flow of the water in the blood rather than the plasma flow. Since the tracer 24 Na is dissolved in the water of the plasma, the concept is reasonable. Additional factors to be considered are the activity coefficient, the degree of ionization, and whether the 24 NaCl need be also considered as a diffusing species. These factors probably have little influence on the estimates.
Measurement of Blood Flow from Sodium Washout.-One result of this study is that it is
