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Resumen. En este art´ıculo se presenta un me´todo computacional para
detectar y extraer el plano de fondo, segundo plano, a partir de da-
tos obtenidos por ca´maras de tiempo de vuelo. Se utiliza una variante
de un me´todo de clasificacio´n basado en ma´quinas de soporte vectorial.
Considerando las caracter´ısticas particulares del tipo de ca´maras utiliza-
das, se incorpora adecuadamente la informacio´n de rango e intensidad,
y se utiliza la capacidad para obtener secuencias ra´pidas de datos en
una modalidad particular. El art´ıculo revisa las te´cnicas espec´ıficas de
reconocimiento de patrones utilizadas, presenta la solucio´n propuesta y
muestra resultados experimentales preliminares del me´todo propuesto.
Palabras clave: Visio´n por computador, ca´maras TOF industriales,
Reconocimiento de patrones, Ma´quinas de soporte vectorial.
1. Introduccio´n
Los me´todos de sustraccio´n de plano de fondo, background, son utilizados en vi-
sio´n por computador normalmente para detectar objetos de intere´s, foreground
objects, en una secuencia de ima´genes [1]. La representacio´n del plano de fondo
se denomina modelo. En los u´ltimos an˜os han sido propuestos distintos me´todos
[2][3][4]. Estos var´ıan en cuanto a sus beneficios y limitaciones dependiendo del
tipo de ima´genes, el ruido, los artefactos y las hipo´tesis ba´sicas sobre las que
el correspondiente me´todo computacional se sustenta. Los principales me´todos
se pueden clasificar en parame´tricos o no parame´tricos segu´n establezcan o no
suposiciones sobre la distribucio´n de probabilidades de la intensidad del plano
de fondo [5]. Otro criterio de clasificacio´n posible es entre los me´todos basados
en analizar cada pixel (picture element), o los basados en bloques que dividen
la imagen en un nu´mero de bloques de pixels sobre los cuales operan. Un me´to-
do normalmente parte del conocimiento previo de ima´genes del plano de fondo,
pero no de los objetos de intere´s. Por lo tanto, desde el punto de vista de reco-
nocimiento de patrones, es un problema de clasificacio´n semisupervisado [6]. El
plano de fondo puede ser estacionario o no estacionario. Las ca´maras de tiem-
po de vuelo, time of flight (TOF), utilizan un arreglo de sensores de tecnolog´ıa
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CMOS y su propia fuente de iluminacio´n en el infrarrojo cercano [7][8]. A partir
de la diferencia de fase entre la sen˜al emitida y la reflejada por la escena para
cada posicio´n obtienen ima´genes de rango, 212D, e intensidad 2D. A pesar de ser
ca´maras de baja resolucio´n, permiten obtener secuencias ra´pidas de ima´genes
[9]. La sensibilidad a la iluminacio´n de fondo requiere no so´lo consideraciones de
disen˜o particulares sino tambie´n la adecuada calibracio´n del tiempo de integra-
cio´n [10][11]. Las caracter´ısticas generales anteriores requieren consideraciones y
me´todos espec´ıficos para su posprocesamiento en general, y en particular para la
sustraccio´n o tambie´n denominada supresio´n del background. La figura 1 muestra
cuatro modelos distintos de ca´mara TOF.
(a) O3D100 (b) SR-4000 (c) SR-4500 (d) CamCube 2.0
Figura 1. (a) Ifm electronic c©, (b-c) HEPTAGONTM , (d) PMD[Vision] R©
Glazer et. al [12] proponen un me´todo orientado a bloques semisupervisado,
utilizando ma´quinas de soporte vectorial, para sustraer el plano de fondo en
ima´genes de intensidad pero no en ima´genes de rango. Cho et. al [13] proponen,
utilizando ima´genes de tiempo de vuelo, generar un modelo estad´ıstico del fondo
tanto para la imagen de intensidad como para la de rango. Una vez obtenido
el modelo, cada pixel de una nueva imagen es comparado con el modelo y se lo
clasifica como perteneciente o no al fondo. El me´todo propuesto en este art´ıculo
aborda el mismo tipo de problema, es orientado a pixels y asume clases desba-
lanceadas. Considera los datos obtenidos en una estructura particular y utiliza
clasificacio´n basada en ma´quinas de soporte vectorial de una clase, one class
support vector machines (OCSVM). El objetivo de la alternativa propuesta es
sustraer el plano de fondo combinando la informacio´n de rango e intensidad que
permita determinar los objetos de la escena que no pertenecen al background.
El art´ıculo ha sido organizado del siguiente modo. En la seccio´n 2 se presenta
una breve revisio´n de los conceptos fundamentales utilizados para construir el
modelo. La seccio´n 3 presenta el me´todo propuesto. La seccio´n 4 expone resul-
tados experimentales. Finalmente, en la seccio´n 5 se presentan conclusiones.
2. Ma´quinas de soporte vectorial
Las ma´quinas de soporte vectorial tienen como fundamento la teor´ıa de apren-
dizaje estad´ıstico [14]. En esta seccio´n se presenta en forma breve el me´todo de
clasificacio´n y la notacio´n utilizada. Dados l patrones de entrenamiento para dos
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clases {(xi, yi), i = 1, ..., l}, donde xiRN es un patron, un vector de caracter´ısti-
cas de dimensio´n N e yi{1,−1} es la etiqueta de la clase a la que pertenece xi.
Decimos que x1, . . . ,xl ∈ X donde l ∈ N es el nu´mero de observaciones y X es un
subconjunto compacto de RN . Una SVM determina el hiperplano que maximiza
la separacio´n entre ambas clases y es matema´ticamente equivalente a maximizar
el margen dado por 2||w|| sujeto a yi(xi.w) + b) ≥ 1. El hiperplano (w.x) + b = 0
queda determinado por b y w. Se puede relajar la condicio´n de muestras de
entrenamiento separables incluyendo variables artificiales que permitan mejorar
tambie´n la generalizacio´n. Para obtener el hiperplano minimizamos
mı´n 12 ||w||2 + C
∑
i ξi
sujeto a yi[(w − xi) + b]) ≥ 1− ξi
(1)
donde C controla el compromiso entre complejidad del hiperplano y el error
sobre el conjunto de entrenamiento. Resolviendo el Lagrangiano en la forma
dual obtenemos la funcio´n de decisio´n como:
f(x) = sgn[
∑
i
αiyi(x.xi) + b]
donde αi son los multiplicadores de Lagrange. Si las clases no son linealmente
separables es posible extender el me´todo proyectando los patrones en un espacio
de mayor dimensio´n donde si sea posible clasificarlos linealmente, para luego
obtener la funcio´n de decisio´n no lineal en el espacio original. Pueden ser utili-
zados distintos tipos de kernels que corresponden a estimadores no lineales en
el espacio de entrada. En particular en este trabajo es utilizado un kernel de
base radial k(x, xi) = e
−γ‖x−xi‖2 , γ es el para´metro que determina el ancho del
kernel.
Han sido propuestos dos algoritmos basados en SVM para operar con una clase,
support vector data description [15] y one-class SVM (OCSVM) [16]. El algorit-
mo OCSVM estima una funcio´n de decisio´n f que es positiva para un subcon-
junto del espacio de caracter´ısticas y negativa para el complemento. El mapeo
de los datos al espacio de caracter´ısticas corresponde al kernel y separa los datos
del origen con ma´ximo margen. Sea Φ : X → F un mapeo de caracter´ısticas en
F de tal modo que el producto interno en la imagen de Φ puede ser calculado
evaluando un kernel simple.
k(x, z) = (Φ(x) · Φ(z))
Se puede reescribir como un problema de optimizacio´n.
mı´n
w∈F,ξ∈Rl,ρ∈R
1
2 ||w||2 + 1νl
∑
i ξi − ρ
sujeto a (w · Φ(xi)) ≥ ρ− ξi, ξi ≥ 0,
(2)
donde ν ∈ (0, 1] es un para´metro que controla el te´rmino de penalizacio´n y ξi son
variables de holgura. Resolviendo el problema de optimizacio´n (1) obtenemos w
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y ρ y la funcio´n de decisio´n es -1 para valores at´ıpicos en el conjunto de datos y
+1 para el resto de los patrones en el conjunto de datos.
f(x) = sgn(w · Φ(x))− ρ) (3)
Introduciendo multiplicadores de Lagrange αi, βi ≥ 0, obtenemos
L(w, ξ, ρ,α,β) = 12 ||w||2 + 1νl
∑
i ξi −
∑
i βiξi − ρ
−∑i αi(w · Φ(x)− ρ+ ξi)
Fijando las derivadas con respecto a las variables primarias w, ξ, ρ igual a cero
obtenemos
w =
∑
i αiΦ(xi),
αi =
1
νl − βi ≤ 1νl ,∑
i αi = 1.
La funcio´n de decisio´n puede ser escrita como
f(x) = sgn(
∑
i
αik(xi,x)− ρ)
Los multiplicadores αi se pueden resolver en el problema dual:
mı´n
α
1
2
∑
ij αiαjk(xi,xj)
sujeto a 0 ≤ αi ≤ 1νl ,
∑
i αi = 1.
El para´metro ρ puede ser obtenido notando que para cualquier αi y el corres-
pondiente patron xi se satisface que:
ρ = (w · Φ(xi)) =
∑
j
αik(xi,xj). (4)
3. Supresio´n de plano de fondo por medio de OCSVM
El me´todo propuesto consta de dos modos de operacio´n posible y dos etapas
cada uno. La primera etapa determina el modelo del fondo que en una segunda
etapa permite suprimir el plano de fondo e identificar los pixels del foreground.
El modelo de background se determina para cada pixel mediante el ca´lculo de
los para´metros necesarios para definir la ma´quina de soporte vectorial de una
clase como en la seccio´n 2 a partir de un arreglo de ima´genes de entrenamiento.
El segundo modo de operacio´n es una extensio´n del primer modo que explota
la capacidad de las ca´maras TOF de adquirir secuencias ra´pidas de datos. La
figura (2) muestra la estructura de datos adoptada para ambas modalidades.
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(a) Modo 1 (b) Modo 2
Figura 2. (a) Ima´genes de entrenamiento, (b) Voxel correspondiente en V volu´menes
El primer modo de operacio´n propuesto para la etapa de entrenamiento utiliza
dos arreglos de ima´genes, TOFr y TOFg. Cada uno consta de l ima´genes 2
1
2D y
2D representando el valor de rango y de intensidad respectivamente. Se calculan
los para´metros que definen el modelo aplicando el procedimiento descrito en la
seccio´n 2 considerando l vectores de entrenamiento, k = 1...l, para cada pixel
(i, j), siendo:
xki,j = [x1, x2]
T
el k-e´simo vector de entrenamiento para el pixel (i, j) donde:
x1 = TOF
k
r (i, j) y x2 = TOF
k
g (i, j)
En la segunda etapa para cada nueva imagen de tiempo de vuelo provista por
la ca´mara TOF se determina para cada pixel su pertenecia al fondo o al objeto
de intere´s mediante la siguiente ecuacio´n:
f(xi,j) = sgn(w · Φ(xi,j))− ρ) (5)
El segundo modo de operacio´n propuesto para la etapa de entrenamiento utiliza
dos arreglos de l volu´menes (v = 1...l) conformados por arreglos de ima´genes,
TOFr y TOFg. Cada uno consta de M ima´genes 2
1
2D y 2D representando el
valor de rango y de intensidad respectivamente. Se calculan los para´metros co-
rrespondiente para definir un clasificador OCSVM a partir de V vectores v = 1...l
para cada voxel (volumen element) (i, j, k), siendo:
xvi,j,k = [x1, x2]
T
el v-e´simo vector de entrenamiento para el voxel (i, j, k) donde:
x1 = TOF
v
r (i, j, k) y x2 = TOF
v
g (i, j, k)
En la segunda etapa para cada nueva imagen de tiempo de vuelo provista por la
ca´mara TOF se determina para cada voxel su pertenencia al fondo o al objeto
de intere´s mediante la siguiente ecuacio´n:
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f(xi,j,k) = sgn(w · Φ(xi,j,k))− ρ) (6)
La resolucio´n temporal tiene una cota ma´xima determinada por la ca´mara TOF
utilizada, pero las caracter´ısticas del problema particular a resolver, son las que
determinara´n el disen˜o adecuado y el compromiso entre velocidad, memoria dis-
ponible y complejidad.
4. Resultados Experimentales
La evaluacio´n del me´todo propuesto fue realizada utilizando secuencias de datos
de tiempo de vuelo de rango e intensidad. Se generaron ima´genes TOF artificiales
simples con diferentes niveles y tipo de ruido. Se utilizaron tambie´n ima´genes con
un objeto sintetizado y con un objeto de foreground real. La figura 3 muestra una
imagen sinte´tica y una imagen real de rango e intensidad. Las ima´genes sinte´ticas
utilizadas fueron de 10x10x3 voxels por volumen y 20 volu´menes. Todos los voxels
tienen sumado ruido gaussiano de media 16000 y desv´ıo esta´ndar 4000, figura
3(a). El valor de los voxels simulando foreground fue modificado entre 600 y 1500
con incrementos de 100 generando as´ı 10 ima´genes sinte´ticas denominadas TOF1
a TOF10 con ruido gaussiano. Otras 10 ima´genes artificiales fueron generadas
con ruido Rayleigh denominadas TOF11 a TOF20.
(a) Sinte´tica (b) Rango (c) Intensidad
Figura 3. Ima´genes de tiempo de vuelo
Las ima´genes reales fueron adquiridas con una ca´mara TOF MESA SwissRanger
SR4000 [17][18] que permite obtener ima´genes de rango e intensidad de 144x176
pixels, hasta 50fps y rango de trabajo de 0,8 a 8m. Se construyo una escena simple
y se adquirieron secuencias de ima´genes, conformando un arreglo de ima´genes
TOF para construir el modelo de background, como muestran las figuras 3(b) y
3(c). Sobre una de las ima´genes de fondo se sintetizo´ un objeto y la denominamos
imagen de evaluacio´n TOFS. Tambie´n se adquirieron ima´genes para la etapa de
evaluacio´n de un objeto real y denominamos al conjunto o a la imagen TOFR,
utiliza´ndose la notacio´n de la seccio´n 3, para diferenciar cada ima´gen o pixel en
el arreglo. En la figura 4 podemos observar en color, simplemente para facilitar
su identificacio´n en la imagen, los objetos pertenecientes al foreground en las
ima´genes de evaluacio´n. En las figuras 4(a) y 4(b) se muestran las ima´genes de
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los objetos sintetizados sobre la imagen artificial y sobre la real respectivamente.
La imagen de la figura 4(c) se obtiene mediante el desplazamiento de un objeto
del background y la captura de una nueva imagen TOF. En ima´genes TOF
reales no so´lo existe ruido en la adquisicio´n de las series temporales de cada
pixel [19][20] sino tambie´n errores en la frontera entre objetos, efecto conocido
como flying pixels [21][22].
(a) Artificial (b) Sintetizado (c) Real
Figura 4. Foreground superpuesto en ima´genes de rango
La tabla 1 presenta resultados comparativos expresados como la fraccio´n de
verdaderos positivos (TPF) y la fraccio´n de falsos negativos (FPF). Estos va-
lores corresponden al punto o´ptimo de operacio´n en una curva ROC (Receiving
Operating Characteristics). Se indican tambie´n otros datos de intere´s como la
distancia al punto o´ptimo de operacio´n y el a´rea bajo la curva. Denominamos
me´todos C1 y C2 al me´todo propuesto en [13] sin filtros morfolo´gicos y utilizan-
do procesamiento morfolo´gico respectivamente. La figura 5 presenta las curvas
ROC correspondientes a la evaluacio´n con TOF9, TOF12 y TOFS.
Imagen TOF Me´todo Area dpo TPFpo FPFpo
TOF9 Modo1ν=0,37 0.989 0.661 0.979 0.046
TOF12 Modo2ν=0,4 0.977 0.693 0.892 0.049
Modo1ν=0,38 0.986 0.645 0.955 0.043
TOFS C1 0.954 0.573 0.931 0.121
C2 0.975 0.618 0.935 0.060
Tabla 1. Me´tricas de rendimiento
La figura 6 muestra una imagen de rango con foreground real y el resultado de
aplicar el me´todo propuesto y suprimir el background en una imagen real.
1070
(a) TOF (b) TOFS
Figura 5. Curvas ROC
(a) Imagen de rango (b) Sustraccio´n
Figura 6. TOFR
5. Conclusiones
En este art´ıculo se ha presentado un me´todo que permite sustraer el plano de
fondo en secuencias de ima´genes de ca´maras de tiempo de vuelo. Los resultados
experimentales preliminares muestran que es viable, como resultado de combinar
la informacio´n de rango e intensidad en un clasificador para clases desbalancea-
das y basado en secuencias de pixels correspondientes. El me´todo preve´ una
tercera etapa, que utilice la propiedad de correlacio´n espacial de pixels o voxels
y combine la informacio´n de rango e intensidad para filtrar anisotro´picamente
o morfolo´gicamente las ima´genes y as´ı permitir reducir ruido y flying objects.
Una extensio´n futura de la evaluacio´n experimental tiene previsto comparar los
resultados obtenidos con me´todos basados en bloque y considerar la significancia
estad´ıstica de los resultados comparativos.
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