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Abstract
Numerical simulations play a crucial role in a wide range of geotechnical engineering
applications, thus, it is of great importance that the schemes used to produce numerical
results are reliable and robust. Additionally, efficient schemes are desirable due to
the often very large spatial and temporal scales involved and the uncertain nature of
the subsurface, which might require statistical analyses with a large number of model
runs to be performed. Appropriate schemes have to be chosen application-dependent
subject to the particular requirements. In this work, nonlinear finite-volume schemes
are extensively examined, both theoretically and numerically, and compared to well-
established linear schemes for several porous media test cases. Furthermore, an abstract
discretization framework for elliptic equations, including the proof of convergence for
nonlinear schemes, is presented.
Modeling In the first part of this thesis, the main concepts and equations for model-
ing flow in porous media are summarized, whereby the concept of the Representative
Elementary Volume is introduced and, using this concept, the basics of flow in porous
media is described, exploring the fundamental physical laws of Darcy, Fick, and Fourier.
These physical laws are then used to introduce the mass balance equations for one- and
two-phase flow, and the compressible non-isothermal two-phase two-component flow
equations.
Discretization schemes Important properties of discretization schemes, such as con-
sistency, coercivity, extremum principles, and sparsity are described in this work. Fur-
thermore, a rough overview of schemes that have previously been used by different au-
thors for modeling flow in porous media is provided, together with fundamental discrete
functional analysis. We introduce a generic finite-volume framework, which includes the
proof of convergence under some hypotheses. A family of discretization schemes, which
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contains a monotone nonlinear two-point flux approximation (NLTPFA) and a discrete
extremum-principles-preserving nonlinear multi-point flux approximation (NLMPFA),
is introduced and it is shown that the proof of convergence also holds for this family.
Schemes belonging to this family are constructed as a convex combination of consis-
tent linear face flux approximations. Furthermore, a novel approach to decompose the
conormal by using optimization strategies is presented. Additionally, it is demonstrated
that established linear schemes, such as the TPFA, MPFA-O, and MPFA-L, can also be
interpreted within this framework. An overview of mimetic finite-difference and hybrid
finite-volume schemes is also given, where it is shown that these schemes can either
be interpreted within a finite-volume framework or within a finite-element framework,
where the latter one corresponds to a mixed formulation.
Numerical analysis First, the different schemes are numerically analyzed for an el-
liptic model problem. Hereby, the convergence behavior of the Newton and the Picard
method is compared for a test problem taken from the FVCA5 benchmarks. The be-
havior of the harmonic averaging point interpolation for increasing anisotropy is also
studied. Accuracy is investigated for a mildly and highly anisotropic tensor, and it is
shown that all schemes, except for the TPFA, show a similar convergence behavior.
The consistency of the NLTPFA, NLMPFA, AvgMPFA, MFD, and HFV schemes, for
piecewise linear solutions, is further discussed for a non-matching grid. In addition, it
is highlighted, using two additional test cases, that linear schemes are in general neither
positivity preserving nor satisfy discrete minimum or maximum principles, in contrast
to nonlinear schemes.
Subsequently, the different schemes are compared for two-phase flow examples. Hereby,
various layers of the SPE10 benchmark are considered and different linear solvers and
preconditioners are applied to the different schemes. For these examples, where highly
nonlinear partial differential equations are solved, it is demonstrated that the additional
nonlinearity introduced by the nonlinear flux discretization has no influence on the
convergence behavior of these solvers. A further test case is used to demonstrate that
h-adaptivity can be applied for the nonlinear schemes.
Benchmarking In the last part of this thesis, different three-dimensional benchmark
problems are investigated. The first benchmark investigates the Northeast German
XX
Basin, whereby the stationary heat equation is solved. In this test case, it is demon-
strated that the considered nonlinear schemes produce similar solutions to those of other
well-established consistent schemes such as the MPFA-O, MFD, or HFV schemes. In
the second benchmark, a two-phase oil recovery scenario for the Norne formation is
investigated. In the last benchmark, we simulate a compressible non-isothermal two-
phase two-component CO2 injection scenario into the Johansen formation. All of these
benchmarks are performed on highly complex grids. Corner-point grids are used for the
Norne and Johansen benchmark, for which most of the existing discretization schemes
cannot be applied due to its high complexity.
XXI

Zusammenfassung
Zuverla¨ssige und robuste numerische Verfahren spielen fu¨r die Simulation diverser tech-
nischer Anwendungen eine entscheidende Rolle. Fu¨r solche Anwendungen ist es meist
notwendig großskalige Prozesse und Unsicherheiten zu beru¨cksichtigen. Solche Unsi-
cherheiten werden beispielsweise durch statistische Analysen bzw. Monte-Carlo Simu-
lationen untersucht, was wiederum die wiederholte Simulation mit variierenden Einga-
beparametern erfordert. Daher ist außerdem die Effizienz der verwendeten Verfahren
entscheidend und geeignete Verfahren sollten in Abha¨ngigkeit der zu untersuchenden
Anwendung gewa¨hlt werden. Dies bedeutet, dass es prinzipiell kein universelles Verfah-
ren gibt, welches fu¨r sa¨mtliche Anwendungen geeignet wa¨re. In dieser Arbeit werden
nichtlineare Finite-Volumen Verfahren im Detail, sowohl theoretisch als auch nume-
risch, untersucht. Außerdem werden diese Verfahren mit etablierten linearen Verfahren
fu¨r verschiedene poro¨se Medien-Testbeispiele verglichen. Zusa¨tzlich wird ein abstraktes
Framework pra¨sentiert, welches den Konvergenzbeweis von nichtlinearen Verfahren fu¨r
elliptische Gleichungen beinhaltet.
Modellierung Im ersten Teil dieser Arbeit werden die wesentlichen Konzepte und
Modellgleichungen zur Modellierung von Stro¨mungsprozessen in poro¨sen Medien zu-
sammengefasst. Diese Konzepte und Modellgleichungen basieren auf dem Prinzip des
Repra¨sentativen Elementarvolumens (REV) und den elementaren physikalischen Ge-
setzen von Darcy, Fick und Fourier. Diese Konzepte fu¨hren wiederum zu den Massen-
bilanzgleichungen, wie z.B. den Zweiphasen-Zweikomponenten Stro¨mungsgleichungen
oder der Energiebilanzgleichung.
Diskretisierungsverfahren Wichtige Eigenschaften von Diskretisierungsverfahren, wie
beispielsweise Konsistenz, Koerzivita¨t, Maximum-Minimum-Prinzip oder Effizienz, wer-
den in dieser Arbeit beschrieben. Außerdem gibt diese Arbeit einen groben U¨berblick
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u¨ber Verfahren, die bereits von einigen Autoren zur Simulation von Stro¨mungsprozessen
in poro¨sen Medien verwendet wurden. Zusa¨tzlich werden einige theoretische Resulta-
te der diskreten Funktionalanalysis aufgezeigt. Dabei wird außerdem ein abstraktes
Framework eingefu¨hrt, welches hinreichende Bedingungen fu¨r die Konvergenz diverser
Verfahren aufzeigt. Hierbei wird gezeigt, dass eine Vielzahl von bekannten Verfahren
in dieses Framework passt. Zudem wird ein monotones nichtlineares Zweipunkt-Fluss-
Verfahren und ein Maximum-Minimum-Prinzip erhaltendes nichtlineares Mehrpunkt-
Fluss-Verfahren pra¨sentiert. Die Konstruktion dieser Verfahren basiert auf der Konvex-
kombination konsistenter linearer Flussapproximationen mittels nichtlinearer Gewich-
tung. Aufgrund dieser Konstruktion kann ebenfalls die Konvergenz dieser Verfahren be-
wiesen werden. Des Weiteren wird ein neuartiger Ansatz, basierend auf Optimierungs-
strategien, zur Zerlegung der Konormalen pra¨sentiert. Schließlich wird ein U¨berblick
u¨ber hybride Finite-Volumen Verfahren, welche zusa¨tzliche Unbekannten an Element-
kanten einfu¨hren, gegeben und es wird gezeigt, dass diese Verfahren sowohl innerhalb
eines Finite-Volumen Kontextes als auch innerhalb eines Finite-Elemente Kontextes
dargestellt werden ko¨nnen.
Numerische Analysen Zuna¨chst werden die unterschiedlichen Verfahren fu¨r ein ellip-
tisches Modellproblem numerisch untersucht. Hierbei wird zuna¨chst das Konvergenz-
verhalten verglichen. Außerdem wird das Konvergenzverhalten bezu¨glich variierender
Regularita¨t der schwachen Lo¨sung sowie fu¨r ein schwach und stark anisotropes Test-
beispiel analysiert. Dabei wird aufgezeigt, dass die nichtlinearen Verfahren ein sehr
a¨hnliches Konvergenzverhalten wie andere lineare Verfahren aufzeigen. Zusa¨tzlich wird
die Konsistenz einiger Verfahren anhand eines nicht-konformen Gitters untersucht. Das
Minimum-Maximum-Prinzip wird schließlich anhand zweier weiterer Beispiele unter-
sucht und es wird aufgezeigt, dass im Allgemeinen lineare Verfahren, im Gegensatz zu
Nichtlinearen, weder positivita¨tserhaltend sind noch das Minimum-Maximum-Prinzip
erfu¨llen.
Anschließend werden die Verfahren fu¨r Zweiphasen Beispiele verglichen. Die Daten des
SPE10 Benchmark dienen als Basis um das Verhalten des Newton-Verfahrens sowie
unterschiedlicher linearer Lo¨ser mit entsprechender Vorkonditionierung zu testen. Fu¨r
diese stark nichtlinearen Zweiphasen Gleichungen wird aufgezeigt, dass die zusa¨tzliche
Nichtlinearita¨t der nichtlinearen Verfahren einen sehr geringen (wenn u¨berhaupt existie-
renden) Einfluss auf das Verhalten der Lo¨ser hat. Ein weiteres Beispiel dient schließlich
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dazu, die nichtlinearen Verfahren bezu¨glich Gitterverfeinerung zu untersuchen.
Benchmarking Im letzten Teil dieser Arbeit werden verschiedene dreidimensionale
Anwendungsbeispiele betrachtet. Das erste Beispiel untersucht hierbei das Nordost-
deutsche Becken, fu¨r das die stationa¨re Wa¨rmeleitungsgleichung gelo¨st wird. Dabei
wird verdeutlicht, dass die Ergebnisse der nichtlinearen Verfahren sehr gut mit den
Ergebnissen der konsistenten linearen Verfahren u¨bereinstimmen. Im zweiten Beispiel
wird ein Zweiphasenszenario fu¨r die Norne Formation simuliert. Im letzten Anwen-
dungsbeispiel werden die Zweiphasen-Zweikomponenten-Stro¨mungsgleichungen zusam-
men mit einer Energiebilanzgleichung verwendet um ein CO2-Injektionsszenario fu¨r die
Johansen Formation zu simulieren. Die hierbei verwendeten Gitterstrukturen sind ex-
trem komplex. Fu¨r die letzten beiden Beispiele werden sogenannte Corner-Point-Gitter
verwendet, welche eine große Herausforderung fu¨r eine Vielzahl von Diskretisierungs-
verfahren darstellen.
XXV

1 Introduction
1.1 Motivation
Numerical simulations play a crucial role in a wide range of geotechnical engineering
applications, thus, it is of great importance that the schemes used to produce numeri-
cal results are reliable and robust. Additionally, efficient schemes are desirable due to
the often very large spatial and temporal scales involved and the uncertain nature of
the subsurface, which might require statistical analyses with a large number of model
runs to be performed. Appropriate schemes have to be chosen application-dependent
subject to the particular requirements. Besides consistency, efficiency, reliability, and
robustness, local mass conservation is essential when performing subsurface flow simula-
tions. This is why the most commonly used schemes for subsurface flow simulations are:
cell-centered finite-volume methods, such as cell-centered Galerkin methods [Di Pietro,
2012] or multi-point flux approximation methods (MPFA) [Aavatsmark et al., 1996,
Aavatsmark, 2002, Aavatsmark et al., 2008, Edwards and Rogers, 1998, Age´las et al.,
2010a, Wolff et al., 2013a]; vertex-centered finite-volume methods, such as the Box
methods [Hackbusch, 1989] and the finite-volume-element (FVE) methods [Cai, 1990];
or hybrid, mixed, and mimetic schemes, such as the hybrid finite-volume schemes (HFV)
[Eymard et al., 2010, 2012b], the mixed finite-element (MFE) [Arnold and Brezzi, 1985,
Raviart and Thomas, 1977], or the mimetic finite-difference (MFD) methods [Brezzi
et al., 2005b,a].
For diffusion-type equations, these schemes converge at least with second order accu-
racy for the considered primary variable and with first order accuracy for the fluxes.
Moreover, they are exact for linear and piecewise linear solutions. The major drawback
of these schemes is that they are not unconditionally monotone, such that maximum
and minimum principles (which hold for the solutions of the continuous problem) are
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only fulfilled under some restrictions to the mesh and data. Non-monotone schemes
may produce unphysical solutions, which in turn influence their convergence behavior.
Considering highly nonlinear coupled equations, where secondary variables strongly
depend on primary variables, the unphysical behavior of the scheme could cause diver-
gence of nonlinear solvers. It is therefore not surprising that monotonicity has been
investigated in detail for the mentioned discretization schemes, see for example [Aa-
vatsmark, 2008, Hoteit et al., 2002, Lipnikov et al., 2011, Edwards and Zheng, 2011]. In
[Nordbotten et al., 2007], it is proven that no linear consistent unconditionally mono-
tone compact stencil control volume scheme exists. The term “linear” here refers to
the dependency of the inter-element transmissibilities on the primary variables. There-
fore, the construction of monotone discretization schemes that are not subject to mesh
restrictions is a challenging task. For isotropic and homogeneous media sophisticated
mesh generators can be used to meet such mesh restrictions. However, this is usually
not possible for anisotropic highly heterogeneous media.
A possible strategy to enforce maximum and minimum principles is to employ post-
processing methods. Such strategies are, for example, cutoff methods [Lu et al., 2013]
or remapping and repair methods [Garimella et al., 2007]. Of these methods, the sim-
plest strategy is to cutoff all values that are below or above the expected minimum
or maximum value. However, such techniques generally do not have a variational ba-
sis, meaning that properties, like consistency or flux continuity, of the original scheme
may be lost. Mudunuru and Nakshatrala [2017] call posterior cutoff methods a “vari-
ational crime”. Furthermore, for instationary problems, posterior corrections influence
the numerical solution within each time step such that reliability is lost. We refer to
[Mudunuru and Nakshatrala, 2017] for a summary of such post-processing strategies.
Another strategy is to construct schemes that are inherently monotone. This means
that the discretization scheme satisfies discrete minimum and maximum principles such
that unphysical solution behavior is prevented. Relaxation of the linearity requirement
allows for the construction of such schemes. For nonlinear schemes, monotonicity does
not preserve discrete extremum principles. This is mainly because, in general, su-
perposition is lost for nonlinear schemes. Within a finite-difference or finite-element
framework, flux limiters (also denoted as slope limiters) have mainly been used to
prevent oscillations of advective terms, see for example [Kuzmin and Turek, 2004,
Kuzmin, 2006]. In [Sharma and Hammett, 2007, Bertolazzi and Manzini, 2005] simi-
lar techniques have been used for diffusion-type problems. Another interesting idea to
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generate cell-centered schemes that satisfy extremum principles has been suggested in
[Cance`s et al., 2013], where any linear cell-centered discretization scheme is modified
by adding nonlinear correction terms. Thereby, these terms are chosen such that prop-
erties, e.g. the coercivity or the flux continuity, of the original scheme are preserved.
However, a convergence rate reduction appears when these corrections are applied, as
mentioned in [Droniou, 2014]. Another bottleneck is the fact that the stencils used for
these nonlinear corrections are larger than those of the uncorrected scheme.
The schemes that are presented in this thesis are based on the work of Le Potier [2005],
where a monotone nonlinear scheme has been developed for triangular grids. Based on
this idea, a monotone nonlinear two-point flux approximation (NLTPFA) scheme has
been developed and extended to polygonal meshes in [Yuan and Sheng, 2008, Lipnikov
et al., 2009b, Danilov and Vassilevski, 2009], by using the conormal decomposition. A
nonlinear multi-point flux approximation (NLMPFA) method that is not only posi-
tivity preserving but also satisfies discrete extremum principles has been proposed in
[Sheng and Yuan, 2011, Lipnikov et al., 2012]. In order to maintain an optimal conver-
gence order on unstructured grids and for heterogeneous data, these schemes require
interpolation strategies at faces or vertices. Recently, different interpolation strategies
have been suggested in [Age´las et al., 2009, Gao and Wu, 2011, Queiroz et al., 2014].
A summary and comparison of such strategies can be found in [Queiroz et al., 2014].
The difficulty here is the construction of positivity-preserving interpolations. Of special
interest is the so-called harmonic averaging interpolation [Age´las et al., 2009], which
satisfies the positivity-preservation property and can be applied to general polyhedral
grids without the necessity to construct interaction volumes. This strategy has recently
been used by different authors in combination with monotone schemes, see for example
[Gao and Wu, 2013, Kannan et al., 2016, Terekhov et al., 2017].
A novelty of this work is the development of a general framework, including the proof of
convergence, that covers these nonlinear finite-volume schemes. Previous frameworks,
for example those presented in [Age´las et al., 2010a,b], only considered linear schemes.
Another challenge that occurs in subsurface modeling is the fact that geological for-
mations introduce geometric constraints, which have to be considered in the meshing
process. In reservoir engineering corner-point grids are well established as they al-
low for the accurate description of faults, layers, or wells. The numerical techniques
therefore have to be capable of handling non-planar, non-matching, and degenerated
faces. These geometrical complexities are the reason why co
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linear two-point flux approximation (TPFA) finite-volume method to discretize partial
differential equations on such grids. However, it is well known that this method is only
consistent on K-orthogonal grids where the anisotropy is aligned with the grid. Consis-
tent schemes have rarely been applied to corner-point grids, especially not for modeling
complex physical processes. The basis of the previously mentioned nonlinear schemes is
the conormal decomposition, which creates a stencil for flux calculations. In literature,
the conormal decomposition is usually performed using a search algorithm [Danilov
and Vassilevski, 2009], where the conormal is decomposed into vectors such that the
conormal is in the positive span of these vectors. This requirement severely restricts
the applicability of such methods. For complex corner-point grids, this decomposition
algorithm has to be generalized. This generalization is a further contribution of this
work, where the conormal decomposition is formulated as an optimization problem,
allowing it to handle more complex grids. It is shown that this optimization strategy
easily deals with non-matching, non-convex, and different types of degenerate meshes.
Additionally, most of the existing literature about nonlinear finite-volume schemes fo-
cuses on linear elliptic equations. Only a few publications exist where multi-phase flow
in porous media is considered [Terekhov and Vassilevski, 2013, Nikitin et al., 2014].
However, they do not account for compositional and non-isothermal effects, both of
which are addressed in this work. Furthermore, the influence of the additional nonlin-
earities, introduced by the nonlinear flux approximations, on the convergence behavior
of linear and nonlinear solvers is studied. In addition, the NLTPFA and NLMPFA
schemes are compared with other well-established linear schemes for flow in porous
media, where we present a mimetic finite-difference scheme for two-phase flow within
a fully-implicit framework.
1.2 Structure of the thesis
This thesis is structured as follows: In Chapter 2 the main concepts and equations for
modeling flow in porous media are summarized. Here the Representative Elementary
Volume (REV) concept is introduced and, using this concept, the basics of flow in
porous media are described, exploring the fundamental physical laws of Darcy, Fick,
and Fourier. Chapter 3 summarizes and describes important properties of discretiza-
tion schemes, such as consistency, coercivity, monotonicity, or sparsity, and provides a
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rough overview of schemes that are used for porous media simulations. Furthermore,
fundamental discrete functional analysis, based on the work that has been published
in [Eymard et al., 2000, 2010, Age´las et al., 2010a], is given for cell-centered schemes.
Corner-point grids are then defined in the last section of Chapter 3. In Chapter 4,
a generic finite-volume framework is given, including the proof of convergence under
some hypotheses. A family of discretization schemes is introduced and it is shown
that the proof of convergence also holds for this family. The face flux approxima-
tions of schemes belonging to this family are constructed as a convex combination
of consistent linear sub-flux approximations. Additionally, two representatives of this
family, a monotone nonlinear two-point flux approximation (NLTPFA) and a discrete
extremum-principles-preserving nonlinear multi-point flux approximation (NLMPFA),
are derived. Furthermore, sufficient conditions are derived to guarantee consistency.
In the last section, it is shown that established linear schemes can also be interpreted
within this framework.
Chapter 5 provides an overview of mimetic finite-difference and hybrid finite-volume
schemes. In the first part of Chapter 6, we compare different finite-volume schemes
for an elliptic model problem regarding convergence, consistency, and efficiency. The
latter is measured via the sparsity of the resulting linear systems of equations and, in
the case of nonlinear schemes, by the number of nonlinear solver iterations. Consis-
tency is estimated based on discrete extremum principles and the linearity preservation
property. In the second part of Chapter 6, the different schemes are compared for two-
phase flow examples, where we investigate and compare the linear and nonlinear solver
behavior. In addition, it is shown that the extension to h-adaptivity for schemes using
the conormal decomposition is straightforward. Different three-dimensional benchmark
problems are considered in Chapter 7. In the first benchmark, the stationary heat equa-
tion is solved on the Northeast German Basin. The second benchmark investigates a
two-phase oil recovery scenario, using data from the Norne formation. In the last
benchmark, the non-isothermal two-phase two-component flow equations are used to
model a CO2 injection into the Johansen formation. Finally, in Chapter 8 the results
obtained in this thesis are summarized and an outlook is given.
All of the results shown in this work are calculated with our in-house simulator, DuMux
[Flemisch et al., 2011, Hommel et al., 2016], which uses the modules from the DUNE
project [Blatt et al., 2016] and the corner-point grid module (opm-grid) from the Open
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Porous Media (OPM) initiative1.
1http://opm-project.org/
2 Mathematical models for flow in
porous media
In this chapter, the main concepts and equations for modeling flow in porous media are
summarized. In Section 2.1, we define averaged quantities and introduce the concept
of Representative Elementary Volumes (REV). Based on these definitions, mass and
energy balance equations to describe flow processes in porous media are presented in
Section 2.2.
2.1 Modeling concepts for porous media
A porous medium is defined as a material consisting of a solid matrix and a void space.
This void space is often denoted as the pores, which differ in shape and size. Fluids can
flow through interconnected pores. Properties of the porous medium and the different
fluid phases are described in the following. Within this work, we assume a rigid solid
matrix and the absence of any chemical reactions leading to processes like sorption or
dissolution.
2.1.1 Fluid properties
In the following, important fluid properties are summarized.
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this purpose, we denote with VREV the volume of the REV, and with Vα the volume of
phase α within the REV. We indicate the solid phase with α = s, the wetting phase
with α = w, and the non-wetting phase with α = n. With this, we obtain
VREV = Vs + Vw + Vn, Vpores = Vw + Vn = VREV − Vs, (2.5)
where Vpores denotes the volume of the void space.
Intrinsic permeability The intrinsic permeability K [m2] is a measure for the resis-
tance that is imposed by the porous material on the fluid flow through the pores.
That means that fluids can easily flow through highly permeable materials (like sand),
whereas for less permeable materials (like clay) the higher resistance leads to an aggra-
vated fluid flow. The intrinsic permeability only depends on the solid material and is
independent of the fluid phases.
Porosity The porosity is defined as the ratio of pore volume to total volume of the
REV.
φ =
Vpores
VREV
. (2.6)
The porosity is constant under the above assumption of a rigid porous medium. How-
ever, when considering deformations or precipitation, the porosity changes over time.
Saturation The pore space is occupied by the fluid phases. The quantity that indi-
cates the phase state within the pore space is denoted as saturation. It is defined for
fluid phase α as
Sα =
Vα
Vpores
, (2.7)
and it holds that ∑
α
Sα = 1, 0 ≤ Sα ≤ 1. (2.8)
If Sα = 1, for some α, then the pore space is completely filled (fully saturated) with
phase α.
Within a porous medium, the sharp interfaces between the phases move over time such
that one phase is replaced by other phases. However, due to complex pore geometries
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and interface-driven capillarity effects, it might be the case that a phase cannot be
completely displaced, such that it is trapped within the pore body and surrounded by
the other phases. On the macroscale, this effect is considered by introducing residual
saturations Sα,r.
With this, we define the effective saturation as
Se =
Sw − Sw,r
1− Sw,r − Sn,r . (2.9)
Capillary pressure On the microscale, a pressure difference at the sharp fluid-fluid
interfaces is caused by surface tension, which can be calculated on the microscale ac-
cording to the Young-Laplace equation. On the REV scale, the capillary pressure is a
function of saturation and also accounts for the pressure difference of the wetting and
non-wetting phase:
pc(Sw) = pn − pw. (2.10)
The most widely-used capillary-pressure-saturation relations are those of Brooks and
Corey [1964]
pc(Sw) = peS
− 1
λBC
e , (2.11)
and van Genuchten [1980]
pc(Sw) =
1
αVG
(
S−1/mVGe − 1
)1−mVG
. (2.12)
The parameters pe, λBC, αVG,mVG are used to fit the curves to experimental data.
Relative permeability If several phases fill the pore space, then the mutual influence
on each other has to be taken into account. This is done by introducing the concept of
relative permeabilities. Again, the approach of Brooks and Corey
krw(Sw) = S
2
λBC
+3
e ,
krn(Sw) = (1− Se)2
(
1− S
2
λBC
+1
e
)
,
(2.13)
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and the one of van Genuchten
krw(Sw) =
√
Se
[
1− (1− S1/mVGe )mVG]2 ,
krn(Sw) =
3
√
1− Se
(
1− S1/mVGe
)2mVG
,
(2.14)
are commonly used, where the parameters are the same than for the pc − Sw-curves
(2.11)-(2.12).
2.2 Balance equations
Within this section, the balance equations for modeling flow in porous media are pre-
sented. First, we introduce some fundamental laws for modeling transport processes.
Darcy’s law To describe fluid flow on the macroscale, an average velocity v [m
s
] is
used, which can be computed with Darcy’s law (Darcy velocity)
v = − 1
µ
K(∇p− ̺g). (2.15)
This relation has been validated experimentally for single phase flow. Here, g =
(0, 0,−g)T is the gravity vector that points in depth-direction and g denotes the grav-
itational acceleration.
The extension of equation (2.15) to a multi-phase system is given for phase α, according
to [Bear, 1972, Helmig, 1997], as
vα = −krα
µα
K(∇pα − ̺αg). (2.16)
Fick’s law Mass transport due to molecular diffusion can be described by Fick’s law
Jκdiff,α = −̺mol,αDκα,pm∇xκα. (2.17)
It describes molecular motion caused by concentration differences. Here, Dκα,pm [
m2
s
] is
the effective diffusion coefficient.
2.2 Balance equations 13
Fourier’s law Energy transfer due to heat conduction can be described with Fourier’s
law
Jcond = −Λpm∇T, (2.18)
where Λpm [
W
K·m ] is the effective thermal conductivity of the porous medium, including
the properties of both the solid and the fluid phases, and T [K] is the temperature.
This law postulates that heat is transferred from regions of high to regions of low
temperature.
2.2.1 Mass balance equations
Within this section, we present the equations to model flow in porous media. In the
following, Ω denotes the domain of the porous medium with boundary ∂Ω.
One-phase flow (1p) One-phase flow can be described with the following partial
differential equation:
∂(φ̺)
∂t
+∇ · ̺v = f, in Ω. (2.19)
This is a classical conservation equation and it holds that mass changes are only due
to fluxes over the domain boundary ∂Ω or due to source or sink terms f .
Two-phase flow (2p) In an immiscible two-phase system, the mass conservation
equation is given for each phase α as
∂(φ̺αSα)
∂t
+∇ · ̺αvα = fα, in Ω. (2.20)
Two-phase two-component flow (2p2c) For miscible two-phase flow, we also have
to consider molecular diffusion by using Fick’s law (2.17). Phase transitions of each
component κ are modeled under the assumption of local chemical equilibrium. With
this, the mass balance equation for each component κ is given as
φ
∂(
∑
α ̺mol,αM
κxκαSα)
∂t
+
∑
α
∇·{̺mol,αMκxκαvα}+
∑
α
∇·{MκJκdiff,α} =
∑
α
fκα . (2.21)
For more details see [Helmig, 1997].
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2.2.2 Energy balance equations
The energy balance equation, under the assumption of local thermodynamic equilib-
rium, is given as (see [Helmig, 1997])
φ
∂ (
∑
α ραuαSα)
∂t
+ (1− φ) ∂ (ρscsT )
∂t
+
∑
α
∇ · {ραhαvα}+∇ · Jcond = fh, (2.22)
where uα [
J
kg
] is the specific internal energy and hα = uα+
pα
̺α
[ J
kg
] is the specific enthalpy
of fluid phase α; ̺s [
kg
m3
] and cs [
J
kg·K ] are the density of the solid matrix and the specific
heat capacity, respectively.
3 Abstract discretization framework
In this section, an abstract discretization framework for elliptic equations of type (3.1)
is introduced. We first define the term admissible discretization, which includes general
polyhedral meshes. In Section 3.2, important properties of discretization schemes are
listed, and a summary of schemes that are used to simulate flow in porous media is
given. In Section 3.3, basic discrete functional analysis is provided. In the last section,
a specific type of grid, referred to as corner-point grids, is defined.
Let Ω ⊂ Rd, d ∈ N∗, be an open bounded connected polygonal domain with boundary
∂Ω, and d-dimensional measure |Ω|. In the following, we consider the elliptic problem∇·(−Λ ∇u) = f in Ω,u = gD on ∂Ω. (3.1)
For the existence of a weak solution u (i.e. a solution of (3.2)) we need some regularity
assumptions on the data. Therefore, we assume that f ∈ L2(Ω), gD ∈ H 12 (∂Ω), and Λ
is a symmetric tensor-valued function such that (s.t.) the spectrum of Λ(x) is contained
in [α0, β0], with 0 < α0 < β0 < +∞, for almost every (a.e.) x ∈ Ω.
Remark 1. Within this chapter, Dirichlet boundary conditions are assumed for ease
of presentation. Other types of boundary conditions can be considered by choosing
appropriate Sobolev spaces.
The weak formulation of problem (3.1) is derived by multiplying the first equation with
a test function and using Green’s first identity, which yield∫
Ω
Λ∇u · ∇v dx =
∫
Ω
fv dx, ∀ v ∈ H10 (Ω), (3.2)
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where we can identify the bilinear form
a(u, v)
def
=
∫
Ω
Λ∇u · ∇v dx. (3.3)
Remark 2. Based on the assumption of the bounded spectrum of Λ, the coercivity and
continuity of the bilinear form (3.3) follows by the following estimates
γ1‖u‖2H1(Ω) ≤ a(u, u), a(u, v) ≤ γ2‖u‖H1(Ω)‖v‖H1(Ω), (3.4)
with γ1, γ2 > 0, which are independent of u, v. With these estimates, the existence and
uniqueness of a weak solution u ∈ H1(Ω) of problem (3.1) follows, [Evans, 1998].
Classical finite-element schemes discretize the infinite-dimensional function spaceH1(Ω)
without changing the bilinear form a(u, v). Therefore, the coercivity property is natu-
rally maintained, which simplifies the mathematical analysis. Finite-volume schemes,
on the contrary, also introduce discrete forms and discrete H1-norms.
A brief overview of well-established discretization schemes is given in Section 3.2. In
Section 3.3, some basic discrete functional analysis is provided, which is needed to prove
the convergence of the finite-volume schemes that are introduced in Chapter 4. In the
next section, the definition of an admissible discretization is given.
3.1 Admissible discretization
Within this section, the definition of a spatial discretization (mesh), including general
polygonal meshes (see Figure 3.1), is given. The used notations are similar to those
that have been used in [Age´las et al., 2010a,b, Schneider et al., 2017a].
Definition 1 (Admissible discretization). An admissible discretization D is a triplet
D = (T , E ,P), where
(i) T (the cells or control volumes) is a finite family of non-empty connected open
disjoint subsets of Ω s.t. Ω = ∪K∈TK. For all cells K ∈ T , |K| > 0 denotes its
d-dimensional measure (the volume) and ∂K
def
= K \K its boundary. The size of
the discretization is defined as hD
def
= supK∈T diam(K); The number of cells, i.e.
the cardinality of the set T , is indicated by nT .
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(ii) E (the faces) is a finite family of subsets of Ω s.t., for all σ ∈ E, σ is a non-empty
closed subset of a hyperplane of Rd with (d− 1)-dimensional measure |σ| > 0 (the
area), and the intersection of two different faces has zero (d − 1)-dimensional
measure. For all K ∈ T , we assume that there exists a subset EK of E s.t.
∂K = ∪σ∈EKσ. For any σ ∈ E , either Tσ def= {K ∈ T | σ ∈ EK} has exactly one
element (boundary face σ ⊂ ∂Ω) or Tσ has exactly two elements (inner face); the
sets of inner and boundary faces are denoted by Eint and Eext, respectively; The
number of faces, i.e. the cardinality of the set E , is indicated by nE and correspond-
ingly the number of boundary and interior faces as nEext and nEint, respectively.
(iii) P = {xK}K∈T (the cell centers, not required to be the barycenters) is a family
of points of Ω s.t. xK ∈ K and K is star-shaped with respect to xK. For all
K ∈ T and for all σ ∈ EK, dK,σ denotes the Euclidean distance between xK and
the hyperplane supporting σ.
(iv) There exist 0 < ζ1, ζ2, ζ3, ζ4, ζ5 < +∞ s.t.
|EK | ≤ ζ1, min
K∈T , σ∈EK
|σ|
diam(K)d−1
≥ ζ2, (3.5)
min
K∈T , σ∈EK
dK,σ
diam(K)
≥ ζ3, min
σ∈Eint, Tσ={K,L}
min(dK,σ, dL,σ)
max(dK,σ, dL,σ)
≥ ζ4, min
K∈T
diam(K)
hD
≥ ζ5.
(3.6)
The face evaluation points (interpolation points) are denoted as xσ, σ ∈ E (not required
to be the barycenters).
Definition 2 (Admissible family of discretizations). An admissible family of discretiza-
tions {Dn}n∈N is defined such that for each n, Dn is admissible in the sense of Definition
1, and the parameters ζ1, ζ2, ζ3, ζ4, ζ5 can be chosen independent of n.
Figure 3.1 presents an example of a two-dimensional admissible mesh. With items (ii)
and (iii), and since
|σ|dK,σ
d
is the measure of the convex hull △K,σ of xK and σ, it is
inferred that ∑
σ∈EK
|σ|dK,σ = d|K|, ∀K ∈ T . (3.7)
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problem: Find u ∈ U , such that
a(u, v) = l(v), ∀ v ∈ U, (3.8)
with some Hilbert space U , see equation (3.2), where l ∈ L(L2(Ω);R) (usually given
by l(v)
def
= 〈f, v〉L2(Ω)); or the mixed weak formulation of the problem
v = −Λ ∇u,
∇·v = f in Ω,
u = gD on ∂Ω,
(3.9)
which reads: Find (u,v) ∈ U × V , such that
a(v,Φ)+b(Φ, u) = −c(Φ), ∀Φ ∈ V, (3.10a)
b(v, w) = −l(w), ∀w ∈ U, (3.10b)
with some appropriate spaces U, V , forms a, b (different from (3.8)) and some linear
functional c that includes the Dirichlet values gD (e.g. c ∈ L(Hdiv(Ω);R) and c(Φ) def=
〈gD,Φ · n〉L2(∂Ω)).
The discretized problems are obtained by replacing the spaces U, V and the forms
a, b, c, l by discrete ones. Thus, the discrete problem of (3.8) reads: Find uh ∈ Uh, such
that
ah(uh, vh) = lh(vh), ∀ vh ∈ Uh. (3.11)
The discrete problem of (3.10) reads: Find (uh,vh) ∈ Uh × Vh, such that
ah(vh,Φh)+bh(Φh, uh) = −ch(Φh), ∀Φh ∈ Vh, (3.12a)
bh(vh, wh) = −lh(wh), ∀wh ∈ Uh. (3.12b)
In the following, we discuss important properties of discretization schemes and give an
overview of schemes that are used for simulating flow in porous media.
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3.2.1 Properties of discretization schemes∗
Besides simplicity, parallelizability, computational efficiency, flexibility and code inte-
grability, mathematical and physical properties of discretization schemes, e.g. con-
sistency, coercivity or monotonicity, can be defined. To our knowledge, there is no
scheme that satisfies all these properties. Therefore, appropriate schemes have to be
chosen application dependent. In the following, we briefly describe such fundamental
properties.
Consistency There is no unique discretization-independent definition of consistency.
For example finite-volume schemes are, in general, not consistent in the finite-difference
context [Eymard et al., 2000]. In general, a scheme is consistent if the truncation
error between discrete and continuous operators goes to zero for hD → 0. In the
context of finite-volume schemes we say that a scheme is consistent if the numerical
flux approximates the exact flux for regular functions, meaning that
FK,σ(ϕ) = FK,σ(ϕ) +O(|σ|diam(K)), ∀ϕ ∈ D, (3.13)
where D ⊂ C0(Ω) is a test function space, and FK,σ, FK,σ are the discrete and exact
flux functions, respectively. For finite-element methods, consistency is related to the
Galerkin orthogonality, which means that
ah(uh − u, vh) = 0, ∀ vh ∈ Uh, (3.14)
where uh is the solution of the discrete problem (3.11), and ah, Uh are the discrete form
and an appropriate discrete solution space.
Coercivity A scheme is called coercive if the form ah of the discrete problem (3.11)
satisfies the following estimate:
ah(uh, uh) ≥ γ1‖uh‖2Uh , ∀ uh ∈ U˜h, (3.15)
for some specific U˜h ⊆ Uh (e.g. U˜h is the subset with homogeneous zero Dirichlet
boundary conditions) and some appropriate discrete norm ‖·‖Uh ; or for problem (3.12),
∗This section is based on the work we have published in [Schneider et al., 2018b].
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if
ah(vh,vh) ≥ γ1‖vh‖2Vh , ∀vh ∈ V˜h, (3.16)
for some specific V˜h ⊆ Vh and some appropriate discrete norm ‖ · ‖Vh . The parameter
γ1 > 0 only depends on α0, β0 and the mesh regularity parameters (3.5)-(3.6). Please
note that this is a general definition of coercivity. Dependent on the discretization
schemes, appropriate sub-spaces U˜h, V˜h have to be chosen.
Minimum and Maximum Principles It is desirable that the discrete solution satisfies
properties of the exact solution. An important property from a physical point of view
is the minimum and maximum principle. Schemes that satisfy such principles prevent
oscillations of the discrete solutions, such that the discrete solution remains within
physical bounds. First, we summarize the weak and the strong minimum and maximum
principle for the continuous problem (3.1). These principles and the corresponding
proofs can be found in [Evans, 1998].
Theorem 1 (Weak Minimum and Maximum Principle). For u ∈ C2(Ω) ∩ C(Ω) the
following holds:
(i) If u satisfies
−∇·(Λ ∇u) ≤ 0 in Ω,
for sufficiently smooth Λ, then u reaches its maximum on the boundary, i.e.
max
Ω
u = max
∂Ω
u.
(ii) If u satisfies
−∇·(Λ ∇u) ≥ 0 in Ω,
for sufficiently smooth Λ, then u reaches its minimum on the boundary, i.e.
min
Ω
u = min
∂Ω
u.
As a consequence of Theorem 1 it is deduced that if −∇·(Λ ∇u) = 0 then u reaches
both its maximum and minimum on the boundary.
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Theorem 2 (Strong Minimum and Maximum Principle). For u ∈ C2(Ω) ∩ C(Ω) the
following holds:
(i) If u satisfies
−∇·(Λ ∇u) ≤ 0 in Ω,
for sufficiently smooth Λ, and u attains its maximum at an interior point, then
u is constant within Ω.
(ii) If u satisfies
−∇·(Λ ∇u) ≥ 0 in Ω,
for sufficiently smooth Λ, and u attains its minimum at an interior point, then u
is constant within Ω.
For the definition of discrete minimum and maximum principles, we mainly follow the
ideas presented in [Kuzmin, 2010a]. In general, the discrete problem (3.11) can also be
written in matrix form as [
AΩΩ AΩΓ
0 I
]
︸ ︷︷ ︸
def
= A
[
uΩ
uΓ
]
=
[
fΩ
gΓ
]
, (3.17)
where the vector fΩ contains the integrated values of f for each cell, and gΓ the boundary
data. This system of equations can be reduced to
AΩΩuΩ = fΩ − AΩΓgΓ, (3.18)
where AΩΩ ∈ RnT ×nT , AΩΓ ∈ RnT ×nEext , and I ∈ RnEext×nEext is the identity matrix.
However, equation (3.17) is beneficial for analyzing discrete minimum and maximum
principles.
Definition 3 (Matrix properties). A regular matrix A = {aij} is called
(i) monotone, if its inverse has no negative entries, i.e. A−1 ≥ 0,
(ii) M-matrix, if A is monotone and aij ≤ 0 ∀ i 6= j.
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A consequence of Theorem 1 is that if u is a solution of (3.1), with g ≥ 0 and f ≥ 0,
then u ≥ 0 within Ω. A discrete formulation of this statement is given in the next
theorem.
Theorem 3 (Monotone scheme). A discretization scheme is denoted as monotone if
AΩΩ is monotone and AΩΓ ≤ 0. For monotone schemes it holds that
fΩ,gΓ ≥ 0 ⇒ uΩ ≥ 0. (3.19)
Proof. This theorem directly follows from the assumptions and equation (3.18), since
uΩ = A
−1
ΩΩ (fΩ − AΩΓgΓ) ≥ 0.
Monotone schemes are often also called positivity preserving due to equation (3.19).
However, this definition of monotonicity does not imply that the scheme also satisfies
the maximum and minimum principles. For this, an additional requirement must be
fulfilled. This is given in the next theorem, where a global discrete minimum and
maximum principle is formulated. In the following, we denote with eΩ ∈ RnT and
eΓ ∈ RnEext the vectors with entries equal to one. Furthermore, the entries of the
matrix A (3.17) are denoted as aij, ∀ 1 ≤ i, j ≤ nT + nEext .
Theorem 4 (Global discrete Minimum and Maximum Principle). A discretization
scheme satisfies the global discrete minimum and maximum principle if AΩΩ is mono-
tone, AΩΓ ≤ 0, and the following zero row-sum property holds
nT +nEext∑
j=1
aij = 0, ∀ i ∈ {1, . . . , nT }. (3.20)
Then it follows that
fΩ ≤ 0 ⇒ max
i=1,...,nT +nEext
ui = max
i=1,...,nEext
gΓ,i, (3.21)
fΩ ≥ 0 ⇒ min
i=1,...,nT +nEext
ui = min
i=1,...,nEext
gΓ,i, (3.22)
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with ui = uΩ,i, ∀ i ≤ nT ; ui = uΓ,i, ∀nT < i ≤ nT + nEext .
Proof. We obtain, using the assumption (3.20), that
fΩ = AΩΩuΩ + AΩΓuΓ = AΩΩuΩ + AΩΓgΓ − κ(AΩΩeΩ + AΩΓeΓ),
for any κ ∈ R. From the above equation, it follows that
uΩ − κeΩ = A−1ΩΩ (fΩ − AΩΓ(gΓ − κeΓ)) .
The statement follows by setting κ = maxi gΓ,i if fΩ ≤ 0, and κ = mini gΓ,i if fΩ ≥ 0.
If fΩ = 0, meaning that there are no source or sink terms, then it follows from Theorem
4 that both the maximum and minimum is reached at the boundary.
The next theorem provides a local discrete minimum and maximum principle.
Theorem 5 (Local discrete Minimum and Maximum Principle). Assuming that AΩΓ ≤
0, that the zero row-sum property (3.20) holds, and that the matrix AΩΩ satisfies
aii > 0, aij ≤ 0, (3.23)
then the local discrete minimum and maximum principle is fulfilled, which means that
fΩ,i ≤ 0 ⇒ uΩ,i ≤ max
j∈{k|aik 6=0}
uj (3.24)
fΩ,i ≥ 0 ⇒ uΩ,i ≥ min
j∈{k|aik 6=0}
uj, (3.25)
with ui = uΩ,i, ∀ i ≤ nT ; ui = uΓ,i, ∀nT < i ≤ nT + nEext.
Proof. Splitting the matrix AΩΩ in its diagonal and off-diagonal part results in
fΩ − AΩΓuΓ = AΩΩuΩ = diag(AΩΩ)uΩ + (AΩΩ − diag(AΩΩ))︸ ︷︷ ︸
def
= A˜ΩΩ
uΩ,
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whereby A˜ΩΩ ≤ 0. With this, it follows that
uΩ = (diag(AΩΩ))
−1
(
fΩ − AΩΓuΓ − A˜ΩΩuΩ
)
.
With the assumption of zero row-sum (3.20), together with (3.23), and the fact that
A˜ΩΩ ≤ 0, AΩΓ ≤ 0, it follows that
diag(AΩΩ)
−1 fΩ +m1 ≤ uΩ ≤ diag(AΩΩ)−1 fΩ +m2,
with m1,i = minj∈{k|aik 6=0} uj, m2,i = maxj∈{k|aik 6=0} uj. For each i with fΩ,i ≤ 0, we
obtain that
uΩ,i ≤m2,i,
and analogously, for each i with fΩ,i ≥ 0
uΩ,i ≥m1,i.
With the above results it can be examined if a discretization scheme satisfies mono-
tonicity or extremum principles.
Locally mass conservative A scheme is locally mass conservative if, for all σ ∈ Eint
with Tσ = {K,L}, the numerical flux functions FK,σ satisfy
FK,σ(u) + FL,σ(u) = 0, ∀ u ∈ Uh. (3.26)
Local mass conservation guarantees that changes in the total mass are only caused by
source or sink terms or inflow and outflow through the domain boundary.
Sparsity For solving large-scale systems, it is indispensable that the discrete systems
of equations (3.17) are sparse, which means that the number of entries (noe) in the
matrix AΩ is significantly smaller than n
2
T . The stencil denotes the noe in each row.
Therefore, schemes resulting in small stencils are beneficial for large-scale problems.
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3.2.2 Overview of schemes
Darcy’s, Fick’s and Fourier’s law all represent the same type of continuous operator,
namely −Λ∇u, where Λ corresponds to permeability, diffusivity, or conductivity, and
u to pressure, mole fraction, or temperature. Whereby, Λ possibly depends on the
primary variable u. Such dependencies are further discussed in Chapter 7. For ease of
presentation, it is assumed within this section that Λ is independent of u. Therefore,
to solve porous media flow equations, as described in Section 2.2, it is necessary to find
suitable discretization schemes for diffusion problems of type (3.1).
Most of the existing schemes that discretize problem (3.1) can be written as (3.11)
or in mixed form as (3.12). Especially the construction of consistent schemes that are
monotone or satisfy discrete extremum principles is a challenging task. Consistent linear
discretization schemes satisfy such principles only under restrictions of the underlying
mesh and the tensor Λ. In the following, we briefly summarize discretization schemes
that are used to simulate flow in porous media. For a more detailed summary we refer
to [Flemisch, 2013, Droniou, 2014, Di Pietro and Vohral´ık, 2014].
Monotone correction schemes Recently, an interesting idea to generate cell-centered
schemes that satisfy extremum principles has been suggested in [Cance`s et al., 2013],
where any linear cell-centered discretization scheme defined through problem (3.11) is
corrected as follows:
ah(uh, vh) + rh(uh, vh) = lh(vh), ∀ vh ∈ Uh, (3.27)
where the correction term rh is nonlinear in its first and linear in its second argument.
Thus, the resulting scheme becomes nonlinear. The correction term is chosen such that
properties, e.g. coercivity or flux continuity, of the original scheme are preserved. A
drawback of these corrections, at least when using the corrections proposed in [Cance`s
et al., 2013] together with Newton’s method for solving problem (3.27), is the fact that,
in general, the Jacobian matrix that corresponds to the correction term rh is denser
than the one of the original scheme which is defined by the bilinear form ah.
Two-point flux approximation The linear two-point flux approximation (TPFA)
scheme is widely used in industrial reservoir simulation software. This scheme is locally
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mass conservative, coercive, satisfies discrete extremum principles, and the element
stencils are small (i.e. |EK |+1), and thus provides sparse matrices. However, it is only
consistent on K-orthogonal grids (see Section 4.4.1), which constitutes a significant re-
striction. It has been shown by various authors that the TPFA solutions are not reliable
on non-K-orthogonal grids [Aavatsmark, 2002, Eigestad and Klausen, 2005]. Further
details are presented in Section 4.4.1.
Multi-point flux approximation Multi-point flux approximation (MPFA) schemes are
the most commonly used schemes for simulating flow in porous media. The basic idea
of MPFA schemes is the construction of consistent discrete gradients on sub-control
volumes. These discrete gradients are defined by cell unknowns and additional face
unknowns (or vertex unknowns), which are eliminated by enforcing flux continuity on
sub-control volume faces within interaction regions (defined by some dual grid). Thus,
these face unknowns are calculated by solving local systems of equations on each in-
teraction region. First ideas of MPFA schemes have been introduced in [Aavatsmark
et al., 1994, 1996, Avaatsmark et al., 1996, Edwards and Rogers, 1994, 1998]. Based on
these ideas, various linear MPFA schemes have been introduced, such as the MPFA-O
method [Aavatsmark et al., 1996, Aavatsmark and Eigestad, 2006, Age´las and Mas-
son, 2008]; the MPFA-U method [Aavatsmark et al., 1996, 1998]; the MPFA-L method
[Aavatsmark et al., 2008] and its generalization, the MPFA-G method [Age´las et al.,
2010a]; the MPFA-Z scheme [Nordbotten and Eigestad, 2005]; the MPFA-D method
[Gao and Wu, 2011]; enriched MPFA methods [Chen et al., 2008]; or full pressure sup-
port methods (MPFA-FPS) [Edwards and Zheng, 2008, Friis and Edwards, 2011]. Most
of the existing MPFA schemes coincide with the TPFA scheme on K-orthogonal grids.
Furthermore, they are constructed to be consistent. However, MPFA schemes are, in
general, not unconditionally coercive and monotone. Some coercivity and monotonicity
analysis can be found in [Nordbotten et al., 2007, Aavatsmark, 2008, Keilegavlen and
Aavatsmark, 2011, Edwards and Zheng, 2011, Age´las et al., 2010b]. Furthermore, it
has been shown that MPFA schemes are closely related to lowest-order mixed finite-
element methods [Wheeler and Yotov, 2006, Klausen and Winther, 2006, Vohral´ık and
Wohlmuth, 2013] and mimetic finite-difference schemes [Lipnikov et al., 2009a, Klausen
and Stephansen, 2012]. Further details and a family of MPFA schemes, including mono-
tone and extremum-principles-preserving nonlinear schemes, are presented in Chapter
4.
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Vertex-centered finite-volume methods The main idea of vertex-centered finite-
volume schemes is the construction of a dual mesh, consisting of control volumes around
each grid vertex, and to integrate equation (3.1) over these control volumes. Well-
established vertex-centered finite-volume schemes are the Box methods [Hackbusch,
1989], which are also denoted as finite-volume-element (FVE) methods [Cai, 1990].
These schemes can be interpreted as Petrov-Galerkin schemes, where the ansatz func-
tions on each element of the primal mesh coincide with those of standard Galerkin
schemes, whereas the test functions are piecewise constant on the control volumes
of the dual mesh. Therefore, these schemes lose the coercivity property of standard
Galerkin schemes, such that coercivity is only fulfilled under some mesh restrictions,
see [Hong and Wu, 2017] and the references therein. Box methods have been used to
solve complex flow processes in porous media, see for example [Helmig, 1997, Huber
and Helmig, 2000, Class et al., 2002, 2009, Flemisch et al., 2011, Mosthaf et al., 2011].
Discrete duality finite-volume methods Discrete duality finite-volume (DDFV) meth-
ods [Hermeline, 2000, 2003, Boyer and Hubert, 2008] introduce, besides cell unknowns,
additional vertex unknowns, such that discrete gradients can be constructed on the
diamonds ∆σ
def
= ∆K,σ ∪ ∆L,σ, Tσ = {K,L} (see Figure 3.1). Thus, additional equa-
tions for these vertex unknowns are required. These additional equations are given by
integrating equation (3.1) not only over the primal cells but also over the dual cells.
Hence, we end up in discrete problems of type (3.11) for both the primal and dual grid.
The dual grid, in general, coincides with the interaction regions of MPFA schemes.
The name of these schemes comes from the fact that a discrete Green formula holds
[Delcourte et al., 2007]. DDFV schemes are closely related to mimetic finite-difference
schemes [Coudiere and Manzini, 2010] and its coercivity can be shown [Andreianov
et al., 2007, Droniou, 2014]. Monotonicity analysis of DDFV schemes still has to be
done, as mentioned in [Droniou, 2014]. Recently, a nonlinear monotone DDFV scheme
has been developed in [Camier and Hermeline, 2016].
Discontinuous Galerkin methods Discontinuous Galerkin (DG) methods can be
written as (3.11), where the discrete solution space Uh is chosen as the space of element-
wise polynomials of order k:
Uh = {u ∈ L2(Ω) | u|K ∈ Pkd(K), ∀K ∈ T }. (3.28)
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DG schemes differ in the choice of stabilization terms which penalize solution jumps.
Dependent on this choice, the resulting DG scheme is either symmetric or non-symmetric,
and additionally coercive, see [Cockburn et al., 2000, Arnold et al., 2002, Sun and
Wheeler, 2005, Riviere, 2008] for further details. The symmetric interior penalty
Galerkin (SIPG) method [Wheeler, 1978, Epshteyn and Rivie`re, 2007], and its weighted
modification SWIPG [Ern et al., 2008], have been used to model two-phase flow in
porous media [Ern et al., 2010, Bastian, 2014]. For the SIPG scheme, the discrete
bilinear form is given as
ah(uh, vh)
def
=
∑
K∈T
〈Λ∇uh,∇vh〉[L2(K)]d −
∑
σ∈E
〈{Λ∇uh · n}, [vh]〉L2(σ)︸ ︷︷ ︸
consistency
−
∑
σ∈E
〈{Λ∇vh · n}, [uh]〉L2(σ)︸ ︷︷ ︸
symmetry
+
∑
σ∈E
ησ
|σ|β 〈[uh], [vh]〉L2(σ)︸ ︷︷ ︸
coercivity
,
(3.29)
where [·] and {·} denote the jump and average operator, respectively. For this scheme,
the coercivity follows due to the additional penalty term, for an appropriate choice of
ησ, β. In order to improve discrete extremum principles (prevent oscillations), different
kind of limiters have been proposed for DG schemes, see for example [Cockburn and
Shu, 1998, Kuzmin, 2010b].
Mixed finite-element methods Mixed finite-element (MFE) methods [Arnold, 1990,
Brezzi and Fortin, 2012] can be formulated as (3.12), whereby the discrete forms
ah, bh, ch, lh coincide with the continuous ones a, b, c, l. Thus, the continuous problem
(3.10) is discretized by replacing the infinite-dimensional spaces V, U by some discrete
spaces Vh, Uh. These spaces are chosen such that they form an inf-sup stable paring
[Brezzi and Fortin, 2012]. The most popular choice (at least when solving porous media
applications) is Uh as the space of element-wise constants and Vh as the lowest-order
Raviart-Thomas space (RT0) [Raviart and Thomas, 1977]. Some kind of coercivity
and inf-sup conditions are required for the convergence and stability of MFE schemes.
These are the so-called Ladyazhenskaya–Babusˇka–Brezzi (LBB) conditions [Brezzi and
Fortin, 2012]:
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(LBB1) There exists γ1 > 0 such that
a(vh,vh) ≥ γ1‖vh‖2V , ∀vh ∈ {Φh ∈ Vh | b(Φh, wh) = 0, ∀wh ∈ Uh}. (3.30)
(LBB2) There exists β > 0 such that
inf
wh∈Uh\{0}
sup
Φh∈Vh\{0}
b(Φh, wh)
‖Φh‖V ‖wh‖U ≥ β. (3.31)
Please note that the first condition automatically holds if the bilinear form a is coercive
on the whole space Vh. Furthermore, MFE methods are conditionally monotone, some
results can be found in [Eymard et al., 2006, Vohral´ık and Wohlmuth, 2013]. MFE
schemes have mainly been used in combination with a sequential solution strategy
(IMPES) to solve flow in porous media, see for example [Huber and Helmig, 1999].
Such a sequential solution strategy has the advantage that the MFE method is used
to discretize an elliptic pressure equation of type (3.9) and hybridization together with
static condensation can be applied [Brezzi and Fortin, 2012].
Mimetic finite-difference schemes Mimetic finite-difference (MFD) [Brezzi et al.,
2005b] schemes belong to the family of hybrid, mixed, and mimetic (HMM) methods.
In [Droniou et al., 2010] it has been shown that hybrid finite-volume (HFV) schemes
[Eymard et al., 2010], mixed finite-volume methods [Droniou and Eymard, 2006], and
mimetic finite-difference schemes are equivalent, meaning that each of these schemes
can be represented within a hybrid, mixed, or mimetic framework. MFD schemes can
be formulated as (3.12), whereby the discrete forms ah, bh are defined by introducing
discrete operators (e.g. discrete gradient and divergence operators) [Lipnikov et al.,
2014]. A typical choice of the discrete solution space is Uh as the space of element-
wise constants and Vh as the space of constants on each face σ, representing the face
velocities in normal direction [Brezzi et al., 2005b]. MFD schemes are closely related to
MFE schemes [Lipnikov et al., 2014], but, in contrast to MFE schemes, the extension
of MFD schemes to general polyhedral grids is straightforward [Brezzi et al., 2005b].
MFD schemes are constructed such that the discrete form ah is coercive. Conditions
that guarantee the monotoicity of such schemes can be found in [Lipnikov et al., 2011].
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MFD schemes have been used in combination with an IMPES formulation to solve two-
phase flow in porous media, see for example [Aarnes et al., 2008, Lipnikov et al., 2008].
However, at least to our knowledge, mimetic schemes have not been studied for complex
two-phase flow examples within a fully-coupled framework, which is done in this work.
A hybrid finite-volume scheme has been used for two-phase flow combined with a fully-
implicit strategy in [Brenner, 2012], whereby simple two-phase flow examples have been
considered. MFD schemes are further discussed in Chapter 5.
Gradient discretization framework Recently, a generic gradient discretization (GD)
framework has been introduced, see [Droniou et al., 2013, 2016b]. The main idea of
gradient schemes is the construction of a consistent discrete gradient operator ∇ˆD.
With this discrete gradient operator, the form ah is defined as
ah(uh, vh) =
∫
Ω
Λ∇ˆDuh · ∇ˆDvh dx. (3.32)
Thus, ah represents an approximation of the bilinear form defined through the vari-
ational formulation (3.2). Within the GD framework, properties like coercivity, con-
sistency, limit-conformity, and compactness can be formulated in a generic way. Fur-
thermore, the convergence of gradient schemes has been proven for different types of
elliptic and parabolic equations. It has also been shown that a variety of schemes (e.g.
conforming and non-conforming finite-elements, MFE, DG, MPFA-O, or HMM meth-
ods) can be interpreted within this framework. For further details we refer to [Droniou
et al., 2013, 2016a,b].
Summary of properties of different schemes Finally, we summarize in Table 3.1
the properties of the different schemes. With NLTPFA and NLMPFA we denote the
nonlinear schemes that are explained in detail in Section 4.3.4. The ratings for mesh
regularity and sparsity strongly depend on the element type that is used to generate the
mesh (e.g. tetrahedra or hexahedra for a three-dimensional domain, and triangles or
quadrilaterals for a two-dimensional domain). Here, these ratings are related to hexahe-
dral cells. Furthermore, the ✗-symbol means that the schemes are not unconditionally
coercive or monotone.
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Table 3.1: Summary of properties (such as consistency, coercivity, monotonicity, discrete
extremum principles (DEP), mesh requirements, and sparsity) of discretization
schemes. For the mesh requirements and sparsity properties, we use a rating from
1 up to 4, where 1 represents the best rating.
scheme consistency coercivity monotoncity DEP mesh req. sparsity
TPFA ✗ ✓ ✓ ✓ 1 1
MPFA ✓ ✗ ✗ ✗ 1-3 2-3
NLTPFA ✓ ✗ ✓ ✗ 1 2
NLMPFA ✓ ✗ ✓ ✓ 1 2
Box ✓ ✗ ✗ ✗ 4 3
DDFV ✓ ✓ ✗ ✗ 3 3
DG ✓ ✓ ✗ ✗ 2 2-3
MFE ✓ ✓ ✗ ✗ 4 4
MFD ✓ ✓ ✗ ✗ 1 4
3.3 Discrete functional analysis∗
In this section, fundamental discrete functional analysis is given for piecewise constant
discretization schemes. The results are mainly based on the work presented in [Eymard
et al., 2000, 2010, Age´las et al., 2010a]. Some results that are needed for the proof of
convergence in Chapter 4 are summarized.
Definition 4 (Function spaces). Let us define the following function spaces:
• C0(Ω) denotes the space of continuous functions which vanish on ∂Ω.
• C∞c (Ω) denotes the space of infinitely differentiable functions with compact support
in Ω.
• C2(T ) denotes the space of piecewise two-times continuously differentiable func-
tions, i.e. ∀ϕ ∈ C2(T ), ∀K ∈ T , ϕ|K ∈ C2(K).
• The space of piecewise constant functions on T is defined as
HT (Ω)
def
= {v ∈ L2(Ω) | v|K ∈ P0(K), ∀K ∈ T }. (3.33)
For all v ∈ HT and for all K ∈ T , vK denotes the constant value of v on cell K,
i.e. v|K(x) = vK for all x ∈ K.
∗This section is based on the work we have published in [Schneider et al., 2017a].
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• The product space of constant cell and face values is defined as
XD(Ω)
def
= {v = ((vK)K∈T , (vσ)σ∈E), vK , vσ ∈ R}. (3.34)
• The product space of constant cell and face values that accounts for homogeneous
zero Dirichlet boundary conditions is accordingly given as
XD,0(Ω)
def
= {v ∈ XD(Ω) | vσ = 0, ∀ σ ∈ Eext}. (3.35)
Definition 5 (Projection and extraction operators). For the presented discretization
schemes, we also need the following projection and extraction operators for the discrete
solution space HT :
• The projection operator is defined, for all ϕ ∈ C0(Ω), as
ϕT is the element of HT (Ω) s.t., ∀K ∈ T , (ϕT )|K = ϕ(xK). (3.36)
• The extraction operator is defined as
ΠT : XD(Ω) 7→ HT s.t., ∀ v ∈ XD(Ω), ∀K ∈ T , (ΠT v)|K = vK . (3.37)
In order to define a discrete gradient and a discrete H1-norm on the space HT we need
the following definition of trace reconstruction operators.
Definition 6 (Trace reconstruction operator). Any I
def
= {Iσ}σ∈E such that Iσ ∈
L(HT (Ω);P0(σ)) for all σ ∈ Eint and Iσv = 〈gD〉σ for all σ ∈ Eext, is denoted as
trace reconstruction operator.
This means that every linear operator that is consistent with the boundary data gD
is referred to as trace reconstruction operator. These operators are, in general, chosen
such that IσϕT ≈ ϕ(xσ), i.e. Iσ approximates the value of some function ϕ ∈ C0(Ω) at
xσ.
Remark 3. It is important to mention that by including the Dirichlet boundary data
into the Definition of trace reconstruction operators one loses the linearity property for
boundary faces. Therefore, the functions that are defined in the following are actually
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no norms since some of the norm properties are missing. Nevertheless, the boundary
data is kept in the following and we will still talk about discrete norms. The reason for
this is the fact that for analyzing the convergence rates of the different schemes (see
Chapter 6) the boundary data has to be included.
With this, we define, for any v ∈ HT (Ω) and for any trace reconstruction operator
I = {Iσ}σ∈E that matches Definition 6, the following discrete norm
‖v‖T ,I def=
(∑
K∈T
∑
σ∈EK
|σ|
dK,σ
|Iσv − vK |2
) 1
2
. (3.38)
Furthermore, we introduce a discrete gradient operator ∇˜D,I : HT (Ω) 7→ [HT (Ω)]d which
is defined for a given trace reconstruction operator I = {Iσ}σ∈E , see Definition 6, for
all K ∈ T and for all v ∈ HT (Ω), as
∇˜D,Iv|K = 1|K|
∑
σ∈EK
|σ|(Iσv − vK)nK,σ. (3.39)
For all v ∈ HT and for all K ∈ T , (∇˜D,Iv)K denotes the constant value of ∇˜D,Iv on K,
i.e. ∇˜D,Iv|K(x) = (∇˜D,Iv)K for all x ∈ K.
Proposition 1. The discrete gradient (3.39) satisfies the inequality
‖∇˜D,Iv‖[L2(Ω)]d ≤
√
d‖v‖T ,I , ∀ v ∈ HT (Ω). (3.40)
Proof. The Cauchy-Schwarz inequality and equation (3.7) yield
‖∇˜D,Iv‖2[L2(Ω)]d =
d∑
i=1
‖∇˜D,Iv · ei‖2L2(Ω) =
d∑
i=1
∑
K∈T
1
|K|
(∑
σ∈EK
|σ|(Iσv − vK)nK,σ · ei
)2
≤
d∑
i=1
∑
K∈T
1
|K|
(∑
σ∈EK
|σ|
dK,σ
|Iσv − vK |2
)(∑
σ∈EK
|σ|dK,σ(nK,σ · ei)2
)
= d
∑
K∈T
∑
σ∈EK
|σ|
dK,σ
|Iσv − vK |2.
3.3 Discrete functional analysis 35
Additionally, with RE we denote a specific set of trace reconstruction operators built
on E , such that for each trace reconstruction operator Υ def= {Υσ}σ∈E ∈ RE , belonging
to this set, there exist, for all σ ∈ Eint, two non-negative real-valued parameters, θK,σ
and θL,σ, such that
θK,σ + θL,σ = 1, with Tσ = {K,L}, (3.41)
and the corresponding trace reconstruction operator is defined, for all v ∈ HT (Ω), as
Υσv =
{
θL,σvK + θK,σvL if σ ∈ Eint with Tσ = {K,L},
〈gD〉σ if σ ∈ Eext.
(3.42)
Of special interest is the trace reconstruction operator ϑ = {ϑσ}σ∈E ∈ RE that is
defined, for all v ∈ HT (Ω), as
ϑσv =

dL,σvK + dK,σvL
dK,σ + dL,σ
if σ ∈ Eint with Tσ = {K,L},
〈gD〉σ if σ ∈ Eext.
(3.43)
For this operator, the discrete norm (3.38) can be rewritten as
||v||T def= ‖v‖T ,ϑ =
(∑
K∈T
∑
σ∈EK
|σ|
dK,σ
|ϑσv − vK |2
)1/2
=
(∑
K∈T
( ∑
σ∈EK∩Eint
|σ|dK,σ
(
vL − vK
dK,σ + dL,σ
)2
+
∑
σ∈EK∩Eext
|σ|
dK,σ
|〈gD〉σ − vK |2
))1/2
.
(3.44)
In the next proposition, it is shown that ϑ is the trace reconstruction operator that
minimizes the discrete H1-norm ||v||T ,I .
Proposition 2. For any trace reconstruction operator I and for any v ∈ HT it follows
that
‖v‖T ≤ ‖v‖T ,I . (3.45)
Proof. Defining the function hσ(y) =
|σ|
dK,σ
|y − vK |2 + |σ|dL,σ |y − vL|2, for σ ∈ Eint with
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Tσ = {K,L}, we deduce that, for any trace reconstruction operator I and v ∈ HT ,
‖v‖2T ,I =
∑
σ∈Eint
hσ(Iσv) +
∑
σ∈Eext,Tσ={K}
|σ|
dK,σ
|〈gD〉σ − vK |2. (3.46)
The proposition follows by noticing that ϑσv minimizes hσ.
Lemma 1 (Equivalence of norms). Let D be an admissible discretization matching
Definition 1. Then, for any Υ ∈ RE , defined by (3.41) and (3.42), we get that
‖v‖T ≤ ‖v‖T ,Υ ≤ 2
ζ4
‖v‖T , ∀ v ∈ HT (Ω). (3.47)
Proof. Inequality ‖v‖T ≤ ‖v‖T ,Υ follows thanks to Proposition 2. For the second
inequality, on one hand, we get
‖v‖2T ,Υ =
∑
σ∈Eint,Tσ={K,L}
( |σ|
dK,σ
|Υσv − vK |2 + |σ|
dL,σ
|Υσv − vL|2
)
+
∑
σ∈Eext,Tσ={K}
|σ|
dK,σ
|〈gD〉σ − vK |2
=
∑
σ∈Eint,Tσ={K,L}
( |σ|
dK,σ
θ2K,σ +
|σ|
dL,σ
θ2L,σ
)
|vL − vK |2
+
∑
σ∈Eext,Tσ={K}
|σ|
dK,σ
|〈gD〉σ − vK |2,
(3.48)
where we have used (3.41) and (3.42). Since 0 ≤ θL,σ ≤ 1 and 0 ≤ θK,σ ≤ 1, we obtain
that
‖v‖2T ,Υ ≤
∑
σ∈Eint,Tσ={K,L}
( |σ|
dK,σ
+
|σ|
dL,σ
)
|vL − vK |2 +
∑
σ∈Eext,Tσ={K}
|σ|
dK,σ
|〈gD〉σ − vK |2.
(3.49)
On the other hand, thanks to (3.44) and (3.43), similar to (3.48), we get
‖v‖2T =
∑
σ∈Eint,Tσ={K,L}
(
|σ|
dK,σ
(
dK,σ
dK,σ + dL,σ
)2
+
|σ|
dL,σ
(
dL,σ
dK,σ + dL,σ
)2)
|vL − vK |2
+
∑
σ∈Eext,Tσ={K}
|σ|
dK,σ
|〈gD〉σ − vK |2.
(3.50)
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Using (3.6), we deduce that
dK,σ
dK,σ + dL,σ
≥ ζ4
2
and
dL,σ
dK,σ + dL,σ
≥ ζ4
2
, and hence from
(3.50) we obtain
‖v‖2T ≥
ζ24
4
∑
σ∈Eint,Tσ={K,L}
( |σ|
dK,σ
+
|σ|
dL,σ
)
|vL − vK |2 +
∑
σ∈Eext,Tσ={K}
|σ|
dK,σ
|〈gD〉σ − vK |2
≥ ζ
2
4
4
(∑
σ∈Eint
( |σ|
dK,σ
+
|σ|
dL,σ
)
|vL − vK |2 +
∑
σ∈Eext
|σ|
dK,σ
|〈gD〉σ − vK |2
)
≥ ζ
2
4
4
‖v‖2T ,Υ,
where we have used (3.49) for the last inequality. This completes the proof.
The following results are needed in Chapter 4 where homogeneous zero Dirichlet con-
ditions are assumed. Therefore, for Proposition 3 and Theorem 6 it is assumed that
gD = 0.
Proposition 3 (Discrete Sobolev embeddings). Let D be an admissible discretization
matching Definition 1. Let q ∈ [1,+∞) if d = 2, and q ∈ [1, 2d/(d− 2)] if d > 2. Then,
there exists a strictly positive parameter C1 > 0, which only depends on Ω, q, ζ3, and
ζ4, such that
‖u‖Lq(Ω) ≤ C1‖u‖T , ∀ u ∈ HT (Ω).
Proof. This result can be proven similar to the proof in [Eymard et al., 2010, §5.1.2].
Theorem 6 (Discrete Rellich theorem). Let {Dn}n∈N be a sequence of admissible dis-
cretizations matching Definition 2 s.t. hDn → 0 as n→∞. Let {vn}n∈N be a sequence
in HTn(Ω) s.t. there exists C > 0 with ‖vn‖Tn ≤ C for all n ∈ N. Then, there exist a
subsequence of {vn}n∈N and a function v˜ ∈ H10 (Ω) such that, as n→∞, (i) vn → v˜ in
Lq(Ω) for all q ∈ [1, 2d/(d− 2)) (and weakly in L2d/(d−2)(Ω) if d > 2); (ii) the following
weak convergence result holds: for all ψ ∈ [L2(Ω)]d
sup
Υn∈REn
∣∣∣〈∇˜Dn,Υnvn −∇v˜,ψ〉[L2(Ω)]d∣∣∣→ 0 as n→∞.
Proof. This theorem is deduced from (3.40) and Lemma 1 using the same techniques
as in [Eymard et al., 2010, Lemmata 5.6–5.7].
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One could split these cells into tetrahedra to obtain planarity. However, this is not done
in this work. Instead, the non-planar faces are approximated by planar faces, which are
defined by the integrated normal vectors. In Section 6.1.3, it is demonstrated that these
approximations yield second order L2-convergence rates and first order H1-convergence
rates.
4 Cell-centered finite-volume
schemes∗
In this chapter, we present a general framework for cell-centered finite-volume schemes,
including the proof of convergence under some hypotheses. The novelty of these results
is the fact that this framework also covers a family of nonlinear schemes. Previous
convergence results, e.g. [Age´las et al., 2010a,b], only considered linear schemes. The
proof relies on concepts that have been developed in [Age´las et al., 2010a]. It generalizes
the one given in [Droniou and Le Potier, 2011] and allows to prove the convergence for a
family of nonlinear finite-volume schemes, such as those presented in [Le Potier, 2005,
Yuan and Sheng, 2008, Danilov and Vassilevski, 2009, Lipnikov et al., 2009b, 2012,
Schneider et al., 2017b], for which no proof yet existed, as mentioned in [Droniou,
2014].
Within this chapter, we use the function spaces from Definition 4 and the projection
operators from Definition 5.
For simplicity, homogeneous zero Dirichlet boundary conditions (gD = 0) are assumed
within this section, such that the following problem is considered∇·(−Λ ∇u) = f in Ω,u = 0 on ∂Ω, (4.1)
where f ∈ Lr(Ω) with r > 1 if d = 2 and r = 2d
d+2
if d > 2. The weak solution of
problem (4.1) is denoted as u.
∗Parts of this chapter are taken from our recent publication [Schneider et al., 2017a].
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Integration of equation (4.1) over the control volume K ∈ T yields
−
∫
∂K
(Λ∇u) · n dx =
∫
K
f dx. (4.2)
Using Definition 1, the integral on the left of equation (4.2) can be spitted into integrals
over the faces σ, which results in
−
∑
σ∈EK
∫
σ
(Λ∇u) · n dx =
∫
K
f dx. (4.3)
To discretize equation (4.3) we need to define flux approximations FK,σ : HT (Ω) ×
HT (Ω) 7→ P0(σ) on the discrete solution space HT (Ω) (3.33), such that, for each cell
K and face σ ∈ EK ,
FK,σ ≈
∫
σ
(Λ∇u) · n dx, (4.4)
i.e. FK,σ is an approximation of the exact flux flowing out of K through σ.
Thus, the finite-volume scheme reads: Find u ∈ HT (Ω) s.t.
−
∑
σ∈EK
FK,σ(u, u) =
∫
K
f dx, ∀K ∈ T . (4.5)
Within this work, we assume that these fluxes are locally conservative, such that
FK,σ(u, v) + FL,σ(u, v) = 0, (4.6)
for all (u, v) ∈ HT (Ω)×HT (Ω), σ ∈ Eint, and Tσ = {K,L}.
Multiplying equation (4.5) with wK , K ∈ T , w ∈ HT (Ω), and summing up over K ∈ T
results in
−
∑
K∈T
∑
σ∈EK
FK,σ(u, u)wK =
∫
Ω
fw dx, (4.7)
whereby we identify, for all (u, v, w) ∈ [HT (Ω)]3, the form
aT (u, v, w)
def
= −
∑
K∈T
∑
σ∈EK
FK,σ(u, v)wK . (4.8)
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This results in the discrete problem: Find u ∈ HT (Ω) s.t.
aT (u, u, v) =
∫
Ω
fv dx, ∀ v ∈ HT (Ω). (4.9)
Therefore, each solution of problem (4.5) also solves problem (4.9). Starting from the
discrete problem (4.9), with aT defined in (4.8), problem (4.5) is obtained by taking
wK = 1 and wK′ = 0 for all K
′ ∈ T with K ′ 6= K. This shows that the formulation
(4.5) is equivalent to (4.9), under the assumption of locally conservative fluxes (4.6).
Remark 5. For any conservative finite-volume scheme, i.e. condition (4.6) holds, the
form defined in (4.8) can be rewritten, for all (u, v, w) ∈ [HT (Ω)]3, and for any trace
reconstruction operator Υ = {Υσ}σ∈E (see (3.41) and (3.42)), as
aT (u, v, w) =
∑
K∈T
∑
σ∈EK
FK,σ(u, v)(Υσw − wK). (4.10)
Thus, both definitions, (4.8) and (4.10), can be used for conservative finite-volume
schemes.
Remark 6. We emphasize that the Dirichlet boundary conditions will be taken into
account through the form aT thanks to the weak consistency property (P3) of Hy-
potheses 1 (see Section 4.1). Indeed, the definition of the discrete gradient ∇˜D,Υ,
involved in the weak consistency property and given by (3.39), requires the trace oper-
ators Υσ : HT (Ω) 7→ P0(σ), defined in (3.41) and (3.42), which include in its definition
the Dirichlet boundary conditions.
Previously, the fluxes FK,σ have been introduced as functions of two arguments, and
accordingly the form aT as a function of three arguments. The main reason for that is
the fact that we consider fluxes that are allowed to be nonlinear in its first argument.
In this work, we focus on a specific family of such nonlinear flux functions, see Section
4.3, where the fluxes FK,σ are constructed as a convex combination of linear fluxes (this
is represented by its second argument) by using coefficients depending nonlinearly on
the unknowns (this is represented by its first argument).
Remark 7. Here, we focus on conservative finite-volume schemes, which are advan-
tageous for conservation laws. The presented framework includes, for example, the
conservative nonlinear finite-volume schemes that have recently been presented in [Le
Potier, 2005, Yuan and Sheng, 2008, Danilov and Vassilevski, 2009, Lipnikov et al.,
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2009b, Droniou and Le Potier, 2011, Lipnikov et al., 2012, Schneider et al., 2017b, Le
Potier, 2009, Terekhov et al., 2017]. However, one can always consider non-conservative
finite-volume schemes. In that case, the form aT has to take into account a given trace
reconstruction operator Υ = {Υσ}σ∈E (see (3.41) and (3.42)) and is then defined, for
this specific operator, by the form (4.10). In addition, ǫDn that is used in the definition
of the weak consistency property (P3) in Hypotheses 1 must be changed as follows:
ǫDn(ϕ)
def
= max
(u,w)∈[HTn (Ω)]2,w 6=0
1
‖w‖Tn
∣∣∣∣aTn(u, ϕTn , w)− ∫
Ω
Λ∇ϕ·∇˜Dn,Υnw dx
∣∣∣∣ .
Therefore, the weak consistency property, for non-conservative finite-volume schemes, is
more restrictive than the one for conservative finite-volume schemes, since it only holds
for those trace reconstruction operators that are used to define the form aT (4.10).
Please also note that the local flux conservation (4.6) is numerically fulfilled up to
machine precision. Whereas, the approximated divergence (i.e. the local equation (4.5))
is numerically fulfilled up to the nonlinear and linear solver tolerances.
Remark 8. One can also easily verify that the discrete problem (4.9) is equivalent to
the following problem: Find u ∈ HT (Ω) s.t.
(AT (u))K =
∫
K
f dx, ∀K ∈ T ,
where the function AT : v 7→ AT (v), a mapping from HT (Ω) to HT (Ω), is defined as
(AT (v))K
def
= aT (v, v,1K), (4.11)
for each K ∈ T , where 1K is the element of HT (Ω) equal to one on K and zero
elsewhere.
4.1 Convergence analysis
The aim of this section is to carry out a convergence analysis for finite-volume schemes
of type (4.9) by assuming properties of the form aT (u, v, w). In the following, we use
the projection of any ϕ ∈ C0(Ω) onto the space HTn(Ω), which is denoted as ϕTn (see
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Definition 5). Sufficient conditions to prove the convergence are given in the following
hypotheses.
Hypotheses 1. Let {Dn}n∈N be a family of discretizations matching Definition 2 such
that hDn → 0 as n→∞ and let D ⊂ C0(Ω) be a dense subspace of H10 (Ω). We assume
that
(P1) for any u ∈ HTn(Ω), aTn(u, ·, ·) is a bilinear form;
(P2) aTn is uniformly coercive, which means that there is 0 < γ1 < +∞ independent of
n such that
aTn(u, v, v) ≥ γ1‖v‖2Tn , ∀ (u, v) ∈ HTn(Ω)×HTn(Ω);
(P3) aTn is weakly consistent on D, which means that for all ϕ ∈ D ǫDn(ϕ) → 0 as
n→∞, whereby
ǫDn(ϕ)
def
= max
(u,w)∈[HTn (Ω)]2,w 6=0
inf
Υn∈REn
1
‖w‖Tn
∣∣∣∣aTn(u, ϕTn , w)− ∫
Ω
Λ∇ϕ·∇˜Dn,Υnw dx
∣∣∣∣ .
(4.12)
Remark 9. For a form aTn , such as the one given by (4.8), derived from a conservative
finite-volume method, Property (P3) holds for strongly consistent numerical fluxes. For
strongly consistent fluxes there exists 0 < C2 < +∞, independent of n, such that, for
all ϕ ∈ D, it holds that
max
u∈HTn (Ω)
|FK,σ(u, ϕTn)− |σ|〈Λ∇ϕ〉K ·nK,σ| ≤ C2|σ|hDn , ∀K ∈ Tn, ∀ σ ∈ EK . (4.13)
Indeed, using (4.10), it follows that
aTn(u, ϕTn , w) =
∑
K∈Tn
∑
σ∈EK
FK,σ(u, ϕTn)(Υn,σw − wK), (4.14)
for any Υn ∈ REn . Furthermore, using the definition of the discrete gradient (3.39), we
obtain ∫
Ω
Λ∇ϕ·∇˜Dn,Υnw dx =
∑
K∈Tn
∑
σ∈EK
|σ|〈Λ∇ϕ〉K ·nK,σ(Υn,σw − wK). (4.15)
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Hence, by taking the difference between (4.14) and (4.15), using (4.13), the Cauchy-
Schwarz inequality along with (3.7) and Lemma 1, we deduce that ǫDn ≤ C2
√
d|Ω| 2
ζ4
hDn ,
leading to (P3).
In the following, the convergence of the abstract finite-volume schemes (4.9), assuming
that Hypotheses 1 holds, is presented. First, we need two additional propositions.
Proposition 4 (Asymptotic stability of the interpolator). Let us assume that Hypothe-
ses 1 hold. Then, it follows that
‖ϕT ‖T ≤ 2
γ1ζ4
(
ǫD(ϕ) + β0
√
d|ϕ|H1(Ω)
)
, ∀ϕ ∈ D.
Proof. Owing to (P2), we get that for any Υ ∈ RE and any ϕ ∈ D
γ1‖ϕT ‖2T ≤ aT (ϕT , ϕT , ϕT )
=
(
aT (ϕT , ϕT , ϕT )−
∫
Ω
Λ∇ϕ·∇˜D,ΥϕT dx
)
+
∫
Ω
Λ∇ϕ·∇˜D,ΥϕT dx.
Then, using the Cauchy-Schwarz inequality, inequality (3.40), and Lemma 1, we get
that for any Υ ∈ RE∫
Ω
Λ∇ϕ·∇˜D,ΥϕT dx ≤ 2
ζ4
β0
√
d|ϕ|H1(Ω)‖ϕT ‖T .
Hence, we infer that for any Υ ∈ RE
γ1‖ϕT ‖2T ≤
∣∣∣∣aT (ϕT , ϕT , ϕT )− ∫
Ω
Λ∇ϕ·∇˜D,ΥϕT dx
∣∣∣∣+ 2ζ4β0√d|ϕ|H1(Ω)‖ϕT ‖T .
After taking the infimum over all Υ ∈ RE of the first term at the right hand side of the
above inequality, we deduce
γ1‖ϕT ‖2T ≤
(
ǫD(ϕ) +
2
ζ4
β0
√
d|ϕ|H1(Ω)
)
‖ϕT ‖T
≤ 2
ζ4
(
ǫD(ϕ) + β0
√
d|ϕ|H1(Ω)
)
‖ϕT ‖T .
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Proposition 5 (Stability). Let us assume that Hypotheses 1 hold. Then, any solution
un ∈ HTn(Ω) of problem (4.9), for a given n ∈ N, satisfies the stability estimate
‖un‖Tn ≤
C1
γ1
‖f‖Lr(Ω). (4.16)
Proof. Using the fact that f ∈ Lr(Ω) and thanks to (P2), Ho¨lder’s inequality, and
Proposition 3, we have
γ1‖un‖2Tn ≤ aTn(un, un, un) =
∫
Ω
fun dx ≤ ‖f‖Lr(Ω)‖un‖Lr′ (Ω) ≤ C1‖f‖Lr(Ω)‖un‖Tn ,
with r′ def= r
r−1 =
2d
d−2 .
The main result of this section is stated in the theorem below.
Theorem 7 (Convergence). Let us assume that Hypotheses 1 hold and that for each
n ∈ N there exists at least one solution un ∈ HTn(Ω) to the problem (4.9). Then,
as n → ∞, the sequence of discrete solutions of problem (4.9), denoted as {un}n∈N,
converges to the solution u of (4.1) in Lq(Ω) for all q ∈ [1, 2d/(d− 2)) (and weakly in
L2d/(d−2)(Ω) if d > 2).
Proof. The proof is based on a few technical propositions which are given in Section
3.3. Owing to the stability estimate (4.16) together with Theorem 6, there is u˜ ∈ H10 (Ω)
s.t., up to a subsequence, (i) {un}n∈N converges to u˜ in Lq(Ω) for all q ∈ [1, 2d/(d− 2))
(and weakly in L2d/(d−2)(Ω) if d > 2) and (ii) the following weak convergence in [L2(Ω)]d
holds
sup
Υn∈REn
∣∣∣〈∇˜Dn,Υnun −∇u˜,ψ〉[L2(Ω)]d∣∣∣→ 0 as n→∞, ∀ψ ∈ [L2(Ω)]d. (4.17)
It only remains to prove that u˜ = u.
Since D ⊂ C0(Ω) and Ω is a closed bounded subset of Rd, and hence compact in Rd,
we infer that each ϕ ∈ D is uniformly continuous in Ω. Therefore, we deduce that
‖ϕTn − ϕ‖L∞(Ω) → 0 as n→∞. (4.18)
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Using this result, we first show that
T1+T2
def
= aTn(un, un−ϕTn , un−ϕTn)→
∫
Ω
f(u˜−ϕ) dx+
∫
Ω
Λ∇ϕ·∇(ϕ− u˜) dx, (4.19)
as n → ∞, with T1 def=
∫
Ω
f(un − ϕTn) dx and T2 def= aTn(un, ϕTn , ϕTn − un), where we
have used (P1). Since f ∈ Lr(Ω) and {un}n∈N weakly converges towards u˜ in Lq(Ω) for
all q < +∞ if d = 2 and for all q ≤ 2d
d−2 if d > 2, we obtain, using (4.18), that
T1 →
∫
Ω
f(u˜− ϕ) dx as n→∞. (4.20)
Let us now consider T2. By using the triangular inequality, we get that for any Υn ∈ REn
∣∣∣∣aTn(un, ϕTn , un)− ∫
Ω
Λ∇ϕ·∇u˜ dx
∣∣∣∣ ≤ ∣∣∣∣aTn(un, ϕTn , un)− ∫
Ω
Λ∇ϕ·∇˜Dn,Υnun dx
∣∣∣∣
+
∣∣∣∣∫
Ω
Λ∇ϕ·(∇˜Dn,Υnun −∇u˜) dx
∣∣∣∣ ,
(4.21)
which implies, after bounding the second term at the right hand side of the inequality
(4.21), that for any Υn ∈ REn∣∣∣∣aTn(un, ϕTn , un)− ∫
Ω
Λ∇ϕ·∇u˜ dx
∣∣∣∣ ≤ ∣∣∣∣aTn(un, ϕTn , un)− ∫
Ω
Λ∇ϕ·∇˜Dn,Υnun dx
∣∣∣∣
+ sup
Jn∈REn
∣∣∣∣∫
Ω
Λ∇ϕ·(∇˜Dn,Jnun −∇u˜) dx
∣∣∣∣ .
(4.22)
After taking the infimum over Υn ∈ REn of inequality (4.22), we obtain∣∣∣∣aTn(un, ϕTn , un)− ∫
Ω
Λ∇ϕ·∇u˜ dx
∣∣∣∣ ≤ infΥn∈REn
∣∣∣∣aTn(un, ϕTn , un)− ∫
Ω
Λ∇ϕ·∇˜Dn,Υnun dx
∣∣∣∣
+ sup
Jn∈REn
∣∣∣∣∫
Ω
Λ∇ϕ·(∇˜Dn,Jnun −∇u˜) dx
∣∣∣∣
def
= L1 + L2.
(4.23)
We observe that L1 ≤ ǫDn(ϕ)‖un‖Tn . Thanks to Proposition 5, ‖un‖Tn is uniformly
bounded with respect to n. Thus, according to property (P3), L1 → 0 as n→∞. The
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weak convergence (4.17) also leads to L2 → 0 as n → ∞. Then, from (4.23) we infer
aTn(un, ϕTn , un)→
∫
Ω
Λ∇ϕ·∇u˜ dx as n→∞. By Proposition 4, ‖ϕTn‖Tn is uniformly
bounded with respect to n. Therefore, using Theorem 6, we get the existence of some
ϕ˜ ∈ H10 (Ω), and thanks to (4.18) it follows that ϕ˜ = ϕ, such that for all ψ ∈ [L2(Ω)]d,
sup
Υn∈REn
∣∣∣〈∇˜Dn,ΥnϕTn −∇ϕ,ψ〉[L2(Ω)]d∣∣∣→ 0 as n→∞. (4.24)
Proceeding in a similar way as for aTn(un, ϕTn , un), we can thus prove that
aTn(un, ϕTn , ϕTn)→
∫
Ω
Λ∇ϕ·∇ϕ dx as n→∞.
Therefore,
T2 →
∫
Ω
Λ∇ϕ·∇(ϕ− u˜) dx as n→∞. (4.25)
Combination of (4.20) and (4.25) results in the statement (4.19).
Finally, owing to inequality (3.40), Lemma 1 and 2, we infer with η2
def
= 4
ζ2
4
, for any
ϕ ∈ D, Υn ∈ REn , n ∈ N,
‖∇˜Dn,Υn(un − ϕTn)‖2[L2(Ω)]d ≤ d‖un − ϕTn‖2Tn,Υn
≤ dη2‖un − ϕTn‖2Tn
≤ dη2
γ1
aTn(un, un − ϕTn , un − ϕTn).
(4.26)
Owing to the weak convergence results (4.17) and (4.24), we get that ∇˜Dn,Υn(un−ϕTn)
weakly converges in [L2(Ω)]d and therefore
‖∇(u˜− ϕ)‖2[L2(Ω)]d ≤ lim infn→∞ ‖∇˜Dn,Υn(un − ϕTn)‖
2
[L2(Ω)]d . (4.27)
Using (4.27), (4.26), and (4.19), we conclude that, for all ϕ ∈ D,
‖∇(u˜− ϕ)‖2[L2(Ω)]d ≤
dη2
γ1
(∫
Ω
f(u˜− ϕ) dx+
∫
Ω
Λ∇ϕ·∇(ϕ− u˜) dx
)
.
Thanks to the definition of the test function space D, we can apply this inequality to
a sequence {ϕm}m∈N ∈ D which tends to u in H10 (Ω). Since u solves problem (4.1), we
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obtain
‖∇(u˜− u)‖2[L2(Ω)]d ≤
dη2
γ1
[∫
Ω
f(u˜− u) dx−
∫
Ω
Λ∇u·∇(u˜− u) dx
]
= 0,
and thus u˜ = u. Due to the uniqueness of the solution of (4.1), we deduce that
the entire sequence {un}n∈N converges to u in Lq(Ω) for all q ∈ [1, 2d/(d − 2)) (and
weakly in L2d/(d−2)(Ω) if d > 2). Note that the order in which the limits for n → ∞
and m → ∞ are taken cannot be exchanged, since the sequence {‖(ϕm)Tn‖Tn}m∈N is
possibly unbounded. This concludes the proof.
4.2 Existence of a discrete solution
In this section, we briefly discuss the existence of discrete solutions for problem (4.9).
Proposition 5, Remark 8 and the application of Brouwer’s topological degree lead to
the proposition below whose proof is omitted here (see Proposition 3.4 in [Droniou and
Le Potier, 2011, Cance`s et al., 2013] for more details).
Proposition 6 (Existence of a discrete solution). Assume that property (P2) of Hy-
potheses 1 holds and that for each n ∈ N, ATn is continuous on HTn(Ω). Then, problem
(4.9) admits at least one solution un ∈ HTn(Ω) for each n ∈ N.
4.3 Application to a family of finite-volume schemes
In this section, a family of finite-volume schemes is introduced and the mathematical
theory from Sections 4.1-4.2 is applied to these schemes. An established idea to obtain
monotone or extremum-principles-preserving schemes, as those developed in [Le Potier,
2005, Yuan and Sheng, 2008, Danilov and Vassilevski, 2009, Lipnikov et al., 2009b,
Droniou and Le Potier, 2011, Lipnikov et al., 2012, Schneider et al., 2017b, Le Potier,
2009], is to compute for each interior face σ ∈ Eint, with Tσ = {K,L}, two consistent
linear flux approximations, F˜K,σ(u) and F˜L,σ(u), which depend on the unknown u ∈
HT (Ω), and to define the final flux FK,σ(u, u) as a convex combination (with weights
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µK,σ, µL,σ that also depend on u) of these sub-fluxes:
FK,σ(u, u) = µK,σ(u)F˜K,σ(u)− µL,σ(u)F˜L,σ(u),
with µK,σ(u) ≥ 0, µL,σ(u) ≥ 0 and µK,σ(u) + µL,σ(u) = 1.
(4.28)
For any K ∈ T and σ ∈ EK ∩ Eint, the linear fluxes F˜K,σ(u) are built to be strongly
consistent (see equation (4.13)), such that there exist D ⊂ C0(Ω), a dense subspace
of H10 (Ω), and 0 < C2 < +∞ depending only on the mesh regularity (3.6), s.t. for all
ϕ ∈ D, ∣∣∣F˜K,σ(ϕT )− |σ|〈Λ∇ϕ〉K ·nK,σ∣∣∣ ≤ C2|σ|hD, ∀K ∈ T , ∀ σ ∈ EK . (4.29)
Possible choices for the space D, related to the strong consistency property (4.29), are
given in Section 4.3.2. Here, we assume that D ⊂ C0(Ω) ∩H10 (Ω) is dense in H10 (Ω).
The weights µK,σ(u) and µL,σ(u) are chosen to improve properties of the resulting
scheme, e.g. monotonicity or sparsity. For any K ∈ T , σ ∈ EK ∩ Eint, and L ∈ T such
that Tσ = {K,L}, we thus get from (4.28) the numerical flux function FK,σ(·, ·), defined
for all (u, v) ∈ [HT (Ω)]2, as
FK,σ(u, v) = µK,σ(u)F˜K,σ(v)− µL,σ(u)F˜L,σ(v). (4.30)
These flux functions are constructed to be conservative, meaning that for any σ ∈ Eint
with Tσ = {K,L}
FK,σ(u, v) + FL,σ(u, v) = 0. (4.31)
Thus, the finite-volume scheme (4.5), defined by the fluxes (4.28), is equivalent to
problem (4.9) with the form aT (4.8), which is defined by the fluxes (4.30). Therefore,
the following corollary can be deduced.
Corollary 1. Let {Dn}n∈N be an admissible family of discretizations matching Defini-
tion 2 s.t. hDn → 0 as n→∞. Then, we have the following results:
• if, for all n ∈ N, K ∈ Tn, and σ ∈ EK, the functions v 7→ FK,σ(v, v), defined
by (4.28), are continuous on HTn(Ω) and if the uniform coercivity property (P2)
holds, then there exists at least one solution un ∈ HTn(Ω) of problem (4.5).
• if, in addition, the strong consistency property (4.29) is satisfied, then the sequence
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{un}n∈N of discrete solutions of problem (4.5), with numerical fluxes defined by
(4.28), converges to the solution u of the continuous problem (4.1) in Lq(Ω) for
all q ∈ [1, 2d/(d− 2)) (and weakly in L2d/(d−2)(Ω) if d > 2) as n→∞.
Proof. To prove this result, we use the equivalence between the problem (4.5) and (4.9)
with aTn defined by (4.8). By assumption, we get that for any n ∈ N and for all K ∈ Tn
and σ ∈ EK , the function v 7→ FK,σ(v, v) is continuous. From (4.8) and (4.11), we
notice that the function ATn , defined here by (ATn(v))K = −
∑
σ∈EK FK,σ(v, v) for all
K ∈ Tn, is continuous on HTn(Ω). Therefore, thanks to Proposition 6, we infer that for
each n ∈ N, there exists at least one solution un ∈ HTn(Ω) to the problem (4.5), which
gives the first result.
The second one is a consequence of Theorem 7 since
• the fluxes {F˜K,σ(·)}K∈Tn,σ∈EK are linear on HTn(Ω), which gives (P1),
• the consistency of the fluxes (P3) is obtained only from the strong consistency
(4.29) of the linear fluxes F˜K,σ which define the nonlinear fluxes FK,σ through the
formula (4.30). The proof of this statement is obtained as follows:
Let (u, w) ∈ [HTn(Ω)]2, w 6= 0, ϕ ∈ D, and Υn def= {Υn,σ}σ∈En ∈ REn such that for each
σ ∈ En, Υn,σ : HTn(Ω) 7→ P0(σ) is the trace reconstruction operator defined by (3.41)
and (3.42), with θK,σ
def
= µK,σ(u) where µK,σ is the function from HTn(Ω) 7→ [0,+∞[
used to define the flux FK,σ(u, u) in (4.28). We rewrite the form aTn , defined by (4.8),
as follows:
aTn(u, ϕTn , w) = −
∑
σ∈En,int,Tσ={K,L}
(FK,σ(u, ϕTn)wK + FL,σ(u, ϕTn)wL)
−
∑
σ∈En,ext,Tσ={K}
FK,σ(u, ϕTn)wK
=
∑
σ∈En,int,Tσ={K,L}
FK,σ(u, ϕTn)(wL − wK)
−
∑
σ∈En,ext,Tσ={K}
FK,σ(u, ϕTn)wK ,
(4.32)
where for the last equation we have used the conservation of the fluxes FK,σ (4.31).
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Inserting the flux definition (4.30) into equation (4.32) results in
aTn(u, ϕTn , w) =
∑
σ∈En,int,Tσ={K,L}
(µK,σ(u)F˜K,σ(ϕTn)− µL,σ(u)F˜L,σ(ϕTn))(wL − wK)
−
∑
σ∈En,ext,Tσ={K}
F˜K,σ(ϕTn)wK .
(4.33)
Furthermore, using (3.39), we have∫
Ω
Λ∇ϕ·∇˜Dn,Υnw dx =
∑
K∈Tn
∑
σ∈EK
|σ|〈Λ∇ϕ〉K ·nK,σ(Υn,σw − wK)
=
∑
σ∈En,int,Tσ={K,L}
(
|σ|〈Λ∇ϕ〉K ·nK,σ(Υn,σw − wK)
+ |σ|〈Λ∇ϕ〉L·nL,σ(Υn,σw − wL)
)
−
∑
σ∈En,ext,Tσ={K}
|σ|〈Λ∇ϕ〉K ·nK,σ wK .
(4.34)
Thanks to (3.41) and (3.42), we get for all σ ∈ En,int, Tσ = {K,L},
Υn,σw − wK = µK,σ(u)(wL − wK) and Υn,σw − wL = µL,σ(u)(wK − wL) (4.35)
and hence we deduce from (4.34)∫
Ω
Λ∇ϕ·∇˜Dn,Υnw dx =
∑
σ∈En,int,Tσ={K,L}
(
(µK,σ(u)|σ|〈Λ∇ϕ〉K ·nK,σ)(wL − wK)
− (µL,σ(u)|σ|〈Λ∇ϕ〉L·nL,σ)(wL − wK)
)
−
∑
σ∈En,ext,Tσ={K}
|σ|〈Λ∇ϕ〉K ·nK,σ wK .
(4.36)
Taking the difference between (4.33) and (4.36), and using again (4.35), we infer
aTn(u, ϕTn , w)−
∫
Ω
Λ∇ϕ·∇˜Dn,Υnw dx
=
∑
K∈Tn
∑
σ∈EK
(F˜K,σ(ϕTn)− |σ|〈Λ∇ϕ〉K ·nK,σ)(Υn,σw − wK).
(4.37)
By using the strong consistency of the fluxes F˜K,σ (4.29), the Cauchy-Schwarz inequality
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along with (3.7), and Lemma 1, we deduce
1
‖w‖Tn
∣∣∣∣aTn(u, ϕTn , w)− ∫
Ω
Λ∇ϕ·∇˜Dn,Υnw dx
∣∣∣∣ ≤ C2√d|Ω| 2ζ4 hDn ,
which also holds after taking the infimum over all Jn ∈ REn :
inf
Jn∈REn
1
‖w‖Tn
∣∣∣∣aTn(u, ϕTn , w)− ∫
Ω
Λ∇ϕ·∇˜Dn,Jnw dx
∣∣∣∣ ≤ C2√d|Ω| 2ζ4 hDn . (4.38)
Since inequality (4.38) is valid for all (u, w) ∈ [HTn(Ω)]2, w 6= 0, we obtain ǫDn(ϕ) ≤
C2
√
d|Ω| 2
ζ4
hDn , leading to (P3).
4.3.1 Consistent flux approximations
In the following, the fluxes F˜K,σ(v), F˜L,σ(v) are constructed such that the strong consis-
tency (4.29) holds, which implies the weak consistency (P3) of the form aT , as shown
in the proof of Corollary 1 (see equation (4.38)). To improve readability, we use the
abbreviation ΛK for the averaged tensor 〈Λ〉K , see Section 3.1.
Conormal decomposition
The decomposition of the conormal, which is defined as ΛKnK,σ, into a basis (xσ′ −
xK){σ′∈SK,σ} with coefficients (αK,σσ′){σ′∈SK,σ} and face stencil SK,σ ⊂ EK is written as
ΛKnK,σ =
∑
σ′∈SK,σ
αK,σσ′(xσ′ − xK). (4.39)
In literature, the conormal decomposition is usually performed using a search algorithm
to find such a basis, whereby only positive coefficients are allowed. The bottleneck of
such algorithms is that there might be various possible conormal decompositions and
determining the best decomposition of those available can be difficult. More impor-
tantly, a decomposition with only positive coefficients does not necessarily exist. These
two situations are depicted in Figure 4.1. This Figure shows different cell geometries K
with center xK and face interpolation points xσ, σ ∈ EK . These points are not neces-
sarily the barycenters, see Section 4.3.2. Following the idea presented in [Danilov and
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Vassilevski, 2009], a good choice of such a search routine is stated in Algorithm 1 for a
three-dimensional setting.
Algorithm 1 Conormal decomposition for face σ of a three-dimensional cell K
1: Let tK,σ′
def
=
xσ′−xK
|xσ′−xK | and dK,σ
def
=
ΛKnK,σ
|ΛKnK,σ | be the normalized vectors
2: for i = 1 to |EK | − 2 do
3: for j = i+ 1 to |EK | − 1 do
4: for k = j + 1 to |EK | do
5: Calculate coefficients (αK,σσi , αK,σσj , αK,σσk) such that
6: dK,σ = αK,σσitK,σi + αK,σσjtK,σj + αK,σσktK,σk
7: if (αK,σσi ≥ 0, αK,σσj ≥ 0, αK,σσk ≥ 0) then
8: put indices (i, j, k) into the set ΣK,σ
9: end if
10: end for
11: end for
12: end for
13: Choose the triplet (i, j, k) that minimizes max(αK,σσi , αK,σσj , αK,σσk).
From the triangular inequality it follows, for each triplet (i, j, k), that
1 = ‖dK,σ‖ ≤ αK,σσi + αK,σσj + αK,σσk , (4.40)
and equality is given if there exists some index l such that dK,σ = tK,σl . This algorithm
is searching for vectors which are pointing in the same or similar direction than the
conormal. However, as already mentioned, this algorithm and also most of the existing
literature does not discuss the case where there is no conormal decomposition with only
positive coefficients, as depicted in Figure 4.1 (right).
Recently, we have suggested a new approach to decompose the conormal by formulating
it as an optimization problem, see [Schneider et al., 2018a]. This optimization strategy
is in the following derived. First, Algorithm 1 can be generalized using the following
optimization problem
min
α∈R|EK |≥0
Ψ(α) subject to ΛKnK,σ =
∑
σ′∈EK
αK,σσ′(xσ′ − xK), (4.41)
with some objective function Ψ and R
|EK |
≥0
def
= {α ∈ R|EK | | αi ≥ 0, i = 1, . . . , |EK |}.
A simple choice would be to use the function Ψ(α) =
∑
σ′∈EK αK,σσ′ . The problem of
this choice is that the length of the vectors xσ′ − xK would also play an important
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lem for cell K and face σ:
min
γ≥0, α˜∈R|EK |
κγ +
∑
σ′∈EK
α˜K,σσ′ subject to
ΛKnK,σ
|ΛKnK,σ| =
∑
σ′∈EK
α˜K,σσ′
xσ′ − xK
|xσ′ − xK | ,∑
σ′∈EK
α˜K,σσ′
|ΛKnK,σ|
|xσ′ − xK | ≥ δ,
− Cα ≤ −γ ≤ α˜K,σσ′ ≤ Cα,
(4.43)
for given strictly positive parameters δ, Cα, and κ > |EK |. In general, the parameters
δ and Cα are chosen such that δ << 1 and Cα >> 1, to obtain a non-empty feasible
region of the optimization problem. Specifying the final coefficients and the face stencil
SK,σ as
αK,σσ′ = α˜K,σσ′
|ΛKnK,σ|
|xσ′ − xK | , SK,σ
def
= {σ′ ∈ EK | αK,σσ′ 6= 0}, (4.44)
results in the following conormal decomposition
ΛKnK,σ =
∑
σ′∈SK,σ
αK,σσ′(xσ′ − xK). (4.45)
The additional constraint
∑
σ′∈EK ασ′ ≥ δ is, in general, no restriction for small δ.
Without giving a rigorous proof, we summarizes some statements concerning the above
optimization problems:
• If κ and Cα are chosen large enough, then it follows that γ = 0 if and only if
there exists a positive conormal decomposition.
• If in addition δ < minσ′
|ΛKnK,σ |
|xσ′−xK | and there exists a positive conormal decom-
position, then the optimization problems (4.42) and (4.43) result in the same
solution.
• Every conormal decomposition into n vectors (n > d) with only positive coeffi-
cients, using the normalized vectors, can be written as a convex combination of
conormal decompositions using only d vectors.
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• With the above statements it follows that if there exists a positive conormal
decomposition then Algorithm 1 and the optimization problem (4.43) result in
the same solution.
The above statements demonstrate again that the optimization problem (4.43) is an
extension of Algorithm 1.
Remark 10. As previously mentioned, for large values of κ and Cα, it follows that
γ = 0 if there exists a positive conormal decomposition. However, even if there exists a
conormal decomposition with only positive coefficients it does not always mean that this
is the perfect choice. Decomposing the conormal using vectors xσ−xK that are almost
orthogonal to the conormal would result in large α values. Therefore, Cα guarantees
that the coefficients are bounded.
Proposition 7 (Existence of an optimized conormal decomposition). The optimization
problem (4.43) has at least one solution if the feasible region is non-empty and κ is
chosen such that κ > |EK |.
Proof. This proof is straightforward under the assumption of a non-empty feasible
region (which is for example given if rank(DK) ≥ d and eTDTK(DKDTK)−1ΛKnK,σ ≥ 0,
with eT = (1, · · · , 1) and DK = [xσ1 − xK ,xσ2 − xK , · · · ]). It follows that there exists
at least one corner of the feasible region and that the number of corners is finite.
Furthermore, if the objective function is bounded from below, it is known that one of
these corners is a solution of the minimization problem. This condition is given for the
objective function κγ+
∑
σ′∈EK α˜K,σσ′ because κ is chosen such that κ > |EK |. For more
information about linear optimization we refer to [Bertsimas and Tsitsiklis, 1997].
Remark 11. The optimization problem (4.43) is linear. Therefore, there are efficient
algorithms to solve it. Within this work, we are using a Primal-Dual Simplex Method
provided by the open source library GNU Linear Programming Kit2 (GLPK). Other
possibilities could include, for example, interior point methods.
Strongly consistent flux approximations
Within this section, it is demonstrated that the conormal decomposition yields strongly
consistent sub-flux approximations F˜K,σ(u), F˜L,σ(u). This is summarized in the follow-
2http://www.gnu.org/software/glpk/glpk.html
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ing proposition.
Proposition 8. Let D be an admissible discretization matching Definition 1 and let
{αK,σσ′}σ′∈SK,σ be the coefficients of a conormal decomposition (4.39), s.t. |αK,σσ′ | ≤ Cα
with Cα > 0, whereby Cα only depends on α0, β0, and the mesh regularity parameters
(3.5)-(3.6). Then, for any ϕ ∈ C2(T ) ∩ C0(Ω), K ∈ T , and σ ∈ EK, we have the
following estimate:∣∣∣∣∣∣|σ|〈Λ∇ϕ〉K ·nK,σ − |σ|
∑
σ′∈SK,σ
αK,σσ′(ϕ(xσ′)− ϕ(xK))
∣∣∣∣∣∣ ≤ C|σ|diam(K). (4.46)
Proof. We observe that for any ϕ ∈ C2(T ) ∩ C0(Ω), K ∈ T , and σ ∈ EK
|σ|〈Λ∇ϕ〉K ·nK,σ = |σ||K|
∫
K
Λ∇ϕ·nK,σ dx
=
|σ|
|K|
∫
K
Λ(x)(∇ϕ(x)−∇ϕ(xK))·nK,σ dx+ |σ|ΛK∇ϕ(xK)·nK,σ.
(4.47)
Since K is star-shaped with respect to xK Taylor’s theorem can be used to infer∣∣∣∣ |σ||K|
∫
K
Λ(x)(∇ϕ(x)−∇ϕ(xK))·nK,σ dx
∣∣∣∣ ≤ Cϕβ0|σ|diam(K), (4.48)
where Cϕ = O(‖ϕ‖C2(K)).
Let us now estimate the second term on the right side of equation (4.47). Inserting the
conormal decomposition (4.45) yields
|σ|∇ϕ(xK)·ΛKnK,σ = |σ|
∑
σ′∈SK,σ
αK,σσ′∇ϕ(xK)·(xσ′ − xK). (4.49)
Taylor’s theorem can be used again to deduce that for all σ′ ∈ SK,σ
|ϕ(xσ′)− ϕ(xK)−∇ϕ(xK)·(xσ′ − xK)| ≤ Cϕdiam(K)2. (4.50)
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Owing to (4.49) and (4.50), we get∣∣∣∣∣∣|σ|∇ϕ(xK)·ΛKnK,σ − |σ|
∑
σ′∈SK,σ
αK,σσ′(ϕ(xσ′)− ϕ(xK))
∣∣∣∣∣∣
≤ |σ|Cϕdiam(K)2
∑
σ′∈SK,σ
|αK,σσ′ |.
(4.51)
Due to the assumption of bounded coefficients, we observe that for all σ′ ∈ SK,σ,
|αK,σσ′ | ≤ Cα |ΛKnK,σ||xσ′ − xK | . (4.52)
We thus deduce from (3.6) that for all σ′ ∈ SK,σ,
|αK,σσ′ | ≤ Cαβ0
ζ3diam(K)
. (4.53)
Using (4.51), (4.53), and (3.5), it follows that∣∣∣∣∣∣|σ|∇ϕ(xK)·ΛKnK,σ − |σ|
∑
σ′∈SK,σ
αK,σσ′(ϕ(xσ′)− ϕ(xK))
∣∣∣∣∣∣ ≤ ζ1|σ|CϕCαβ0ζ3 diam(K).
(4.54)
Then, using (4.47), (4.48), and (4.54), the following desired estimate is obtained∣∣∣∣∣∣|σ|〈Λ∇ϕ〉K ·nK,σ − |σ|
∑
σ′∈SK,σ
αK,σσ′(ϕ(xσ′)− ϕ(xK))
∣∣∣∣∣∣ ≤ C|σ|diam(K), (4.55)
with C = Cϕβ0
(
1 + Cαζ1
ζ3
)
. This completes the proof.
Corollary 2 (Strong consistency). Let D be an admissible discretization matching
Definition 1, let {αK,σσ′}σ′∈SK,σ be the coefficients of a conormal decomposition (4.39),
s.t. |αK,σσ′ | ≤ Cα with Cα > 0, whereby Cα only depends on α0, β0, and the mesh
regularity parameters (3.5)-(3.6). Let D be a dense subspace of H10 (Ω) s.t. D ⊂ C2(T )∩
C0(Ω). For σ ∈ E, let Iσ ∈ L(HT (Ω);P0(σ)) be a trace reconstruction operator such
that for all ϕ ∈ D
|IσϕT − ϕ(xσ)| ≤ νh2D, (4.56)
where ν > 0 only depends on the mesh regularity parameters (3.6). Then, the linear
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fluxes defined as
F˜K,σ(v)
def
= |σ|
∑
σ′∈SK,σ
αK,σσ′(Iσ′v − vK), ∀ v ∈ HT (Ω), K ∈ T , σ ∈ EK , (4.57)
satisfy the strong consistency property (4.29).
Proof. We obtain, thanks to Proposition 8, that for all ϕ ∈ D∣∣∣|σ|〈Λ∇ϕ〉K ·nK,σ − F˜K,σ(ϕT )∣∣∣ ≤ C|σ|diam(K)
+|σ| max
σ′∈SK,σ
|Iσ′ϕT − ϕ(xσ′)|
∑
σ′∈SK,σ
|αK,σσ′ |. (4.58)
Then, using inequality (4.53) results in∣∣∣|σ|〈Λ∇ϕ〉K ·nK,σ − F˜K,σ(ϕT )∣∣∣ ≤ C|σ|diam(K)
+
Cα|EK |β0
ζ3
|σ|
diam(K)
max
σ′∈SK,σ
|Iσ′ϕT − ϕ(xσ′)|.
(4.59)
On one hand, for any K ∈ T , we have diam(K) ≤ hD. On the other hand, thanks to
(3.6), for any K ∈ T , we get 1
diam(K)
≤ 1
ζ5hD
. Therefore, we infer from (4.59)
∣∣∣|σ|〈Λ∇ϕ〉K ·nK,σ − F˜K,σ(ϕT )∣∣∣ ≤ C|σ|hD
+
Cα|EK |β0
ζ3ζ5
|σ|
hD
max
σ′∈SK,σ
|Iσ′ϕT − ϕ(xσ′)|.
(4.60)
The strong consistency of the fluxes follows due to assumption (4.56), and the assump-
tion that |EK | is bounded (see (3.5)).
Remark 12. Please note that any conormal decomposition calculated with the opti-
mization problem (4.43) satisfies |αK,σσ′ | ≤ Cα such that the above results can be
applied.
4.3.2 Choice of trace reconstruction operators
With the results obtained in the last section, we now propose choices for the space D
and the trace reconstruction operators Iσ ∈ L(HT (Ω);P0(σ)) such that (4.56) holds.
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Barycentric condensation The first choice consists in taking for all u ∈ HT (Ω),
σ ∈ Eint:
D = C∞c (Ω),
Iσu =
∑
K∈Bσ
ωK,σuK ,
(4.61)
where Bσ is a subset of T with card(Bσ) ≥ d, and {ωK,σ}K∈Bσ is a family of non-negative
real numbers such that
xσ =
∑
K∈Bσ
ωK,σxK ,
∑
K∈Bσ
ωK,σ = 1, (4.62)
whereby xσ is given as the barycenter of face σ.
In the next proposition, we show that the barycentric condensation is a second order
interpolator for all ϕ ∈ C∞c (Ω).
Proposition 9. Let D be an admissible discretization matching Definition 1. Let Iσ ∈
L(HT (Ω);P0(σ)), σ ∈ E, be the barycentric trace reconstruction operator, as defined in
(4.61), then equation (4.56) is satisfied for all ϕ ∈ D.
Proof. For each ϕ ∈ D and K ∈ Bσ, we deduce with Taylor’s theorem
ϕ(xK) = ϕ(xσ) +∇ϕ(xσ) · (xK − xσ) +O(h2D).
Multiplying the above equation with ωK,σ and summation over the set Bσ yield∑
K∈Bσ
ωK,σϕ(xK) = ϕ(xσ) +∇ϕ(xσ) ·
∑
K∈Bσ
ωK,σ(xK − xσ) +O(h2D)
= ϕ(xσ) +O(h2D),
which shows that equation (4.56) is fulfilled.
The subspace D = C∞c (Ω) is dense in H
1
0 (Ω) per definition. Therefore, the choice (4.61)
ensures that Corollary 2 holds, which implies consistency. This in turn is essential for
the convergence result given in Corollary 1. We do not need any further regularity as-
sumption for the tensor Λ (besides the assumption of a bounded spectrum, see Chapter
3). Our result is thus an improvement of the convergence result obtained in [Droniou
and Le Potier, 2011] which requires Λ to be piecewise Lipschitz-continuous in Ω.
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Hypotheses 2. For the harmonic averaging point interpolation, we need the following
additional assumptions:
• PΩ
def
= {Ωi}i=1,...,NΩ is a finite partition of Ω into open connected disjoint polygonal
subsets;
• Λ is a symmetric tensor-valued function such that Λ|Ωi ∈ [C2(Ωi)]d×d for all
i = 1, . . . , NΩ;
• T is compatible with PΩ, i.e. ∀K ∈ T there exists Ωi ∈ PΩ s.t. K ⊆ Ωi.
Please note that the above hypotheses are more general than assuming that PΩ = T
and Λ|K ∈ [C2(K)]d×d.
The following function space has been defined in [Age´las et al., 2010a], and is here given
for the sake of completeness.
Proposition 10 (Density of test-functions space). Let us assume that Hypotheses 2
hold, and let Q be the space of functions ϕ : Ω→ R such that
(i) ϕ is continuous and piecewise regular:
ϕ ∈ C0(Ω) and ϕ|Ωi ∈ C2(Ωi), ∀ i = 1, . . . , NΩ;
(ii) tangential derivatives of ϕ are continuous at the interfaces:
(∇ϕ)|Ωi ·t = (∇ϕ)|Ωj ·t on ∂Ωi ∩ ∂Ωj, ∀ t ∈ Rd parallel to ∂Ωi ∩ ∂Ωj and ∀ i, j =
1, . . . , NΩ s.t. ∂Ωi ∩ ∂Ωj has dimension (d− 1);
(iii) derivatives in conormal direction are continuous at the interfaces:
(Λ∇ϕ)|Ωi ·ni + (Λ∇ϕ)|Ωj ·nj = 0 on ∂Ωi ∩ ∂Ωj, ∀ i, j = 1, . . . , NΩ s.t. ∂Ωi ∩ ∂Ωj
has dimension (d− 1);
then it follows that Q is dense in H10 (Ω).
Proof. The proof can be found in [Age´las et al., 2010a].
We then suggest, with these additional assumptions, to take, for all u ∈ HT (Ω), σ ∈ Eint,
with Tσ = {K,L}:
D = Q,
Iσu = ωK,σuK + ωL,σuL,
(4.65)
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Multiplication with
dK,σdL,σ
dL,στK,σ+dK,στL,σ
and summation of both equations results in
x− xσ = dK,σdL,σ
dL,στK,σ + dK,στL,σ
(
(α−K,xv + α
−
L,xv
)(xv − x) + (α−K,x
v
′
+ α−L,x
v
′
)(xv′ − x)
)
,
(4.69)
where we can identify xσ as the harmonic averaging point, defined in (4.66). Setting
x = xσ results in α
−
K,xv
+ α−L,xv = α
−
K,x
v
′
+ α−L,x
v
′
= 0 due to the linear independence of
the vectors (xv − x) and (xv′ − x). With this, the corresponding fluxes are given by
F−K,σ(u) = −|σ|
τK,σ
dK,σ
(uK − Iσu), F−L,σ(u) = −|σ|
τL,σ
dL,σ
(uL − Iσu). (4.70)
Forcing flux continuity F−K,σ(u) + F
−
L,σ(u) = 0 results in the interpolation formulas
(4.66).
Remark 13. Some simple calculations reveal that for the homogeneous case, the point
xσ is the intersection between the line {s ∈ R |xK + s(xL − xK)} and the hyperplane{
x ∈ Rd | (xσ − x) · nK,σ = 0
}
. Furthermore, for isotropic tensors, i.e. Λ = ΛI with
Λ ∈ R>0, the harmonic averaging point is given as
xσ = PσxL + ωK,σ(PσxK − PσxL), (4.71)
where Pσx denotes the orthogonal projection of x onto the face σ, i.e. PσxK = xK +
dK,σnK,σ. That means that xσ is located in-between the projected cell-centers.
The interpolation strategy using harmonic averaging points seems to be attractive, since
only neighboring values are needed for the interpolation. Nevertheless, in general,
it cannot be guaranteed that xσ ∈ σ. However, for admissible discretizations, see
Definition 1, the formulas (4.66) are well-defined. Therefore, this strategy can also be
used for the case that xσ 6∈ σ. This may influence the linearity preservation property of
the scheme, for more details see [Gao and Wu, 2013]. Therefore, it could be necessary
to combine this strategy with others to assure accuracy for distorted unstructured grids
and arbitrary heterogeneities. These issues are discussed in more detail in Chapter 6
and 7.
The behavior of the harmonic averaging point for isotropic and anisotropic tensors is
exemplarily depicted in Figure 4.4. The tensors for the isotropic case are given by
ΛK = 1000I, ΛL = I. In this case, it is guaranteed that the harmonic averaging point
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4.3.3 Construction of linear finite-volume schemes
In this section, we discuss the construction of linear schemes belonging to the family
described in (4.28).
AvgMPFA scheme
Any choice of constant weights µK,σ, µL,σ in the flux expression (4.28) results in a linear
multi-point flux approximation. The scheme with weights µK,σ = µL,σ = 0.5 and sub-
fluxes (4.57), with coefficients calculated using the optimization problem (4.43), is in
the following denoted as AvgMPFA scheme.
AvgMPFA-F scheme
Here, instead of using the optimization problem (4.43) to decompose the conormal we
present another possibility for its decomposition. This is closely related to mimetic
finite-difference schemes, where the decomposition of the conormals is formulated for
the whole cell. Following the ideas presented in [Lipnikov et al., 2014, Sun et al., 2013],
we define the conormal matrix NK , which contains the conormal vectors, and the matrix
DK , which contains the distance vectors:
NK =

nTK,σ1ΛK
...
nTK,σ|EK |
ΛK
 , DK =

(xσ1 − xK)T
...
(xσ|EK | − xK)T
 . (4.73)
Then, the decomposition of all the conormals for cell K can be formulated as
NK = AKDK , (4.74)
where the matrix AK contains the αK,σσ′ values (see equation (4.45)), such that the
entries of the i-th row of AK (i.e. αK,σiσ′ = AK,σiσ′) define the decomposition ofΛKnK,σi .
Assuming that the matrix DKNK is invertible, the general solution of (4.74) is
AK = NK(N
T
KDK)
−1
N
T
K + SK , with SKDK = O, (4.75)
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which means that the rows of SK are in the kernel of DK . The scheme is defined up
to the choice of the matrix SK , which is usually chosen to increase the stability of the
scheme, an example is given in Section 5.2. This concept is similar to the one used
for mimetic finite-difference (MFD) methods that are considered in Chapter 5. The
main difference is that face unknowns are eliminated by trace reconstruction operators
as those presented in Section 4.3.2. The coefficient matrix (4.75) is usually dense such
that the face stencils are given by SK,σ = EK , i.e. the full stencil is used (this is indicated
with the capital letter F). Therefore, the scheme with weights µK,σ = µL,σ = 0.5 and
sub-fluxes (4.57), with coefficients calculated using the matrix AK (4.75), is in the
following denoted as AvgMPFA-F.
4.3.4 Construction of nonlinear finite-volume schemes
In this section, we describe two nonlinear schemes belonging to the family (4.28), where
the first scheme is monotone (see [Le Potier, 2005, Yuan and Sheng, 2008, Danilov and
Vassilevski, 2009, Lipnikov et al., 2009b, Schneider et al., 2017b]) and the second one
satisfies discrete extremum principles (see [Droniou and Le Potier, 2011, Le Potier, 2009,
Sheng and Yuan, 2011, Lipnikov et al., 2012]). Please note that for nonlinear schemes
monotonicity only guarantees that the scheme is positivity preserving, see Section 3.2.1.
The presented schemes differ in the choice of the weights µK,σ, µL,σ (4.28). For nonlinear
schemes these weights nonlinearly depend on u ∈ HT , i.e. µK,σ = µK,σ(u). However,
for a better readability, we write µK,σ instead of µK,σ(u) in most expressions.
Nonlinear Two-Point Flux Approximation
In this section, a nonlinear two-point flux approximation (NLTPFA) is derived, using
concepts presented in [Yuan and Sheng, 2008, Danilov and Vassilevski, 2009, Lipnikov
et al., 2009b, Schneider et al., 2017b], with some improvements. Inserting (4.57) into
(4.30), using the reconstruction operator (4.72), reordering of terms, and using the fact
that
∑
M∈Iσ
ωM = 1, yield
FK,σ(u, v) = tL,σ(u)vL − tK,σ(u)vK − (µL,σ(u)λL,σ(v)− µK,σ(u)λK,σ(v))︸ ︷︷ ︸
def
=RK,σ(u,v)
, (4.76)
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with the transmissibilities
tK,σ = |σ|
µK,σ ∑
σ′∈SK,σ
∑
M∈{Iσ′\{K}}
αK,σσ′ωM,σ′ + µL,σ
∑
σ′∈SL,σ
∑
M∈{Iσ′∩{K}}
αL,σσ′ωM,σ′
 ,
tL,σ = |σ|
µL,σ ∑
σ′∈SL,σ
∑
M∈{Iσ′\{L}}
αL,σσ′ωM,σ′ + µK,σ
∑
σ′∈SK,σ
∑
M∈{Iσ′∩{L}}
αK,σσ′ωM,σ′
 ,
(4.77)
and
λK,σ(v)
def
= |σ|
∑
σ′∈SK,σ
∑
M∈{Iσ′\{K,L}}
αK,σσ′ωM,σ′vM ,
λL,σ(v)
def
= |σ|
∑
σ′∈SL,σ
∑
M∈{Iσ′\{K,L}}
αL,σσ′ωM,σ′vM .
(4.78)
In order to obtain a nonlinear two-point flux approximation, the following weights are
considered
µK,σ = 0.5, µL,σ = 0.5, if λL,σ = λK,σ = 0,
µK,σ =
|λL,σ|
|λK,σ|+ |λL,σ| , µL,σ =
|λK,σ|
|λK,σ|+ |λL,σ| , otherwise.
(4.79)
Therefore, from (4.76), the flux FK,σ(u, u) reads
FK,σ(u, u) = tL,σ(u)uL − tK,σ(u)uK −RK,σ(u, u). (4.80)
Under the assumption that λL,σ(u)λK,σ(u) ≥ 0, it is inferred from (4.80), using (4.79),
that RK,σ(u, u) = 0. We thus get a nonlinear two-point flux approximation
FK,σ(u, u) = tL,σ(u)uL − tK,σ(u)uK . (4.81)
However, to get the convergence of the finite-volume scheme defined by the fluxes (4.80)
using Corollary 1, the function u 7→ FK,σ(u, u) must be continuous, which is not a priori
the case. The problem comes from the definition (4.79) of the function u 7→ µK,σ(u)
for which discontinuities can appear. Thus, in order to guarantee the continuity of the
function u 7→ FK,σ(u, u), these weights are modified as follows:
µK,σ(u) =
|λL,σ(u)|+ ε
|λK,σ(u)|+ |λL,σ(u)|+ 2ε, µL,σ(u) =
|λK,σ(u)|+ ε
|λK,σ(u)|+ |λL,σ(u)|+ 2ε, (4.82)
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with 0 < ε ≤ hDmin
σ∈E
|σ|. Thus, the convergence of the finite-volume scheme defined by
the fluxes (4.80) with weights (4.82) is obtained thanks to Corollary 1.
Let us now discuss the monotonicity of the finite-volume scheme defined by the fluxes
(4.80). First, we observe that, under some conditions, we can rewrite the flux FK,σ(u, u)
given by the expression (4.80) to obtain a nonlinear two-point flux approximation.
Indeed,
• if we have
RK,σ(u, u) = 0, (4.83)
then the flux FK,σ(u, u), given by (4.80), reduces to
FK,σ(u, u) = tL,σ(u)uL − tK,σ(u)uK ;
• if we have
RK,σ(u, u) > 0 and uK 6= 0, (4.84)
then the flux FK,σ(u, u), given by (4.80), can be rewritten as
FK,σ(u, u) = tL,σ(u)uL −
(
tK,σ(u) +
RK,σ(u, u)
uK
)
uK .
• if we have
RK,σ(u, u) < 0 and uL 6= 0, (4.85)
then the flux FK,σ(u, u), given by (4.80), can be rewritten as
FK,σ(u, u) =
(
tL,σ(u)− RK,σ(u, u)
uL
)
uL − tK,σ(u)uK .
Furthermore, under the assumption that
λL,σ(u)λK,σ(u) ≥ 0, (4.86)
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the flux FK,σ(u, u), defined by (4.80) and weights (4.82), can be rewritten as
FK,σ(u, u) = tL,σ(u)uL − tK,σ(u)uK − ε λL,σ(u)− λK,σ(u)|λK,σ(u)|+ |λL,σ(u)|+ 2ε︸ ︷︷ ︸
def
= EK,σ(u)
, (4.87)
with the estimate
|EK,σ(u)| ≤ ε. (4.88)
Thus, thanks to equation (4.87) and inequality (4.88), it is inferred that under the
assumption that λL,σ(u)λK,σ(u) ≥ 0, the flux FK,σ(u, u), defined by (4.80) and weights
(4.82), is close to a nonlinear two-point flux approximation provided that ε is sufficiently
small.
Furthermore, for the monotonicity property of the NLTPFA scheme, we get the follow-
ing result: Provided that for all σ ∈ Eint with Tσ = {K,L}, one of the four conditions
(4.83)-(4.86) holds, then
FK,σ(u, u) = t˜L,σ(u)uL − t˜K,σ(u)uK +O(ε), (4.89)
with modified transmissibilities t˜L,σ, t˜K,σ, see (4.84)-(4.85). Therefore, if in addition
the values u as well as the coefficients α and ω are non-negative, then t˜L,σ, t˜K,σ ≥ 0,
such that the resulting discretization matrix is an M-matrix (for sufficiently small ε
in case condition (4.86) is used). Therefore, since every M-matrix is per definition
monotone (see Definition 3), Theorem 3.19 holds for the NLTPFA scheme, which implies
monotonicity. For further details see [Danilov and Vassilevski, 2009].
Remark 14. Gao and Wu [2015] suggested the following splitting strategy to obtain a
flux of the form (4.89):
FK,σ =
(
tL,σ +
|RK,σ| −RK,σ
2(uL + ε)
)
uL −
(
tK,σ +
|RK,σ|+RK,σ
2(uK + ε)
)
uK −RεK,σ, (4.90)
with
RεK,σ
def
= ε
( |RK,σ|+RK,σ
2(uK + ε)
− |RK,σ| −RK,σ
2(uL + ε)
)
. (4.91)
Furthermore, they suggested to ignore the residual term RεK,σ such that (4.90) becomes
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a pure nonlinear TPFA:
FmodK,σ =
(
tL,σ +
|RK,σ| −RK,σ
2(uL + ε)
)
uL −
(
tK,σ +
|RK,σ|+RK,σ
2(uK + ε)
)
uK . (4.92)
Our strategy is to keep the residual term and to use the fluxes (4.76). However, when-
ever RεK,σ is in the range of machine precision, the fluxes (4.76) and (4.92) are numeri-
cally equivalent.
Nonlinear Multi-Point Flux Approximation
Following the ideas presented in [Droniou and Le Potier, 2011, Le Potier, 2009, Sheng
and Yuan, 2011], we present in this section a nonlinear multi-point flux approximation
(NLMPFA). For its derivation, we split the sub-fluxes (4.57) as follows:
F˜K,σ(v)
def
= F˜
(1)
K,σ(v) + F˜
(2)
K,σ(v),
F˜L,σ(v)
def
= F˜
(1)
L,σ(v) + F˜
(2)
L,σ(v),
(4.93)
with
F˜
(1)
K,σ(v) = |σ|αK,σσωL,σ(vL − vK),
F˜
(1)
L,σ(v) = |σ|αL,σσωK,σ(vK − vL),
F˜
(2)
K,σ(v) = |σ|αK,σσ
∑
M∈{Iσ\{L}}
ωM,σ(vM − vK) +
∑
σ′∈{SK,σ\{σ}}
|σ|αK,σσ′(Iσ′v − vK),
F˜
(2)
L,σ(v) = |σ|αL,σσ
∑
M∈{Iσ\{K}}
ωM,σ(vM − vL) +
∑
σ′∈{SL,σ\{σ}}
|σ|αL,σσ′(Iσ′v − vL),
where we have used the general definition of trace reconstruction operators (4.72). With
this flux splitting, the weights are chosen as
µK,σ = µL,σ = 0.5, if F˜
(2)
K,σ = F˜
(2)
L,σ = 0,
µK,σ =
|F˜ (2)L,σ|
|F˜ (2)K,σ|+ |F˜ (2)L,σ|
, µL,σ =
|F˜ (2)K,σ|
|F˜ (2)K,σ|+ |F˜ (2)L,σ|
, otherwise.
(4.94)
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Inserting these weights into the fluxes (4.28) results in
FK,σ(u, u) = µK,σ(u)F˜
(1)
K,σ(u)− µL,σ(u)F˜ (1)L,σ(u)
+ µK,σ(u)
(
1− sign
(
F˜
(2)
K,σ(u)F˜
(2)
L,σ(u)
))
F˜
(2)
K,σ(u),
FL,σ(u, u) = µL,σ(u)F˜
(1)
L,σ(u)− µK,σ(u)F˜ (1)K,σ(u)
+ µL,σ(u)
(
1− sign
(
F˜
(2)
K,σ(u)F˜
(2)
L,σ(u)
))
F˜
(2)
L,σ(u),
(4.95)
which satisfy the flux conservation FK,σ(u, u) + FL,σ(u, u) = 0.
Again, the function u 7→ FK,σ(u, u) defined by (4.95) is not a priori continuous when
F˜
(2)
K,σ(u) = F˜
(2)
L,σ(u) = 0. To guarantee the continuity, a splitting of the factors αK,σσωL,σ
and αL,σσωK,σ is carried out in the following way
αK,σσωL,σ = βσ + (αK,σσωL,σ − βσ),
αL,σσωK,σ = βσ + (αL,σσωK,σ − βσ),
with βσ = min(αK,σσωL,σ, αL,σσωK,σ). Thus, the fluxes F˜K,σ, F˜L,σ from (4.93) are
rewritten as follows:
F˜K,σ(v)
def
= F˜
(1)
K,σ(v) + F˜
(2)
K,σ(v),
F˜L,σ(v)
def
= F˜
(1)
L,σ(v) + F˜
(2)
L,σ(v),
(4.96)
with
F˜
(1)
K,σ(v) = |σ|βσ(vL − vK),
F˜
(1)
L,σ(v) = −F˜ (1)K,σ(v),
F˜
(2)
K,σ(v) = |σ|(αK,σσωL,σ − βσ)(vL − vK) + |σ|αK,σσ
∑
M∈{Iσ\{L}}
ωM,σ(vM − vK)
+
∑
σ′∈{SK,σ\{σ}}
|σ|αK,σσ′(Iσ′v − vK),
F˜
(2)
L,σ(v) = |σ|(αL,σσωK,σ − βσ)(vK − vL) + |σ|αL,σσ
∑
M∈{Iσ\{K}}
ωM,σ(vM − vL)
+
∑
σ′∈{SL,σ\{σ}}
|σ|αL,σσ′(Iσ′v − vL).
(4.97)
The weights, µK,σ and µL,σ, and the fluxes, FK,σ and FL,σ, are still defined by (4.94)
and (4.95), respectively. Let us now discuss the case F˜
(2)
K,σ(u) = F˜
(2)
L,σ(u) = 0 for which
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the functions µK,σ and µL,σ are not continuous. We deduce for this case, by using
F˜
(1)
L,σ(v) = −F˜ (1)K,σ(v), that
FK,σ(u, u) = µK,σ(u)F˜
(1)
K,σ(u)− µL,σ(u)F˜ (1)L,σ(u)
= (µK,σ(u) + µL,σ(u))F˜
(1)
K,σ(u)
= F˜
(1)
K,σ(u),
which means that the fluxes are independent of the weights µK,σ and µL,σ. Thus, the
function u 7→ FK,σ(u, u) is continuous on HT (Ω), for all K ∈ T , σ ∈ EK . The above flux
splitting only makes sense if the coefficients αK,σσ, αL,σσ are positive. This is enforced
by adding the constraints
αK,σσ ≥ δα, αL,σσ ≥ δα, (4.98)
to the optimization problem (4.43). The convergence of this scheme, with sub-fluxes
(4.96), is obtained thanks to Corollary 1.
Under the assumption of non-negative coefficients ω, α, it can be deduced that Theorem
5 holds for the final fluxes (4.95), with sub-fluxes (4.97), meaning that the NLMPFA
scheme satisfies the local discrete minimum and maximum principle. The prerequisites
of Theorem 5 are fulfilled since the final fluxes can be transferred into
FK,σ =
∑
M
ξM(uM − uK),
where ξM > 0 depends on the weights µ and the coefficients α, ω. For further details
we refer to [Droniou and Le Potier, 2011, Lipnikov et al., 2012].
From a numerical point of view it is again beneficial to incorporate the ε into the
definition of the weights (4.94), which yields
µK,σ =
|F˜ (2)L,σ|+ ε
|F˜ (2)K,σ|+ |F˜ (2)L,σ|+ 2ε
, µL,σ =
|F˜ (2)K,σ|+ ε
|F˜ (2)K,σ|+ |F˜ (2)L,σ|+ 2ε
. (4.99)
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With these new weights, the fluxes are given as
FK,σ = |σ|βσ(uL − uK) + µ˜K,σ
(
1− sign
(
F˜
(2)
K,σF˜
(2)
L,σ
))
F˜
(2)
K,σ + FK,σ,
FL,σ = |σ|βσ(vK − vL) + µ˜L,σ
(
1− sign
(
F˜
(2)
K,σF˜
(2)
L,σ
))
F˜
(2)
L,σ + FL,σ,
(4.100)
with
µ˜K,σ =
|F˜ (2)L,σ|
|F˜ (2)K,σ|+ |F˜ (2)L,σ|+ 2ε
, µ˜L,σ =
|F˜ (2)K,σ|
|F˜ (2)K,σ|+ |F˜ (2)L,σ|+ 2ε
, FK,σ =
ε(F˜
(2)
K,σ − F˜ (2)L,σ)
|F˜ (2)K,σ|+ |F˜ (2)L,σ|+ 2ε
,
and FL,σ = −FK,σ, whereby
|FK,σ| = |FL,σ| ≤ ε. (4.101)
Thus, the final fluxes (4.100) are close to the fluxes that are obtained for the weights
(4.94), for which the local discrete minimum and maximum principle holds. Therefore,
it is likely that the discrete extremum principles also hold for these fluxes.
4.3.5 Coercivity
For the proof of convergence in Theorem 7, the coercivity of the form aT is assumed.
Sufficient conditions that guarantee coercivity are briefly discussed in this section. Here,
we only discuss the case where the harmonic averaging point interpolation (4.65) is used.
Reordering of terms in equation (4.8) results in
aT (u, v, v) = −
∑
K∈T
∑
σ∈EK
FK,σ(u, v)vK
=
∑
σ∈Eint,Tσ={K,L}
FK,σ(u, v)(vL − vK) +
∑
σ∈Eext,Tσ={K}
F˜K,σ(v)(0− vK)
=
∑
K∈T
∑
σ∈EK
µK,σF˜K,σ(v)(vL − vK),
(4.102)
where we set µK,σ = 1 and vL = 0 (homogeneous zero Dirichlet conditions) for all
σ ∈ Eext. Inserting the sub-fluxes F˜K,σ (4.57) together with the harmonic averaging
trace reconstruction operator (4.65) yield
aT (u, v, v) =
∑
K∈T
(vL − vK)Tσ∈EK CKGKWKHKCK (vL − vK)σ∈EK , (4.103)
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with coefficient matrixWK,σσ′ =
αK,σσ′
|σ′| , and the diagonal matricesGK = diag(µK,σ)σ∈EK ,
HK = diag(1 − ωK,σ)σ∈EK , CK = diag(|σ|)σ∈EK . Please note that ωK,σ = 0 for each
σ ∈ Eext, such that Iσv = ωK,σvK + (1− ωK,σ)vL = vL = 0.
Assuming that the matrix GKWKHK satisfies, for all K ∈ T , the inequality
xTGKWKHKx ≥ γ1|K| |x|
2, ∀x ∈ R|EK |, (4.104)
then it follows that
aT (u, v, v) ≥ γ1
∑
K∈T
1
|K|
∣∣CK (vL − vK)σ∈EK ∣∣2
= γ1
∑
K∈T
1
|K|
∑
σ∈EK
|σ|2|vL − vK |2
≥ γ1
∑
K∈T
min
σ∈EK
( |σ|dK,σ
|K|
) ∑
σ∈EK
|σ|
dK,σ
|vL − vK |2
≥ γ1ζ2ζ3
∑
K∈T
∑
σ∈EK
|σ|
dK,σ
|vL − vK |2 ≥ γ1ζ2ζ3‖v‖2T ,
(4.105)
and thus the coercivity of the scheme. It follows that inequality (4.104) only can hold
if 0 < µK,σ, ωK,σ < 1, for all K ∈ T , σ ∈ EK ∩ Eint. This is satisfied for the coefficients
ωK,σ of the harmonic averaging point interpolation (4.65), and for the weights µK,σ of
the NLTPFA and NLMPFA schemes (see equations (4.82) and (4.99)).
A possible choice of weights is µK,σ = 1 − ωK,σ. For this choice, it is not necessary to
include the matrices GK ,HK in inequality (4.104). Similar results can be found in [Luo
et al., 2017].
4.4 Application to established linear finite-volume
schemes
In this section, the convergence analysis presented in Section 4.1 is applied to well-
established linear finite-volume schemes. The presented schemes also belong to the
family of schemes (4.28), with the difference that the sub-fluxes (4.57) are constructed
to satisfy flux continuity, i.e. F˜K,σ = F˜L,σ. Therefore, the fluxes (4.28) are given by
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FK,σ = F˜K,σ, independent of the weights µK,σ, µL,σ, and we no longer have to distinguish
between the fluxes FK,σ and their sub-fluxes F˜K,σ. Furthermore, the first argument in
the flux function and in the form aT can be ignored, which is why it is neglected in the
following.
4.4.1 Two-point flux approximation
The linear two-point flux approximation is a simple but robust cell-centered finite-
volume scheme, which is commonly used in commercial software. Analogously to Sec-
tion 4.3.1, this scheme can also be derived using the conormal decomposition, which
reads
ΛKnK,σ = αK,σσtK,σ + t
⊥
K,σ, αK,σσ =
nTK,σΛKtK,σ
tTK,σtK,σ
, t⊥K,σ = ΛKnK,σ − αK,σσtK,σ,
(4.106)
with tK,σ
def
= xσ−xK and tTK,σt⊥K,σ = 0. The same can be done for the conormal ΛLnL,σ.
Finally, neglecting the orthogonal parts, we obtain the following flux approximations
FK,σ(u) = |σ|αK,σσ(Iσu− uK), FL,σ(u) = |σ|αL,σσ(Iσu− uL). (4.107)
Enforcing local flux conservation, i.e. FK,σ + FL,σ = 0, results in
Iσu =
αK,σσuK + αL,σσuL
αK,σσ + αL,σσ
. (4.108)
With this, the fluxes (4.107) are rewritten as
FK,σ = |σ| αK,σσαL,σσ
αK,σσ + αL,σσ
(uL − uK), FL,σ = |σ| αK,σσαL,σσ
αK,σσ + αL,σσ
(uK − uL). (4.109)
By neglecting the orthogonal term, the consistency of the scheme is lost for general
grids. The consistency is achieved only for so-called K-orthogonal grids where t⊥K,σ = 0.
For such grids we deduce that
αK,σσ =
τK,σ
dK,σ
, αL,σσ =
τL,σ
dL,σ
, (4.110)
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with τK,σ, τL,σ defined in (4.66) (τK,σ = nK,σΛKnK,σ, τL,σ = nL,σΛLnL,σ). For each
σ ∈ Eext, the fluxes are directly given by FK,σ in (4.107).
Under the assumption that (4.110) is valid, the coercivity for the TPFA scheme directly
follows. Indeed, inserting the flux functions (4.107) with coefficients (4.110) into the
bilinear form (4.10) yield
aT (u, u) =
∑
K∈T
∑
σ∈EK
FK,σ(u)(Iσu− uK)
=
∑
K∈T
∑
σ∈EK
|σ|αK,σσ |Iσu− uK |2
=
∑
K∈T
∑
σ∈EK
τK,σ
|σ|
dK,σ
|Iσu− uK |2
≥ α0‖u‖2T ,I ≥ α0‖u‖2T ,
(4.111)
where we have used Lemma 1. This shows the coercivity of the TPFA scheme. There-
fore, the convergence of the TPFA scheme on K-orthogonal grids follows with The-
orem 7 (since the fluxes (4.109) are strongly consistent on K-orthogonal grids). If
the coefficients are always chosen as (4.110), then the coercivity follows regardless of
K-orthogonality.
4.4.2 Multi-point flux approximation
Within this section, it is demonstrated that the well-established MPFA-O and MPFA-L
schemes also fit into the previously introduced framework. For this purpose, we show
that the construction of MPFA gradients is related to the conormal decomposition.
MPFA-O
For the derivation of the MPFA-O scheme, a dual grid is constructed by connecting
the face and edge barycenters with the cell barycenters. This yields interaction regions
around each grid vertex, as depicted in Figure 4.5. In the following the discussion
is restricted to the two-dimensional setup shown in this figure. Let us discuss the
construction of the flux over the sub-edge σv, which contains the segment from xσ to
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To show the strong consistency of the scheme (using Corollary 2) it is necessary to show
that the MPFA-O trace reconstruction operator is of second order, such that (4.56) is
fulfilled. This is stated in the next proposition.
Proposition 11. Let D be an admissible discretization matching Definition 1 and let
D be a dense subspace of H10 (Ω) s.t. D ⊂ C2(T ) ∩ C0(Ω). For each sub-volume Kv ⊂
K, let ∇ˆKvD ∈ L(HT (Ω);P0(Kv)) be a discrete gradient reconstruction operator, see
equation (4.114), such that for all ϕ ∈ D
|∇ˆKvD ϕT −∇ϕ(xK)| ≤ CKvhD, (4.117)
where CKv only depends on the mesh regularity parameters (3.6). For each vertex v of
the face σ ∈ E , let Iσv ∈ L(HT (Ω);P0(σv)) be the trace reconstruction operator related
to the discrete gradient by (4.115). Then, the trace reconstruction operator is of second
order, which means that (4.56) is fulfilled.
Proof. Since K is star-shaped with respect to xK , Taylor’s theorem can be used to
deduce that, for all ϕ ∈ D,
|IσvϕT − ϕ(xσ)| = |IσvϕT − ϕ(xK)− (ϕ(xσ)− ϕ(xK))|
= |∇ˆKvD ϕT · (xσ − xK)− (ϕ(xσ)− ϕ(xK))|
≤ |(∇ˆKvD ϕT −∇ϕ(xK))(xσ − xK)|
+ |ϕ(xσ)− ϕ(xK)−∇ϕ(xK)(xσ − xK)|
≤ CKvh2D + Cϕh2D,
with Cϕ = O(‖ϕ‖C2(K)), where we have used (4.115) and the triangular inequality.
For the MPFA-O scheme, inequality (4.117) has been proven in [Age´las et al., 2010b,
Lemma 4.7], with the choice D = C∞c (Ω).
Since Corollary 2 also holds for each sub-face σv ⊂ σ, the strong consistency of the
MPFA-O sub-fluxes (4.113) follows thanks to Proposition 11. The fluxes FK,σ, for each
face σ, are then calculated as the sum of the sub-fluxes:
FK,σ =
∑
v∈Vσ
FK,σv , (4.118)
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for the calculation of the flux over the sub-face σv
∇ˆKv,σvD u =
[
xσ − xK xσ′ − xK
]−T [Iσvu− uK
Iσ′
v
u− uK
]
,
∇ˆLv,σvD u =
[
xσ − xL v − xL
]−T [Iσvu− uL
Ivu− uL
]
,
∇ˆMv,σvD u =
[
xσ′ − xM v − xM
]−T [Iσ′
v
u− uM
Ivu− uM
]
.
With these discrete gradients, Iσvu and Iσ′vu are the solution of the following system
of equations
ΛK∇ˆKv,σvD u · nK,σv +ΛL∇ˆLv,σvD u · nL,σv = 0,
ΛK∇ˆKv,σvD u · nK,σ′v +ΛM∇ˆMv,σvD u · nM,σ′v = 0,
Ivu = uK + ∇ˆKv,σvD u · (v − xK).
For the MPFA-L scheme inequality (4.117) has been proven in [Age´las et al., 2010a,
Lemma 7] with D = Q (see Proposition 10). The observations that have been made
for the MPFA-O scheme similarly hold for the MPFA-L scheme. Therefore, the strong
consistency is also given for the MPFA-L fluxes and the convergence follows thanks to
Theorem 7 (under the assumption of coercivity).

5 Hybrid and mimetic schemes
Mimetic finite-difference (MFD) [Brezzi et al., 2005b] and hybrid finite-volume (HFV)
[Eymard et al., 2010] schemes belong to the family of hybrid, mixed, and mimetic
(HMM) methods. In [Droniou et al., 2010] it has been shown that hybrid finite-volume
schemes, mixed finite-volume methods [Droniou and Eymard, 2006], and mimetic finite-
difference schemes are equivalent, meaning that each of these schemes can be interpreted
within a hybrid, mixed, or mimetic framework. Within this chapter, we demonstrate
that HMM methods are closely related to the schemes that have been presented in
Chapter 4. The main difference is that cell-centered schemes use trace reconstruction
operators, and accordingly interpolation rules, to eliminate face unknowns, whereas
hybrid methods include these face unknowns as additional variables. Here, we mainly
follow the ideas presented in [Brezzi et al., 2005b, Lipnikov et al., 2011, 2014].
Within this chapter, we use the function spaces from Definition 4 and the operators
from Definition 5. Furthermore, only linear numerical flux functions, given by FK,σ :
XD(Ω) 7→ P0(σ), are considered here. Additionally, let us recall the matrices that have
been defined in (4.73):
NK =

nTK,σ1ΛK
...
nTK,σ|EK |
ΛK
 , DK =

(xσ1 − xK)T
...
(xσ|EK | − xK)T
 . (5.1)
Using these definitions, the discrete formulation of the elliptic problem (4.1) reads
(similar to (4.5)-(4.6)): Find u ∈ XD,0(Ω) such that
−
∑
σ∈EK
FK,σ(u) =
∫
K
f dx, ∀K ∈ T , (5.2)
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FK,σ(u) + FL,σ(u) = 0, ∀σ ∈ Eint, Tσ = {K,L}. (5.3)
Again, it can be shown that problem (5.2)-(5.3) is equivalent to the problem:
Find u ∈ XD,0(Ω) s.t.
aD(u, v) =
∫
Ω
fΠT v dx, ∀ v ∈ XD,0(Ω), (5.4)
with the bilinear form
aD(u, v)
def
=
∑
K∈T
∑
σ∈EK
FK,σ(u)(vσ − vK), ∀ (u, v) ∈ [XD,0(Ω)]2. (5.5)
Please note that within this chapter we only consider linear schemes such that the
fluxes are functions of only one argument, in contrast to the nonlinear schemes that
are considered in Chapter 4. The fluxes are given, similar to (4.57), as
FK,σ(u)
def
= |σ|
∑
σ′∈EK
αK,σσ′(uσ′ − uK), ∀ u ∈ XD,0(Ω), K ∈ T , σ ∈ EK , (5.6)
where the coefficients αK,σσ′ are chosen such that the scheme is consistent and coercive.
Using the definitions (5.1) and the matrices
uEK
def
= (uσ)σ∈EK =

uσ1
...
uσ|EK |
 , CK def= diag(|σ1|, · · · , |σ|EK ||), (5.7)
we obtain the fluxes for cell K as follows:
FK,EK
def
=

FK,σ1
...
FK,σ|EK |
 = CKAK(uEK − uKe), with AK,σσ′ = αK,σσ′ . (5.8)
The matrix AK is calculated such that the consistency equation (4.74) holds. This
consistency condition guarantees that the discrete divergence operator of the scheme
is exact for every piecewise linear function. Indeed, let ψ ∈ C(Ω) be a piecewise
linear function, with constant gradient (∇ψ)K on K. Then, using (xσ−xK)T (∇ψ)K =
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ψ(xσ)− ψ(xK) and the consistency condition (4.74), it follows that
−
∫
K
∇ · (ΛK∇ψ) dx = −
∑
σ∈EK
|σ|(ΛKnK,σ)T (∇ψ)K = −eTCKNK(∇ψ)K
= −eTCKAKDK(∇ψ)K = −
∑
σ∈EK
FK,σ.
For the definition of the coercivity property of mimetic schemes, we define the following
matrices
WK
def
= AKC
−1
K , RK
def
= CKDK , (5.9)
which can also be found in various publications about MFD schemes, e.g. in [Lipnikov
et al., 2011]. Thus, the consistency condition (4.74) is rewritten as
NK = WKRK . (5.10)
Furthermore, the matrices WK are constructed such that the following local stability
condition holds (see [Brezzi et al., 2005b, Lipnikov et al., 2011])
γ1
|K| |x|
2 ≤ xTWKx ≤ γ2|K| |x|
2, ∀x ∈ R|EK |, (5.11)
with γ1, γ2 > 0 independent of K ∈ T .
Proposition 12 (Coercivity of hybrid schemes). Let us assume that the matrix WK
(5.9) is constructed such that condition (5.11) holds for all K ∈ T . Then, the bilinear
form, defined in (5.5) with fluxes (5.8), is coercive.
Proof. For any u ∈ XD,0(Ω), we observe that
aD(u, u) =
∑
K∈T
∑
σ∈EK
FK,σ(u)(uσ − uK) =
∑
K∈T
(uEK − uKe) · FK,EK
=
∑
K∈T
(uEK − uKe)TCKWKCK(uEK − uKe) ≥ γ1
∑
K∈T
1
|K| |CK(uEK − uKe)|
2
= γ1
∑
K∈T
1
|K|
∑
σ∈EK
|σ|2|uσ − uK |2 ≥ γ1
∑
K∈T
min
σ∈EK
( |σ|dK,σ
|K|
) ∑
σ∈EK
|σ|
dK,σ
|uσ − uK |2
≥ γ1ζ2ζ3
∑
K∈T
∑
σ∈EK
|σ|
dK,σ
|uσ − uK |2 ≥ γ1ζ2ζ3‖u‖2T ,
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where the mesh regularity assumptions (3.5)-(3.6) have been used. This completes the
proof.
Remark 15. The consistency of hybrid schemes follow from Proposition 8, since the co-
efficient matrix WK is related to the conormal decomposition through equation (5.10).
Thus, it follows, using Proposition 12, that the scheme, defined by the bilinear form
(5.5), is linear, consistent, and coercive. Therefore, similar to Chapter 4, the conver-
gence of mimetic schemes can be proven. Convergence results of mimetic schemes have,
for example, been presented in [Brezzi et al., 2005a, Droniou et al., 2010, da Veiga et al.,
2014].
5.1 Mixed formulation
Originally, the mimetic schemes have been introduced, for example in [Brezzi et al.,
2005b], as a discretization of the mixed weak formulation (3.10a)-(3.10b), which gives
its relation to mixed finite-element methods, whereas the hybrid formulation is closely
related to finite-volume methods. However, the transformation from one formulation
into the other one is straightforward, as shown in the following. For the mixed mimetic
formulation, the following discrete space is introduced FE def= (FK,EK )K∈T = {FK,σ ∈
P
0(σ)| s.t. FK,σ + FL,σ = 0, ∀K ∈ T , σ ∈ EK , Tσ = {K,L}}, which contains the flux
unknowns. Hence, multiplying (5.8) with GTK,EKC
−1
K W
−1
K C
−1
K , for any (GK,EK )K∈T ∈
FE , summing up over all K ∈ T , and using the local flux conservation, yield∑
K∈T
GTK,EKC
−1
K W
−1
K C
−1
K FK,EK =
∑
K∈T
GTK,EK (uEK − uKe) =
∑
K∈T
∑
σ∈EK
GK,σ(uσ − uK)
= −
∑
K∈T
∑
σ∈EK
GK,σuK .
(5.12)
To obtain the mixed form, we define a scalar product on the space FE and a discrete
divergence operator:
〈G,F〉FE def=
∑
K∈T
GTK,EKC
−1
K W
−1
K C
−1
K FK,EK , (DIVEG)K def=
1
|K|
∑
σ∈EK
GK,σ. (5.13)
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With these definitions, problem (5.4) together with equation (5.12) can be rewritten,
by using the fact that aD(u, v) = −〈DIVEF, v〉L2 , as: Find (u,F) ∈ HT ×FE , s.t.
〈G,F〉FE + 〈DIVEG, u〉L2 = 0, ∀G ∈ FE , (5.14)
〈DIVEF, v〉L2 + 〈f, v〉L2 = 0, ∀ v ∈ HT . (5.15)
This corresponds to the mixed formulation (see equation (3.12)). In general, instead of
using flux unknowns for each face σ, it is common to use face velocity unknowns that
approximate the velocities in normal direction. These velocity unknowns are given by
C
−1
K FEK .
Let us in the following discuss a local formulation of equation (5.14) which is used for
the implementation of the scheme. First of all, it is observed that the discrete space of
flux unknowns FE is of dimension |E|, since flux continuity is enforced for all interior
faces. Therefore, we can rewrite this space as
FE = {Fσ ∈ P0(σ) | σ ∈ E}, (5.16)
and equip this discrete space with a function that accounts for the flux orientation. For
that purpose, we define the bijective function Idx : T 7→ {1, · · · , |T |} which assigns
a uniquely defined integer to each cell K. With this, we further define the following
function that accounts for the flux orientation:
sign(K,L)
def
=
1 if Idx(K) < Idx(L),−1 if Idx(K) > Idx(L), (5.17)
such that sign(K,L) = −sign(L,K). With this, the fluxes FK,σ and FL,σ are given, for
each face σ ∈ Eint, with Tσ = {K,L}, as
FK,σ = sign(K,L)Fσ, FL,σ = sign(L,K)Fσ, (5.18)
and flux continuity automatically holds
FK,σ + FL,σ = (sign(K,L) + sign(L,K))Fσ = 0. (5.19)
At boundary faces σ ∈ Eext it follows that FK,σ = Fσ. A basis of the discrete flux
space is given by Gσ = 1 and Gσ′ = 0 for all σ
′ 6= σ, such that GK,σ = sign(K,L) and
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GL,σ = sign(L,K), Tσ = {K,L}. Inserting this basis into equation (5.14) yields∑
σ′∈EK
1
|σ′|W
−1
K,σσ′FK,σ′ −
∑
σ′∈EL
1
|σ′|W
−1
L,σσ′FL,σ′ = |σ|(uL − uK), ∀ σ ∈ Eint,∑
σ′∈EK
1
|σ′|W
−1
K,σσ′FK,σ′ = −|σ|uK , ∀ σ ∈ Eext.
(5.20)
For K-orthogonal grids, it follows, for an appropriate choice ofWK , thatW
−1
K,σσ =
|σ|
αK,σσ
and W−1K,σσ′ = 0 for σ
′ 6= σ, such that for each σ ∈ Eint equation (5.20) reduces to
αK,σσ + αL,σσ
αK,σσαL,σσ
FK,σ = |σ|(uL − uK). (5.21)
This is exactly the same equation than for the TPFA fluxes (4.109). The local face
formulation (5.20) can then be assembled, using the function that accounts for the flux
orientation, into a global system of equations.
5.2 Construction of local matrices
Within this section, we discuss the construction of the matrices WK such that the
consistency (5.10) and stability (5.11) conditions hold. The general solution of (5.10)
is given by
WK = NK(N
T
KRK)
−1
N
T
K + SK , s.t. SKRK = O, (5.22)
which means that the rows of SK are in the kernel of RK . Choosing xσ as the barycenter
of face σ and using the geometrical identity∑
σ∈EK
|σ|nK,σ(xσ − xK)T = |K|I, ∀K ∈ T , (5.23)
to deduce that
N
T
KRK = |K|ΛK,σ. (5.24)
Therefore, the matrix WK is symmetric if the stabilization matrix SK is chosen sym-
metric (for the case that xσ are the barycenters).
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Remark 16. The stabilization matrix SK is often written as
SK = VKUKV
T
K , s.t. V
T
KRK = O, (5.25)
where VK ∈ R|EK |×(|EK |−d), with rank(VK) = |EK |−d, and UK ∈ R(|EK |−d)×(|EK |−d), with
rank(UK) = |EK | − d. Thus, each symmetric matrix UK is defined by (|EK |−d)
2+|EK |−d
2
degrees of freedom. For example, for simplices, the mimetic scheme is therefore defined
up to one degree of freedom.
A simple choice of SK is
SK = νK
(
I− RK(RTKRK)−1RTK
)
, (5.26)
with νK
def
= 1
2
trace(NK(N
T
KRK)
−1
N
T
K). This results in the final coefficient matrix
WK = NK(N
T
KRK)
−1
N
T
K + νK
(
I− RK(RTKRK)−1RTK
)
. (5.27)
For this matrix, the consistency condition (5.10) is fulfilled by construction, whereas
the stability condition (5.11) is deduced by using the mesh regularity assumptions of
Definition 1, which is for example proven in [Lipnikov et al., 2014].
5.3 Hybrid finite-volume scheme
Another interesting scheme that fits into this framework, and also fits into the recently
developed gradient discretization framework, is the hybrid finite-volume scheme. The
main idea of this scheme is the construction of a consistent discrete gradient recon-
struction operator, from which the bilinear form can be deduced, such that property
(P3) of Hypotheses 1 is fulfilled. In the following, the main ideas of this scheme are
presented, for a detailed description we refer to [Eymard et al., 2010].
Let us recall the weak formulation of problem (4.1): Find u ∈ H10 (Ω) s.t.∫
Ω
Λ∇u · ∇v dx =
∫
Ω
fv dx, ∀ v ∈ H10 (Ω).
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The idea of symmetric gradient discretization schemes is to replace the continuous
gradient operator∇ with a consistent discrete one ∇ˆD. This yields the discrete problem:
Find u ∈ XD,0(Ω) s.t.
aD(u, v)
def
=
∫
Ω
Λ∇ˆDu · ∇ˆDv dx =
∫
Ω
fΠT v dx, ∀ v ∈ XD,0(Ω). (5.28)
In the following, the construction of the discrete gradient ∇ˆD for the hybrid finite-
volume scheme is presented.
First, let us define a discrete gradient on each cell K ∈ T :
∇ˆKu def= 1|K|
∑
σ∈EK
|σ|(uσ − uK)nK,σ. (5.29)
The consistency of this formula follows thanks to (5.23). However, to guarantee the
coercivity of the bilinear form, we need an additional stabilization term, which is defined
as
SK,σ(u)
def
= SK,σ(u)nK,σ, with SK,σ(u)
def
=
√
d
dK,σ
(
uσ − uK − ∇ˆKu · (xσ − xK)
)
.
(5.30)
Combining (5.29) and (5.30) results, for all K ∈ T and σ ∈ EK , in the final discrete
gradient
∇ˆDu(x) def= ∇ˆKu+ SK,σnK,σ, for a.e. x ∈ ∆K,σ, (5.31)
where ∆K,σ is the convex hull that includes the face σ and the point xK , as shown in
Figure 3.1.
Inserting the discrete gradients (5.31) into the bilinear form (5.28) and reordering of
terms, yield
aD(u, v) =
∑
K∈T
∑
σ∈EK
∑
σ′∈EK
αK,σσ′(uσ′ − uK)(vσ − vK), (5.32)
with coefficients
αK,σσ′ =
∑
σ′′∈EK
aσ′′σ · 〈Λ〉∆K,σ′′aσ′′σ′ , (5.33)
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where (according to [Eymard et al., 2010])
aσσ′ =

|σ|
|K|nK,σ +
√
d
dK,σ
(
1− |σ||K|nK,σ · (xσ − xK)
)
nK,σ, if σ = σ
′,
|σ′|
|K|nK,σ′ +
√
d
dK,σ
(
|σ′|
|K|nK,σ′ · (xσ − xK)
)
nK,σ, otherwise.
(5.34)
Thus, we can identify the fluxes and the corresponding coefficient matrix AK,σσ′ =
αK,σσ′ , with αK,σσ′ defined in equation (5.33), as
FK,σ =
∑
σ′∈EK
αK,σσ′(uσ′ − uK). (5.35)
Therefore, the hybrid finite-volume scheme also belongs to the family of mimetic
schemes and is coercive and consistent. Hence, the convergence of the hybrid finite-
volume scheme can be proven, similar to the proof of Chapter 4. For further details we
refer to [Eymard et al., 2010].

6 Numerical analysis
In this chapter, the behavior of the above-mentioned nonlinear finite-volume schemes
is investigated and compared with linear schemes. The NLTPFA scheme is given by
equation (4.80) with weights (4.82), the NLMPFA scheme by equation (4.100) and
the additional constraints (4.98) for the conormal decomposition. The scheme with
fluxes (4.57) and constant weights µK,σ = µL,σ = 0.5, which results in a linear scheme,
is denoted as AvgMPFA (see Section 4.3.3). The AvgMPFA-F scheme is defined in
Section 4.3.3 and uses the same cell matrix (5.27) as the mimetic scheme, with the
difference that face unknowns are eliminated by interpolation rules. The weights are
also chosen as µK,σ = µL,σ = 0.5 for the AvgMPFA-F scheme. The mimetic finite-
difference scheme with fluxes (5.8) and local cell matrix (5.27) is denoted as MFD
scheme, and the hybrid finite-volume scheme defined in Section 5.3 is denoted as HFV
scheme. The algebraically equivalent mixed formulations of the MFD and HFV schemes
are denoted in the following as MMFD and MHFV schemes. This means that the
mixed formulations are defined through the inverse matrices W−1K , whereas the hybrid
formulations are defined throughWK . These mixed formulations are mainly considered
in Section 6.2. Please also note that normally the matrices of the mixed formulation
are given by MK , whereby these matrices are constructed such that the consistency
equation, i.e. MKNK = RK (see (5.10)), of the mixed formulation holds. Therefore, no
matrix inversion is required. However, for a better comparability we define these mixed
schemes through the inverse matrices W−1K . The two-point flux approximation (TPFA)
and the multi-point flux approximation (MPFA) methods are defined in Section 4.4.
Finally, the Box method [Hackbusch, 1989, Helmig, 1997] is a vertex-centered finite-
volume scheme that uses finite-element basis functions on each cell to calculate fluxes
over sub-volume faces, see Section 3.2.2.
The optimization problem (4.43) is solved using a Primal-Dual Simplex Method pro-
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vided by the open-source library GNU Linear Programming Kit3 (GLPK).
So far, the reconstruction operator Iσ has not been specified. In the following, we ex-
clusively use the harmonic averaging interpolator (4.65). The reason for that is the fact
that the second order convergence rates are lost for the barycentric condensation (4.61)
for highly heterogeneous test problems. For all examples, except the one considered
in Section 6.1.1, Newton’s method is used to solve the occurring nonlinear systems of
equations.
In the first section of this chapter, we analyze the properties, which are summarized in
Section 3.2.1, of the different schemes for the elliptic equation (6.1). In the second Sec-
tion, the behavior of these schemes in terms of nonlinear and linear solver convergence
is analyzed for the two-phase flow equations.
6.1 Elliptic equation
Here, the above-mentioned schemes are analyzed for the elliptic equation (3.1), where
we consider more general boundary conditions such that the problem reads
∇·(−Λ ∇u) = f in Ω,
−Λ∇u · n = gN on ΓN ,
u = gD on ΓD,
(6.1)
with Dirichlet boundary ΓD ⊆ ∂Ω and Neumann boundary ΓN ⊆ ∂Ω, and the corre-
sponding functions gD ∈ H 12 (ΓD), gN ∈ H− 12 (ΓN).
Within this section, whether the schemes satisfy the properties defined in Section 3.2.1
is investigated. First, the convergence of the Picard and Newton method is compared
for a simple test case in Section 6.1.1. Then, the behavior of the harmonic averaging
point interpolation is analyzed in Section 6.1.2 and it is demonstrated that this inter-
polation strategy can also be applied to heterogeneous anisotropic test problems, where
it is not guaranteed that the harmonic averaging points lie on the faces (i.e. xσ 6∈ σ),
without losing accuracy. Convergence rates are further investigated for a mildly and
3http://www.gnu.org/software/glpk/glpk.html
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highly anisotropic test case in Section 6.1.3. In Section 6.1.4, the linearity preserva-
tion property is investigated. Furthermore, test cases that analyze discrete extremum
principles are considered in Section 6.1.5.
Within this section, the direct solver SuperLU [Demmel et al., 1999], which calculates
the LU-factorization, is used for solving the occurring linearized systems of equations.
For measuring the coercivity of the schemes, the following estimate is defined
eT (u, v)
def
=
a(u, v)
‖v‖2T
, (6.2)
with the discrete norm ‖ · ‖T defined in (3.44), and the form a(u, v) = aT (u, v, v) for
the cell centered schemes (4.10) and a(u, v) = aD(u, v) for the hybrid and mimetic
schemes (5.5). For simplicity, we define eT ,n
def
= eT (un, un), eT ,n
def
= eT (un, un − u),
with numerical solution un and exact solution u. Showing that the estimates eT ,n, eT ,n
are bounded from below is not sufficient for coercivity, but these estimates are good
indicators.
6.1.1 Nonlinear solver comparison∗
In the following example, the convergence behavior of the Newton and the Picard
method (see [Schneider et al., 2017b] for more details) is compared. For this purpose,
a simple homogeneous test problem, taken from the FVCA5 benchmarks [Eymard and
He´rard, 2008], is considered.
Here, the domain is given by the unit square, i.e. Ω = [0, 1]2, where Dirichlet conditions
are set on the whole boundary, and prescribed by the linear continuous extension of
the following function:
gD(x, y) =

2, for x ∈ [0, 0.2]× {y = 0} ∪ y ∈ [0, 0.2]× {x = 0},
1, for x ∈ [0.8, 1]× {y = 1} ∪ y ∈ [0.8, 1]× {x = 1},
1.5, for x ∈ [0.3, 1]× {y = 0} ∪ y ∈ [0.3, 1]× {x = 0},
1.5, for x ∈ [0, 0.7]× {y = 1} ∪ y ∈ [0, 0.7]× {x = 1}.
∗Section 6.1.1 has been published in [Schneider et al., 2017b].
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the absolute residual is below 10−4. The solutions look quite similar but the Newton
method already converges after three iterations, whereas the Picard method requires
180 iterations. Although each Picard iteration is around four times faster than a Newton
iteration, because no Jacobian matrices have to be calculated and the linear systems
are sparser, it cannot compete with Newton’s method. The convergence of the Picard
method deteriorates, especially for heterogeneous problems. The convergence behavior
of the Picard and Newton method is shown in Figure 6.2. It can clearly be seen that the
convergence order of the Picard method is drastically reduced after the first iterations.
Using the Picard method, the assembled matrices A(uk−1) are M-matrices (see Section
4.3.4), such that the non-negativity of the solution is guaranteed. For the Newton
method, one may lose the non-negativity property during the Newton loop, meaning
that the Newton method may produce small negative solution values. But our experi-
ence shows that, in general, differences do rarely occur or are negligible (both methods
are expected to convergence to the same solution). As shown in Figure 6.2, the Picard
method converges poorly and should therefore not be the method of choice. One could
think about enhanced fixed-point iterations, e.g. by using the Anderson Acceleration
[Lipnikov et al., 2013], or combining the Newton and the Picard method [List and Radu,
2016, Terekhov et al., 2017] to improve convergence. In the following, we exclusively
use Newton’s method as nonlinear solver and its behavior is investigated further.
6.1.2 Harmonic averaging point interpolation∗
In this example, the harmonic averaging point interpolation is investigated. We mainly
follow the idea of Eigestad and Klausen [2005], where the convergence behavior of the
MPFA-O method has been analyzed for isotropic heterogeneous permeabilities. Here,
this is extended to anisotropic tensors.
For this test case, the domain Ω = [−1, 1]2 is divided into three subdomains, as shown
in Figure 6.3.
∗This test problem is based on the work we have previously published in [Schneider et al., 2017b],
but here we are using a different H1-norm and we also investigate the behavior of the NLMPFA and
AvgMPFA schemes. Furthermore, in [Schneider et al., 2017b], we did not use the optimization strategy
(4.43) to calculate the face stencils.
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Figure 6.3: Subdomains with angle β = 716pi (left). Grid used for the simulation (right).
Reprinted from [Schneider et al., 2017b] with permission from John Wiley &
Sons, Copyright 2016.
On each subdomain the function
ui(r, θ) = c+ r
α(ai cos(αθ) + bi sin(αθ)) (6.3)
is defined. The constant c is chosen such that the functions ui are positive. The
transformation from Cartesian to Polar coordinates is given by
r(x, y) =
√
x2 + y2, θ(x, y) =
atan2(y, x), for y ≥ 0,2π + atan2(y, x), for y < 0. (6.4)
The atan2(y, x) function is defined through
atan2(y, x) =

arctan( y
x
), if x > 0,
arctan( y
x
) + π, if x < 0 and y ≥ 0,
arctan( y
x
)− π, if x < 0 and y < 0,
+π
2
, if x = 0 and y > 0,
−π
2
, if x = 0 and y < 0,
undefined, if x = 0 and y = 0.
(6.5)
It is known that the functions ui are in the Sobolev space H
1+α−ε(Ω) for all ε > 0.
The coefficients ai, bi, α are determined by enforcing solution and flux continuity at the
subdomain interfaces. Isotropic tensors are assumed in subdomain 1 and 3, which are
6.1 Elliptic equation 101
given by Λ1 = 1, Λ3 = 100. In subdomain 2, an anisotropic tensor Λ2 =
(
10 0
0 Λ2,y
)
is
set and the second diagonal entry Λ2,y is varied.
Three cases, as listed in Table 6.1, are considered, where the anisotropy in subdomain
2 is increased. Therefore, it is not guaranteed that the harmonic averaging points lie on
the faces, as already demonstrated by Figure 4.4. For large Λ2,y values, the convergence
rates of the schemes may decrease. The source term disappears in subdomain 1 and 3,
since ∂
2ui
∂x2
= −∂2ui
∂y2
. In subdomain 2, the source term is given by f2 = (10 − Λ2,y)∂2u2∂x2 .
Using the transformation Φ : [−1, 1]2 → R+ × [0, 2π], Φ(x, y) = (r(x, y), θ(x, y))T , the
second order derivative is calculated as
∂2u2
∂x2
=
∂
∂x
Φ ·Hu2(r, θ)
∂
∂x
Φ+∇(r,θ)u2 · ∂
2
∂x2
Φ (6.6)
= α(α− 1) (x2 + y2)(α2−2) 2∑
n=0
x2−nyn (c1,n+1 cos(αθ) + c2,n+1 sin(αθ)) , (6.7)
with the Hessian matrixH and the coefficients c1 = (a2,−2b2,−a2), c2 = (b2, 2a2,−b2).
Therefore, f2 ∈ L1+ε(Ω) but f2 6∈ L2(Ω), due to the fact that the functions x2−nyn(x2+
y2)(
α
2
−2), 0 ≤ n ≤ 2, are not square integrable for α ≤ 1.
Table 6.1: Parameters used for the harmonic averaging point test. The values are rounded to
the fourth decimal place. Adapted from [Schneider et al., 2017b] with permission
from John Wiley & Sons, Copyright 2016.
α a1 b1 a2 b2 a3 b3 Λ2,y c
case 1 0.5645 1.0 −12.0414 −4.8591 −6.0699 −0.9664 −0.2837 10 10
case 2 0.6142 1.0 −1.0546 −0.4275 0.2142 −0.7604 −0.6495 103 10
case 3 0.8866 1.0 −0.3706 −0.0144 0.0022 0.7544 −0.6564 105 10
The global weak solutions u corresponding to the parameters listed in Table 6.1 are
shown in Figure 6.4. The regularity of the solution is controlled by the parameter α.
For all cases, it can be seen that the exact solutions are globally continuous but not
differentiable in the classical sense on the subdomain interfaces. But the first order
weak derivatives exist. Furthermore, the coefficients ai, bi are calculated such that flux
continuity holds. Dirichlet conditions gD = u are set on the whole boundary.
In the following, we study the convergence behavior of the NLTPFA, NLMPFA, and
AvgMPFA schemes belonging to the family of discretization schemes (4.28). The influ-
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the same. The main difference between the NLTPFA and NLMPFA schemes is that
the NLMPFA method needs more Newton iterations for the second and third case. A
possible reason for the worse Newton convergence of the NLMPFA scheme is discussed
in the next section.
Table 6.2: Discrete error norms, convergence rates (cr), number of entries (noe), and number
of Newton iterations (NIt) of the NLTPFA, NLMPFA, and AvgMPFA methods for
case 1 with α = 0.5645.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr noe NIt
1 5.71e-02 0.00 5.15e-01 0.00 6914 2
2 2.68e-02 1.10 3.55e-01 0.54 28162 2
NLTPFA 3 1.24e-02 1.11 2.42e-01 0.55 113666 2
4 5.73e-03 1.12 1.65e-01 0.56 456706 2
5 2.63e-03 1.12 1.12e-01 0.56 1830914 2
1 5.89e-02 0.00 5.14e-01 0.00 6914 2
2 2.82e-02 1.07 3.56e-01 0.53 28162 2
NLMPFA 3 1.33e-02 1.09 2.44e-01 0.55 113666 2
4 6.20e-03 1.10 1.66e-01 0.56 456706 2
5 2.87e-03 1.11 1.12e-01 0.56 1830914 2
1 4.99e-02 0.00 4.72e-01 0.00 6914 1
2 2.31e-02 1.11 3.25e-01 0.54 28162 1
AvgMPFA 3 1.06e-02 1.12 2.22e-01 0.55 113666 1
4 4.89e-03 1.13 1.51e-01 0.56 456706 1
5 2.24e-03 1.13 1.02e-01 0.56 1830914 1
For all cases, the L2-convergence rates are approximately 2αi and hence optimal. The
same holds for the H1-convergence rates which are approximately αi and therefore also
optimal. This shows that there is no negative influence of the harmonic averaging point
interpolation on the convergence rates. This means that it is not absolutely necessary
that xσ ∈ σ for optimal rates. At least in this example, no negative influence could
be observed, although the harmonic averaging point interpolation drastically changes
with increasing anisotropy.
This is shown in Figure 6.5, where the harmonic averaging points are depicted for each
face. At boundary faces, the face midpoints are used. The critical faces are those lying
on the interface of subdomain 1 and 2 {(x, y) | y = tan(β)x, 0 ≤ x ≤ 1} (colored red)
and the interface of subdomain 2 and 3 {(x, y) | y = tan(β)x, −1 ≤ x < 0} (colored
green). As already mentioned in Section 4.3.2, the harmonic averaging points lie outside
of the corresponding faces. The distance |xσ,c−xσ| of face center and face interpolation
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Table 6.3: Discrete error norms, convergence rates (cr), number of entries (noe), and number
of Newton iterations (NIt) of the NLTPFA, NLMPFA, and AvgMPFA methods for
case 2 with α = 0.6142.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr noe NIt
1 2.52e-02 0.00 3.16e-01 0.00 6914 2
2 1.10e-02 1.21 2.14e-01 0.56 28162 2
NLTPFA 3 4.67e-03 1.24 1.43e-01 0.59 113666 2
4 1.96e-03 1.26 9.43e-02 0.60 456706 2
5 8.11e-04 1.27 6.19e-02 0.61 1830914 2
1 3.42e-02 0.00 3.30e-01 0.00 6914 5
2 1.50e-02 1.19 2.25e-01 0.56 28162 5
NLMPFA 3 6.26e-03 1.27 1.50e-01 0.59 113666 5
4 2.54e-03 1.30 9.90e-02 0.60 456706 5
5 1.02e-03 1.32 6.50e-02 0.61 1830914 5
1 1.63e-02 0.00 1.82e-01 0.00 6914 1
2 6.91e-03 1.25 1.22e-01 0.58 28162 1
AvgMPFA 3 2.84e-03 1.28 8.12e-02 0.59 113666 1
4 1.16e-03 1.30 5.35e-02 0.60 456706 1
5 4.65e-04 1.31 3.52e-02 0.61 1830914 1
Table 6.4: Discrete error norms, convergence rates (cr), number of entries (noe), and number
of Newton iterations (NIt) of the NLTPFA, NLMPFA, and AvgMPFA methods for
case 3 with α = 0.8866.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr noe NIt
1 5.15e-03 0.00 5.05e-02 0.00 6914 2
2 1.75e-03 1.56 2.76e-02 0.88 28162 2
NLTPFA 3 5.74e-04 1.62 1.50e-02 0.88 113666 2
4 1.82e-04 1.65 8.10e-03 0.89 456706 2
5 5.68e-05 1.68 4.39e-03 0.89 1830914 2
1 3.92e-03 0.00 3.77e-02 0.00 6914 11
2 1.29e-03 1.61 1.99e-02 0.93 28162 8
NLMPFA 3 4.13e-04 1.65 1.06e-02 0.91 113666 15
4 1.30e-04 1.68 5.69e-03 0.90 456706 16
5 3.98e-05 1.70 3.07e-03 0.89 1830914 11
1 2.35e-03 0.00 2.34e-02 0.00 6914 1
2 8.16e-04 1.53 1.28e-02 0.87 28162 1
AvgMPFA 3 2.72e-04 1.59 6.97e-03 0.88 113666 1
4 8.79e-05 1.63 3.78e-03 0.88 456706 1
5 2.78e-05 1.66 2.05e-03 0.89 1830914 1
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Figure 6.5: Harmonic averaging points calculated for each face. Case 2 is shown on the left
side, case 3 on the right side. The red line corresponds to the interface of subdo-
main 1 and 2. The green line to the one of subdomain 2 and 3. Reprinted from
[Schneider et al., 2017b] with permission from John Wiley & Sons, Copyright
2016.
point increases with increasing anisotropy ratio. At the interface of subdomain 1 and
3, it is guaranteed that xσ ∈ σ, because of isotropic permeabilities. Generally, it
seems to be hard to design test cases with analytical solutions, where the harmonic
averaging interpolation strategy leads to a severe reduction of accuracy. Under the
assumption that cell centers are located on opposite sides of the faces, see Section
4.3.2, the harmonic averaging point is well-defined. For non-convex cell geometries, it
is not guaranteed that the cell barycenters satisfy this assumption; in this case a new
cell center should be calculated. Therefore, different kinds of unstructured grids, also
with non-planar faces, can be handled with this interpolation strategy. In the next
section, we analyze the convergence behavior of the different schemes for test cases
with smooth solutions.
6.1.3 Convergence analysis∗
Similar to the previous section, the convergence rates of the NLTPFA and NLMPFA
schemes are compared to linear schemes for three-dimensional test problems with
smooth solutions. The convergence of the family of schemes (4.28) has been proven
∗Section 6.1.3 has been published in [Schneider et al., 2018b], which in turn is based on the work
[Schneider et al., 2018a].
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in Chapter 4. Here, we demonstrate that the convergence rates are similar to well-
established linear schemes.
Remark 17. In [Schneider et al., 2018a], we have demonstrated the better convergence
behavior when calculating the face stencils with the optimization problem (4.43) instead
of using some simple search algorithm. These results are not shown again. But it
should be explicitly mentioned again that, in general, the conormal decomposition
is not uniquely defined and there might be no positive conormal decomposition, see
Section 4.3.1. The latter case occurs for the second example on the checkerboard mesh.
Such cases have rarely been discussed by other authors. The usage of optimization
strategies easily deals with these problems.
The convergence behavior is analyzed for the meshes shown in Figure 6.6. The checker-
board mesh and the random hexahedral mesh are taken from the FVCA6 benchmark
[Fort et al., 2011], whereas the non-convex grid and the curved grid are generated with
the Matlab Reservoir Simulation Toolbox (MRST) [Krogstad et al., 2015]. For all grids,
we use the dune-alugrid module [Alka¨mper et al., 2016]. The checkerboard mesh is the
only grid with planar faces. The integrated normal vectors are calculated with formula
(3.53). For the MPFA-O scheme, this formula is applied to the sub-faces of the inter-
action regions (see Figure 4.5). Again, Newton’s method is used to solve the nonlinear
systems of equations that occur for the nonlinear finite-volume schemes, where the it-
eration loop is stopped if the absolute residual is below 10−5 (please note that such a
tolerance is normally used for declaring convergence).
Mildly anisotropic test case
The following test is similar to the first test case of the FVCA6 benchmarks [Fort et al.,
2011]. Here, the exact solution
u(x, y, z) = sin (πx) sin
(
π(y +
1
2
)
)
sin
(
π(z +
1
3
)
)
+ 1 (6.8)
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Figure 6.7: Logarithm of discrete L2-error (left) and discrete H1-error (right) plotted over
the number of cells (nT ) for convergence test case one. From top to bottom:
checkerboard, random, non-convex, and curved mesh (modified after [Schneider
et al., 2018b]).
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results of the AvgMPFA scheme are not shown since they only slightly differ from
those of the NLTPFA scheme. The results of all schemes are listed in the appendix in
Table A.1 - A.4. Furthermore, the MPFA-O scheme cannot be easily applied to hanging
nodes on three-dimensional grids, which is why there are no results of the MPFA-O
scheme for the checkerboard mesh.
It can be seen that, with increasing mesh refinement, the schemes converge with second
order accuracy in the L2-norm and at least first order accuracy in the H1-norm, and
that the convergence rates of all schemes are quite similar. We also observe that the
MFD scheme produces the smallest errors, except for the finest refinement level of the
random mesh, where the H1-error of the AvgMPFA-F scheme is smaller. The errors
of the NLMPFA method are the largest ones for most grids and refinement levels. Ad-
ditionally, the behavior of the AvgMPFA-F, MPFA-O, and HFV schemes is similar,
especially for the random and non-convex grids. In this example, the AvgMPFA-F
scheme, which uses the full element stencil, produces smaller errors than the NLTPFA,
NLMPFA, and AvgMPFA. Considering Tables A.1 - A.4, we observe that the coercivity
estimates eT ,n, eT ,n are bounded from below, which indicates that all schemes are co-
ercive for this test case and grids. The NLTPFA scheme converges within two Newton
iterations whereas the Newton convergence of the NLMPFA is, in general, worse.
Highly anisotropic test case
The next test problem investigates a highly anisotropic permeability tensor
Λ =
1
x2 + y2
 βx
2 + y2 (β − 1)xy 0
(β − 1)xy x2 + βy2 0
0 0 (z2 + β)(x2 + y2)
 , (6.10)
with β = 10−2 and the exact solution
u(x, y, z) = sin (2πx) sin (2πy) sin (2πz) + 1. (6.11)
Again Dirichlet conditions are set on the whole boundary.
Figure 6.8 shows the errors for test case two with solution (6.11). Again, the results of
the AvgMPFA scheme are not shown since they only slightly differ from the NLTPFA
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Figure 6.8: Logarithm of discrete L2-error (left) and discrete H1-error (right) plotted over
the number of cells (nT ) for convergence test case two. From top to bottom:
checkerboard, random, non-convex, and curved mesh (modified after [Schneider
et al., 2018b]).
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results. The results of all schemes are listed in the appendix in Tables A.5 - A.8. The
results of the MPFA-O scheme for the checkerboard mesh are again not shown.
In Figure 6.8, we can see that the convergence behavior of the AvgMPFA-F scheme
deteriorates and that it behaves worse than the other schemes for all grids, at least
with increasing mesh refinement. This demonstrates that the AvgMPFA-F, which
uses all face unknowns for the conormal decomposition, is much more sensitive with
respect to anisotropy changes, whereas, the family of schemes using the optimization
problem for the conormal decomposition still maintains a similar convergence behavior.
In particular, the errors of the NLTPFA scheme are now similar to those of the HFV
and MPFA-O schemes, and on the random grid it produces the smallest H1-errors.
Considering Tables A.5 - A.8, we observe that the coercivity estimates eT ,n, eT ,n are
bounded from below which indicates that all schemes are coercive also for this test
case. Again, the NLTPFA scheme converges within two Newton iterations for all grids.
However, the NLMPFA needs many more Newton iterations for the checkerboard mesh.
Remark 18. The worse convergence behavior of the NLMPFA scheme is caused by
the fact that the weights µK,σ, µL,σ are constructed differently for the NLMPFA and
NLTPFA schemes. The weights of the NLTPFA scheme are defined by λK,σ and λL,σ
(4.78) which can be written as a sum of solution values, i.e. λK,σ =
∑
ωMuM , whereas,
those of the NLMPFA scheme are defined by the fluxes F˜
(2)
K,σ and F˜
(2)
L,σ (4.97) which can
be written as a sum of solution value differences, i.e. F˜
(2)
K,σ =
∑
ωM(uM − uK). Sign
changes for the functions λK,σ are rare, whereas sign changes occur more often for the
fluxes F˜
(2)
K,σ. Thus, it is more likely that the Newton method frequently passes points
of non-differentiability of the NLMPFA weights. In addition, there are some cells and
faces for the checkerboard mesh where some of the coefficients αK,σσ′ in the sub-flux
definition (4.57) are negative. These negative coefficients have no influence on the
Newton convergence for the NLTPFA scheme, but they may influence the convergence
for the NLMPFA scheme. These two arguments might be the reason why the NLMPFA
scheme needs 623 Newton iterations at the finest refinement level. These aspects have
to be investigated further in future work.
In the last two test cases, it has been observed that the NLTPFA, NLMPFA, and
AvgMPFA methods, which use the optimized conormal decomposition, behave simi-
larly to well-established linear schemes such as the MPFA-O, MFD, or HFV schemes.
Moreover, the convergence behavior of the AvgMPFA-F scheme is more sensitive in
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comparison with the other investigated schemes also belonging to the family (4.28).
Similar results have previously been observed for the MPFA-L and MPFA-O schemes,
where the MPFA-L scheme, which uses smaller stencils, behaves more robustly [Aavats-
mark et al., 2008]. Therefore, the AvgMPFA-F scheme will no longer be considered.
Remark 19. For the above test cases, the classical linear TPFA method does not con-
verge. This is well known for non-K-orthogonal grids, see for example [Edwards and
Rogers, 1998]. Therefore, the TPFA scheme has not been considered so far.
6.1.4 Linearity preservation∗
In this section, the linearity preservation property is investigated. We again use an
absolute residual tolerance of 10−5 for the Newton method. The considered domain
and the grid are shown in Figure 6.9 (right). The domain consists of two subdomains,
Ω1 and Ω2. The transition from Ω1 to Ω2 is located at x = 0.6, and the tensors are
chosen as
Λ1 =
3 1 01 3 0
0 0 1
 , Λ2 =
10 3 03 10 0
0 0 1
 . (6.12)
The exact solutions in the subdomains are
u1 = 14x+ y + z, u2 = 4x+ y + z + 6. (6.13)
Figure 6.9 (left) depicts the exact solution. Please note that the exact solution and
the corresponding flux function are globally continuous within the domain. It can
also be seen that the grid is non-matching at the transition of the subdomains. Such
non-matching grids often occur in faulted geological environments. The grid in Figure
6.9 is defined by means of the standard corner-point grid format and has again been
generated with MRST [Krogstad et al., 2015]. To read in the grid, the opm-grid module
is used, which supports the standard corner-point grid format, see Section 3.4 for more
information about corner-point grids.
Table 6.5 lists the discrete error norms, the number of entries in the Jacobian matrix
(noe), and the number of Newton iterations needed for the simulation run. It can be
∗This section is based on the work we have published in [Schneider et al., 2017a, 2018b].
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6.1.5 Discrete extremum principles∗
The following two examples investigate whether the schemes satisfy discrete extremum
principles. In Section 3.2.1, we defined sufficient conditions for schemes to satisfy
discrete extremum principles. As already mentioned before, in general, consistent linear
schemes do not satisfy extremum principles. We again use an absolute residual tolerance
of 10−5 for the Newton solver.
First test case
The first example investigates a test case without a source term. The domain and the
grid are shown in Figure 6.11. The Dirichlet values gD = 10
5 and gD = 0 are set at the
inner and outer boundaries, respectively. Therefore, according to Theorem 1, the exact
solution is expected to be within these bounds. The tensor Λ is chosen homogeneous
but anisotropic as
Λ = R(
π
6
)
(
1000 0
0 1
)
R−1(
π
6
), with R(α) =
(
cosα − sinα
sinα cosα
)
. (6.14)
Figure 6.11: Unstructured grid used for the first discrete extremum principle test case.
Reprinted from [Schneider et al., 2017a] with permission from Elsevier, Copyright
2017.
∗Section 6.1.5 has been published in [Schneider et al., 2018b], which in turn is based on the work
we have published in [Schneider et al., 2017a].
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Figure 6.12 shows the numerical solutions of different schemes on a three times refined
grid. The TPFA scheme produces no under- or overshoots, and therefore satisfies
extremum principles. This is well known, since the resulting discretization matrix is
an M-matrix, see Section 3.2.1. However, the linear TPFA scheme is not consistent for
this test case which explains why the anisotropy is not reflected by the TPFA solution.
The maximum principle is violated by the MPFA-O, MFD, and HFV schemes with
overshoots of 8% for the MPFA-O scheme and up to 4% for the MFD and HFV schemes.
These overshoots are located near the corners of the inner boundary. The minimum
principle is violated by all consistent linear schemes. The undershoots of the AvgMPFA
scheme are above 4%, while those of the Box scheme are above 2%. The undershoots of
the other schemes are below 1%. For this test case, both nonlinear schemes satisfy the
discrete extremum principles. The small negative undershoots of the NLMPFA scheme
are caused by Newton’s method. These undershoots can be prevented by using other
nonlinear solvers such as Picard’s method or enhanced solvers [Terekhov et al., 2017].
Furthermore, we also point out that the NLTPFA scheme in general does not satisfy
the minimum principle, which is due to the fact that superposition does not hold for
the NLTPFA scheme. A similar test case has been considered in [Kapyrin et al., 2014,
Terekhov et al., 2017] with outer Dirichlet boundary conditions above zero. In that
case, undershoots also occur for the NLTPFA scheme.
Second test case
The previous example has demonstrated that the NLTPFA and NLMPFA schemes are
positivity preserving. In the following example, it is demonstrated that the NLMPFA
scheme satisfies the maximum principle, in contrast to the NLTPFA scheme. This test
case has been introduced in [Aavatsmark et al., 2008]. The boundary conditions are
Neumann no-flow on the whole boundary, i.e. (Λ∇u) · n = 0 on ∂Ω, and Ω = [0, 1]2 is
discretized with a regular Cartesian grid, with 77 × 77 cells. The tensor Λ is chosen
as (6.14) with α = 67.5◦. To make the problem well-defined, we add the constraints
u = 0 and u = 1 at the cells with centers ( 7
22
, 1
2
) and (15
22
, 1
2
), respectively. Therefore,
the solution is expected to be bounded, such that 0 ≤ u ≤ 1.
Figure 6.13 shows the numerical solutions of the different schemes. The TPFA method
again satisfies the minimum and maximum principle due to the M-matrix property but
the anisotropy is not correctly reproduced. The only consistent scheme that fulfills the
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• the NLTPFA scheme is monotone which means that it preserves the positivity of
the solution.
• the NLMPFA scheme satisfies both minimum and maximum principles, whereas
all of the other consistent linear schemes do not satisfy these principles.
• the considered linear schemes are neither positivity preserving nor satisfy discrete
minimum or maximum principles
6.2 Two-phase flow equations
In the previous section, only linear problems were considered, where the nonlinearities
caused by the flux approximation of the NLTPFA and NLMPFA influence the efficiency
of these discretization schemes since a nonlinear solution strategy is needed. In this
section, the two-phase flow equations, as described in Section 2.2.1, are considered. It
is assumed that both fluid phases are incompressible and immiscible. For all results
shown, a fully-implicit solution strategy, with Newton’s method as nonlinear solver,
and the backward Euler method for time discretization, is used. The Newton loop
is stopped if changes in the primary variables Sn, pw are below some tolerance. This
stopping criterion is denoted as shift criterion in DuMux and is exemplarily written for
two-phase flow as: Stop after k-th iteration if
|Skn − Sk−1n | < 10−8, and
|pkw − pk−1w |
max{1, pkw+pk−1w
2
}
< 10−8, (6.15)
where the default shift tolerance of 10−8 is used. As linear solver, we either use the
direct solver SuperLU [Demmel et al., 1999], as introduced in the last section, or an
iterative linear solver, namely, a stabilized bi-conjugate gradient (BiCGSTAB) method
with different preconditioning strategies [Blatt and Bastian, 2007]. For the iterative
linear solver, the residual reduction tolerance is set to 10−6.
Two test cases are considered. The first one investigates the nonlinear and linear solver
behavior for different layers of the SPE10 problem. The second test case focuses on
the accuracy of the different schemes for a complex grid, and it is demonstrated that
the schemes using the conormal decomposition together with the harmonic averaging
point interpolation can easily be extended to h-adaptivity.
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In the following, we briefly discuss the discretization of the two-phase flow equations
(2.20). Using the backward Euler method results in the following discrete equations for
each cell K ∈ T :
−〈φ〉K |K|(S
n+1
n,K − Snn,K)
∆tn+1
−
∑
σ∈EK
λup,n+1w,K,σ Fw,K,σ = |K|〈fn+1w 〉K ,
〈φ〉K |K|(Sn+1n,K − Snn,K)
∆tn+1
−
∑
σ∈EK
λup,n+1n,K,σ Fn,K,σ = |K|〈fn+1n 〉K ,
(6.16)
with the time step sizes ∆tn+1 = tn+1 − tn. The phase fluxes are calculated such that
Fα,K,σ ≈ 1
∆tn+1
∫ tn+1
tn
∫
σ
K(∇pα − ̺αg) · nK,σ dx dt. (6.17)
The phase mobilities are calculated using the standard upwinding, which evaluates the
mobilities dependent on the sign of the fluxes:
λupα,K,σ =
λα(Sw,K) if Fα,K,σ ≤ 0,λα(Sw,L) if Fα,K,σ > 0. (6.18)
Please note that we have not included the minus sign of the Darcy velocity (2.15) in
the flux expression (6.17), which means that the discrete face velocities are given by
vα,K,σ = −λupα,K,σ Fα,K,σ|σ| nK,σ. Some discussion about the monotonicity of the equations
(6.16) can be found in [Schneider et al., 2017b].
The cell unknowns are calculated within each Newton iteration by assembling the equa-
tions (6.16) into a global system of equations. However, for the MFD and HFV schemes,
where for each face σ ∈ E the additional face unknowns pw,σ, pn,σ are introduced, we
need additional equations. These equations are given for α ∈ {w, n} by
Fα,K,σ + Fα,L,σ = 0, ∀ σ ∈ Eint, Tσ = {K,L},
pα,σ = 〈gD,α〉σ, ∀ σ ∈ Eext, σ ⊂ ΓD,
Fα,K,σ = 〈gN,α〉σ, ∀ σ ∈ Eext, σ ⊂ ΓN ,
(6.19)
where gD,α and gN,α account for the Dirichlet and Neumann data, respectively. Thus,
the system is closed by assembling equations (6.16)-(6.19) into a global matrix, with
cell unknowns {Sn,K , pw,K}K∈T and face unknowns {pw,σ, pn,σ}σ∈E .
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Remark 20. If capillary pressure and gravity are neglected, then only one additional
face unknown is needed and equations (6.19) have to be assembled only for one phase.
This reduces the number of unknowns, see the discussion in Section 6.2.1.
As already mentioned before, hybrid, mixed, and mimetic (HMM) schemes have rarely
been used for two-phase flow within a fully-implicit framework. There are some publi-
cations where MFD schemes have been used in combination with a sequential (IMPES)
solution strategy [Aarnes et al., 2008, Lipnikov et al., 2008] (whereby capillary pressure
has been neglected). Such a sequential solution strategy has the advantage that the
schemes are used to discretize an elliptic pressure equation of type (3.9) and hybridiza-
tion together with static condensation can be applied [Brezzi and Fortin, 2012]. It turns
out in the next section that the Newton method poorly converges for highly heteroge-
neous test problems when using the HFV and MFD schemes with the additional face
pressure unknowns {pw,σ, pn,σ}σ∈E in combination with the upwinding (6.18). A possi-
ble reason for this poor convergence behavior is that the occurring systems of equations
are ill-conditioned. A further reason could be the fact that flux continuity (6.19) only
holds up to the solver tolerances (i.e. it is weakly enforced). Therefore, the fluxes Fα,K,σ
and Fα,L,σ possibly have different signs (especially during the Newton loop), such that
λupα,K,σ 6= λupα,L,σ for some σ ∈ Eint with Tσ = {K,L}. To avoid this problem one could
use the sign of the averaged flux 0.5(Fα,K,σ − Fα,L,σ) to evaluate the upwind mobility.
However, this increases the number of entries in the Jacobian matrices, which is why
this is not further investigated here.
In order to guarantee flux continuity, one can also use the mixed formulation (i.e. the
MMFD and MHFV schemes), as described in Section 5.1. Here, the face pressure
unknowns pw,σ, pn,σ are replaced by face flux unknowns Fw,σ, Fn,σ, such that Fα,K,σ =
sign(K,L)Fα,σ (see Section 5.1). To close the system, we now have to enforce the
additional equation (5.20) for each face σ and phase α ∈ {w, n}, which yields
∑
σ′∈EK
1
|σ′|W
−1
K,σσ′Fα,K,σ′ −
∑
σ′∈EL
1
|σ′|W
−1
L,σσ′Fα,L,σ′ = |σ|(Φα,L − Φα,K), (6.20)
with phase potential Φα
def
= pα+̺αgz. Dirichlet faces can be handled similarly, whereas
for Neumann faces we simply set Fα.K,σ = 〈gN,α〉σ.
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Table 6.6: Parameters used for the simulation of the SPE10 test problem.
parameter value parameter value
Tend ≈ 12.7 a Sw,init 0.0
̺w 1000 kg/m3 Sw,r 0.0
̺n 890 kg/m3 Sn,r 0.0
µw 10
−3 Pa s
µn 5 · 10−3 Pa s
The maximum number of allowed Newton iterations is set to 100. If this number is
exceeded, the time step size is halved and the Newton loop is repeated. In addition,
a saturation chopping strategy is used, where a maximum saturation change of 20% is
allowed, see [Voskov and Tchelepi, 2012] for more details.
Figure 6.17 shows the saturation and pressure solution of the MPFA-O scheme for
layer 31. Furthermore, the absolute difference between the MPFA-O scheme and other
schemes is presented. Please note that the results of the AvgMPFA and NLMPFA
schemes only differ slightly from the results of the NLTPFA scheme (the same holds for
the difference between the MFD and the HFV, MMFD, and MHFV methods), which
is the reason why we do not present the results of all schemes. It is observed that the
Box scheme differs the most from the MPFA-O scheme, where it seems that the front
propagation is overestimated, whereas, the TPFA scheme seems to underestimate the
front propagation, and therefore also significantly differs from the MPFA-O solution.
The solution of the NLTPFA and MFD schemes almost coincide with the MPFA-O
solution with negligible differences.
Figure 6.18 shows the saturation and pressure solution of the MPFA-O scheme for layer
41, together with the solution difference to other schemes. Again, the Box scheme differs
the most from the MPFA-O scheme and the front propagation is vastly overestimated.
In contrast to all other schemes, for the solution obtained with the Box scheme the
saturation plume reaches the upper and lower-left boundary. The reasons for this
behavior are discussed at the end of this section. Here, the TPFA scheme also produces
a reliable solution with similar results to the other schemes. It is also important to
mention that the MFD and HFV solutions are no longer presented, with the reason
being the loss of convergence of the Newton method when using layers from the Upper
Ness. For these layers, the Newton convergence deteriorates after a few time steps,
which, in turn, leads to severe time step size reductions. As mentioned above, this
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number κ1,∞ we simply take the average over all condition numbers corresponding to
the Jacobian matrices of each Newton iteration.
It can be seen that the behavior of the Box scheme differs the most from the other
schemes. This is because the Box scheme does not correctly reproduce the satura-
tion values at the heterogeneities, resulting in very different solutions (see Figures 6.17
and 6.18), which can be explained by the applied mass lumping technique. This will
be further discussed at the end of this section. It might also be surprising that, for
some layers, the condition numbers of the TPFA scheme are higher than those of the
MPFA-O and NLTPFA schemes, see Figure 6.20 (left). This is mainly because the con-
dition numbers are calculated without any matrix preconditioning. Allowing SuperLU
to equilibrate the matrices, meaning that the rows and columns are normalized, the Ja-
cobian matrices of the TPFA scheme are better conditioned than those of the NLTPFA
and MPFA-O schemes, as shown in Figure 6.20 (right). In terms of total number of
Newton iterations, we also observe a similar behavior for the NLTPFA, MPFA-O, and
TPFA scheme. These results are summarized, also for the other schemes, in Table 6.7,
where only the condition numbers for the equilibrated systems are shown. In contrast
to the MFD and HFV schemes, the Newton convergence of the MMFD and MHFV
schemes is quite similar to those of the other schemes. In addition, it is observed that
the MMFD and MHFV schemes result in much better conditioned Jacobian matrices,
with differences of up to three orders of magnitude (please note the different scaling
factor κ1,∞
1e6
for the MMFD and MHFV schemes in Table 6.7).
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Figure 6.19: Total number of Newton iterations for different layers of the SPE10 benchmark,
when using the direct solver SuperLU.
Table 6.8 lists the number of entries in the Jacobian matrices for the different schemes.
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Figure 6.20: Average condition number without (left) and with equilibration (right) for dif-
ferent layers of the SPE10 benchmark, when using the direct solver SuperLU.
Table 6.7: Total number of Newton iterations (NIt) and average condition number (κ1,∞) for
different layers of the SPE10 benchmark, when using the direct solver SuperLU.
layerIdx: 1 11 21 31 41 51 61 71 81
NLTPFA 376 569 624 528 637 707 683 638 649
NLMPFA 376 567 626 529 619 707 676 640 652
AvgMPFA 376 566 626 530 611 705 669 644 637
TPFA 365 560 622 518 647 693 676 663 651
NIt Box 391 573 591 537 588 651 637 620 617
MPFA-O 374 562 626 528 626 707 662 641 653
MFD 411 1024 654 546 - - - - -
HFV 403 - 715 542 - - - - -
MMFD 372 592 653 553 646 731 685 659 673
MHFV 373 591 653 554 649 728 696 665 645
NLTPFA 3.1 5.0 0.2 3.8 53.4 20.1 14.9 26.1 21.3
NLMPFA 3.1 5.0 0.2 3.8 52.3 19.7 14.9 26.1 21.5
AvgMPFA 3.1 5.0 0.2 3.8 52.3 19.9 14.8 26.1 21.7
κ1,∞
1e9
TPFA 2.4 4.1 0.1 3.0 43.2 17.0 12.3 22.1 17.8
Box 0.4 3.1 0.0 1.4 13.8 2.2 2.7 5.4 5.6
MPFA-O 3.1 5.2 0.2 3.9 52.0 19.5 14.8 26.7 21.6
MFD 32.1 51.4 87.0 61.6 - - - - -
HFV 32.0 - 82.6 60.6 - - - - -
κ1,∞
1e6
MMFD 2.9 10.9 7.5 8.9 11.1 5.7 7.2 29.9 4.4
MHFV 3.0 11.0 7.6 9.0 11.2 5.7 7.3 30.4 4.4
As expected, the TPFA scheme results in a matrix with the least entries, followed by the
NLTPFA, NLMPFA, and AvgMPFA schemes, which all have the same sparsity pattern.
The MPFA-O and Box methods have approximately 6000 more entries, whereas the
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densest matrices are those of the MFD and HFV methods. The noe of the MMFD and
MHFV coincide with those of the MFD and HFV schemes which is why they are not
listed in this table.
Table 6.8: Number of entries (noe) in the Jacobian matrices for the SPE10 benchmark on a
randomly distorted quadrilateral grid.
scheme: NLTPFA NLMPFA AvgMPFA TPFA Box MPFA-O MFD HFV
noe 406028 406028 406028 261760 478564 468496 658040 658040
Next, the direct solver SuperLU is replaced by a stabilized bi-conjugate gradient method
(BiCGSTAB) together with an ILU0 preconditioner. Again, the time step sizes are set
to ∆t = 5e6 s and the chopping strategy is used. Figure 6.21 shows the total number
of linear iterations and the total linear solver time needed for the whole simulation
run. The total linear solver time is defined as the wall clock time needed to solve all of
the occurring linear systems of equations. Figure 6.21 shows that the schemes with a
smaller stencil, such as the TPFA and NLTPFA schemes, need more linear iterations to
converge. However, the TPFA stencil is smaller than the stencils of the other schemes
which is the reason why each iteration of the linear solver is faster in comparison to
the other schemes. The total linear solver time is higher for the NLTPFA scheme than
for the MPFA-O scheme for the layers 41, 51, 71, and 81. This is due to the fact
that the stencil size of the MPFA-O scheme on two-dimensional quadrilateral grids
is marginally larger than the one of the NLTPFA scheme, as demonstrated in Table
6.8. This situation changes when going from two-dimensional to three-dimensional
hexahedral grids, as shown in the next section.
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Figure 6.21: Total number of linear iterations (left) and total linear solver time [s] (right) for
different layers of the SPE10 benchmark, when using the ILU0 preconditioner.
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Table 6.9 summarizes the total number of linear iterations and the total linear solver
time for the different schemes. The results of the MFD, HFV, MMFD, and MHFV
schemes are not presented because of their bad linear solver convergence. Please note
that the mixed formulations result in systems of equations with a saddle point struc-
ture. It is well known that such saddle point problems are quite challenging for iterative
solvers, see [Benzi et al., 2005] for more information. See also Figure 6.10 and the dis-
cussion in Section 6.1.4. For layers 1, 11, 21, and 31, the behavior of the different
schemes is similar, whereas for the other layers the differences are more significant.
In addition, the performance of the nonlinear schemes is not influenced by the addi-
tional nonlinearity introduced by the flux discretization. The total number of Newton
iterations are almost the same as in Table 6.7 and therefore not shown again for the
simulation run with the iterative solver. Furthermore, the values in Table 6.9 also
depend on the total number of Newton iterations since more Newton iterations imply
more linear solver iterations.
Table 6.9: Total number of linear iterations (LIt) and total linear solver time [s] (LST) for
different layers of the SPE10 benchmark, when using the ILU0 preconditioning.
layerIdx: 1 11 21 31 41 51 61 71 81
NLTPFA 4.53 9.85 7.07 6.55 22.06 18.60 21.47 12.36 12.29
NLMPFA 4.56 9.85 7.01 6.50 28.39 19.02 21.26 12.58 12.22
LIt/1e4 AvgMPFA 4.55 9.72 7.05 6.63 27.62 18.81 21.31 12.82 12.11
TPFA 5.21 11.92 8.29 7.78 28.83 22.77 28.37 16.74 16.81
Box 4.07 9.32 5.96 5.75 18.42 13.90 16.81 10.87 11.23
MPFA-O 3.85 8.54 6.14 5.53 18.69 15.87 20.20 9.48 10.94
NLTPFA 90 196 141 131 434 367 415 244 241
NLMPFA 90 193 139 128 555 391 419 249 240
LST AvgMPFA 92 191 138 129 565 385 431 257 242
TPFA 70 160 110 105 389 307 375 227 228
Box 90 209 133 127 416 306 379 240 247
MPFA-O 84 189 139 119 410 345 427 201 230
Finally, the simulations are repeated by replacing ILU0 by an algebraic multigrid pre-
conditioner (AMG) [Blatt and Bastian, 2007]. The total number of linear iterations
and the total linear solver time needed to solve all linear systems of equations are ex-
emplarily shown for the NLTPFA, TPFA, MPFA-O, and Box scheme in Figure 6.22
for the different layers. First of all, it can be seen that the total number of linear
iterations is drastically reduced compared to the case where the ILU0 preconditioner
is used, see Figure 6.21. In addition, the impact of the AMG on the TPFA scheme is
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much better than for the ILU0. Here, the better preconditioning strategy results in
a better conditioned matrix and, therefore, in a better linear solver behavior for the
TPFA scheme. Therefore, the total number of linear iterations is less than those of the
NLTPFA and MPFA-O schemes for most layers. The behavior of the NLTPFA scheme
and the MPFA-O scheme is quite similar. As mentioned before, the Box scheme pro-
duces the densest Jacobian matrices compared to the NLTPFA, MPFA-O, and TPFA
schemes (see Table 6.8). This explains the behavior of the Box scheme in terms of total
linear solver time. The values of the other schemes are summarized in Table 6.10.
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Figure 6.22: Total number of linear iterations (left) and total linear solver time [s] (right) for
different layers of the SPE10 benchmark, when using the AMG preconditioner.
Table 6.10: Total number of linear iterations (LIt) and total linear solver time [s] (LST) for
different layers of the SPE10 benchmark, when using the AMG preconditioner.
layerIdx: 1 11 21 31 41 51 61 71 81
NLTPFA 2.51 4.14 4.75 3.94 11.64 11.45 14.87 10.16 12.03
NLMPFA 2.55 4.11 4.68 3.98 11.06 11.40 13.43 10.32 11.68
LIt/1e3 AvgMPFA 2.56 4.14 4.70 4.00 10.83 11.44 13.70 10.28 11.42
TPFA 1.97 3.51 4.01 3.32 9.40 9.84 13.89 7.79 8.25
Box 2.78 3.68 3.92 4.10 12.37 14.55 11.47 13.30 16.26
MPFA-O 2.28 3.78 4.31 3.67 11.21 11.17 12.84 10.31 12.31
NLTPFA 34 58 66 55 154 159 204 143 166
NLMPFA 35 57 65 54 151 159 188 144 158
LST AvgMPFA 36 57 66 55 147 159 191 139 156
TPFA 20 36 40 33 92 102 140 79 84
Box 52 71 75 78 240 276 220 261 307
MPFA-O 33 56 64 54 162 162 191 147 179
Remark 21. At the end of this section, we briefly discuss why the solutions of the Box
method differ from the other schemes (see Figure 6.17 and 6.18). These differences are
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probably caused by the mass lumping that is used for the Box method. This mass lump-
ing results in constant saturation values on the control volumes of the dual grid. These
control volumes are assigned to the vertices of the grid. Therefore, if the permeability
and porosity data are piecewise constant on the cells of the primal grid, these vertices
may be located at interfaces with high permeability and porosity contrasts. Applying
this mass lumping strategy allows the infiltration into low permeable layers, because
saturation differences due to permeability contrasts are not correctly reproduced. A
modified mass lumping technique has been discussed for the Vertex Approximate Gradi-
ent (VAG) scheme, which also uses additional vertex unknowns, and the importance of
this modification to obtain accurate solutions has been demonstrated for heterogeneous
two-phase flow examples, see [Eymard et al., 2012a] for more details.
6.2.2 Well injection test problem
In the following example, the two-phase flow equations (2.20) are again considered. For
this test case, capillary pressure and gravity are included. Therefore, in contrast to the
last example, we need additional face unknowns for the wetting and the non-wetting
phase. Thus, the equations (6.19) (used for the MFD and HFV) and (6.20) (used for
the MMFD and MHFV) have to be enforced for each phase.
We use the Brooks-Corey curves for capillary pressure and relative permeability, see
Section 2.1.2. Here, the focus is set on the handling of complex grids, including runtime
h-adaptivity. The domain is given as Ω = [−15, 15]× [−15, 15]× [−7.5,−7.5]\W , where
W represents the well with radius r = 0.1m, see Figure 6.23. The surface geometry
of the well is considered as a Neumann boundary, with a constant injection rate of
vn · n = 0.11460 ms for the non-wetting phase. Neumann no-flow conditions are set at the
top and bottom boundary, hydrostatic Dirichlet conditions pw = 10
5 + ̺wgz are set
elsewhere. Furthermore, it is assumed that the domain is initially fully saturated with
water. The permeability tensor is chosen to be homogeneous but anisotropic:
K =
10
−10 0 0
0 10−10 0
0 0 10−11
 . (6.22)
Further parameters used for the simulation are listed in Table 6.11. Furthermore, the
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converge after 2000 iterations. Furthermore, for this test case, in contrast to the SPE10
test case, no convergence issues of the nonlinear and linear solvers arose for the MFD
and HFV schemes (see Table 6.12).
In the last part of this section, we demonstrate that h-adaptivity can be applied to the
NLTPFA, AvgMPFA, and NLMPFA schemes, since the conormal decomposition can
easily handle hanging nodes. Here, we are using the dune-alugrid [Alka¨mper et al.,
2016] module for grid adaption. In addition, indicators are used to decide whether a
grid cell is refined or coarsened. For this test case, we use the following simple indicator:
Ψ(Sw, K) = max
σ∈EK∩Eint,Tσ={K,L}
|Sw,K − Sw,L|, ∀K ∈ T , (6.23)
which calculates the maximum local saturation difference between a cell K and its
neighboring cells L. With this indicator, the decision to refine or coarsen a cell K is as
follows:
refine cell K if : Ψ(Sw, K) > 10
−4(max
M∈T
Sw,M − min
M∈T
Sw,M),
coarse cell K if level > 0 and : Ψ(Sw, K) < 10
−4(max
M∈T
Sw,M −min
L∈T
Sw,M).
(6.24)
Here, we have chosen the same refinement and coarsening tolerance 10−4. In general,
these tolerances do not have to be the same, but the refinement tolerance should be
smaller than the coarsening tolerance. The smaller the refinement tolerance, the more
cells are refined. We start with a grid consisting of 2232 cells. Each element of this grid
is denoted as a level 0 element. We allow a maximum refinement level of two, so that
each initial cell can be refined twice. During the refinement and coarsening procedures,
it is important to maintain the mass of all phases, meaning that, for a hexahedral cell
K that is refined into 8 son cells (or 8 son cells are coarsened into a father cell), it holds
that
(|K|φK̺α,KSα,K)father =
∑
L⊂K
(|L|φL̺α,LSα,L)son, (6.25)
for all phases α. Under the assumption of incompressible fluids and the same porosities
of father and son elements, i.e. φfatherK = φ
son
L , a straightforward solution of (6.25) is
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at the saturation front, such that most of the hanging nodes occur near the saturation
front. The solution behavior is similar to the non-adaptive simulation but with a higher
accuracy due to finer grid cells. Therefore, the saturation fronts are better resolved.
For an efficient adaption algorithm, it is important to not recalculate all face stencils
using the optimization formulation (4.43). Therefore, we only recalculate face stencils
(i.e. the cornormal decomposition) if the cell or one of its neighbors has been adapted.
For all other face stencils only their indices are updated, which has to be done due
to the fact that the cell indices are changed by the dune-alugrid module during the
adaption process. Figure 6.27 illustrates the number of grid cells (left) and the fraction
of time (right) needed to update and to recalculate the face stencils in comparison to the
total time needed to solve the whole time step. Please note that this fraction strongly
depends on the problem setting (as for instance the linear solver, the grid size, etc.).
Here, we have used the BiCGSTAB method with ILU0 preconditioning. Nevertheless,
it is too expensive, in general, to recompute all cell stencils, which might cost up to 10%
of the total time needed for one time step. However, recalculating stencils only for new
cells reduces these costs, with the result that after some time steps, the costs are below
3%, as shown in Figure 6.27. Similar strategies are also used for solution-dependent
tensors, see the discussion in Chapter 7.
Remark 23. It is important to mention that the optimization problem (4.43) could also
be formulated cell-wise, thus improving the efficiency, so that the fraction of time spent
on stencil calculations would be further reduced. As we have already mentioned, the
face stencil calculation can be efficiently parallelized. Therefore, we think that, espe-
cially for large-scale systems, the face stencil calculation formulated as an optimization
problem is no real constraint and is not the key factor in terms of efficiency.
Summary In the following, we briefly summarize the main results that have been
observed for the two-phase flow test problems:
• the numerical solutions are quite similar for all schemes except those of the TPFA
and Box schemes. The wrong front prediction of the Box scheme is probably
caused by the mass lumping.
• convergence problems of the Newton solver have been observed for the HFV and
MFD schemes. Such problems did not occur for the MHFV and MMFD schemes.
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Figure 6.27: Total number of cells during the simulation run (left), starting with an initial
grid of 2232 cells. The total time needed to recalculate the face stencils using the
optimization problem (4.43) is plotted for the different time steps in the right
picture.
• the nonlinear solver behavior is quite similar for all schemes (except the HFV and
MFD schemes). For most of the highly heterogeneous layers, the Box scheme and
the MPFA-O scheme need marginally less Newton iterations than the TPFA and
NLTPFA methods.
• the MFD, HFV, MMFD, and MHFV schemes result in the densest Jacobian
matrices, especially when capillary pressure is included, since we then have to
introduce two additional face unknowns. In general, the schemes that use the
optimized conormal decomposition in combination with the harmonic averaging
point interpolation result in sparser matrices than, for example, the MPFA-O
scheme or the Box scheme, especially on three-dimensional hexahedral grids.
• the discretization matrices of the MMFD and MHFV schemes are of saddle point
structure which is why the BiCGSTAB fails to converge. Convergence problems
also occurred for the MFD and HFV schemes for the highly heterogeneous SPE10
layers.
• as expected, the impact of AMG preconditioning is much higher than the one of
ILU0, meaning that the total number of linear iterations is highly reduced when
using the AMG preconditioner.
• extension to h-adaptivity is straightforward for the AvgMPFA, NLTPFA, and
NLMPFA schemes.

7 Applications
Within this chapter, we investigate the behavior of the schemes for complex flow and
transport processes in geological formations. The test cases considered here are based
on hydrogeological measurements and are more complex than those presented in the last
chapter. In the first section, we deal with the Northeast German Basin, where we solve
the stationary heat equation. In the second part, the Norne formation is considered
and an oil recovery scenario is simulated using the two-phase flow equations. In the last
section, the compressible two-phase two-component flow equations are solved on the
Johansen formation. This is, at least to our knowledge, the first time that consistent
schemes are applied to such challenging grids and such complex physical processes. To
read in the corner-point grid data in Sections 7.2-7.3, the opm-grid module from OPM4
is used.
7.1 Northeast German Basin∗
The following example is a synthetic model of a sedimentary basin inspired by the three-
dimensional Northeast German Basin model presented in [Scheck and Bayer, 1999].
The data and the approximate geometry of the basin are provided by IFPEN5. Here,
the stationary heat equation is solved, i.e. the elliptic equation (6.1) where Λ corre-
sponds to the effective thermal conductivity, i.e. Λ = Λpm [W/(m ·K)], and u to the
∗Section 7.1 has been published in [Schneider et al., 2018b] and the model setup is taken from
[Schneider et al., 2017a].
4http://opm-project.org/
5http://www.ifpenergiesnouvelles.com/
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temperature T [K]. The effective thermal conductivity is computed using the following
law [Woodside and Messmer, 1961]
Λpm = Λ
φ
wΛ
1−φ
s , (7.1)
where Λw and Λs denote the water and rock conductivities, and φ the porosity. For
simplicity, we assume that Λw is constant and given as 0.6W/(m ·K) (normally Λw
depends on temperature, see [IAPWS, 2011]). The different facies of the Northeast
German Basin are depicted in Figure 7.1. The domain is reflected so that -z is ori-
ented in depth direction. The deepest point of the basin is located at z ≈ −10745m.
The thermal properties of the different facies are listed in Table 7.1. The porosity
distribution, together with the calculated thermal conductivities, are shown in Figure
7.2.
Salt diapirs within this model create highly conductive regions, as shown in Figure
7.2, leading to thermal anomalies. A robust discretization with respect to the grid is
required for this type of structure, in order to evaluate the temperature field and to
perform thermohaline simulations. Dirichlet conditions are set to 281.15K and 423.15K
at the top and bottom boundaries, respectively, whereas Neumann no-flow conditions
are set elsewhere. The grid consists of 864435 cells. We choose the BiCGSTAB solver
with ILU0 preconditioning as linear solver.
Table 7.1: Thermal properties of facies of the Northeast German Basin. Adapted from
[Schneider et al., 2017a] with permission from Elsevier, Copyright 2017.
Facies Λs [W/(m ·K)]
marl 2.76
silt 2.5
chalk 3.57
sandstone 6.32
sandstone and shale (mixture 50%-50%) 3.67
limestone 3.57
salt 6.1
conglomerate 3.27
Figure 7.3 shows the numerical solutions of the MPFA-O and TPFA scheme. Addition-
ally, the absolute difference between the MPFA-O and the NLTPFA, TPFA, HFV, and
Box schemes is depicted in this figure. It is observed that the TPFA scheme differs the
most from the other schemes. The largest differences occur at the salt domes, where
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Table 7.2: Discrete relative errors ‖u1−u2‖L2/(Tref
√
|Ω|) between the different schemes, number
of entries (noe), and Newton iterations (NIt) (taken from [Schneider et al., 2018b]).
scheme NLTPFA NLMPFA AvgMPFA TPFA Box MPFA-O MFD HFV
NLTPFA 0 9.45e-4 4.16e-4 1.31e-2 6.10e-3 1.84e-3 2.51e-3 2.28e-3
NLMPFA 9.45e-4 0 6.61e-4 1.30e-2 5.90e-3 1.17e-3 2.12e-3 1.81e-3
AvgMPFA 4.16e-4 6.61e-4 0 1.32e-2 6.05e-3 1.50e-3 2.30e-3 2.01e-3
TPFA 1.31e-2 1.30e-2 1.32e-2 0 1.60e-2 1.33e-2 1.42e-2 1.40e-2
Box 6.10e-3 5.90e-3 6.05e-3 1.60e-2 0 5.65e-3 4.23e-3 4.74e-3
MPFA-O 1.84e-3 1.17e-3 1.50e-3 1.33e-2 5.65e-3 0 1.59e-3 1.15e-3
MFD 2.51e-3 2.12e-3 2.30e-3 1.42e-2 4.23e-3 1.59e-3 0 6.68e-4
HFV 2.28e-3 1.81e-3 2.01e-3 1.40e-2 4.74e-3 1.15e-3 6.68e-4 0
noe 11886463 11884419 11886463 5974567 23684992 22655815 39802249 39802249
NIt 2 7 1 1 1 1 1 1
Summary The previous test case demonstrates that the NLTPFA, NLMPFA, and
AvgMPFA schemes result in similar solutions to well-established linear schemes, such
as the MPFA-O, MFD, or HFV schemes, also on highly complex geological formations.
This is due to the fact that all schemes, except the TPFA, are consistent and therefore
result in similar solutions. Hence, the better accuracy of these schemes compared to
the TPFA scheme has been shown. In the next section, an even more challenging grid
is considered, whereby the two-phase flow equations are solved.
7.2 Norne formation∗
In the following example, a two-phase flow scenario based on the geological Norne data
set, taken from the opm-data module, is simulated, and the results of the NLTPFA,
AvgMPFA, TPFA, MMFD, and MHFV schemes are compared. The porosity and
permeability data is shown in Figure 7.5. The permeability data is isotropic but highly
heterogeneous. Here, the focus is set on the numerical behavior of the presented schemes
and not on complex physics or well modeling. The incompressible immiscible two-phase
flow equations (2.20) are used for the simulation. The van Genuchten model is used for
the capillary pressure (2.12) and the relative permeability (2.14) curves. The domain is
assumed to be initially fully saturated with oil, and water is injected through two wells,
which are modeled using a solution-dependent source term (similar to the Peaceman
well model [Peaceman, 1983, Chen et al., 2006]). Thus, for each cell K that contains
∗The presented results are based on the work we have published in [Schneider et al., 2018a], with
the difference that we do not use the TPFA scheme at the boundaries and the time step sizes are fixed.
Therefore, the presented numerical results are different.
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the well, the following solution-dependent source term is prescribed
fα,K =
2πhKkK
ln(rK/rwell)
̺αλα,K (pbh − pα,K − ̺αg(zbh − zK)) , rK =
√
∆x2K +∆y
2
K .
(7.2)
Here, hK denotes the height of cell K, kK the intrinsic permeability, pbh the bottom
hole pressure, zbh the bottom hole location, and rwell the well radius. At the reservoir
boundaries, Neumann no-flow conditions are set, except a small part of the boundary
(x > 461000m) with Dirichlet conditions. Simulation parameters are listed in Table 7.3.
Newton’s method is used as nonlinear solver together with the line search strategy that
is implemented in DuMux. The direct solver UMFPack [Davis, 2004] is used to solve
the occurring linear systems of equations. In contrast to our previous work [Schneider
et al., 2018a], we do not use the TPFA scheme at the boundaries and the residual term
in the flux expression of the NLTPFA scheme is not neglected (see discussion at the
end of this section). In order to have the same temporal discretization error, fixed time
step sizes, which are shown in Figure 7.4, are prescribed for all schemes. The maximum
number of allowed Newton iterations is set to 100. If this number is exceeded, the time
step size is halved and the Newton loop is repeated.
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Figure 7.4: Time step sizes used for the simulation of the Norne test case.
The grid that is used for the Norne test case is very challenging, e.g. due to unfavorable
cell aspect ratios. This is shown in Figure 7.6, where the cells for which dmaxK /dmin
K
≥
100, with dmaxK = maxσ∈EK dK,σ and d
min
K = minσ∈EK dK,σ, are highlighted. Cells for
which this quotient is large are extremely flat. Furthermore, there are cells where the
barycenter is located outside the cell. In that case, we calculate a new cell center xK
such that nK,σ ·(xσ−xK) > 0 for all σ ∈ EK . Otherwise the coefficients of the harmonic
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Figure 7.7: Number of sub-faces with stencil size |SK,σ| larger than three.
investigated in future work.
Figure 7.8 shows the pressure solution of the NLTPFA scheme and the differences to
the one of the TPFA scheme for the simulation times t1 = 5e7 s, t2 = 2e8 s, t3 = 4e8 s,
and t4 = 6e8 s. The highest pressure values are located near the injectors, whereas
the lowest values are near the producers. At time t3, the water front has reached
the left producer, which is the reason why the wetting pressure increases (see the
solution-dependent source term (7.2)). At time t4, the second producer has not yet
been reached. The highest relative pressure difference between the two schemes is
approximately 15%, which globally influences the pressure solution in the whole domain.
The pressure differences between the NLTPFA and the other considered consistent
schemes (AvgMPFA, MMFD, and MHFV) are not shown here because their pressure
solutions match well.
Figure 7.9 depicts the water front evolution of the NLTPFA scheme and the wetting
saturation differences between the NLTPFA and TPFA methods. After 5e7 seconds,
the water fronts are still located near the injectors and with increasing time, the fronts
move to the producers. At time t3, the first producer has been reached. Finally, at
time t4, the water front has moved closer to the second producer. In addition, water
moves to the top boundary, because of buoyancy forces caused by the density difference.
Furthermore, Figure 7.9 (right) shows that the saturation profiles differ significantly.
Figure 7.10 shows the saturation differences between the NLTPFA and AvgMPFA
schemes. Here, the solutions are quite similar.
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Figure 7.8: Pressure solution of NLTPFA scheme (left) and pressure differences between
NLTPFA and TPFA schemes (right) for simulation times t1 = 5e7 s, t2 = 2e8 s,
t3 = 4e8 s, and t4 = 6e8 s (from top to bottom). Figure modified after [Schneider
et al., 2018a].
In Figure 7.11, the saturation differences between the NLTPFA and the MMFD method
are shown. It can be seen that these schemes are also in good agreement, and that the
solutions match better than those of the TPFA scheme. It is important to mention
that we experienced numerical instabilities (large pressure over- and undershoots) if
the full matrix (5.22) was also applied to the cells that are highlighted in Figure 7.6.
Therefore, we use the TPFA scheme for these cells and elsewhere the matrices W−1K
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Figure 7.9: Saturation solution of NLTPFA scheme (left) and saturation differences between
NLTPFA and TPFA schemes (right) for simulation times t1 = 5e7 s, t2 = 2e8 s,
t3 = 4e8 s, and t4 = 6e8 s (from top to bottom). Only cells with saturation
differences above 5% are shown. Figure modified after [Schneider et al., 2018a].
of the MMFD scheme. The same behavior occurred also for the MHFV scheme. This
influences the solutions of these schemes but still allows a comparison with the NLTPFA
scheme. It also shows the superior robustness of the NLTPFA scheme in comparison
to the MMFD and MHFV schemes, because the NLTPFA scheme can be applied to all
cells without the necessity of partially using a TPFA method. The stability of mimetic
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Figure 7.10: Saturation differences between NLTPFA and AvgMPFA schemes for simulation
times t1 = 5e7 s, t2 = 2e8 s, t3 = 4e8 s, and t4 = 6e8 s. Only cells with saturation
differences above 5% are shown. Figure modified after [Schneider et al., 2018a].
Figure 7.11: Saturation differences between NLTPFA and MMFD schemes for simulation
times t1 = 5e7 s, t2 = 2e8 s, t3 = 4e8 s, and t4 = 6e8 s. Only cells with sat-
uration differences above 5% are shown.
schemes strongly depends on the stability matrix (5.26). Therefore, these numerical
instabilities may not occur for other choices of SK . In general, it seems that smaller
face stencils result in more robust schemes; however, this has to be analyzed further in
future work. This is, at least to our knowledge, the first time that a mimetic scheme
has been applied within a fully-implicit framework to a two-phase flow scenario on a

154 7 Applications
prescribed time steps, such that the number of wasted Newton iterations is 300. The
TPFA scheme needs the least number of Newton iterations while the most iterations
are required by the MHFV scheme. The number of matrix entries of the NLTPFA and
AvgMPFA methods is approximately twice the respective number of the TPFA scheme.
Moreover, the densest matrices are given for the MMFD and MHFV methods, where
additional face unknowns for the wetting and the non-wetting phase are needed, and
the equations (6.20) have to be assembled into the Jacobian matrices for each phase
(see Chapter 6 for a detailed discussion).
Table 7.4: Number of time steps, total Newton iterations, wasted Newton iterations, and
number of entries (noe) in the Jacobian matrices for the NLTPFA, AvgMPFA,
TPFA, MMFD, and MHFV methods.
NLTPFA AvgMPFA TPFA MMFD MHFV
time steps 129 129 129 129 131
total Newton iterations 1153 1251 1044 1180 1600
wasted Newton iterations 0 0 0 0 300
noe in Jacobian matrices 2384088 2384088 1267604 10827480 10827480
As already mentioned before, in contrast to our previous publication [Schneider et al.,
2018a], no terms are neglected in the NLTPFA flux expression. Therefore, we discuss
in the following if the NLTPFA fluxes (4.76) can be rewritten as
FK,σ(u, u) = t˜L,σ(u)uL − t˜K,σ(u)uK +O(ε), (7.3)
with some small ε, see Section 4.3.4 for a detailed discussion. To do this, we analyze
the magnitude of the term RεK,σ, defined in equation (4.91). If this residual term is
small, then it follows that the NLTPFA can be written as (7.3). For that purpose, a
discrete error norm is defined to quantify its impact. This error norm is defined for
each phase α as
eαRε
def
= max
K∈T
eαRε(K), with e
α
Rε(K)
def
= max
σ∈EK
|Rεα,K,σ|
|Fmodα,K,σ|
, (7.4)
where eαRε(K) is the local error for cell K and F
mod
α,K,σ is the modified flux defined in
equation (4.92). We observe that the maximum error eαRε is below 10
−6 for the whole
simulation run. Furthermore, less than 0.16% of all cells are above a local error of
10−10, i.e. eαRε(K) > 10
−10 for less than 0.16%. This shows that the term Rε has only
local influence and it demonstrates that the overall impact of the term Rε is negligible.
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Rerunning the simulation and neglecting the residual terms results in almost the same
solution.
Summary In the following, we briefly summarize the main results that have been
observed for the Norne benchmark:
• the optimization strategy yields a stencil size of three for 99.9% of all sub-faces.
The stencil sizes differ between 4 and 8 for the other sub-faces, which correspond
to the flat cells that are shown in Figure 7.6.
• numerical instabilities occurred for the MMFD and MHFV schemes. Therefore, a
TPFA scheme was used for the 288 cells that are highlighted in Figure 7.6. This
is, at least to our knowledge, the first time that mimetic schemes have been used
and extended to two-phase flow, including capillary pressure, on such complex
grids within a fully-implicit framework.
• no numerical instabilities occurred for the NLTPFA scheme, which indicates that
the NLTPFA scheme is more robust than the considered mimetic schemes.
• the results of the TPFA scheme differ the most from the other schemes. This is
also shown by the breakthrough curves in Figure 7.12.
• a similar nonlinear solver behavior of all schemes is observed, except for the
MHFV method which fails to converge for three of the prescribed time steps.
This again demonstrates the sensitivity of mimetic schemes with respect to the
choice of the stability matrix.
• the NLTPFA can be rewritten as FK,σ(u, u) = t˜L,σ(u)uL − t˜K,σ(u)uK + RεK,σ,
whereby RεK,σ = O(ε).
7.3 Johansen formation∗
The overall goal of Carbon Capture and Storage (CCS) is the mineral trapping of
anthropogenic CO2 in suitable geological formations. It can potentially be applied
to large stationary point sources, which is why it is widely seen as one of the key
∗Parts of this section are taken from [Schneider et al., 2017c].
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technologies towards climate change mitigation [Intergovernmental Panel on Climate
Change, 2015]. The captured CO2 can be injected into different types of geological
formations, such as depleted oil and gas reservoirs, unmineable coal seams or deep
saline aquifers [Coninck et al., 2005], making the technology widely applicable around
the globe. The following example focuses on the injection into deep saline aquifers,
which are the most common and represent the highest storage potential among the
above mentioned formation types [Coninck et al., 2005]. Numerical modeling is an
important tool for the planning of CO2 storage projects, as it can be used for a first
screening of potential storage sites. However, the requirements on these tools are very
high. A wide range of physical processes occur in the system with varying importance in
space and time. During the injection phase, large pressure gradients and strong viscous
and buoyant forces dominate the system. The CO2 spreads out laterally and rises due to
its lower density, eventually accumulating below the caprock and forming a thin layer of
CO2-rich gaseous phase between the brine and the caprock. Over time, the CO2 slowly
dissolves in the brine and is further transported via gravity and diffusion. Geochemical
processes can promote the mineralization of the CO2, which in turn leads to changes
in the hydraulic properties of the porous medium. The extremely large temporal and
spatial scales and the strongly nonlinear behavior of the equations require robust and
efficient modeling techniques.
In this example, the linear TPFA scheme, which is the industry standard for solv-
ing flow problems on corner-point grids, is compared with the NLTPFA scheme for a
CO2 injection scenario into a geological formation in the Norwegian Sea, namely the
Johansen formation. The data is provided by SINTEF 6. We are using the “NPD5”
sector model with porosity and permeability data as shown in Figure 7.13. This model
consists of eleven layers with five layers representing the highly permeable Johansen
formation, situated above a low-permeable shale layer and below five layers describing
the caprock (see Figure 7.13) [Afanasyev, 2013, Eigestad et al., 2009]. Porosity and
permeability changes are ignored here, such that those quantities are assumed to be
constant over time.
The setting and data are similar to those that have been used on a much simpler grid
in [Class et al., 2009, Schneider et al., 2017b]. Within this section, we consider the
two-phase two-component flow equations (2.21), where we also include non-isothermal
6https://www.sintef.no/projectweb/matmora/downloads/johansen/
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also [Darcis, 2013]). A phase and primary variable switch occurs when the equilibrium
concentration of a component in a phase is exceeded which is evaluated after each
Newton iteration.
It is assumed that the formation is initially fully saturated with brine and supercritical
CO2 is injected into layers 6,7, and 10 over a period of 100 years with a total injection
rate of 4 Mt/year, followed by a period of 1900 years without injection. Neumann
no-flow conditions are specified at the upper and lower boundaries, elsewhere Dirichlet
conditions are set (hydrostatic pressure; the temperature values are calculated using
the geothermal gradient given in Table 7.5). Capillary pressure is modeled using the
law of Brooks-Corey (2.11). Important simulation parameters are listed in Table 7.5.
Similar scenarios can be found in [Afanasyev, 2013, Eigestad et al., 2009] but without
using a consistent, second-order scheme. It is a novelty, at least to our knowledge,
that a consistent monotone scheme is applied to such a physically and geometrically
complex benchmark problem.
Table 7.5: Parameters used for the simulation of the injection scenario into the Johansen
formation. Adapted by permission from Springer Customer Service Center GmbH:
Springer Nature, [Schneider et al., 2017c], Copyright 2017.
parameter value parameter value
Tend 2000 a Sw,init 1.0
injection time 100 a Sw,r 0.2
injection rate 4Mt/a Sn,r 0.05
injection temperature 80◦C λBC (Brooks-Corey) 2
temperature at a depth of 3000m 100◦C pe 104 Pa
initial geothermal gradient 0.03 K/m
A further numerical challenge is that the binary diffusion coefficient DH2On and the
effective thermal conductivity Λpm are solution dependent. Therefore, the coefficients of
the cornormal decomposition (4.39) are also solution dependent and have to be updated
within each Newton iteration. Furthermore, calculating a new conormal decomposition
also results in new face stencils, which in turn influence the entries in the Jacobian
matrices. To handle these challenges, we apply the following strategy:
1. Calculate initial face stencils with optimization problem (4.43) in the initialization
routine.
2. Fix stencils SK,σ during the Newton loop but update corresponding coefficients
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αK,σσ′ (4.39) in each Newton iteration. If one of these coefficients becomes nega-
tive within the Newton loop, then the corresponding cell is marked.
3. Recalculate stencils for all cells that have been marked in step two at the end of
each time step, by using the optimization problem (4.43).
This strategy has the advantage that the entries in the Jacobian matrix can be fixed at
the beginning of each time step without using redundant entries. In this test case, it
will be demonstrated that the number of marked cells caused by negative coefficients
during the Newton loop is small.
The fully-implicit solution strategy is used for solving the non-isothermal two-phase
two-component flow equations (2.21) and (2.22), namely, the temporal derivatives are
discretized with the implicit Euler scheme. Newton’s method, with the line search
strategy that is implemented in DuMux, is applied together with a stabilized bi-
conjugate gradient (BiCGSTAB) method with an algebraic multigrid preconditioner
(AMG) [Blatt and Bastian, 2007] to solve the occurring linear systems of equations in
each Newton iteration. In addition, the time step sizes are adapted dependent on the
number of Newton iterations that are needed for convergence within each time step.
Therefore, more Newton iterations result in smaller time steps. Furthermore, we use
the linear TPFA scheme at boundary cells.
Similar to the last section, we briefly discuss in the following the size of the stencils
for decomposing the conormals that correspond to permeability, diffusivity, and con-
ductivity. Since the permeability is constant over time, no stencil recalculations are
required during the simulation run. For the permeability conormals, we observe that
26% of the direction vectors (xσ − xK) are aligned with the normal vectors nK,σ such
that for these sub-faces the optimization problem (4.43) yields stencils of size one, i.e.
|SK,σ| = 1. Thus, the NLTPFA scheme corresponds to the TPFA scheme for these
sub-faces. Furthermore, for approximately 73% of the sub-faces the optimization rou-
tine provides a decomposition with stencil size three, i.e. |SK,σ| = 3. For the other
sub-faces the stencils are of size two. It is also observed that no negative coefficients
occur in the conormal decomposition such that the transmissibilities of the NLTPFA
scheme (4.77) are all positive. Almost the same statements hold for the stencils for
diffusivity and conductivity. At the end of this section we will discuss the number of
stencil recalculations that are required for diffusivity and conductivity (see previous
discussion).
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more severe, the differences between these schemes are expected to be more significant,
as shown in the previous sections.
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Figure 7.16: Number of marked cells (due to negative coefficients in the conormal decomposi-
tion), for which the stencils have to be recalculated, plotted over the simulation
time. Marked cells for diffusivity (left) and marked cells for conductivity (right).
As already mentioned before, the coefficients of the conormal decomposition for dif-
fusivity and conductivity are solution dependent. Since the stencils are fixed during
the Newton loop (see strategy above) negative coefficients may occur. Cells, corre-
sponding to sub-faces with such negative coefficients, are marked in step two of the
above explained strategy. After the Newton loop, the conormal decomposition and the
corresponding stencils are recalculated for all sub-faces of marked cell. In Figure 7.16
the number of marked cells are plotted over time. It can be seen that the maximum
number of marked cells is one. Furthermore, cells are rarely marked. Thus, only a
few stencils have to be recalculated during the simulation run. Moreover, it should
also be emphasized that these negative coefficients did not influence the sign of the
transmissibilities. Therefore, also the transmissibilities that correspond to diffusivity
and conductivity remain positive during the simulation run.
Summary In the following, we briefly summarize the main results that have been
observed for the Johansen benchmark:
• the results of the NLTPFA and TPFA scheme are similar. Saturation differences
mainly occur at the front of the CO2 plume.
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• the stencils are fixed within each Newton loop and only the corresponding coef-
ficients are recalculated. This improves efficiency and no redundant entries must
be assembled into the Jacobian matrices. Negative coefficients may arise during
the Newton loop when using this strategy. However, such negative coefficients
rarely occur, as shown in Figure 7.16.
• all transmissibilities of the numerical fluxes remain positive during the simulation
run.

8 Summary and Outlook
8.1 Summary
In this work, nonlinear finite-volume schemes have been extensively examined, both the-
oretically and numerically, and compared to well-established linear schemes for several
porous media test cases. An abstract discretization framework for elliptic equations,
including the proof of convergence for nonlinear schemes, has been presented. Fur-
thermore, it has been demonstrated that various finite-volume schemes fit into this
framework. Hybrid schemes introduce additional face unknowns, while cell-centered
schemes eliminate these face unknowns by using trace reconstruction operators. A new
idea to decompose the conormal has been introduced, based on optimization strategies.
It has been shown that these strategies, combined with second order accurate interpo-
lation strategies, yield consistent flux approximations. Different finite-volume schemes
have been intensively tested for elliptic and two-phase flow examples. Additionally,
different benchmarks have been performed.
In Chapter 2, we have defined the main concepts and equations for modeling flow in
porous media. In Chapter 3, we have summarized and described important properties
of discretization schemes, such as consistency, coercivity, extremum principles, and
sparsity. Furthermore, a rough overview of schemes that have previously been used
by different authors for modeling flow in porous media has been given. In addition,
fundamental discrete functional analysis, based on the work that has been published
in [Eymard et al., 2000, 2010, Age´las et al., 2010a], has been provided for cell-centered
schemes. In the last section of Chapter 3, corner-point grids have been defined.
In Chapter 4, we have introduced a novel finite-volume framework, including the proof
of convergence. A family of discretization methods has been introduced in Section 4.3
and it has been demonstrated that the proof of convergence holds for these methods.
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Schemes belonging to this family are constructed as a convex combination of consis-
tent linear face flux approximations. The conormal decomposition has been introduced
in Section 4.3.1, and it has been shown that this decomposition yields consistent flux
approximations, when combined with second order accurate trace reconstruction opera-
tors. Furthermore, we have introduced a novel approach to decompose the conormal by
using optimization strategies. In Section 4.3.2, we have presented second order accurate
interpolations, namely the barycentric condensation and the harmonic averaging point.
Both of these strategies can be applied to corner-point grids. However, the harmonic
averaging interpolation is more accurate for cases with heterogeneities. This is why we
have exclusively used the harmonic averaging point interpolation in this work.
Based on these general concepts, we have presented in Section 4.3.4 two nonlinear
schemes, namely a monotone nonlinear two-point flux approximation (NLTPFA) and
a discrete extremum-principles-preserving nonlinear multi-point flux approximation
(NLMPFA). Furthermore, in Section 4.4 it has been shown that established linear
schemes, such as the TPFA, MPFA-O, and MPFA-L, can also be interpreted within this
framework. An overview of mimetic finite-difference and hybrid finite-volume schemes
has been given in Chapter 5, where it has been shown that these schemes can either
be interpreted within a finite-volume framework or within a finite-element framework,
where the latter one corresponds to a mixed formulation.
In the first part of Chapter 6, the different schemes have been compared, regarding
convergence, consistency, and efficiency, for an elliptic model problem. In Section 6.1.1,
the convergence behavior of the Newton and the Picard method has been compared
for a test problem taken from the FVCA5 benchmarks [Eymard and He´rard, 2008].
The behavior of the harmonic averaging point interpolation for increasing anisotropy
has been analyzed in Section 6.1.2, whereby no convergence rate reduction could be
observed. Accuracy has further been investigated in Section 6.1.3 for a mildly and
highly anisotropic tensor, and it has been demonstrated that all schemes, except for
the TPFA, show a similar convergence behavior and that all schemes seem to be coercive
for these test cases. The consistency of the NLTPFA, NLMPFA, AvgMPFA, MFD, and
HFV schemes, for piecewise linear solutions, has been analyzed in Section 6.1.4 for a
non-matching grid. In addition, we have shown in Section 6.1.5 that linear schemes
are in general neither positivity preserving nor satisfy discrete minimum or maximum
principles, in contrast to nonlinear schemes.
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In the second part of Chapter 6, the different schemes have been compared for two-
phase flow examples, where we have investigated and compared the behavior of linear
and nonlinear solvers. In addition, it has been shown that the extension to h-adaptivity
for schemes using the conormal decomposition is straightforward. For these examples,
where highly nonlinear partial differential equations are solved, it has been demon-
strated that the additional nonlinearity introduced by the NLTPFA and NLMPFA
schemes has no influence on the convergence behavior of the nonlinear solver, such that
the total number of Newton iterations is almost the same for these nonlinear schemes
than for the considered linear schemes.
Finally, different three-dimensional benchmark problems have been considered in Chap-
ter 7. In the first benchmark, the stationary heat equation has been solved on the North-
east German Basin , and it has been demonstrated that the NLTPFA and NLMPFA
schemes produce similar solutions to those of other well-established consistent schemes
such as the MPFA-O, MFD, or HFV schemes. In the second benchmark, a two-phase
oil recovery scenario for the Norne formation has been investigated. In the last bench-
mark, we have simulated a non-isothermal two-phase two-component CO2 injection
scenario into the Johansen formation.
Note that all schemes have been implemented into the open-source simulator DuMux
[Hommel et al., 2016], allowing for a comparison of the different methods within the
same software framework.
8.2 Outlook
Nonlinear multi-point flux approximation It has been observed that the Newton
convergence is better for the NLTPFA than for the NLMPFA, especially when negative
coefficients occur in the conormal decomposition. Reasons for this behavior have to be
investigated further. Additionally, more sophisticated nonlinear solvers, such as trust
region strategies [Wang and Tchelepi, 2013] or combinations of the Newton and the
Picard method [List and Radu, 2016, Terekhov et al., 2017], should be applied. An-
other strategy, at least for two-phase flow, could be to use similar techniques to those
proposed in [Lee et al., 2015, Hamon et al., 2017] to smooth non-differentiabilities
in the flux expression. Moreover, the proof of discrete extremum principles for the
168 8 Summary and Outlook
NLMPFA scheme relies on the positivity of the coefficients in the conormal decompo-
sition, whereas the monotonicity of the NLTPFA scheme is not necessarily lost when
negative coefficients occur. Using this reasoning, Terekhov et al. [2017] suggested to
not only include direct neighbors into the conormal decomposition but to also include
further cells such that the positivity of the coefficients is ensured. Such aspects should
be investigated in future work.
Mimetic and hybrid schemes Literature about mimetic schemes for highly complex
two-phase flow scenarios on corner-point grids within a fully-implicit framework does, at
least to our knowledge, not exist. Therefore, the reasons for the loss of nonlinear solver
convergence of the MFD and HFV schemes for two-phase flow have to be investigated
in detail. It needs to be determined if this behavior is solely based on the fact that the
flux continuity is weakly enforced. The good convergence behavior observed when using
the algebraically equivalent mixed formulation indicates that this might be the reason.
Furthermore, we have to extend mimetic and hybrid schemes also to non-isothermal
and compositional flow processes. However, for these more complex cases we have
to use more sophisticated linear solvers that can handle the saddle point structure
of the discretization matrices that occur for these schemes (see Figure 6.10). Such
challenging linear systems of equations also occur when using a staggered grid approach
to discretize the Navier-Stokes equations; coworkers have already begun developing
appropriate linear solvers for such systems. These ideas can probably also be applied
to the discretization matrices of mimetic schemes. Furthermore, we have observed
numerical instabilities of the MMFD scheme for the Norne benchmark. The stability
of mimetic schemes strongly depend on the choice of stabilization matrices. Therefore,
different approaches to construct these matrices have to be investigated to improve
stability.
Theoretical aspects When proving the convergence of numerical schemes for two-
phase flow, the assumption of monotonicity is essential [Brenier and Jaffre´, 1991]. For
linear schemes, monotonicity is generally not fulfilled, as demonstrated in this work.
However, the convergence proof for nonlinear schemes that are monotone or satisfy
discrete extremum principles possibly holds for the two-phase flow equations. Thus,
it might be possible to extend the presented theoretical discretization framework to
two-phase flow.
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Applications and Benchmarking Answers to questions like “How can we store en-
ergy”, and “How can we store nuclear waste” are of crucial importance in today’s soci-
ety. For solutions that involve storage in the subsurface, the risk of substances leaking
into the groundwater exist. Thus, uncertainty quantification (data assimilation) is re-
quired to assess such risks. Hence, a large number of simulation runs are needed to
quantify parameter uncertainty. Therefore, the efficiency of the presented schemes has
to be further improved. This can be done by combining these methods with multi-scale
and multi-physics approaches. Furthermore, parallelization is indispensable. Moreover,
decisions on which effects need to be included (e.g. hysteresis [Schneider et al., 2018c]),
and on what level of model complexity is necessary, need to be made. This might also
require approaches for modeling discrete fractures and geomechanics. Coworkers have
recently developed such discrete fracture models [Gla¨ser et al., 2017] which can likely
also be combined with the nonlinear and mimetic schemes that have been presented
here.
Multi-scale, multi-physics approaches Multi-scale [Wolff et al., 2013b] and multi-
physics models [Faigle et al., 2014] have previously been developed in our working group.
These models have been designed for sequential solution strategies, using an IMPES
and an IMPEC formulation. For such sequential strategies, the question arises if the
good performance of nonlinear schemes in comparison with linear schemes is lost, as the
performance of such decoupling strategies benefits from the linearity of the discretized
pressure equation, at least for incompressible fluids. Therefore, we have to investigate
the applicability of nonlinear schemes for sequential strategies. Another possibility is to
integrate the multi-scale and multi-physics approaches into a fully-implicit framework.
Data assimilation Highly efficient and robust discretization schemes, as those de-
veloped in this thesis, are fundamental for data-assimilation approaches, which are
indispensable when assessing risks and improving the understanding of subsurface pro-
cesses. These data assimilation approaches have to be implemented and combined with
highly efficient forward models.
Parallelization In order to be able to tackle the previously mentioned challenges, these
schemes have to be parallelized and the computational power of parallel infrastructures,
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like high-performance computers or clusters, has to be used. This enables the utilisation
of first data-assimilation approaches for parameter estimation and risk assessment,
which is essential for various porous media applications, like energy storage in the
subsurface.
A Data convergence tests
Table A.1: Discrete error norms and convergence rates (cr) for the mildly anisotropic test
case on the checkerboard mesh.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr eT ,n eT ,n NIt
1 4.40e-02 0.00 3.48e-01 0.00 0.16 1.30 2
2 2.47e-02 0.83 3.42e-01 0.02 0.34 1.31 2
NLTPFA 3 7.99e-03 1.63 1.99e-01 0.79 0.35 1.36 2
4 2.13e-03 1.91 1.05e-01 0.92 0.35 1.39 2
5 5.65e-04 1.91 5.38e-02 0.96 0.35 1.41 2
1 4.39e-02 0.00 3.30e-01 0.00 0.17 1.39 4
2 2.48e-02 0.82 3.50e-01 -0.08 0.34 1.51 7
NLMPFA 3 8.21e-03 1.60 2.10e-01 0.73 0.35 1.68 7
4 2.37e-03 1.80 1.15e-01 0.87 0.35 1.74 7
5 6.14e-04 1.95 5.91e-02 0.96 0.35 1.78 9
1 4.39e-02 0.00 3.38e-01 0.00 0.16 1.47 1
2 2.47e-02 0.83 3.54e-01 -0.07 0.33 1.59 1
AvgMPFA 3 7.80e-03 1.66 2.12e-01 0.74 0.35 1.69 1
4 2.10e-03 1.89 1.14e-01 0.89 0.35 1.75 1
5 5.57e-04 1.92 5.91e-02 0.95 0.35 1.77 1
1 5.35e-02 0.00 3.55e-01 0.00 0.15 1.34 1
2 2.40e-02 1.16 2.57e-01 0.47 0.34 1.21 1
AvgMPFA-F 3 8.35e-03 1.53 1.26e-01 1.02 0.35 1.28 1
4 2.39e-03 1.81 5.94e-02 1.09 0.35 1.43 1
5 6.25e-04 1.93 2.89e-02 1.04 0.35 1.53 1
1 4.72e-02 0.00 3.06e-01 0.00 0.16 1.46 1
2 1.20e-02 1.98 1.49e-01 1.04 0.33 1.24 1
MFD 3 3.17e-03 1.92 7.62e-02 0.97 0.35 1.26 1
4 8.26e-04 1.94 3.90e-02 0.97 0.35 1.22 1
5 2.14e-04 1.95 1.97e-02 0.98 0.35 1.21 1
1 4.55e-02 0.00 3.01e-01 0.00 0.21 1.18 1
2 1.94e-02 1.23 2.30e-01 0.39 0.35 1.56 1
HFV 3 5.06e-03 1.94 1.08e-01 1.09 0.35 1.98 1
4 1.28e-03 1.98 5.09e-02 1.09 0.35 2.29 1
5 3.23e-04 1.99 2.44e-02 1.06 0.35 2.49 1
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Table A.2: Discrete error norms and convergence rates (cr) for the mildly anisotropic test
case on the random mesh.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr eT ,n eT ,n NIt
1 3.07e-02 0.00 2.48e-01 0.00 0.35 1.10 2
2 1.01e-02 1.72 1.10e-01 1.26 0.36 0.98 2
NLTPFA 3 2.93e-03 1.87 4.15e-02 1.46 0.39 0.96 2
4 7.63e-04 1.97 1.58e-02 1.42 0.39 1.00 2
5 1.95e-04 2.00 6.42e-03 1.32 0.39 1.05 2
1 3.94e-02 0.00 2.91e-01 0.00 0.37 1.10 4
2 1.39e-02 1.61 1.27e-01 1.28 0.37 0.99 3
NLMPFA 3 4.33e-03 1.76 5.24e-02 1.34 0.40 0.98 3
4 1.16e-03 1.94 2.09e-02 1.35 0.39 1.01 3
5 2.95e-04 2.01 8.20e-03 1.37 0.39 1.05 2
1 3.13e-02 0.00 2.46e-01 0.00 0.35 1.09 1
2 1.02e-02 1.74 1.04e-01 1.34 0.36 0.96 1
AvgMPFA 3 2.92e-03 1.88 3.85e-02 1.49 0.39 0.96 1
4 7.43e-04 2.01 1.48e-02 1.40 0.39 1.02 1
5 1.89e-04 2.01 6.15e-03 1.29 0.39 1.06 1
1 2.14e-02 0.00 1.63e-01 0.00 0.36 1.15 1
2 6.78e-03 1.78 6.78e-02 1.35 0.37 1.04 1
AvgMPFA-F 3 2.00e-03 1.84 2.87e-02 1.30 0.39 1.10 1
4 5.16e-04 1.99 1.23e-02 1.25 0.39 1.15 1
5 1.31e-04 2.01 5.61e-03 1.15 0.39 1.17 1
1 2.74e-02 0.00 2.34e-01 0.00 0.33 1.01 1
2 7.52e-03 2.00 9.50e-02 1.40 0.34 0.98 1
MPFA-O 3 1.94e-03 2.05 3.92e-02 1.33 0.38 0.95 1
4 4.82e-04 2.04 1.61e-02 1.31 0.38 0.92 1
5 1.20e-04 2.04 6.95e-03 1.23 0.39 0.90 1
1 1.42e-02 0.00 1.23e-01 0.00 0.36 3.48 1
2 3.97e-03 1.97 5.56e-02 1.23 0.36 4.85 1
MFD 3 1.07e-03 1.97 2.60e-02 1.15 0.39 5.68 1
4 2.74e-04 2.00 1.23e-02 1.10 0.39 6.63 1
5 6.89e-05 2.03 5.82e-03 1.10 0.39 7.36 1
1 2.43e-02 0.00 2.07e-01 0.00 0.38 3.25 1
2 7.32e-03 1.85 9.27e-02 1.24 0.37 5.21 1
HFV 3 1.88e-03 2.05 3.94e-02 1.29 0.39 7.36 1
4 4.95e-04 1.96 1.83e-02 1.12 0.39 8.93 1
5 1.37e-04 1.89 1.11e-02 0.74 0.39 6.28 1
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Table A.3: Discrete error norms and convergence rates (cr) for the mildly anisotropic test
case on the nonconvex mesh.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr eT ,n eT ,n NIt
1 2.83e-02 0.00 2.25e-01 0.00 0.36 1.07 2
2 9.65e-03 1.55 9.74e-02 1.21 0.40 0.93 2
NLTPFA 3 2.76e-03 1.81 3.51e-02 1.47 0.41 0.91 2
4 7.27e-04 1.92 1.18e-02 1.58 0.41 0.93 2
5 1.85e-04 1.97 3.94e-03 1.58 0.40 0.95 2
1 3.52e-02 0.00 2.59e-01 0.00 0.38 1.06 3
2 1.35e-02 1.38 1.20e-01 1.11 0.41 0.96 3
NLMPFA 3 4.07e-03 1.74 4.52e-02 1.41 0.41 0.93 3
4 1.10e-03 1.89 1.70e-02 1.41 0.41 0.95 3
5 2.79e-04 1.98 5.81e-03 1.55 0.40 0.96 2
1 2.89e-02 0.00 2.24e-01 0.00 0.36 1.05 1
2 9.69e-03 1.58 9.15e-02 1.29 0.40 0.91 1
AvgMPFA 3 2.71e-03 1.84 3.19e-02 1.52 0.41 0.91 1
4 7.00e-04 1.95 1.08e-02 1.56 0.41 0.94 1
5 1.77e-04 1.99 3.71e-03 1.54 0.40 0.97 1
1 2.04e-02 0.00 1.53e-01 0.00 0.37 1.11 1
2 6.83e-03 1.58 6.13e-02 1.32 0.40 1.00 1
AvgMPFA-F 3 1.94e-03 1.81 2.12e-02 1.53 0.41 1.03 1
4 5.09e-04 1.93 7.09e-03 1.58 0.41 1.10 1
5 1.29e-04 1.97 2.41e-03 1.55 0.40 1.15 1
1 2.57e-02 0.00 2.32e-01 0.00 0.31 0.93 1
2 6.94e-03 1.89 8.99e-02 1.37 0.34 0.93 1
MPFA-O 3 1.78e-03 1.96 3.33e-02 1.43 0.36 0.92 1
4 4.48e-04 1.99 1.20e-02 1.47 0.37 0.92 1
5 1.12e-04 2.00 4.31e-03 1.48 0.37 0.91 1
1 1.16e-02 0.00 9.50e-02 0.00 0.37 4.16 1
2 3.26e-03 1.84 3.89e-02 1.29 0.40 7.41 1
MFD 3 8.47e-04 1.94 1.50e-02 1.37 0.40 13.11 1
4 2.14e-04 1.99 5.57e-03 1.43 0.41 24.12 1
5 5.36e-05 2.00 2.02e-03 1.46 0.40 45.87 1
1 2.38e-02 0.00 2.02e-01 0.00 0.39 3.52 1
2 6.81e-03 1.81 8.29e-02 1.28 0.40 6.41 1
HFV 3 1.77e-03 1.94 3.13e-02 1.41 0.41 11.88 1
4 4.49e-04 1.98 1.14e-02 1.46 0.41 22.65 1
5 1.13e-04 2.00 4.10e-03 1.48 0.40 44.04 1
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Table A.4: Discrete error norms and convergence rates (cr) for the mildly anisotropic test
case on the curved mesh.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr eT ,n eT ,n NIt
1 3.01e-02 0.00 2.53e-01 0.00 0.32 1.11 2
2 1.10e-02 1.63 1.21e-01 1.19 0.36 0.96 2
NLTPFA 3 3.64e-03 1.53 5.65e-02 1.05 0.37 0.85 2
4 8.64e-04 1.76 1.56e-02 1.57 0.39 0.82 2
5 1.98e-04 1.90 4.24e-03 1.68 0.40 0.92 2
1 3.64e-02 0.00 2.79e-01 0.00 0.33 1.08 3
2 1.48e-02 1.45 1.38e-01 1.14 0.36 0.95 3
NLMPFA 3 5.28e-03 1.43 6.46e-02 1.04 0.37 0.90 3
4 1.30e-03 1.71 2.06e-02 1.40 0.39 0.87 3
5 3.02e-04 1.89 6.45e-03 1.50 0.40 0.91 2
1 3.08e-02 0.00 2.50e-01 0.00 0.32 1.07 1
2 1.11e-02 1.64 1.13e-01 1.28 0.36 0.92 1
AvgMPFA 3 3.48e-03 1.61 4.82e-02 1.18 0.37 0.86 1
4 8.13e-04 1.77 1.37e-02 1.54 0.39 0.86 1
5 1.87e-04 1.90 3.96e-03 1.60 0.40 0.94 1
1 2.09e-02 0.00 1.68e-01 0.00 0.33 1.09 1
2 7.45e-03 1.67 7.79e-02 1.24 0.36 0.98 1
AvgMPFA-F 3 2.54e-03 1.48 3.83e-02 0.98 0.37 0.83 1
4 6.17e-04 1.73 1.06e-02 1.57 0.39 0.82 1
5 1.39e-04 1.92 2.72e-03 1.76 0.40 1.03 1
1 2.48e-02 0.00 2.31e-01 0.00 0.29 0.89 1
2 6.74e-03 2.11 9.46e-02 1.44 0.32 0.87 1
MPFA-O 3 1.73e-03 1.88 3.35e-02 1.43 0.35 0.91 1
4 4.48e-04 1.65 1.16e-02 1.30 0.38 0.98 1
5 1.13e-04 1.78 4.11e-03 1.34 0.40 1.00 1
1 1.36e-02 0.00 1.20e-01 0.00 0.33 3.13 1
2 4.10e-03 1.93 6.47e-02 1.00 0.36 3.62 1
MFD 3 1.04e-03 1.90 2.16e-02 1.51 0.37 8.13 1
4 2.31e-04 1.84 6.13e-03 1.54 0.39 22.29 1
5 5.48e-05 1.86 2.06e-03 1.41 0.40 47.29 1
1 2.28e-02 0.00 2.03e-01 0.00 0.35 3.21 1
2 6.43e-03 2.04 8.95e-02 1.32 0.36 4.94 1
HFV 3 1.71e-03 1.83 3.31e-02 1.37 0.37 9.83 1
4 4.47e-04 1.64 1.16e-02 1.29 0.39 21.74 1
5 1.13e-04 1.77 4.11e-03 1.34 0.40 44.13 1
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Table A.5: Discrete error norms and convergence rates (cr) for the highly anisotropic test case
on the checkerboard mesh.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr eT ,n eT ,n NIt
1 1.52e-01 0.00 9.68e-01 0.00 1.60 0.43 2
2 4.86e-02 1.64 5.70e-01 0.76 1.35 0.49 2
NLTPFA 3 1.38e-02 1.82 3.27e-01 0.80 1.40 0.50 2
4 3.83e-03 1.85 2.00e-01 0.71 1.43 0.48 2
5 1.03e-03 1.89 1.15e-01 0.80 1.43 0.48 2
1 1.71e-01 0.00 1.11e+00 0.00 1.50 0.51 5
2 5.75e-02 1.57 6.11e-01 0.86 1.29 0.66 12
NLMPFA 3 1.94e-02 1.56 3.64e-01 0.75 1.36 0.66 20
4 6.05e-03 1.69 2.32e-01 0.65 1.41 0.60 60
5 1.85e-03 1.71 1.35e-01 0.79 1.43 0.58 623
1 1.54e-01 0.00 9.97e-01 0.00 1.61 0.47 1
2 4.70e-02 1.71 5.87e-01 0.77 1.41 0.72 1
AvgMPFA 3 1.33e-02 1.82 3.56e-01 0.72 1.41 0.75 1
4 4.05e-03 1.72 2.36e-01 0.59 1.43 0.79 1
5 1.23e-03 1.72 1.38e-01 0.78 1.44 0.71 1
1 9.59e-02 0.00 6.50e-01 0.00 1.72 0.52 1
2 4.83e-02 0.99 4.62e-01 0.49 1.71 0.53 1
AvgMPFA-F 3 2.68e-02 0.85 3.09e-01 0.58 1.59 0.56 1
4 1.38e-02 0.96 2.02e-01 0.61 1.50 0.55 1
5 5.50e-03 1.32 1.12e-01 0.85 1.46 0.54 1
1 9.41e-02 0.00 6.50e-01 0.00 1.42 0.60 1
2 2.95e-02 1.67 3.55e-01 0.87 1.42 0.62 1
MFD 3 7.63e-03 1.95 1.53e-01 1.21 1.44 0.84 1
4 1.93e-03 1.98 6.93e-02 1.15 1.44 1.03 1
5 4.82e-04 2.00 3.32e-02 1.06 1.44 1.11 1
1 1.50e-01 0.00 9.63e-01 0.00 1.24 0.48 1
2 4.40e-02 1.77 5.03e-01 0.94 1.34 0.52 1
HFV 3 1.28e-02 1.78 2.45e-01 1.04 1.41 0.65 1
4 3.46e-03 1.88 1.10e-01 1.16 1.43 0.91 1
5 9.00e-04 1.95 4.98e-02 1.14 1.44 1.15 1
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Table A.6: Discrete error norms and convergence rates (cr) for the highly anisotropic test case
on the random mesh.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr eT ,n eT ,n NIt
1 5.26e-02 0.00 4.37e-01 0.00 1.72 0.44 2
2 1.47e-02 1.97 1.70e-01 1.46 1.68 0.47 2
NLTPFA 3 4.52e-03 1.78 7.63e-02 1.21 1.65 0.40 2
4 1.33e-03 1.80 3.66e-02 1.08 1.63 0.33 2
5 3.58e-04 1.92 1.78e-02 1.06 1.63 0.33 2
1 6.53e-02 0.00 5.30e-01 0.00 1.69 0.42 5
2 2.12e-02 1.74 2.29e-01 1.30 1.67 0.39 5
NLMPFA 3 6.43e-03 1.80 1.03e-01 1.20 1.64 0.32 5
4 1.84e-03 1.84 4.73e-02 1.14 1.63 0.30 3
5 4.83e-04 1.97 2.23e-02 1.11 1.63 0.31 2
1 5.01e-02 0.00 4.17e-01 0.00 1.73 0.45 1
2 1.45e-02 1.91 1.69e-01 1.40 1.70 0.49 1
AvgMPFA 3 3.94e-03 1.97 7.16e-02 1.29 1.65 0.45 1
4 1.11e-03 1.86 3.53e-02 1.04 1.63 0.37 1
5 2.97e-04 1.93 1.77e-02 1.02 1.63 0.34 1
1 5.09e-02 0.00 4.38e-01 0.00 1.65 0.43 1
2 1.74e-02 1.66 2.01e-01 1.21 1.69 0.41 1
AvgMPFA-F 3 7.70e-03 1.23 1.10e-01 0.90 1.64 0.29 1
4 3.20e-03 1.29 5.55e-02 1.01 1.63 0.26 1
5 1.07e-03 1.61 2.50e-02 1.17 1.63 0.29 1
1 7.37e-02 0.00 6.50e-01 0.00 1.38 0.29 1
2 2.24e-02 1.84 3.00e-01 1.19 1.53 0.21 1
MPFA-O 3 5.70e-03 2.06 1.26e-01 1.31 1.59 0.18 1
4 1.66e-03 1.81 7.39e-02 0.78 1.61 0.08 1
5 3.88e-04 2.13 2.88e-02 1.38 1.61 0.12 1
1 4.55e-02 0.00 3.91e-01 0.00 1.53 0.91 1
2 1.53e-02 1.68 2.06e-01 0.99 1.58 0.99 1
MFD 3 4.75e-03 1.76 1.25e-01 0.76 1.61 0.83 1
4 1.23e-03 1.98 6.21e-02 1.02 1.62 0.85 1
5 3.34e-04 1.92 3.39e-02 0.89 1.63 0.73 1
1 5.63e-02 0.00 4.83e-01 0.00 1.45 0.83 1
2 2.24e-02 1.43 3.05e-01 0.71 1.53 0.72 1
HFV 3 6.68e-03 1.82 1.68e-01 0.90 1.60 0.72 1
4 1.80e-03 1.93 8.34e-02 1.02 1.62 0.77 1
5 5.72e-04 1.68 5.20e-02 0.69 1.62 0.60 1
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Table A.7: Discrete error norms and convergence rates (cr) for the highly anisotropic test case
on the nonconvex mesh.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr eT ,n eT ,n NIt
1 5.00e-02 0.00 4.17e-01 0.00 1.70 0.48 2
2 1.44e-02 1.79 1.61e-01 1.37 1.72 0.47 2
NLTPFA 3 4.27e-03 1.76 6.33e-02 1.35 1.69 0.37 2
4 1.24e-03 1.79 2.64e-02 1.26 1.68 0.23 2
5 3.37e-04 1.88 1.09e-02 1.27 1.68 0.15 2
1 6.42e-02 0.00 5.10e-01 0.00 1.69 0.45 6
2 2.18e-02 1.56 2.08e-01 1.29 1.73 0.40 7
NLMPFA 3 7.05e-03 1.63 8.67e-02 1.26 1.70 0.31 20
4 1.98e-03 1.83 3.79e-02 1.19 1.68 0.22 11
5 5.74e-04 1.79 1.61e-02 1.23 1.68 0.18 8
1 4.72e-02 0.00 3.97e-01 0.00 1.71 0.49 1
2 1.35e-02 1.81 1.54e-01 1.37 1.72 0.51 1
AvgMPFA 3 3.54e-03 1.93 5.70e-02 1.43 1.69 0.44 1
4 9.72e-04 1.86 2.44e-02 1.23 1.68 0.26 1
5 2.63e-04 1.89 1.06e-02 1.20 1.68 0.16 1
1 5.25e-02 0.00 4.50e-01 0.00 1.67 0.44 1
2 1.96e-02 1.42 2.12e-01 1.09 1.71 0.37 1
AvgMPFA-F 3 1.09e-02 0.85 1.39e-01 0.61 1.68 0.19 1
4 4.74e-03 1.20 7.20e-02 0.95 1.68 0.11 1
5 1.69e-03 1.49 2.98e-02 1.27 1.68 0.07 1
1 7.71e-02 0.00 6.83e-01 0.00 1.26 0.29 1
2 1.91e-02 2.01 2.42e-01 1.50 1.46 0.27 1
MPFA-O 3 4.83e-03 1.98 9.04e-02 1.42 1.52 0.21 1
4 1.24e-03 1.96 3.46e-02 1.39 1.54 0.15 1
5 3.16e-04 1.97 1.31e-02 1.40 1.55 0.12 1
1 4.64e-02 0.00 4.01e-01 0.00 1.55 0.86 1
2 1.18e-02 1.98 1.38e-01 1.54 1.65 1.99 1
MFD 3 2.94e-03 2.00 4.36e-02 1.67 1.67 5.21 1
4 7.36e-04 2.00 1.35e-02 1.69 1.67 13.71 1
5 1.84e-04 2.00 4.26e-03 1.67 1.68 34.81 1
1 6.10e-02 0.00 5.22e-01 0.00 1.46 0.81 1
2 1.70e-02 1.84 2.01e-01 1.38 1.61 1.55 1
HFV 3 4.62e-03 1.88 7.86e-02 1.35 1.66 2.67 1
4 1.22e-03 1.92 3.12e-02 1.33 1.67 4.34 1
5 3.14e-04 1.96 1.23e-02 1.35 1.68 7.07 1
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Table A.8: Discrete error norms and convergence rates (cr) for the highly anisotropic test case
on the curved mesh.
scheme n ‖un − u‖L2 cr ‖un − u‖T cr eT ,n eT ,n NIt
1 5.29e-02 0.00 4.29e-01 0.00 1.81 0.47 2
2 2.10e-02 1.50 1.91e-01 1.30 1.67 0.43 2
NLTPFA 3 6.26e-03 1.67 7.48e-02 1.30 1.56 0.38 2
4 1.44e-03 1.80 2.95e-02 1.14 1.63 0.23 2
5 3.50e-04 1.83 1.26e-02 1.10 1.66 0.13 2
1 6.90e-02 0.00 5.59e-01 0.00 1.73 0.43 5
2 2.80e-02 1.46 2.68e-01 1.19 1.65 0.37 5
NLMPFA 3 1.27e-02 1.09 1.45e-01 0.85 1.58 0.29 5
4 3.24e-03 1.67 5.65e-02 1.15 1.63 0.19 9
5 7.67e-04 1.86 2.12e-02 1.26 1.66 0.14 7
1 5.13e-02 0.00 4.17e-01 0.00 1.82 0.47 1
2 2.02e-02 1.50 1.84e-01 1.32 1.67 0.46 1
AvgMPFA 3 5.83e-03 1.72 6.90e-02 1.36 1.56 0.43 1
4 1.21e-03 1.92 2.75e-02 1.12 1.63 0.25 1
5 2.82e-04 1.88 1.23e-02 1.04 1.66 0.13 1
1 5.32e-02 0.00 4.57e-01 0.00 1.69 0.43 1
2 1.70e-02 1.84 1.73e-01 1.57 1.64 0.45 1
AvgMPFA-F 3 5.31e-03 1.61 6.28e-02 1.40 1.55 0.47 1
4 1.89e-03 1.26 2.70e-02 1.03 1.62 0.30 1
5 9.57e-04 0.88 1.56e-02 0.70 1.66 0.13 1
1 9.06e-02 0.00 8.12e-01 0.00 1.15 0.24 1
2 2.61e-02 2.01 3.82e-01 1.22 1.34 0.17 1
MPFA-O 3 5.62e-03 2.12 1.01e-01 1.83 1.49 0.21 1
4 1.35e-03 1.74 3.56e-02 1.27 1.61 0.16 1
5 3.30e-04 1.82 1.38e-02 1.22 1.66 0.12 1
1 4.52e-02 0.00 4.04e-01 0.00 1.52 0.87 1
2 1.07e-02 2.33 1.43e-01 1.68 1.52 1.47 1
MFD 3 2.78e-03 1.86 4.70e-02 1.54 1.52 3.66 1
4 7.27e-04 1.64 1.40e-02 1.48 1.62 12.11 1
5 1.85e-04 1.77 4.31e-03 1.52 1.66 33.93 1
1 6.76e-02 0.00 5.81e-01 0.00 1.38 0.70 1
2 1.78e-02 2.16 2.18e-01 1.58 1.47 1.20 1
HFV 3 5.11e-03 1.72 8.82e-02 1.25 1.50 2.06 1
4 1.32e-03 1.65 3.43e-02 1.15 1.61 3.74 1
5 3.28e-04 1.80 1.37e-02 1.18 1.66 5.91 1
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