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WiMAX-VPON: A Framework of Layer-2
VPNs for Next-Generation Access Networks
Ahmad R. Dhaini, Pin-Han Ho, and Xiaohong Jiang
Abstract—This paper proposes a novel framework,
WiMAX-VPON, for realizing layer-2 virtual private
networks (VPNs) over the integrated IEEE 802.16 Eth-
ernet Passive Optical Network fiber-wireless technol-
ogy; which has been lately considered as a promising
candidate for next-generation backhaul-access net-
works. With the proposed framework, layer-2 VPNs
support a bundle of service requirements to the re-
spective registered wireless/wired users. These re-
quirements are stipulated in the service level agree-
ment (SLA) and should be fulfilled by a suite of ef-
fective bandwidth management solutions. For achiev-
ing this, we propose a novel VPN-based admission
control (AC) and bandwidth allocation scheme that
will provide per-stream quality-of-service (QoS) pro-
tection and bandwidth guarantee for real-time flows.
The bandwidth allocation is performed via a common
medium access control (MAC) protocol working in
both the optical and wireless domains. An event-
driven simulation model is implemented to study the
effectiveness of the proposed framework.
Index Terms—Ethernet PON (EPON); IEEE 802.16
(WiMAX); QoS; virtual private network (VPN).
I. INTRODUCTION
THe massive increase of broadband access applica-tions with varying QoS requirements, such as In-
ternet Protocol television (IPTV) and video-on-demand
(VoD), has significantly contributed to the evolution of
next-generation wired and wireless networks.
Lately, the integration of Ethernet Passive Optical
Network (EPON) and WiMAX has been presented as
an attractive broadband access network (BAN) so-
lution [2]–[4]. The complementary features of these
networks has motivated interest in using EPON as a
backhaul to connect multiple dispersed WiMAX base
stations (BSs) [2], [5]. The integration can take advan-
tage of the bandwidth benefit of fiber communications,
and the mobile and non-line-of-sight (NLOS) features
of wireless communications. More specifically, EPON
and WiMAX perfectly match in terms of capacity hier-
archies. EPON for instance, supports a total of 1 Gbps
bandwidth in both downstream and upstream direc-
tions, shared by typically N ≤ 32 remote optical net-
work units (ONUs). On average, each ONU accesses
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≈ 70 Mbps bandwidth, which matches the total capac-
ity offered by a WiMAX BS over a 20 MHz channel as
well. In addition, the integration enables integrated
resource allocation and packet scheduling paradigms
that help to better support the emerging quality-of-
service (QoS) services, as well as to improve the over-
all network throughput. Finally, the integration can
help realizing fixed mobile convergence (FMC) [6] by
supporting mobility in the broadband access; thereby
significantly reducing network design and operational
costs [2].
The EPON-WiMAX integration of has been well
reported in the past few years [2], [3]. Nonetheless,
building up virtual private networks (VPNs) directly
on the EPON-WiMAX integration has never been in-
vestigated in the literature. In addition, the already
presented bandwidth allocation schemes are too trivial
( [3], [9]–[11]) and are neither able to provide per-
flow QoS protection nor able to offer end-to-end (from
the subscriber station [SS] to the optical line terminal
[OLT]) bandwidth guarantee; features that are essen-
tial for establishing VPN tunnels over EPON-WiMAX.
A. Supporting VPNs over EPON-WiMAX
VPNs have been known as a superb technology that
are provisioned over a public or third party network
infrastructure, and are positioned to provide dedicated
connectivity to a closed group of users with a strong
per-flow QoS guarantee [12].
VPNs over EPON-WiMAX could be deployed to sup-
port mission-critical (police, healthcare, fire-fighting),
governmental or corporate systems, in order to achieve
a secure high-speed and efficient mobile connectivity
among private users in rural and urban areas.
Due to its support for premium services with
custom-designed control, diverse QoS requirements
and security assurance intrinsically provided by the
layer-2 medium access control (MAC) protocols [13],
building up layer-2 VPNs is considered the best suit-
able when an EPON-WiMAX integrated network is
installed. Such VPNs are referred to as layer-2 VPNs in
the sense that the VPNs are built upon the layer-2 pro-
tocols. Compared with layer-3 and layer-1 VPNs [14],
[15], layer-2 VPNs can do a better job in resolving the
complications due to network dynamics, communica-
tion media heterogeneity, and fast changing channel
status, at the expense of a more complicated design
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that considers any possible layer-2 issue. In other
words, a specialized software that forms a control
plane has to be in place instead of either simply
deploying standard IP protocol stacks on top of layer-2
(in the case of layer-3 VPNs), or deploying hardware-
dependant solutions that are specifically designed to
operate over EPON and WiMAX networks only (in the
case of layer-1 VPNs).
For these reasons in this paper, we investigate the
realization of layer-2 VPNs over the EPON-WiMAX
integration. To achieve the latter, we propose a novel
framework for establishing IEEE 802.16 virtual pri-
vate passive optical networks, namely WiMAX-VPON.
To the best of our knowledge, this is the first work
that considers the support of layer-2 VPNs over EPON
or WiMAX networks, or over their integration as well.
B. Contributions of This Work
Supporting layer-2 VPNs entitles the emergence of
two main resource management challenges, that will
be the focus of our study:
• Meeting the QoS requirements of the supported
VPN services.
• Providing guaranteed resources for each service.
To resolve these issues, we propose a new VPN-based
admission control (AC) and upstream/uplink dynamic
bandwidth allocation (DBA) paradigm that will pro-
vide guaranteed bandwidth for each VPN service. This
paradigm will ensure and protect end-to-end per-flow
QoS (in both the wireless and optical planes) for new
and existing traffics, respectively, while maintaining
their expected performance as defined in the service
level agreement (SLA).
More specifically, the contributions of this paper can
be summarized as follows:
1) This paper proposes for the first time to our best
knowledge, a novel framework for supporting
layer-2 VPNs over the EPON-WiMAX integra-
tion. Layer-2 VPNs act as a cost-effective, secure
and efficient link between the underlying fiber-
wireless infrastructure and higher-level mission-
critical, governmental or corporate services.
2) This paper presents a new QoS-provisionning
framework that enables a bandwidth and QoS
assurance for each wireless registered user with
the ”freedom” of connecting to any BS. This is
achieved by reserving the VPN bandwidth for the
respective users and allocating it accordingly by
means of the DBA. This can ultimately facilitate
a smooth handover operation of wireless users
between different BSs (the handover operation is
not covered in this paper).
3) Unlike the reported related work on EPON-
WiMAX [3], [9]–[11], this paper offers a novel
joint VPN-based AC and DBA scheme that en-
ables an end-to-end (from SS to OLT) QoS guar-
antees, while taking into consideration the wire-
less channel state information (CSI).
4) The proposed AC scheme is implemented on a
three-stage system, which is involved in the col-
laboration among the SSs, ONU-BS, and OLT.
Such a decentralized AC design reduces the com-
plexity and ”decision time” of the AC scheme, as
opposed to installing it at one end (e.g., the OLT).
5) WiMAX-VPON provides a per-flow QoS protec-
tion as well as bandwidth guarantee for admitted
traffic. Our simulation results will show that
in the case where no AC is applied, a drastic
performance degradation is witnessed for already
admitted and newly admitted VPN services.
The rest of the paper is organized as follows. In Sec-
tion II, the different EPON-WiMAX architectures that
may be used for supporting our framework are summa-
rized, and the research challenges related to QoS and
resource management are highlighted. WiMAX-VPON
is presented in Section III, and its potential advan-
tages and the related design issues are demonstrated.
The proposed three-stage admission control mecha-
nism is described in Section IV, and the VPN-based
bandwidth allocation scheme is presented in Section V.
Section VI presents the performance evaluation and
Section VII concludes the paper.
II. EPON-WIMAX RELATED CHALLENGES
This section summarizes the EPON-WiMAX archi-
tectures that may be deployed to carry the proposed
WiMAX-VPON framework. In addition we overview
the challenges related to resource allocation and band-
width management, which are crucial in the design
and support of layer-2 VPNs over the integration.
A. EPON-WiMAX Architectures
Several architectures were proposed for the EPON-
WiMAX integration [2], [3], with a point-to-multi-point
(PMP) topology. The disparity between these architec-
tures is in the mounting procedure of the EPON’s ONU
and the WiMAX’s BS.
1) Independent: In this architecture, EPON and
WiMAX work independently. As a result, each ONU
would consider a WiMAX BS as an end-user and can
interconnect it through Ethernet (a common supported
standard interface).
2) Hybrid: In this architecture, ONU and BS are
mounted in one box, so called ONU-BS.
3) Unified Connection-Oriented: The purpose of this
architecture is to handle the connection-oriented band-
width allocation paradigm offered by the IEEE 802.16
MAC rather than the queue-oriented one offered by
the IEEE 802.3ah MAC. This architecture also recom-
mends the installation of ONU-BS as one box.
4) Microwave-over-Fiber (MOF): In this architec-
ture, a ”dumb” antenna is connected to the EPON’s
ONU, responsible for relaying WiMAX radio signals to
and from its associated micro-cell. Here, one optical
subcarrier and another wireless one are used to trans-
fer signals from the wireless to the optical domain.
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5) Virtual: The authors of [3] proposed a different
approach for designing the ONU–BS communication
while preserving the current EPON and WiMAX stan-
dards. This was achieved by proposing the concept
of VOB (Virtual ONU-BS) where a network bridge is
deployed in between.
Note that a mesh-based EPON-WiMAX architecture
may be alternatively installed, to take advantage of
the multi-hop routing capabilities of mesh networks so
as to balance the network load over the shared wireless
media. Nonetheless, routing and the related challenges
are not covered in this paper. More details on how to
perform routing in fiber-wireless mesh-based networks
can be found in [16].
One of the advantages of WiMAX-PON (as we will
see later) is that it is designed to be architecture-
independant. Hence, the decision of selecting any of
the described architectures is left to the network de-
signer’s preferences. Such a decision could be made
based on the pros and cons of each architecture; which
are detailed in [2]–[4].
B. Bandwidth Allocation & Admission Control
The integrated EPON-WiMAX network is expected
to deliver common services with the same level of qual-
ity and matching performance behavior. Such features
can be achieved by manipulating the bandwidth alloca-
tion and admission control schemes. This property has
been widely investigated in EPONs [7], [8], [17] and
WiMAX [18] separately, but few work has been done
in the integration. In general, the efforts of bandwidth
allocation and admission control may fall in either one
of the following categories: (1) Upstream/Uplink, and
(2) Downstream/Downlink.
In the downstream direction, both EPON and
WiMAX simply broadcast data packets over the shared
media. Previous research efforts on WiMAX schedul-
ing, resource allocation, and admission control in
the downstream direction have been extensively re-
ported [18], and the additional consideration of EPON
on top of WiMAX has not brought up more issues
due to the broadcast-in-nature transmission in both
systems. On the other hand, in the upstream direction,
the EPON’s ONUs and WiMAX’s SSs launch packets
in the shared media, respectively, and have to be
synchronized such that the packets can be successfully
transmitted to the corresponding OLT and BS. This
is expected to fundamentally change the nature of
the problem. Therefore, the paper focuses on solu-
tions pertaining to dynamic bandwidth allocation and
admission control for EPON-WiMAX networks in the
upstream direction.
In the past couple of years, some related works
addressed the upstream resource management prob-
lem in EPON-WiMAX (e.g., [3], [9]–[11]). Nonetheless,
none of the proposed schemes were able to provide
bandwidth guarantee or QoS protection for the incom-
ing flows; properties that are required for the support
Fig. 1. Layer-2 VPNs over EPON-WiMAX
of VPNs. Therefore adopting any of the proposed mech-
anisms is not a viable solution in the context of layer-
2 VPNs over the integrated network. Conversely, our
proposed framework will address these issues and will
provide effective uplink resource allocation solutions.
III. WIMAX-VPON: LAYER-2 VPNS OVER
EPON-WIMAX
A. Network Model
To support VPN services on EPON-WiMAX net-
works, one approach is to deploy VPNs in the network
layer (i.e., IP layer) in the ONU-BSs. This is certainly
at the expense of higher control and management
overhead due to the protocol overlay and potentially
longer delay. A layer-2 VPN over the EPON-WiMAX
domain is expected to achieve a much more efficient
and light-weight network management, which is nec-
essary to support a multi-service and multi-customer
environment. In the proposed framework, each VPN
serves as a shim layer that maps those service re-
quirements and commands to the MAC layer routing,
resource allocation, and AC mechanisms, via a suite
of service access points (SAPs) and primitives. Thus,
each VPN corresponds to a specific service requirement
bundle such that the users can dynamically configure
their service requirements. This feature is essential to
support stringent bandwidth guarantee and possible
preemption requests.
Typically, a VPN consists of three planes 1) control,
2) data and 3) physical. The control plane handles
operations such as connection establishment, rout-
ing and AC. The data plane is concerned with the
bandwidth management for VPN services and meeting
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their SLA-based QoS requirements. The physical plane
is basically the underlying network infrastructure
(here, EPON-WiMAX). The realization of multi-planed
VPNs over EPON-WiMAX is illustrated in Fig. 1.
With the current heterogenous Internet and access
network deployment, it is possible that a connection
goes through multiple VPNs supported by different
technologies at different network layers, or even any
data path without any QoS protection and class of
service (CoS); however, the paper emphasizes on the
implementation of layer-2 VPNs in terms of per-flow
QoS protection, custom-design network control, per-
formance parameter selection, and tunneling between
nodes at the network boundary. In the context of
EPON-WiMAX networks, the network boundary is
formed by the end-users and the OLT. A VPN gate-
way could be deployed at the OLT so as to interface
with other VPNs under some agreements/policies. The
design of the VPN gateway and related issues are
nonetheless out of scope of the paper.
B. System Model
The integration of EPON-WiMAX requires the iden-
tification of multiple design and operation themes.
In this section, we discern these matters in order to
complete the support of layer-2 VPNs over EPON-
WiMAX.
1) Principle of Operation: EPON supports differen-
tiated services (DiffServ), whereas WiMAX supports
integrated services (IntServ), especially in the case of
Grant Per Connection (GPC) mode [19]. Furthermore
in EPON, incoming IP datagrams are encapsulated in
Ethernet frames according to the IEEE 802.3 stan-
dard [20], whereas they are launched as IEEE 802.16
PDUs in the case of WiMAX [19]. Therefore to enable
a unified connection-oriented control from the SS to
the OLT, and since WiMAX allows for a finer band-
width allocation than EPON, we propose to modify the
MAC protocol in EPON to support connection-oriented
requests from the ONU-BS to the OLT. This can be
implemented by launching IEEE 802.16 MAC PDUs
encapsulating Ethernet frames in the optical domain,
rather than directly carrying Ethernet frames in up-
stream and downstream frames/bursts of EPON [2].
As a result, the whole integrated system will support
IntServ, and can be controlled by unified connection-
oriented bandwidth management protocols, launching
WiMAX PDUs. In addition, no control frames will then
be required in the Ethernet frame layer for the band-
width allocation and network control in the optical
domain.
2) Wireless Channel Model: The wireless channel
is modeled as Rayleigh fading channel [21] that is
suitable for flat-fading channels as well as frequency-
selective fading channels encountered with orthogonal
frequency division multiplexing (OFDM). The received
signal of an SS n is computed as follows:
rsn = hn(t)× ts(t) + bnn(t) (1)
where ts(t) is the transmitted signal and bnn(t) is
the background noise at time t. hn(t) is the total
instantaneous channel gain that jointly considers the
multipath effect, shadowing effect, and path loss expo-
nent. For fixed users, the average channel gain hn can
be used and is described as follows [22]:
hn = mn
√
c
Dγn
× Sn (2)
where Dn is the distance between SS n and the
connected ONU-BS, c is a constant incorporating the
transmission and receiving antenna gain and γ is the
path loss exponent. Sn is a random variable for the
shadow fading effect and mn is the multipath fading
effect that represents the Rayleigh fading channel. The
average signal-to-noise ratio (SNR) for SS n is given
by SNRn =
Pn
Vbn
, where Vbn is the background noise
variance. Pn is the receiving power and is given by
Pn = |hn|
2
Pt, where Pt is the total transmitter power
of the ONU-BS. Assuming that Pt is fixed, Pn can be
allocated by the ONU-BS such that the maximum SNR
(SNRmaxn ) is achieved.
We assume that multiple transmission modes are
available, with each mode representing a pair of a spe-
cific modulation format and a forward error correcting
(FEC) code. Based on the CSI estimated at the receiver,
the adaptive modulation and coding (AMC) controller
determines the modulation-coding pair/mode, which is
sent back to the transmitter through a feedback chan-
nel for the AMC controller to update the transmission
mode. In our framework we consider the transmission
modes tabled in Table I. We also adopt the OFDM-time
division multiple access (OFDM-TDMA) air interface
for the wireless channel access [3]. Thus, each user/SS
will be allocated all the OFDM subcarriers and a
time division duplexing (TDD) time-slot (or TDD frame
physical slots) for uplink transmission.
Given a bit error rate (BER) less than 10−6, Table I
lists the convolutionally coded M -ary rectangular or
square QAMmodes, adopted from the HIPERLAN/2 or
the IEEE 802.11a standards [23] with specific SNRmaxn
and bits/symbol [24].
Let Nd be the total number of OFDM data subcar-
riers and Tsym the OFDM symbol duration in seconds.
For a transmission mode x (table I), SS n’s transmis-
sion rate Rxn (bps) is computed as follows:
Rxn =
Nd ×W
x
sc × CR
x
Tsym
(3)
Alternatively, orthogonal frequency division mul-
tiple access (OFDMA) could be adopted as well.
Nonetheless, this will only increase the complexity of
the resource management scheme, since the ONU-BS
(or OLT) will be required to perform power allocation
as well as arbitrate the transmission over the time
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TABLE I
ADAPTIVE MODULATION AND CODING (AMC) MODES
Modulation BPSK QPSK 16 QAM 64 QAM
Transmission Mode (X) 1 2 3 4 5 6 7
Coding Rate (CR) 1
2
1
2
3
4
1
2
3
4
2
3
3
4
Receiver SNR (db) 6.4 9.4 11.2 16.4 18.2 22.7 24.4
bits/symbol (φ) 0.5 1 1.5 2 3 4 4.5
Coded bits/subcarrier (Wsc) 1 2 2 4 4 6 6
and frequency domains. We favored the OFDM-TDMA
access technology to keep the integration ”simple”,
as EPON only supports TDMA. This will allow our
designed DBA to be adopted in both the optical and
wireless domains with minimal changes (as we will
see next). Moreover, since the main feature of layer-
2 VPNs is ”light-weightness”, we aim at maintaining
such a feature in the design of the MAC protocol
as well. However, we believe that the operation of
WiMAX-VPON over OFDMA networks that can offer
an effective NLOS support, is worth investigation;
hence, we plan to cover this aspect in the future.
3) QoS Mapping: The IEEE 802.16 standard defines
five classes of services, namely Unsolicited Grant Ser-
vice (UGS), real-time Polling Service (rtPS), extended
real-time Polling Service (ertPS, defined in 802.16e),
non-realtime Polling Service (nrtPS) and best-effort
(BE) [19]. On the other hand, an IEEE 802.13ah
ONU is allowed to support and report up to eight
queues [20]. Typically, three classes of services are
supported in an EPON: (1) Expedited Forwarding (EF)
for constant bit rate (CBR) traffic (2) Assured Forward-
ing for variable bit rate (VBR) traffic, and (3) BE [7];
each assigned one buffering queue. To simplify the
bandwidth allocation operation, we perform a one-to-
one mapping between the CoS queues in the BS and
the ones in the ONU [3]. Hence we will have totally five
queues for all UGS, rtPS, nrtPS, ertPS and BE classes
of services. Consequently, the users’ incoming flows
are initially classified at the SS-side using the packet
classifier and mapped to the corresponding CoS queue.
In case a VOB is installed, each transmitted packet
is then classified at the BS-side and then mapped to
the corresponding ONU CoS queue. Alternatively if a
”one-box” ONU-BS is mounted, incoming packets can
be directly mapped to one of the five corresponding
buffering queues. Before being buffered, flows can be
subject to traffic policing and admission control.
4) Requesting and Granting: Requesting and grant-
ing are two fundamental operations standardized in
EPON and WiMAX [19], [20], and are used to exchange
bandwidth allocation control messages. In the wireless
plane, the polling mode is adopted to achieve better
sensitivity in QoS guarantee. The polling mode enables
every ONU-BS to poll its SSs in each OFDM frame
so as to gather the bandwidth requirement of each
SS. Once available, each ONU-BS performs the proper
bandwidth allocation and performs the granting in a
GPC fashion [19]. Each grant specifies the number of
physical slots used for upstream transmission in the
next OFDM frame. Typically, each SS reports its re-
quirements using the BW Request message. Nonethe-
less, the UGS traffic does not need to request as its
rate is constant. Thus, the ONU-BS should reserve the
bandwidth for the admitted UGS flows.
In the optical plane and according to the multi-point
control protocol (MPCP) [20], each ONU is allowed to
request bandwidth for up to 8 queues in each REPORT
message. To preserve the REPORT structure, each
ONU-BS will report the buffering queue occupancies
for real-time flows (i.e., UGS, rtPS, ertPS and nrtPS
queues), and will use the remaining four fields to
report up to four BE VPN bandwidth needs. If an
ONU-BS provisions more than four VPNs, multiple
REPORT messages may be used to report the rest
of VPNs. The latter can be implemented by having a
counter that keeps track of each BE packet buffered
in the BE queue. On the other hand, a GATE message
includes a grant for each real-time buffer request and
an aggregate grant for all the VPN BE traffic requests.
C. VPN-based QoS provisioning
With our QoS provisioning framework, each up-
stream VPON cycle T V PONcycle is divided into two sub-
cycles. The first sub-cycle βT V PONcycle is shared among
all the K VPNs. The second sub-cycle (1 − β)T V PONcycle
is shared among non-VPN services. Let Bkmin be the
bandwidth reserved for VPN k (denoted as Vk) in each
transmission cycle. Tg denotes the guard time that
separates the transmission windows of two consecutive
ONU-BSs, and RN the transmission speed of PON in
Mbps. In addition, let each Vk be given a weight wk to
determine its paid/committed bandwidth. Therefore,
Bkmin (in bytes, thus divide by 8) is given as follows:
Bkmin =
(βT V PONcycle −K × Tg)×RN × wk
8
(4)
where
∑K
k=1 wk = 1. An important parameter in the
proposed cycle framework is the minimum per-VPN
throughput that allows the BE traffic to be free from
starvation. Such reserved quota for BE traffic takes a
portion of αBkmin, while the real-time flows will share
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Fig. 2. Proposed VPON QoS-Provisionning Framework
the remaining bandwidth, that is (1 − α)Bkmin. Here,
a packet preemption mechanism may be allowed such
that the BE traffic is preempted in order to accom-
modate more real-time flows and/or to maintain the
bandwidth requirement for the existing higher prior-
itized flows that are possibly subject to bad channel
conditions. A graphical illustration of the proposed
QoS-provisioning framework is given in Fig. 2.
As noticed, our framework is designed to be
architecture-independent. Namely, it can operate on
top of any of the EPON-WiMAX architectures that
were described earlier. In addition, it is designed to
allow each SS to access its VPN reserved bandwidth
through any ONU-BS; which can ultimately enable a
robust handover operation. Yet, handover operations
and related issues are outside the scope of this paper.
D. Traffic Characteristics and QoS Requirements
CBR traffic (such as UGS) is non-bursty and can
be simply characterized by its mean data rate (µ) in
bits per seconds (bps). On the other hand, VBR traffic
(such as rtPS and nrtPS) is bursty in nature and is
characterized by the following parameters:
• Peak Arrival Data Rate (σ) in bits per second (bps).
• Maximum Burst Size (ρ) in bits.
• Delay Bound (θ) which is the maximum amount
of time in units of seconds allowed to transport
a traffic stream measured between the arrival
of the flow to the MAC layer and the start of
transmission in the network.
• MAC service data unit (MSDU) maximum and
minimum sizes (Lmax and Lmin). For fixed frame
size streams of size L, the mean frame size L¯ = L.
Finally, BE traffic is bursty and requires neither delay
requirements nor bandwidth guaranteed.
Once all these parameters are specified by the end-
user, the problem left for the admission control unit
(ACU) is simply to determine whether a new stream
should be admitted and whether its QoS requirements
can be guaranteed while the QoS requirements for
already admitted streams can be protected. For CBR
traffic, a flow is admitted in case its mean data rate
can be supported by the current system. For VBR
traffic, the AC may admit a VBR stream according
to either its peak rate or its mean data rate [25],
which obviously causes a dilemma between the boost
of network utilization and a more secured service
guarantee, respectively. With the proposed framework,
our approach defines a suite of new traffic parameters
via a dual-token leaky bucket (DTLB) model for traffic
regulation. The DTLB is situated at the entrance of
the MAC buffer and is associated with each stream.
The bucket size is calculated as follows:
S = ρ× (1 − µ/σ) (5)
Accordingly, the arrival process of the stream pass-
ing through the filter is computed as follows [25]:
A(t, t+ τ) = min(στ, S + µτ) (6)
where A(t, t+ τ) is the number of cumulative arrivals
during (t, t + τ). The arrival rate curve could be con-
structed from the above equation and is shown in Fig.
3. Therefore, the guaranteed rate for every real-time
flow i belonging to Vk can be easily derived from Fig.
3 using the distance formula [17], [25]:
gki =
ρi
θki +
ρi
σi
(7)
In the wireless domain, transmissions are error-
prone due to fluctuating channel conditions. Thus, the
sense of per-flow based bandwidth guarantee becomes
tricky. A common method is to pursue a statistic sense
of bandwidth guarantee. By assuming a frame error
probability Perror,i for stream i, the transmission rate
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Fig. 3. Guarantee Bandwidth Derivation Graph
in the wireless domain, such that a VBR stream per-
ceived bandwidth can be statistically guaranteed, is
obtained as follows:
gki =
ρi
(θki +
ρi
σi
)(1− Perror,i)
(8)
Note that Perror,i is a function of the channel con-
dition (i.e., the SNR), which is random in nature as
described in Section III-B.
Similarly, the transmission rate for statistical guar-
antee of a CBR stream perceived bandwidth, pertain-
ing to Perror,i, can be obtained as follows:
gki =
µi
1− Perror,i
(9)
With the above computations, a rate-based admis-
sion control [17] can be designed as simple as follows:
Given the allocated bandwidth for Vk (denoted as B
G
k ),
a new flow i+ 1 can be admitted if:
gki+1 +
hk∑
i=1
gki ≤ B
G
k (10)
where hk is the number of real time streams (CBR or
VBR) of VPN k. However, there are other restrictions
that need to be taken into consideration in VPN-based
EPON-WiMAX networks, rather than simply admit-
ting based on such a rule. Due to the fact that Vk could
be simultaneously provisioned at multiple ONU-BSs,
BGk is shared among all the ONU-BSs that provision
Vk at a first stage, and meanwhile shared among all
the SSs with the same provisioning capability at a
second stage. In this case, the AC’s decision making
needs to further consider the network architecture and
SSs’ distribution. For this reason, we propose a three-
stage AC mechanism, where all the SSs, ONU-BSs and
OLT collaboratively perform AC in order to satisfy the
conditions defined in Eqs. (8) and (9).
IV. VPN-BASED ADMISSION CONTROL (VPN-AC)
This section describes the proposed three-stage ad-
mission control (AC) mechanism for real-time flows.
Note that the BE traffic requests are always admit-
ted. The admitted flows will be further distinguished
according to a dynamic bandwidth allocation algorithm
(which will be provided in Section V).
A. SS-based Admission Control (SAC)
Let Mk be the number of ONU-BSs that provision
Vk and share the total allocated bandwidth αB
k
min
for maintaining the minimum BE bandwidth. Each
ONU-BS is allocated an equal portion of the currently
available bandwidth at the OLT for the BE traffic of
Vk, namely
αBkmin
|Mk|
. This information is broadcasted by
the OLT to all the ONU-BSs in the registration phase.
Let Rkj,BE denote the rate reserved for BE traffic of Vk
at each ONU-BS j, which can be expressed as:
Rkj,BE =
αBkmin × 8
|Mk| × βT V PONcycle
(11)
Let Nk denote the number of SSs using the services
of Vk via ONU-BS j. Thus, the reserved BE rate for
each user/SS n of Vk at ONU-BS j, which is denoted
as Rn,kj,BE , can be expressed as:
Rn,kj,BE =
αBkmin × 8
|Nk| × |Mk| × βT V PONcycle
(12)
According to (10), a new real-time (RT) flow i+1 by SS
n could be admitted to Vk at ONU-BS j if the following
condition is satisfied:
gkn,i+1 +
∑
k
∑
i
(
gkn,i +R
n,k
j,BE
)
≤ Rxn (13)
where gkn,i+1 is the guaranteed rate (bps) for the flow
computed according to either Eq. (8) or Eq. (9).
Using SAC, a new flow is admitted at the SS-side
if its guaranteed bandwidth plus the already existing
traffic (real-time and best effort) is less than or equal
to the SS PHY transmission rate. This condition also
implies that SS n’s PHY rate (or the adapted AMC)
cannot go lower than Rxn. Otherwise, the bandwidth
will no longer be guaranteed. Thus, our system ensures
guaranteed bandwidth for admitted flows under the
condition that its respective SS maintains a minimum
PHY rate that will obey the specified rule.
B. ONU-BS-based Admission Control (OBAC)
Once a flow is conditionally admitted at the SS level,
it is reported to its connected ONU-BS j. The ONU-
BS then locally performs rate-based AC according to
the bandwidth requirement of the arriving flow along
with the overall wireless bandwidth availability. The
condition for flow i+ 1 of Vk from SS n to be admitted
at ONU-BS j is defined as follows.
gkn,i+1
Rxn
+
∑
k
∑
n
∑
i
gkn,i
Rxn
≤ NBR−
∑
k
∑
n
Rkn,BE
Rxn
(14)
Here, the nominal bandwidth ratio is defined as
NBR = (1 − Co), where Co represents the control
overhead ratio caused by the signaling required to
perform resource allocation and will be evaluated via
simulations.
gkn,i
Rxn
is the ratio of channel rate required to
transmit flow i of Vk in one-second time interval at SS
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n. If sufficient bandwidth is available to accommodate
the flow, it will be reported to the OLT for the final
stage of AC in the VPN level.
C. OLT-based Admission Control (OLAC)
After passing the first and second stages, flow i +
1 is admitted by the OLT if sufficient bandwidth is
available in Vk. The condition of admission is defined
as follows:
gki+1 +
∑
i
gki ≤
(1− α)Bkmin × 8
βT V PONcycle
(15)
In summary, VPN-AC is used to achieve end-to-end
(from SS to OLT) bandwidth guarantee for each ad-
mitted flow. It is designed for the scenario where the
users of a VPN may connect to any ONU-BS, but
are not allowed to utilize more bandwidth than their
predefined bandwidth share in the upstream channel.
Such a feature is critical to build-up layer-2 VPNs over
EPON-WiMAX integration while at the expense of
longer decision making delay at each SS in an order of
milliseconds during the next polling interval. Nonethe-
less, a delay within the maximum OFDM frame length
(i.e., 20ms [19]) is considered tolerable.
V. VPN-BASED DYNAMIC BANDWIDTH ALLOCATION
(VPN-DBA)
As a complement to the AC scheme in the course of
per-flow QoS guarantee, we provide a VPN-based dy-
namic bandwidth allocation (VPN-DBA) scheme that
is installed at both OLT and ONU-BSs, in order to
arbitrate the transmission of ONU-BSs over the up-
stream optical channel, and to arbitrate the transmis-
sion of SSs over the uplink wireless channel, respec-
tively. Moreover at the ONU-BS, VPN-DBA takes into
consideration different channel conditions of each SS
reported through the CSI, where the allocated time
share is adaptive to the fluctuating channel condition
in order to achieve the desired bandwidth guarantee.
A. VPN-DBA at ONU-BS
To determine the time share for a flow, each ONU-
BS j calculates the aggregated rates of the admitted
real-time flows (denoted as Gj =
∑
k
∑
i g
k
i ), and the
total reserved VPN BE rates (denoted as Rj,BE) using
the following equation:
Rj,BE =
∑
k
Rkj,BE × Γk (16)
where,
Γk =
{
1 if ∀i, ∃ SSi, such that |SSi| has Vk requests
0 otherwise
(17)
To protect RT traffic from being shared with BE traffic,
in our scheme, each cycle/frame is divided into K + 1
sub-cycles, where sub-cycle 1 is for real-time flows,
while the restK sub-cycles are for all VPNs’ BE traffic.
The size of each sub-cycle should be determined in
each polling interval so as to adapt to the bandwidth
request fluctuation of each flow. Thus, T 802.16RT (i.e.,
the sub-cycle assigned to real-time flows) and T 802.16k
(i.e., the sub-cycle assigned to Vk ’s BE traffic) can be
computed as follows:
T 802.16RT =
Gj × T
802.16
cycle
Gj +Rj,BE
(18a)
T 802.16k =
Rkj,BE × T
802.16
cycle
Gj +Rj,BE
(18b)
where T 802.16cycle is the total wireless frame length.
In addition, the proposed AC scheme differentiates
the SSs with real-time flows from those who only have
BE flows. For a real-time SS n, the time share in the
real-time sub-cycle T 802.16n,RT is expressed by:
T 802.16n,RT =
(1/Rxn)× T
802.16
RT(
1/(
∑
nR
x
n,RT )
) (19)
where Rxn is the computed transmission rate for SS
n, and
∑
nR
x
n,RT is the sum of transmission rates for
all real-time SSs. The inverse of the transmission rate
is used because an SS with lower transmission rate
requires more time share to transmit an admitted flow
rate. Similarly, the time share allocated to SS n for Vk
BE sub-cycle, T 802.16n,k , is expressed by the following:
T 802.16n,k =
(1/Rxn)× T
802.16
k(
1/(
∑
nR
x
n,k)
) (20)
where
∑
nR
x
n,k is the sum of transmission rates for
all Vk SSs. Next and based on the admitted flow rate
and reported frame size, our scheme estimates the
amount of bandwidth required to satisfy each admitted
flow in each frame. Thus, the estimated guaranteed
bandwidth Bgi,n for real-time flow i launched by SS n
in each polling interval is determined as:
Bgi,n =
gki ×R
x
n × T
802.16
n,RT
Gj × 8
(21)
To explore the bandwidth usage of each frame and
avoid any possible resource waste, the number of pack-
ets per polling cycle estimated for flow i, denoted as
npi,n, is first obtained:
npi,n =
⌈
Bgi,n
L¯i
⌉
(22)
where L¯i is the average packet size as defined in
section III-D. Thus, the allocated bandwidth for flow
i in the next cycle/frame, Balloci,n , is then given by:
Balloci,n = min
(
npi,n × L¯i, ri,n
)
(23)
where ri,n is the requested bandwidth for real-time
flow i (i.e., the buffering queue occupancy) by SS n
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in each polling interval. As mentioned, UGS traffic
needs not to be requested. Hence, the ONU-BS may
periodically grant it the desired bandwidth.
With OFDM, one physical symbol may carry different
bits of MAC layer data according to channel condition
that in turn affects the modulation scheme employed.
Therefore, each ONU-BS has to convert the allocated
bandwidth into number of symbols accordingly. The
number of OFDM symbols required for flow i by SS
n, denoted as Fi,n, is computed as follows [3]:
Fi,n =
Balloci,n × 8
φx
(24)
For BE traffic, the allocated bandwidth Ballocn,BE is
determined in the same approach as follows:
Ballocn,BE = min
(
Rxn × T
802.16
n,k
8
, rn,BE
)
(25)
where rn,BE is the requested bandwidth for BE traffic
in each polling interval.
B. VPN-DBA at OLT
The OLT receives reports from ONU-BS j on the
length of its real-time queue m, (i.e., rm,j) and a BE
VPN counter of Vk (i.e., rk,j ). Moreover, we have the
rate of BE traffic as:
RBE =
∑
k
∑
j
Rkj,BE (26)
Same as in the case of VPN-DBA at the ONU-BS,
the OLT divides each transmission cycle into two sub-
cycles (real-time and BE) respectively, and each BE
sub-cycle is further subdivided into K sub-cycles. Con-
sequently, the VPON’s upstream real-time flow sub-
cycle T V PONRT and a Vk sub-cycle T
V PON
k are computed
as follows:
T V PONRT =
G× βT V PONcycle
G+RBE
(27a)
T V PONk =
∑
j R
k
j,BE × βT
V PON
cycle
G+RBE
(27b)
where, G =
∑M
j=1 Gj , and
∑
j R
k
j,BE is the total re-
quested bandwidth for Vk. Note that for a non-VPN
flow, the computation is done with (1 − β)T V PONcycle in-
stead of βT V PONcycle . As mentioned, in the optical plane
all ONU-BSs transmit at the same speed. Thus with
a real-time sub-cycle T V PONRT , the time share for each
ONU-BS j in the real-time sub-cycle T V PONj,RT is com-
puted as follows:
T V PONj,RT =
T V PONRT ×RN
|M | × 8
(28)
Finally, the OLT calculates the allocated bandwidth
for queue m of ONU-BS j, Ballocj,m in the same manner
as the computation done by the ONU-BS. The same
logic also applies for the BE computation.
TABLE II
SIMULATION PARAMETERS
EPON
Number of ONU-BSs (M) 16
Channel Speed (RN ) 1 Gbps
Distance (OLT to ONU-BS) 25 km
TV P ONcycle 2 ms
Tg 1 µs
ONU-BS Queue Size 10 Mbytes
WiMAX
Channel Bandwidth 20 MHz
Nd 1440
Tsym 0.1 ms
Distance (SS to ONU-BS) 5 km
T 802.16cycle 5, 10, 20 ms
SS Queue Size 10 Mbytes
VPN
Number of VPNs (K) 4
β 1
α 0.1
SS Vk random(1, 4)
VI. PERFORMANCE EVALUATION
To evaluate the effectiveness of the proposed AC and
DBA algorithms, we have developed a simulator using
OMNET++. The simulation parameters are shown in
Table II. Here, the case of β = 1 implies that ”non-
VPN” traffic is NOT considered, and therefore the
available VPON bandwidth is divided among K = 4
VPNs. Without loss of generality, we assume that all
VPNs have equal weights. Thus, wk = w = 1/K ∀k, and∑K
k=1 wk = 1. As a result, each VPN is reserved a total
of 249.5 Mbps, out of which, 24.95 Mbps are reserved
for BE traffic (since α = 0.1).
To test the resilience of our proposed algorithms in
handling fluctuating channel conditions, the following
two simulation scenarios are investigated.
• Scenario A: The highest transmission rate is
adopted for every SS n of each ONU-BS; i.e.,
Rxn = R
7
n.
• Scenario B: Here, various channel conditions are
considered for different SSs. The transmission
mode of each SS is randomly generated (x =
random(1, 7)).
We realize that scenario A (which is applied in
most of the related work in the literature [3], [9]–
[11]) is not realistic in presence of the powerful AMC
function provided by the 802.16 standard; nonetheless,
the result of scenario A is explored and positioned to
serve as a benchmark for scenario B, and is expected
to provide some insights to the case when other types
of wireless air interfaces are employed, such as 802.11.
Under each scenario, we simulate with multiple
OFDM frame lengths (5, 10 and 20 ms), in order
to show how this affects the overall network perfor-
mance in terms of end-to-end (from SS to OLT) flow
throughput and end-to-end average packet delay. Each
incoming SS has four flows (UGS, rtPS, nrtPS and BE).
Every UGS flow is generated with a mean/guaranteed
rate of 64 Kbps (modeled using the constant distri-
bution) and a packet size equal to 70 bytes [21]. Al-
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Fig. 4. UGS Flow Average End-to-End Packet Delay
ternatively, rtPS and nrtPS flows are modeled using
the poisson distribution. We generate rtPS traffic at
a guaranteed rate of 5 Mbps (which is the average
bit rate of a DVD-quality video) and a packet size of
800 bytes [25]. Similarly, nrtPS traffic is generated at
a guaranteed rate of 500 Kbps and a packet size of
600 bytes [21]. BE traffic is highly bursty, and we use
self-similar traffic (pareto distribution with a hurst
parameterH = 0.8) for modeling it [7]. Each BE flow is
generated at a mean rate of 2 Mbps with packet sizes
uniformly distributed between 64 and 1518 bytes. The
maximum allowable latency for voice traffic is 100 ms,
and for video traffic is 150 ms [21]. The number of
SSs used in the figures increments by |M | with time
and reflects the arrival (or request for joining) of a
new SS in time (with its CoS flows) to each ONU-
BS simultaneously. Hence, every time a new SS wants
to join the network, it will be subject to the VPN-AC
framework as well as the VPN-DBA computation.
We first start by running scenario A to extract NBR
that is needed to apply the AC rules (Eq. (14)). NBR
is computed as follows:
NBR =
Total Throughput
T ransmission Rate
=
59.0976 Mbps
64.8 Mbps
= 0.912
(29)
For a more conservative AC, we set NBR = 0.9.
To study the performance of real-time traffic, we
measure the instantaneous average packet delays of
a selected SS’s real-time flows. Figs. 4, 5 and 6 show
these measurements with AC (i.e., VPN-DBA) and
without AC (i.e., NO-AC) under both scenarios. Note
that with VPN-DBA, there is no intra-ONU/intra-SS
scheduling required since the OLT/ONU-BS allocates
bandwidth for each CoS, per each ONU-BS/SS, every
cycle/OFDM frame. On the other hand with NO-AC,
we apply strict priority (SP) scheduling [3].
Clearly, using the SP scheduler, UGS traffic shows
the optimal performance where its average packet
delay remains under 2− 10 ms even when the number
of SSs continuously increases, regardless of the OFDM
frame length. This is a direct result of the SP policy
which always selects packets from a queue with a
higher priority. As for VPN-DBA, it makes sure to
satisfy the QoS requirements in terms of delay and
throughput by reserving every real-time traffic with
appropriate bandwidth in every cycle. Since a UGS
flow is admitted only if its guaranteed bandwidth is
assured in every cycle, we can see that VPN-DBA
maintains a UGS average packet delay of 5−20ms un-
der scenario A. However, the delay variation is affected
by the OFDM frame length; especially in scenario B,
where the delay might reach ≈ 90 ms with a 20 ms
frame size. This is due to the fact that in this scenario,
the bandwidth is allocated to each SS with respect
to its transmission rate, and hence the cycle might
saturate because some SSs have requested for more
OFDM symbols than others to support the admitted
flow rate. Nonetheless, VPN-DBA still maintains a
UGS packet latency less than the maximum allowable
one (i.e., ≤ 100 ms).
As for rtPS and nrtPS traffics, Figs. 5 and 6 demon-
strate that VPN-DBA maintains their delay perfor-
mance to meet the specified target QoS requirements
of the stream (i.e., ≤ 150ms) while the delay witnesses
an exponential increase with NO-AC; especially after
system saturation (number of SSs = 192). This behav-
ior highlights the need for the application of AC in
WiMAX-VPON, because when the system reaches sat-
uration and all the arriving streams are admitted, the
performance is no longer maintained. More specifically,
no bandwidth is guaranteed for each type of traffic, and
the QoS requirements can no longer be met not only for
new flows but also for the existing ones. On the other
hand, the deployment of AC allows for a bandwidth
guaranteed service with protected and guaranteed QoS
that will meet the VPN SLA and maintain it.
We further evaluate the proposed VPN-AC frame-
work by measuring the throughput of one flow from
each CoS of a common SS with AC (i.e., VPN-DBA)
and with No-AC. It is demonstrated in Fig. 6 that
the selected UGS flow exhibits similar performance
behavior to that with NO-AC, whereas the selected
rtPS and nrtPS flows show different behaviors. Here,
rtPS and nrtPS flows with AC maintain their de-
rived 5 Mbps and 500 Kbps throughputs respectively
throughout the simulation, even after the system sat-
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Fig. 5. rtPS Flow Average End-to-End Packet Delay
uration. On the other hand, when NO-AC is applied,
these flows do not show a stable throughput behavior.
Moreover, when the system reaches saturation, their
throughput start decreasing. This is due to the fact
that when more real-time flows are admitted and no
AC is applied, the bandwidth that was guaranteed for
the already admitted flows (before saturation) is now
shared among more flows. Hence, the bandwidth is no
longer guaranteed for the already admitted flows as
well as for the newly admitted ones. This, again, shows
the effectiveness of our AC framework in stabilizing
and guaranteeing the throughput for all admitted
flows by rejecting the flows that will break this theme.
Furthermore, our framework proves that no matter
what channel condition each user possesses, it can
still provide its flows with the guaranteed bandwidth,
which are well demonstrated by the results under
scenario B. This is achieved by allocating more OFDM
frames to transmit the same flow rate, as described
before. In real and practical settings, this will deny
all malicious users from monopolizing the bandwidth
provided; and at the same time, it will allow for protec-
tion to the bandwidth assigned for other well-behaved
users, while meeting the QoS requirements for each
VPN service as specified in the SLA.
We now study the performance of BE traffic in both
scenarios under different OFDM frame lengths. Since
BE has no QoS requirement in terms of delay [21],
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Fig. 6. nrtPS Flow Average End-to-End Packet Delay
we show the total BE throughput in Fig. 10, which
is highly affected by the OFDM frame length. For
example, with 5 ms frame length under scenario A,
V PN 3 yields a total throughput of 10 Mbps knowing
that its reserved one is 24.95 Mbps. The total through-
put increases to reach ≈ 25.5 Mbps when the frame
length is increased to 20 ms. This is due to the fact
that with a smaller frame size, the VPN BE sub-cycles
portion of one SS might be smaller than the head-of-
line (HOL) packet in its BE queue. As a result, not
only those packets cannot be transmitted, but they
could be successively blocked from being transmitted;
and therefore, the throughput is suppressed. On the
other hand, with a larger frame length, each VPN BE
sub-cycle will be large enough to accommodate most
packet sizes for all SSs, and hence the throughput
can reach as high as ≈ 24.95 Mbps (i.e., the reserved
one). Nonetheless, using an OFDM frame length of
10 ms also meets the expected throughput under both
scenarios and produces a throughput equivalent to
the reserved one. This shows that WiMAX-VPON can
achieve the desired/expected performance for all types
of traffic, if the network parameters are set properly.
As mentioned before, our proposed VPN-DBA di-
vides each transmission cycle into multiple sub-cycles
in order to protect real-time traffic from being shared
with BE traffic. To highlight this advantage, we plot
in Fig. 11 the overall average end-to-end packet delay
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Fig. 7. UGS Flow Average End-to-End Throughput
for all CoS, with multiple BE traffic VPN portions
(i.e., with multiple α values). As noticed, real-time
traffic (i.e., UGS, rtPS and nrtPS) maintain an overall
average delay ≤ 10 ms regardless of the assigned
BE portion for each VPN. On the other hand, BE
traffic witnesses a delay decrease as its reserved por-
tion increases, which is under our expectations. This
shows how VPN-DBA can efficiently preserve the QoS
requirements for real-time flows while satisfying BE
traffic with the ”agreed-upon in the SLA” throughput.
Finally, Table III summarizes the statistics collected
from our simulations about a particular VPN (here,
V PN 4). These results show that 100% and 52% of
the generated V PN 4 UGS traffic is admitted, while
its overall QoS and bandwidth requirements are guar-
anteed, under scenarios A and B respectively. ≈ 64%
and 24% of its rtPS flows are also admitted under both
scenarios; and ≈ 82% and 38% of its nrtPS flows are
admitted as well; whereas all BE flows are admitted.
The difference of admission rates between scenarios
A and B is caused by OBAC (i.e., Eq. (14)), where
the overall wireless system capacity is proportional to
each SS’s transmission rate. Thus, the admission rule
becomes more conservative if more SSs have lower
transmission rates. The table also shows that the
monitored/measured throughput for each CoS traffic
meets the expected/calculated one. This again demon-
strates the effectiveness of our proposed framework
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Fig. 8. rtPS Flow Average End-to-End Throughput
in providing the expected performance under various
channel conditions. Note that with no AC, all traffic
is admitted; however, their QoS requirements are not
guaranteed (except for UGS traffic). Note also that
these collected results are traffic model dependent. In
other words, more flows can be admitted or rejected,
depending on all of the required guaranteed through-
put for real-time and BE traffic, the generated flows
mean rates, and the number of flows/SSs generated.
VII. CONCLUSIONS
This paper serves as the first research effort in
exploring layer-2 VPNs over the EPON-WiMAX inte-
gration. This work presented a novel framework for
providing bandwidth guarantee and QoS protection for
VPN services via upstream dynamic bandwidth allo-
cation (DBA) and admission control (AC), which are
critical issues in the course of fixed-mobile convergence
(FMC). The paper first defined layer-2 VPNs over
EPON-WiMAX networks, and highlighted a number
of important issues such as QoS mapping and traffic
characteristics. The proposed framework implements
a novel three-stage AC mechanism and a VPN-based
DBA scheme, in order to achieve end-to-end bandwidth
guaranteed. To validate the effectiveness and the ro-
bustness of our framework, extensive simulations were
conducted, which demonstrated that the lack of AC
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TABLE III
VPN4 TRAFFIC STATISTICS
VPN 4
CoS UGS rtPS nrtPS
Scenario A B A B A B
Number of Generated Flows 59 50 59 50 59 50
Number of Admitted Flows 59 26 38 12 48 19
Number of Rejected Flows 0 24 21 38 11 31
Admission Rate (%) 100% 52% ≈ 64% 24% ≈ 82% 38%
Expected Throughput (Mbps) 3.776 1.664 190 60 24 9.5
Monitored Throughput (Mbps) 3.76376 1.66151 189.815 58.6636 23.7408 9.51106
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Fig. 9. nrtPS Flow Average End-to-End Throughput
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and an effective DBA mechanism, the QoS require-
ments of various types of flows could not be protected.
On the other hand, our framework has shown much
improved performance in terms of maintaining the
QoS requirements of the existing flows while providing
an overall per-VPN acceptable minimal throughput for
BE traffic. We conclude that the proposed framework
is a promising candidate for the operation of future
EPON-WiMAX access networks.
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