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Abstract
Computational complexity in data mining is attributed to algorithms but lies hugely with the
data. Different algorithms may exist to solve the same problem, but the simplest is not always
the best. At the same time, data of astronomical proportions is rather common, boosted by
automation, and the fuller the data, the better resolution of the concept it projects. Para-
doxically, it is the computing power that is lacking. Perhaps a fast algorithm can be run
on the data, but not the optimal. Even then any modeling is much constrained, involving
serial application of many algorithms. The only other way to relieve the computational load
is via making the data lighter. Any representative subset has to preserve the data essence
suiting, ideally, any algorithm. The reduction should minimize the error of approximation,
while trading precision for performance. Data mining is a wide field. We concentrate on clas-
sification. In the literature review we present a variety of methods, emphasizing the effort
of past decade. Two major objects of reduction are instances and attributes. The data can
be also recast into a more economical format. We address sampling, noise reduction, class
domain binarization, feature ranking, feature subset selection, feature extraction, and also
discretization of continuous features. Achievements are tremendous, but so are possibilities.
We improve an existing technique of data cleansing and suggest a way of data condensing as
the extension. We also touch on noise reduction. Instance similarity, excepting the class mix,
prompts a technique of feature selection. Additionally, we consider multivariate discretiza-
tion, enabling a compact data representation without the size change. We compare proposed
methods with alternative techniques which we introduce new, implement or use available.
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Chapter 1
Introduction
1.1 The Research Question
Data-sets containing millions of records are becoming increasingly common. Such data arise,
for instance, in astronomy, image processing, telecommunications and the internet. Statis-
tical analysis on this scale presents computational challenges that derive largely from the
repeated data access required by many algorithms. When data is too large to fit into the
computer quick access memory, the exchange with disk drives becomes a necessity, elevating
the difficulty of handling the data to a new level. Communication channels accessed by many
users are much slower. If data is too large to be hosted on a single computer, the exchange
over a network can be prohibitive. In the meantime, the whole idea of collecting the data
is to be able to explain it later. To see a trend requires a simulation, multiple hypotheses
need to be tested and retested. On more data it is done with confidence, but how to rerun
a program if even a single run is a problem. Then, it is a lucky coincidence if theory comes
out simple and unparameterized. In many cases the theory is raw and dependent on data. A
theory is meant to answer the question whether any new data is useful, while being able to
self-correct; but if the use-by time is reached, this can render the question itself unimportant.
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The humankind gained powers which misuse becomes too costly. Most recently, it faced
a series of technological catastrophes. The heroic era of exploration of the environment is
the time before the costs were know. This has to end, the man has to learn from his mis-
takes. If the Chernobyl accident was caused by testing of limits of the theory, the Fukusima
nuclear emergency was avoidable. Alas, tectonic events can not be successfully predicted,
only with precision of years or even decades, yet developments can be planned for, given a
scenario. If consequences are too costly, perhaps they are worthy taking care of anyway. A
warning had been issued three years ahead of time that the older design of the Fukusima
plant is unsustainable in the event of tsunami. The costs make a huge difference, even if the
contingency is not imminent. To sum this up, data value is in the predictability of events the
information describes. This information can be interpreted for taking corrective actions to
enhance resilience of the system relying on the data. If data elements and/or their attributes
are too many, it becomes an onerous task: acquiring, storing and processing the information;
and if it is not timely, it does not pay the effort.
Before running out of time, the computational complexity has to be dealt with. Many
researches estimate the worth of a particular algorithm from whether it can be run in a poly-
nomial time of the number of units subdividing the data. The problem itself can be hard,
not letting an easier solution. Perhaps the algorithm can be improved, which in itself may be
an achievement. Even if so, many different algorithms can be run on the same data. It is not
granted that all of them can be improved. At the same time, the computational complexity
lies hugely with the data. For example, linkage words are not essential for text process-
ing. Generally, any kind of reduction of data to a representative set will improve modeling
performance. The reduction does not need to be big to lead to a substantial improvement.
Ironically, the harder the algorithm, the greater modeling is relieved of the computational
burden the algorithm imposes. This is what makes the topic of the proposed thesis.
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1.1.1 The Context
A data-set consists of elements, or instances. An instance of data has attributes, describ-
ing it in many ways, features, in other words. When stored on a computer instances are
records, and features are fields. An element of data corresponds to a point in the problem
space with dimensions by the number of features, where a feature defines a coordinate, and
considering its values, a variable. If features describing an instance are elaborate or serial,
implying the feature-set has a structure, an instance is comparable to a pattern in a word.
Handling of a single instance of data, described as a pattern, may be just as demanding as
handling multiple instances of little featured data, and in fact the clear distinction between
the two is starting to disappear with the advent of so called wide data, big on features but
short in the number, which is a characteristic of certain data types occurring in gene analysis.
Any attribute adds a dimension to the problem space, translating to a degree of difficulty
for the search. In biological applications (gene analysis) and text categorization there are
may be thousands of variables to account for. Are they all the contributing factors? Perhaps
some of the information contained in the instance of data is unimportant. However, it is not
possible to choose the pieces that are required or not, more required or less, out of context.
A dependence between attributes must be sought; otherwise, all of them are equally impor-
tant. Without studying a particular dependence it is not possible to say what coordinates it
relates. In the simplified form, a single attribute is chosen to play the role of the dependent
variable, controlled by all others, the independent variables, albeit multiple dependencies be-
tween attributes can be pursued. The dependence may be arbitrary functional and then this
problem type is called regression. If this functionality is level-wise, it is suitable to represent
a problem of classification where, generally, it is required to determine association of a data
element with one of nominated subsets of data. The specific context in which we consider
complexity reduction is classification. In classification the functional dependence is present,
although not so strongly as in regression. There is a special attribute, called the class, and
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the problem is to find other attributes, by whose combination the class could be identified un-
equivocally. Thus, the dimensionality is specific to the formulation. The number of relevant
attributes depends directly on it. Removal of variables non-contributing to classification is
especially useful with a view of serial application, needing less data acquired each time around.
Any method of automated classification from large databases has to deal with costs im-
posed by magnitude of instances often driven by multitude of variables. This prompts two
directions the reduction of complexity can explore:
1. Feature Selection, or reduction of the number of dimensions to a level of consistent
definition; and
2. Instance Selection, or reduction of the number of instances to a manageable, yet sta-
tistically significant level.
These agendas are actually interconnected. The ”curse of dimensionality” arises from
sparsity of data in a problem with many variables, when far more data is needed for the
collection to be statistically significant (Haykin [H2 2009] after Bellman). This should con-
cern us the least; however, we return to this later in the text as it sets a limit for instance
reduction. Thus, the aim is two-fold: it is to reduce the number of instances and to learn the
true dimensionality of the data space. Perhaps a smaller and simpler set approximating the
data can be found, as efficient in giving answers to the problem; and if it is not quite as good,
then to what degree can the obtained solution be relied on? In other words, the research
question is: how data can be reduced, so the resulting set fared as good as the original for
classification needs? The next section presents an overview of the approach adopted.
4
1.1.2 The Approach
Generally, any classification algorithm can be thought of as a mean of complexity reduction.
A rule is found by which any instance, or pattern can be correctly assigned to a class. If the
rule is compact then we effectively achieve a high compression of the data. But there are
few rules without exceptions. This has to be taken into account. The Minimum Description
Length principle declares that a theory / algorithm can be relied on to the degree it opti-
mizes the total coded information transmitted by both the rule and exceptions. Of course,
this requires certain formalization (Rissanen [R2 1978]). Nonetheless, the principle can be
explained on Decision Rules (making the compound rule) derived from the set of records rep-
resenting data instances (Quinlan [Q2 1993]). Initially, the set of rules contains all records.
If we are able to identify highly influential factors we can significantly reduce the number
of rules by using only the nominated attributes. Records misclassified by the power-rules
constitute the exceptions. The exceptions are fewer, the better choice of attributes we make.
This is a simplified representation. In a Decision Tree, convertible to a set of Decision Rules,
the choice of attributes is actually done for certain subsets of data in nodes of the tree. This is
achievable in many ways. According to the Minimum Description Length principle, that set
of rules is trustworthy and the best which minimizes the total attribute length of rules and ex-
ceptions. We discuss all these topics where they best fit in the literature review, which follows.
Good as it may be, and the optimality is there - this is not what we are trying to achieve.
Ours is the problem that we cannot generate a classification rule - the data is too big. We,
therefore, have to go a different way about it, and specifically we are going to use clustering.
Cluster Analysis (Spa¨th [S4 1980]) is broadly concerned with finding similarity in data. In
cluster analysis similar records are often characterized by their affinity to one cluster center
or another. Indeed, these patterns may be described as containing the concentrated infor-
mation, otherwise spread over data elements they represent. We can approximate a set of
data with a cluster system, that is, replace clusters of data with their centers. Conceptually,
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this is close to the nearest neighborhood we sometimes resort to (Dasarathy [D1 1991]). It
appears, the cluster analysis can also be used as a tool for finding a subset of leading features.
As explained below, clustering is a unsupervised technique - it does not use the class infor-
mation, and so it is a proper tool to use before classification for reduction of complexity due
to the data. The problem of allocation of data vectors to clusters has received a close atten-
tion in the past. The mainstream formulation emerges now as a problem of unconstrained,
non-smooth and non-convex optimization (Bagirov [B1 2008]). It can be expressed as finding
points, called cluster centers, minimally distanced (most similar) to all data elements. The
good news about this is that the data mining problem is mapped to an established type of
optimization problems. The news that is not so good, however, are the challenges this type
of optimization comes with. Existing techniques were able to find only local minima of this
objective, until recent times, when techniques approximating the global minimum were de-
veloped. This made data clustering a tool good, if not for classification, then for verification
of allegiance of data elements to their classes.
Clustering is often referred to as unsupervised, or data driven learning. Classification,
instead, is considered a supervised learning. There is a certain design, a phenomenon that
shows in data instances being assigned to one class or another, and the idea is to create a
model of this dependence based on available examples, so that any new instances of data
could be recognized by their patterns. The systems of clusters structurally defines the data.
The belief that it is possible to approximate data with cluster centers draws on the following.
Firstly, in the majority of cases, classes subdividing data are separable, and so the boundary
between classes, that has to be learned, is not necessarily a unique surface. Secondly, the
statistical data found in most problems of science is more or less probable, given a point
in the multidimensional space. Thus, a class associated with a concentration point claims
also the wider area around that point. The system of clusters underlies that of classes.
Any boundary between classes can not go across, only around certain clusters. This has to
6
Housing Prices
I
n
c
o
m
e
Rooms
c 
l a
 s
 s
 e
 s
c l u
 s t e r s
no
 m
an
’s
lan
d noise
d 
e 
c 
i s
 i 
o 
n
s u r f a c e
1
1
2
2
3
3
4
4
5
5
or
(1
 -
 5
)
Figure 1.1: Classification problem example: Housing Price as a function of Rooms and Income
(artistic impression). Each class is painted in a different color, where numbers correspond to
the price increase (immaterial for classification). Circles are clusters within a class. Classes
are positioned clear from each other, admitting the decision surface access.
preserve in the transformed, reduced data just the same. And the decision surface is what
the classification is all about. This is notionally intense; however, these basics can not be
done without. Some extensive monographs in this regard, which we mention in the litera-
ture review and other parts of the thesis, are those by Witten and Frank [WF 2005]; Haykin
[H2 2009]; Hastie, Tibshirani, Friedman [HTF 2009]; Fukunaga [F2 1990]; Quinlan [Q2 1993];
Vapnik [V1 1998]. Figure 1.1 illustrates all these notions informally and is based on the actual
data used in the text, where the feature-set is reduced to only two major contributing factors.
So, classification costs could be significantly reduced if it was possible to formulate the
problem in clearest possible terms and answer the question about sufficient amount of data
- the higher the volume, the more statistically valuable the information becomes. Here is
the optimality we pursue, yet the approach to complexity reduction also counts. Success of
cluster analysis derives from optimization. This explains the title chosen for the thesis.
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1.2 Key Contributions
Let us introduce to aspects of the problem domain that are given a close attention in the
thesis. We address the following areas: denoising (Chapter 3); instance reduction using ap-
proximation with or without compression (Chapters 4 and 5); feature selection (Chapter 6);
discretization of continuous features (Chapter 7). The contributions are detailed below.
1.2.1 Capped k-NN Editing in Definition Lacking Environments
In applications of Data Classification there are issues descending from reliability of the known
and affecting accuracy of predictions. Providing the problem has, otherwise, a correct formu-
lation, these issues are referred to as noise in the data. We begin Chapter 3 by recalling a well
known technique of treating data for noise and how it has evolved over the time. This places
us in the world of Instance-based Learning, described in Section 2.4 of the Literature Review,
where instances are classified by closest selected neighbors. The main idea is to reduce the
instance base for faster access to critical instances. While understanding of criticality may
vary, noise reduction is desirable and always sought in any selection. These algorithms imple-
ment the k-NN (k Nearest Neighbors) technique both on the generation and generalization
phases of classification. The procedure takes a parameter - the number of reference points k,
which choice we give a special attention.
While any incorrect data may be a contributing factor, the incorrect specification of the
class attribute identifies as rather common a source of noise. Besides, the problem can be
represented as that of class noise, regardless the source, with all inaccuracies vested in the
class attribute. Noise has a random nature and does not affect the data uniformly, only cer-
tain areas, which may be due to all trackable causes outside the problem of classification. At
the same time, the situation around bona-fide outliers and on class boundaries is noise-like
due to data being represented by a sample - a finite set. Either way, the disambiguation is
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beneficial for classification. The idea of noise reduction in the standard technique is reciprocal
validation of the class of close instances, always from a pool of the same size k.
However, with the same k the treatment is lacking flexibility, it can be inadequate or
supersensitive in places. After all, the outliers may have different shapes and sizes and class
boundaries may be less complex or more. This has to be dealt with selectively, varying size
of the neighborhood. This is exactly the idea of proposed changes to the standard editing
technique. At the same time, using a variable number of authenticating instances accentu-
ates certain technical problems with k-NN. The issues are addressable via applying all known
remedies. We detail the new algorithm and discuss its convergence. After applying the algo-
rithm to a number of data-sets from a public domain we learn that it has a data retention
ability well beyond that of the prototype technique, while not at the expense of classifica-
tion accuracy. This effect amplifies when noise is severe. This can be expected, but is notable.
At the same time, noise can have some omnipotent cause and presence. We discuss a par-
ticular type and have examples where it shows. For classification it matters that subdivision
of data into classes was clearly defined. The misrepresentation may be endemic to the data or
caused by casting the problem from regression to classification type. This may severely affect
areas adjacent to class boundaries and the usual approach is not the answer. We suggest an
alternative in these situations. Again, we need to modify the k-NN procedure. Rather than
choosing a unique label, it is to select a range. This is a multi-label approach where chances
of several competing classes are getting evaluated. We reuse some of the examples having
noise of this nature, due to being regressions, to show that with a very limited band-width
of labels it is often possible to get a much better accuracy than if predicting a single class.
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1.2.2 Epsilon-Cleaning of Big Datasets
In applications of Cluster Analysis and Data Classification there is a performance issue aris-
ing from the sheer multitude of instances. One existing technique does clearing of the closely
packed data. Certain amount is being shed, but what data discarded is arbitrary. Proposed
changes address the issue of bias and suggest a way of preserving the cropped data. In Chap-
ter 4 we initially discuss the existing technique of ε-cleaning which relieves a sample from
data excess so that, given a small vicinity, the residue has no other instance closer to any
in particular. This has been reported to lead to a substantial reduction without losing the
focus in data clustering applications. From the theoretical point of view this algorithm is
simple, and as such is flexible, but unscrupulous at the same time. This explains our desire
to include the information from instances made redundant with the residual set in some form.
We draw on a data condensing algorithm serving the purpose of Instance-based Learning.
This purpose is quite different, though, from that we see. Either way, the main idea is to
merge instances into synthetic ones, also called prototypes. The underlying mechanism of
this merge - the averaging - has a theoretical backing on the account of cluster formation.
A related research finds that simple, not weighted, average serves the classification better.
This makes us to rethink aims ε-cleaning tries to achieve. Essentially, we want any oversup-
ply of data shed without distribution affected. By this rational, once the true distribution
of data is approached, we want to stop. Little aggregations of elements are not necessarily
characteristic of the data and, therefore, strict following the procedure of prototyping can be
relaxed. After a single act of merge we can regard the data simply a different version of the
same and apply the algorithm recursively. This procedure cares about the optimality of the
transformed set only by merging the closest instances first.
In the proposed algorithm instances inside a class and on its boundaries receive different
treatment. Any products of class mix are withdrawn at the end. This is meant to reduce
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the noise, although, the value of boundary instances for classification can not be overstated
and we, indeed, suggest steps towards better retention of boundary data. At the same time,
ε-cleaning is an antinoise procedure in the sense of irregularities in data distribution.
We also propose a variant of the algorithm allowing for treatment of voluminous data, not
fitting in a computer memory as a single piece. This, however, does not appear that simple
as in the original ε-cleaning technique and certain concessions have to be made.
The experimental design includes classification of the original data by the residual set,
based on proximity, and verification of integrity of the latter, for which purpose a clustering
procedure is used where the number of clusters is fixed. The cluster centers are watched how
far they can drift away from their due position. Also, the original data is classified using the
cluster centers which class is established in turn by voting over the underlying data in the
residual set. However, measures implementing the notion of ε-vicinity give a sufficient gage
and can be used in stopping criteria. We demonstrate on a number of examples from a public
domain that the data can be substantially reduced, while its qualities sufficiently preserved.
Note that even a small reduction relieves the computational complexity significantly.
When we reduce the data we simply do it in stages, reusing the result of the previous
stage as the input of the next. The rate of reduction is fixed. In reverse, any previous stage
can be viewed as an extension of the next. From that perspective, a generalization of results
for a bigger set can be obtained for any algorithm, run on a smaller set first, with lesser effort
than running the algorithm on the bigger set itself. An example of such an algorithm is the
clustering technique the integrity of residual sets is tested with. We find the performance of
this procedure can be improved significantly.
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1.2.3 Condensed, Similarity driven Data Representation
An algorithm of data condensing by merging similar elements is proposed. Thus created new
instances replace the underlying set, accounting for the number of elements in clusters they
represent. This study follows the path of ε-Cleaning, taking it to a new level. In Chapter 5
we first recount the purposes ε-Cleaning had. Actually the name spells it: amend data here
and there by removing uncharacteristic oversupplies and inaccuracies. This algorithm does
not have to have a long memory and it does not. When prototyping, it even does not follow
the weighted average approach. This algorithm cares only about a single act of merge and,
therefore, the simple average is good enough. After that the set is treated as it was new. The
algorithm is based on optimality, but the optimality is local. At the same time, we notice
that if we were to use the weighted average the preserved weights can serve as a long term
memory. The question is: we have already cleaned the data - what else can we do to continue
downsizing without losing essence of the concept? The ε-Cleaning has its limits, despite a
significant reduction can be expected on almost any new data.
If a set of data was approximated by a cluster system, with the number of clusters to
choose, it can be noticed that the state of one instance-a-cluster is globally optimal. From
this observation one can think up a way of merging data points to preserve this optimality
as much as possible, even if only planning for immediate gains, call it hill climbing or greedy.
We then suggest how this can be done. Although we use the weighted average, it appears
that the optimal merge has a different criterion, not the closest of (weighted) prototypes /
instances exactly, but ”similar” where the distance plays a major part, and this explains
how the name, chosen for the technique, has evolved. This can be thought of as position
correction of data points so that they coincide. The weights give the mechanism of retention
of repeating instances, and so the volume of data can be reduced via the tighter packing.
When we merge instances there is an error of replacing the number of instances with a
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cluster behind the prototype. However, there is another error due to doing it step-by step:
smaller prototypes / instances are merged into bigger prototypes. It appears that in most
common of metrics of the problem space, the Euclidian, the second component is actually
zero. This then maps to a known algorithm of agglomerative clustering. The conjecture
that it is sub-optimal has founded its use for image compression. We, however, show that
the conjecture behind the technique of vector quantization is well and sound: it is an eager
/ hill climbing way of approaching the global minimum of the cluster function - the objective.
The experimental set-up for the roll-out of the new technique is almost the same as for
ε-Cleaning. We perform computations of classification accuracy on the original set using
proximity of prototypes as the method. Each prototype is labeled using the majority vote
of classes contributing to it. Unlike in ε-Cleaning, we do not delete conflicting instances,
leaving it to whatever methods used on the data to decide. We also run an integrity check
of the reduced data. We cluster it using an independent method, same as before. The
idea is to ascertain that the method finds approximately the same clusters, which number
we specify. This is tested by value of the cluster function and the accuracy cluster centers
extend to the original data-set. The centers have their labels established likewise - via ma-
jority voting over the reduced data included in a cluster. The technique shows good results
on several known, publicly available data-sets. Once again, the update mode demonstrates
its ability to meet computational challenges of the mentioned independent clustering method.
1.2.4 Feature Selection using Misclassification Counts
Dimensionality reduction of the problem space through detection and removal of features,
contributing little or not at all to classification, relieves the computational load and saves
the data acquisition effort. In Chapter 6 we firstly touch on the problem area of feature
selection. This is a broad topic, better explained in Sections 2.6 and 2.7 of the Literature
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Review. We only restate principal designs of feature selection algorithms leading to ranking,
that is, prioritization of relevance of individual features for classification. These algorithms
evaluate different subsets of features sequentially, for which a heuristical design framework
exists, and where from individual feature ranks can be derived. We then place our technique
in the design space encompassing the variety of existing methods. The convenience of the
proposed algorithm is that it does not engage classification of any kind: it is not attached
to a particular scheme, neither it uses accuracy as the measure. Therefore, it can serve as a
design element, the filter, in classification schemes embracing feature selection.
The approach to feature selection we take is based on the concept of coherent accumulation
of the data about characteristic points of a class with respect to coordinates of informative
features. Ranking is done on the degree to which different variables exhibit the randomness
as a property. This entails the following. Classes may explain a complex concept. Therefore,
we obtain the description in clusters where a class can not be sufficiently approximated with
a single cluster. This has to be optimal, so we apply a particular clustering technique. If
features are contributing to classification then coordinate-wise their values should not deflect
far from the projection of a cluster center onto individual axes. We use this criterion which
is not uncommon. However, for classification it is important that, while going estray, the
values do not cross to an opposite class, and this is exactly the principle we use. We obtain
the misclassification counts necessary for establishing feature relevance and ranking glob-
ally, throughout the data-set. Using counts makes the algorithm similar to those calculating
probabilities, where discretization continuous of attributes is usually required. The proposed
algorithm handles the continuous data directly.
The algorithm depends on how the problem of clustering is formulated. We use two
widely recognized representations in metrics of the problem space matching them favorably.
This makes possible obtaining the feature ranking in a single pass. The clustering, however,
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is computationally challenging. To reduce this complexity we propose two different schemes
exploiting the singleton extreme of the clustering problem, when any element of the data is
a cluster of its own. One of the alternatives is a local feature weighting approach amounting
to the global ranking. It can be interpreted as an analogue of existing method.
We evaluate the algorithm on selected problems from a public domain and on a propri-
etary data, the virtue of this approach being that features can be judged from the general
experience. We discuss the obtained ranking based on known facts about problems at hand.
The results are also being verified using the Nearest Neighbor classifier. This helps to address
the feature irrelevance and redundancy, something the ranking does not decide. The data is
classified in two ways, with feature-sets reduced sequentially by withdrawing features either
from the top or the bottom of the ranked list. Removal of irrelevant features have to boost
the classification accuracy. Removal of redundant features should not make the result any
different. Very relevant features are the most contributing. And this is what is observed.
Additionally, feature ranking methods available from different independent sources are
brought in for direct comparison. This includes the two alternatives above and the ranking
obtained from classification by Nearest Neighbor using single feature sets and single feature
excepted sets. We follow an established scheme to compare either the complete ranking or
the partial - at the top or the bottom of the list, depending on whether it is critical to select
leading features or get a subset of all-relevant. There is a variation in results between meth-
ods, all biased differently. Likes of our ranking, however, exist.
1.2.5 Continuous Feature Modality Multinomial Correlated Interpretation
Compactness of the data leads to improved performance of classification algorithms. Dis-
cretization of continuous features is also a way to uniformity of problem representation where
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nominal features are also present. Certain reliable, yet simple techniques exist. At the same
time, interval optimization for multiple attributes poses a significant challenge. This study
follows a suboptimal approach based on cluster analysis. In Chapter 7 we first reiterate some
of techniques of univariate discretization described in Section 2.10 of the Literature Review.
Supervised methods correlate with the univariate approach and can be perceived as methods
of classification based on a single attribute. Unsupervised methods do not necessarily adhere
to the class. This may lead to a substandard performance at the time of classification. In-
stead, supervised methods lack the flexibility when applied in a multivariate case.
One recent research promotes the idea of fixed frequency of attribute values per interval.
Rather than attuning to the class, the control over optimality is vested in the balance between
the number of instances per interval and the number of intervals. Because of simplicity and
reported success, this approach sets a benchmark for multivariate methods. To be specific
about application of this technique, we detail a version used for comparison.
We then explain usefulness of clustering for purposes of discretization. To be successful,
the clustering has to be optimal. While having one technique in mind, we come across a
published discretization procedure actually using a ”mirror reflection” of our intended ap-
proach in the part having to do with clustering. Both methods use the approximation error of
the cluster system replacing the underlying set, which increase they minimize or, vice-versa,
which decrease they maximize on the path to optimal solution. Also, different formulations
of the clustering problem exist and in different space metrics. All this gives a variety of
four different methods of univariate discretization based on clustering. However, the problem
we try to solve is multivariate. This rises the question to what degree of detail one has to
discretize different variables. The criterion we propose equalizes discretization of different
attributes based on how closely the cluster system approximates the underlying data. A
similar approach is known in respect of supervised methods adapted for feature selection.
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Technique comparison has to involve classification on results of discretization and, there-
fore, some classification methods, able to handle discrete attributes, are required at the high
end. We enlist services not of a single method, but two, to be able to distinguish the bias of
discretization from that of classification. It has proved to be useful as results of classification
by a particular method sometimes do not clearly expose differences between schemes of dis-
cretization when the best possible accuracy is reached. We use the Naive Bayesian classifier
and also adapt k-NN (k Nearest Neighbors) so it can handle the discrete data. Different
discretization schemes produce different number of intervals per attribute, and the optimal-
ity of discretization should depend on this. One can see the aim in minimizing a combined
number of intervals for all attributes at a given accuracy. From space considerations the
product of attribute interval numbers seems offering a reasonable common ground for com-
parison. However, it is impossible to effect exactly the same detail using different methods of
discretization. We need to be able to approximate the accuracy between sampled readings to
continue with the comparison. In this instance, only the linear approximation between two
points of the combined interval detail is used. The accuracy is then compared at a middle
point which satisfies all segments obtained for different methods. The range of the number
of intervals per attribute we use is same as the conventional from other sources.
When tested against the benchmark on some known data-sets the new techniques appear
to be competitive, although, limits exist to what can be achieved, imposed by noise and
specifics of the data, and the bias of classification methods. One additional data-set is a
collection of medical records from a current research. The specifics of the data is such that
it contains many unknown values. It appears that proposed techniques of discretization are
adaptable for the circumstance of missing data. As to classification methods, they are known
to use the advantage the discrete representation offers in this regard. The proposed methods
of discretization prove being successful in the featured example.
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1.2.6 Conferences
Some of this work was presented or submitted / accepted at conferences in the course of
studies as follows:
1. Capped k-NN editing in definition lacking classification problems.
University of Ballarat 2009 Research Conference.
2. Epsilon-cleaning of big datasets.
EUROPT 2011 Workshop on Advances in Continuous Optimization.
IFORS 2011 Operational Research Conference.
3. Condensed, similarity driven data representation.
University of Ballarat 2011 Research Conference.
4. Dimensionality reduction for data classification. also
Feature selection using misclassification counts.
University of Ballarat 2008 Research Conference.
ANZIAM 2009 Applied Mathematics Conference.
AusDM 2011 Australasian Data Mining Conference.
5. On the discretization of continuous features for classification.
University of Ballarat 2010 Research Conference.
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Chapter 2
Literature Review
2.1 Overview
We begin the literature review by introducing some main notions of classification, without
which special topics, as far as the complexity reduction is concerned, would be lacking either
the language or understanding. So, first we present an informal introduction to Classification
Methods in Section 2.2. We demonstrate some principal designs giving rise to a variety of
techniques. We also discuss different data types and specialization of methods in this respect.
These designs are crucial in defining ways of complexity reduction. Continuing on the envi-
ronment for training and testing of classifiers, we touch on Sampling in Section 2.3. Sampling
is a required tool, because two separate sets need to be made available to remove the bias
of evaluation of the classification error, specifically - the training and testing sets. This is
the minimum, because sometimes yet another set is required for validation - to tune param-
eters of the classifier. Thus, reduction of the computational complexity through sampling
to some extent is actually a part of the set-up for classification. However, the sufficient size
for a sample to represent the data with a given precision is generally unknown and existing
estimates are pessimistic. Two principal techniques that avoid this quest and go directly to
classification are Progressive Sampling and Bagging. Progressive Sampling develops a single
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sample of required quality. Bagging is an ensemble classification technique, thus approaching
the sample quality statistically. The indifference to data types makes sampling versatile.
We further introduce Instance-based Learning in Section 2.4, which implies using the
Nearest Neighbor classifier we mention among others. The aim of Instance-based Learning
(also called Memory-based Learning) is to train the classifier by reducing the reference base,
so that a new instance could be more quickly, yet equally reliably, associated with one of the
stored instances. Because this approach is biased, seeing the purpose in classification only,
it allows a much more compact representation of data than sampling. There are two main
aspects to it: noise and instance redundancy. We leave instance redundancy largely outside
this study as this limits applicability of the variety of classification methods. We dedicate
Noise Reduction Section 2.5. A substantial yield is possible even if no instance space exists
that describes the problem comprehensively. While Instance-based Learning uses notion of
similarity, a Decision Tree - another classifier we introduce to, operates on the minimum
description length principle applicable to the learned rule. Decision Trees can handle a mix
of attribute types, while Instance-based Learning primarily continuous.
We then switch to complexity reduction via making attributes of data just sufficient in
the number. Methods so far are routine and able to produce a result which can be planned
for. How optimal it is - another question, but the change is smooth enough - the targeted
outcome can be traded for optimality. Instead, methods involving features are opportunistic.
It is more like that features can be or can not be removed. At the same time, if feature reduc-
tion is possible - this is able to produce far bigger wins, because it extends to all instances.
We first talk about Feature Weighting (Section 2.6) having an application for design of better
Nearest Neighbor methods. It is also a way of attribute ranking, which can be interpreted
as a univariate approach to Feature Selection. In Section 2.7 dedicated to it we explain the
multivariate approach, involving subsets of features. The reference material for either feature
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weighting or selection is substantial, reflecting the significance of this topic for classification.
We discuss various models of feature selection: filter (classifier independent), wrapper (using
the classification feedback), or embedded (using the parameters of a particular classifier, ob-
tained in training). We also list a number of designs and heuristics for traversing the space
of possible feature sets in a search of the optimal subset of original features.
Feature Extraction methods, reviewed next in Section 2.8, enable a more compact repre-
sentation of data through the transformation of original attributes. Again, these methods can
be supervised or unsupervised. When it is possible to isolate a single direction, this becomes
equivalent to feature weighting. However, quite a substantial analysis is required if there are
more than one new features. Among methods of classification we set out at the beginning
is the classic single layer, single neuron Perceptron, which finds a hyperplane approximating
the between-class boundary, and the hyperplane is instrumental in defining the direction of
change in the data among the most dramatic. This is a topic perfectly fitting the title of
Feature Extraction, but there is a connotation to it. Methods working on the principle of
separability are usually designed to deal with only two classes. In Class Domain Binarization,
Section 2.9 we explain how to see the virtue of this approach rather than limitation. The
problem is generally dealt with by creating two larger classes out of available ones. However,
one particular representation also offers a reduction of complexity. This is exactly achieved
through pairwise learning, encompassing every combination of two classes, and prediction
using an ensemble of partial classifiers.
Naive Bayes method of classification that we explain in Section 2.2 signifies the purely
probabilistic approach to classification. Naive Bayes takes only nominal data, and here is the
potential for complexity reduction, as no actual values need to be stored on the database.
Continuous attributes are required to be converted to nominal before the classifier can be
built. By this, individual instances get associated with one of the predefined segments, which
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number can be chosen appropriately to suffice the classification, but just. We explain how
this works in Discretization of Continuous Features, Section 2.10. The discretization can be
done in the supervised (class-aware) or unsupervised (class-ignorant) manner, and we give
an overview on a number of available techniques.
2.2 Classification Methods
It is virtually impossible to do anything about complexity reduction without getting involved
with classification, even if only for verification purposes. Besides, it is considered a universal
tool for feature and instance selection. Classification accuracy may be used as an indirect
measure for performance evaluation of different subsets of either one or the other. So, there
is an intrinsic need to refer now and then to methods of classification. At the same time,
various notions become much clear, when classifier work is explained first. The basic problem
of classification is concerned with assigning of a given object to one of the known classes. An
object is represented by a pattern of features which, presumably, contains sufficient informa-
tion for a unique identification of the class. Methods of classification generally explore one of
the two lines of design (or both): they are either probabilistic (statistical) or deterministic.
Statistical learning approaches use the apparatus of probabilities for making predictions
about the class affiliation of new instances. These methods treat all attributes as nominal
(symbolic), even if the elements of data are continuous or ordinal. The conversion can be
done as necessary, and we return to spell this out, because it provides a way to a more con-
cise representation of data. The simplest of these methods is Naive Bayes. In contrast, the
deterministic approach requires a problem space as defined by features. Thus, all attributes
have to be converted to the continuous type. This is usually done by replacing each value
of a nominal or ordinal attribute with a binary (0/1) feature. The question reappears once
again: where do attributes end and instances start; and there are methods taking only the
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binary attributes. The integer type does not require a conversion.
The classic representative of deterministic methods is the single layer and single neuron
Perceptron. In this method the notion of separability is used explicitly. However, all methods
of classification make this assumption, including the statistical approach. The separability
means that no classes intersect and notional decision surfaces may enjoy a free pass between
classes. Cases when it does not happen are attributed to the presence of noise and get a
special treatment. One of the ways of dealing with the problem is noise reduction, which we
later explain in detail as this also helps to reduce the amount of data.
At the same time, there are examples of mixed approach. The Nearest Neighbor classifier,
referencing a number of closest instances to the unlabeled instance, uses the class statistics
for prediction and space considerations for sampling. Nothing like the mixed, there is another
flexible way of learning. With this approach data can be of any type. The output of such a
classifier resembles a computer program / logic. This is referred to as Decision Rules. We
briefly describe a technique convertible to this representation, called Decision Trees.
2.2.1 Naive Bayes
The Naive Bayesian classifier is derived from Bayesian classifiers (due to Bayes) assuming
the conditional independence of features, which is naive, because it does not hold generally.
However, the applicability of Naive Bayesian classifier is wider, which Domingos and Pazzani
[DP3 1996] show both theoretically and with examples.
Given evidence x an optimal classifier should select class ci with
P (ci | x) > P (cj | x) , ∀ j 6= i ,
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that is, the greatest posterior probability. According to the classic formula of Bayes
P (c | x) = P (x | c) · P (c) / P (x) , c ∈ {ci , cj} ,
therefore the alternative formulation of the minimum error rate decision rule is
P (x | ci) · P (ci) > P (x | cj) · P (cj) , ∀ j 6= i ,
while P (x) > 0 cancels out. Because of the conditional independence
P (x | c) = P (x1 | c) · P (x2 | c) · . . . · P (xn | c) , c ∈ {ci , cj} ,
where xl , l = 1 . . . n , are the attributes of x. Thus, the following numbers are needed for
each class c to implement the Naive Bayesian classifier: P (c) and P (xl | c) , l = 1 . . . n. Not
only is this a simplification, but also reference tables for estimation of probabilities does not
need to be long now, thus relaxing the requirement of statistical sufficiency for the data set.
2.2.2 Perceptron
The single layer, single neuron Perceptron due to Rosenblatt (Haykin [H2 2009]) is an exam-
ple of Neural Network (a schematic design of certain properties) adapted for classification.
It assigns an instance to either negative or positive class, depending on whether the sum of
weighted features goes over a threshold. More neurons are required for a multi-class problem.
Suppose x1 , x2 , . . . , xn is an instance given by feature values, and w1 , w2 , . . . , wn
are corresponding weights, then the network is getting trained as follows:
c < 0 :
n∑
i=1
wi · xi > θ → wnewi = wi − δ · wi ,
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c > 0 :
n∑
i=1
wi · xi ≤ θ → wnewi = wi + δ · wi ,
where c ∈ {−1 , 1} is the class of training instance; i = 1 . . . n is the feature index; θ > 0
is the threshold - a small number, subject of standardization; and δ > 0 is the learning rate.
Weights do not change if the predicted class matches the actual.
The weights are updated with each training instance sent through the network. If the
positive class results, where the instance belongs to the negative class, the weight is reduced
by a set amount. Vice versa, if the negative class results, when it should be positive, the
weight is increased by the same set rate of the feature value. No change of weight occurs
when the class is correctly predicted. Resulting weights can be interpreted as coordinates of
the normal vector to the hyperplane separating the two classes.
2.2.3 Nearest Neighbor
Nearest Neighbor is a simple scheme, which classifies by finding the closest previously ob-
served instance and predicting its class for the new instance (Cover and Hart [CH 1967]). If
k closest instances are drawn the classifier is called k-NN. Majority voting is used to predict
the class. In this pure form the classifier does not have a training stage. For that reason
classifiers of this nature are called ”lazy” learners.
2.2.4 Decision Trees
A Decision Tree inducer (Quinlan [Q2 1986, Q2 1993]) splits the problem space, represented
by the training set of data, one feature at a time, level by level. By using more informative
features first, it achieves a trimmer design, where the most of decision making is done at the
outset, closer to the root of the tree, the number of levels is thus reduced. The Information
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Gain is the measure used for feature evaluation. So, given subset t of the training data at
the current node, it is subdivided further onto t1 , t2 , . . . according to values of a feature,
ranking the highest by the information gain at the node.
A test instance is directed through the induced tree, according to feature values it carries,
until it reaches a leaf, ideally corresponding to a single training instance, which holds the
answer - the class of the test instance, or the class is evaluated statistically from the data at
the node. The classifier works the faster, less levels there are in the tree.
2.3 Sampling
Sampling is a statistical technique for selecting a subset of data, possessing sufficient qualities
for inference making on behalf of the full data. This is a long established and little changing
field of research, the most recent text being that by Fuller [F3 2009]. In sampling the data
is often referred to as population and the selection encompassing all data as census. While
census is more desirable, if population is very large, sampling can demonstrate remarkable
advantages over the complete enumeration - the reduced costs and even greater accuracy.
Sampling error occurs because only a part of population is included in a sample. This error
is unavoidable; however, it will decrease when sample size increases. Non-sampling error
arises from noise of any kind, affecting some of the data. The non-sampling error is likely to
increase with sample size. The noise is a major concern in data mining and is not limited to
faulty measurements or ambiguous directives of how to obtain them, see Section 2.5. There-
fore, a more accurate data may be that provided by a sample than by the census.
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2.3.1 Sampling Method
Sampling method determines whether an element is accepted or rejected as a part of the
sample. A sample is not just any subset. The selection has to be unbiased. Selection of a
single class, for example, is meaningless for classification. However, selection of two major
classes captures the main trend. Random sampling without replacement is the most popular
sampling design, whereby elements are selected in random, none a second time. Because of its
impartiality, it has to follow the actual data distribution. Random sampling with replacement
allows repeated selection, providing every element is given an equal chance to be drawn. This
method is less efficient in portraying the distribution and does not mean reduction, although
is useful when data is small but the variance of it needs to be tested.
Rather than selecting from all data, the population can be subdivided into sampling units
covering it all without overlapping. In multi-stage sampling larger units are selected first,
then subdivided into smaller units and sampled again. Considering the costs, this has a sig-
nificant advantage over the direct sampling. Different selection probabilities may be imposed
onto units. Often, the probability is proportional to the unit size. Also, probability distribu-
tion for the population may be known or assumed. Monte Carlo simulation allows generation
of samples (or rather populations) from a given probability distribution. However, the term
is often used as a mere substitute for random selection.
Additional information about the data is what makes the sampling work. By this, the
sample size, necessary for higher precision, may be substantially reduced. Ratio estimates
of different data presence is common a source of the auxiliary information. However, if the
preprocessing to obtain the estimates is complicated, like in the search for clusters - this
takes well away from the purpose of sampling. Especially known is the stratified sampling,
rendering different layers of data in a sample in the same proportion they are represented in
the full set. A stratified sample is formed from samples obtained for each of homogeneous
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groups in the population. In classification these homogeneous groups are the classes, and the
instance affiliation is presumed known for a training set.
2.3.2 Data Distribution
Clustering is a way to give the stratified sampling an additional level by subdividing classes
into spatial units. Coupled with random selection, this provides for better modeling of the
data probability distribution. It is essential that such a procedure is as simple as possible,
so the sample could be drawn in a single pass, implying the independent treatment of any
data block placed into the computer memory. If anything else, this becomes a part of the
problem, not solution, as it is meant to reduce the complexity associated with data size.
The clustering uses notions of the problem space and the distance as a measure of simi-
larity between instances. One such procedure is called Leader clustering (Spa¨th [S4 1980]).
For a given threshold distance t, a set of leaders L is maintained, which is initially empty.
For each pattern x, if there is a leader l from L such that distance between x and l is less
than t, x is assigned to the cluster represented by l. If equidistant, the first encountered
leader is chosen. If there is no such a leader then x itself becomes a leader and is added
to L. There is another method, but it requires multiple passes through the data, although
the memory-block-a-time treatment is possible. This is a widely known k-Means method
(MacQueen [Q1 1967]) where cluster centers are calculated as mean vectors of constituting
data points. This is an iterative procedure which can be initiated by the Leaders method.
Otherwise, initial centers have to be entered for a specified number of clusters. The Leaders
procedure does not guarantee a unique solution; neither k-Means does despite being iterative.
Still, clustering methods are able to discern different congregations of data.
Clustering is largely just a topological tool, whereby partitions are assigned the number
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of elements falling into them, so a proportional sample could be drawn accordingly. We could
simply subdivide the data along coordinate lines, imposing a rectangular grid. Inconvenience
of this approach is that it creates empty cells. Also, such a grouping overlooks the homo-
geneity. Reinartz [R1 1999] in a proposed Similarity sampling procedure gets around this
problem via by-coordinate sorting of the data array. Although unessential, the sorting se-
quence is chosen so as to reflect the significance of features behind the independent variables
(Section 2.6). Partitions are then formed using the equal frequency approach, referring to
the number of records in a cell. This creates a grid of variable size; however, contrary to
clustering there is no need to care about different amount of data in different partitions any
more. The Leaders method is used on data in cells to populate a sample from the leader set.
The intention is to create a designer sample where instances are well spread out.
What is built into Similarity Sampling [R1 1999] is like a Decision Tree, with a differ-
ence that suitability of a feature to split on is assessed only at the root, not any node, and
this has to be the most relevant feature for the tree to be economical and less dependent
on the sample it is extracted from. In the case of discrete features Reinartz proposes the
lexicographical ordering of the set, which in Decision Trees corresponds to a value not being
split but distributed into the same node. Generally, the clustering is applicable to continuous
data, albeit the discrete data can be converted to continuous via the binary representation
of attribute values. Thus, Decision Trees offer a better alternative for data subdivision into
units for sampling purposes in the case of discrete or mixed data. This is the main idea
behind sampling mechanism proposed by Yoon, AlSabti, Ranka [YSR 2001]. Suppose a tree
is obtained from a sample. All available data then can be distributed into leaves of the tree,
from where the stratified sample can be properly obtained. The tree is then rebuilt itera-
tively. The authors also use clustering at any leaf to condense the data, and cluster centers,
not instances, are actually sampled in proportions corresponding to cluster sizes.
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A volatile element in the Leader clustering procedure is that resulting centers depend on
the ordering of the set. It is, however, can be considered a virtue, rather than a drawback,
because it increases the sampling variability. Even a greater variability is programmed into
the Nearest Neighbor resampling procedure used by Mo¨ller and Radke [MR 2006]. However,
this goes far beyond the usual understanding of sampling: firstly, it can not be considered a
preprocessing; secondly, synthetic instances replace the genuine data. A k-NN like procedure
(Section 2.2) is used to compute the k nearest, same class neighbors to each instance and to
find their average distance. The instance is shifted then arbitrary onto the sphere around it
having this radius (a synthetic instance imposing a nearest neighbor is created). Of course,
a sample can be extracted normally after that from the substitute data. Despite the origi-
nality of this approach it had been previously successfully used in [BB 1998] (Brandsma and
Buishand). The idea here is not only to sample the data set but also to ”rattle” it, which
finds a cluster validity application in [MR 2006].
2.3.3 Classification Context
Sampling in classification is widely used for experimental design. All available data is usually
subdivided onto training and testing sets. To build a classifier properly, at least the training
set has to model the probability distribution on the census. A standard technique is that of
n-fold cross-validation, where one part, or fold of almost equally partitioned set is used for
testing and the rest for training of the classifier. All available data is sampled randomly into
different folds, possibly stratified by class. The accuracy measurements are then averaged
over the n folds. Usually n = 10 and sampling is repeated a number of times to get a
benchmark result. No repetition is required when n equals the number of data elements
in the set - a matter of convenience in comparison of different algorithms, and certainty in
methods using the classification accuracy as a criterion. This is also known as leave-one-out
cross-validation. Otherwise, it is implicitly assumed that n is big enough - a safeguard to
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sampling rendering the training set to the probability distribution in the full data. However,
training is expensive, and setting n high can be costly on large data-sets.
These estimates of accuracy are considered optimistic as a substantial amount of data
is being reused for training. To verify the stability of a classifier, training and testing sets
have to be as much foreign to each other as possible. Dietterich [D2 1998] proposed the
5 × 2 cross-validation, that is, repeated five times on a two-fold partition. Each time the
data in training and testing sets is thus completely different. However, the assumption of
independent trials is supported less and less, and therefore repetitions are limited. Although
without estimates of applicability, the same idea is behind the rotation technique by De-
vijver and Kitler [DK 1980] applied in the context of noise reduction (Section 2.5). The
data is partitioned as if for n-fold cross-validation with n assumed small; however, the train-
ing is done on a single fold and the classifier is tested on the next, the last fold linked to
the first. Of course, having a classifier trained on a fold, all other folds can be used for testing.
For a small data set - clearly is not our concern - sampling can be done using the tech-
nique of bootstrapping (Efron [E1 1982]). Suppose there are m instances in a set. The data is
sampled for m instances with replacement. This guaranties a sample at least size of the data
itself. Then, if the procedure is repeated also m times, it leaves out statistically about 40%
of instances which has not been drawn, giving a sufficient ground for estimation of the clas-
sification accuracy. We mention this technique out of compliance with other topics we discuss.
2.3.4 Sufficient Size
Thus, for the experimental design purposes reduction of data through sampling is always
realized and can be substantial depending on how impartial the testing needs to be. In
instance-based on-line algorithms [AKA 1991] (Aha, Kibler, Albert), learning data directly
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from the input stream, the sampling is implicit. An on-line algorithm self-tunes immediately
on arrival of each new instance. This mode of sampling is not unbiased on the purpose, and
this affects the ability of on-line algorithms to learn. However, the more data is treated,
the more statistically unbiased the overall selection becomes. In this regard Kibler and Aha
[KA 1988] prove an important supporting theorem. It claims that, given a small vicinity of
any point in the data space, it is possible to calculate the sample size, such that any element
of the set was in the vicinity of the random selection of instances with a given confidence. It
is formulated as follows. Given small numbers 0 < ε , δ < 1 , a random sample S containing
m instances forms an ε-net, covering the data X ∈ [0 , 1]n from IRn space of n dimensions
with confidence 1− δ , if
m > n/(εn) · ln(n/(εn) · δ) .
Naturally, the estimate gives the bigger sample size, the smaller is the vicinity and higher
the confidence. However, the size is exponentially dependent on the number of dimensions
of the problem space, which makes it a sensitive issue. The ”curse of dimensionality” due
to Bellman (Haykin [H2 2009]) commands a substantial extraneous input of data when di-
mensions are added for the statistical significance to hold, well beyond the mere necessity of
value specification for additional attributes, and the estimate attests to the fact.
The minimum sufficient size above for a sample to represent the data makes no prereq-
uisites as to the number of classes and applicable under assumption of the unlimited data
from where the sample is drawn. Perhaps, this is far-fetched and therefore pessimistic. It is
a well established fact that many learning algorithms have a very short learning curve, with
accuracy of classification growing rapidly with sample size, slowing down, and then actually
plateauing at the level corresponding to the full set (Provost, Jensen, Oats [PJO 2001]). Fig-
ure 2.1 shows the typical learning curve. The expanse of the plateau is more dependent on
the size of the data, than on the algorithm of learning, and this stage may be not reachable
for very small sets. This particularly exposes a parameter not included in the sample size
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estimate above. The size of the data plays a major part in defining the shape of the learning
curve, as the data is limited, itself essentially a sample. The larger the sample, the less choices
are left, as inevitably the sample is bound to become the data itself. The variability is limited
and even the random drawing of instances can not be fulfilled, only in a quasi-mode. Efficient
implementation of statistical sampling from databases is considered in [V2 1987] (Vitter) and
surveyed in [OR 1995] (Olken and Rotem). The number of classes and complexity of the
concept control how a learning algorithm performs. In majority of real life applications the
number of classes is small, there is a sufficient separation between classes or their shapes
are reasonably convex, but only instances where classes affront each other are important for
classification. If these instances are selected in sufficient numbers then the rest of the sample
content is unimportant - another factor in support of observation that reaching comparable
levels of accuracy with that of the full data is achievable with a smaller sample than if to
follow the unconstrained estimate above.
Other estimates exist for sampling from limited data. Toivonen [T2 1996] uses the Cher-
noff bound in associative rule mining. Domingo, Gavalda`, Watanabe [DGW 2001] adapt the
Hoeffding bound for classification. These concentration bounds, while based on a different
representation than in [KA 1988], also give pessimistic estimates of the sufficient sample size.
Besides, they suffer the inconvenience of problem dependent parameters, unknown in ad-
vance. Therefore, the Hoeffding bound in [DGW 2001] is applied in the iterative manner,
updated every time instances are added until the sample is reaching a required utility. This is
called Sequential Sampling. Because different hypotheses are evaluated with application for
boosting, explained in the next section, it is appropriate to call it also Adaptive Sampling.
However, a more proper and accepted term for such methods is Progressive Sampling.
The distinct feature of Progressive Sampling is that it pursues a single sample of suf-
ficient qualities, not a sample of sufficient size generally. This makes the learning curve
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Figure 2.1: Progressive Sampling seeks to approximate with confidence the smallest sample
at which the maximum of classification accuracy is reached - the first size where the accuracy
plateaus at the level matching the full data.
smooth. Without this, if a second sample, slightly bigger, is drawn there is no guaranty that
the accuracy of classification will improve. Only if the second sample is significantly bigger
this, indeed, may result - the potential is there but no guaranty. Accuracy of classification
for different samples increasing in size converges stochastically to the level at census, and
the sooner, less choices are left to draw a much different sample. An important aspect of
Progressive Sampling is scheduling, which has to do with the effort of obtaining a sample.
John and Langley [JL 1996] propose an arithmetic schedule by which the initial sample size
is sequentially incremented by a fixed number of instances. Instead, in a geometric schedule
by Provost, Jensen, Oats [PJO 2001] the sample is increased to a multiple of its initial size,
the factor being a constant of the power of the update step number. Due to scaling-up of the
rate the plateau can be reached faster. The authors claim that algorithmically this schedule
is optimal. Essentially, the mentioned methods operate on a different principle than used in
[DGW 2001]. Specifically, the stopping criterion being verified is the slope of the learning
curve, which has to become zero with a given confidence.
The presence of a learning algorithm is not a limitation of progressive sampling. It
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is only the classification aspect that matters, but any algorithm will do. Gu, Liu, Hu,
Liu [GLHL 2001] give the idea of how to obtain a sample involving no particular learning
algorithm, to be used as a starting point in progressive sampling. They find the appropriate
size from the general perspective of Kullback-Leibler divergence, which can be interpreted
as a distance between two probability distributions, here, between the sample and the data.
They prove that, in the asymptotic sense, small distances correspond to the accuracy of
classification being close to the optimal at which it plateaus. The unlikeness of two probability
distributions in sample S and data D is expressed as follows:
U(S , D) =
m∑
j=1
(
(pjS − pjD) · ln(pjS / pjD)
)
,
where pjS/D is the probability of occurrence of j-th value in the population of either S or D,
j = 1 . . .m , with m being the number of values. The multinomial representation is implied
throughout, for which purpose the continuous features have to be discretized. This quantity
is calculated for each resulting variable. The aggregate quality of sample S is
Q(S) = exp(−U) , U = (1/n) ·
n∑
i=1
U i(S , D)) ,
where n is the number of attributes. The quality Q ∈ [0 , 1] is an equivalent of classification
accuracy, with Q = 1 corresponding to the census in terms of the learning curve. Note, this
reckoning is valid even if the class attribute is not a part of the data. Several sample sizes
are evaluated simultaneously in a single swoop through the data and corresponding qualities
are regressed locally based on these measurements. As soon the linear regression, conducted
sequentially from smallest samples to biggest, indicates the zero slope of the quality curve
with a given confidence, the sample in the middle of the local regression range is claimed to be
the optimal. This is the same approach as in [PJO 2001], except no additional measurements
in the vicinity of the sample size are performed to verify the slope.
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Sampling may pursue not only the classification narrowly, but a wider context of data
distribution. Contrariwise, the densities can be parameterized to power a classification algo-
rithm. An associated task is clustering. For these purposes larger samples may be required.
The featured conservative estimate from [KA 1988] provides only for general needs. Less
restrictive bounds may be available in special circumstances.
2.3.5 Bagging
Generally, by contrast to sampling, the selection of elements in Instance-based Learning algo-
rithms is purposefully biased, allowing much trimmer subsets (Section 2.4). However, there
are results where sampling is engaged directly, as in the random mutation hill climbing by
Skalak [S3 1994], where the Monte Carlo method is used. The mutation hill climbing refers
to controlled sampling, genetically programmed to improve the classifier feedback. This is in
addition to random sampling, here with replacement.
Idea of selection of the fittest among many suitors, such as classifiers obtained from dif-
ferent samples in [S3 1994], was transformed by Breiman [B4 1996] into the approach known
as Bagging after Bootstrap Aggregation. The sample size in [B4 1996] is thus the same as
of the data, unlike in [S3 1994] where it is fixed. However, classifiers in [B4 1996] vote to
decide the class of a test instance, which makes it an example of ensemble classification. It
may appear, indeed, that data is ”begged” for answers. Assigning the label based on a single
chosen classifier is another way of vote aggregation. Just the same, it has to be test instance
dependent. In [S3 1994] all classification is done from a single sample, considered the best.
Bootstrapping is applied when data is scarce. Nothing prevents from drawing a smaller
sample when data is abundant. Just like in the class domain binarization from Section 2.9
we can use this approach to dissolve the problem into a number of simpler problems from
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the computational point of view, and so to reduce the complexity. If the complexity of an
algorithm is quadratic in the number of instances, for example, we are getting a significant
improvement as the complexity of the end solution is only linear in the number of compo-
nent classifiers, which is assumed only to be sufficient for reliable voting. This scenario is
rather moderate, representing algorithms calculating distances between instances. Also, the
approach makes fitting the sample into the limited computer memory more opportune.
Given that amount of data stays statistically significant, the smaller sample is drawn, the
more stable the classification algorithm becomes, as the noisy instances in the data are less
likely to reoccur in the sample. Conversely, bagging has a hidden agenda of destabilizing the
learning. Experimentally, it has been shown that Decision Trees benefit from bagging more
than algorithms like the Nearest Neighbor, considered more stable. Indeed, the sampling
with replacement slightly changes the distribution of data in the random manner, though
the data itself is not ideal in respect of the concept it represents. Data variance and bias of
learning contribute both to the classifier error. While the learning bias is fixed, bagging gives
a chance to escape the unstable versions due to data variance.
For that reason, randomization is explicitly sought in a number of studies. It is time
of the learning bias to be shaken up. Breiman [B4 2001] takes bagging further by deliber-
ately producing non-optimal trees which use a randomly chosen attribute to branch on at
any particular node. Even more radical ideas are realized by Ho [H3 1998] who generates
trees from randomly selected subsets of features. In the same spirit Bay [B3 1999] makes
use of the Nearest Neighbor classifier which weaker versions are generated by omitting some
features in random to form a feature-set of fixed size, thus affecting distance calculations.
Domeniconi and Yan [DY 2004] improve certain aspects of feature selection in this algorithm.
Radical randomization may produce substandard classifiers very inconsistent in their pre-
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dictions. Vetrov and Kropotov [VK 2004] advocate exclusion of those ensemble components
which do not show a local stability, that is, are sensitive to small changes in attribute values.
In [VK 2004] it is up to the user how to populate the ensemble. Whether this is applicable
in the context of bagging, as the method of ensemble formation, is not clear - the component
classifiers are of the same type, and the vicinity is implicitly tested. At the same time, a
border instance is intrinsically unstable and inner instance of a class is intrinsically stable.
At least, removal of unstable components can not make worse the outcome of ensemble clas-
sification, which can be proved theoretically, the authors claim.
Shapire and Singer [SS1 2000] capitalize on the idea of ”week learner” and go further than
bagging in the approach called Boosting, whereby if a test instance classifies uncertainly, it
is given a bigger presence. Likewise, if the instance classifies convincingly, its presence is
effectively decreased. Thus modified data is used again and again to draw samples for a
succession of classifiers. It is easy to imagine how this may work in the case of nearest
neighbor classification. This is an adaptive sampling, and the ensemble is rather a cascade
where succeeding classifiers are distinguished in their role. This takes us beyond the scope of
complexity reduction because the data is assumed small and also noise-free, so the number
of instances can be adjusted with the understanding that the data is far from truly revealing
the concept anyway, and secondly, the learner has to be week, not just any.
Ensemble voting can be further improved if component classifiers output expectation prob-
abilities of different labels, not only the best labels, so that a more meticulous vote counting
could be fulfilled. Domingos [D3 1999] offers a framework towards this aim, which Domeniconi
and Yan [DY 2004] fill with the Nearest Neighbor classifier. Alexandre, Campilho, Kamel
[ACK 2000] prove theoretically, albeit exemplifying the case of single dimension, that expec-
tation combination by simple averaging is optimal among various weighted combinations. To
calculate the final vote, in [DY 2004] it is also proposed simply adding up opposite ranks
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(the least winning first) of different labels obtained by component classifiers. This is a classic
method of point scoring, although the rankings can be combined differently (Ho, Hull, Srihari
[HHS 1994]). Saranli and Demirekler [SD 2000] try to give this intuitive rule a foundation;
however, the criterion they optimize does not lead to theoretical justification of any of the
proposed schemes generally, only in a favorable setting. Combination of outcomes based on
label ranks is a good compromise which avoids incompatibility and scaling problems, while
preserving the message conveyed by individual classifiers. Tuning to this air, Jaeger [J1 2004]
notes that label expectation is classifier specific, with meaning which may vary across the
ensemble, and proposes a scheme for unified representation of partial outputs based on the
classic Information Theory introduced by Shannon.
2.3.6 Imbalanced Problems
If classes are under-represented this creates a difficulty for learning from such data sets. This
is the same sort of the problem being dealt with in boosting. A two-class representation
is usually implied, while class domain binarization under the one-against-all approach, dis-
cussed in Section 2.9, will amplify any imbalance. Understandably, it is often referred to as
one-class problems. These by and large come from the field of medical diagnostics and can
be interpreted as diagnosed or not data mapping. As a rule, the reject is substantial, and
also is not a class in usual understanding - it is not easily separable from the diagnosed cases,
and this is on the top of their number being small. Just like the difficult data is over-sampled
on the purpose in boosting the over-supplied data in imbalanced sets can be under-sampled.
The stratified sampling is likely to fail because potentially it can remove the minority class
altogether or generally leave too little to infer from. Therefore, Yoon and Kwek [YK 2007]
propose the un-proportional reduction of the majority class. Nguyen, Bouzerdoum, Phung
[NBP 2008] take it further in a more flexible approach where class sets are provisionally clus-
tered before a classifier is constructed, effectively bringing the data into a balance.
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2.3.7 Parameter Tuning
Several classification algorithms take parameters which are difficult to estimate from a full
data set, let alone optimize. In these situations sampling becomes an excellent auxiliary tool.
Simple example among introduced to in Section 2.2 is the k-NN classifier where the opti-
mal number of nearest neighbors k is data dependent, although typically is assumed small.
Nishida and Kurita [NK 2008] draw multiple samples from a large data set and evaluate
parameters for their SVM (Support Vector Machine) before running the classifier on the full
data with the set of parameters considered the best. Essentially the same problem is dealt
with by Alpcan and Bauckhage [AB2 2008] who apply SVM in the Distributed Learning con-
text where different subsets of the overall data and solvers are networked.
The statistical technique of sampling, especially stratified sampling, seems providing a
required tool for reduction of complexity due to the data. However, the fair sampling is
stochastic in nature, and the sample size can not be easily adjusted to a required accuracy of
classification. In progressive sampling this is dealt with by gradually improving the quality of
a single sample. In bagging multiple samples are drawn, and results of classification are voted
on to avert the negative impact of data variance. At the same time, relying on sampling alone
for data reduction can spell an overuse - the sampling already has a substantial auxiliary role
in classification, lessening the bias of accuracy evaluation.
2.4 Instance-based Learning
Classifiers implementing the principle of k-NN, introduced among other designs in Section 2.2,
are called Instance-based Learners. In this context some instances are confusing, because us-
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ing them may lead to false predictions, and some instances are superfluous, because the
same result is achievable using other instances with a greater coverage. The idea of instance-
based learning is that instances, confusing or superfluous, are not used for reckoning, making
the content trimmer and the processing faster with the same or better accuracy. Dasarathy’s
[D1 1991] edited selection of articles offer a fair coverage of this domain of research. A detailed
survey of methods can be found in [AKA 1991] (Aha, Kibler, Albert) and [WM 2000] (Wilson
and Martinez). The two schools pursue conceptually different approaches to instance-based
learning. In this essay we follow a comprehensive overview of the field that Brighton and
Mellish [BM 2001] give in support of their contribution.
Following causes affect the accuracy of k-NN, and this should guide instance-based learners
when selecting critical instances to keep:
◦ noisy instances win the majority vote, resulting in prediction of the incorrect class,
◦ the instance in question is positioned close to a border where other classes interfere,
◦ an exception lets surrounding instances of a different class to win the majority vote.
It is rare that a concept is unlearnable via an instance-based method, whether because
sparsity of the data or specifics of the formulation. In majority of problems class instance
spaces are more or less homogeneous.
Some algorithms identify prototype instances (Chang [C2 1974]; Zhang [Z1 1992]; Seb-
ban, Zighed, DiPalma [SZP 1999]), or instances of high usability (Markovitch and Scott
[MS 1988, MS 1993]; Aha, Kibler, Albret [AKA 1991]). However, instances which lie on bor-
ders between classes are almost always critical for classification (Swonger [S6 1972]; Wilson
and Martinez [WM 2000]). Interior instances of class domains are superfluous, as their re-
moval does not lead to any loss of predictive ability of k-NN. The problem with methods
engaging the prior usage is that they tend to select these instances. Below we give the insight
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into reduction of redundant instances, techniques at the core of Instance-based Learning al-
gorithms. We separate Noise Reduction into a dedicated Section 2.5 next as this addresses
complexity due to the data in general, implying no particular method of classification.
The Condensed Nearest Neighbor (CNN) rule finds a minimally consistent subset of the
training data (Hart [H1 1968]). A consistent subset classifies correctly every instance in the
training set. The deletion criterion in CNN is opposite to that used by the Edited Nearest
Neighbor (ENN) rule (Wilson [W4 1972]). Instead of looking to remove instances causing
misclassification or redundant, ENN targets instances which are misclassified. This, there-
fore, results in removal of confusing instances (Section 2.5 follows this thread). CNN implies
a minimal consistent subset, but provides no criteria of the accomplished search. It had been
addressed subsequently in the Reduced Nearest Neighbor (RNN) rule (Gates [G1 1972]) and
the Selective Nearest Neighbor (SNN) rule (Ritter, Woodruff, Lowry, Isenhour [RWLI 1975]).
Rather than simply discarding instances, Chang [C2 1974] merges two existing instances (in-
cluding products of previous merges) into one. This results in synthetic instances that are
not actually observed, called prototypes. The merge is enacted if instances are of the same
class, and the consistency of the instance base is not compromised. A different view of in-
stance usefulness for classification is projected in [T3 1976 b] by Tomek, who offers several
algorithms modifying behavior of CNN, so that only instances close to class boundaries are
kept. All instances inside the class are then correctly classified from this selection. A number
of researches note criticality of border instances for classification. In particular, this con-
cept is upheld in the algorithm proposed by Brighton and Mellish [BM 2001] who follow in
footsteps of Wilson and Martinez [WM 2000] arguing the cause of batch processing. The
algorithm deletes instances as superfluous if their reachability is greater than the coverage
they have. Both properties count the number of instances that either reach or are reached
by the test instance. The reachability exploits the idea of local set of an instance, enlisting
nearest neighbors of the same class until a different class is encountered.
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2.4.1 Online Processing
IBn algorithms (Aha, Kibler, Albret [AKA 1991]) use an incremental approach of filtering
instances on input. With IB2, if a new instance to be added can already be classified cor-
rectly by the current instance base then the instance is not stored at all. Stored are only
those instances the learner can not correctly classify. This measure allows to avoid adding
superfluous instances, but the result depends on the order new instances are presented. IB3,
before removing noisy instances, also waits out. It keeps a record of how well stored instances
are classifying. Noisy instances are likely to be causing poor accuracy. Stored instances that
misclassify to a statistically significant level are removed, despite it is possible that they are
genuine exceptions or border instances. A number of modifications to IBn algorithms exists
(Cameron-Jones [C1 1992]; Zhang [Z1 1992]; Brodley [B5 1993]).
The ability of on-line algorithms to learn is limited by design. For example, Perceptron,
explained in Section 2.2, does not converge to a unique separating hyperplane if the classes
are not positioned clear from each other, enough for being linearly separable. Therefore,
many on-line algorithms are enabled for learning in the batch mode from the pooled data.
At the same time, doing the opposite, that is, forcing an algorithm into the on-line mode,
opens a perspective of learning at least something about the data. This is also a way to seek
reduction of the computational complexity, although on the algorithmic side.
2.4.2 Batch Processing
DROPn algorithms (Wilson and Martinez [WM 2000]), also known as RTn, unlike IBn, ini-
tially accept all of the training data, but then drop instances that impair the classification
accuracy. RT1 computes a set of small odd k (for easy voting) number of nearest neighbors.
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Then, another set of instances is accessed for each neighbor, called the associates. RT1 re-
moves an instance if at least as many of its associates after removal are correctly classified
without it. The noise reduction is implicit in this scheme. RT2 sorts nearest neighbors of an
instance by the distance from a nearest occurrence of another class. Instances furthest from
an instance of another class (in other words, the boundary) are therefore deleted first. Also,
RT2 relies on the original set of associates, even though some of them are deleted. A noise
filtering pass initiates the algorithm and is similar to ENN.
2.5 Noise Reduction
Data collection is prone to error. Perhaps this has to do more with misconception than with
individual measurements. There may be incongruity between attributes. Some circumstantial
influences may be neglected. Additional attributes can give the concept a better resolution.
The error can affect discrete attributes and continuous alike. It is in the nature of discrete
attributes, however, that their mistake confuses logic of the data. Especially misguiding is
mislabeling of the class attribute. The term ”noise” refers to the error; however, it is usually
assumed that only a small portion of data is affected and then in the random manner. It
is only because of this the problem of noise is approachable. It is often seen as lying in
the incorrect assignment of the class attribute, and it is usually understood that affected
instances have to be found and removed, explaining the term ”editing”. However, it can be
easily conjectured that wrong, other than class, attribute values is the turn side of the same
problem. The same is true for attribute values which are missing. As soon they are substi-
tuted with estimates this becomes a standard class noise problem. The problem of incorrect
class is sometimes approached from this perspective. However, finding optimal substitutes is
a separate topic. We leave this outside this recount of noise reduction techniques because we
assume that data is abundant, holding back the fast processing. Under the circumstances, it
is often possible to resolve incorrect or missing values by removal of affected instances and
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inundated attributes altogether. The rest of the data should suffice for induction of an accu-
rate classification rule, not possible from a corrupt or uncertain data, and this is the main idea.
Areas were classes are in a close proximity of each other create much ambiguity for learn-
ing algorithms. The complexity of the boundary can be mistaken for class overlap. Where
classes overlap badly - this can not be treated longer as the random noise. Other approaches,
modeling a consistent presence of noise are required, but the accuracy of classification will
be limited. So, border instances obstruct induction of a reliable classifier noise-alike. Noise
is only more random an error. Therefore, many antinoise techniques threat both in the same
manner, although it is sometimes possible to control rejection of instances with a user defined
parameter relating to noise severity. Even exceptions are often placed into the same cate-
gory of unreliable instances. Indeed, where domains consist of many exceptions (Daelemans,
Van-Den-Bosch, Zavrel [DBZ 1999]) it is difficult to distinguish between noise and genuine
data. Also, these outliers of one class in the midst of another have to be assumed small, and
this escalates the problem of border instances. Learning algorithms often prefer to desert
outliers, even though these can be properly identified, for the sake of simplicity, believing in
the shortest description, and following another principle that data needs to be statistically
significant before any inference could be made from it.
Perhaps this leaning towards thorough removal of all difficult for classification instances
is exaggerated in the filter model proposed by Brodley and Friedl [BF 1999], where classifiers
learned from the corrupt data are used to filter out noisy instances, and classifiers learned
from the cleaned data are used for classification. In this approach, noise is characterized
simply as misclassified instances of n-fold cross-validation, the sampling procedure explained
in Section 2.3. The instances failed to identify correctly in the test are removed from all folds,
and classifiers are retrained. However, the error of classification is contributed not only by
the data, but also the algorithm. Therefore, this approach is prone to overestimation of noise
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effects. To offset this, Brodley and Friedl suggest using ensemble classification. Khoshgof-
taar, Joshi, Seliya [KJS 2006] explore this option systematically by harnessing many different
classifiers of which a set rate have to agree on instance worth.
Effects of data variance on noise detection are addressed by Zhu, Wu, Chen [ZWC 2006]
who propose an ensemble technique of a different kind for handling of large, distributed data
sets, where same type classifiers, learned from the partitioned data, decide noisy instances
together. Same as in [ZWC 2006], Verbaeten and Van-Assche [VA 2003] explore different
schemes of ensemble voting, contributing also bagging and boosting ensembles from Sec-
tion 2.3 on sampling. In particular, the mechanism of boosting leads to the ever increasing
weight, or presence, of noisy instances, the more consecutive classifiers are built.
Despite not being the first, the contribution by Brodley and Friedl [BF 1999] offers a
framework many other algorithms follow. In particular, it is classifier independent. At the
same time, more efficient and yet scrupulous treatment for noise can be expected from appli-
cation of a special classifier to a particular data type. Below, we collate different techniques
according to how they broadly approach the data classification.
2.5.1 Instance-based Learning
We have previously introduced to Instance-based Learning (Section 2.4), conceptually conve-
nient to discuss instance reduction. Figure 2.2 presents an example of noise affected data in
two dimensions. The notion of data / feature / instance space is at the core of this methodol-
ogy. However, this is only possible when attributes are continuous. Using discrete attributes
in the same manner requires a conversion. One way of doing it is replacement of discrete
attribute values with binary (0/1) attributes. This can significantly increase the number of
attributes required for the problem representation - an undesirable outcome.
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One of the first techniques of editing is proposed by Wilson [W4 1972] (ENN). It targets
instances incorrectly classified by their k nearest neighbors. These instances, after a single
pass through the training set, are assumed to be the noise. Other instances that can become
affected are the genuine border instances of adjacent classes. Despite this, editing makes class
boundaries smoother and this is a sought after effect. Tomek [T3 1976 a] proposed repeated
application of ENN and also editing with all values of k to a maximum in the increasing
sequence to guarantee a cleanest ever output. Devijver and Kittler [DK 1980] noted that
the straightforward application of ENN may be biased and came with a procedure, the key
element of which is random subdivision of data into subsets and using them as reference sets
for editing first, before reassembling and editing the data again through application of the
same method until no noise can be longer detected. Compare this to [BF 1999] previously
described. Instead of n fold cross-validation, good as an accuracy benchmark method, in
[DK 1980] every fold is edited using only one other fold, called rotation, which guarantees
independence of samples in the test and training sets. This is taken to the next level in
[ZWC 2006, VA 2003] where classifier ensembles are used.
Dasarathy, Sa´nchez, Townsend [DST 2000] exercise essentially the same ENN, based,
however, not on the k nearest neighbors but Proximity Graphs. These neighborhoods have
some desirable properties. Firstly, they include only immediate neighbors of the instance
being tested. Secondly, they ensure a uniform spread of data around the point, not favoring
any particular sector. These neighborhoods can not be adjusted using a parameter like k
in k-NN, although a wider neighborhood can be built by adding neighborhoods of earlier
included elements of data. The algorithm in [DST 2000] also has a component for instance
redundancy reduction. Rather than to a proximity graph, a k-nearest surrounding neighbor-
hood of a test instance can be selected so that the instance is positioned close to the center
of the neighborhood (Sa´nchez, Barandela, Marque´s, Alejo, Badenas [SBMAB 2003]).
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Figure 2.2: Beans and Raisins. An instance far away from a congregation of the same kind is
likely to be the consequence of noise. The twice circled bean can not be identified by closest
instances neither when k = 2 (all nearest neighbors are raisins) nor if k = 29 (24/29 nearest
neighbors are raisins). However, a special caution is required when affirming instances as
noise or genuine where the class mix is substantial - the lightly colored area in the middle,
spelt over by both beans and raisins.
Franco, Maltoni, Nanni [FMN 2004] propose a scheme by which several counts obtained
for a data set, being edited, are combined. Each instance is tested in turn against others in the
set, using k-NN. There are two counts maintained for instances participating in classification
of other instances: the first is for positive identification, and the second is for negative. This
is called a reward-punishment approach. There is also a local-vs-global consideration, and
one additional count is obtained. The k-NN approach on instances themselves gives a close
view of the problem. So as not to get bogged in specifics, each class is separately clustered
(Fuzzy C-Means) and prototypes are obtained. This provides vantage points for observing
problem instances. k-NN is used again, this time on prototypes with k heuristically set to
the number of prototypes per class. For each instance it is simply counted how many times
it has been correctly identified by prototypes. Because on a single set of prototypes only
”0/1” counts can be obtained, the number of prototypes is gradually increased from one per
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class to a maximum. Once the prototype component is obtained per instance, all counts are
normalized into [0 , 1] range, becoming weights, with the negative weight transformed into
positive by subtraction from 1. The weights are then factorized and added up into what
becomes the total weight by which instances are finally decided whether they are noisy or
not. For this to happen, the weight has to be over a specified threshold. As to the factors in
the formula - they are globally optimized using a genetic algorithm.
Paredes and Vidal [PV 2000] approach the problem of noise editing from quite a different
perspective than simply based on classification rates. They argue that, strictly, no noise can
be found in the finite set representing the data. At the same time, the data space requires a
significant bending, if it were, to include all incursions with the class they belong to. There-
fore, the authors propose setting influence weights for each instance, which amplify distances
calculated to the instances. High weights are supposed to be indicators of likely noise. In
the case of k-NN classification, if the new instance comes close to a noisy instance then the
high distance factor will remove the latter from the neighborhood so as not to affect the
prediction. Minimization of a criterion encompassing all instances in [PV 2000] leads to an
iterative procedure for weight updating. At the end, instances having the weight above a user
defined threshold are deemed noisy. The authors also claim that, by adjusting the parameter
to a lower value, the redundant instances can be netted as well. The approach thus has the
combined effect of the technique proposed in [DST 2000].
2.5.2 Decision Trees
Instance-based Learning assumes continuous attributes. The conversion from discrete to con-
tinuous entails expansion of the feature space. A Decision Tree (Section 2.2) can handle both
attribute types directly. The tree is grown from decision rules contained in records repre-
senting data instances. The whole idea of the classifier is to optimize this set of rules. This
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derives naturally from the universal principle behind a good theory, known as the Minimum
Description Length (Rissanen [R2 1978]). A theory is the better the shorter the description
of the theory and exceptions together. And so, this is how the problem of noise is approached
in this mixed attribute type domain.
The natural antinoise properties of Decision Trees are noted by John [J2 1995]. After a
tree is built, it undergoes a pruning stage. The tree is made lighter level-by-level, starting
from leaves. The leaves are verified from the perspective of the immediate branch. If removal
of leaves leads to the same accuracy of classification, the pruning is taken to the next level
towards the root, until a stage is reached where no improvement is longer possible. This
has a potential for exposing noisy instances. In [J2 1995], after pruning a Decision Tree, the
misclassified training examples are removed and the tree is rebuilt using the reduced set.
This process is repeated until no more instances can be removed.
Srinivasan, Muggleton, Bain [SMB 1996] use Inductive Logic Programming which can be
compared to induction of Decision Rules directly, without mediation of a Decision Tree. A
general rule is specialized step-by-step. All exceptions (misclassifications) have to be negated
to be included in the theory. Therefore, if a general theory can not be successfully special-
ized, the negated exceptions have to be generalized where possible to reduce the length. If
this is not possible, then exceptions simply negated are likely to be the noise. Authors con-
tribute a non-monotonic learning strategy leading to separation of true exceptions from noise.
A more investigative look at how noisy instances may confuse induction of a steadfast,
succinctly described Decision Tree is taken by Gamberger and Lavracˇ [GL1 2001]. A set of
rules is obtained through Inductive Logic Programming, where conditions against which a
new instance is tested are referred to as literals: ”In rule-based induction, the hypothesis
complexity measure can be defined as the number of attribute value tests (literals) used in
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the hypothesis.” Two-class representation is not a limitation (Section 2.9), but is essential
for this analysis: ”A literal covers a pair of examples if it is true for the positive and false
for the negative example in the pair.” The pairing of instances of opposite classes and count-
ing the number of literals which satisfy the pair makes the idea of this algorithm. Subsets
belonging to opposite classes that satisfy each literal are found. This is then projected onto
individual instances by means of weights designed to reflect the rarity. Problem instances
with weights over a threshold are removed from the data, and rules are regenerated. This is
repeated until no such instances are longer found. The authors also propose a combination
of this saturation filter, as they call it, with the classification filter from [BF 1999], where
the original technique is applied to training data sets before testing, and a consensus filter
where the original technique is applied to training sets without testing, and then suspected
instances of noise across the whole data are counted how many times they were found to be
the problem. This is controlled by a user defined parameter.
2.5.3 Other Methods
Guyon, Matic´, Vapnik [GMV 1996] discuss data cleaning in connection to their Optimal
Margin Classifier, the predecessor of contemporary Support Vector Machines (SVM). The
classifier finds the widest margin hyperplane fully separating a pair of classes. This problem
is reduced to locating support vectors on the boundary of either class, which set fully identifies
the hyperplane. Therefore, these instances are decisive, or informative. If the data is affected
by noise, these instances require a verification of genuineness. Generally, instances which fail
to classify correctly have to include the mislabeled instances. However, having a limited set
of data it is not possible to distinguish genuine instances from noisy, what only an expert
can decide examining origins of the data. The authors restate an observation that instances
which fail to classify correctly have to be assumed informative, no matter how surprising this
may appear. The informativeness reflects the amount of surprise. Therefore, if instances are
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sorted by their informativeness, the abnormal cases can be subjected to the expertise whether
they are true or false. The information gain of correct classification of surprising instances is
high because the probability of this to happen is low. A suitable information criterion can be
derived from ways this probability is calculated. In k-NN classification the natural criterion
is the number of instances in support of the correct label. Considering various designs of
classification algorithms, often a certain error directly affecting the classification accuracy
is being minimized. The value of the objective function of optimization at the solution can
quantify the criterion generally - once an instance is removed, the change of the objective
function reflects the informativeness of that instance. Universally, the accuracy of classifica-
tion can serve the purpose, and thus we return to the framework suggested by Brodley and
Friedl [BF 1999]. In SVM the informativeness obtained from the objective function trans-
lates to the magnitude of the factor a support vector is included with. Guyon, Matic´, Vapnik
[GMV 1996] also give an example of a neural network, generally an online algorithm, in
the ”active learning” mode (small batch, pooled processing rather than instance-by-instance;
Sections 2.3, 2.4), where the time, difficult instances are held for proper adjustment of the
network parameters, is used as the criterion of informativeness. Often, informative instances
are simply rare. Therefore, only access to a larger data can lead to a conclusion whether
these instances are worthy or worthless. The authors make an observation that while the
error on the training set is monotonically decreasing when instances are dropped, more infor-
mative first, on a validation set, independent from the training set, the error goes through a
minimum. It comes down initially, but after too many informative instances are removed it
starts to pick up. Therefore, rather than giving it to an expert, the latter circumstance can
be used to estimate the threshold of informativeness up to which instances are genuine and
above are noisy. This, however, does not give a method - evaluation of the generalization
error is difficult, if not impossible, as the whole concept of data is seldom known. At the
same time, classification algorithms have a certain capacity as to the amount of data they can
possibly classify with no error. The authors propose to use the guaranteed risk instead of the
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actual to approximate the minimum as above and decide the threshold of informativeness.
The guaranteed risk parameters can be estimated through fitting of its functional form to
the validation-less-training error measurements for different numbers of training instances.
Oka and Yoshida [OY 1996] designed a learning method based on Neural Networks, which
has a noise treatment component. This component, also a network, translates to Instance-
based Learning. Each stored instance has a radius of influence trained by the network, which
magnitude makes the basis for distinguishing exceptions from noise. Thus, this feature places
[OY 1996] together with work [SMB 1996]. Additionally, whether an instance is classified in
accordance with one of the stored instances depends on the radius, the distance, and the rate
of correct uses of the stored instance. In the case of misclassification, the influence region of
the reference instance is contracted if its rate of correct uses is lower than a predetermined
threshold, and the new instance is stored if outside the region. Stored instances are discarded
if their ”impression” degree, having to do with correct uses, becomes less than a threshold.
Rebbapragada and Brodley [RB 2007] see the problem of noise as a part of the general
problem of classification. The framework they base their analysis on is classification algo-
rithms able to output probabilities, or weights, of different class labels. Partially labeled
data sets, or where the concept is changing, may require this kind of handling, and adequate
methods exist. So, the authors make use of a clustering algorithm (Expectation Maximiza-
tion) which quantifies affiliation of each instance with different clusters. Because different
instances may have different class labels, this amounts to class membership. Classes have to
be separable if they are not to create the problem of noise and, therefore, the clusters should
be ideally crisp. If a mix-in of a different class occurs in a cluster - there is a possibility of
noise. The computation encompasses all pairs of classes, with a generalization at the end to
produce the vector of labels for any instance. Accordingly, where the actual class can not be
confidently predicted using the spectrum of labels - these instances misguide the classification.
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Segata, Blanzieri, Delany, Cunningham [SBDC 2008] find a different use for SVM in the
context of noise removal than initially contemplated in [GMV 1996], all due to appearance
of noise-tolerant versions of the classifier. The approach proves being superior over a number
of methods compared with, also because the systematic manner the classifier is applied. For
each instance a SVM with Gaussian kernel is trained on its k-nearest neighborhood, with k
values sufficiently high to approximate the interclass boundary locally in the usual to SVM
two-class representation to which any classification problem can be reduced (Section 2.9).
The local model allows estimation of probability of the correct classification of the concerned
instance. The instance is removed if this probability is below a threshold. In other words,
removed are instances that are too close to, or on the wrong side of the decision boundary.
Noise in data creates a significant problem for, and is endemic to classification, which
explains the versatile effort towards relieving from it. Summarizing all, this highlights follow-
ing general principles. Similarity in attributes have to extend to the same class label for the
genuineness to hold (Instance-based Learning), or the classifier has to satisfy the minimum
description length to successfully render the exceptions (Decision Trees). It seems, no gen-
eral approach exist to separation of noise from outliers; however, some techniques go beyond
mere isolation of all exceptions, including the errors. Instead, a trend is emerging towards
a soft appraisal of instance usefulness for classification via instance weighting. The widely
adopted design element of cross-validation introduces a certain bias. This can be improved
via rotation of the training and test data sets and ensemble classification. Using different
classifiers simultaneously offers a remedy for the learning bias.
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2.6 Feature Weighting
The similarity measure of information space, also known as distance function in k-NN algo-
rithms, can be generalized as follows:
d(x , y) =
∑
f∈F
wf · δ(xf , yf )2
1/2 , δ(xf , yf ) = |yf − xf )| ,
where xf and yf are normalized values of f ∈ F feature of respective instances, and wf is a
constant that weights the role of f -th attribute in the similarity function. Appropriate weights
improve accuracy of k-NN algorithms, especially in domains with many irrelevant attributes.
Aha [A1 1989]; Kelly and Davis [KD 1991]; Mohri and Tanaka [MT 1994]; Wettschereck and
Aha [WA 1995] conduct comparative reviews of several existing methods, which we base this
recount on. Intuitively, more important attributes should be assigned larger weights than
otherwise, while totally irrelevant attributes should be assigned the weight of zero. However,
little is done for theoretical backing of the optimal weight setting.
All attributes contributing equally, the expression becomes an equivalent of the standard
Euclidian distance. Sometimes an attribute is completely irrelevant for classification, so it
should be removed from the distance function. A number of methods do exactly that by as-
signing all binary weights, which is also called feature selection (Aha and Bankert [AB1 1994];
Caruana and Freitag [CF 1994]; Skalk [S3 1994]; Moore and Lee [ML 1994]). In particular,
presence or absence of attributes in decision trees, like C4.5 by Quinlan [Q2 1993], can be
used for setting weights of 1 or 0, respectively (Kibler and Aha [KA 1987]). We return to
this in Section 2.7 to discuss the aspect of best feature-set for classification.
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2.6.1 Classification Feedback
A number of algorithms update / optimize the weights in a single pass through the training
set. These algorithms are sensitive to the order the data is accessed.
EACH algorithm (Salzberg [S1 1991]) is a k-NN variant that updates all feature weights
by a fixed amount after classifying each training instance. For correct classifications, weights
of all matching features are incremented using
w(f) ← w(f) + ∆w ,
while all mismatching feature weights are decremented. Incorrect classifications cause weights
of mismatching features to increase, instead, and weights of matching features to decrease.
This procedure is supposed to assign higher weights to more relevant features. Slazberg’s
algorithm influenced the design of IB4 (Aha [A1 1992]) which has the ability to self-adjust to
data distribution, updating weights in a flexible manner rather than by a set amount. When
classifying a test instance with a training instance, the degree to which IB4 updates weights
depends on the class of highest probability.
Kira and Rendell [KR2 1992 a, KR2 1992 b] note that these algorithms assume a uniform
distribution for feature values and introduce a weighting algorithm named RELIEF that
removes this limitation. It iterates through a weight-updating procedure, selecting a random
test instance x and locating its most similar positive p and negative n training instances in
the two-class setting, and then updating each feature weight using
w(f) ← w(f)− δ2(xf , pf ) + δ2(xf , nf ) ,
although squaring is unnecessary in this formula. When classifying, RELIEF maps these
weights to binary values. If w(f) ≥ τ , then f -th feature weight is mapped to 1, and
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otherwise 0, where τ is a user-specified relevance parameter. Kononenko [K4 1994] modified
RELIEF to average contributions of k nearest positive and negative instances to x, and ex-
tended its applicability to noisy, incomplete, and multi-class data.
These algorithms generally assign low weights to completely irrelevant features and out-
perform standard k-NN for some applications with many irrelevant features. However, they
are not sensitive to redundant or highly interacting features. For example, IB4 performed
poorly on a task with many partially relevant features (Aha and Bankert [AB1 1994]).
Other methods optimize feature weights by repeatedly processing instances. For example,
Aha [A1 1989] changes weights in accordance with the success or failure of classification of
training examples. When the objective function is reasonably smooth, the learning rate can
be substantially increased by exploiting knowledge of the gradient. Lowe [L1 1995] employed
this approach in the Variable Kernel Similarity Metric (VSM) resembling Euclidian. Feature
weights in this algorithm are found by minimization of the summed-up leave-one-out classi-
fication error on the training set. The error is a function of differences between probabilities
computed by VSM and the target class. k-NN/vsm (Wettschereck [W3 1995]) replaces the
Gaussian kernels of Lowe’s VSM with a differentiable k-NN function and eliminates the use
of pre-assigned instance weights. k-NN/vsm employs a distance-weighted voting scheme (Du-
dani [D4 1975]). This algorithm chooses k to minimize the leave-one-out classification error
on the training set. It then uses the same procedure as VSM to optimize feature weights.
2.6.2 Statistical Estimate
Other approaches do not use the classifier feedback for weight setting.
Stanfill and Waltz [SW 1986] introduce the Value Difference Metric (VDM) which effec-
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tively calculates weights for discrete features using conditional probabilities for their values.
This is new comparing to the popular overlap metric which simply counts the number of
mismatching features. Other way of approaching the problem of discrete attributes is bi-
narization of their values, thus enabling application of any metric for continuous attributes.
VDM allows similarity contribution of individual feature values to vary with probabilities
for class projections. Weights are updated based on the observed relative frequency that
instances in the training set with value v for feature f are in class c. Thus, two instances are
similar, if they have feature values with similar class distributions. Variants of VDM were
suggested. Cost and Salzberg [CS 1993] proposed MVDM which Ting [T1 1994] extended to
continuous features. However, the metric is regarded as controversial. Daelemans and Van-
Den-Bosch [DB 1992] report that a method that assigns weights using information gain can
outperform VDM, and Aha [A1 1998] that even the overlap function can outperform VDM.
The method by Daelemans and Van-Den-Bosch [DB 1992] also uses conditional probabili-
ties to assign feature weights. The idea of Information Entropy and Information Gain (IG) as
the difference between two values of entropy goes back to works of Shannon on information
transmission (Haykin [H2 2009]). IG is used in decision trees to select nodes for splitting
(Quinlan [Q2 1986, Q2 1993]). This approach is extend to feature weighting in [DB 1992].
The normalized IG assigned weights are as follows:
w(f) =
∑
c∈C
[−p(c) · log(p(c))] −
∑
v∈Vf
[
p(xf = v) ·
∑
c∈C
[−p(c | xf = v) · log(p(c | xf = v))]
]
.
This equation subtracts the average entropy of a feature from the entropy of the training set
X with classes C and values Vf of feature f , where p(c) and p(c | xf = v) are probabili-
ties of class c a priori and a posteriori, derived from unconditional and conditional on value
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v frequencies of feature f , respectively. A feature weighting algorithm should assign lower
weights to features that provide little information, and higher weights to features that are
more relevant for classification. The equation assigns the weight of zero to features whose
distribution of values is independent of the class, by equalizing the first and the second term,
and the (positive) value of the class entropy to features that completely determine the class,
by turning the conditional probabilities into unities. The authors report that this weighting
method can improve k-NN accuracy substantially (see also Van-Den-Bosch and Daelemans
[BD2 1993]; Daelemans, Gills, Durieux, Van-Den-Bosch [DGDB 1993]).
The equation above does not define though how IG is computed for continuous features.
Wettschereck and Dietterich [WD 1995] divide continuous features into a pre-determined
number of intervals, treating all values within a given interval as equal. They found that this
weighting method improved the performance of EACH (Salzberg [S1 1991]). Rather than
based on the equal length intervals, features can be discretized using the Fayyad and Irani
[FI 1993] algorithm. Mohri and Tanaka [MT 1994] and Ting [T1 1994] used this method in
their applications. See Section 2.10 for other discretization techniques.
IG in respect of the class and any other attribute of the data is an interpretation of
Mutual Information (MI) between any two features xu and xv with values u ∈ U and
v ∈ V , respectively, expressed in joint probabilities as follows:
MI =
∑
u∈U
∑
v∈V
[ p(xu = u , xv = v) · log(p(xu = u , xv = v) / (p(xu = u) · p(xv = v))) ] ,
IG do not account for interferences of other features when computing individual feature
weights. This can lead to inferior performance for tasks with interacting or redundant fea-
tures. Battiti [B2 1994] describes an approach that addresses this problem by first computing
MI for each pair of features and then decreasing the weight of highly interacting features;
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and MI is the reduction in uncertainty of one variable given knowledge of the other.
2.6.3 Correlated and Independent
A substantial shortcoming of all methods that simply assign weights to individual features
is their insensitivity to correlated features. This can be addressed either by using distance
functions that combine weights or by transforming the representation of new features before
weighting. However, the transformed features often meaningless. This rather belongs to the
category of feature extraction methods discussed in Section 2.8.
Mohri and Tanaka [MT 1994] propose a statistical technique for calculating attribute
weights, and show that such weights are optimal in the sense that they maximize the ratio
of class variance average to variance of all data. The method assigns the absolute values
computed by QM2 to feature weights in the following variant of the Euclidian distance:
d(x , y) =
∑
f∈F
 ∑
f ′∈F ′
w(f ′ , f) · δ(xf , yf )
2

1/2
,
where F ′ is the set of transformed (new) features, and w(f ′ , f) is the weight of given
feature f for the transformed feature f ′. This is an example of linear feature transforma-
tion. Indeed, QM2 (Quantification Method II) by Hayasi is a supervised version of the PCA
(Principal Component Analysis, Section 2.8). However, it is not obvious that this criterion
also maximizes the accuracy of 1-NN classification.
Another algorithm that supports feature transformations is IB3-CI (Aha [A1 1991]). This
is a knowledge-intensive extension of the noise-tolerant IB3 algorithm (Aha, Kibler, Albert
[AKA 1991]). It uses a Bayesian approach, adopted from [S2 1987 a] (Schlimmer), to di-
rect the search through a space of logical feature combinations and assign binary weights.
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IB3-CI proves good in comparison with algorithms that do not perform the representational
change. However, domain specific knowledge is required to find suitable feature combinations.
2.6.4 Local vs Global
Feature weighting algorithms are distinguished by whether the weights apply globally or lo-
cally. Weights can be feature value specific as in VDM; still weights are identical for all
instances with the same value. Other schemes put no restriction on feature weights, allowing
them to vary from instance to instance.
The asymptotic error rate of 1-NN is no more than twice that of the Bayes optimal clas-
sifier (Cover and Hart [CH 1967]). Short and Fukunaga [SF 1980, SF 1981]; Fukunaga and
Flick [FF 1982, FF 1984] use this fact to compute feature weights for a weighted distance
function. They estimate the finite sample risk from the local neighborhood of a given in-
stance. They then minimize the difference between the finite sample risk and the asymptotic
risk to obtain a local distance function for each instance. Hence, to classify an instance
the authors first find its k nearest neighbors, as defined by k-NN, and then recompute each
neighbor local distance function to find the nearest neighbor. Myles and Hand [MH2 1990]
extended this approach for multi-class problems.
Fukunaga and Flick [FF 1984] also propose a global distance function that combines the
information from all local functions into one global set of weights for a weighted Euclidian
distance function. In the same spirit, Aha and Goldstone [AG 1992] combine local with
global distance functions to compute instance specific weights for their GCM-ISW algorithm.
The distance for continuous features is defined using dynamically assigned weights, bringing
together the instance specific weight w(f , x) and global weight w(f). As the difference
δ(xf , yf ) between values of f decreases, where x and y are two instances, the instance
61
specific weight contributes more to the combined weight w(f , x , y). Instead, the global
weight w(f) takes over when this difference increases. Thus, this distance function depends
more on instance specific weights when the new instance is similar to the stored instance,
and depends more on global weights when they are not similar.
Hastie and Tibshirani [HT 1996] compute a separate distance metric for each instance
through an iterative process. The main idea is to shrink the neighborhood around the in-
stance in directions orthogonal to the decision boundary, thus giving higher weights to features
whose axes are closer to the perpendicular with the boundary. Friedman [F1 1994] proposed
a technique, which is computationally more efficient. It entails the recursive partitioning to
find the k nearest neighbors to an instance. The algorithm zooms-in on the instance along the
most relevant feature. That is, the most relevant feature is scaled at each step, so that a fixed
fraction of given training examples fall outside a predetermined range around the instance.
The training examples outside of that range are then discarded, a new most relevant feature
is determined, and the process is repeated until only k training examples remain. The local
relevance of a variable is estimated from the reduction of prediction error that knowledge of
the value of that variable would yield.
Feature selection algorithms may be thought of as assigning binary (1/0) weights to fea-
tures. Aha and Bankert [AB1 1994]; Kohavi, Langley, Yun [KLY 1997] compared feature
selection and feature weighting methods. These studies suggest that feature selection algo-
rithms perform best when features are either highly correlated with the class or completely
irrelevant. Feature weighting is more appropriate where features vary in their relevance.
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2.7 Feature Selection
In a collection of data all attributes are equally significant. It is not possible to formulate
the problem of attribute selection without assuming certain dependence between attributes.
In classification we are interested to find what features are the predictors of the class - a spe-
cial attribute. Therefore, the problem is feasible. This area represents a particular interest
for this study because the data driven computational complexity can be significantly reduced.
The number of features can be quite large. Data is often collected routinely, for record-
keeping, and can be used for various purposes. Even if features are designed to represent a
particular problem, relevant features are often unknown in advance. There are may be many
features potentially influencing the class. Even so, in some specific circumstances many at-
tributes may act as parameters, that is, they do not change, thus identifying a subset of
data. Therefore, it is quite likely that in a particular application, many redundant and irrel-
evant features are present. We may be also interested in the trade off the little significance
attributes pose, as classification algorithms all have an intrinsic limitation on the accuracy
that they can possibly reach, called the classification bias. The asymptotic risk of the ”ideal”
Bayesian classifier is commonly used as a benchmark for estimation of intrinsic error levels
of other classifiers, for example k-NN (Cover and Hart [CH 1967]). The bias of the classifier
may make it insensitive to the input from minor factors.
Irrelevant or redundant features may have negative effects on classification algorithms.
Irrelevant features may cause the overfitting, misleading the learning algorithm about its true
accuracy. Overfitting means getting very accurate predictions on the training set, whereas
any new data makes the classifier to perform poorly. The classifier obtained under the circum-
stances is more complex, less efficient, and not useful for understanding of results. A complex
classifier tends to be less accurate comparing to a simple classifier (Quinlan [Q2 1993], Ris-
sanen [R2 1978]). Also, having more features increases the problem space - more instances
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are required for describing the data in the statistical sense. The demand for additional data
is exponential, dubbed the ”curse of dimensionality” after Bellman (Haykin [H2 2009], also
consult Section 2.3 on the sufficient sample size).
Feature selection resulting in removal of redundant and irrelevant features means sim-
plification of the problem. Less data allows the classification algorithm to learn faster and
achieve higher accuracy. Less data require collection for next classification rounds. The fea-
ture selection component can be a performance booster for a classifier (Quinlan [Q2 1993]).
Feature selection represents a problem of search for an optimal subset of features, based on
certain evaluation criteria. The search can be conducted in a univariate (single feature sets)
or multivariate manner. Different types of evaluation measures can be used and have their
unique applications. The article by Saeys, Inza, Larran˜aga [SIL 2007] surveys the current
state of taxonomy of feature selection methods and lists a wide reference material. Recent
Liu and Motoda [LM 2008] edited book presents some salient topics of feature selection.
2.7.1 Optimal Feature-Set
Feature selection represents a search problem, with each state in the search space specifying a
subset of possible features. This problem becomes trivial if the search space is small. Usually,
however, it is not small. It is exactly 2n, where n is the number of features. Figure 2.3 shows
the search space for n = 4.
Common search tactics are as follows. The Sequential Forward Selection begins with an
empty set, and features are added to it, one at a time (Kittler [K2 1986]). Each time the best
feature among unselected is chosen based on some criterion. The set grows until it reaches
the size of the full set of features. A ranked list of features is emerging through this selec-
tion. The Sequential Backward Elimination, instead, begins with the full set of features and
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removes one feature at a time until the set is empty. The opposite order of feature removal
defines their ranks in this case. This is the conventional, long known approach, preferred for
focusing on irrelevance. Search in both directions extracts one good and one bad feature at
a time, and is faster than any of tactics so far, but becomes less scrupulous down the middle
of the search space (Ferri, Pudil, Hatef, Kittler [FPHK 1994]).
None of the search tactics can guarantee selection of the optimal subset of features, only
the exhaustive search can. In some cases of the multivariate search, features may have proper-
ties allowing to bypass certain combinations (Schlimmer [S2 1993]), or assumptions are made
about partial sets, called the heuristic search. Other tactics include the breadth first search,
the depth first search, depending on how the lattice of feature sets is traversed. A certain
practical significance has the beam search, targeting the best subset of fixed number of fea-
tures (Siedelecky and Sklansky [SS2 1988]). Also, the search can be conducted randomly,
accomplished in a limited number of steps. Genetic Programming offers an alternative to the
mere random search (Skalak [S3 1994]). These methods use mostly wrapping, or performance
feedback as the measure of evaluation, as further explained.
Branch and Bound method of the shortest feature-set selection (Narendra and Fukunaga
[NF 1977]; Yu and Yuan [YY 1993]) is based on the monotonicity principle, which allows a
significant reduction of the search space. The principle, which generally holds in the absence
of irrelevant features, states that if a feature is removed from a subset of features, the change
of evaluation measure can be monotonic only, corresponding to reduced, or same relevance
of the new feature-set. Therefore, the search can be limited to the upper portion of the
search tree, where each node is spawned by successive withholding of a single feature from
the upper set. If in the process of evaluation the measure reaches a certain threshold, the
search down that branch is discontinued. The shortest feature-set is selected among those
having the evaluation measure no less than the threshold.
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Figure 2.3: Feature-set universe ways of exploration. The sets are binary coded: 1 means the
feature is present, given a position, and 0 that it is absent.
If individual features can not be ranked on results of selection of various subsets, the
approach is multivariate. Otherwise, it is univariate. Evaluation of single feature sets is
appealing as it provides an insight into design of bigger suboptimal sets. However, only the
independence of features and consistency of combined feature-sets can guarantee the increase
of accuracy of combined sets. Introduction of a redundant feature into a subset does not
change the accuracy of classification. The univariate approach finds other applications. For
example, in Decision Trees it may be used to achieve clarity and optimality of design by
selecting one best feature at a time when subdividing the data, as explained in Section 2.2,
whereas the Naive Bayesian classifier, also there, assumes that all features are independent,
and so where it works the univariate view should apply too. Section 2.6 lists a number of
univariate methods, what feature weighting, indeed, implies.
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With any subset of features being evaluated, the classification problem needs to stay cor-
rectly formulated and this means separability of classes. If there are instances having same
feature values but different classes, the learner can not be trained - the input is contradictory.
Perceptron from Section 2.2, for example, does not converge to a solution if classes are not
linearly separable (Haykin [H2 2009]). Support Vector Machines (SVM) by Vapnik [V1 1998]
- another classifier, like Perceptron, separating classes to a maximum margin, requires a
special arrangement in the case of class mix, perceived as noise. Even if data sampled for
training does not contain clear signs of inseparability, it does not guarantee that no class mix
theoretically occurs. Feature subset selection has to be consistent in the classification context.
2.7.2 Evaluation Measures
As feature selection is performed in the context of classification, it seems reasonable that
accuracy of predictions can serve as a feature-set evaluation measure. A subset is the better,
the more accuracy it yields. Indeed, the accuracy is widely recognized as the primary mea-
sure of feature evaluation. Other measures are built around correlation between the class and
data distribution. They may take different forms, often expressed via conditional probabili-
ties - dependence, distance, information - but embrace the same idea. Examples of various
measures, including the classification feedback, are found in Section 2.6 on feature weighting.
Whatever is the measure, it should define the feature relevance unequivocally. Removal
of a relevant feature should always result in reduction of quality of the residual set, regard-
less the choice of measure. The question is only by how much, and is the measure sensitive
enough. Kohavi and John [KJ 1997] differentiate between strong and week relevance. Ir-
relevant attributes may inhibit the feature-set quality, subject of design of the evaluation
measure. However, if classes of data are separable, addition of a feature can not change that.
If removal of a feature does not affect the measure, the feature is either redundant in respect
67
of the remainder or irrelevant. However, if features correlate, it does not necessarily mean
that they can replace for each other, that is, they are individually redundant.
Decision Trees and Neural Networks (Perceptron, SVM) are examples of the Embed-
ded feature selection, with feature relevance worked out in the process of training of these
classifiers (Section 2.2). This is different from using correlation measures or accuracy of clas-
sification. At the same time, the selection by Information Gain in decision trees (Quinlan
[Q2 1986, Q2 1993]) as a part of induction, the preprocessing step, is example of a Filter. It is
necessary, however, that different evaluation measures when combined had similar biases. If,
instead, the accuracy of classification is used as the indirect measure for feature evaluation,
this is called Wrapping. This technique is universal, and any classifier can serve the purpose.
The convenience of the wrapper model is that any subsets can be evaluated, not only
individual features. It is integrated with learning, and the end purpose is, indeed, mini-
mization of the classification error (Siedelecki and Sklansky [SS2 1988]; Kohavi and John
[KJ 1997]). Also, the learning and feature selection are using the same bias (John, Kohavi,
Pfleger [JKP 1994]; Aha [A1 1998]). It comes with additional costs though. There is the
need to rebuild the classifier every time a new subset of features is tested, and calculations of
accuracy involve the repeated cross-validation, see Section 2.3 on sampling in this context.
The computational resource may be restrictive on large data-sets. In this regard the
technique of wrapping is the most demanding. Embedding should be less so, nonetheless
the classifier has to be assumed complex, so that filtering is required. For example, SVM is
computationally challenging. Moreover, a wrapper model can be created around a classifier
having feature selection embedded. The filtering is thus emerging the easiest of models of
feature selection (Saeys, Inza, Larran˜aga [SIL 2007]). This order is very approximate.
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2.8 Feature Extraction
The ultimate result of feature selection is a set of all relevant, non-redundant features. It
is important to know the shortest set of factors contributing to classification, in particular,
what data items have to be acquired. Feature weighting from Section 2.6 can give a measure
of how different factors contribute. Even when some relevant attributes are discarded for
little significance this is still done at the stage of problem formulation. The inputs required
for classification have to be clearly stated. However, there are ways of getting a more concise
representation through transformation of the feature set. This broad category of methods is
called Feature Extraction. It takes into account problem specifics and can be accomplished
in a supervised or unsupervised manner.
2.8.1 Supervised Approach: Decision Boundary
Though any method of data convolution using original factors can be considered a feature
extraction, there are topics that are traditionally associated with this field of research. Some
methods compute decision surfaces separating classes as a preliminary step to classification.
Often this design assumes having just two homogeneous classes that can be separated with
a hyperplane. In this approach the difficulty arising from the complexity of shape of class
domains in a close proximity of each other can be settled via transforming the space using
kernel methods (Haykin [H2 2009]). The non-homogeneity and the insufficient clearance be-
tween classes can be dealt with in the same manner. However, choice of the kernel is very
dependent on the problem. Once the best separating hyperplane is found, whether in the
original or transformed space, there is one particular direction seizing the essence of the prob-
lem, specifically, the normal direction to the hyperplane.
Ideally, dimensionality of a problem can be reduced to just a single variable. All what
is required for classification is projection of data points onto the normal vector to the class
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separating hyperplane. At the same time, projections of the normal vector onto coordinates
in absolute values can be interpreted as weights by which relevance of features is judged. A
number of methods aim to achieve this goal. They either look for the hyperplane or calculate
a direction that can be interpreted as the normal vector. The data is class-divided, and so the
most yielding representation has to manifest the class distinction. Essentially, these are meth-
ods of classification. Drawing much attention Support Vector Machines (SVM), introduced
by Vapnik [V1 1998], fit a hyperplane so as to increase the separation margin. Also widely
used are Multi-Layer Perceptrons (MLP) resulting in a separation boundary, which can be
a hyperplane (Go and Lee [GL2 2000]). The classic Linear Discriminant Analysis (LDA) by
Fisher finds a direction satisfying the criterion that class middle points are removed from each
other as far as possible, while the data concentrates as much as possible about these points
(Fukunaga [F2 1990]). There are also equivalent probabilistic techniques, like estimating the
upper bound of the Bayesian error from the Bhattacharyya distance (Choi and Lee [CL 2003]).
If the decision boundary is not a hyperplane then at different points of the surface we
have a different direction best describing the change of the data. Also, more classes will give
rise to additional surfaces. The two-class representation is very compact, though, and there
are ways of domain binarization, mentioned in Section 2.9. In these cases we can talk only
about a local direction - an equivalent of feature weighting for a particular locality, discussed
in Section 2.6. There is no single global direction. If we use a technique akin to the Learning
(Labeled) Vector Quantization (LVQ) (Diamantini and Potena [DP2 2006]) we end up with
a set of points loosely describing a given set of data. Any new instance is then associated
with the selected vectors based on the proximity. This approach creates boundaries around
the defining vectors, which form a hive-like structure called Voronoi cells, as sketched on
Figure 2.4. Cells exposed to other classes provide a set of local directions that characterize
the classification problem comprehensively. Obviously, with two cells there is only one hy-
perplane and so one normal direction.
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We can say that these directions feature the classification problem, even though these fea-
tures are not the result of the input space transformation, and generally can not be. Nonethe-
less, this helps understanding the connection between different elements of data known as
attributes and instances. The computational complexity is contributed by the multitude of
both. For example, LVQ can be considered an instance reduction method, but the residual
instances, or defining vectors can be deemed features at the same time. We can introduce a
completely new system where each attribute corresponds to a defining / code vector of quan-
tization. Any instance of the data can then be coded as a binary string with a single ”on” bit
showing affiliation of the instance with a particular code vector. In this representation the
computational complexity reduction is approached from a different perspective. The number
of instances does not become less and the number of features can even grow comparing to
the original representation. The reduction is achieved not at the expense of instances or
attributes, but via a much more compact data representation enabling fast processing, see
also Section 2.10 on discretization of continuous attributes.
Diamantini and Potena [DP2 2008] survey the above techniques and conduct a compar-
ative analysis. These are supervised methods because class difference is the driving consid-
eration. Even if the class attribute is present, the feature extraction may be pursued in the
unsupervised sense. The survey briefly mentions the Principal Component Analysis (PCA)
representing the unsupervised point of view, detailed in the next section.
Lee and Landgrebe [LL 1993] introduce a criterion, which optimization allows a linear
transformation in the spirit of PCA. That is, the new directions are found as eigenvectors of a
certain matrix. This matrix is obtained by integration over the decision boundary in terms of
the normal vector and probability of the data. Diamantini and Potena [DP2 2006, DP2 2008]
use this criterion to complement their LVQ technique. However, there is a more direct way
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Figure 2.4: A two class C1, C2 problem in dimensions x1, x2. Classification by nearest
neighbors in the Euclidian metric creates a subdivision of the space (not shown outside the
outer boundary) into Voronoi regions delimited by the thick lines orthogonal to thin lines
connecting instances. The bold poly-line, separating instances of different class, represents
the decision surface.
of interpreting PCA for supervised learning, as stated next. This approach seeks to reduce
correlation of the original factors. The criterion by Lee and Landgrebe [LL 1993] does the
same, only applicable to the data at the surface. PCA orders principal components by de-
creasing values of their input data variances, and the variable with the lowest variance may
actually be the one with the highest predictive relevance. The supervised version of PCA
known as Quantification Method II (QM2) due to Hayasi (Mohri and Tanaka [MT 1994])
performs a linear transformation of coordinates, which maximizes for each new feature the
ratio of instance variance between classes to variance of all instances. Like PCA, QM2 can
be used to reduce the dimensionality. The approach is similar to LDA; however, the number
of resulting features in LDA has to be less than the number of classes.
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2.8.2 Unsupervised Approach: Correlation
PCA is a classic technique due to Pearson, Hotelling, Karhunen, Loeve who contributed to it
over the time. Despite the technique is classic, various suggestions of implementing it wider
or better, or adapting it for specific uses are continuing (Jolliffe [J3 2002]). PCA and LDA,
having a few design elements in common, are also explained in [F2 1990] (Fukunaga).
In PCA the data is linearly cast into a new problem space having an orthogonal basis,
just the same, which can be interpreted as turning of the coordinate system. The Euclidian
metric has to be assumed. This new space accounts for specifics of the data, precisely, its
natural dimensions, Figure 2.5 gives a hint. The technique finds directions of the greatest
tug first, creating an opportunity for truncating certain less important extensions. Dimen-
sionality of the problem space thus can be reduced with all original features being intact,
encapsulated in the transformation formulae. However, when returning to the initial system
there is a reconstruction error.
The criterion adhered to in PCA is variance, to find directions along which the data is
scattered the most. A linear transformation is being defined in terms of this criterion which
optimization leads to a matrix eigenvalue problem. Being symmetric, the concerned matrix
ensures existence of an orthogonal system of eigenvectors which influence is associated with
the magnitude of corresponding eigenvalues. When sorted in the descending order eigenvalues
increasingly expose directions of the new coordinate system that are least contributing to the
overall variance. The values have a direct connection to the reconstruction error. Summing
up eigenvalues for the wound up directions gives the error, so the reduced dimensionality can
be easily attuned to an admissible level of error. Likewise, eigenvalues measure the variance
in corresponding directions, and the sum of eigenvalues of remaining directions shows the
total variance, as directions of eigenvectors are uncorrelated.
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Figure 2.5: Principal components y1, y2 of a two class (C1, C2) data set in original dimensions
x1, x2. y1, y2 are the new orthogonal coordinates, where y1 is the direction of highest
variance. Little attention is paid to the class difference when choosing the direction.
On the implementation side PCA has following workings. Assuming the data has zero
mean, the covariance matrix V can be approximated from the available sample as follows:
V = XTX / (M − 1) ,
where X is the data sample expressed as M ×N matrix of M instances and N dimensions.
The eigenvalue problem for V , which is an N×N symmetric matrix is formulated as follows:
find orthonormal eigenvectors ei , ‖ei‖ = 1 , i = 1 . . . N , and eigenvalues γi solving
V ei = γi · ei , i = 1 , . . . , N .
Once eigenvalues satisfying the matrix equation are found, for which algorithms are available
(Stewart [S5 2001]), they are sorted in the descending order so that
γi ≥ γi+1 ≥ 0 , i = 1 , . . . , N − 1 .
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The transformation matrix E is then formed as follows:
E = [ e1 , . . . , eN ]
T
,
where rows are the eigenvectors in their established order. The transformation matrix yields
new coordinates y, the principal components, out of old coordinates x for a particular instance
through the linear vector conversion
y = Ex .
In the new system minor directions at the high end of coordinate ordering, those having
index N or less, can be truncated to reduce dimensionality of the problem space. If some
eigenvalues repeat, effectively this means that dimensions can be reduced by that count with
no error. PCA in finding directions of the new coordinate system maximizes the variance of
the data along the directions recursively in the descending order of eigenvalues. This appears
being equivalent to minimization of the reconstruction error.
While PCA can be considered a suitable tool for reduction of complexity due to the data,
it is certainly not the easiest. It is also sensitive to irrelevant attributes or instances. Feature
selection and cleaning data from noise have to be exercised first. Standardization of the
data by attribute variance undermines applicability of PCA for features having incompatible
units of measure. Otherwise, the technique shares same limitations as the feature selection,
producing a graded error which can not be made less the set level, and needs to be accepted
to make the technique useful, unless the minor directions are all irrelevant.
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2.9 Class Domain Binarization
Some classification algorithms are limited to two-class problems by design. Among these are
classifiers implementing the principle of best separation using decision surfaces, like Percep-
trons or Support Vector Machines (Haykin [H2 2009]), the latter finding hyperplanes that
give the biggest margin. However, the two-class abstraction is easily extendible to multi-class
problems. For that, a number of classifiers are built, which train a particular class against
the rest, the so called one-against-all binarization / dichotomy. These classifiers are invoked
in turn until the test instance identifies with a particular class, not with the rest.
2.9.1 Pairwise Training
Another method of binarization builds a classifier for each pair of classes, that is, each class
is trained against others in turn, so the procedure was coined the round robin (Fu¨rnkranz
[F4 2002, F4 2003]). Figure 2.6 illustrates the two different approaches. The pairwise bi-
narization gives rise to k · (k − 1)/2 classifiers in all, where k is the number of classes.
This seems to be is a long way around as the problem acquires the quadratic complexity
in the number of classes, while the complexity of one-against-all binarization is only linear
(k classifiers are built). However, a closer examination reveals that a particular instance is
used about the same number of times for training in different schemes. Often, relations of
instances to each other have to be evaluated in turn, which has the quadratic complexity in
the number of instances. This stays the same no matter how we subdivide the concept.
At the same time, the pairwise binarization has some attractive sides. One of them is that
using simple decision surfaces, often just hyperplanes, a skewed concept can be approximated
closer. Where a clear separation may be impossible with one class facing all others, it may
be still possible under the pairwise approach. In other words, a complex decision surface can
be built around each class out of pairwise decision surfaces. This leads to a higher predictive
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Figure 2.6: One-Against-All (a) and Pairwise (b) binarization in dimensions x1, x2. Hyper-
plane H1 separates C1 from C2 and C3 (a), while hyperplane H12 separates C1 from C2 as
if there were no C3, H13 and H23 hyperplanes are drawn alike (b).
accuracy, which has been demonstrated experimentally for different classification algorithms
(Hsu and Lin [HL 2002] for Support Vector Machines, Fu¨rnkrantz [F4 2002] for Decision
Rules). Also, binary classifiers form an ensemble. Ensembles can use any principle at all,
not only the binarization, to ensure the overall success of classification through application
of many partial learners. It is known that in a larger ensemble of classifiers, which is how
the pairwise approach is different from the one-against-all, impact of individual classifiers
produced with errors is lessened (Fu¨rnkrantz [F4 2003]).
For this study, the attractive side of pairwise binarization is that a complex problem is
transformed to a series of simpler problems. Firstly, the computer memory is limited. If it
can be increased then at expense of the processing power. Secondly, the routine search /
access per instance is much more demanding on a larger array of data. The amount of data
needed for training of a partial problem can be substantially reduced for domains of many
classes, and there are those containing thousands of classes, like natural language domains.
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Fu¨rnkrantz [F4 2002] shows that training of any kind of classifier in the round robin fashion
is actually faster than training individual classes simply against the rest.
2.9.2 Ensemble of Classifiers
When predicting the class of a new instance, each class has to be tested round-robin again
whether it can get a ”yes” in all cases. The method is exhaustive and, depending on the
design of the generalization phase, may also be computationally challenging, considering the
amount of data being tested. However, for a variety of algorithms the reckoning on this
phase is rather straightforward. At the same time, there are ways of getting a quicker result.
Each pairwise classifier is supposed to produce an answer to ”one or the other” and this
can be used to direct the search. The principle is known as against-voting, where the class,
which is not supported, is excluded from the subsequent search. Thus only k − 1 tests are
required. It has been shown that without circumnavigating all pairwise classifiers, just fol-
lowing the lead of against-voting, some remarkable results can be achieved (Cutzu [C3 2003]).
However, relying solely on against-voting is optimistic. The space is much bigger than
domains occupied by the two classes, and even a smaller subset of data is required to train
the classifier, specifically, where the classes are exposed to each other. The hyperplane pro-
duced in training stretches across the whole space, while describing the data only locally. The
predictability suffers a great deal when the instance falls far away from where the classifier
was trained. After a pairwise classifier is trained, the unrepresented subsets of data thus
perform as agents for each of two classes to various degrees. The main effort in this area
is directed towards finding ways of adding up votes in the course of generalization, whereby
the ”one or the other” gives way to a softer approach of ”how good is this one compared
to the other so far”. If there is a clear indication that a particular class is winning, the
generalization is stopped. Instead of using heuristics, like other algorithms do, Park and
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Fu¨rnkrantz [PF 2007] offer a procedure which is guaranteed to produce exactly the same
prediction as the full pairwise classifier, at the same time allowing the complexity during
the generalization phase to be almost linear, as in a setting ideal for against-voting, unless
some difficulty is encountered and checking throughout is required. Essentially, this method
eliminates the chance of incorrect classification due to quitting before all cases are tested.
Other approaches, not exploiting voting schemes and estimating overall class probabilities
instead, were also suggested (Hastie, Tibshirani [HT 1998]; Wu, Lin, Weng [WLW 2004]).
Even though the technique of pairwise classification arises from needs of binary classifiers,
it actually can complement a classifier able to handle multi-class domains, that is, applicable
to any classifier. Thus, it provides a simple and universal way of complexity reduction, if not
overall, then certainly element-wise. The number of elements is quadratic of the number of
classes, but this does not affect the computation load overall and is overcompensated with
finer subdivision. Also, the element independence enables simultaneous processing. That is
all if not to mention that the ensemble helps to improve the quality of classification.
2.10 Discretization of Continuous Features
Some classification algorithms do not handle continuous features. In fact, classification does
not imply that all features are continuous. Generally, there may be a mix spanning all of the
spectrum: continuous, ordinal, nominal. Nominal features maintain no order of values what-
soever. Nonetheless, a discrete representation can be transformed into a continuous space.
For that, each value is replaced with a binary attribute. All but one of the attributes enabled
will expose the value used at any particular time. There is no reason why the opposite can
not be done, that continuous features are discretized, or converted to nominal. This is usu-
ally achieved via distribution of values into chained fixed intervals covering the universe of
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Figure 2.7: Distribution of continuous data into intervals of discretization. Values may repeat
due to the limited precision of measurement. They are not restricted to the same class either,
under the unsupervised approach.
discourse of a variable, Figure 2.7 illustrates. The actual problem of discretization then can
be stated as how to optimize the interval boundaries for accurate classification.
At first, it may seem that such a conversion will cause an irreversible loss of information
associated with the order. Even if so, this is still consistent with the problem formulation
for classification, as different from regression. When all features are discrete any indexing
will do to associate a particular data volume with a unique class. How this volume stands
together with other volumes in the multidimensional space before discretization is no longer
important - all the structural information contained in the data is reduced to mere affiliation
with a specific class. The same applies to ordinal attributes. This can be compared to storage
using boxes and bags. The information about class borders is paramount for classification.
However, it is preserved in the soft packing just like it was in the rigid packing. Neither the
ordering information is removed altogether; rather it is not required for training and kept
separately. When a classifier is called it has to associate the new instance of data with a par-
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ticular unit first. The corresponding unit is found by information about the space it occupies.
2.10.1 Unsupervised
The easiest discretization is subdivision of the whole data range for a particular feature into
segments of equal length. The simplicity is attractive; however, it may end up with intervals
containing no values or all values, generally with imbalanced intervals of very few or too many
values. This is not optimal. Segmentation based on frequencies, that is, allocation of equal
counts of data, ordered by value from the smallest to the biggest, to consecutive intervals
is regarded more appropriate with a view of exploiting the probabilistic approach, and also
considered an antinoise measure. Yang and Webb [YW 2009] suggest ways of tuning up the
techniques to use with the Naive Bayesian classifier from Section 2.2.
2.10.2 Supervised
Dougherty, Kohavi, Sahami [DKS 1995] introduce supervised and unsupervised approaches
to discretization. The methods mentioned so far are unsupervised because no class infor-
mation is used. However, this is insufficient for classification - what supervised methods
effectively try to achieve based on a single attribute. Figure 2.8 conveys a helpful impression.
These methods are designed either in the top-down or the bottom-up fashion, whether they
split the current range in possible boundaries or they merge adjacent ranges. Either way,
it is routinely done in a greedy manner that is achieving the most on each step towards a
desired outcome. The exhaustive search is considered a luxury which does not pay, taking
into account the small role discretization plays in the whole process and allowing variations
which do not add to the classification error, subsumed by other causes.
A convenient tool for explaining discretization is the matrix of quantities specific to an
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X1
Figure 2.8: Discretization applied to different attributes. Unlike X2, X1 can be used to fully
classify the data in two dimensions. It is possible to rank feature relevance from the number
of intervals produced. Here, X1 fully separates three classes, X2 only two.
interval and to a class. Each column of the quanta matrix corresponds to a data range, and
each row to a class. Stored information in cells of the matrix is the number of instances of
a specific class falling into a specific range, in different words, the class frequency pertaining
to the range of feature values. Different required probabilities can be estimated from these
frequencies. For bottom-up methods the quanta matrix reflects the current state. For top-
down methods the quanta matrix has an expansion offering discrete states where a split can
take place. This is a master matrix to facilitate calculations for the current quanta matrix.
Both designs assume that some preprocessing is done to reduce the size of the matrix with
the help of certain heuristics as to the number of intervals for faster reckoning. However, the
initial state of all unit quantities is not excluded.
Supervised methods generally exploit the idea of limiting the presence of different classes
in a particular range of data. This idea is implemented through various criteria discussed next.
Kurgan and Cios [KC 2004] introduce a criterion they call CAIM (Class-Attribute Inter-
82
dependency Maximization) which promotes a single class in an interval as follows:
CAIM = (1/I) ·
I∑
i=1
[ (
C
max
k=1
nk,i )
2
/ N+,i ] ,
where I is the number of intervals, C is the number of classes, nk,i is the number of instances
of class k in interval i (the content of the quanta matrix cell indexed k and i), N+,i is the
total number of instances in interval i. The algorithm for discretization using CAIM works
in a top-down manner. Each time an inner boundary is added, the value of the criterion has
to increase. The quanta matrix, initially consisting of a single column, evolves by splitting
one of the columns in two. To insert a boundary all possibilities are tried and the boundary
giving CAIM the biggest rise is used for splitting. The search for the best split encompasses
all possibilities in all intervals. The algorithm stops if no improvement of the criterion can
be achieved, or a preset number of intervals is reached.
Kerber [K1 1992] adapted the Chi-Square statistic for discretization purposes. The al-
gorithm works in a bottom-up manner, so the statistical test is performed for a pair of
neighboring intervals as follows:
χ2(j) =
j+1∑
i=j
C∑
k=1
[ (nk,i −Nk,i)2 / Nk,i ] ,
where j = 1 . . . I− 1 is the first of two intervals. The expected frequency Nk,i is defined as
Nk,i = N+,i ·Nk,+ / N+,+ ,
where N+,i , Nk,+ , N+,+ are respective totals in terms of the quanta matrix - for the
interval, for the class and all-in-all which is the number of instances in the set. On each step
the algorithm using Chi-Square merges that pair of intervals, for which the criterion has the
smallest value. The class mix is initially absent. If classes are different in adjacent intervals
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this increases the summed up normalized quadratic deviation of the observed frequency nk,i
from the expected Nk,i. Liu and Setiono [LS 1997] extend the method by introducing a pro-
cedure for determining a significance level for the statistic, at which the algorithm is to stop.
A number of methods calculate Entropy or Information Gain as a part of the discretization
criteria (Witten and Frank [WF 2005]). The Entropy function is defined as follows:
H = −
C∑
k=1
I∑
i=1
(pk,i · log2(pk,i)) ,
in the given context, where probabilities pk,i can be estimated from frequencies as
pk,i = nk,i / N+,+ .
Change in entropy is interpreted as either gain or loss of information. Therefore, it is often
more convenient to use the criterion called Information Gain which is defined as follows:
IG = H +
I∑
i=1
(p+,i · log2(p+,i)) ,
where the second part is the class-insensitive entropy and is negative. Also known is the
criterion called Mutual Information (Haykin [H2 2009]), usually in respect of two attributes,
but here one of the attributes is the class. It has a similar expression:
MI = H +
I∑
i=1
(p+,i · log2(p+,i)) +
C∑
k=1
(pk,+ · log2(pk,+)) ,
where, again, the two less specific entropies are subtracted from the detailed H. The interval
and class probabilities p+,i and p+,i can be estimated from the quanta matrix as:
p+,i = N+,i / N+,+ and pk,+ = Nk,+ / N+,+ .
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Information Gain is used in generation of decision trees (Quinlan [Q2 1993]) for vari-
ous needs. Mechanism of tree splitting, in particular, has been adapted for discretization
by Fayyad and Irani [FI 1993] who also introduce a stopping criterion implementing the
Minimum Description Length principle after Rissanen [R2 1978], which sets a worthwhile
minimum for the information gain. The algorithm works in a top down manner, computing
the gain on a set of possible discretization points, and achieving the maximum at each split.
After a boundary is placed, the algorithm is applied to the resulting intervals recursively, as
long as the minimum description length is not overshot. Fayyad and Irani [FI 1993] developed
their discretization scheme prototyping on an earlier version of C4.5 by Quinlan [Q2 1993].
Conversely, any decision tree can be used for discretization, as Kohavi and Sahami [KS2 1996]
demonstrate. It is only takes passing in the attribute of interest. The pruning mechanism
doubles as stopping criteria, similar to the minimum description length. However, the prun-
ing of a tree is done from considerations of accuracy, which takes us to the next section.
2.10.3 Derived from Classification
It is remarkable that decision trees algorithms choose discretization despite being able to
handle any attribute type directly. This follows naturally from their design and can be used
to decide the best attribute to branch on as well as to save on pruning later. Generally,
decision trees conduct discretization at each node in the dynamic mode, that is, specific to
a node, rather than the static mode, what the discretization once and for all implies. This
provides an insight into how intervals, which are not majoring a class, may be split further
if the discretization is static. Gama, Torgo, Soares [GTS 1998] offer an algorithm which dis-
cretizes all attributes simultaneously, causing the interval selection also to depend on other
attributes. The nature of such a discretization is highly combinatorial, and it is no longer a
preprocessing, rather integrated into the classification algorithm.
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Classification preceding discretization may appear far fetched; however, using classifi-
cation accuracy as a criterion of discretization is possible. Holte [H4 1993] demonstrates
classification schemes based on a single attribute. The One Attribute Rule classifier uses the
best feature for classification. These are one level decision trees, where discretization is done
for branch optimization. The algorithm adjusts boundaries top-down, trying to achieve the
highest possible accuracy via the single class interval representation, while leaving a minimum
number of values in any interval to deter the trivial, one instance per interval solution.
Despite imposing some inflexibility, discretization of continuous features makes universal
the processing for classification and offers a way of data bulk reduction via value indexing. At
the same time, it has a very close relation to feature ranking. Some algorithms of discretiza-
tion share design with feature relevance filters, and results of discretization are interpretable
for feature selection. It provides a convenient tool for decision tree induction and locally
dependent feature weighting (Section 2.6).
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Chapter 3
Capped k-NN Editing in Definition
Lacking Environments
3.1 Introduction
In the presence of noise the ability of a classifier to generalize accurately is limited, as the
irregular data feed it receives at the time of training is confusing. A common source of noise
is faulty measurements recorded in attributes of data, what can happen for various reasons.
This chapter emphasizes effects of the imprecise class definition.
Classifiers either include antinoise measures or imply preprocessing. One well known
technique of preprocessing is the Nearest Neighbor Editing (ENN), due to Wilson [W4 1972].
The attraction of this method, from the critical instances for classification point of view, is
that the distribution of data is not affected, even though the data is getting reduced. Tomek
in [T3 1976 a] suggests repeating the procedure so that explicit and implicit instances of
noise alike could be done with. ENN is closely related to the k-NN method of classification.
Both take a parameter representing the number of referencing points, or nearest neighbors, k.
Small k > 1 is used to overcome classification difficulties near class borders or in exceptions.
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Higher values of this parameter are known to improve the accuracy in noisy environments.
Instance-based Learning algorithms enhance k-NN, or the Nearest Neighbor rule. The
classifier is widely considered a simplest one, not needing training. Not quite so from the
view point of Instance-based Learning. During the training stage the amount of data required
for classification - the critical instances - may be significantly reduced, not only without a
loss, possibly with a gain of accuracy, the survey by Wilson and Martinez [WM 2000] has the
detail. Whether the noise reduction by Wilson [W4 1972] addresses goals of Instance-based
Learning depends on how little data can be saved, or how much it can be reduced. The
assumption is that the number of misplaced instances is small, and this is how the problem
of noise is approached in this study, though when exactly the balance is tipped is not obvious.
ENN utilizes the reciprocal validation of instances. That is, all instances are being tested
on whether their class may be voted for by their k nearest neighbors, where the value of k is
fixed. If the class can not be confirmed - this is a case of noise. Increased k number can help
the class identification, although the reliability of this has to be discounted. Nonetheless, the
higher value perspective can offer alternatives otherwise not evident.
3.2 Formulation
It is generally trusted and proven under certain assumptions that nearest neighbors of an in-
stance provide more reliable information about its class than neighbors further afield. Some
schemes even include distance weighting of nearest neighbors, though success of this ap-
proach is not recognized as consistent overall. Noise makes the information provided by
closest neighbors a roomer rather than a fact, and therefore a wider pool of references is
required to establish a sufficient statistics. The survey by Wilson and Martinez [WM 2000]
sheds the light and holds the clues to a vast research base.
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Because class borders are not known in advance, a classifier generally has a difficulty
predicting accurately in adjacent areas. If classes are positioned close to each other it creates
the grey area where it is not possible to distinguish effects of noise from effects of the border
proximity. Technically, these areas are exposed to noise, because measurements may be lack-
ing a sufficient resolution. Similar considerations apply to exceptions, also called outliers, or
small incursions of one class in the midst of another. Topology of these areas may stipulate
an intrinsic requirement for a minimum number of nearest neighbors.
These considerations are contributors of the following scheme of noise reduction, where κ
is a limit for the number of reference points, as they understood in k-NN, changing from a
maximum to a minimum.
Consider a set A consisting of m points aj ∈ IRn , j = 1 . . .m , each assigned to one and
only one of numbered subsets, or classes. Let cj denote the class label of instance j.
Suppose metric ‖ · ‖ for IRn space is defined as follows:
‖p1 − p2‖ = (
n∑
d=1
|pd1 − pd2|f )1/f , f ∈ { 1 , 2 } ,
for any pair of points p1 , p2 ∈ IRn , known with
f = 1 as the Manhattan (city block) or Hamming distance;
f = 2 as the radial or Euclidian distance.
Algorithm 1 Capped k-NN Editing
Step 1. (Initialization). Determine bounds κmax > κmin for κ, and set κ = κmax.
89
Step 2. (Nearest Neighbors). For each point aj find κ nearest neighbors, for which purpose
select a subset of indices N satisfying the condition:
‖ai − aj‖ ≤ ‖as − aj‖ , ∀ i , s ∈ { 1 , . . . , m } ,
so that
i , s 6= j , i ∈ N , s /∈ N , |N | = κ ,
where | · | stands for the cardinality of a set.
Step 3. (Class References). Consider instances ai , i ∈ N , sequentially from the closest to
the farthest to aj and, otherwise, arbitrary, and as soon as cj has the biggest representation
among ci assign the sequence number to kj - this is the number of nearest neighbors required
to identify instance aj . If all κ nearest neighbors can not confirm the class of aj , then kj = 0.
Step 4. (Noisy Instances). Remove instances where kj = 0 - they can not be verified,
update m accordingly and reindex the set. If m = 0 quit, further reduction is meaning-
less (and is unmanageable by the algorithm). As long asm keeps changing repeat from Step 2.
Step 5. (Closer Search). Find the biggest kj in the set and assign κ, so that
κ = max kj − 1 , j ∈ { 1 , . . . , m } .
If κ ≤ κmin stop, the goal is achieved. Resume from Step 2, if it is not.
This formulation is consistent with the k Nearest Neighbors rule used in [W4 1972] and
[T3 1976 a], while we actually follow the ”crisp” version described in [KGG 1985] (Keller,
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Gray, Givens), which also introduces a ”fuzzy” version. We will return to this to explain the
differences. It is only important for now that this version is simply more deterministic than
the classic rule. This minor aspect can be neglected in theory. At the same time, the stan-
dard rule is notorious for its odd over even k advantage. The amendment we apply resolves
this issue. A distinguishing feature of our implementation is that we include all neighbors in
the radius given by the farthest of the initial k neighbors, which allows to cover repeating
instances, and occasionally, equidistant neighbors. So, we do not leave to the chance either.
3.3 Argumentation
Noise corresponds to overlap of class domains in the problem space. However, not any over-
lap constitutes noise. If formulation is incorrect, for example, dimensions are insufficient -
this may result in classes not being fully separated. This can not be repaired through noise
reduction. Schemes implementing ENN can only help if the problem has a correct formulation.
Tomek [T3 1976 a] proposed Repeated Editing (RENN) and made a conjecture about its
convergence. Assumptions of this work, same as for ENN (Wilson [W4 1972]), were criticized
by Penrod and Wagner [PW 1977]. They pointed out that in the real world the assumed nor-
mality of probability distribution is not sustainable, that representation in clusters of data is
more appropriate, and also that the normality cease to hold once editing started. Devijver
and Kittler [DK 1980] build on improvements suggested by Penrod and Wagner [PW 1977]
and come with a procedure called MultiEdit, the key element of which is random subdivision
of data into subsets and editing the subsets first, before reassembling and editing the data
again. They claim this approach resolves the controversy and allows to complete the proof
of convergence. Texts of [W4 1972], [T3 1976 a], [DK 1980], [KGG 1985] are available from
[D1 1991] among other works and explanatory material by Dasarathy on foundations and
various aspects of application of the Nearest Neighbor rule.
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Generally, there is no question whether the algorithm, either RENN or proposed, would
finish for a limited number of cycles, because the residual set can get only smaller, and if it
does not - this is where the iteration stops. The question is whether a non-trivial solution
is found, or the effort ends up with the empty set. Following argumentation is in support of
the ability of Algorithm 1 to find a non-trivial solution. We formulate the problem of noise
as an overlap of domains occupied by different classes, which was not meant to be. From
the data distribution point of view, or considering the topology only of this grey area, it is
characterized at its limits by the majority representation of adjacent classes outside.
In the algorithm, if an instance is dismissed as noisy, this shortens the sequence of near-
est neighbors required to confirm the majority class and, at the same time, it lengthens the
sequence for the minority class. There is no guarantee, however, that the minority class can
be confirmed, firstly, because its representation is reduced, and secondly relying on instances
too far afield comes with increased risks of incorrect identification. The majority class be-
comes more dominant and the minority class recedes. Across the area the representation and
the role of classes changes to opposite. Thus Algorithm 1 has virtues for discerning class
differences and, therefore, for finding a non-trivial solution.
Outside the grey area the distribution of data is characterized by large homogeneous re-
gions of a particular class. Inside any region instances are surrounded by the same class. Thus
the answer to whether this region will shrink affected by the algorithm lies with instances at
the fringes. If the algorithm claims any outer instance as noise this will act towards isolation
of the homogeneous subspace, meaning that eventually all of its nearest neighbors will be
contained within. Thus, the algorithm will converge to a non-trivial solution even without
the majority-minority premise for the grey area, if solely on grounds of homogeneity and
only a minor overlap, which is often the case. This leaves out exceptions. The algorithm may
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claim them as noise if their population is insufficient to enact the isolation.
3.4 Data
Algorithm 1 is tested on the data from the UCI Machine Learning Repository [MLData].
We include five examples encompassing different fields of knowledge: economics, engineering,
biology, molecular biology and medicine. Table 3.1 has essential characteristics of the sets.
Housing Prices in suburbs and their defining factors is a snapshot of the state of affairs
in Boston, USA some time ago. Concrete Compressive Strength at early formation stages is
a data sample from the ongoing work as described in [Y1 2006] (Yeh). Various alternatives
can be tried to replace the principle component - cement. The question is how does this
affects the strength of the concrete mix. Yeast data-set is concerned predicting the cellular
localization sites of proteins. Specifics and intention of the data are explained in [HN 1996]
(Horton and Nakai). The localization sites define the classes in this set. Heart SPECT
data-set ”. . . describes diagnosing of cardiac Single Proton Emission Computed Tomography
(SPECT) images. Each of the patients is classified into two categories: normal and abnor-
mal”, according to [MLData]. The detailed information about origins as well as use of the
data is available from [KCTOG 2001] (Kurgan, Cios, Tadeusiewicz, Ogiela, Goodenday).
Tasmanian Abalone weight and size measurements come from a purely biological study.
The age of the sea snail can be estimated from counting rings across its shell. This is difficult
to obtain, so the idea is to train a classifier on the available data to enable age prediction
by other means - a sought after property for breading. Study in [W2 1995] (Waugh) notes a
significant class overlapping in this data - a useful quality for research aims we define. The
number of rings across the shell - the class attribute - does not exactly defines the age, which
is a continuous quantity. This is rather a regression than a classification problem, though
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no conversion of data is necessary. Even being considered from a regression problem point
of view this attribute should be expected introducing a significant amount of noise, because
precision of the measurement of age in this method is grossly insufficient. We also feature
Infant Abalone as the subset having a more consistent representation in a specific context.
The Boston Housing Prices and the Concrete Compressive Strength are regression type,
treated as classification problems, which implies substitution of the continuously changing
class with a step-wise function. This sort of data subdivision into classes can obviously be
done in many ways. We apply the clustering algorithm proposed by Bagirov [B1 2008] to
the class attribute. The algorithm is optimal in what it does, but it can not guarantee that
only homogeneous classes will result. A rapidly changing objective is always a problem. This
can be remedied by choosing an appropriate number of clusters. Conversely, some exceptions
treated as noise may be helpful in obtaining a clearer view of the data. Generally, whenever a
regression problem is substituted by a classification problem certain amount of noise is always
created. The data at the border between any two classes can not be described by either of
values of the class attribute. We give the lack of definition a special attention.
3.5 Application
The data was normalized by mean and deviation of attributes, and the Euclidian metric
assumed for the problem space. We verify k-NN classification accuracy before and after each
application of noise reduction algorithms. Each element of data is tested against the rest of
the set, creating the basis for accuracy calculations, and the mean is reported.
Classification accuracy results before noise reduction are listed in Table 3.1, one line per
set. There are two accuracy readings for each set: 1-NN; and k-NN best among k values
attempted up to the maximum of kmax. That is, corresponding to a single closest reference
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Table 3.1: k-NN accuracy (%) before noise reduction.
Data-set Records Classes 1-NN kmax k-NN
Abalone 4177 29 20 45 26
Infant 1342 21 - 45 -
Yeast 1484 10 53 30 61
Concrete 1030 6 60 30
Housing 506 8 59 30
Heart 267 2 66 30 73
instance and to a k of instances when the maximum accuracy above the 1-NN reading is
reached by the k Nearest Neighbors classification algorithm.
Table 3.2: Noise reduction and k-NN accuracy (%) on residual sets.
Data-set Scheme Records Classes 1-NN k-NN
Abalone 45-31 1696 14 80
30-21 1686 14 81
20-11 1648 14 83
10-01 1363 14 100
Yeast 30-21 1064 10 89
20-11 1050 10 90
10-01 948 10 100
Concrete 30-21 793 6 87
20-11 779 6 89
10-01 705 6 100
Housing 30-21 380 7 86
20-11 362 7 91
10-01 336 7 100
Heart 30-17 236 2 79 83
16-11 230 2 82 86
10-01 199 2 92
Results of the proposed noise reduction algorithm, applied in stages, are listed in Ta-
ble 3.2. ”Scheme” lists the starting and stopping κ values by stage. ”Records” and ”Classes”
relate reduction of the data in size and detail. ”1-NN” and ”k-NN” columns have the same
meaning as in Table 3.1. These results are also represented as accuracy charts found in the
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appendix, shown before the last stage of noise reduction. Element numbers on these charts
correspond to threes (Abalone) or twos (other examples) consecutive values of k in the in-
creasing sequence, across which the accuracy is averaged (they are not actual values of k).
The first application of the algorithm always yields the major reduction. The profile char-
acterizing noisy data disappears as a rule. Accordingly, the best accuracy overall is observed
when using just a single reference point. No dramatic changes occur after that, neither in the
number of records nor the accuracy. The boundary shape and separation of classes may cause
that the 100% accuracy is not always achievable due to the intrinsic limitations of the k-NN
algorithm. Also, the last increase of accuracy comes at the cost of unproportional loss of data.
There exists certain asymptotic accuracy rate for large k. The cases of noise are char-
acterized by the small k accuracy being less than that for a bigger k or even less than the
asymptotic rate. The idea of κ limits for the algorithm can be gathered from the best ac-
curacy results. However, this does not make a rule. The only rule applicable here is that
both values were sufficiently high to get the selection of instances right and to allow for the
changing boundary. The starting values of κ are not that critical as the stopping values.
Arguably, a conservative approach with a wide margin allows to keep more instances of the
original data than a radical reduction, though with the same stopping value of κ. For the
data in the exercise the κ range can be recommended as 20-11.
The Abalone data-set suffers lost of many classes and one class is lost in the Housing
data-set. These classes are actually small. However, this is not exactly why they disappear.
This illustrates removal of exceptions together with noise, as previously explained. These
classes are either too small or scattered around in small insertions, and this makes them
exposed to the treatment. Again, there is no guarantee the data is all genuine either. Unlike
other examples, the noise is endemic to the Abalone Age data, even if it was possible to
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get better measurements for other attributes (especially the shell height). This explains the
dramatic reduction of data the algorithm results with in this case.
3.6 Comparison
We also carry out noise reduction using the Nearest Neighbor Editing introduced by Wil-
son [W4 1972], and doing repeated passes (RENN) until no further reduction is possible as
suggested by Tomek [T3 1976 a]. This is done to observe the outcome of this algorithm
and for comparison. Results are shown in Table 3.3. The least reduction in all subsets was
achievable using just a single reference instance, which is what is shown in the ”Scheme” col-
umn. Likewise, the 1-NN method was giving the best classification accuracy (among small k).
Table 3.3: RENN results and k-NN accuracy (%) on residual sets comparing to equivalents
using the proposed technique.
RENN Proposed Method
Data-set Scheme Records Classes 1-NN Records Classes 1-NN
Abalone 1 563 14 100 1363 14 100
Yeast 1 731 10 100 948 10 100
Concrete 1 593 6 100 705 6 100
Housing 1 283 7 100 336 7 100
Heart 1 185 2 91 199 2 92
This approach tends to neglect singularities of data distribution. Unless the singularities
are systematic and this can be captured using higher values of k when doing the cleaning,
they are getting removed together with noise. RENN delivers very reliable noise-free sets,
but very trim at the same time. By comparison, which is possible when adopting the 1-NN
scheme in both algorithms, that is, k = 1 for RENN and κmin = 1 for Algorithm 1, we see
that the proposed technique allows to preserve more data, while reaching the same accuracy
levels as RENN. The strength of this effect corresponds to the magnitude of noise.
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The interpretation of this phenomenon is as follows. There seems to be a connection
between the repeated editing and the value of k used for editing. Repeated passes have an
effect on increased k, while using the same k-NN scheme (1-NN as illustrated). Increase of k
addresses more subtle instances of noise. RENN perceivably treats obvious cases before going
into any detail, but the subtle instances what is actually behind the noise. In the proposed
technique it is done other way around, so that affected by the subtle noise instances are able
to relate to the rest of the genuine data again and become useful for classification.
3.7 Discussion
Within the classification approach the amount of noise can be reduced if it is feasible to
consider bigger classes. Specifically, the number of classes for the Housing Prices and the
Concrete Strength data-sets was chosen accordingly. Of course, this means departure from
the initial representation. Perhaps finding a less precise solution is more appropriate than
replacing the problem. This certainly fits the case of imprecise formulation.
Problems having the imprecisely defined class perfectly match this description. Keller,
Gray, Givens [KGG 1985] propose using the k-NN algorithm for assigning classes in a fuzzy
sense, that is, rather than making a prediction for a single class label, elaborating expectations
for different labels. The bets are derived from the nearest neighbor distances. Classification
problems of this type represent a subset of so called Multi-Label interpretation, when data
instances are defined in the ”crisp” manner, nevertheless the predictions are accepted even if
”fuzzy”. In the multi-label parley both the input and output have the multiple class affiliation.
Working out most likely labels finds its application in Transductive Learning, which spe-
cialization is sensing the concept drift in data streams. Vanderlooy and Sprinkhuizen-Kuyper
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[VS 2007] use an adaptation of k-NN algorithm for such purposes, which design they re-
count from [PNVG 2002] (Proedrou, Nouretdinov, Vovk, Gammerman). Leaving outside
how the class membership is apportioned, the difference of this approach from one described
in [KGG 1985] (Keller, Gray, Givens) is essentially that all labels are evaluated, not only
those of the k nearest neighbors. This, however, shifts the understanding of what the k mag-
nitude is now, because k nearest neighbors are found for each class represented in the data.
The idea of the above was long speculated. This is fundamentally the same approach
used as an element in feature evaluation as described in [KR3 2008] (Kononenko and Robnik-
Sˇikonja), which was initially suggested in [KR2 1992 a] (Kira and Rendell), though implicitly
for the Manhattan metric only. We use the method on the problem type being illustrated,
except we make no calculations concerning label bets, only rank them based on the average
distance to respective nearest neighbors. This is similar to how it is understood in [VS 2007],
and is one of designs fulfilled in [KGG 1985]. Even in the ”crisp” algorithm from [KGG 1985],
which we follow in our implementation of k-NN, where only one class is predicted, the un-
certainty among labels having the biggest representation among the k nearest neighbors is
resolved based on the sum of distances to different labels. A different path is followed by
Mitani and Hamamoto [MH1 2000] who compare distances to mean vectors of each class.
It is anticipated that membership with three top classes in our examples can be obtained
with a much higher accuracy than that for a single class. Figure 3.1 shows the accuracy of
Transductive k-NN when predicting a given number of class labels from one to four on the
data without any noise reduction. Shown is the best accuracy, to the limits of k same as
in Table 3.1. As a rule, the accuracy with k is gaining quickly initially and then dropping
slowly. The more noise, the longer it takes to reach the peak of performance. With labels
added, the accuracy increase is dramatic at the beginning, later slowing down considerably.
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Figure 3.1: Transductive k-NN accuracy (%) gain with up to four best class labels for Abalone
Age (1) featuring Infants (2), Housing Prices (3), Concrete Strength (4) data-sets.
The omnipresent noise, as in the case of imprecisely defined class, makes to look for al-
ternative ways of approaching the problem. One of possible solutions is relaxing the sought
outcomes as demonstrated using the multi-label approach. In the Infant Abalone Age exam-
ple this allows predicting the age in the plus-minus one year sense with the accuracy of 80%
as comparing to only 32% if to one year exactly. This is a good result considering the number
of classes, which other sets may have all listed rather easily adding one more label at a time.
3.8 Conclusion
In this chapter a technique of noise reduction for data classification has been proposed. Test
runs on some known examples of data have shown much improved accuracy after instances
of noise were removed from the data. The approach has also proved to be more containing
in situations of severe noise, letting to preserve more data than the method it builds on, and
with the same gain of accuracy where schemes allow comparison. Certain regularity of noise
due to problem representation may hint alternative ways of classification, also demonstrated.
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Chapter 4
Epsilon-Cleaning of Big Datasets
4.1 Introduction
Any observation extracted from data is more precise the bigger is the set. The question is
how much data is required for a reliable prediction. This was in focus of many researches and
certain main points are as follows. Firstly, with more data the concept becomes clearer, but
what really matters is the distribution, not the number of elements in the set. Secondly, re-
gardless the amount, a presence of noise can make the data useless. There are some successful
techniques of instance selection and noise reduction, largely around the idea of clusters and
cross-validation of close elements, a survey by Wilson and Martinez [WM 2000] has the detail.
Some accumulation of data here and there may be purely circumstantial. It does not help
revealing the structure of the set and may be the reason behind an overfitted classification
rule generalizing inaccurately. Density reduction seems to be the direction to explore, and
ideas above may be instrumental.
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4.1.1 Epsilon-Cleaning
In a procedure suggested in [BY 2006] (Bagirov and Yearwood) the redundant data in a given
vicinity of points making the set is being removed. This helps relieving the computational
load with a view of application of a clustering algorithm. The instance reduction technique
proceeds as follows (our notation later in the text is different).
Algorithm 2 The concept of ε-cleaning
Consider a set of vectors xi , i = 1 . . . n , and let D be a n × n matrix with (i, j)-th
element dij , where dij = ‖xi − xj‖ is the distance between elements i and j. This is a
symmetric matrix. Calculate
ri = min
j 6=i
dij , i = 1 , . . . , n ; r0 =
1
n
n∑
i=1
ri .
Select ε = c · r0 where c > 0 is some number. Then the following simple procedure to
reduce the number of vectors xi , i = 1 . . . n , can be used: select the first vector x1, remove
all vectors for which d1j ≤ ε , j 6= 1. Then select the next remaining vector and repeat the
above procedure for this vector, and so on.
This procedure is reported to allow a significant, while robust reduction of the number of
instances. It coarsens the data just the same, even though only close instances of selected are
made redundant. The vicinity has to be small, and it can be adjusted as necessary. However,
the vicinity can not be made infinitely small. To exclude even one element of data requires
a vicinity over the distance minimum for the set. In large-scale applications data has to
be reduced to a level it can be handled. This target defines the vicinity. If the data being
removed is not preserved in some way, there is a loss of information that can not be neglected.
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Sampling has a similar agenda, only sampling is the more descriptive, the better is the
knowledge of domain. It is essential the set was sub-divided into units (strata on a bigger
scale), and probabilities of data in units were assigned. Other techniques of sampling actu-
ally explore the set for clusters to be able to allocate the units (Reinartz [R1 1999]). The
ε-cleaning procedure in [BY 2006] has something in common with this approach.
In Cluster Analysis similar records are often characterized by their affinity to one cluster
center or another. In other words, centers are being trusted to represent the information
contained in respective clusters. For essential analysis it may suffice if little concentrations of
data are replaced with their centers. This approach is known as Vector Quantization, espe-
cially in the context of image compression for storage, with a major contribution by Kohonen
[K3 2001] in connection to Self-Organizing Maps. Although, a clustering algorithm needs
to be applied first, and all of the data is required. This is recognized as computationally
intense. To demonstrate how it is done anyway and to verify data integrity, we later apply a
new technique proposed in [B1 2008] (Bagirov). This begs the question and explains why the
cleaning procedure in [BY 2006] has to admit certain freedom in allocation of these clusters.
(It is element numbering dependent.)
At the same time, methods of Cluster Analysis use certain techniques of independent
value. In particular, [B1 2008] gives a survey of k-Means algorithms. Under assumptions, the
center of a cluster is placed at the centroid of constituent vectors. This is true in respect of a
cluster represented by a single point, and can be shown to hold for a two element cluster. In
this chapter we take a more deterministic approach, applying the cleaning more evenly over
a set, where the concentration of data does take place, and preserving the information from
removed data in some way, specifically, by replacing clusters with centroids of their vectors.
Just the same, ”ε-cleaning” (small vicinity cleaning) seems to be a fit name for the procedure.
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4.1.2 Instance-based Learning
The proposed approach is akin to certain technique used in the context of so called Instance-
based Learning, algorithms enhancing the Nearest Neighbor rule. The classifier is considered
a simplest, requiring no training. Not quite so from the point of view of Instance-based
Learning. During the training stage the number of critical instances shaping the classifier
may be significantly reduced, not only without a loss, possibly with a gain of accuracy. The
majority of algorithms just delete instances not contributing to accurate classification. Some
algorithms, though, absorb information contained in the removed data into so called proto-
types. The procedure implies that any data-set is only a representative of the concept of
data, and the best example may not necessarily be present in the set.
One of the first algorithms by Chang [C2 1974] merges instances if it does not impede the
classification by Nearest Neighbor. The algorithm finds a pair of similar points and merges
them into a prototype absorbing their weights, or the elements themselves are saved as non-
prototypes. Bezdek, Reichherzer, Lim, Attikiouzel [BRLA 1998] recommend taking simple,
rather than weighed average of the enclosed components, arguing that these prototypes cover
a wider space. The concept of similarity is rooted in the notion of metric for the problem
space, and so the algorithm considers closest elements first. Essentially, the merge solves
the dilemma which of the two elements to keep. The average is better than either of the
extremes because both points are given a consideration and this reconciles the argument.
With the weighted average the resulting prototype brings into balance not only different po-
sitions, but also numbers of participants in support of each point. Algorithms in [C2 1974]
and [BRLA 1998] consider closest instances in the distance increasing order, but commit if
only the merge does not result in any loss of classification accuracy.
Wilson and Martinez [WM 2000] describe these and other algorithms in the prelude to
an instance-based methodology they propose. In particular, they mention a similar contribu-
104
tion by Kibler and Aha [KA 1988]. Some of algorithms in [KA 1988] use instance averaging,
similar to [C2 1974]. However, these are stream learning algorithms, where the training and
testing sets do not exist separately. Instances are added to a current set which quality is per-
petually contested, and existing instances are either discarded, merged with others or kept.
Because no prior knowledge of data is available, algorithms in [KA 1988] have to rely on
convexity of classes and/or control averaging over long distances. Here, instances are merged
no matter how close, if only not too distant, providing the accuracy does not change.
Unlike in Instance-based Learning, the emerging technique is not a derivative of anything
else, but pure considerations of proximity. In particular, the criticism in [KA 1988] that re-
sults may be affected by non-convexity of the distribution area does not apply because only
finest detail is touched. Instance-based Learning pursues ideally a different aim of cleaning,
which is to remove all data, but a strip tracing class boundaries. It is not interested, in
particular, in knowing cluster locations. Instead, our aim is generic: to get a clearer view of
data by removing the uncharacteristic pile-ups, and this is why we adopt the idea of simple
average proposed in [BRLA 1998]. The resulting set then can be used with any classifier.
4.2 Modified Epsilon-Cleaning Algorithm
We argue that accumulations of elements we want to clear are not descriptive of the distribu-
tion of data, they are not true clusters. It is not important, therefore, to know exact location
of these clusters. The modified Chang’s approach in [BRLA 1998] seems more suited in a
shorter term. When elements are merged, it acknowledges that they may appear in random,
in numbers that can be less or more. Besides, it makes the implementation easier.
This is how we arrive at the following formulation, where ε-cleaning is being applied in a
universal and progressive manner, from the smallest vicinity up.
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Consider data-set A consisting of m points aj ∈ IRn , j = 1 . . .m (m ≥ 2). Let, for
example, the IRn space metric ‖ · ‖ be defined as follows:
‖p1 − p2‖ = (
n∑
d=1
|p1,d − p2,d|f )1/f , f ∈ { 1 , 2 } ,
for an arbitrary pair of points p1 , p2 ∈ IRn , where the form factor
f = 1 specifies the Manhattan (city block), also Hamming distance, and
f = 2 is for the radial or Euclidian distance (see Remark 1).
Algorithm 3 Data ε-Cleaning
Step 1. (Initialization). Set the cleaning target 0 < δ < 1 so that if more then dδ ·me < m
points are out of the set, the algorithm stops.
Set the counter of reduced points to zero: ∆m = 0.
Step 2. (Closest Points). Find two points least removed from each other. Solve the following
problem of discrete minimization:
minimize ‖ai − aj‖ , i 6= j , (4.1)
i , j ∈ { 1 , . . . , m−∆m } .
Suppose indices i and j deliver the solution (see Remark 2).
Step 3. (ε-Vicinity). Set ε = ‖ai − aj‖ the first time, or if ‖ai − aj‖ > ε , that is, the
existing vicinity has been cleared. However, if ∆m > δ ·m , that is, the objective by the
number of points is already fulfilled, check only whether ‖ai − aj‖ > ε.
If it is then stop - the trimming to the end vicinity size completes the procedure.
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Step 4. (Data Centers). Compute the data center of the pair of closest points:
a¯ij = (ai + aj)/2 , i 6= j . (4.2)
This center, as a matter of fact, is the centroid of founding point vectors. See Remark 3.
Step 5. (Merge). Replace the two closest points with their data center. The merge results in
the number of points in the set reduced by one (one point added, two removed). So, update
∆m← ∆m+ 1. The size of the set becomes m−∆m. Reindex the set accordingly.
Stop if ∆m = m− 1 (δ happened to be high).
This procedure does not take the class attribute. Generally, it may be missing. For exam-
ple, in problems of clustering it is not required. Without knowing better, the reduced set can
be retrained on the full data and the class attribute restored. However, this is exactly what
creation of a smaller replica endeavors to escape, and then, the information readily available
before the merge is not being used.
Given the presence of the class attribute a direct way of assigning it that can be thought
of - is summing up the contribution of elements underlying the merge, in the manner of
algorithms fulfilling the concept of Nearest Neighbor. Not being able to identify the class by
voting is largely interpreted as a case of either noise, class border, or exception. These ele-
ments are better discarded than kept, no matter what they may be, because any information
has only a sense if it can be relied on.
This makes the basis for the following algorithm.
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Algorithm 4 Class-Aware ε-Cleaning (Scheme)
Step 1. (Class-Wise Cleaning). Run Algorithm 3 with following modification to Step 2:
minimize ‖ai − aj‖ , i 6= j , ci = cj ,
where ci and cj are the class labels for ai and aj , respectively. That is, the closest pair-of-
points with ci 6= cj are not considered (see Remark 4).
Step 2. (Cross-Class Cleaning). Rerun Algorithm 3 as is on the resulting set, with the objec-
tive to clear a vicinity of a given size only, that is, the threshold for the number of points to
reduce is no longer playing a part. Use ∆m and ε values as found on the previous step and
assign a special mixed class label to products of merge where components are different. No
same class points, except for the mixed class, need to be considered for merge at this stage.
This alteration only adds a feature to Step 5 of Algorithm 3.
Step 3. (Resulting Set).
Mixed class merges separated makes the intended set (see Remark 5).
Application of either Algorithm 3 or 4 in the memory-page-a-time manner, if data is too
long, though theoretically possible, requires repeated steaming of the data, which makes the
processing much inefficient. The archetype method (Algorithm 2), where ε-vicinity is fixed,
defined parametrically, does not have this problem - any fragment of the data can be treated
against others in a single pass. The simpler technique, the more versatile it is.
We can follow the lead and accelerate the processing if we make a concession as to the
order in which data is merged. Remark 3 contains a partial justification for this. Note,
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however, that the center position of a particular locality is passed on from a smaller con-
gregation of points to a bigger. We allow significant distortions if we go other way around.
Although, having this done without a specific order, moderates the error. To alleviate this,
we can recycle the idea of thresholds used in [KA 1988] (Kibler and Aha). This translates to
a sequence of increasing ε-vicinity levels which we set to clear in turn. Although, getting an
estimate for ε-vicinity in the memory constrained mode is actually a separate task, similar
in complexity to Algorithm 2 itself, which includes the directions.
This makes the background of the memory-page-a-time mode of ε-cleaning detailed next.
We imply, where classification is concerned, that Algorithm 4 is used instead of Algorithm 3.
Algorithm 5 Memory Deficient ε-Cleaning (Scheme)
Step 1. (Partitioning). Distribute the data into a number of almost equal partitions, as few
as possible, yet computable for ε-cleaning purposes.
Step 2. (Objective). Estimate the maximum acceptable clear ε-vicinity in the set, and sub-
divide it into a number of levels, with the goal to clear the vicinities in the increasing order.
Set a target for the rate of data reduction. The vicinity increase per level and the reduction
rate are entered as parameters. See Remark 6.
Step 3. (Cleaning). Update partitions in turn by merging the data contained inside and, ad-
ditionally, in other partitions, streamed past, if data points are within a particular ε-vicinity
level from each other. The used data is removed from streamed partitions. Repeat a num-
ber of times until no data satisfies the current ε-vicinity level. Step the level and reiterate.
Address each level in turn. Quit when the rate of reduction is achieved.
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Step 4. (Assembly). Join partitions into a single set. (The resulting set may have a non-
computable size.)
Remark 1 The space metric representation is not essential for the algorithm because For-
mula (4.2) will work with any metric. This is a useful feature of the concept technique
(Algorithm 2) that we also are able to claim despite the added complexity.
Remark 2 There may be a number of pair-of-points delivering the same minimum to Prob-
lem (4.1). Even though this situation is highly unlikely, the numbering bias plays only a part
if within the same concentration of points, but the end result is no much different then.
Remark 3 Formula (4.2) gives a precise expression for the data center of two points (The-
oretical Aspects, Proposition 1). These prototypes are the better, closer are the points. As
they replace the set, the error is mounting layer-upon-layer. However, this has a limited ef-
fect. The bottom layers become highly compressed and less contributing. At the same time,
the analytical error is actually abating, because the concept of data becomes clearer.
Remark 4 Cleaning by class, where the attribute is present, helps better separation of
classes because the data at the border is getting pulled inside their classes. The data is
also better preserved, since the cross-class amendment is delayed until classes are better
separated. This effect is increasing with deeper cleaning. No matter how insignificant this
may be initially, knowing the boundaries is critical for classification. Therefore, where these
points can be saved and not dismissed as noise (see Remark 5), is worthy the cause.
Remark 5 ε-Cleaning has a mild, close proximity noise reduction effect, achieved when
products the class mix are separated from the rest of data at the end. This more concerns
the space between classes, where they come close to each other creating a layer of increased
density due to overlapping. Even though the classes may not necessarily overlap, it may
appear so on the larger scale the algorithm imposes on the data, neither this can be verified
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by simple means. By not removing the closest points of different class before the merge,
the algorithm does not interfere with the natural course, which helps a better control of the
uncertain class zone spread, thus minimizing the negative impact on classification.
Remark 6 Setting the ending ε-vicinity as the only goal for cleaning, whether as a single
level or many, is unrealistic. The data fill is uneven through the space, which can potentially
yield nothing or everything. However, the maximum acceptable ε-vicinity does make sense,
because the data becomes devoid of a distinct profile. Besides, the processing can be quitted
and resumed at any time. This, in particular, allows fitting the nominated reduction rate
closer. A more balanced stopping criterion is the error (see Remark 3), which adheres to both
the rate of data reduction and the cleared vicinity size. However, it is easier laid out than
implemented and there might be a specific requirement as to the size of the output, while
the vicinity and the error can accept a range of values.
4.3 Issues of Convergence
Algorithm 2 makes just a single pass per instance and for that only does not have the problem
of convergence. Any particular instance gets the full attendance at once, and the big part of
this is that data is only removed. In Algorithm 3, also called from Algorithm 4, instances
not only removed, but also created. This makes it a multi-pass algorithm and a proof of
convergence is required. Notably, this concerns the concluding phase of Algorithm 3, which
does the cleaning of vicinity of a specified size. We will take it for granted for now. The basic
facts towards this assumption are as follows.
1. Once a prototype replaces a pair of points - this lengthens distances in that direction
and shortens distances in orthogonal directions.
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2. It is only by luck that there is a closer point to the prototype than the initial distance
in directions normal or so to the axis connecting the initial pair of points. We assume
that data instances appear in random.
3. If such a point exists, then the area where it may be located is rather narrow.
4. The next merge will have the effect of the previous, and so on until all possible directions
are explored and distances are lengthened.
5. Considering possible paths, the prototype will be bound for areas, which were already
visited, and so its ability to encounter close outside points is diminished.
6. The path is meandering, and either step is no more than the half of initial distance
between points, save that this distance is actually the smallest in the set. This creates
a lot of hindrance to how far the prototype can move.
7. Above all, we imply that the structure of a set is given in clusters. When we choose
a pair of closest points we target a center of a cluster. Outside this center the data
becomes increasingly rarified.
Under these provisions there is at least a good chance that Algorithms 3 will leave a par-
ticular locality sooner, rather than later and will not be causing the problem itself. Results
of numerical experiments reported in the next section raise no concerns of this kind. At the
same time, there is a contrivance in place, which we simply do not use.
Cleaning wins are achieved through reduction of the circumstantial element in the data
distribution. It is not meant and can not be that specific about a particular location, what
is endeavored in prototyping. For that reason the number of points already in a prototype
due to previous merges is neglected. Actually, with this approach, no prototype as a single
point exists, rather it is a spread entity. At the same time, the number of points, or weight,
is that sought after a burden, confining movement of a prototype the stronger it is identified.
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However, maintaining point weights across the data is excessive and against the purpose.
Therefore, we offer an algorithm based on a limited application of the Chang’s technique
[C2 1974], sufficient enough to distinguish one location from another.
Using this occasion we detail Algorithm 4 next, while inserting changes as required. The
equivalent of Algorithm 3 is then found by making the data class-indifferent.
Algorithm 6 Prototype-Assisted ε-Cleaning
Step 1. (Initialization). Set the cleaning target 0 < δ < 1 so that if more then dδ ·me
points are out of the set, allowing for at least one point left per class, the algorithm stops.
Set the counter of reduced points to zero: ∆m = 0.
Step 2. (Closest Points). Find two same class points least removed from each other. Solve
the following problem of discrete minimization:
minimize ‖ai − aj‖ , i 6= j , ci = cj , (4.3)
i , j ∈ { 1 , . . . , m−∆m } ,
where ci and cj are the class labels for ai and aj , respectively.
Suppose indices i and j deliver the solution.
Step 3. (ε-Vicinity). Set ε = ‖ai − aj‖ the first time, or if ‖ai − aj‖ > ε , that is, the
existing vicinity has been cleared. However, if ∆m > δ ·m , that is, the objective by the
number of points is already fulfilled, check only whether ‖ai − aj‖ > ε.
If it is, conclude the trimming to the end vicinity size with Step 6 and stop.
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Step 4. (Data Centers). Compute the data center and the weight of the pair:
a¯ij = (wi · ai + wj · aj) / w¯ij , w¯ij = wi + wj , i 6= j , (4.4)
of same class closest points. This center, as a matter of fact, is the centroid of founding point
vectors (Theoretical Aspects, Proposition 2). Here wi = w , wj = 1 or wi = 1 , wj = w ,
depending on whether ai or aj is the result of exactly previous merge, in which case w > 1
is the weight from that merge (as per Expression (4.4)), or w = 1 , otherwise.
Step 5. (Merge). Replace the two closest points with their data center, and note the point
and its weight for consideration on the next loop. The merge results in the number of points
in the set reduced by one (one point added, two removed). So, update ∆m← ∆m+1. The
size of the set becomes m−∆m. Reindex the set accordingly.
If m −∆m equals the number of classes (δ happened to be high) go to the concluding
Step 6. Repeat from Step 2, otherwise.
Step 6. (Resulting Set). Mixed class merges are not sustainable. Instead, only designate
instances for merge where applicable. These are data points having different class labels and
within the ending ε-vicinity from each other. Remove all thus identified instances. Update
∆m and reindex the set accordingly.
This algorithm, though, has a different concluding step than Algorithm 4. Numerical
experiments on the basis of the latter did raise some concerns about how the mixed class
instances evolve. Specifically, mixing without a measure of proportion may lead to unneces-
sary involvement and subsequent removal of valuable border instances. Neither mixed merges
make sense, as cluster centers are located certainly away from the border. So, the cross-class
cleaning has specifics commanding quite a different approach. The way, mixing is imple-
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mented in Algorithm 6, facilitates tracking of exposed instances, because it is never enacted.
This also simplifies the design, as no additional tool (Algorithm 3) is required.
At the moment there are no examples of application of Algorithm 6. However, the pro-
posed changes are minor, while the results of a lesser Algorithm 4 are encouraging.
4.4 Numerical Experiments
Algorithm 4 was tested on the data from the UCI Machine Learning Repository [MLData],
assuming the Euclidian metric in all cases. Characteristics of sets used in experiments are
gathered in Table 4.1. The number of ”Clusters” column relates to the clustering procedure
performed for integrity verification of residual sets, as later explained. The table also states
the tentative cleaning rate, same for any stage (percent).
Data Fields Records Classes Clusters Stage Cleaning
Shuttle 9 57756 3 60 30
Pen Digits 16 10992 6 40 20
Spoken Letters 617 7797 8 52 10
Sign Language 160 4320 8 216 20
Image Segmentation 16 2100 2 49 30
Table 4.1: Data-sets used in experiments.
Shuttle is a NASA StatLog data-set containing records of the engine work of a space
shuttle. Pen Digits data-set comes from a study involving an experimental set-up and a cas-
cade classification technique for recognition of pen written digits [AA 2001] (Alimoglu and
Alpaydin). Spoken Letters (Isolet) is a data-set originating from a spoken language recogni-
tion study, the extended material of which is available from [CMF 2008] (Cole, Muthusamy,
Fanty). Sign Language, as later explained, is an artificial data-set generated out of a sam-
ple of digitally captured hand articulated signs (Auslan) [KS1 2005] (Kadous and Sammut).
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Image Segmentation is an example of visual data randomly sampled from a selection of out-
door images, specified elements of which, corresponding to classes, were manually identified.
Certain attributes not characterizing pixel cells individually were dropped. This data-set ev-
idently has a connection to image retrieval studies from a database, where the request itself
is a typical image, as proposed in [ABKB 2002] (MacArthur, Brodley, Kak, Broderick).
Pen Digits, Spoken Letters, Image Segmentation original sets from [MLData] were mod-
ified through the union of some classes as schematized in Tables 4.3, 4.4, 4.6. This change
has the purpose of improving the classification accuracy in the deep cleaning, which affects
classes positioned close. For the purity of experiment it is important that a sample was noise
free, yet containing a substantial amount of data. For the Shuttle data in Table 4.2 a num-
ber of classes accounting together for less than 1% of records were excluded for clarity and
because their negative impact on accuracy of classification can not be any more than that.
Distribution into classes of the Sign Language data is shown in Table 4.5.
Results of calculations are found in the appendix. First lines, corresponding to full sets in
these tables, except for certain fields, are trivial. Cleaning, classification as well as integrity
check of the data is done in stages. To save the space, yet convey the idea, not all stages are
shown. Tables actually skip every second stage. Therefore, where the running total is not
feasible, results may include added quantities from missing stages, previous or next, depend-
ing on the direction a table is traversed, or represent the mean.
4.4.1 Cleaning and Classification
The intent of this section is to survey the impact of cleaning through classification using the
residual points. The cleaning proceeds as follows: we apply a tentative rate of cleaning, get
the reduced set, and then reuse it as data for a deeper cleaning. For the classification task we
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used an algorithm, variants of which had been developed in [C2 1974, BRLA 1998], call it the
Nearest Prototype method. The classification rate is calculated on the full amount of data
before any cleaning. The re-substitution rate is considered giving an optimistic estimate, but
we do not emphasize classification as the purpose.
ε-Cleaning results are presented in Tables 8.1, 8.4, 8.7, 8.10, 8.13 for the Shuttle, Pen
Digits, Spoken Letters, Sign Language, Image Segmentation data-sets, respectively. Column
titles the tables have are as follows. ”Clean” is the resulting number of records; ”Mix” is
the number of mixed class instances formed in the process of cleaning and dismissed at the
end of each stage; ”Pre” (Spoken Letters only) is the number of merged instances for the
total shown in the ”Mix”. ”Mix” and ”Pre” include results from the previous stage (not
shown). Column ”Stage” states the cleaning yield percent, the actual (in contrast to the
targeted) per stage reduction rate to the level identified by the number of records (that is,
the mean of values for the listed and the previous unlisted stage); and ”All” indicates the
reduction percent so far. ”Vicin Min” is the shortest, relative to the longest mean distance,
per cent estimate of the minimum clearance between data points in the set. This quantity
monitors the size of ε-vicinity in the cleaning algorithm. The ”PC Time” column relates the
computational cost of cleaning as a running total, expressed in hours, minutes and seconds.
Classification using residual sets is featured in Table 8.3 for Shuttle, Table 8.6 for Pen
Digits, Table 8.9 for Spoken Letters, Table 8.12 for Sign Language, Table 8.15 for Image Seg-
mentation. The data in these tables is arranged by class (columns with ”C” and a number).
Columns represent the accuracy percent of residual sets on the initial data. The residual sets
are identified by the number of ”Records” before reduction (same as ”Clean”). The accuracy
overall, titled ”Class Acc”, is found in corresponding Tables 8.1, 8.4, 8.7, 8.10, 8.13.
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Shuttle
The Shuttle data (Table 4.2), which we look at first, appears having the following layout:
its Class 5 is removed from the rest of the set, whereas Class 4 is positioned close to the
enormous Class 1 (about 80% of the set). The data was unit cube normalized before worked
on. Cleaning and classification results for the Shuttle data are presented in Tables 8.1 and 8.3.
Class Original Used
1 45586 45586
2 50
3 171
4 8903 8903
5 3267 3267
6 10
7 13
All 58000 57756
Table 4.2: Shuttle data class distribution.
The actual rate of reduction is almost identical to the standard tentative rate in Table 4.1,
increasing only when sets are small and products of class mix deducted. No loss of accuracy
results from cleaning until classes inevitably become very close on a larger scale. Systematic
appearance of mixed class instances is signaling approach of this stage. Clear vicinity min-
imum is a convenient indicator to watch and simple to obtain. We notice that its dynamic
increase at the end corresponds to a dramatic demise of the accuracy for Class 4.
The achieved reduction rates are, in principle, in agreement with results of Instance-based
Learning algorithms, obtaining rather trim learned sets. It is also no wonder, because the
class attribute does not change across vast regions representing different classes. The accu-
racy overall stays extremely high even after the data is reduced more than 100 times.
At the same time, there is a feature that makes the Shuttle example special. It is better
described as a time series with the time attribute later removed considering the relevance.
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This may result in a series of nearly identical records when the time interval is small or
changes are slow, or when readings are synchronized with the engine full cycle.
Pen Digits
A more dynamic picture can be expected with data distributed evenly among many classes,
yet the classes are not far-flung. Next example proves in favor of this assumption, though we
introduce the measures offsetting the loss of classification accuracy. We took the Pen Digits
data from [MLData], which is evenly distributed among ten classes: 0-9. The data is good
as is - no normalization was required as in the case of Shuttle.
We merge certain classes, as explained in Table 4.3, to exclude or greatly diminish effects
of noise, so that the exercise of deeper cleaning could continue as long as possible. The eight
pen positions sampled along the curve of a written digit do not seem sufficient for a positive
identification. Certain shapes may look alike for the ”machine” at this resolution. So, the
intention of design was to improve separation of classes, and it did result in a grown accuracy.
Class Original Merge Used
0 1143 0 1143
1 1143 7
2 1144 7
3 1055 9
4 1144 4 1144
5 1055 9
6 1056 6 1056
7 1142 7 3429
8 1055 8 1055
9 1055 9 3165
All 10992 10992
Table 4.3: Pen Digits class distribution.
The results of cleaning and classification on the transformed data for Pen Digits appear
in Table 8.4 and Table 8.6 , respectively. Again, the actual rate of reduction follows tentative
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from Table 4.1 - the rate increase, if any, the bigger, the smaller is the set. It is then that
increase of the clear vicinity starts to intensify, coinciding with the loss of classification ac-
curacy. Unlike in Shuttle, the capacity of ε-vicinity to increase in Pen Digits is limited from
outset (it is above the technical 0%). At the same time, when the data eventually succumbs
to cleaning the clear vicinity is more than 20%. Some amount of mixed class instances does
form and get discarded, despite the class design effort, though the amount is small, with no
systematic increase due to a deeper cleaning. At the same time, the impact of mixed class
instances is being offset by the effect of noise reduction and the removal of classes from each
other later. The classification accuracy of a particular class is no less than 99%, and most of
the time is nearly 100%, until it eventually gives in, confirming the transformed classes main-
tain the independent stance no matter how we increase the cleaning rate. With Pen Digits
learned sets we can classify an instance with near certainty even after nearly 100% reduction.
Some outliers dismissed, classes stay sufficiently distanced from each other nonetheless.
Spoken Letters
Following example is characterized as a ”noisy task” in the description to the data-set and, in-
deed, this imposes limitations on the deep cleaning. The Spoken Letters data from [MLData],
representing spoken English letters, may be not the largest among examples so far, but is
the case of ”wide data”, see Table 4.1 for details, and this makes handling it a rather time
consuming exercise. The data required no additional normalization.
Because so many complex measurements are taken to fill a single record, the error may,
indeed, build up and the noise may be an issue. However, design of the data does contribute a
lot to the problem. With the insight gained from earlier clustering experiments we were able
to achieve much better classification rates by grouping spoken letters as shown in Table 4.4.
It may be guessed as well that the main source of confusion is likely sounding words (they
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are not just sounds) announcing different letters. It is like ”alpha”, ”beta”, ”gamma”, ... in
Greek, but neither that distinct, nor even long. This makes the spoken ”w” (double-u) far
more legible than other letters.
Class Letter Original Merge Used Class Letter Original Merge Used
1 A 300 11 14 N 300 14 599
2 B 300 26 15 O 300 15 600
3 C 300 26 16 P 300 26
4 D 300 26 17 Q 300 21
5 E 300 26 18 R 300 25
6 F 298 24 19 S 300 24
7 G 300 26 20 T 300 26
8 H 300 11 21 U 300 21 600
9 I 300 25 22 V 300 26
10 J 300 11 23 W 300 23 300
11 K 300 11 1200 24 X 300 24 898
12 L 300 15 25 Y 300 25 900
13 M 299 14 26 Z 300 26 2700
All 7797 7797
Table 4.4: Spoken Letters data class distribution.
Table 8.7 and Table 8.9 present cleaning and classification results for the Spoken Letters
data. Classification using residual sets accuracy rates are rather high for Spoken Letters,
though not staying this way as long as in other examples, except in the special case of ”C23”
(letter ”w”), as previously explained. Mixed instances, routinely created and enlisting sig-
nificant amounts of data, signal that classes tend to overlap. This contributes to the actual
reduction rate, which becomes slightly higher than the attempted rate in Table 4.1 towards
the end of the cleaning effort when sets are also small.
When mixed class instances are separated at the end of each stage there are two sides
to it - as seen from points of gained or lost accuracy. In Spoken Letters many mixed class
instances are created on early stages, indicating that the data carries a significant burden of
noise. While the cleaning has a noise reduction effect, later on, removal of products of mix
is purely destructive and does not compensate for the loss of accuracy. Note that the full set
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is reasonably free from noise - no mixing occurs at first.
The approach we use for resolving the class uncertainty leads in the Spoken Letters data
to the merge of many elements into a small number of mixed class instances, which does
not seem necessary if representation of classes is disproportionate. We postulate that the
existence of an instance is only significant, not the weight. At the same time, noise ought to
be treated as an exception, and so participation of different classes has to be taken to notice.
However, the method does not exactly do the noise reduction, and its action is generally
limited to areas where adjacent classes are close, thus being populated by many instances of
different class. This occurrence is not characterizing other examples of data.
We may notice that the clear vicinity is much wider in Spoken Letters than in other
examples of data. It is huge from the outset (more than other examples are finishing with),
but we get the understanding of actual density - its enormous lack - only after some initial
reduction. Later on, the clear vicinity increase is slow, thus reducing the drama of the error
build-up. The ”curse of dimensionality” has a hand in this all no doubt, with so many factors
counting that it causes the data to spread wide. Much more training examples are required
to fill such an extra-dimensional space. Therefore, our ability to reduce the amount of data
is limited in this case. Generally, the method is always applicable, because a data in study
is expected to be statistically significant.
Sign Language
The Sign Language is an artificial domain generated from a data sample found at [MLData].
The original Auslan data comes from a time series study presented in [KS1 2005] (Kadous
and Sammut). We quote from the source. ”Auslan is the language used by the Australian
Deaf and non-vocal communities. . . . Auslan . . . has about 4000 ”dictionary” signs. For this
122
application, we selected 95 signs, based on coverage of different handshapes, types and so
on. Samples from a single signer (a native Auslan signer) were collected . . . . In total, 27
samples per sign . . . . The average length of each sign was approximately 57 frames. The
equipment used consisted of two instrumented gloves with magnetic position trackers. Each
hand therefore generated a total of 11 features: 3 for orientation (roll, pitch, yaw), 3 for
position (x, y, z) and 5 for finger bends. The gloves have excellent accuracy; within degrees
for orientation, centimeters for position, and 64 usable levels of finger bend, all updated at
100 frames per second.” This is evidently referring to the Ascension system Flock-of-Birds as
in description to the database at [MLData]. Other system considered was Nintendo.
This domain is artificial as is. The data does not represent all signs, so the full classifi-
cation is out of question. At the same time, one can consider specialization of a language or
narrowing down to an essential vocabulary. Indeed, the sign language itself is a condensed
version of about only one percent size of the contemporary language. Further, the experi-
mental set up is not realistic - are signers always expected to have the instrumented gloves
on? At the same time, where the sign legibility is concerned, the instrumented gloves are
certainly a containing approximation to the visual perception. That is, if signs are meant to
be visually legible they have to be legible in the instrumented gloves context.
The original data has too little instances per class, making the cleaning pointless no mat-
ter the data spans many classes. In the new data each original instance gives rise to 20
instances for a selection of classes, as in Table 4.5. To that effect we represent each sign
with 10 points, including the signal beginning and end, sampled with an even time step. The
readings of individual data channels in these points are obtained using different methods of
interpolation from the raw data after being subjected to the unit cube normalization.
One of the classification methods that Kadous and Sammut feature in [KS1 2005] is ac-
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Class Sign Instances
1 Boy 540
2 Building 540
3 Cost 540
4 Drink 540
5 Eat 540
6 Forget 540
7 Girl 540
8 Happy 540
All 4320
Table 4.5: Sign Language data class distribution.
tually a result of a similar data transformation to what we do. They call it the Naive
Segmentation and claim surprisingly good results. Specifically, this implements the approx-
imation of the signal with a step-wise function averaging the temporal data in intervals of
equal size. In our representation this corresponds to the constant approximation using the
least squares technique, although we use only the two closest neighboring points of the raw
data. However, this neighborhood is wider, up to seven points, for linear, quadratic and cubic
polynomials. The essential difference is that we sample the temporal data, while the authors
use all of it (no matter it is just a wider sample itself). We also fit the polynomials exactly
and use shifted neighborhoods to create variants of the same data.
In the time series analysis the signal is expected to modulate in the amplitude and the
delivery rate. Therefore, only in a ”domesticated” environment can the Naive Segmentation
thrive. Kadous and Sammut in [KS1 2005] actually explore the concept of metafeatures, like
rises and falls of the signal and the local maxima and minima. The actual features are then
formed on the basis whether about a particular time the event (among all events for all sig-
nals) is observed (yes or no).
For our purposes the example is artificial, and therefore the Naive Segmentation approach
is applicable, as long as the data is good for it. We also make other concessions. We do not
include hand positions. They are naturally volatile, depending on the signer body position
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and size. This information is also passed on to the palm orientation, which is the metric size
independent. It proved all right on selected signs and allows to save a significant number of
attributes in the new representation. Although, Kadous and Sammut [KS1 2005] claim that
hand positions alone are responsible for about 30% of accuracy of classification algorithms
they use and give an example where the hand position may be relevant - the Thankyou sign.
This example is a one-handed sign and we have to rely on the other hand being in the one-
for-all neutral or at least unambiguous position in such cases. Also, we neglect the duration
difference between signs, which would complement the Naive Segmentation too.
Table 8.10 and Table 8.12 have cleaning and classification results for the Sign Language
data. This is rather an uneventful story, perhaps intentionally. The classification accuracy
is always exactly 100%, even after the data ten-fold reduction in size. No mixed instances
are created and discarded, and the actual reduction rate is always at the specified level as in
Table 4.1. These results are in agreement with a rather small clear vicinity minimum observed.
Image Segmentation
In the Image Segmentation example from [MLData] the Sky (Class 2) is in stark contrast
to the rest of the scenery, evidently, because it coveys the light, while other elements, as in
Table 4.6, only reflect. Accordingly, this class is much removed from others, what explains
the distribution of data into the two classes used in experiments. The data was normalized
around zero mean and unit mean deviation.
Tables 8.13 and 8.15 present cleaning and classification results for Image Segmentation.
Despite being the smallest of featured examples, Image Segmentation results have certain
interesting aspects. The classification accuracy is exceptional even after the data is reduced
more than ten times. No mixed instances form and the actual reduction rate is no different
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Class Segment Original Merge Used
1 Brickface 300 7
2 Sky 300 2 300
3 Foliage 300 7
4 Cement 300 7
5 Window 300 7
6 Path 300 7
7 Grass 300 7 1800
All 2100 2100
Table 4.6: Image Segmentation data class distribution.
from the specified rate as in Table 4.1. These results are supported by the smallest of all
examples ending clear vicinity size.
4.4.2 Integrity of Residual Sets
We could expect high accuracy rates. It is not clear how a finer detail is preserved. Structure
of a set can be approximated with a certain number of clusters. Does the cleaning undermine
the structure? Next set of experiments is concerned with finding a given number of clusters
and classification using their centers mapped to classes. The centers perform in the same
capacity as the residual points of cleaning when classifying the original data. The class at-
tribute is assigned by voting, choosing the biggest representation in a cluster. With sufficient
number of clusters we should be able to achieve a single class representation for any cluster,
yet to decide the class in few cases of equally biggest representation we use the shortest
average distance to the center. Though mapping in this method provides a fair coverage,
some classes can not be fully separated, with a bearing on distribution of the classification
accuracy. Note also that classification using cluster centers is different from using residual
points themselves, which may classify accurately even the instances of noise.
We used the Incremental Global Clustering, featuring k-Means, technique developed in
[B1 2008] (Bagirov). It is worth mentioning that without the global optimization approach,
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the clustering may be done in many ways, with no guarantee that clusters map to classes
in a unique way. With the global search of the optimal position there is a better chance.
Until recently it was not quite possible. The global search consumes a significant compu-
tational resource, no matter the incremental technique allows for doing it by installments.
The method of clustering we describe is no exception. However, it can be run in two modes:
the fully featured, and with a limited number of iterations. The set number of iterations
is referring to recursive adjustments of the initial candidate centers for the new cluster in
the incremental method. This number may be even zero [LVV 2003] (Likas, Vlassis, Ver-
beek). However, the best candidate center is always being adjusted until it settles. The
number of iterations is a contributing factor to the performance. It turns out there are
other ways to improve performance of the described clustering algorithm. Bagirov, Ugon,
Webb [BUW 2011] claim that a significant acceleration is achievable through application of
a distance comparison technique making possible an early location of suitable starting points.
We staged two types of experiments: firstly, on finding a given number of clusters in the
initial and each of reduced sets (the thorough clustering), and secondly, on adjusting cluster
positions, obtained for a smaller set, in a bigger set level-by-level (the update clustering)
using the classic k-Means technique as in [SI 1984] (Selim and Ismail), which optimizes only
locally. We use the fully featured mode on the smallest data-set in the update clustering
and, otherwise, limited or unlimited number of iterations, same at any level in the thorough
clustering. We considered the zero approximation an acceptable accuracy trade-off for the
computation minimization in all examples, as we specify a sufficient number of clusters to
narrow down the search. In the Pen Digits example we are able to afford the fully featured,
unlimited by the number of iterations, search. In earlier experiments on the Spoken Letters
data we had only half the number of clusters and the zero approximation was not that as-
suring as were a couple of iterations.
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How well the integrity of reduced sets is maintained using different methods of cluster-
ing and their performance is demonstrated in Tables 8.2, 8.5, 8.8, 8.11, 8.14 for examples of
Shuttle, Pen Digits, Spoken Letters, Sign Language, Image Segmentation, respectively. These
tables also contain columns titled ”Acc”, representing the classification accuracy overall de-
pending on the method of clustering. Other column titles are as follows. ”Len” and ”Dir”
is the per cent change in length and direction of the mean vector of cluster centers from its
position for the full set, and from the position by the other method (included thus twice),
that is, vertical (the first number) and horizontal (the second number) change considering the
table layout. ”PCTime” states the computational resource claim by the thorough method of
clustering, specific to a stage, while ”PCT” is the running total in reverse of the time required
by the update method. The times are expressed in hours, minutes and seconds. ”PCT-0”
in the case of Pen Digits is the zero approximation (when choosing the initial point in the
thorough method) analogue of ”PCTime” as in contrast to the fully featured search.
Results of classification using different methods of clustering are found together with those
for residual sets in Table 8.3 for the data-set of Shuttle; Table 8.6 for Pen Digits; Table 8.9
for Spoken Letters; Table 8.12 for Sign Language; Table 8.15 for Image Segmentation.
Shuttle
For the Shuttle data a class does not map to a unique cluster. Classes 1 and 4 are close and
the accuracy is prone to a rapid degradation. However, the picture can be improved if more
than one cluster per class is allowed. We were able to see that the most of Class 4 can be
positively identified when a sufficient number of clusters is used. We computed 60 clusters.
It can be less or more. With a bigger number more of smaller clusters emerge, while greater
clusters do not further break. The classification and integrity results for Shuttle appear in
Tables 8.3 and 8.2. Few cases required resolving ties between Classes 1 and 4, other clusters
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voting their class in strongly. Though the cluster mapping provides a fair coverage, Classes 1
and 4 can not be fully separated, which affects the accuracy of Class 4 unevenly at the end.
With the thorough clustering, by the moment of demise of accuracy of Class 4, when
mixed class instances begin to appear systematically, the data is reduced almost 100 times.
All the preceding moments the classification accuracy is rather high. Its more even distri-
bution past the middle of Table 8.3 is due perhaps to a sufficient presence of Class 4 where
Classes 1 and 4 come close. The precision of the clustering technique makes it to side with the
bigger class, otherwise. At the top of the table the data provides more choices for the zero ap-
proximation, as explained, giving the clustering procedure a better chance to cast even again.
With the update clustering we initialize center positions from end results for sets of poorer
qualities. This makes it potentially more sensitive to the cleaning - a useful observation for
deciding where to stop. However, we notice from Table 8.3 that centers are able to self-correct
rather quickly and in this case consistently. The accuracy of classification becomes more even
and overall no less than by the thorough method.
Not only classification accuracy is high using both techniques of clustering, but centers
as seen from Table 8.2 virtually coincide on any level of cleaning, with the mean vector, if
being different in direction or magnitude, then by no more than 1%. So, the Shuttle data
structure is well preserved, despite the dramatic reduction in size. The little deviation of the
vector above the middle of the table in the thorough method, which also affects the accuracy
of classification, is likely due to the pursuit of the best position for clusters while the presence
of classes has changed. It is certainly not the case with the update clustering. We observe
that even a slight position change tells on the distribution of classification accuracy.
It is clear that the cleaning can not go deeper neither it achieves its aim, if the structure of
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the set is affected. A systematic reoccurrence of mixed class instances signals that continued
cleaning may be destructive. Loss of classification accuracy, especially when using cluster
centers, may provide further clues. We did not observe any sustained shift of position of
clusters in this data, but there may be examples advocating to the contrary.
On the short end, a factor to be counted with is the availability of computational resource,
especially applicable to the thorough clustering. It emerges as a big challenge for deciding the
cleaning rate. That is, in practical terms, certain minimal reduction may be inevitable. The
time required for cluster allocation by the thorough method, shown in Table 8.2, becomes
increasingly prohibitive the more data is preserved. Luckily, the update clustering provides
a way to escape huge computational costs. Even including all previous steps and cleaning,
it takes far less time than the thorough clustering for a number of levels at the top of Table 8.2.
Pen Digits
For the clustering task on Pen Digits we select a sufficient number of clusters to cater for
different digits, different genders, developed and rudimentary writing skills. It gives the clas-
sification accuracy using cluster centers overall at best at the level of 97%, slightly lower than
for Shuttle. It stays so for quite long before degrading.
A disconcerting aspect of the result is that the distribution of accuracy by class is some-
what unstable. This is, however, for a good reason. Firstly, we compute in the mode of
unlimited iterations pushing the algorithm potential to the limit, so that found positions of
cluster centers are the furthest from a point obtained using any limited number of iterations.
Secondly, we reiterate that this example has almost equally sized and dense classes not very
distant from each other. Therefore, the balance of cluster allocation sways a little when
points are removed, here and there in turn, though the class transformation mutes this effect.
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Table 8.6 has the detail for Pen Digits. Overall, the accuracy of classification is nearly the
same with either method of clustering (Table 8.4), being slightly better towards the begin-
ning of the table when using the thorough method, but with the update clustering the class
distribution acquires the sought after confidence. This is mainly due to the minimal update
of cluster positions in this method.
The instability of the accuracy distribution by class is, otherwise, an indirect consequence
of structural changes in the data. The update method of clustering senses it better than the
thorough method. At the same time, the update clustering seems being able to adjust even
from an unfavorable, though largely intact, initial distribution. This result is a little unusual,
attesting to the fact that the global structure of data prevails over local specifics. The update
clustering, otherwise, adjusts the sooner, the earlier it is initiated.
The unlimited iteration mode gives rather unwavering cluster positions, rounding to 1%.
There is virtually no change in either length or direction of the mean vector of cluster centers,
which can be observed from Table 8.5, except sometimes a change of 1% is registering in the
length. This is a good result, but the measure does not seem sensitive enough, comparing to
the classification accuracy distribution, on results of this and previous example. Computation
in the unlimited iteration mode takes a lot of time. For comparison, Table 8.5 includes the
computational time in zero approximation mode in column ”PCT-0”. This mode is slightly
worse on the cluster allocation side and slightly better on the accuracy distribution stability
side. In practical terms it is rather acceptable, considering the significant time saving it offers.
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Spoken Letters
The accuracy distribution and the cluster integrity results for Spoken Letters are found in
Table 8.9 and Table 8.8 , respectively. The number of clusters is sought after the number of
letters as announced by male and female speakers. This example is similar to Pen Digits in
having the equal class representation and is as computationally challenging as Shuttle due to
the abnormal dimensionality.
A standing issue in this example is that it is much noisier. The design of classes does
help in the sense of making the initial set noise free, at least on the small scale, yet when
the scale is bigger for some classes it does not prove optimal. These classes take the brunt
of the accuracy loss in turn, when they become indistinctly close to their counterparts. The
clustering mechanism of classification accentuates this.
Class 23 (letter ”w”) is expected to perform better than other classes, but is actually
performing worse, comparing to using the residual points themselves, though it is not the
case of succumbing to noise. Rather the smallest of classes by design is being overhung by
bigger classes as the result of clustering.
Understandably, results of classification with centers obtained using thorough clustering
are sometimes unproportionately worse than their counterparts when using update cluster-
ing. We notice some accuracy overall falls whenever a significant amount of mixed instances
is removed as reflected in Table 8.7, which deprives the clustering method of critical starting
points. By contrast, results using the update method on the Spoken Letters data are fluc-
tuating less from level to level, while equaling the thorough method in accuracy. We notice,
though, that the mean vector of cluster centers stage-to-stage trajectory crosses that for the
thorough method. Again, computationally the thorough method is no match to the update
method, when it comes to clustering of sets with many data points.
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While the accuracy of classification stays reasonably high even after the data shrinks to
about the tenth of the initial size, and is at the level of 98% for either method of clustering
at the top of Table 8.8, this is the first example where the structure of a set reflected in
positions of cluster centers becomes affected, which is no wonder with the density so much
in deficit. Therefore, this criterion should be regarded as primary for this data type.
Sign Language
The accuracy of classification and cluster integrity results for Sign Language are found in
Table 8.12 and Table 8.11. The number of clusters is sought after the number of elements
in the original set for selected classes. The way the data is generated creates a superstruc-
ture, expressing the underlying concept, and a finer detail to it, corresponding to the element
representation. When we finish the cleaning we actually only approach the underlying data.
Despite the good results at the end, we can not continue without dramatically affecting the
superstructure which can no longer be managed with the specified number of clusters.
No noticeable shift of position of cluster centers occurs throughout the exercise for either
method of clustering and between them. However, the thorough method of clustering attains
100% accuracy on biggest sets, and the update method does not. Both start with 99% ac-
curacy on smallest sets. Of course, the time spent on biggest sets is incomparable in favor
of using the update method. This difference in accuracy between methods is admissible, as
the update is satisfied with the first local minimum it arrives at. At the same time, the
(artificially) insufficient difference between reduced sets does not allow the technique to skip
over to a deeper minimum. The less than perfect accuracy overall is caused by a wandering
cluster misallocation between Classes 1 and 7, responsible for 7% of the individual accuracy
loss, while other classes are always identified with 100% accuracy.
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The trick is explained when we look up the actual signs for Classes 1 and 7, as played out
at [AusLan] (Australian Sign Language directory). The signs are very similar, and the differ-
ence becomes even less, when we let the hand position attributes go. (Kadous and Sammut
in [KS1 2005] refer to a different source of printed ”glosses” to illustrate the 95 sampled signs.)
Image Segmentation
The accuracy of classification and the cluster integrity results for Image Segmentation are
collated in Tables 8.15 and 8.14. The number of clusters is sought after the number of im-
ages by the number of elements of scenery. This is rather approximate as it is not known
whether individual elements are lit uniformly or come in different shades. However, it ap-
peared more than sufficient to guarantee the highest possible accuracy throughout by the
thorough method. The update clustering gains the 100% accuracy on biggest sets eventually.
This is expected. Otherwise, the example is small and the computational time, though longer
by the thorough method, is still acceptable.
The interesting part is that despite the strongest accuracy and the smallest clear vicin-
ity minimum comparing to other examples, the Image Segmentation data structure changes
substantially. This actually betrays the fact that without the class merge as in Table 4.6
the expression of classes is not strong enough to sustain the cleaning by themselves. The
principal issue here is that classes included in Class 7 are positioned very close to each other,
meaning that used attributes does not describe them sufficiently.
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4.5 Stopping Criteria
Following indicators emerge from simulations as useful for deciding the maximum reduction
rate for cleaning, some of them universal and other specific to circumstances.
The ε-vicinity under provisions of our method is stretchable. Based on the examples, we
can make an observation that the accuracy of classification stays in high nineties, as long as
the clear vicinity minimum is below thirty per cent. Multitude of dimensions in a data-set
may cause the cleaning potential to wear out sooner (Spoken Letters). At the same time, not
only the density but also the rate of its change are contributing factors to the error.
Systematic appearance of mixed class instances, especially amounting to big losses of data,
has to be of concern (Spoken Letters). While an early encounter of mixed class instances
should be regarded as noise, there is a better chance for preserving classification qualities of
the data as long as this effect does not escalate (Shuttle, Pen Digits) or is, ideally, altogether
missing (Sign Language, Image Segmentation).
The demise of classification accuracy for a class, rather than overall, is also a warning that
cleaning becomes indiscriminate. The classification accuracy using cluster centers, especially
as found by means of update clustering, is more sensitive as it relates structural changes in
the data earlier. It is a precursor of changes that will eventually show in the deviation of
cluster centers (Spoken Letters, Image Segmentation).
Otherwise, the computational time constraints may push for setting some necessary level
of reduction (Shuttle and Spoken Letters data thorough clustered).
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4.6 Conclusion
In this chapter an approach to reduction of the data bulk has been proposed. It is based on
the concept, according to which the coincidence of data adds very little to the tessellation
of much wider space. Existing procedure of ε-cleaning has been enhanced by reducing the
circumstantial element and providing for the information saving.
Although the method we propose is somewhat close in concept to Instance-based Learn-
ing, it is not actually attached to any method of classification. Only if the class attribute
is present, the special treatment is required. The preprocessed data finds various applications.
We have given a close attention to application of ε-cleaning in Cluster Analysis. It is
stated in [BY 2006] (Bagirov and Yearwood) that location of a given number of clusters is
a global optimization problem, many local minima of which have to be dealt with. The
ε-cleaning there has proved being helpful in saving many unnecessary attempts.
Among other applications of ε-cleaning may be obstacle removal in the way of a classi-
fication rule. Support Vector Machines (SVM) use hyperplanes for classification, entailing
binarization of a multi-class problem. If the class boundary is ragged, SVM resorts to the
”kernel trick” to unbend the space (Haykin [H2 2009]). An approach proposed in [B1 2005]
(Bagirov) contributes to the flexibility in the form of additional planes. In either case the
rule becomes more precise, but the conception of a complex boundary, the classification of
new instances of data has to comply with, creates an overhead. With extra clearance, less
hyperplanes or straightening is required. The general advantage of the reduced data space
for classification is best explained on Decision Trees [Q2 1986] (Quinlan). Trees are much
easier to grow, they are more immune to overfitting.
Though ε-cleaning has limits by definition, it is able to relieve the computational load to
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a much higher degree. The procedure itself, theoretically, is order O(m2) of the number m
of elements in the set calculation-wise hard, and so are by a modest count all other methods
which deal in distances. Besides, the ε-vicinity is not the same notion as the rate of cleaning.
Even a small increase of the vicinity can lead to an extraordinary cleaning yield.
A number of generic criteria is available to ascertain whether the data stays resilient
enough after the cleaning. At the same time, precision is much a subject of methods that get
trained on the reduced data. From a different perspective, exercising the criteria, generic or
specific alike, is able to reveal whether the data representation has a sufficient support.
4.7 Theoretical Aspects
Formula (4.2) in Algorithm 3 is based on the following proposition. Suppose we have two
data elements, and would like to define an element similar to both as much as possible.
Proposition 1 The point x obtained as the centroid of a1 and a2 :
x = (a1 + a2) / 2 ,
is equally and minimally distanced from the founding points.
Proof
The space metric ‖ · ‖ has to satisfy the Triangular Inequality, therefore the equally and
minimally distanced location is on the line connecting the founding points. Along the line
the location x has following parametric representation:
x = a1 + β · (a2 − a1) , β ∈ IR1 ,
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where β = 0 corresponds to x = a1 and β = 1 to x = a2.
Doing subtractions in turn and taking distances, which is direction independent, we get
‖x− a1‖ = β · ‖a2 − a1‖ , ‖x− a2‖ = (1− β) · ‖a2 − a1‖ ,
where we also assume isomorphism of the space in any given direction. Equating ‖x− a1‖
and ‖x− a2‖ we find β = 1/2. Note that 0 ≤ β ≤ 1.
And so, substituting β = 1/2 in the expression for x, we obtain
x = (a1 + a2) / 2 ,
which is the centroid of points a1 and a2. 4
Centroid is the mean vector of founding points. It is self-explanatory, although precisely:
Definition 1 Centroid a¯ of set A comprising m element points aj is a point satisfying the
vector equation
a¯ = (1/m) ·
m∑
j=1
aj or equivalently
m∑
j=1
(aj − a¯) = 0 .
We can also prove the following towards Formula (4.4) in Algorithm 6.
Proposition 2 Suppose a¯1 is the centroid of set of m1 points a1 ∈ A1 and, likewise, a¯2 is
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the centroid of set of m2 points a2 ∈ A2 , so that A1⋂A2 = ∅ , then the point a¯ obtained as
a¯ = (m1 · a¯1 + m2 · a¯2) / m , where m = (m1 + m2) ,
is the centroid of set A = A1
⋃
A2.
Proof
Centroid of set A is
a¯ = (1/m) ·
∑
a∈A
a ,
and likewise are defined centroids for sets A1 and A2. Since A1
⋂
A2 = ∅ , this expression
can be decomposed as follows:
a¯ = (1/m) · ( (m1/m1) ·
∑
a1∈A1
a1 + (m2/m2) ·
∑
a2∈A2
a2 ) ,
and therefore we obtain
a¯ = (m1 · a¯1 + m2 · a¯2) / m .
4
This is necessary, but insufficient for a centroid to be the data center of the inclusive
congregation of points. On the other hand, this has to depend on how the data center is
defined. The criterion used in works [BY 2006] and [B1 2008], which we draw on, and other
sources we reference is that the data center has to satisfy the minimum of the sum of squared
distances from elements of the set to that point. This criterion inevitably implies the metric
used for the problem space, which is assumed to be Euclidian.
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It is impossible to give a stronger foundation to the technique we propose without defining
Data Center for multiple dimensions. The objective in Proposition 1 in the case of single
dimension can be rewritten as |∑2j=1 (aj − x)| , minimizing which we immediately obtain
x = (1/2) ·∑2j=1 aj with the minimum of zero. With this insight and noting the represen-
tation for Centroid in Definition 1 we can now elaborate a criterion applicable generally.
Definition 2 Data Center x∗ ∈ IRn of set A comprising m element points aj ∈ IRn is a
point minimizer
x∗ = arg min x∈IRn ‖
m∑
j=1
(aj − x)‖ ,
where IRn is the problem space of n dimensions.
Then Proposition 1 generalizes as follows :
Proposition 3 Data Center of set A of m point vectors aj is the Centroid of set A.
Proof
The absolute minimum for a distance function ‖ · ‖ is zero. The question is now whether
the argument can satisfy this minimum. One of the invariable properties of a distance function
is that ‖ · ‖ = 0 if and only if the argument is a zero vector. We conclude that data center
x has to satisfy
m∑
j=1
(aj − x) = 0 ,
but then x = a¯ according to Definition 1, that is, the centroid fits the definition of a data
center. Besides, it is the only point that fits. No deeper minimum can be found. 4
The above provides both necessary and sufficient conditions justifying the point merge in
proposed cleaning algorithms, allowing that centers are obtained in a lossy manner. This ap-
proach is independent of the metric of the problem space. In the Euclidian metric, used widely,
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the data center, as a component in the k-Means algorithm [B1 2008, LVV 2003, SI 1984], for
example, is understood differently. We actually use the metric in numerical experiments.
Therefore the background we give to the proposed technique is incomplete without showing
the equivalence of this representation.
Proposition 4 Data Center of set A comprising m point vectors aj, calculated in the Eu-
clidean metric as
x∗ = arg min x∈IRn
m∑
j=1
‖(aj − x)‖2 ,
where IRn is the problem space of n dimensions, is precisely the Centroid of set A.
Proof
In the Euclidian representation the objective is
m∑
j=1
n∑
i=1
(aj,i − xi)2 .
Taking partial derivatives from this objective and equating them to zero we get precisely
m∑
j=1
(aj,i − xi) = 0 , i = 1 , . . . , n ,
which is the interpretation for Centroid from Definition 1 in coordinates. With the objective
all second derivatives greater than zero, this is the only minimum. 4
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Chapter 5
Condensed, Similarity driven Data
Representation
5.1 Introduction
Identifying accumulation points in data is common approach used by many techniques. This
is generally known as finding clusters in the data. This is particularly being widely used in
the context of Instance-based Learning as surveyed in [WM 2000]) (Wilson and Martinez)
- algorithms which use the idea of Nearest Neighbor classification, but reduce the reference
base, so that exemplifying data can be easily found. One of the first such algorithms by Chang
[C2 1974] merges same class data points locally into so called prototypes, where it does not
impede the accuracy of the Nearest Neighbor classifier. Otherwise, the actual elements are
preserved, themselves considered non-prototypes. Prototypes thus replace the instance base
with a synthetic one. The points are designated for merge on the closest first basis, so that if
the merge does take place the accuracy of classification on the original set can get no worse.
Merge of the next two closest points is attempted, otherwise. It is characteristic of Chang’s
algorithm that the prototype absorbs weights of merged points. The prototype is found as
the weighted average of the two points.
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We use this as guidance in ε-Cleaning, generally, to reduce the amount of data yet to
preserve its qualities. We argue that just discarding excessive instances does little good, and
we come up with the technique which saves some of the information through the merge of
close points rather than the deletion of either of them. However, the potential of prototype
creation from [C2 1974] is not fully claimed. There is a reason: for the purposes of cleaning
it can be assumed that some data ”mounds” are purely circumstantial, not the true clusters,
and the element presence by the number is less that important. So, it is in the due course
that some of the genuine data is modified in other locations, perhaps even needlessly, to get
a representation, which reveals the true nature of the data. Once this achieved the factor of
correction is no longer present and the error starts building up. It is not possible to continue
long enough without affecting the structure of the data at certain stage. A more elaborate
technique is required to carry on.
To take it further we have already a few tools in place. We have shown that there are
conditions when the centroid of concerned data points can be considered the true center of
the cluster. Not only that, the center of any two clusters together can be obtained as the
weighted average of their centroids. So far we used the shortest distance to guide the cluster
creation. However, when we do, this applies only to the single act of merge, not to the build-
ing of bigger clusters. We have also found the between-points minimum clearance statistics a
suitable stopping criterion for the cleaning procedure, but noted that proper stopping criteria
should pay a closer attention to the error build-up. While the error and the clearance cer-
tainly correlate, the actual circumstances of merge and duration of the procedure contribute
both and together are able to produce a better estimate.
This work continues in that direction. We propose a procedure that condenses the data
by replacing small clusters with centroids of their vectors. It can be viewed as adjusting
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positions of some close vectors, so that they coincide.
5.2 Cluster Analysis Connection
There is an approach for building clusters up from little called the hierarchical or agglomer-
ative clustering where smaller clusters are included with bigger clusters. At the bottom level
there are just elements of the set the clustering is performed on. There are number of ways
small clusters may be affiliated with bigger clusters. We consider the hard unconstrained
clustering, by which all elements on any level are distributed into clusters, with no element
in two or more clusters at the same time, except in the hierarchical sense.
Suppose we started building the hierarchy and end up with clusters at certain stage,
centers of which form set X. At the same time, in its classic representation, the problem of
finding centers for a given number of clusters is formulated as follows:
minimize f = 1/|A| ·
∑
a∈A
min
x∈X
(‖x− a‖2) , (5.1)
subject to a ∈ A ⊂ IRn and x ∈ X ⊂ IRn. Here x are the sought centers of clusters in set
A, |A| is the cardinality of set A, and ‖ · ‖ is a metric in the IRn space, defined specifically
as the Euclidian distance by
‖x− a‖ =
[
n∑
i=1
(xi − ai)2
]1/2
. (5.2)
The objective function f( x1 , . . . , x|X| ) is called cluster function (Bagirov [B1 2008]),
where |X| denotes the cardinality of set X, in other words, the number of clusters sought.
This is the same hard unconstrained clustering, only from a different perspective. We can
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try to use the hierarchical clustering to solve this problem.
Consider the moment just before we get k = |X| clusters. The change of cluster function
can be expressed as follows:
|A| · (fk − fk+1) =
∑
a∈Aj
‖xj − a‖2 −
∑
a∈Aj1
‖xj1 − a‖2 −
∑
a∈Aj2
‖xj2 − a‖2 , (5.3)
where indices j1, j2 and j denote clusters before and after the merge, respectively.
It is quite clear that the sum of squared distances for the product of merge is more than
that for individual clusters together. A center of a cluster minimizes squared distances. This
point is getting shifted in the cluster, product of merge, so it does not minimize squared
distances for either of the components. We therefore get
∑
a∈Aj
‖xj − a‖2 >
∑
a∈Aj1
‖xj1 − a‖2 +
∑
a∈Aj2
‖xj2 − a‖2 ,
meaning that the cluster function increases when clusters merge:
fk > fk+1 .
Less clusters are sought, the higher the optimal value of the function is. Just how big
is the increase? It is smallest for a merge minimizing Expression (5.3). This approach to
minimization of the cluster function renders only an approximation, though. Recombination
on previous merges, although step-wise non-optimal, may provide a better end result. The
method becomes less reliable, the longer building of cluster continues. With a wide spread
data we can imagine it should work fine long enough, because not many cluster formation
options are available, or they make no difference on higher levels of the hierarchy.
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5.3 Data Condensing Algorithm
For analysis of information contained in the data, close points mean less than points posi-
tioned far apart in the associated problem space, and this is reflected in the cluster function.
On the other hand, having too many records in a database is able to slow down the processing
considerably, more often then not at a rate which is a non-linear function of the number of
records. To alleviate this we can try compression of the database through identifying small
clusters and moving the similar elements together in the agglomerative manner, replacing the
cluster with its center. Thus, the resulting data will contain clues about elements needing
replication for rendering an equivalent of the complete view.
Consider a set A consisting of m points aj ∈ A ⊂ IRn with weights wj attached,
j = 1 . . .m (m ≥ 2). The weight is an integer assigned to a data element. The weight of an
ordinary point equals 1. If an element represents a number of merged points, this number is
the weight of the element and is greater than 1.
Using this notation we can rewrite Equation (5.3) as follows for k = m− 1 :
(
m∑
j=1
wj) · (fm−1 − fm) = wj1 · ‖xj − aj1‖2 + wj2 · ‖xj − aj2‖2
− wj1 · ‖xj1 − aj1‖2 − wj2 · ‖xj2 − aj2‖2 .
It is clear that xj1 = aj1 and xj2 = aj2 , turning the corresponding terms into zero,
because for coinciding ordinary points their center has to be collocated. So, we can merge
two elements satisfying the minimum of
wj1 · ‖xj − aj1‖2 + wj2 · ‖xj − aj2‖2 ,
and apply this recursively until the required compression is achieved. This is the main idea
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of the following algorithm.
Algorithm 7 Data Compression via Condensed Representation
Step 1. (Initialization). Set the compression limit for the set 0 < δ < 1 so once dδ ·me < m
points are out, the algorithm stops. Set the counter of removed points to zero: ∆m = 0.
Assign wj = 1 ∀ j ∈ { 1 , . . . , m }.
Step 2. (Data Centers). Calculate the data center for each pair of points as found on Step 3.
This center is, in fact, the centroid of point vectors. Add weights of contributing points and
assign it to the center. We have following formulae for the data center a¯ and its weight w¯:
a¯ = (wi · ai + wj · aj) / w¯, w¯ = (wi + wj) . (5.4)
Step 3. (Due Points). Find two points exhibiting the highest adhesive ability (see Remark 7).
Solve the following problem of discrete minimization:
minimize wi · ‖ai − a¯‖2 + wj · ‖aj − a¯‖2 , i 6= j , (5.5)
where i , j ∈ { 1 , . . . , m−∆m } and a¯ is from Step 2.
Suppose indices i and j deliver the solution (see Remark 8).
Step 4. (Merge). Replace the two ”closest” points from Step 3 with their data center and
assign weight to it accordingly (see Remark 9). The merge results in the number of points
in the set reduced by one (one point added, two removed). So, update ∆m← ∆m+1. The
length of the set becomes m−∆m. Reindex the set to this effect.
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In the case of class mix perform Step 5. If ∆m ≥ δ ·m then stop, the goal is achieved.
Stop anyway if ∆m = m− 1 (δ happened to be high). Otherwise, repeat from Step 2.
Step 5. (Class Attribute). Identifying created elements with a particular class is outside the
agenda of this algorithm (see Remark 10). The class attribute may be missing altogether.
However, in the presence of attribute, separate records for each class can be created and
weights redistributed according to representation of merged elements. The records have to
be linked to represent a single weighted instance. Go to Step 2.
Remark 7 If Problem (5.5) is reduced to pairs of ordinary points (which is initially largely
true), then the solution, indeed, finds the closest points. However, when merged points start
to engage, the algorithm pursues a different aim, promoting the cluster formation. On one
hand, points that are likely to merge first are the most ”attracted” to each other in the
common sense: the smaller the distance and the bigger the weight imbalance, the greater
chance such points will engage. On the other, total weight is the factor acting against cluster
merge: the higher, the more preventing. Any two variables are fixed, the third can be
watched. The transformed Formulation (5.7) in the Theoretical Aspects allows to see that
the distance is a quadratic factor, and the total weight is a linear factor discounted by the
weight imbalance, a quadratic factor. So, the distance is, indeed, the leading factor.
Remark 8 There may be a number of pairs of points delivering the same minimum to
Problem (5.5). Nonetheless, all pairs of points are going to be treated, if not now then the
next time around, the end result does not change. The bias plays only a part if these pairs
belong to the same locality. However, if later on both pairs are included in a bigger cluster,
the situation is resolved as well.
Remark 9 It appears that the merge of weighted points is equivalent to the merge of un-
derlying clusters. The Problem (5.5) is not an approximation. We could have achieved just
148
the same using Expression (5.3), the Theoretical Aspects have a reference. So, the procedure
as is actually has all the relevant information and carries it over to next stages due to special
properties of the Euclidian metric.
Remark 10 If the data-set is subdivided onto classes, their simultaneous presence at the
same locality may be a result of noise or insufficient class separation, evidence an anomaly
/ non-homogeneity, or alert to the merge-gone-too-far, the latter can be used as a stopping
consideration. In data cleaning we delete close different class instances, because this can be
interpreted as noise. It is reasonable that data condensing should follow data cleaning and
noise reduction, though the algorithm itself has a built-in protection from noise, which is
being absorbed by the principle class.
5.4 Evaluation and Comparison
Algorithm 7 was tested on the data from the UCI Machine Learning Repository [MLData],
assuming the Euclidian metric in all cases. Characteristics of sets used in experiments are
gathered in Table 5.1. The number of ”Clusters” column relates to the clustering procedure
performed for integrity verification of residual sets, as later explained. The table also states
the tentative reduction percent, same for any stage.
Data Fields Records Classes Clusters Reduction%
Land Satellite 4 6435 2 60 30
Page Blocks 10 5473 2 270 30
Utility Map Numerals 649 2000 10 40 30
Table 5.1: Data-sets used in experiments.
Land Satellite is a digital representation of an instrumented snapshot of a particular
scenery and is a part of the NASA data used in the Center for Remote Sensing, University of
NSW, Australia. Page Blocks data is a document layout simulation on a selection of papers
and is a result of page segmentation in order to separate text from graphic areas [EMS 1994]
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(Esposito, Malerba, Semeraro). Utility Map Numerals data-set comes from a study of hand
written character recognition, for which purpose equal number of images per class were taken
and digitized from a collection of Dutch utility maps, and a long list of features was extracted
to make the description precise [BDTH 1998] (Breukelen, Duin, Tax, Hartog).
For each data-set there is a dedicated table showing classes and the data distribution into
them. These Tables are 5.2, 5.3, and 5.4 for Land Satellite, Page Blocks, and Utility Map
Numerals, respectively. For better representation we apply certain class transformation to
Land Satellite and Page Blocks without reducing the data in size. Compression, classifica-
tion as well as integrity check of the data is done in stages, each time attempting the same
reduction rate, typically 30%. Results of calculations are found in the appendix. First lines,
corresponding to full sets in these tables, except for certain fields, are trivial.
5.4.1 Data Condensing and Classification
The intent of this section is to survey the impact of a prolonged condensation of data through
classification using the residual points. The compression proceeds as follows: we apply a ten-
tative rate, get the reduced set, and then reuse it as data. For classification we use the Near-
est Prototype method, variants of which appear in several researches discussed in [WM 2000]
(Wilson and Martinez). We locate the nearest point of the reduced set to a data instance and
make sure that no other reference point is missed within that radius (same points of different
class may exist). The classification rate is calculated on the full amount of data before any
condensing. The re-substitution rate is considered giving an optimistic estimate, but we do
not emphasize classification as the purpose.
Data Condensing results are presented in Tables 8.16, 8.18, and 8.20 for Land Satel-
lite, Page Blocks, and Utility Map Numerals data-sets, respectively. Column titles are as
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follows. ”Condensed / Records” is the resulting number of records; ”Condensed / Mix” is
the percentage of these records involved in mixed class instances. Column ”Rate / Stage”
is the compression yield - the actual (in contrast to the targeted) per stage reduction rate
(percent) to the level identified by the number of records; and ”Rate / All” indicates the
reduction percent so far. The ”PC Time / Condense” column relates the computational cost
of the data condensing procedure as a running total, expressed in hours, minutes and seconds.
Classification using residual sets is featured in Tables 8.17, 8.19, and 8.21 for Land Satel-
lite, Page Blocks, and Utility Map Numerals, respectively. The data in these tables is arranged
by class (columns with ”C” and a number). Columns represent the accuracy, as percentage,
of residual sets on the initial data. The residual sets are identified by the number of ”Records”
after reduction (same as ”Condensed / Records”). The accuracy overall, titled ”Classification
/ Condense”, is found in corresponding Tables 8.16, 8.18, and 8.20.
Land Satellite
A characteristic feature of the Land Satellite data is that Class 2 is substantially removed
from others. Looking up the class distribution in Table 5.2 we can see why. Soil types
there, except Class 1, are rather vaguely defined, while Class 2 (the cotton crop) covers the
space uniformly. All soil types, therefore, were merged into a single Class 1 in anticipation
of difficulties at later stages, while the purpose is to show that under favorable conditions a
significant compression is achievable. The data, otherwise, required no normalization.
The results of condensing and classification of the transformed Land Satellite data appear
in Table 8.16 and Table 8.17 , respectively. The actual rate of reduction follows initially the
standard tentative in Table 5.1. As mixed class instances start to appear the reduction rate
becomes smaller. This also has an impact on the classification accuracy. While the bigger
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Class Description Instances Merged Used
1 red soil 1533 1 5732
2 cotton crop 703 2 703
3 grey soil 1358 1
4 damp grey soil 626 1
5 soil with vegetation stubble 707 1
6 mixture class (all types) 0 1
7 very damp grey soil 1508 1
All 6435 6435
Table 5.2: Land Satellite data distribution into different classes.
Class 1 is identified with almost 100% accuracy throughout, the smaller Class 2 is affected
substantially. Interestingly, its prediction level does not slide below 91%, once it is reached,
for a number of stages. This is a clear evidence of the ability of the algorithm to stand up
to the noise. Overall, the classification accuracy for Land Satellite is no less than 99%, even
after the data was reduced more than ten times.
Page Blocks
The objective of the Page Blocks example is to distinguish a picture from a text. Attributes
of the data have a sufficient discriminatory power. However, between text areas they may
be ambiguous, see Table 5.3. Therefore, the data was transformed to a picture - Class 3,
and any other areas - Class 1, which would be of the text type, less or more, if any graphic
(original Class 5) was able to fit this definition. Because Class 3 is very small this raises
questions about substantiality of such a representation. At the same time, it is quite possible
to imagine that pictures in text files may be a rarity. This is exactly that problem where the
data compression may lead to a more comprehensible representation.
The results of condensing and classification for the Page Blocks data, normalized to zero
mean and unit mean deviation, appear in Table 8.18 and Table 8.19 , respectively. The re-
duction rate virtually stays at the set level. We see, however, that classification accuracy of
152
Class Name Instances Merged Used
1 text 4913 1 5445
2 horizontal line 329 1
3 picture 28 3 28
4 vertical line 88 1
5 graphic 115 1
All 5473 5473
Table 5.3: Page Blocks data distribution into different classes.
Class 3 drops temporarily to 96%, which is, otherwise, 100% for either of Classes 1 or 3. The
drop may seem significant; however, it accounts just for a single instance of a very small Class
3. This instance initially mixes exactly with one instance of Class 3. As condensing continues
and more data points join, the mixed class instance becomes identified unequivocally with
Class 1. No mixing, involving different instances of Class 3, occurs ever after.
Utility Map Numerals
The Utility Map Numerals data from [MLData] is evenly distributed among ten classes: 0-9,
as shown in Table 5.4. The data was normalized around zero mean and unit mean deviation.
The results of condensing and classification appear in Table 8.20 and Table 8.21 , respectively.
Class Instances
0 200
... 200
9 200
All 2000
Table 5.4: Utility Map Numerals data distribution into the ten classes: 0 . . . 9.
The actual rate of reduction follows initially the standard tentative in Table 5.1. The
reduction slows down as the mixed class instances begin to appear. This, however, has little
impact on the classification accuracy. The data condensing algorithm has a natural antinoise
capacity. However, this will be unable to resolve the between class ambiguity, result of con-
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densing continuing long enough. This is not the case so far. The classification accuracy of
a particular class of Utility Map Numerals is no less than 96%, and 98% overall, even after
more than ten times reduction of the original size of the data.
5.4.2 Integrity of Residual Sets
Next set of experiments is concerned with finding given number of clusters with centers
mapped to classes and classification using the centers. We use the centers in the same man-
ner as the residual points of data condensing when we perform classification on the initial
set. If the structure of a set is well preserved after the procedure of compression this should
not result in a dramatic loss of the classification accuracy. This method can be relied on in
problems with many classes and little separation. Otherwise, it can only have a secondary
role in evaluation of structural changes.
The measure has to be integral to reflect the total error build-up. It has to be sensitive
enough at the same time. In these regards, the objective function of minimization in Prob-
lem (5.1) represents a suitable choice. For integrity verification in this work we calculate the
cluster function using cluster centers obtained for condensed sets. In the previous work on
ε-cleaning we used the change in the mean vector of cluster centers as an alternative measure.
The vector, however, may be close to zero under certain conditions. The cluster function can
not be zero, unless all elements are cluster centers. Not being a vector, it does not have the
problem of measuring length and direction. It can also be proven and verified numerically,
that under provisions of Algorithm 7 the mean vector of cluster centers weighted by the
number of elements in respective clusters is always the mean vector of the data-set.
The class attribute is assigned by voting, choosing the biggest representation in a cluster.
With sufficient number of clusters we should be able to achieve a single class representation
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for any cluster, yet to decide the class in few cases of equally biggest representation we use
the shortest average distance to the center. Though mapping in this method provides a fair
coverage, some classes can not be fully separated, with a bearing on distribution of the clas-
sification accuracy. Note also that classification using cluster centers is different from using
residual points themselves, which may classify accurately even instances of noise.
We used the Incremental Global Clustering, featuring k-Means, technique developed in
[B1 2008] (Bagirov). Without the global optimization clustering can be done in many ways,
with no guarantee that clusters uniquely cover the classes. At the same time, any global
search consumes a significant computational resource. The method of clustering we describe
is no exception, no matter the incremental technique allows for doing it by installments.
When verifying results of ε-cleaning we considered a technique linked to the staged out
data reduction, which proved to be fairly reliable while providing a significant advantage
on the performance side. The procedure of Update Clustering consists of adjusting cluster
positions, obtained for a smaller set, in a bigger set level-by-level using the classic k-Means
technique, studied in [SI 1984] (Selim and Ismail) in detail, but which optimizes only locally.
On the smallest of data-sets, though, we use the technique developed in [B1 2008]. Nothing
like update only, we call it Thorough Clustering.
There is a way of delivering thorough clustering results faster. It develops only the most
promising starting point for the new cluster in the incremental procedure. A set number of
iterations, including zero - which is what usually assumed, can be attempted to verify this
circumstance. Therefore, as a rule, we use this mode of thorough clustering, unless this is
the initial stage of update clustering. Even though, it is much slower than the update method.
Results of clustering using different methods and subsequent classification using cluster
155
centers are found together with those for residual sets in Tables 8.16, 8.17 for the data-set of
Land Satellite; Tables 8.18, 8.19 for Page Blocks; Tables 8.20, 8.21 for Utility Map Numerals.
In parts concerned these tables use the same notation as stated previously. Likewise, the
classification accuracy overall is included in Tables 8.16, 8.18, 8.20, rather than in dedicated
Tables 8.17, 8.19, 8.21 where it is shown by class. In Table 8.21 for Utility Map Numerals
results are stacked for each stage to represent residual sets on the first line, thorough and
update clustering centers next.
”PC Time / ...” as previously stated is the computational resource claimed by procedures
concerned, expressed in hours, minutes and seconds. However, there is a difference in how
it aggregates. While ”PC Time / Condense” is running down and ”PC Time / Update” is
running up, ”PC Time / Thorough” is not a total - it is just a result corresponding to a stage.
Comparing performance of thorough clustering and update procedures the total shown on
the last line for the data condensing procedure has to be added to the time so far taken by
the update procedure, which appears on a particular line.
Integrity of residual sets has a dedicated section in Tables 8.16, 8.18, 8.20, where deviation
is shown for the cluster function as calculated on the full set using cluster centers obtained for
a particular stage and the full set by either of methods in respective ”Integrity / Thorough”
and ”... / Update” columns. This is calculated as difference-over-average and expressed as
percentage with two decimal places. A positive value corresponds to a lower value of the
function obtained when clustering the complete data itself. ”Integrity / Between” compares
between the methods using the function values on the full set, calculated with cluster centers
obtained for a particular reduced set. The ratio is calculated and expressed likewise, and is
positive when the function value obtained with the thorough method is lower.
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Land Satellite
The Land Satellite domain description does not contain many clues for working out an ap-
propriate number of clusters. There are six classes in all, but only two are clearly defined.
Neither is it known whether different parts of the scenery are equally ”visible”. The choice
is rather arbitrary. With the half the number of clusters, results are only slightly inferior.
Both methods of clustering identify Class 1 with 100% accuracy. As to Class 2, the thorough
method allows little better accuracy on bigger sets and little worse on smaller sets than the
update method returning the same 87% regardless the size of the data.
Thorough clustering in this case uses the fast reckoning, elaborating only the most promis-
ing position of a new cluster. This makes its performance acceptable; still it is much slower
than the update. This also explains that the projection of cluster centers on the full data
from the smallest of sets is better for the update, performing the uncompromised search at
this stage. Nonetheless, the thorough method is better when data is sized up - the good
starting result does not compensate for the lack of commitment in finding proper clusters in
the update procedure, otherwise. At the same time, gains of approaching the structure of the
full set are bigger for the thorough method according to cluster function differences in the
integrity section. The result for the update method changes less. However, the update al-
location is initially better, explaining the difference for bigger sets is less than for smaller sets.
The faster changes in the structure by the end of the effort, causing the cluster func-
tion difference of almost 5% according to the thorough approach, is a sign that some classes
integrated in Class 1 do not have a sufficient expression by themselves to withstand the meta-
morphose. Qualifications they add to the data distribution start to disappear when elements
belonging to different subclasses merge together at the increased rate. This would result in
a significant loss of accuracy if the data was not transformed initially. A connection can be
seen with the increased number of mixed instances. First stages do almost without mix, so
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that structurally the sets are almost identical.
Page Blocks
In the Page Blocks example there are five classes, their nomination clearly stated. Whether
the number of attributes gives it a sufficient ”resolution” is another question. The data spans
54 different documents, which may have their specifics. Being on the safe side, 5 by 54 - this
is how the number of clusters is selected. For either of two classes after the transformation,
both thorough and update methods give the 100% accuracy overall no matter what stage on
the data was clustered. Performance-wise thorough clustering in the fast mode finishes in an
acceptable time. It is more sensitive, conveying the structural changes in the data comparing
to the update method. Still, the latter is much faster and has the same predictive ability.
In ether method Class 1 is always fully identified, while Class 3 is predicted with 96%
accuracy on any stage. Of course, this result is greatly on the part the very detailed rep-
resentation of the data through cluster centers. Because Class 3 is very small the loss of
accuracy is actually due to the mix of a single point with the other class. However, the in-
tegrity check exposes a dramatic departure of the structure of the data from its state for the
full set, exceeding 7% based on calculation of the cluster function using thorough clustering
projections. This is because the small subclasses in Class 1 become fused together and with
the main component. By themselves their profile is not strong enough to continue to provide
distinct features to the data. Indeed, these subclasses, as described, to various degrees are
related to the major component - the text in general. This would lead to a profound loss of
accuracy if these components were classified separately.
The smallest of sets is a little unusual, returning a closer structure than the next size up.
This may be purely circumstantial - a result of grown instability of the approximation. It
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appears that the thorough method fares better than the update method, which conducts the
full unconditional search at this stage. This, however, leaves a lasting impression on bigger
sets showing a better result through the update, rather than otherwise.
Utility Map Numerals
For the clustering task on Utility Map Numerals we select a sufficient number of clusters to
cater for different digits, different genders, developed and rudimentary writing skills. This
may be excessive, as it is reasonable to assume that the characters were entered by a trained
staff. At the same time, there may be different styles and sizes transforming the image of a
written character unlike simple zooming in or out.
The chosen number of clusters gives the classification accuracy overall at best at the level
of 96% for the update, even better for the smallest than for the biggest set, which may, or
may not be consequence of using this method. The accuracy for a class is no less than 90%
all of the time. While staying reasonably high, the accuracy changes only little from level to
level in the course of data condensing, and then in the way of redistribution between classes
rather than loss. This finding is in support of the persistent integrity of the data. Despite a
significant effort is given to finding cluster centers using the thorough search, this result is no
much different and even slightly worse on one occasion in the middle. The fact that higher
accuracy is pertaining to smaller sets is thus not the consequence of update clustering. This
must be on the account of condensing procedure itself, carrying over the information needed
for clustering to smaller sets, while purifying it from noise.
The Utility Map Numerals is a relatively small set in terms of records, explaining the
choice of the uncut version of thorough clustering. At the same time, the data is rather wide
in terms of attributes. This explains why the search consumed so much time. The update
159
clustering returns almost the same result, while not conducting the search actively, in a small
fraction of time of the thorough method. This highlights the contrast between two methods,
which could have been less if only most promising candidate center was pursued, what can be
seen on other examples. However, without the thorough search we can not surely conclude
that the structure of reduced sets is reasonably intact.
Checking on the integrity of reduced sets using the value of the cluster function calculated
on the full set we observe the slow general trend of departure of the structure from its state
for the full data. The difference is little more than 2% at worst by the thorough method. It
is less for the update method. The comparison between thorough and update estimates is in
favor of the thorough method, except the last but one of the sets. For the smallest set there
is no difference, because essentially the same method of clustering is used. The difference for
the next set up has to be on the account of pursuing the search on the data which becomes
unstable. This difference is expected to be in favor of the thorough method and increase as
sets become bigger, which is what can be observed as a general trait.
5.5 Known Alternatives
What we do is similar to preparatory steps of Learning Vector Quantization - the methodol-
ogy used in image compression to sufficiently describe any new vector by associating it with
a closest cluster center. However, neither a specific number of clusters is sought, nor clusters
are class tailored (Diamantini and Panti [DP1 2000]) in the technique we offer. It has to do
more with the element base than superstructure. The ”compression” suits well. However, in
the context of learning vector quantization it does not imply the weighted data. While we
use the words intermittently, the ”condensed representation” is less ambiguous.
Other like technology is Squashing. DuMouchel, Volinsky, Johnson, Cortes, Pregibon
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[MVJCP 1999] propose a probabilistic approach, which is model free. The output is a data-
set with weights attached. This data-set is said to be equivalent to the original data in the
sense that it represents the same model of probability distribution. However, the model can
be taken out of equation, as long it is representable via Taylor series. The trick is due to
the model parameter encapsulation in coefficients of the Taylor series, which are the same in
either original or squashed representation. Authors propose several schemes of subdivision of
the data onto regions, some space metric independent, some not. Essentially, the data may
be arbitrary subdivided, which is different to our approach.
This procedure runs into difficulties when weights and data points, calculated for a spec-
ified region in a least squares fit procedure, produce results falling outside its boundary and
weights come out negative. It appears that the solution is also not unique. The authors pro-
pose several heuristics to contain the points inside the region and enforce that weights add
up to match the original data. This includes boundary adjustments. Different granularity of
regions is also resolved via heuristics limiting used degrees of the Taylor series. The squashing
name for the procedure is probably due to the fact that resulting weights are not necessarily
integer and subdivision of data containing resulting data points is arbitrary and model-free.
This concept is probabilistic with some exceptions. Instead, our approach uses space
metric, specifically the Euclidian distance, which is of course a measure of similarity but not
the likelihood. Madigan, Raghavan, DuMouchel, Nason, Posse, Ridgeway [MRMNPR 2002]
propose a technique based on likelihood clustering. Though the procedure looks similar to
space clustering it is not based on distances. It is also limited to sampling the data and cen-
tering the rest of it on the selected points. The likelihood is another word for the probability
density function, which parameters in this approach has to be estimated from fitting a model
of choice to the data. The estimate can be obtained for a single pass through the data. The
sampled points are then simply assigned weights equal to the number of ordinary points in
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respective clusters, although there is procedure for adjusting positions of thus created pseudo
points. This is a different method than in [MVJCP 1999]. The main difference is that it is
not model-free. However, it is also called squashing, perhaps traditionally.
Our approach has close interpretation in a number of respects with [MVJCP 1999] and
[MRMNPR 2002]. At the same time, it is rather different. Firstly, it is based on similarity
and uses the problem space, rather than likelihood and probabilities, though these notions
are not equivalent. Some limitation of our technique can be considered using specifically
the Euclidian distance, though it is a widely used space metric. Secondly, it is not limited
by a model of data distribution, either implicit or explicit. The only assumption made of
this kind is that of unconstrained clustering, that is, probabilities are estimated from the
data itself, not profiled by a model. On the surface of it, however, the mechanism of either
squashing or condensing is the same: both use weighted points to represent the reduced
data. We reiterate that same as for learning vector quantization [DP1 2000], squashing algo-
rithms [MVJCP 1999, MRMNPR 2002] have to perform subdivision of data into a specified
number subvolumes. In our data condensing algorithm this number is automatically adjusted.
In [MVJCP 1999] it is allowed that data contain different types of attributes: continuous
alongside nominal. It is assumed that the data under consideration is so big that squashing
of continuous data can be done selecting on a specific combination of values of nominal at-
tributes. This selection has to be significant enough to estimate the probabilities. This is a
good technique, which can be applied in conjunction with the data condensing described for
continuous attributes. Other way of doing it is creation of binary attributes out of nominal,
one per value of a nominal attribute. Providing appropriate scaling the algorithm then will
be able to handle different attribute types automatically.
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5.6 Conclusion
In this chapter an approach to instance reduction for quicker evaluation of data abundant
beyond comprehensibility has been proposed. It is based on the concept that local concentra-
tion of data points adds little to the information spread over much wider space. The method
is hierarchical, approximating the best strategy of unconstrained cluster creation. However,
it is different from that used for prototype creation in Instance-based Learning. Neither is
it attached to any method of classification. Only if the class attribute comes along with the
data it has to be dealt with. Thus preprocessed data finds various applications.
5.7 Theoretical Aspects
Remarks 7 and 9 draw on the following transformation. Suppose we have a set consisting
only of weighed points a1 and a2, having weights w1 and w2, respectively.
The objective function is:
w1 · ‖a1 − a‖2 + w2 · ‖a2 − a‖2 .
For centroid a and total weight w we have following expressions:
a = (w1 · a1 + w2 · a2) / w , w = (w1 + w2) .
Substituting this into the objective function we arrive at the next formulation:
minimize (d2 / w) · w1 · w2 , (5.6)
where d = ‖a1 − a2‖ is the distance between points a1 and a2.
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Denoting by ψ = (w1 − w2) / w the weight imbalance, we can transform it into
minimize (d/2)2 · w · (1 − ψ2) . (5.7)
Now, independently from the previous, consider a problem of merging two clusters A1
and A2 into single cluster A in numbers of m1, m2 and m = m1+m2 , respectively (so that
A1
⋃
A2 = A and A1
⋂
A2 = ∅). Let a ∈ A be elements of the united set.
Calculate the following quantity:
∆E = E −E1 −E2 (5.8)
involving components
E =
∑
a∈A
‖x− a‖2 , E1 =
∑
a∈A1
‖x1 − a‖2 , E2 =
∑
a∈A2
‖x2 − a‖2 ,
where x and x1 , x2 are the centers of respective clusters.
Getting E expressed in coordinates using Formula (5.2) for ‖ · ‖ we have
E =
n∑
i=1
∑
a∈A
(xi − ai)2 =
n∑
i=1
[
m · (xi)2 − 2 · xi ·
∑
a∈A
ai +
∑
a∈A
(ai)2
]
,
where n is the number of dimensions of the problem space and i is the coordinate index.
Because
x = (1/m) ·
∑
a∈A
a ,
x1 = (1/m1) ·
∑
a∈A1
a , x2 = (1/m2) ·
∑
a∈A2
a ,
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which can be written in coordinates, we eventually get all expressions as follows:
E =
n∑
i=1
[
−m · (xi)2 +
∑
a∈A
(ai)2
]
,
E1 =
n∑
i=1
−m1 · (xi1)2 + ∑
a∈A1
(ai)2
 , E2 = n∑
i=1
−m2 · (xi2)2 + ∑
a∈A2
(ai)2
 .
Substituting the above into Formula (5.8) we notice that last terms cancel out, so we get
∆E =
n∑
i=1
[
−m · (xi)2 +m1 · (xi1)2 +m2 · (xi2)2
]
.
Using
x = (m1 · x1 +m2 · x2) / m , m = m1 +m2 ,
expressed in coordinates, leads to
∆E = (m1 ·m2 / m) ·
n∑
i=1
(x1 − x2)2 ,
and eventually we get
∆E = m1 ·m2 · ‖x1 − x2‖2 / m . (5.9)
Ward [W1 1963] was studying the hierarchical formation of clusters using a criterion called
the minimum error increase, which is exactly the difference of squared distances in the form-
ing and merging clusters, measured against their centers, as given by Formula (5.8). This
was shown can be reduced to Expression (5.9), due to the properties of the Euclidian metric.
Thus, Formulation (5.6), which is exactly the same, is not an approximation - it holds all
necessary clues to true cluster creation, which minimizes the error increase.
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Chapter 6
Feature Selection using
Misclassification Counts
6.1 Introduction
Supervised Classification implies that on the training stage there are data records, and each
record is assigned to one of the known a priori set of classes. This mapping is then used
to develop an algorithm by which any new record can be assigned to a correct class based
on the data. A classification algorithm has to be able to deal with the data computational
complexity commonly caused by the magnitude of instances often driven by the multitude
of attributes. This problem is huge in the text categorization, every word expanding the
space to a whole new dimension. In the past decades this area was given a close attention
and continues to be in the focus, no matter the processing power of computers has increased
dramatically. Some terminology has settled over the time. Saeys, Inza, Larran˜aga [SIL 2007]
give a contemporary view of feature selection methods in bioinformatics.
Without knowing better, we can certainly assume that not engaging all variables will
cause reduction of the classification accuracy. We can stage experiments to ascertain influ-
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ence of different variables, referred commonly to as features, indirectly, via responses we get
from a classifier. Various models of the feature-set are entered sequentially into a classifier,
no matter what kind, and the best response is learned. This generic technique of feature
selection is called wrapping. Where pre-selection of features is possible, it is referred to as
filtering. Devices of different sorts are in employ, as long as they can provide answers to the
feature irrelevance and redundancy. Filtering, which can be rather elaborate, is independent
from the method of classification, although it inevitably uses the class information. Informa-
tion Gain and Relief are two filtering techniques considered widely a standard, each coming
from a different perspective: probabilistic - the former, deterministic - the latter. Ultimately,
there are methods of classification, attuning the feature-set to the class for better results.
This is referred to as the embedded feature selection.
While the feature ranking can be obtained as a byproduct of feature subset selection,
especially by a wrapper or embedded method, often the ranking is an element of design
of filter methods, which makes them attractive for quick assembly of a desired feature-set.
Feature ranking is also an element of design of the proposed method. The ranking is done
on the degree to which different variables exhibit random characteristics. Similar methods
are known as filters. It may be interpreted as a method of classification adapted for feature
ranking. So, it may be seen as a wrapper and embedded technique at the same time. In fact,
a number of methods, particularly those used for comparison in this chapter, are exposed to
such interpretations. These methods share the idea of misclassification counts. Relief, due to
Kira and Rendell [KR2 1992 b] and Kononenko [KR3 2008], has that potential. Moreover, it
seems to be a far relation to our method, so we offer it a matching change.
167
6.2 Feature Ranking Algorithm
Introduction of a measure of similarity is a founding step in any approach to classification.
If a class can be described as a cluster of data points in a problem space, then its center may
be defined as a point most similar to all, that is, containing the class information signature.
One measure, commonly used, is the distance in the problem space. Any new data can then
be class assigned running the affinity check for different class centers. We imply sufficiency
of the information signature for class identification.
6.2.1 Formulation
In this section we formulate an algorithm, whereby features are selected step-by-step, more
informative first. In the description of the algorithm t stands for the iteration number and
It ⊂ { 1 , . . . , n } are indices of the reduced set of features contending on cycle t.
Consider data A consisting of m ≥ 2 classes (finite sets) Aj ⊂ IRn , j = 1 . . .m , so that:
Aj 6= ∅ ; Aj1⋂Aj2 = ∅ ∀ j1 , j2 , j1 6= j2 ; and A = ⋃mj=1Aj . Let aij be elements of the
sets, i = 1 . . . |Aj | , where | · | is notation for the set cardinality.
We define the metric ‖ · ‖ for IRn space as follows:
‖a− x‖ = (
∑
l∈It
|al − xl|2)1/2 , ∀ a, x ∈ IRn , n > 1 .
Algorithm 8 (Forward Selection)
Step 1. (Initialization). Set t = 0 , It = { 1 , . . . , n }.
Step 2. (Class Centers). Determine centers xj of classes assuming that sets Aj each contain a
unique cluster. Compute the centers by solving the following problem of convex programming
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(see Theoretical Aspects):
minimize 1/|Aj | ·
∑
i
‖aij − xj‖2 . (6.1)
Step 3. (Misclassified Points). Find points of sets Aj , which are closer to class centers of
other sets by coordinate.
Let xj∗ be solutions to the Problem (6.1). Evaluate sets:
N j =
{
i : min
s 6=j
|aij − xs∗|2 ≤ |aij − xj∗|2
}
,
where s = 1 . . .m is the class index. Get the resulting set:
N =
m⋃
j=1
N j .
The coordinate index l ∈ It is implied in the above.
Step 4. (Relevant Attribute). To determine the most relevant coordinate find
l∗ = arg min l∈It(|Nl|/|A|) .
Step 5. (Contending Features). Make t ← t + 1, and construct the new set of contributing
factors:
It = It−1\ {l∗} .
If |It| = 1 then stop, else go to Step 2.
The ‖ · ‖, way we define it, is the radial, or Euclidian, distance. Square omission through-
out the algorithm gives rise to the formulation in so called Manhattan (the city block), or
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Hamming distances.
Plainly, the algorithm finds class centers and enumerates elements that belong to a class,
but considering a particular feature, are closer to centers of other classes. The total of these
counts, normalized by the number of elements in the united set, establishes the feature rating.
The higher the rating, the less relevant is the feature. The best performing feature out, the
search is repeated again to select the next one. The idea is stemming from the approach
suggested in [BRSY 2003] (Bagirov, Rubinov, Soukhoroukova, Yearwood). However, the al-
gorithm in [BRSY 2003] engages the subset selection directly, without having features ranked.
A variable in this method has the higher relevance, the more distant are values taken at
class centers. Obviously, a variable with the same value for all classes is irrelevant given the
data. If, instead, a variable has close readings for different classes, this results in growth of
the number of misclassified points. The irrelevance correlates with the rating close to unity
obtained for a feature. However, it is theoretically impossible to judge the irrelevance given
only data. No matter how big is the data-set, it is only a sample that partially reveals the
concept of the data, largely unknown.
At the same time, the algorithm is adaptable for other search tactics [SIL 2007]. For
example, we may respect that, only knowing factors that can be discarded, makes a differ-
ence - the complete reliable subset of features is immediately known after each deletion. So,
emphasizing the reduction of insignificant dimensions we get the following formulation.
Algorithm 9 (Backward Elimination)
Step 1. (Initialization). Same as in Algorithm 8.
Step 2. (Class Centers). Same as in Algorithm 8.
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Step 3. (Misclassified Points). Same as in Algorithm 8.
Step 4. (Irrelevant Attribute). To determine the least relevant coordinate find
l∗ = arg max l∈It(|Nl|/|A|) .
Step 5. (Contending Features). Same as in Algorithm 8.
Certain time saving is achievable on a big set of features, if Algorithms 8 and 9 are merged
together. So, we take one best and one worst feature out in a single pass, steps 4 and 5 ad-
justed accordingly for this mixed scheme.
Even with the full set of features, all being relevant, no classifier can guarantee 100% pre-
cision. Harnessing minor features can not help overcoming this inherent classifier limitation.
Instead, it may cause overfitting: a classifier gets perfectly trained, but performs poorly on
the test data. Yet a classifier can be made faster, if only features giving it the major thrust
are relied on, explaining preference we give to the forward selection.
The one cluster per class representation holds by a slim assumption that classes may be
described as ”connected” and ”convex” sets. This can be improved, if classes are subdivided
into clusters, though the complexity of the algorithm increases significantly. The Incremen-
tal Global Search Using k-Means as proposed in [B1 2008] (Bagirov) makes this possible, but
other clustering methods are also available (Kaufman and Rousseeuw [KR1 1987]). The hard,
unconstrained clustering applies. That is, each element of a class belongs to one and only
one naturally formed cluster. Algorithm 8 then can be generalized as follows.
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Algorithm 10 (Feature Selection using Class Overlay Counts)
Step 1. (Initialization). Set t = 0 , It = { 1 , . . . , n }.
Step 2. (Class Centers). Compute centers xjk ∈ IRn of clusters Ajk making class Aj by
solving the following problem of convex programming:
minimize 1/|Ajk| ·
∑
i
‖aijk − xjk‖2 , (6.2)
where aijk ∈ Ajk are the cluster elements, i = 1 . . . |Ajk| , j = 1 . . .m , k = 1 . . . pj .
Subdivision of classes into clusters is assumed known.
Step 3. (Misclassified Points). Find points of sets Ajk, which are closer to cluster centers of
other classes by coordinate.
Let xjk∗ be solutions to Problem (6.2). Evaluate sets:
N jk =
{
i : min
s 6=j
min
r
|aijk − xsr∗ | ≤ |aijk − xjk∗ |
}
,
where s = 1 . . .m and r = 1 . . . ps are the class and cluster within class indices, respectively.
This results in the set:
N =
m⋃
j=1
pj⋃
k=1
N jk .
The coordinate index l ∈ It is implied.
Step 4. (Relevant Attribute). To determine the most relevant coordinate find
l∗ = arg min l∈It(|Nl|/|A|) .
Step 5. (Contending Features). Make t ← t + 1, and construct the new set of contributing
factors:
It = It−1\{l∗} .
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If |It| = 1 then stop, else go to Step 2.
If Algorithm 10 is reconfigured for backward elimination alike Algorithm 9, it makes sense
reclustering the data after each cycle. Irrelevant features may give distances of the problem
space a significant distortion, making deselection of the next feature less certain.
Even though the unconstrained clustering condition may be fulfilled by class, considering
the united set then, it is not guaranteed to hold. This actually makes the algorithm work.
If the superset was clustered, there would not be any tension in cluster positioning. It wears
out with number of clusters per class increasing.
Algorithm 8 takes no parameters and this is an attractive side. In Algorithm 10 the
number of clusters per class has to be selected. Generally, more classes and clusters per class
should be improving the model description. However, if this number is not small enough,
the centers become close to each other and number of instances per cluster small, rendering
less reliable counts. Ratios used for feature ranking, based on these integer counts, become
shifted towards the unity and less distinguishing, even coinciding. Obviously, the algorithm
benefits from statistically sound sets.
This does not answer the question, though, of how to choose the appropriate number of
clusters for each class - after all classes may vary in size and have simple or complex map-
ping. In this regard we propose the following approach: the data is clustered first as a whole
with a set number of clusters. A label is assigned to each cluster based on the leading class
membership. The classes are then clustered independently using the information obtained.
We apply the Incremental Global Search Using k-Means algorithm in [B1 2008] (Bagirov) to
the data, undivided by class, to cluster it first. After class labels are assigned to clusters
we use the result to initiate the standard k-Means technique, so that cluster centers could
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conform to the topology of individual classes.
Choice of parameters in Algorithm 10 involves a preprocessing and this poses a significant
setback. At the same time, if the number of clusters is increased to the number of elements,
each point becomes a cluster of its own. This seems to be solving the problem of parameter
setting, neither clustering needs to be performed. However, this removes the tension between
classes at the same time. No instance can possibly cross to a different class because now the
center of a cluster coincides precisely with its only element. The main premise of the feature
selection algorithm ceases to work. All features become equally important, with the rating
of zero. This, however, inspires the idea of the following approximation to Algorithm 10.
Algorithm 11 (Estimated Overlay Ranking of Features)
Step 1. (Initialization). Set overlay encounter by feature to none: Nl = ∅ , l = 1 . . . n.
Iterate by coordinate (index l is implied) with the following.
Step 2. (Closest Points). Find two points for each point aij , indices of a1 are i1 6= i, j1 = j,
and indices of a2 satisfy j2 6= j, that is, points belonging to the same and a different class,
but not aij , so that
|a1− aij |2 = min
a ∈ Aj\ {aij}
|a− aij |2,
and
|a2− aij |2 = min
a /∈ Aj
|a− aij |2.
Step 3. (Misclassification). Add point aij to set Nl, if
|a1− aij |2 ≥ |a2− aij |2.
This concludes one iteration cycle by point, and one iteration cycle by coordinate, after the
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by-point iteration is exhausted.
Step 4. (Attribute Relevance). To determine relevance of coordinates find |Nl|/|A| , l =
1 . . . n. Ordering on this ratio gives the prioritized feature relevance.
We treat each point as a self-contained cluster, but having no other cluster elements re-
quired in Algorithm 10, we find coordinate-wise a closest same class point to the instance
of choice, which is to play the role of its cluster center. This is what makes the approximation.
It is clear that ranking obtained by this algorithm is independent from feature selection
tactics. It is why the usual steps articulating the tactics are not included. The ranking is
also independent from metric for the problem space. We include the squares for outward
compatibility with other algorithms only.
Followed so far is the global feature weighting approach. It can be seen in the light of
overlaying distributions for different classes, layers of data of variable density, always present,
if only nominally. Or, we can see classes as given distributions, possibly overlapping each
other. Note that actual overlapping of classes adds uncertainty, but is not a problem, nor
a key for feature weighting - it is the potential overlapping in respect of coordinates that
matters. From the perspective of a particular class it may seem more appropriate that its
interaction with other classes is examined first to find its contribution to the overall feature
weighting. However, the data is given as a finite set and it is borderless. Therefore, it is easier
to go instance by instance and perform the feature weighting locally by examining immediate
neighborhoods, or instances can be fairly sampled. The results then can be generalized for
the whole space hosting the data.
Application of Algorithm 10 to a small subset is exposed to limitations as pointed out.
Algorithm 11 offers an approximation addressing exactly this difficulty, although its appear-
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ance is due to a different consideration. Besides, it is instance-wise, and so yields easier to
interpretation for the inside-out view onto feature weighting. It is this algorithm that can be
given an overhaul. As a matter of fact, it can be seen as the counterpart of an existing algo-
rithm making use of the local feature weighting. In Relief (Kira and Rendell [KR2 1992 b],
Kononenko and Robnik-Sˇikonja [KR3 2008]) feature-wise differences establish the rating. We
apply the misclassification counts and so we call the method ReliefC.
Algorithm 12 (ReliefC)
Step 1. (Initialization). Set the encounter of class mix by feature to none: Nl = ∅ , l = 1 . . . n.
Step 2. (Closest Points). Find two points for each point aij , indices of a1 are i1 6= i, j1 = j,
and indices of a2 satisfy j2 6= j, that is, points belonging to the same and a different class,
but not aij , so that
‖a1− aij‖2 = min
a ∈ Aj\ {aij}
‖a− aij‖2,
and
‖a2− aij‖2 = min
a /∈ Aj
‖a− aij‖2.
Step 3. (Misclassification). Update coordinate sets Nl adding points aij , if
|a1l − aijl |
2 ≥ |a2l − aijl |
2
.
Step 4. (Attribute Relevance). To determine relevance of coordinates find |Nl|/|A| , l =
1 . . . n. Ordering on this ratio gives the prioritized feature relevance.
Ranking obtained by this algorithms is space metric dependent. We can achieve a re-
finement of the result, if we adopt the search tactics of Algorithm 9. The least relevant
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dimension stirs distribution of the data the most. We can get a better understanding of
coordinate significance if we run Algorithm 12 again with the confusing attribute withheld,
which, of course, can be repeated until each feature rank is adjusted.
6.2.2 Application
We tested Algorithm 10 and ran a comparison with some other methods of feature ranking
from this study and outside sources on data from the UCI Machine Learning Repository
[MLData] and a proprietary data-set. The data space was assumed being Euclidian in all
metric dependent algorithms. Characteristics of data examples appear in Table 6.1. The
numbers in columns reflect any transformations the data required. ”Clusters” applies to the
whole of the data, without subdividing by class. ”k-NN” is the number of nearest neighbors
in classification by the k-NN method to verify the results. Other columns are self-explanatory.
Data Features Instances Classes Clusters k-NN
Housing Prices 13 336 7 21 1
Congressional V oting 16 435 2 6 3
Wall Following 24 5456 4 20 5
Diabetes Diagnostic 63 291 2 10 3
Table 6.1: Data-sets used in experiments.
Housing Prices in suburbs and their defining factors is a snapshot of the state of affairs
in Boston, USA some time ago (Harrison and Rubinfeld [HR 1978]). The Housing Price is a
continuous variable, and so the problem is of regression type. To represent it as a classifica-
tion problem, we cluster the class variable by the same method we apply to data generally
(Bagirov [B1 2008]). Whenever a conversion like this takes place, certain amount of noise is
inevitably created, as data squarely between any two values defining adjacent classes can not
be successfully assigned to either of them. Therefore, the data needs denoising, for which
purpose we apply the technique we developed in Chapter 3. The attributes of the data were
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re-scaled / standardized to zero mean and unit deviation (the absolute mean deviation).
Next two examples are exact classification tasks; neither the data requires a standardiza-
tion. The Congressional Voting records from particular period in the past as interpreted in
[S2 1987 b] (Schlimmer) include votes on selected issues for each of the U.S. House of Repre-
sentatives congressmen, either democrats or republicans. The data can be treated as ordinal
and converted to a three value numeric. In the Wall Following a robot navigates around a
room using ultrasonic sensors. This has to be seen as a time series; however, the moves are
elementary and replicating: the robot either follows and follows straight or it turns and turns.
So, this is approached as a classification problem in [FBVV 2009] (Freire, Barreto, Veloso,
Varela) from where the data is coming from. All the measurements are uniform, also having
same upper limit set by the reachability of the sensor.
The Diabetes Diagnostics data is a collection of medical records of various signs of presence
or absence of this condition in patients and the expert opinion. This data-set is available for
research through the Health Informatics Laboratory at the University of Ballarat. Although
this is a classification problem, it has certain specifics as any application of diagnostic kind
with the single small subset in the center receiving all focus. It also has a mix of attribute
types and missing values, all required to be dealt with. So, where appropriate, ordinal at-
tributes were converted to numeric. Otherwise, individual values of discrete attributes were
separated into binary attributes of their own. All the attributes except the class, numeric
by the end throughout, were standardized to zero mean and unit deviation. Additional pre-
processing relieved the data of several attributes inundated by missing values and involved
generalization of the class for rare conditions.
There is no problem with representing binary attributes as numeric. At the same time,
value combinations of binary attributes identify some natural clusters in data, richer or poorer
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in detail depending on how specific is the combination. This circumstance was used for set-
ting missing values of numeric attributes, based on the average. Unknown values of binary
attributes themselves were entered using the same technique, based on the mode. Selected
binary attributes were used as guides for narrowing down the base with their number reduced
step by step, until the values left missing were set from the whole amount of available data.
A special case of missing values is those for the class variable, which were set beforehand
from a predictor earlier identified as the best.
Note that the proposed algorithm of feature ranking can be adapted for missing values
given cluster centers, and theoretically even the clustering algorithm can. However, this can
not be known in advance for any other technique applied to the data, and we do use a number
of them for comparison. Generally, absence of certain values does not hurt the predictability
as this may seem - structure of the data may make them redundant.
Results of the feature ranking algorithm for different data-sets are shown in Tables 6.2,
6.3, 6.4, 6.5 and 6.6. In these tables, ”Order” is the feature informativeness from highest to
lowest - the rank, and ”Rating” is the actual value corresponding to the rank as obtained by
the algorithm after the first cycle.
Housing Prices
The factors affecting Housing Prices are listed in Table 6.2, their actual meaning can be
found at the source. Representation of factors and specific circumstances has a bearing on
the ranking. Standing of several aspects of housing generally may be different.
The listing order corresponds to the result of forward selection. However, no shift of
position of residual factors occurs through the factor set reduction. This is a characteristic
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Feature Order Rating
Rooms 1 0.6905
Income 2 0.7381
Employment 3 0.7768
Crime 4 0.7857
Pollution 5 0.8006
Industrial Area 6 0.8095
Education 7 0.8274
Building Age 8 0.8452
Black Culture 9 0.8631
Transport Access 10 0.8720
Tax 11 0.9315
Residential Area 12 0.9583
Natural Reserves 13 1.0000
Table 6.2: Housing Prices: Factor significance.
of the formulation used and applies to all data-sets.
First impression of the ranking is that it does not betray the common sense, especially
the two factors at the top: Rooms and Income. Harrison and Rubinfeld [HR 1978] note the
clean environment gaining in significance becoming a trend.
For the Housing Prices data-set results by other authors are also available [BBEBS 2003]
(Bi, Bennett, Embrechts, Breneman, Song). The feature weighting is obtained as a byprod-
uct of classification using Support Vectors. Results of numerical experiments are presented
graphically as star plots. We estimated the ranking for comparison out of this representation
(Table 8.22 in the appendix, column ”SVO”). The authors specifically mention the number
of rooms as the leading factor, influencing positively the housing price. Interestingly, the
ranking is positively or negatively charged. The next important factor appears to be the
income, and it is charged negatively.
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Congressional Voting
The Congressional Voting example, identifying parties by the cast votes is good that it re-
lates the feature significance as the heat of debate, whether due to the issue controversy or its
actuality, and this is what Table 6.3 is meant to reflect. What is behind listed topics has to
be examined carefully to fully understand their significance and also be seen in the historical
frame, whether they were routine or new matters at that time.
Feature Order Rating
Physicians 1 0.0552
Budget 2 0.1356
Education 3 0.1931
Crime 4 0.2299
Nicaragua 5 0.2391
El − Salvador 6 0.2506
Missiles 7 0.2897
Superfunds 8 0.3448
Synfuels 9 0.3586
Exports 10 0.3862
Satellites 11 0.3931
Handicapped 12 0.4069
Religious 13 0.4115
Immigration 14 0.6529
South−Africa 15 0.7678
Water 16 0.7954
Table 6.3: Congressional Voting: Issue controversy.
Although given identifiers do not reveal the full story, it is clear that some up-to-date or
pressing issues do occupy leading positions on the list, especially the top two and, instead,
some issues of consensus appear down the list.
Wall Following
This data-set mirrors the Wall Following Robot moves. Table 6.4 shows the significance of
one sensor readings over others as obtained by the proposed feature ranking algorithm. The
robot has 24 ultrasonic sensors around its ”waist”, but it is clear that the robot can get
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away with only two sensors: one tracking the wall, and another the obstacle ahead - the
orthogonal wall, what the robot is actually programmed for. At the same time, it is obvious
that in a small room or narrow space all or some readings interpret the same information. If
represented appropriately then velocity of the robot and radius of the turn could capture all
of it, or even only the inverse of the radius would suffice.
Feature Order Rating Feature Order Rating
US15 1 0.6171 US24 13 0.8048
US19 2 0.7392 US05 14 0.8070
US06 3 0.7546 US13 15 0.8116
US18 4 0.7680 US14 16 0.8141
US08 5 0.7835 US02 17 0.8286
US20 6 0.7887 US11 18 0.8380
US17 7 0.7896 US16 19 0.8455
US22 8 0.7927 US21 20 0.8475
US01 9 0.7953 US10 21 0.8510
US23 10 0.7997 US03 22 0.8563
US07 11 0.8013 US04 23 0.8563
US12 12 0.8024 US09 24 0.8671
Table 6.4: Wall Following: Sensor informativeness.
According to how the robot circumnavigates the room (clockwise) half of its sensors are
on its side neighboring the wall and half sounding the outer space. The sensor numbers (not
to be confused with the rank) closer to the wall are between 13 and 24 with US13 pointing
exactly backwards the robot and US19 exactly towards the wall. Indeed, we find US19 the
second leading feature. Also, among the eight leading features we encounter six from those
next to the wall and, vise versa, among the eight trailing features there are six further from
the wall. However, US01 pointing directly ahead is not in the leading third. Actually, only
one of many comparison methods in the next section places US01 at the top, and none the
adjacent sensors. In this regard we have to clarify that the shape of the room in [FBVV 2009]
is not simply rectangular, but has a rectangular concession in one corner, which makes the
robot to make turns not only to the same side (right) but also to the other (left).
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Instead of the sensor pointing directly ahead, we have US15 as the leading factor, pointing
almost backwards, which is sensible to rely on when completing a turn without arriving at
the obstacle. US15 actually sounds parallel to the wall, because for whatever reason the tra-
jectory of the robot is turned by about the same angle as appears on images in [FBVV 2009].
On the other hand, in the limited space of the room the forward and backward directions
are equivalent with right equipment. Actually, any sensor under the circumstances provides
reasonable whereabouts, which explains appearance of versions of the data-set with four or
even two features, although they are not exactly readings from sensors pointing in directions
of the compass. It is just that some sensors give the situation a better comprehensiveness.
Diabetes Diagnostics
The Diabetes Diagnostics is a medical data-set and without specialist knowledge it is difficult
to comment on significance of different symptoms and results of tests. At the same time,
because the publicity acknowledged burden of the condition on health funds and its link to
the obesity, some general awareness exists.
Feature Order Rating Feature Order Rating
DM Diagnostic 1 0.0584 Age 17 0.5876
Screening Glucose 2 0.1478 Ewing Resu Normal 18 0.6186
Glucose 3 0.2062 DBHR resu 19 0.6426
LDL 4 0.2887 Grade 10 sec 20 0.6598
HT Diagnostic 5 0.3058 LSHR 21 0.6667
TC 6 0.3127 Lying DBP 22 0.6976
HbA1c 7 0.4467 HDL 23 0.7320
HT Status 8 0.4708 Triglyceride 24 0.7388
LSBP 9 0.4777 Lying SBP 25 0.7801
DM Family History 10 0.4880 PQ 10 sec 26 0.7938
Ewing Resu Early 11 0.4880 Waist Circumference 27 0.8007
Ewing Score 12 0.5292 QRS 10 sec 28 0.8419
DBHR 13 0.5395 HGBP 29 0.8522
BMI 14 0.5533 QRS Axis 10 sec 30 0.8832
V AHR 15 0.5704 QTc 10 sec 31 0.9003
TC/DL ratio 16 0.5704 Ewing Resu Atypical 32 0.9141
Table 6.5: Diabetes Diagnostics: Symptom significance.
183
Feature Order Rating Feature Order Rating
QTd 10 sec 33 0.9313 Angina 49 0.9966
Atrial F ibrilation 34 0.9588 Hearth Failure 50 0.9966
Ewing Resu Definite 35 0.9588 Chest Pain 51 0.9966
Hearth Attack 36 0.9656 CA Neuropathy 52 0.9966
Pain in Left Arm 37 0.9794 Bloating 53 0.9966
CV D Diagnostic 38 0.9863 Abdominal Pain 54 0.9966
Palpitations 39 0.9863 Alcohol 55 0.9966
Smoking 40 0.9897 CV D Family History 56 0.9966
Stroke 41 0.9931 HGBP resu 57 0.9966
Nausea 42 0.9931 Ewing Resu Severe 58 0.9966
V omiting 43 0.9931 QTc 5 min > 1/2 59 0.9966
LSHR resu 44 0.9931 Dizziness 60 1.0000
V AHR resu 45 0.9931 Pacemaker 61 1.0000
QTc 10 sec > 1/2 46 0.9931 LSBP neg 62 1.0000
Gender 47 0.9966 LSBP resu 63 1.0000
CV D Status 48 0.9966
Table 6.6: Diabetes Diagnostics: Symptom significance (continued).
From Tables 6.5 and 6.6 we can notice that some top factors do imply the high content
of sugars in specimens and, consulting the dictionary, the leading factor, Diabetes Mellitus
(DM) diagnostic, appears to be a very specific carbohydrate metabolism disorder, besides
reoccurring. General awareness factors have an advanced position on the list, but can not be
a match for specialist testing. The DM family history and the age appear in the first third of
the list, while the waist circumference in the first half. Perhaps the waist circumference by
itself does not offer a measurement sensitive enough without other sizes, like height, taken
into consideration. The host of factors towards the end of the list is either general complicities
or those having a circumstantial effect.
At the end of this section let us reaffirm that no additional passes through Algorithm 10
are required to fine-tune the ranking, unless Algorithm 10 is run in the mode of Algorithm 9
and the data-set is restructured. The observation that the order of significance of features
does not change in the reduced set is a characteristic of the formulation used. Following
result holds (applicable also to Algorithm 10):
Proposition 5 Rating of features as obtained after application of Algorithm 8 does not
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Figure 6.1: Housing Prices vs Low Income Status Population Percent & Number of Rooms.
change after a feature is removed from the set.
This follows directly from the lemma proved in Theoretical Aspects. 4
6.2.3 Visualization
One particular reason for feature selection is to be able to imagine the main trend for the
data in study. Although special methods of graphical analysis of the multivariate data exist,
this is conventionally possible only if we fix all variables but one or two, and it is essential
that dependencies are analyzed, not the data as such. So, we choose two major features
worked out by the ranking algorithm for the basic pictures representing correlation with the
class, which follow. Dependencies are plotted on the raw data.
The Housing Price is higher for more room and with less population on low income, as
it appears on Figure 6.1. We get the choices the high income population is exposed to, and
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Figure 6.3: Wall Following based on two sensors.
186
Diabetic Status
0
10
20
30
40
DM Diagnostic
5
10
15
Screening Glucose
0.994
0.996
0.998
1.000
Figure 6.4: Diabetes Diagnostics from telltale symptoms.
this illustrates why more clusters per class than one are often required for the model to be
consistent with assumptions of the algorithm.
In other examples painting the dependencies in 3D does not make sense - the class vari-
able is discrete. While a simple colored map should suffice, we found that 3D effects give an
additional cue for understanding of interaction between classes. With only two coordinates
out of many the class mix is inevitable, therefore the slope the graphics software (Mathe-
matica) renders between classes, coded as distinct integers, is the evidence of how well they
are separated. The steeper is the slope, the better separation, but this has to be discounted
where the numbers are much different.
For Congressional Voting we get quite an extraordinary picture, extracted from data
concentrated only in specific points of the feature plane, where pro = 1, contra = −1 and
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neuter = 0, see Figure 6.2. At the same time, it seems the software does not cope on fringes
of the domain, not knowing how to extrapolate. The republicans are identified as ”1” and
democrats as ”2”. Issues of physicians and budget clash on the right of the image when the
budget adoption is voted for and the physicians fee freeze against. Otherwise, there is no
clear divide between parties only on the two selected issues - the transition between class
values is smooth, the shallow ridge in between is likely a feature of interpretation.
In the case of Wall Following on Figure 6.3 we see rather complex a picture. Once more,
this is a time series in a simplified representation. Therefore, only the state of moving forward
”0” appear as the compact, sunk area in front of the image (with some discoloration after
conversion) where US15 is high and US19 about a constant. Robot turning sharply left ”1”
corresponds to the ridge in the middle. US19 clears the whole range of values, while US15
is constrained at high values characteristic to the place where the turning point is. When
turning sharply right ”2”, US19 has a small reading but US15 covers the whole range - how
it appears on the right side of the image. Instead, when turning right along a wide curve ”3”,
US19 has to change significantly, while US15 takes lowest readings, which is seen at the rear,
the adjacent side. Despite the compactness lack, the strong profile of the image suggests that
classes are well separated even only with two features. This analysis also reveals that the
range of sensors is actually short, insufficient for the whole space of the room, which makes
sensors next to the wall more valuable as predictors.
DM diagnostic and screening glucose prove to be very strong predictors of the diabetes
condition, what can be judged from the very steep slope on Figure 6.4 connecting the two
levels of diagnosed ”1” or not ”0”, the actual ”0” level not showing possibly for that reason.
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6.3 Comparison
An indirect comparison can be achieved through classification, as previously explained, and
there are different methods of feature ranking that can be compared directly with.
6.3.1 Classification
The results were undergone a verification using a classification method. The purpose was
to ascertain that performance of the classifier is predictable. This is exactly the wrapping
technique, except the ranking is known beforehand and only designated combinations of fea-
tures need testing. Specifically, we are interested to find out how the accuracy changes when
features are subtracted one by one from the end or beginning of the ranked list. The accuracy
is found via the leave-one-out procedure, always yielding the unwavering result, a special case
of multi-fold cross-validation whereby the credibility of each instance class is tested in turn
against the whole instance base excepting that instance. The result will fluctuate if folds of
cross-validation contain more that one instance.
The Nearest Neighbor classifier (k-NN) is easy implementable and close to our approach
that it deals in distances, a good survey of instance-based methods is contained in [WM 2000]
(Wilson and Martinez). We use the same version of the algorithm we adapted for noise re-
duction in Chapter 3. After the noise reduction a single nearest neighbor often renders the
classification the best performance. Where the data is not treated for noise a bigger number
of reference instances k may be more optimal, as appears in Table 6.1, although in the Wall
Following example k = 1 is still the best.
Computation results appearing next as accuracy percentile charts, represent simulation
series with features below (or above) any given line on the ranked list removed to obtain a
single element, that is, classification is driven by leading (or trailing) feature-sets.
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Figure 6.5: Housing Prices classification with leading factors removed last (1st series), and
leading factors removed first (2nd series).
Housing Prices
The Nearest Neighbor classification accuracy on the Housing Prices data-set in the forward
run, shown as the first (right-to-left) series on Figure 6.5, exhibits a slow decreasing trend
at the beginning, getting more intense as factors are discarded one-by-one from the end of
the list, that is, the least informative first. The slide of accuracy at the end reflects its accu-
mulated loss as weighed against significance of the topmost factors. This corresponds to the
little significance of factors at the bottom of the list as compared to factors topping the list,
and thus supports the results of ranking.
Conversely, the backward run, shown as the second (left-to-right) series on Figure 6.5,
where the most informative factors are discarded first, is notable for the abrupt going less
dramatic fall of accuracy, respective of the order but with some grouping, although not with-
standing the accumulated loss at the end with no factors of significance left to contain it.
Bi, Bennett, Embrechts, Breneman, Song [BBEBS 2003], while applying Support Vector
Machines, compare responses from the classifier with and without some unrelated variables
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mixed in, so that features performing no better than the artificial ones could be discarded as
irrelevant. They could not find any not contributing, however, in the Housing Prices example.
This corresponds to our finding, despite the scheme, the authors propose, is for regression, not
for classification, which required us to discretize the class variable. We should expect a tem-
porary increase of accuracy when discarding the irrelevant features and this does not happen.
However, the irrelevance can be full or it can be partial. We may find a number of features
being a burden on a classifier overall, while contributing for a small subset of the data. If
no such subset exists then, of course, these features are fully irrelevant, as long as the data
truly represents the underlying concept. The subtle differences may be lost in data conversion.
Congressional Voting
It is noteworthy that the forward run on the Congressional Voting data, shown on Figure 6.6
as the first (right-to-left) series has no visible loss of the classification accuracy throughout.
At the same time, the backward run exhibits a profile suggesting significance of the leading
factors when removed (left-to-right) in the second series on Figure 6.6. The increase of accu-
racy at the end of the backward run belies the insignificance of left features as k-NN switches
to the implicit mode of predicting the biggest class anyway with all irrelevant features, which
is an issue with imbalanced data-sets or having only few classes. A closer look reveals that
the parity of class prediction deteriorates abruptly and is reducing to zero by the end.
At the same time, the accuracy in the forward run does not grow noticeably. This can be
simply because the accuracy is already high at the beginning, and there is a limit for k-NN.
Although, there are may be a background connection between debated topics. For instance,
despite all of them may seem independent, there is a monetary component to ether of them,
which the budget attribute, emerging at the top of significance list, fully embraces.
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Figure 6.6: Congressional Voting classification with leading factors removed last (1st series),
and leading factors removed first (2nd series).
Wall Following
In predicting Wall Following Robot moves all features are likely being very much related. At
the same time, there is a notable growth of accuracy in the forward run, the first series on
Figure 6.7 (right-to-left), continuing up to the moment when only four top ranking features
are left. This can not be explained by irrelevance - the second series on Figure 6.7 (left-to-
right) certainly does not confirm this. These features are all redundant, and the improvement
is purely due to reduction of the overhead - calculations of distances in k-NN become simpler.
Although the backward run has a weak profile, it confirms that ranking of features is correct.
Despite the accuracy elevates slightly again by the end, it is still below the level from which
the forward run even takes off.
This leads to a quite different idea of how a feature list may be shortened, not only at
expense of those at the end. If groupings of similar features are known, then those at the top
of each lot can be kept, and the rest be saved. Yet, if it is not for the knowledge of domain,
then how to tell whether features are redundant?
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Figure 6.7: Wall Following classification with leading features removed last (1st series), and
leading features removed first (2nd series).
Diabetes Diagnostics
The Diabetes Diagnostics is certainly an example of feature little relevance or even irrelevance.
At the same time, the features in the first half of the list are much different in relevance, with
the rating spectrum from very small to very high, see Table 6.5. We observe from the forward
run, which is the first series on Figure 6.8 (right-to-left) that the classification accuracy only
increases, allowed some fluctuation. This chart is showing features in groups of three counted
off the end of the ranked relevance list.
The backward run, depicted as the second series on Figure 6.8 (left-to-right), arranged
similarly, portrays the increasing insignificance of left features. Again, because this is a single
class (”yes/no”) imbalanced set, usual for medical diagnostics, it has the problem previously
explained, causing the accuracy to increase at the end of the run, while features left on the
list are diminishing in relevance.
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Figure 6.8: Diabetes Diagnostics classification with leading factors removed last (1st series),
and leading factors removed first (2nd series).
6.3.2 Ranking
The end result of feature rating is the order importance, to know what features to keep and
which to discard. Therefore, we conduct the comparison with other methods based only on
ranking. It is by luck that ratings calculated by different algorithms may be compatible. A
number of independent methods of feature ranking is used for comparison, the Weka data
mining software suite [Weka] being the main source, find the guidance where required from
the book by Witten and Frank [WF 2005]. We identify all used methods in Table 6.7.
ID Name Design Origin
NNS k-NN Single Feature Sets Wrapper Implemented
NNX k-NN Excepted Feature-sets Wrapper Implemented
EO Estimated Overlay Filter Proposed
RC ReliefC Filter Proposed
RF ReliefF Filter Weka
H2 Chi Square Filter Weka
IG Information Gain Filter Weka
1R One Attribute Rule / One R Embedding Weka
SVM Support Vector Machine Embedding Weka
SV O Support Vectors - Other Embedding Other
Table 6.7: Feature Ranking Methods used for Comparison.
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Alternative Methods of Ranking
Let us recount methods sourced from Weka [Weka] first.
H2 statistic and IG are probabilistic filters, which expect nominal data, but this can be
arranged through discretization.
H2 statistic is the mean quadratic deviation of observed against expected frequencies,
approaching one of the classic types of probability distribution introduced by Pearson when
the number of data points increase. Each attribute produces a different result depending on
how closely it follows the expected frequency for each class. No difference means that the
feature is contributing nothing special to classification. So, smaller values of the statistic cor-
respond to higher independence of the class from a given attribute and ranking is established
accordingly after class averaging.
IG is often a choice among methods using probabilities. It is based on calculation of En-
tropy, a measure of uncertainty of a particular outcome. Entropy is calculated for each class
and the total is found. It is then reduced by entropy calculated on class posterior probabilities
for each value of the variable in question and averaged. The difference is the Information
Gain. The less uncertain outcome from using a feature, the more is the information gain, and
this makes the basis for ranking. The technique became widely known for its use in decision
trees (Quinlan [Q2 1993]).
Methods not using probabilities but having a statistical interpretation are as follows.
1R, as a classification technique, compares different attributes and relies solely on the
attribute giving the least error, as suggested by Holte [H4 1993]. This is an embedded tech-
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nique that could be identified as a filter, the wrapping clad kind, if not the design hierarchy.
The idea of Relief by Kira and Rendell [KR2 1992 b] is that a feature should have dis-
tinct readings for different classes around the same locality. Therefore, we can select a point
and find two closest points to it, of a different and the same class, and subtract coordinate
distances to these points. All-positive differences characterize inner points of a class. The
feature-wise differences are then averaged for a random selection of points or all data to ob-
tain weights for ranking. Larger weights identify features of greater class separation. The
technique is a filter: its design has a connection to, but does not include classification by
Nearest Neighbor. RF is a multi-class implementation of Relief, taking care of noisy and
incomplete data, advanced by Kononenko (Kononenko and Robnik-Sˇikonja [KR3 2008]).
1R and RF are similar by design to our method. The simplification they imply makes
them more of a filter than embedded type.
SVM, as a method of classification, finds separation hyperplanes maximizing the margin
between classes, for which purpose it locates base points called support vectors. This results
in weighting of variables and compilation of the ranked list therefrom. Clearly, this is an
example of embedded method. Other authors result of using SVM on the Housing Prices
data-set [BBEBS 2003] is also available. This is a different method, which we refer to as SVO.
Also included are: two k-NN wrapper estimators and two alternative ranking schemes of
own making. The wrapper technique for obtaining ranking from the accuracy of classifica-
tion by Nearest Neighbor is using either single features (NNS) or sets found by exception of
a single feature (NNX). No forward selection or backward elimination was pursued on this
occasion to enhance the choice. EO and RC are the two alternative schemes suggested in
this study to circumvent the necessity to cluster data. EO is an approximation to our main
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method, and RC is our interpretation of Relief, counting the occurrences of class overlap
instead of summing up the standard distance differences feature-wise.
Method of Ranking Comparison
One approach to assessing goodness of a ranking scheme is the extraction of the longest
sequence of preserved order of features of a scheme taken for a standard (our results) after
application of the method. The difference with the number of features is then the relative
error, or variation. This method of comparison, may be clear for understanding, on imple-
mentation side it is not trivial. Also, it is not taking into account local changes of the position,
tending to overestimation of the error, especially on long feature-sets. We have previously
advocated comparing sequences of variable length, instead. By this method features of the
alternative ranking are counted, those the principal sequence includes up to a given line. This
appears to be similar to a known method of Kendall discussed in [BP 2006] (Bhamidipati,
Pal) if adapted to compare rankings instead of ratings.
However, the way we implemented it gives no different result than simply summing up
the absolute displacements of the rank for each feature, which is attributed to Spearman
[BP 2006]. Therefore, we use this simple and recognized method here to represent the results
of comparison. Thus found totals are rated by a similar sum, obtained for the opposite order-
ing of the principal sequence, to measure how close to ”wrong” they can be which gives the
variation. To provide a decision support for keeping certain number of top features rather
than discarding a number of features at the end of the significance list, we do the same for
leading and trailing thirds of the suggested ranking to see how these features fare by com-
parison with other methods, in accordance with concepts of forward selection and backward
elimination (this does not imply the repeated selection). Therefore, there are three sections
of totals in the above mentioned tables, showing the variation as percentage for all features,
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the leading third and the trailing third of the list.
Ranking Comparison Results
Results of comparison with alternative methods are given in Table 8.22 for Housing Prices,
Table 8.23 for Congressional Voting, Table 8.24 for Wall Following, Tables 8.25 and 8.26
for Diabetes Diagnostics. Column ”R” is the feature ranked informativeness, the order of
importance from highest to lowest, as obtained by the proposed feature ranking algorithm.
Other columns give alternative lists by methods identified in Table 6.7.
Dataset NNS NNX EO RC SVO
Housing Prices 6-4-4 5-1-3 2-2-1 2-0-1 4-1-4
Congressional V oting 2-1-1 6-5-3 0-0-0 5-3-4
Wall Following 4-3-3 5-2-3 7-6-5 5-4-4
Diabetes Diagnostic 5-4-4 4-3-3 2-3-0 3-2-2
Dataset H2 IG 1R RF SVM
Housing Prices 3-3-1 4-4-2 3-3-3 6-6-4 6-6-3
Congressional V oting 2-1-1 1-1-1 2-1-1 5-3-3 6-5-5
Wall Following 4-2-3 4-3-3 4-3-3 7-6-5 5-3-5
Diabetes Diagnostic 1-1-0 1-1-0 5-3-4 4-2-5 6-5-4
Table 6.8: Ranking method comparison summary on variation scale of 0 to 10.
These tables appear in the appendix. Here we include only Table 6.8 summarizing results
of feature ranking using different methods for each of examined sets. The comparison ele-
ments are: the absolute rank displacement for all features (1st-), for top (-2nd) and bottom
(-3rd) portions of the ranked list. Columns denote alternative ranking schemes stated in
Table 6.7. Because the ranking differences on short data-sets are rather imprecise, and to
get a qualitative rather than quantitative evaluation of different methods, per-tenth are used
instead of per-cent parts of the whole.
Of all represented methods H2 and IG give the best support for the proposed method
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using class overlay counts. This is not a surprise because H2 and IG are based on the same
idea in the guise of probabilities. EO is of the same type, but is much dependent on data.
On one occasion we see a significant departure from the ranking by the main method, and on
a different occasion we obtain a fully indifferent ranking, so it makes the comparison trivial.
EO offers, otherwise, a very undemanding way of obtaining the ranked list.
1R and NNS give the proposed method a more cautious support than H2 and IG. NNS
is a wrapper and 1R can be interpreted as a wrapper, because it calculates the prediction
error. NNS has some specifics as we saw, that can make it insensitive to identifying irrelevant
features, as k-NN switches into the mode that simply predicts the biggest class, and on the
imbalanced data-sets this accuracy can be high. This, however, affects only the end of ranked
list. Wrapper methods are thus potentially exposed to a loss of detection ability on features
of little relevance, and so the backward elimination makes a wrong design of feature selection
algorithms relying on wrapping.
Despite RF is not a wrapper and NNX is, these two methods use the principle of k-NN in
their making and do give similar results but are less supportive of the proposed ranking to
the point of disagreement. Interestingly, RC has to be thought as the same kind as RF, but
gives much closer results overall. Distance differences in RF do appear more ambiguous than
occurrences of class overlap in RC. As to NNX, it has a limitation that the impact on the
classification accuracy of a single feature missing from the set can be very small, resulting in
a number of features given the same rank. Also, the method can mistake redundant features
for those with little expression.
SVM and SVO have a very different design than the rest of the methods, although it is
not a fact that SVM has much a different idea about what the correct ranking should appear
like, because SVO, of the same, type gives rather encouraging results. We found though that
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SVM can be computationally very demanding and unpredictable even on small feature-sets.
The feature that it has to output a unique ranking possibly makes the algorithm loop.
Overall, probabilistic schemes used for comparison are in a good alliance with the feature
ranking method we propose, better than techniques not using probabilities, while the pro-
posed two alternatives to the main method are competitive.
6.4 Conclusion
In this chapter an approach to dimensionality reduction of the problem space through fea-
ture selection has been proposed. It is based on the concept of coherent accumulation of
data about class centers in respect of coordinates of informative features. Accordant fea-
tures in support of this property can be short-listed to represent the data or, alternatively,
discordant features can be removed, thus allowing for faster classification as well as data gath-
ering. It appears that the conclusive rating of features becomes known after the first cycle
of the algorithm, making it possible to do without selection refinement of residual feature-sets.
Comparison with other methods of feature ranking shows a good correlation in many
cases. However, assumptions the proposed algorithm relies on must be held to. Firstly, the
model should allow interpretation of classes as unique, rotund in shape, clusters, or classes
can be subdivided into such clusters. Secondly, better results can be expected on statistically
abundant data. The former poses a dilemma between getting the results quickly and getting
a better model of the data first. Quicker results may be desirable in some circumstances, so
we consider alternative ways in the spirit of the main algorithm, although the clustering does
not bear hugely on the performance. The latter is rather broad. In this regard the method
shares assumptions of many other algorithms using misclassification counts - be them repre-
sented as the probability or accuracy of classification.
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The algorithm outputs a ranked list, where it is only possible to say that a feature up the
list is more relevant than a feature down the list. It is impossible to say whether a feature
is completely irrelevant, although the wrapping technique, supplementing results of ranking,
proves being helpful. It appears that removal of less informative features one by one from the
end of the list may result in temporary increase of classification accuracy, before its starts
to fall. This indicates that features removed may be irrelevant. The classification on results
of ranking may also show that some, listed one after another features are similar in their
action, that the top feature in the lot carries essentially the same information as the rest.
The accuracy plateaus when these features are removed, more informative first. However,
the ranking by itself cannot answer the question of redundancy.
6.5 Theoretical Aspects
Proposition 5 is a consequence of the following condition:
Lemma 1 The minimizer of Problem (6.1) obtained on the Step 2 of Algorithm 8 is the
by-coordinate minimizer.
Assume, without loss of generality, that there is just one set A. The objective function
in Problem (6.1) can be expressed as follows:
1/|A| ·
∑
i
‖x− ai‖2 =
∑
l
(1/|A| ·
∑
i
|xl − ail|2). (6.3)
Proof. The objective is representable in the form of sum of non-negative continuous func-
tions of their arguments as per Expression (6.3). Because the global minimum exists for each
of the components it exists for the objective function. Where the minimum is, is governed
by interaction between components. In this case the components are independent of each
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other. Therefore, the minimum of the compound function is sum of minimums of the com-
ponents. Besides, each component is represented by a single coordinate and all coordinates
are included in the total. Thus, minimizers of Problems (6.1) in respect of each coordinate
separately make the minimizer of the compound Problem (6.1). 4
The above applies to the Euclidian metric. However, it is easy to see that Lemma 1 also
holds for the Manhattan metric, all what is required is omission of squares in Expression (6.3).
Lemma 1 is essential for Algorithm 8. Nevertheless, even a stronger result holds.
Proposition 6 Solution to Problem (6.1) is the centroid of elements making the class in the
Euclidian metric.
Proof. Taking partial derivatives from Expression (6.3) for the objective function by each
of coordinates l and equating them to zero we obtain:
∑
i
(2 · xl − 2 · ail) = 0.
It immediately follows that
xl = 1/|A| ·
∑
i
ail,
which is exactly the by-coordinate expression for the centroid vector. The solution delivers a
minimum, because second derivatives are greater than zero. It is also the only minimum as
no constraints apply. 4
To do the same in the Manhattan metric we do require Lemma 1 though.
Proposition 7 Solution to Problem (6.1) is the medoid of elements making the class in the
Manhattan metric.
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Proof. Expression (6.3) for the objective function by coordinate, unsquared, with index
l omitted for clarity and the constant multiplier 1/|A| dropped for convenience, can be
rewritten as:
E =
∑
i
|x− ai| = E1 + ∆E + E2 ,
where
E1 =
∑
i
(ap − ai) , i ≤ p ,
E2 =
∑
i
(ai − ap) , i > p ,
∀ p ∈ { 1 , . . . , |A| − 1 }
and
∆E = (p− (|A| − p)) · (x − ap) , ap ≤ x ≤ ap+1 .
This describes change of the objective function, linear on a segment between any two element
values arranged in the increasing sequence. The first derivative, or slope of function E on
this segment is
s = 2 · p − |A| , ap ≤ x ≤ ap+1 .
For small p it is negative as |A| > 2 · p and is increasing with p. Conversely, s > 0 for
large p. Thus, E is decreasing with p, but reaches the minimum when the slope is minimal.
This depends on whether |A| odd or even.
If |A| is odd, and so the number of intervals is even, the minimizer is
x∗ = ap , p = b|A| / 2c + 1 .
If |A| is even, and so the number of intervals is odd, the whole middle interval is the minimizer:
ap ≤ x∗ ≤ ap+1 , p = [|A| / 2] .
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Often a single reference point is taken to represent the minimizer in the latter case, calculated
as the average of the interval ends:
x∗ = (ap + ap+1) .
Thus found point for any A is known as the median of the increasing sequence of values
and for all coordinates as the medoid. 4
The term of medoid was introduced by Kaufman and Rousseeuw [KR1 1987] so as not
to confuse a new notion with that of median. In their clustering algorithm the medoid is
always a point corresponding to the central instance of a cluster. Elsewhere, the medoid is
being used in the sense of the definition above. Hastie, Tibshirani and Friedman [HTF 2009],
for instance, describe a method of k-Medoids, which is similar to k-Means, attributing it
to Kaufman and Rousseeuw. The two definitions of medoid do not contradict. Indeed, the
reference point can be shifted to one of the vertices of the minimum.
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Chapter 7
Continuous Predictor Modality
Multinomial Correlated
Interpretation
7.1 Introduction
Multinomial interpretation of continuous features via standardization of values helps to reduce
computations, with values only referred to, none actually stored. Generally, the problem of
discretization is highly combinatorial as it has to involve all continuous attributes simultane-
ously with the goal of reaching the best possible classification outcome [GTS 1998]. Although
several attempts were made to approach the problem directly, simple, fast heuristics often
work well [YW 2009], while gains from greater sophistication are only marginal.
All attributes but one have values fixed, the problem of discretization becomes one-
dimensional. This has application in decision trees where the defining feature at a node
is branched on [Q2 1993]. This approach is praised for high comprehensibility. Naturally, it
seeks to minimize the coding, in terms of levels but also branches, and aligning the attribute
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with the class is what exactly required. The classifier itself is a form of reduced data, but
the data can include any attribute type. In Bayesian classification, estimating the proba-
bilities, aligning the attribute with the class is unsustainable as the data distribution can
be very complex. A reliable heuristic to follow here is that the number of interval values
and the number of intervals have to be balanced [YW 2009]. The unified representation in
discrete attributes in addition to value indexing - is how the complexity is reduced in this case.
We are interested in the multivariate discretization, for Bayesian classification or any
other. Our contribution is an approach making a distinction between real valued and con-
tinuous. An attribute, even though continuous in terms of the discourse, as a rule, is not
data distribution continuous. It can contain gaps, have little and high concentrations of data,
but the modalities define a feature. Therefore, rather than making partitions, we look for
attraction points which can be associated with any particular value, similar to intervals. We
also propose a method for correlated setting of the number of intervals for different attributes.
Our algorithms, when compared to existing heuristics, appear to be competitive. They may
be slower generating, but are as fast at the time of generalization.
7.2 Existing Methods
A variable can be discretized simply by subdividing its range onto segments of equal length.
As the distribution of values is not necessarily even throughout the range, this may pose a
problem for calculating probabilities which will have to be estimated from very few values in
some intervals. Therefore, allocating equal counts of ordered values to consecutive intervals
seems more appropriate. Rather than setting the number of intervals in this technique Yang
and Webb [YW 2009] suggest fixing the frequency, instead. These methods can be used as a
preparatory step for feature weighting, where the continuous and discrete types of data are
both present (Wettschereck and Dietterich [WD 1995]).
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Dougherty, Kohavi, Sahami [DKS 1995] give an introduction to the problem of discretiza-
tion emphasizing supervised and unsupervised views. Unsupervised methods above do not
use the class information. This may seem insufficient for classification. After all, being spe-
cific about the class makes all the difference for predictability. Therefore, considering all
possible boundaries, preference should be given to those where the class is changing, which
makes the case for the supervised approach. This is, however, a one-dimensional view. At
the same time, it has a vast applicability. For example, in decision trees, as introduced by
Quinlan [Q2 1993], the defining feature at a node is used for branch generation. These meth-
ods are also used for feature weighting (Mohri and Tanaka [MT 1994]).
Holte [H4 1993] demonstrates successes of classification schemes based on a single at-
tribute. These schemes are one level decision trees, where the discretization is done for
branch optimization. The algorithm adjusts inner boundaries, trying to achieve a single class
representation for an interval as close as possible to guarantee the highest accuracy, yet leav-
ing a minimum number of values in any given interval. Without this restraint it can end up
with one instance per interval, which is trivial. Supervised methods generally exploit this
idea of narrowing the presence of different classes in a particular range to as few as possible.
This is implemented through various criteria discussed next. These methods are designed
either in a top-down or bottom-up fashion, whether they split the current range in possible
boundaries or they merge adjacent ranges. Either way, it is routinely done in a greedy man-
ner, achieving the most on each step towards a desired outcome.
Kurgan and Cios [KC 2004] introduce a criterion they call CAIM (Class-Attribute Inter-
dependency Maximization) which favors a single class per interval. This algorithm works in
a top-down manner. Each time an inner boundary is added the value of the criterion has to
increase. This criterion takes certain inspiration from the Chi-Square statistic adapted by
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Kerber [K1 1992] for discretization purposes, whose algorithm works in a bottom-up manner.
On each step the algorithm using Chi-Square merges that pair of intervals for which this cri-
terion has the smallest value. The test calculates a mean quadratic deviation of the observed
frequency from expected, which measures the correlation between the attribute and the class.
Liu and Setiono [LS 1997] extend the method by introducing a procedure for determining the
significance level for the statistic, at which the algorithm has to stop.
A criterion based on the Information Gain, a measure of change of information entropy
attributed to Shannon, is used in generation of decision trees, specifically in C4.5 algorithm
by Quinlan [Q2 1993]. In the simplest of forms only binary splits to the best are found.
Rather than limiting to the binary, Fayyad and Irani [FI 1993] propose multi-valued splits.
Their algorithm works in the top down manner, maximizing the gain on each step. Splitting
done, the algorithm is applied recursively to resulting intervals. The authors also contribute
a stopping criterion implementing the Minimum Description Length principle in the inter-
pretation of Rissanen [R2 1978], which sets a worthwhile minimum for the information gain.
Intervals, not majoring a class, may be split further, accounting for influence of other
factors. Gama, Torgo, Soares [GTS 1998] propose an algorithm discretizing all attributes si-
multaneously. Because this takes the discretization as far as classification, it can no longer be
considered preprocessing. Further, the nature of such a discretization is highly combinatorial.
Even done for a single attribute, it is often chosen to rely on heuristics than a full optimization.
An interesting aspect of one-dimensional methods is that the number of resulting inter-
vals can be used for feature ranking if the same stopping condition is applied to different
variables. Indeed, a feature represented by a single interval is irrelevant for classification.
The more intervals, the more classification is dependent on that feature. Liu and Setiono
[LS 1997] explore this aspect of discretization applicable to the Chi-Square criterion.
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7.3 Multivariate Approach
A significant past effort is vested into the development of one-dimensional methods facilitat-
ing a particular stage of classification schemes, such as decision trees, which do not necessarily
require discretization. There are, however, schemes able to handle discrete attributes only. It
can be noticed that discrete data allows a much more compact representation via indexing.
This feature is very attractive, because the performance of classification algorithms can be
substantially improved if all continuous attributes are discretized.
Yang and Webb [YW 2009] analyze aspects of such discretization to complement the
Naive Bayesian classifier. This simple probabilistic scheme, which they describe in detail,
works on the assumption of data attributes mutual independence, given a class. The prob-
ability of a class in a particular location (a combination of attribute values) translates to a
product of probabilities of attribute values calculated on frequencies. The algorithm, other-
wise, is a narrowing down of the Ideal Bayesian classifier, existing as a concept rather than a
tool, which assigns the class based on the highest probability of the concerned data, the only
problem is how to calculate the probabilities. The data required is rare. The simplification
of Naive Bayesian, in particular, makes effectively more data available.
Probability of any class given a data instance in the Bayesian concept requires only a
realization. In this light, the requirement of single class per interval of discretization, while
not achievable beyond one dimension, is not essential either, and therefore the scheme can be
unsupervised. The method by Yang and Webb, which is a modification of the equal (neither
high nor low) frequency method, therefore, focuses on the data sufficiency per interval. The
probability density function in this method has a stepwise substitute. At the same time,
the prediction is the more precise, more intervals are available. Thus, these two contradict-
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ing aims have to be brought into a balance. Fixing the frequency at certain level is the answer.
There is only an informal account in [YW 2009] of how the Fixed Frequency discretiza-
tion to be conducted. It is a simple concept, but handling of repeating values may require
an optimization to fulfill one of the premises that frequency throughout intervals has to be
as even as possible, particularly to guarantee highest specific frequencies. The method is
evidently producing the same number of intervals for all attributes. Also, the adopted mini-
mum of 30 instances per interval does not seem practical for small data-sets if the algorithm
is implemented according to how we about to describe, which we intend to use for comparison.
Consider a set A consisting of m points aj ∈ A ⊂ IRn , j = 1 . . .m (m ≥ 2).
Algorithm 13 Fast Fixed Frequency Discretization
Step 1. (Initialization). Set the minimum number of instances per interval f . Sort values of
the current attribute in increasing order. Each continuous attribute is treated in turn.
Step 2. (Unique Values). Delete or mark off any repeating values of the attribute. Count the
number of unique values. Let it be m∗.
Step 3. (Interval Number). Estimate the number of intervals using f : choose the number as
bm∗/fc. Any shortfall m∗ − bm∗/fc is to be distributed evenly between the intervals.
Step 4. (Inner Boundaries). Count out f attribute values and place a boundary between the
last value and the next, in the middle, if the contribution of the shortfall per interval does
not accumulate to an extra instance. If it does, add one more value to the interval and place
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the boundary. Stop once the last inner boundary is placed.
This algorithm guarantees only the minimum number of instances per interval. Note that
it produces different number of intervals for different attributes.
7.4 Clustering Connection
Where an interval is small under the provision of fixed frequency - this will show a congre-
gation of data points. At the same time, the method is lacking properties the clustering
should have. This explains vulnerabilities of the fixed frequency discretization. For example,
it will create big intervals where the data is rare, but it may be absent altogether, and even
when present the probability estimates which can be obtained from such intervals are the
least reliable. On the other hand, the method will be able to work on a data distribution
which is rather uneventful to be handled using clusters, for example, the data seriously af-
fected by noise, which is often the case when some essential attributes are missing. It is also
much faster than the optimal clustering as in [B1 2008] (Bagirov) notorious for its complexity.
Other limitations, common to many methods not based on clustering, are as follows. They
find intervals, but associate them with no particular value. Interval boundaries are only softly
defined, set by convention in the middle between the end values of adjacent intervals. Outer
boundaries of the first and the last interval have to be assumed open.
The approach based on clustering is more refined, considering the above. It captures
frequencies and distances at the same time. More importantly, it takes care of instances not
yet observed, being able to define the proper boundaries for a data segment. The cluster-
ing of this kind can be accomplished in one way or another, although usually done using
the k-Means technique as in [SI 1984] (Selim and Ismail). Good starting points for cluster
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centers are required. This technique, for example, is a featured component in [GTS 1998]
(Gama, Torgo, Soares). Clustering can be also agglomerative, whereby smaller clusters are
gradually merged into bigger clusters. At the bottom level there are just elements of the set
the clustering is performed on. There is a number of ways small clusters can be affiliated
with big clusters of the next level. We consider the hard unconstrained clustering by which
all elements of the set are distributed into clusters, with no element in two or more clusters
at the same time, except in the hierarchical sense.
In the classic representation, the problem of finding centers is formulated as follows:
minimize f = 1/|A| ·
∑
a∈A
min
x∈X
‖x− a‖ 2 , (7.1)
for a given number of clusters, subject to a ∈ A ⊂ IRn and x ∈ X ⊂ IRn. Here x are the
sought centers of clusters in the set A, |A| is the cardinality of set A, and ‖ · ‖ is a metric
in the IRn space, often defined as the Euclidian (radial) distance by
‖x− a‖ 2 =
[
n∑
i=1
(xi − ai)2
]1/2
. (7.2)
The function f( x1 , . . . , x|X| ) is known as cluster function (Bagirov [B1 2008]). Here
|X| denotes the cardinality of set X, in other words, the number of clusters sought.
This is the same hard unconstrained clustering, only from a different perspective. We can
try to use the hierarchical clustering to solve this problem. Ward [W1 1963] was studying the
hierarchical formation of clusters using a criterion called the minimum error increase, which
is exactly the difference of squared distances in the forming and merging clusters, measured
against their centers. A compact expression can be derived from the properties of the Euclid-
ian metric for center locations of newly created clusters. Ward’s findings originated purely
from the study of similarity of psychological profiles to form a group of compatible individ-
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uals. Equitz [E2 1989] noticed that essentially the same approach is applicable for vector
quantization in image processing, his method known as PNN (Pairwise Nearest Neighbor).
It is a greedy / hill climbing algorithm for finding cluster centers, we add - a suboptimal
technique for minimization of the cluster function in Problem (7.1) (Chapter 5). The method
becomes less reliable, the longer building of cluster continues. With a wide spread data we
can imagine, though, that it should work fine long enough, because not many cluster forma-
tion options are available, or they make no difference on higher levels of the hierarchy.
Generally, the cluster function has local minima consisting of centroids of point vectors in
clusters. For that reason the k-Means technique (Selim and Ismail [SI 1984]) is often used for
finding cluster centers, especially when good starting points are known. Bagirov [B1 2008]
proposes a technique approximating the global search, which is based on k-Means. This is,
however, computationally very challenging and the number of clusters k has to be entered
as a parameter. Ward’s / Equitz’s method is implementable far more easily, and initially
it will comply with the requirement that clusters are well separated, that is, their centers
will continue to make the local minima of the cluster function in the course of cluster creation.
The problem of finding clusters is sometimes given in the following formulation:
minimize f = 1/|A| ·
∑
a∈A
min
x∈X
‖x− a‖ , (7.3)
subject to a ∈ A ⊂ IRn and x ∈ X ⊂ IRn. Again, x are the sought centers of clusters in set
A, |A| is the cardinality of set A, and ‖ · ‖ is a metric in the IRn space, often specified as
‖x− a‖ 1 =
n∑
i=1
|xi − ai| , (7.4)
called the Hamming, or Manhattan (the city block) distance.
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Squared distances in Problem (7.1) serve as a smoothing factor narrowing location of a
cluster center to a point. The cluster function in Problem (7.3) does not enjoy this amenity.
It is still possible to reduce a cluster center to a point in a local minimum (together with
other clusters), called the medoid of constituting vectors. It is generally a small spot in the
middle of the cluster, which can have various shapes depending on the count and coincidence
of attribute values of contributing vectors. Respectively, the k-Medoids technique can be
used for locating these cluster centers, attributed to Kaufman and Rousseeuw [KR1 1987].
Regardless of convenience of finding cluster centers, the criterion of minimizing the error
increase in the hierarchical cluster creation can be used here just the same as a suboptimal
way of approaching the global minimum of the cluster function in Problem (7.3).
7.5 Discretization Algorithms
Consider a set A consisting of m points aj ∈ A ⊂ IRn , j = 1 . . .m (m ≥ 2). We imply
by-coordinate processing, and therefore the attribute index i = 1 . . . n is not included in the
following. Let X be a cluster system consisting of vectors x1 , . . . , xk.
Allow that cluster centers x are found as centroids:
x =
 ∑
a∈A(x)
a
 / |A(x)| , (7.5)
and the error Ek of the cluster system approximating set A is defined as follows:
Ek =
∑
x∈X
∑
a∈A(x)
‖x− a‖ 2 2 , (7.6)
where A(x) is a cluster, the portion of set A associated with cluster center x.
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Here we keep ‖ · ‖ notation for convenience, to disambiguate the cardinality and the
absolute value which is what most distance metrics is reduced to in the one-dimensional case.
Likewise, in the case of medoids, cluster centers are found as:
x = aj , j = d |A(x)|/2 e , |A(x)| is odd , (7.7)
and
x = (aj + aj+1) / 2 , j = [ |A(x)|/2 ] , |A(x)| is even , (7.8)
although, generally,
aj ≤ x ≤ aj+1 , |A(x)| is even ,
where j indexes specifically cluster A(x).
As to the error Ek, it is defined as follows:
Ek =
∑
x∈X
∑
a∈A(x)
‖x− a‖ 1 . (7.9)
This sets the scene for following algorithms.
7.5.1 Induction
Algorithm 14 Attribute Discretization using Sub-optimal Agglomerative Clustering
Step 1. (Initialization). Set k = m , that is, each element of set A is a cluster (see Remark 11).
Set value, assumed small, of parameter 0 < θ < 1 to be used on Step 4. Sort values of the
current attribute in the increasing order.
Each continuous attribute requiring discretization is treated in turn.
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Step 2. (Intervals). Calculate the center of each cluster using Expression (7.5) for centroids,
Expressions (7.7) and (7.8) for medoids. Also, calculate the cluster system error of approxi-
mation using Expression (7.6) for centroids, Expression (7.9) for medoids. See Remark 12.
Step 3. (Merge). Merge in turn each interval (cluster) with the next tentatively. Calculate
the error increase after each merge Ek−1 − Ek and choose the pair of intervals giving the
least increase. Merge these two intervals permanently (see Remarks 12 and 13).
The number of clusters decreases, set k ← k − 1.
Step 4. (Completion). Quit once the error of the current cluster system is over the set frac-
tion of the maximum error corresponding to the single cluster Ek ≥ θ ·E1 (see Remark 14).
Repeat from Step 2, otherwise.
After the Algorithm 14 is run, any data is associated with cluster centers based on the
proximity. Corresponding interval boundaries can also be found.
Remark 11 We actually start by merging very close values, relative to the whole range of
values. We neglect any error of this transformation - the error is zero if values coincide.
Because of limited precision of measurement, as a rule, the data comes already naturally
discretized, causing the coincidence of some attribute values.
Remark 12 Neither cluster centers or the error need to be recalculated, only updated when
a merge takes place or considered on Step 3 of Algorithm 14.
Remark 13 In the case of one dimension there is no need to attempt merges of any two
clusters. It is quite obvious the best candidate merges are among neighboring clusters.
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Remark 14 In our implementation we use (Ek/E1)
1/2 ≥ θ as the stopping criterion for
the centroid variant, instead, which makes the control vested in parameter θ more gradual.
7.5.2 Deduction
The hierarchical clustering is conducted either in the bottom-up - this is exactly called the
agglomerative way, or the top-down manner. We distinguish the approaches here as induction
and deduction. Just like we sought to minimize the error increase during the induction we
can consider doing it other way around, specifically, by maximizing the error decrease when
we split the data. Applicable to discretization of a single attribute, this is known as the high-
est contrast splitting method by Van-De-Merckt [M1 1993]. The exact formula corresponds
to centroids under Euclidean metric if the method was multivariate, same as according to
Ward / Equitz [W1 1963, E2 1989] administering cluster merge rather than subdivision. The
method also has a supervised component. Ting [T1 1997] modified the method by adopting
the minimum description length stopping criterion (Rissanen [R2 1978]).
We can generalize this as follows, while pursuing the unsupervised view.
Algorithm 15 Attribute Discretization using Sub-optimal Hierarchical Splitting
Step 1. (Initialization). Set k = 1 , that is, the whole set A is one cluster. Set value, assumed
small, of parameter 0 < θ < 1 to be used on Step 4. Sort values of the current attribute in
the increasing order. Each attribute requiring discretization is treated in turn.
Step 2. (Subdivision). For each cluster compute the splitting point yielding maximum reduc-
tion of the error (see Remark 15). Choose among all possible partitions of two, for which pur-
pose find centers of the parts using Expression (7.5) for centroids, Expressions (7.7) and (7.8)
for medoids, and then calculate the error of approximation associated with the prospective
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cluster system using Expression (7.6) for centroids, Expression (7.9) for medoids.
Step 3. (Splitting). Based on best boundaries evaluated on Step 2 (see Remark 16), split the
cluster giving the maximum decrease of the total error Ek − Ek+1.
The number of clusters k increases, set k ← k + 1.
Step 4. (Stopping). Quit as soon the error of the current cluster system is below the set frac-
tion of the maximum error corresponding to the single cluster Ek ≤ θ ·E1 (see Remark 14),
or no cluster can be longer split. Repeat from Step 2, otherwise.
This algorithm is a reverse of Algorithm 14. Indeed, every time a cluster is split, while to
the maximum, the error is being reduced less and less - after all, the clusters become smaller.
Tracking it back, we go the way of merging clusters giving the least increase of the error. If
splitting of clusters was not optimal on each step, we could find a pair of adjacent clusters to
merge with a smaller increase of error. Algorithm 15 is faster than Algorithm 14, even when
a small number of intervals is targeted.
Remark 15 The partitioning has to pay attention to natural single value clusters, linking
them to one of the bigger clusters, but not both, to comply with the hard concept of clustering.
Remark 16 Actually, no more than two clusters among all require the calculation in any
particular time, as the rest have prospective split points previously found, and the total error
is additive. The subdivision is impossible if a cluster is reduced to a single instance.
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7.5.3 Localization
One drawback of the deductive Algorithm 15 is that it leaves the requirement of uncon-
strained clustering unwarranted. Also, initial splitting is crude, producing clusters which are
much different in size. Therefore, more than the inductive Algorithm 14 it requires a post-
processing guaranteeing that clusters do not overlap. From the point of view of optimality
this is beneficial as the cluster function is pushed into a lower local minimum. Either of the
algorithms is better off if cluster centers are adjusted using the standard k-Means technique
(Selim and Ismail [SI 1984]), or k-Medoids (Hastie, Tibshirani and Friedman [HTF 2009]).
We get an additional simplification in the case of single attribute from the fact that data
is sorted by value, which is assumed done. This algorithm works as follows.
Algorithm 16 Cluster Position Adaptation using k-Means / k-Medoids
Step 1. (Initialization). Pass into the algorithm the number of clusters k, cluster boundaries
(not to be confused with interval boundaries) and cluster centers.
Step 2. (Boundaries). Adjust cluster boundaries by exchanging values between adjacent
clusters, so that boundary values of a cluster are closer to own center than to centers of other
clusters (see Remark 17).
Step 3. (Centers). Recalculate cluster centers using Expression (7.5) for centroids, Expres-
sions (7.7) and (7.8) for medoids.
Step 4. (Convergence). Repeat from Step 2, until no cluster changes its boundaries.
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Remark 17 Exchanging values between clusters by one will guarantee that the cluster func-
tion slides into a local minimum closest to the initial position.
7.5.4 Significance
Optimal clustering is particularly good that it enables identification of outliers, which are
small congregations of data elements, often at extremes of the data array. It is not possible
to positively identify them as noise. However, this makes probability estimates for associated
intervals very unreliable - the amount of data has to be statistically significant.
Trimming of outliers may be beneficial with a view of serial application of the algorithm
on any new data. This may be achieved by discarding clusters which membership is less than
a set fraction δ of the average, as below:
|A(x)| < δ · |A| / |X| ,
where δ is assumed small, with the sensible range of 0 < δ < 1.
7.6 Evaluation and Comparison
Algorithms 15, 14 and 13 were tested and compared on data from the UCI Machine Learning
Repository [MLData] as well as data acquired through collaboration with third parties. The
method used for evaluation is classification on results of discretization from all available data.
The method used for comparison is linear approximation of classification accuracy, based on
two evaluations, obtained for the same resolution in terms of number of intervals as the result
of application of different techniques of discretization. We go into evaluation and comparison
next and then detail results by data-set.
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7.6.1 Classification Methods
Yang and Webb [YW 2009] use the Naive Bayesian classifier to validate their results. The
work contains a detailed description of the method. We reiterate that data attributes are
required to be independent of each other. Our implementation of the method show reason-
able results on some known discrete data form [MLData]. Liu and Setiono [LS 1997] use a
Decision Tree for their purposes, but the study is focused on one-dimensional discretization.
Here, we implement a version of the Nearest Neighbor classifier to have a second method
which does not have the limitation of the first, though is also biased as further explained.
We will refer to the method as Nominal NN (Nearest Neighborhood) classifier. A signif-
icant contribution towards the success of the technique is done at the time of discretization
which, as a matter of fact, subdivides the space onto addressed neighborhoods. The more
instances are placed into the same neighborhood, the more likely the exact match (on all
attributes) is available in the labeled data. There is a need, however, to access a wider
selection of data. If all attributes are continuous the conventional k-NN technique finds k
nearest neighbors based on proximity, or similarity, and extracts the class statistics from this
information. If all attributes are discrete the problem space is indefinite and the notion of
distance is vacuous. One way of getting around this problem is to use the Hamming loss
which doubles as a distance measure if the attributes were continuous. In fact, it balances on
the duality of binary attributes, which can be seen as either continuous or discrete. The Ham-
ming loss simply counts disparity of attribute values across the array of all discrete attributes.
When both continuous and discrete attributes are present, the Euclidian distance and
Hamming loss are sometimes used together, though it is more consistent if discrete values are
converted to binary attributes. Apart from Hamming loss, there is another way of matching
discrete instances, Ting [T1 1997] explains and conducts the comparison.
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The discretization results in many repeating instances, making it possible to exercise the
purely probabilistic approach to classification. However, this creates a problem for k-NN im-
plementation, as such a selection of instances may misrepresent the class statistics. Limiting
the radius in terms of the pseudo-distance, rater than selecting the number of nearest neigh-
bors - is the approach we take. It is sufficient then to find class numbers for a given wider
neighborhood. We average class distances, instead, to determine the closest label for the
unclassified instance in the focus. This provides an additional mean for handling repeating
instances and a finer tool for calculating statistics. If all attributes are continuous, using dis-
tances rather than counts is a known technique which we give more background in Chapter 3.
The analogy with the fixed radius in Euclidian metric may misguide the understanding of
the method, especially when only k nearest neighbors are sampled, which is best explained
using the parallel with the Naive Bayesian classifier. Indeed, limiting the Hamming loss
means that hyperplanes up to that order, passing through the undecided instance, are used
as cross-sections of the data to obtain estimates of different class presence. The order of
zero corresponds to a point, as above, but the data may be insufficient to decide the class
based on the reoccurrence alone. The order of one corresponds to a line, two to a plane in
3D. The hyperplanes are parallel to subspaces formed by various combinations of coordinate
axes, using the metaphor of the problem space before discretization. If the nature of an at-
tribute is discrete it is possible to use the same metaphor, nonetheless, once attribute values
are sorted, no matter how. If the parameter is set to the number of attributes - all of the
data space, including subspaces of lesser order, weighted accordingly, is used for estimation
of probabilities. Assumption of attribute independence in the Naive Bayesian method makes
it sufficient using hyperplanes of the highest dimensionality. This is combined with estimates
obtained for the space as a whole in the formula used by the Naive Bayesian. The Nominal
NN classifier, instead, makes no assumption about the probability distribution in subspaces
and knows no method of mixing it together in the right proportion. Therefore, it has to draw
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on more local information to obtain the estimate, unless the statistics is unreliable. The
bigger space may hit it with a global trend.
Decision Trees allow another insight into the work of Nominal NN method, propelled by
the Hamming loss. There is a hierarchy of attributes through which an unlabeled instance is
channeled until the last attribute is matched. The choice becomes more and more constrained
down a tree branch. Therefore, if some of attributes are matching in the Nearest Neighbor
technique the probability of correct labeling is increasing, the more authentic attributes are
contained in the test instance. This can be improved through attribute weighting [DB 1992]
(Daelemans and Van-Den-Bosch). A Decision Tree, once fully spawned, ranks the attributes.
More often than not, however, it uses a special technique for deciding the best attribute to
branch on, like the Information Gain filter in [Q2 1993] (Quinlan), and this is exactly the
criterion used in [DB 1992] for weight setting. The idea is to get a shorter tree showing to a
correct answer quicker because some attributes are not contributing. Nominal NN advances
a technique which relies on statistics about the distances, rather than the number of closest
neighbors, when it evaluates the class presence. Unlike a Decision Tree it simply chooses the
class to which the pseudo-distance is shorter.
The above describes implementation of k-NN when all attributes are discrete. It is obvious
that ”diagonal” neighborhoods are missed on when a feature is discretized. The discretization
may be insufficient to obtain reliable statistics, or blur data singularities, instead. Frank and
Witten [FW 1999] advocate using ordering information where a method allows. Otherwise,
a discretized feature can be represented as a series of attributes by the number of values less
one, where all attributes corresponding to a particular value or higher are coded ”1” and
the rest ”0”. In terms of the Hamming loss we obtain more specific counts, but this makes
attributes interdependent and disadvantages the Naive Bayesian classification.
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In this regard, why not stretch it even further - to using all of the information available af-
ter discretization. We previously noted that it is desirable to know not only the intervals, but
also representative attribute values, or put it differently, adjusted positions of data points.
Clustering technique makes this possible, and by the same token, mean or median values
can be used where this information is unavailable. This takes us back to the undiscretized
representation, although the complexity now is substantially reduced. In the k-NN example
it allows to precalculate the distances which, otherwise, have to be obtained in the ”lazy”
manner because the distance matrix can not be compiled in principle and, in practical terms,
is too big when the cross-validation is used.
7.6.2 Basis for Comparison
Each method of discretization promotes own idea of optimality of interval boundaries. There-
fore, comparing on the basis of number of intervals seems fair, but it is difficult to enforce the
same number of intervals using two different methods. It becomes even more difficult when
multiple discretized attributes are involved. In the multivariate case the same denomination
for comparison is the product of the number of intervals for different attributes, let us call
it detailization (finesse of the detail). This implies that a single set of parameters controls
discretization of all attributes in a specified method.
Yang and Webb [YW 2009] assume quoting others that accuracy of classification is func-
tionally dependent on the qualities of data (presence of noise), bias of classification method,
and bias and variance of discretization. It follows that with the same data and classification
scheme the results are only dependent on the detailization and optimality of discretization.
There is yet another component, but this can be made the same for different classification
schemes. Specifically - how the accuracy is obtained. When we study a functional depen-
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dence we presume the output is reliable. The accuracy is a statistical quantity. Luckily, there
is a procedure of cross-validation, which gives always an unwavering result. Because of this
quality, the procedure of classifier training on all instances, except one, and testing on that
instance in turn has the same average accuracy every time it is run. Despite the estimate is
optimistic, it is used widely, especially whenever there is a need to compare different classi-
fication schemes, which on this occasion also include discretization.
The functional dependence we wish to harness is a discrete function of its argument. Even
though, the subset of possible states is different for different methods. This is the principal
moment in comparison of different discretization techniques, which is impossible to circum-
vent unless an assumption is made about feasibility of approximation between states with a
smooth function. The approximation we use here is the simplest - a linear function found
from two measurements of accuracy for different, yet close number of intervals / detailization,
which we evaluate on a logarithmic scale to avoid loss of precision with many attributes. We
have to come up with about the same number of intervals using different methods to get the
interpolation, rather than extrapolation, which is less reliable, for a point equally good for
all methods, for which purpose we use the mean detailization of all measurements.
For the comparison conducted accurately, we need to be specific about the mode of each
algorithm. It needs to be stated clearly what optional components are included, and it is
better the algorithm was associated with a single parameter. It can be a meta-parameter if
controls are multiple. We have to be able to work out the input back from detailization. It is
also difficult to talk about qualities of an algorithm without being able to scale it up or down.
Algorithm 13 has a single parameter controlling the number of intervals through the num-
ber of instances per interval. Unlike in other algorithms the same parameter controls also
the interval significance. This aspect, however, does not seem crucial, providing the flexibil-
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ity δ has. We, therefore, set this parameter to 0.1 invariably. The k-Means component of
Algorithms 14 and 15 for solution localization was always exercised. However, we did not
find any significant impact if it were not. The Nominal NN classification method takes also
a parameter, specifying the Hamming loss upper limit, which is very much data dependent.
However, once set, we do not change it from run to run.
Typical values of parameter θ passed into Algorithms 14 and 15 in two evaluations were
0.2 and 0.1 for coarser and finer detailization, respectively, while the parameter controlling
Algorithm 13 varies substantially with data. Otherwise, the same choice of θ was always made
for Algorithms 14 and 15 changing only to effect a different level of detailization. There is,
however, a slight difference in what the parameter means in Algorithm 14 as opposed to
Algorithm 15. These algorithms approach the targeted level of approximation with the same
value of θ from different sides, resulting in a greater detail by Algorithm 15.
7.6.3 Data
Characteristics of sets used in experiments are gathered in Table 7.1.
Data Fields Numeric Records Classes
Printed Letters 16 16 20000 26
Forest Cover 11 10 11340 5
Prediabetes 108 50 1406 2
Housing Prices 13 13 336 7
Iris 4 4 150 3
Table 7.1: Data-sets used in experiments.
Iris is a classic data-set contributed by Fisher, which exemplifies the problem of taxon-
omy of species of plant. Housing Prices in suburbs and their defining factors is a snapshot of
the state of affairs in Boston, USA some time ago, see [HR 1978] (Harrison and Rubinfeld).
Printed Letters is an array of data purposely designed for character recognition in [FS 1991]
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(Frey and Slate). Forest Cover is a data-set originating from an ecosystem study with a view
of providing support for decision making in managing natural resources [BD1 2000] (Blackard
and Dean). As previously explained, these examples are sourced from [MLData]. The Pre-
diabetes example is a proprietary data, part of the research conducted at the Charles Sturt
University, NSW, Australia. It is a collection of medical records of various signs of presence
or absence of the prediabetic condition in patients and the expert opinion.
We next show the results of discretization and subsequent classification approximated, as
previously explained, to correspond to the same detailization, even though this combination
of intervals as a product may not exist for a particular method or be a whole number at
all. To give it a meaningful interpretation and hint into how the results are obtained using
different methods, we therefore calculate the mean number of intervals for all discretized
attributes in both measurements, rounded to a closest integer.
This makes the basis for comparison related in Table 7.2 for Iris, Table 7.4 for Printed
Letters, Table 7.3 for Housing Prices, Table 7.6 for Forest Cover, and Table 7.7 for Predia-
betes. The column titles are as follows. The ”Method” is either the Fast Fixed Frequency
or Cluster-based discretization by Induction or Deduction using Centroids or Medoids. ”In-
tervals” is the mean as explained. ”Naive Bayes” and ”Nominal NN” is the classification
accuracy overall, per cent, using these methods, rounded to a closest whole centile.
Note that different mean number of intervals for different methods does not reveal where
exactly the reading of accuracy is taken - it is essentially the same point on the detailization
logarithmic scale. Rather, it reflects the relative shift of segments for which the accuracy
approximation is valid. Yang and Webb [YW 2009] follow other authors proposing that this
number has to be in the range of 5 to 10, and so do we. This falls favorably with the premise
that the size of an interval has to be sufficient for obtaining reliable estimates of probability.
227
However, this does not include consideration of the number of classes.
Iris
This data-set has instances equally distributed between the concerned species of Iris plant.
It is good as is - both classification methods have high accuracy. We observe that methods
using clustering lead to consistently better results than if based on fixed frequency.
Method Intervals Naive Bayes Nominal NN
Frequency 8 92 92
Induction
Centroids 7 95 95
Medoids 6 95 93
Deduction
Centroids 8 93 95
Medoids 7 93 94
Table 7.2: Iris Species classification on discretization results.
Housing Prices
In the Housing Prices example, the class variable is a result of clustering using the method
proposed in [B1 2008]. This is the same data-set we use to demonstrate the work of our
noise reduction algorithm (Chapter 3). Whenever a conversion like this from a regression to
classification problem is taking place we say a treatment for noise is a must. So, the Housing
Prices is a transformed data after adaptation for classification and denoising.
This appears to be not the best example to handle with Naive Bayesian. Just the same,
both methods of classification demonstrate improvements over the fixed frequency approach
when using the cluster-based discretization, notable in the case Nominal NN.
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Method Intervals Naive Bayes Nominal NN
Frequency 8 55 55
Induction
Centroids 6 57 70
Medoids 6 57 67
Deduction
Centroids 7 62 70
Medoids 7 60 74
Table 7.3: Housing Prices predictability on discretization results.
Printed Letters
The data in this set is distributed rather uniformly into the classes by the number of English
capital letters. The print was undergone a distortion intentionally by creators of the data-set,
but so as not to cause much noise. We use the data as is.
Method Intervals Naive Bayes Nominal NN
Frequency 12 70 75
Induction
Centroids 10 73 83
Medoids 7 74 85
Deduction
Centroids 11 73 83
Medoids 8 73 83
Table 7.4: Printed Letters recognition accuracy on discretization results.
All cluster-based methods of discretization in the Printed Letters example get higher ac-
curacy than the fixed frequency counterpart. Overall, the Nominal NN classifier performs
much better than the Naive Bayesian, which is traceable to the attributes containing many
interpretations of same counts of pixels.
The small mean number of intervals for medoids betrays the detailization point, where
the accuracy is compared, is sometimes outside the approximation segment.
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Forest Cover
To see a trend in a series of examples it is important that classification problems were rep-
resented clearly, what the presence of noise obstructs. So, whenever it is possible to improve
predictability by merging several classes together to reduce the data bias it is worthy the
cause. This appears to be the case in the Forest Cover example, where a substantial im-
provement is achievable via merging similar cover types as shown in Table 7.5. This is an
interesting outcome, because the attributes concerned do not seem to carry sufficient infor-
mation to classify accurately enough. It has to be acknowledged, though, that all the data
belongs to the same geographical location.
Class Description Instances Merged Used
1 Spruce / Fir 1620 1 3240
2 Lodgepole Pine 1620 1
3 Ponderosa Pine 1620 3 3240
4 Cottonwood / Willow 1620 4 1620
5 Aspen 1620 5 1620
6 Douglas-fir 1620 3
7 Krummholz 1620 7 1620
All 11340 11340
Table 7.5: Forest Cover data distribution into different classes.
We take only first records used for classifier training in [BD1 2000] (Blackard and Dean)
of, otherwise, rather plentiful a selection of data. We also make the forty binary attributes
into a single discrete attribute for the soil type as two or more types do not appear at the
same time. We also removed the attribute subdividing the data onto administrative zones.
The Naive Bayesian classifier under-performs in the case of cluster-based discretization.
As to the Nominal NN, the difference is clearly in favor of the fast fixed frequency method.
It appears it makes a radical selection of continuous attributes, effectively limiting them to
only three, discretizing the rest into a very small number of intervals by comparison. This
even shows in the mean number of intervals, which is twice the number for methods based
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Method Intervals Naive Bayes Nominal NN
Frequency 14 81 80
Induction
Centroids 7 80 74
Medoids 7 80 74
Deduction
Centroids 8 80 75
Medoids 8 79 75
Table 7.6: Forest Cover anticipation accuracy on discretization results.
on clustering. It is likely that many attributes in the Forest Cover data-set are correlated on
the rational of availability of moisture. For the Naive Bayesian classifier such a selection of
attributes makes the premise of attribute mutual independence more realistic. For the Nom-
inal NN this means a better chance of finding similar instances locally, as many attributes
coincide. It, otherwise, fails on the noisy data.
Prediabetes
Despite two out of five values in this set are missing, this does not undermine the quality
of the data, collected on the expert advice with some information dismissed as unnecessary.
Instead, this is a contributing factor towards the independence of features - a sought after
condition with a view of application of the Naive Bayesian classifier. At the same time, miss-
ing values in a discrete data can be treated simply as special values. Of course, where the
missing information is not redundant one can not expect getting accurate predictions.
As the information is presumed available, in the first place, the proposed algorithms do
not provide for such a situation. Luckily, this all can be resolved with only little adaptation.
The variables are clustered independently, and so the difference in the amount of information
contained in them is not an obstacle. As the stopping criteria do not involve other features
they are not a problem either. The fixed frequency requirement in one of the methods, of
course, requires special handling when values are missing - it is calculated as a fixed rate of
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the number of known values, so it varies from attribute to attribute.
Method Intervals Naive Bayes Nominal NN
Frequency 13 56 58
Induction
Centroids 7 83 61
Medoids 8 83 65
Deduction
Centroids 8 81 59
Medoids 9 88 68
Table 7.7: Prediabetes diagnostic accuracy on discretization results.
Prediabetes is a classic diagnosed-or-not data-set. These data-sets have typically two
classes where the principal class is called positive and the other negative - the rest. There-
fore, this type of data goes by the name of one-class sets. As a rule, the share of the positive
class in these sets is small (about 9% in this example). The price of misclassification is thus
much higher for the positive than for negative instances. Therefore, the accuracy in Table 7.7
is shown only for the principal class. Note that the positive / negative subdivision is often
used in genuine two-class sets referring to the value of the discriminant function.
For the same reason the fixed frequency based discretization gets the top ranking for the
Forest Cover it fails on the Prediabetes data. This time it de-selects some vital, but not
redundant attributes. It has never been asserted the selection of features by discretization in
the fixed frequency case addresses classification needs. It only addresses to some extent the
variability of data by placing repeating values in the same interval. However, it ignores the
distances within the same interval. To distinguish - is intentionally the purpose for cluster-
based methods where the approximation is done to the same degree for different variables,
altogether creating a PCA-like effect (the coordinate system orientation in the Principal Com-
ponent Analysis), where the main component is used for feature ranking. Although this does
not directly address classification needs, it can be expected to have a minor feature selection
effect due to isolation of classes in the problem space, especially with many classes. Note
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that variability here is of a different kind.
Unlike in the Housing Prices example, Nominal NN does not manage classification of the
Prediabetes data well comparing to Naive Bayesian. This can be explained: the first method
accesses the local information, insufficient due to the missing values, the second generalizes
from a much wider selection of data, successfully enough because the expert advice on obser-
vation making contributes to the feature independence as previously stated.
7.7 Conclusion
In this chapter we discuss various methods of continuous feature discretization and their
applicability for different aspects of classification. Classification problems have two distinct
forms depending on whether all attributes are continuous or discrete. Discretization of all
continuous attributes in mixed cases allows problem simplification and compact data repre-
sentation. This does not mean that discretization always works out for the better.
Unsupervised methods are more feasible than supervised when all continuous attributes
have to be discretized. We analyze one such technique based on fixed frequency, which suc-
cess was reported recently. We see similarity of this approach to clustering and propose ways
of exploring this domain, often leading to classification accuracy gains, which we show on
real-world examples. We introduce five methods, two of which are modifications of existing:
the fixed frequency, and the clustering by deduction using centroids. Other methods harness
known techniques of clustering in two different representations.
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Chapter 8
Appendix: Tables and Charts
8.1 Overview
So as not to clatter the main text, all supporting material detailing case studies is removed
into this appendix chapter. The summary results and claims are contained in respective
chapters. These are additional tables and charts to substantiate them.
8.2 Accuracy Charts Before and After Noise Reduction
This section complements Chapter 3. Displayed below are accuracy charts of k-NN classifi-
cation before and after noise reduction (the stage before last), see Tables 3.1, 3.2.
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Figure 8.1: Abalone Age: Effect of noise reduction on k-NN accuracy (%).
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0
20
40
60
80
Figure 8.2: Concrete Strength: Effect of noise reduction on k-NN accuracy (%).
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Figure 8.3: Housing Prices: Effect of noise reduction on k-NN accuracy (%).
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Figure 8.4: Yeast Localization: Effect of noise reduction on k-NN accuracy (%).
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Figure 8.5: Heart SPECT: Effect of noise reduction on k-NN accuracy (%).
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8.3 Cleaning, Classification and Cluster Integrity Tables
This section shows results of computation for Chapter 4.
Table 8.1: Shuttle data staged out cleaning.
Records Clean Rate Vicin PC Class
Clean Mix Stage All Min Time Acc
57756 0 0 0 0 :00:00 100
28234 0 30 51 0 :28:57 100
13827 0 30 76 0 :35:49 100
6774 0 30 88 0 :37:27 100
3318 0 30 94 0 :37:50 100
1621 3 30 97 1 :37:57 100
793 0 30 99 1 :37:59 100
386 1 30 99 1 :38:00 99
185 2 31 100 2 :38:01 98
88 1 31 100 5 :38:02 94
Table 8.2: Shuttle data cluster integrity.
Re- Thorough Update
cords Len Dir PCTime Acc Len Dir PCT Acc
57756 0-0 0-0 17:20:06 98 0-0 0-0 ::49 98
28234 1-1 0-0 04:05:06 98 0-1 0-0 ::23 98
13827 1-1 0-0 00:58:56 98 0-1 0-0 ::17 98
6774 0-1 0-0 00:14:18 98 0-1 0-0 ::13 98
3318 1-1 0-0 00:03:33 98 0-1 0-0 ::07 97
1621 0-1 0-0 00:00:52 98 0-1 0-0 ::05 98
793 0-1 0-0 00:00:13 98 0-1 0-0 ::04 97
386 0-0 0-0 00:00:03 93 0-0 0-0 ::03 96
185 0-0 0-0 00:00:01 93 0-0 0-0 ::02 94
88 0-0 0-0 00:00:00 92 0-0 0-0 ::01 92
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Table 8.3: Shuttle data classification using residual sets and clustering.
Residual Clustering
Sets Thorough Update
Records C1 C4 C5 C1 C4 C5 C1 C4 C5
57756 100 100 100 99 97 100 98 97 100
28234 100 100 100 99 94 100 98 96 100
13827 100 100 100 99 94 100 98 96 100
6774 100 100 100 99 93 100 98 96 100
3318 100 100 100 99 94 100 97 96 100
1621 100 100 100 99 94 100 98 96 100
793 100 100 100 98 97 100 97 96 100
386 100 94 100 100 56 100 97 89 100
185 100 89 100 100 56 100 96 82 100
88 100 63 100 100 45 100 100 45 100
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Table 8.4: Pen Digits staged out cleaning.
Records Clean Rate Vicin PC Class
Clean Mix Stage All Min Time Acc
10992 0 0 0 2 :00:00 100
7026 3 20 36 7 :01:00 100
4490 1 20 59 9 :01:24 100
2870 0 20 74 11 :01:35 100
1831 2 20 83 13 :01:40 100
1159 6 21 89 15 :01:43 100
732 4 21 93 17 :01:44 100
459 4 21 96 20 :01:45 99
286 3 21 97 23 :01:46 99
Table 8.5: Pen Digits cluster integrity.
Re- Thorough Update
cords Len Dir PCTime PCT-0 Acc Len Dir PCT Acc
10992 0-0 0-0 11:27:03 :39:54 97 0-0 0-0 ::37 97
7026 0-0 0-0 04:08:57 :16:31 97 0-0 0-0 ::25 96
4490 0-0 0-0 01:32:16 :06:45 97 0-0 0-0 ::20 96
2870 0-0 0-0 00:34:03 :02:50 97 0-0 0-0 ::16 96
1831 0-0 0-0 00:12:09 :01:11 97 0-0 0-0 ::13 96
1159 1-0 0-0 00:04:05 :00:29 96 0-0 0-0 ::11 96
732 0-0 0-0 00:01:21 :00:12 95 0-0 0-0 ::10 96
459 0-0 0-0 00:00:26 :00:05 95 0-0 0-0 ::09 93
286 0-0 0-0 00:00:08 :00:02 91 0-0 0-0 ::08 91
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Table 8.6: Pen Digits classification using residual sets and clustering.
Residual Clustering
Records Sets Thorough Update
Classes C0 C4 C6 C0 C4 C6 C0 C4 C6
10992 100 100 100 95 97 100 97 95 100
7026 100 100 100 98 97 100 97 94 100
4490 100 100 100 98 97 100 97 94 100
2870 100 100 100 97 93 97 97 93 94
1831 100 100 100 97 96 97 97 93 96
1159 100 100 100 98 94 97 97 93 96
732 100 100 99 98 90 98 97 93 95
459 100 99 99 98 90 95 97 95 79
286 100 97 100 98 85 73 93 79 73
Classes C7 C8 C9 C7 C8 C9 C7 C8 C9
10992 100 100 100 97 90 99 99 91 97
7026 100 100 100 98 90 97 96 92 97
4490 100 100 100 98 90 98 96 92 98
2870 100 100 100 98 92 98 98 92 97
1831 100 100 100 98 92 97 98 91 96
1159 100 100 100 97 96 95 96 96 95
732 100 100 99 97 93 95 98 92 95
459 99 100 99 94 97 97 91 97 96
286 99 100 99 92 94 93 94 97 94
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Table 8.7: Spoken Letters staged out cleaning.
Records Clean Rate Vicin PC Class
Clean Mix Pre Stage All Min Time Acc
7797 0 0 0 0 15 00:00:00 100
6315 0 0 10 19 28 00:22:24 100
5108 1 22 10 34 30 00:37:53 100
4114 2 23 10 47 31 00:48:11 99
3322 1 10 10 57 33 00:54:25 99
2681 1 5 10 66 34 00:58:16 99
2154 2 15 10 72 35 01:00:48 97
1717 4 36 11 78 36 01:02:26 98
1388 1 20 10 82 37 01:03:27 98
1087 4 74 12 86 38 01:04:15 97
871 1 9 10 89 40 01:04:43 97
692 0 0 11 91 41 01:05:00 97
Table 8.8: Spoken Letters cluster integrity.
Re- Thorough Update
cords Len Dir PCTime Acc Len Dir PCT Acc
7797 0-4 0-0 15:24:02 98 0-4 0-0 :48:07 98
6315 2-2 0-0 10:12:00 97 1-2 0-0 :40:37 98
5108 5-0 0-0 06:37:54 97 2-0 0-0 :37:24 98
4114 6-0 1-0 04:18:47 98 2-0 0-0 :36:09 98
3322 6-0 1-0 02:50:12 96 2-0 0-0 :34:48 98
2681 8-1 1-0 01:51:49 97 3-1 0-0 :32:49 96
2154 11-3 1-1 01:12:00 96 4-3 0-1 :31:55 96
1717 12-4 2-1 00:45:45 97 4-4 0-1 :30:45 96
1388 12-4 2-1 00:30:04 97 4-4 1-1 :30:12 96
1087 13-4 2-1 00:18:55 96 5-4 0-1 :29:51 95
871 13-4 2-1 00:12:15 90 5-4 1-1 :29:35 94
692 15-5 2-1 00:07:52 94 5-5 1-1 :29:15 93
241
Table 8.9: Spoken Letters classification using residual sets and clustering.
Residual Clustering
Records Sets Thorough Update
Classes C11 C14 C15 C11 C14 C15 C11 C14 C15
7797 100 100 100 98 97 99 98 96 100
6315 100 100 100 96 97 98 97 97 100
5108 99 100 100 93 96 98 98 97 100
4114 99 100 100 97 98 98 97 96 100
3322 98 100 100 97 95 100 97 95 99
2681 96 100 100 92 97 98 96 95 100
2154 97 99 98 93 92 96 96 96 99
1717 96 99 99 94 98 98 97 95 99
1388 94 98 100 96 98 98 96 96 99
1087 95 94 99 94 96 98 90 93 99
871 95 94 96 60 94 96 89 93 98
692 95 95 97 83 95 93 73 93 96
Classes C21 C23 C24 C21 C23 C24 C21 C23 C24
7797 100 100 100 99 94 99 99 99 100
6315 100 100 100 97 94 100 98 99 100
5108 100 100 100 99 95 100 98 99 100
4114 100 100 100 98 97 99 98 99 100
3322 100 100 100 99 97 99 98 99 100
2681 100 100 100 97 96 100 98 99 100
2154 100 100 100 97 96 100 98 99 100
1717 99 100 100 96 97 100 97 99 100
1388 99 100 100 98 97 100 97 98 100
1087 100 100 98 93 96 100 98 97 99
871 99 100 98 98 99 100 98 98 99
692 98 100 98 93 95 98 98 98 98
Classes C25 C26 C25 C26 C25 C26
7797 100 100 100 97 100 97
6315 100 100 100 97 100 97
5108 100 100 100 97 100 97
4114 100 99 100 97 100 97
3322 100 98 100 93 100 96
2681 100 98 100 97 100 93
2154 100 94 99 97 100 92
1717 100 97 100 97 100 93
1388 99 98 100 95 100 93
1087 100 96 100 94 100 94
871 99 96 100 92 100 92
692 98 95 98 95 98 97
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Table 8.10: Sign Language staged out cleaning.
Records Clean Rate Vicin PC Class
Clean Mix Stage All Min Time Acc
4320 0 0 0 0 :00:00 100
2763 0 20 36 1 :01:05 100
1767 0 20 59 1 :01:33 100
1130 0 20 74 2 :01:46 100
722 0 20 83 2 :01:52 100
461 0 20 89 3 :01:55 100
294 0 20 93 6 :01:57 100
Table 8.11: Sign Language cluster integrity.
Re- Thorough Update
cords Len Dir PCTime Acc Len Dir PCT Acc
4320 0-0 0-0 05:07:27 100 0-0 0-0 :05:56 99
2763 0-0 0-0 02:08:22 100 0-0 0-0 :05:39 99
1767 0-0 0-0 00:54:50 100 0-0 0-0 :05:27 99
1130 0-0 0-0 00:23:54 100 0-0 0-0 :05:14 99
722 0-0 0-0 00:10:40 99 0-0 0-0 :05:08 99
461 0-0 0-0 00:04:57 99 0-0 0-0 :05:04 99
294 0-0 0-0 00:02:25 99 0-0 0-0 :05:01 99
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Table 8.12: Sign Language classification using residual sets and clustering.
Residual Clustering
Records Sets Thorough Update
Classes C1 C2 C3 C1 C2 C3 C1 C2 C3
4320 100 100 100 100 100 100 100 100 100
2763 100 100 100 100 100 100 93 100 100
1767 100 100 100 100 100 100 93 100 100
1130 100 100 100 100 100 100 93 100 100
722 100 100 100 93 100 100 93 100 100
461 100 100 100 96 100 100 100 100 100
294 100 100 100 100 100 100 100 100 100
Classes C4 C5 C6 C4 C5 C6 C4 C5 C6
4320 100 100 100 100 100 100 100 100 100
2763 100 100 100 100 100 100 100 100 100
1767 100 100 100 100 100 100 100 100 100
1130 100 100 100 100 100 100 100 100 100
722 100 100 100 100 100 100 100 100 100
461 100 100 100 100 100 100 100 100 100
294 100 100 100 100 100 100 100 100 100
Classes C7 C8 C7 C8 C7 C8
4320 100 100 100 100 93 100
2763 100 100 100 100 100 100
1767 100 100 100 100 100 100
1130 100 100 100 100 100 100
722 100 100 100 100 100 100
461 100 100 93 100 93 100
294 100 100 89 100 93 100
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Table 8.13: Image Segmentation staged out cleaning.
Records Clean Rate Vicin PC Class
Clean Mix Stage All Min Time Acc
2100 0 0 0 0 ::00 100
1028 0 30 51 0 ::05 100
503 0 30 76 1 ::07 100
245 0 30 88 1 ::08 100
119 0 30 94 2 ::09 100
Table 8.14: Image Segmentation cluster integrity.
Re- Thorough Update
cords Len Dir PCTime Acc Len Dir PCT Acc
2100 0-14 0-0 :01:50 100 0-14 0-0 ::07 100
1028 7- 7 0-0 :00:27 100 0- 7 0-0 ::05 100
503 10- 5 0-0 :00:07 100 0- 5 0-0 ::04 99
245 12- 3 0-0 :00:02 100 1- 3 0-0 ::03 97
119 17- 2 0-0 :00:01 100 1- 2 0-0 ::02 95
Table 8.15: Image Segmentation classification using residual sets and clustering.
Residual Clustering
Sets Thorough Update
Records C2 C7 C2 C7 C2 C7
2100 100 100 100 100 100 100
1028 100 100 100 100 99 100
503 100 100 100 100 100 99
245 100 100 100 100 100 96
119 100 100 100 100 100 95
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8.4 Data Condensing, Classification and Integrity Tables
This section presents computation results for Chapter 5.
Table 8.16: Land Satellite condensing stages, performance, integrity and accuracy.
Condensed Rate PC Time Integrity (%) Classification
Re- mix st- all con- thorough update tho- up- be- resi- tho- up-
cords (%) age dense cluster cluster rough date tween dual rough date
6435 0 0 0 ::00 :07:20 ::23 0.00 0.00 1.24 100 98 98
4509 0 30 30 ::10 :03:39 ::22 0.00 0.00 1.24 100 98 98
3176 1 30 51 ::15 :01:53 ::21 0.14 0.10 1.20 99 98 98
2266 2 29 65 ::18 :00:58 ::19 0.24 0.69 1.69 99 99 98
1643 3 27 74 ::20 :00:30 ::18 0.74 1.18 1.68 99 98 98
1208 4 26 81 ::22 :00:17 ::17 1.38 1.66 1.52 99 98 98
897 5 26 86 ::23 :00:10 ::16 1.52 1.93 1.64 99 98 98
670 5 25 90 ::24 :00:06 ::15 2.99 2.56 0.80 99 98 98
509 6 24 92 ::25 :00:04 ::14 4.65 2.77 -0.64 99 98 98
Table 8.17: Land Satellite data classification using different methods.
Records Residual Cluster Centers
Sets Thorough Update
C1 C2 C1 C2 C1 C2
6435 100 100 100 89 100 87
4509 100 99 100 89 100 87
3176 100 97 100 86 100 87
2266 99 94 100 89 100 87
1643 99 92 100 86 100 87
1208 100 91 100 86 100 87
897 100 91 100 86 100 87
670 100 91 100 86 100 87
509 100 91 100 86 100 87
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Table 8.18: Page Blocks condensing stages, performance, integrity and accuracy.
Condensed Rate PC Time Integrity (%) Classification
Re- mix st- all con- thorough update tho- up- be- resi- tho- up-
cords (%) age dense cluster cluster rough date tween dual rough date
5473 0 0 0 ::00 00:50:37 :01:20 0.00 0.00 1.42 100 100 100
3833 0 30 30 ::13 00:25:23 :00:51 0.00 0.64 2.06 100 100 100
2685 0 30 51 ::20 00:12:50 :00:47 0.34 0.86 1.94 100 100 100
1881 0 30 66 ::24 00:06:27 :00:44 1.30 1.41 1.54 100 100 100
1317 0 30 76 ::27 00:03:18 :00:42 1.66 1.86 1.62 100 100 100
922 0 30 83 ::29 00:01:42 :00:40 4.00 2.44 -0.13 100 100 100
646 0 30 88 ::30 00:00:54 :00:39 6.18 2.87 -1.89 100 100 100
453 0 30 92 ::31 00:00:29 :00:38 7.02 3.06 -2.53 100 100 100
318 0 30 94 ::32 00:00:16 :00:37 4.10 3.16 0.48 100 100 100
Table 8.19: Page Blocks data classification using different methods.
Records Residual Cluster Centers
Sets Thorough Update
C1 C3 C1 C3 C1 C3
5473 100 100 100 96 100 96
3833 100 96 100 96 100 96
2685 100 100 100 96 100 96
1881 100 100 100 96 100 96
1317 100 100 100 96 100 96
922 100 100 100 96 100 96
646 100 100 100 96 100 96
453 100 100 100 96 100 96
318 100 100 100 96 100 96
Table 8.20: Utility Map Numerals condensing stages, performance, integrity and accuracy.
Condensed Rate PC Time Integrity (%) Classification
Re- mix st- all con- thorough update tho- up- be- resi- tho- up-
cords (%) age dense cluster cluster rough date tween dual rough date
2000 0 0 0 :00:00 06:46:04 :02:57 0.00 0.00 0.63 100 95 95
1399 0 30 30 :01:51 02:51:30 :02:34 0.56 0.27 0.34 100 95 95
983 0 30 51 :02:49 01:11:57 :02:22 0.71 0.44 0.37 100 95 95
700 1 29 65 :03:19 00:33:01 :02:13 0.93 0.60 0.30 99 95 95
507 3 28 75 :03:38 00:15:27 :02:05 1.37 0.81 0.07 99 94 95
378 4 25 81 :03:50 00:08:10 :02:00 1.28 1.02 0.38 98 95 95
293 6 22 85 :03:58 00:04:33 :01:56 1.77 1.18 0.04 98 96 95
233 7 20 88 :04:06 00:02:46 :01:53 2.17 1.22 -0.31 98 96 96
192 9 18 90 :04:11 00:01:49 :01:50 1.88 1.24 0.00 98 96 96
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Table 8.21: Utility Map Numerals data classification using different methods.
Residual Sets / Cluster Centers : Thorough / Update
Records C0 C1 C2 C3 C4 C5 C6 C7 C8 C9
2000 100 100 100 100 100 100 100 100 100 100
94 96 97 90 98 92 94 99 98 93
96 96 98 94 98 93 94 99 91 94
1399 100 100 100 100 100 100 100 100 100 100
94 100 97 92 99 91 96 97 92 94
96 98 98 94 98 93 94 95 92 94
983 100 100 100 99 100 99 100 100 100 100
94 96 97 92 98 92 87 99 98 95
96 96 97 94 98 92 94 99 92 94
700 98 100 100 98 100 98 100 100 98 99
94 96 97 93 98 92 97 99 94 92
96 98 97 94 98 92 94 95 90 94
507 99 99 100 98 100 96 100 99 98 98
94 96 97 94 98 90 90 99 88 92
96 98 97 94 98 92 95 95 90 94
378 98 98 100 97 99 96 100 100 98 98
94 96 97 96 98 92 96 100 89 94
96 100 97 94 98 92 95 96 90 94
293 98 98 100 96 99 96 98 100 98 98
95 94 97 95 99 94 96 100 94 94
96 99 97 94 98 93 96 96 90 94
233 98 98 100 98 98 96 97 100 97 98
96 98 98 95 98 92 96 98 96 95
96 99 98 94 98 93 96 96 90 95
192 98 98 100 96 98 96 97 100 96 98
96 99 98 94 98 93 96 96 90 95
96 99 98 94 98 93 96 96 90 95
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8.5 Ranking Method Comparison Tables
This section details results of Chapter 6.
Table 8.22: Housing Prices: Alternative Factor Ranking Comparison.
Features R NNS NNX EO RC H2 IG 1R RF SVM SVO
Rooms 1 7 1 4 1 1 6 2 8 5 1
Income 2 5 2 2 2 4 2 1 1 6 2
Employment 3 6 7 1 3 8 8 9 9 12 3
Crime 4 8 4 3 4 6 7 6 13 1 9
Pollution 5 1 13 5 6 3 3 3 7 10 7
Industrial Area 6 2 11 6 10 2 1 5 6 4 13
Education 7 4 5 10 9 5 5 7 2 11 5
Building Age 8 13 3 8 5 10 9 8 5 3 10
Black Culture 9 10 6 7 7 11 12 11 10 2 8
Transport Access 10 12 12 12 11 9 10 12 3 8 6
Tax 11 3 10 9 8 7 4 4 4 9 4
Residential Area 12 9 9 11 12 12 11 10 11 7 11
Natural Reserves 13 11 8 13 13 13 13 13 12 13 12
Displacement %
All 0 57 45 19 19 31 40 31 60 62 38
Top 4 0 44 11 17 0 25 36 28 64 56 14
Bottom 4 0 42 31 14 11 14 22 31 44 25 36
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Table 8.23: Congressional Voting: Alternative Ranking Method Comparison.
Features R NNS NNX EO RC H2 IG 1R RF SVM
Physicians 1 1 1 1 1 1 1 1 1 1
Budget 2 2 8 2 4 2 2 2 4 3
Education 3 4 16 3 9 4 4 4 8 8
Crime 4 7 4 4 5 7 6 7 2 16
Nicaragua 5 5 13 5 10 5 5 5 15 12
El − Salvador 6 3 11 6 12 3 3 3 6 10
Missiles 7 6 5 7 13 6 7 6 13 4
Superfunds 8 9 14 8 11 8 8 8 10 15
Synfuels 9 14 2 9 2 14 13 14 3 2
Exports 10 10 3 10 6 9 9 10 5 11
Satellites 11 8 6 11 7 10 10 9 16 5
Handicapped 12 12 9 12 14 12 12 12 11 14
Religious 13 13 10 13 8 11 11 13 12 9
Immigration 14 16 15 14 3 15 15 15 7 6
South−Africa 15 11 7 15 16 13 14 11 14 13
Water 16 15 12 16 15 16 16 16 9 7
Displacement %
All 0 19 61 0 50 16 13 16 47 61
Top 5 0 7 49 0 25 7 5 7 35 45
Bottom 5 0 13 35 0 36 9 7 9 31 45
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Table 8.24: Wall Following: Alternative Sensor Ranking Comparison.
Features R NNS NNX EO RC H2 IG 1R RF SVM
US15 1 1 1 1 14 4 1 1 1 1
US19 2 4 4 22 6 2 3 4 22 2
US06 3 13 9 7 20 6 7 12 3 23
US18 4 2 12 19 4 1 2 2 24 11
US08 5 5 11 5 11 17 12 6 18 17
US20 6 11 2 24 3 3 4 14 12 5
US17 7 10 8 23 5 9 10 9 23 4
US22 8 23 5 18 12 11 22 23 16 9
US01 9 18 20 15 2 21 18 19 19 22
US23 10 9 19 14 8 5 9 7 9 13
US07 11 21 24 17 24 18 21 21 11 18
US12 12 8 13 3 9 19 11 5 7 12
US24 13 15 6 16 7 10 15 15 13 10
US05 14 6 10 6 22 8 8 8 10 24
US13 15 7 16 4 17 13 6 10 4 15
US14 16 3 3 2 16 7 5 3 2 16
US02 17 17 21 8 19 23 24 16 17 19
US11 18 20 14 10 18 24 19 18 5 14
US16 19 14 22 20 10 15 14 11 20 6
US21 20 24 7 21 1 16 23 24 21 8
US10 21 22 18 12 21 22 20 22 6 20
US04 22 12 23 9 15 12 13 13 15 21
US03 23 16 15 11 13 20 17 17 14 3
US09 24 19 17 13 23 14 16 20 8 7
Displacement %
All 0 44 46 72 48 43 42 44 66 52
Top 8 0 29 23 65 38 23 26 30 65 34
Bottom 8 0 27 34 50 38 34 31 26 48 55
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Table 8.25: Diabetes Diagnostic: Ranking Method Comparison.
Features R NNS NNX EO RC H2 IG 1R RF SVM
DM Diagnostic 1 1 1 20 1 1 1 1 2 1
Screening Glucose 2 5 48 9 4 4 4 5 4 3
Glucose 3 2 3 2 3 3 2 3 3 2
LDL 4 4 4 1 5 5 5 4 6 6
HT Diagnostic 5 57 28 25 31 10 11 48 18 31
TC 6 6 11 7 6 6 6 6 10 9
HbA1c 7 3 12 11 2 2 3 2 5 4
HT Status 8 14 13 31 25 7 7 11 1 21
LSBP 9 51 29 26 24 14 14 12 48 17
DM Family History 10 15 14 32 28 15 15 13 9 23
Ewing Resu Early 11 16 15 33 34 13 13 14 21 61
Ewing Score 12 7 16 17 27 8 8 7 29 37
DBHR 13 58 49 3 7 16 16 53 25 25
BMI 14 60 30 6 10 17 17 62 26 47
V AHR 15 62 31 8 13 18 18 63 36 48
TC/HDL ratio 16 13 5 15 14 19 19 8 22 43
Age 17 55 17 22 18 20 20 49 33 46
Ewing Resu Normal 18 17 18 34 37 21 21 15 19 60
DBHR resu 19 18 59 35 30 22 22 16 15 62
Grade 10 sec 20 12 32 27 29 23 23 17 23 15
LSHR 21 54 19 12 17 24 24 59 58 53
Lying DBP 22 49 33 23 20 25 25 58 39 50
HDL 23 9 6 5 12 9 9 10 16 14
Triglyceride 24 10 20 4 22 26 26 60 56 52
Lying SBP 25 53 21 18 23 27 27 55 59 49
PQ 10 sec 26 50 22 24 11 28 28 50 27 7
Waist Circumference 27 59 34 13 8 11 10 61 20 8
QRS 10 sec 28 11 50 21 15 29 29 54 38 10
HGBP 29 8 23 19 16 30 30 51 35 34
QRS Axis 10 sec 30 63 2 10 9 31 31 56 32 39
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Table 8.26: Diabetes Diagnostic: Ranking Method Comparison (Continued).
Features R NNS NNX EO RC H2 IG 1R RF SVM
QTc 10 sec 31 56 24 16 21 32 32 57 37 28
Ewing Resu Atypical 32 19 7 36 40 33 33 18 11 51
QTd 10 sec 33 61 35 14 19 34 34 9 63 19
Atrial F ibrilation 34 20 51 37 51 35 35 19 41 12
Ewing Resu Definite 35 21 8 38 45 36 36 20 30 32
Hearth Attack 36 22 36 39 47 37 37 21 47 36
Pain in Left Arm 37 23 52 40 55 38 38 22 62 58
CV D Diagnostic 38 52 53 28 41 39 39 23 61 16
Palpitations 39 24 37 41 38 40 40 24 34 27
Smoking 40 25 25 42 56 41 41 25 53 22
Stroke 41 47 60 43 57 42 42 52 54 30
Nausea 42 26 9 44 58 43 43 26 43 11
V omiting 43 27 38 29 53 44 44 27 49 55
LSHR resu 44 28 39 45 46 45 45 45 45 33
V AHR resu 45 29 54 46 26 12 12 28 12 26
QTc 10 sec > 1/2 46 30 40 30 54 46 46 29 50 59
Gender 47 31 26 47 33 47 47 30 8 44
CV D Status 48 32 61 48 42 48 48 31 17 24
Angina 49 33 62 49 49 49 49 32 42 45
Hearth Failure 50 48 63 50 59 50 50 46 46 13
Chest Pain 51 34 55 51 44 51 51 33 40 41
CA Neuropathy 52 35 41 52 60 52 52 34 44 5
Bloating 53 36 56 53 52 53 53 35 57 20
Abdominal Pain 54 37 42 54 48 54 54 36 51 54
Alcohol 55 38 43 55 50 55 55 37 24 42
CV D Family History 56 39 57 56 35 56 56 38 7 29
HGBP resu 57 40 44 57 36 57 57 39 28 35
Ewing Resu Severe 58 41 45 58 61 58 58 47 60 40
QTc 5 min > 1/2 59 42 46 59 62 59 59 40 55 57
Dizziness 60 43 58 60 39 60 60 41 14 56
Pacemaker 61 44 47 61 63 61 61 42 52 63
LSBP neg 62 45 10 62 32 62 62 43 13 18
LSBP resu 63 46 27 63 43 63 63 44 31 38
Displacement %
All 0 54 40 21 32 7 7 54 45 56
Top 21 0 39 28 25 20 6 7 33 24 45
Bottom 21 0 38 31 4 24 4 4 38 46 42
253
Bibliography
[A1 1989] AHA D.W. (1989) Incremental, instance based learning of independent and graded
concept descriptions. In Proceedings of the 1989 International Workshop on Machine
Learning, 387-391. Morgan Kaufmann. 2.6, 2.6.1
[A1 1991] AHA D.W. (1991) Incremental constructive induction: an instance-based ap-
proach. In Proceedings of the Eighth International Workshop on Machine Learning,
117-121. Morgan Kaufmann. 2.6.3
[A1 1992] AHA D.W. (1992) Tolerating noisy, irrelevant, and novel attributes in instance-
based learning algorithms. In International Journal of Man-Machine Studies, 36: 267-
287. 2.6.1
[A1 1998] AHA D.W. (1998) Feature weighting for lazy learning algorithms. In Liu H.,
Motoda H. (editors), Feature Extraction, Construction and Selection: A Data Mining
Perspective, 13-32. Kluwer Academic Publishers. 2.6.2, 2.7.2
[AB1 1994] AHA D.W., BANKERT R.L. (1994) Feature selection for case-based classification
of cloud types: an empirical comparison. In Proceedings of the AAAI-94 Workshop on
Case-Based Reasoning. AAAI Press. 2.6, 2.6.1, 2.6.4
[AG 1992] AHA D.W., GOLDSTONE R.L. (1992) Concept learning and flexible weighting.
In Proceedings of the Fourteenth Annual Conference of the Cognitive Science Society,
534-539. Lawrence Erlbaum. 2.6.4
254
[AKA 1991] AHA D.W., KIBLER D.W., ALBERT M.K. (1991) Instance-based learning
algorithms. In Machine Learning, 6: 37-66. 2.3.4, 2.4, 2.4.1, 2.6.3
[ACK 2000] ALEXANDRE L.A., CAMPILHO A.C., KAMEL M. (2000) Combining inde-
pendent and unbiased classifiers using weighted average. In Proceedings of ICPR 2000
- the Fifteenth International Conference on Pattern Recognition, 2: 2495-2498. IEEE.
2.3.5
[AA 2001] ALIMOGLU F., ALPAYDIN E. (2001) Combining multiple representations for
pen-based handwritten digit recognition. In ELEKTRIK: Turkish Journal of Electrical
Engineering and Computer Sciences, 9(1): 1-12. 4.4
[AB2 2008] ALPCAN T., BAUCKHAGE C. (2008) A discrete-time parallel update algorithm
for distributed learning. In Proceedings of ICPR 2008 - the Nineteenth International
Conference on Pattern Recognition, 4: 1-4. IEEE. 2.3.7
[ABKB 2002] MAC-ARTHUR S.D., BRODLEY C.E., KAK A.C., BRODERICK L.S. (2002)
Interactive content-based image retrieval using relevance feedback. In Computer Vision
and Image Understanding, 88: 55-75. 4.4
[B1 2005] BAGIROV A.M. (2005) Max-min separability. In Optimization Methods and Soft-
ware, 20(2-3): 271-290. 4.6
[B1 2008] BAGIROV A.M. (2008) Modified global k-means algorithm for minimum sum-of-
squares clustering problems. In Pattern Recognition, 10(41): 3192-3199. 1.1.2, 3.4, 4.1.1,
4.4.2, 4.7, 4.7, 5.2, 5.4.2, 6.2.1, 6.2.1, 6.2.2, 7.4, 7.4, 7.6.3
[BRSY 2003] BAGIROV A.M., RUBINOV A.M., SOUKHOROUKOVA N.V., YEARWOOD
J. (2003) Unsupervised and supervised data classification via nonsmooth and global
optimization. In TOP: Spanish Operations Research Journal, 11(1): 1-93. 6.2.1
255
[BUW 2011] BAGIROV A.M., UGON J., WEBB D. (2011) Fast modified global k-means
algorithm for incremental cluster construction. In Pattern Recognition, 44: 866-876.
4.4.2
[BY 2006] BAGIROV A.M., YEARWOOD J. (2006) A new nonsmooth optimization algo-
rithm for minimum sum-of-squares clustering problems. In European Journal of Opera-
tional Research, 170: 578-596. 4.1.1, 4.1.1, 4.6, 4.7
[B2 1994] BATTITI R. (1994) Using mutual information for selecting features in supervised
neural net learning. In IEEE Transactions on Neural Networks, 5: 537-550. 2.6.2
[B3 1999] BAY S.D. (1999) Nearest-neighbor classification from multiple feature subsets. In
Intelligent Data Analysis, 3(3): 191-209. 2.3.5
[BRLA 1998] BEZDEK J.C., REICHHERZER T.R., LIM G.S., ATTIKIOUZEL Y. (1998)
Multiple-prototype classifier design. IEEE Transactions on Systems, Man, and Cyber-
netics, 28(1): 67-79. 4.1.2, 4.2, 4.4.1
[BP 2006] BHAMIDIPATI N.L., PAL S.K. (2006) Comparing rank-inducing scoring systems.
In Proceedings of ICPR 2006 - 18th International Conference on Pattern Recognition,
3: 300-303. IEEE. 6.3.2
[BBEBS 2003] BI J., BENNETT K.P., EMBRECHTS M., BRENEMAN C.M., SONG M.
(2003) Dimensionality reduction via sparse support vector machines. In Journal of
Machine Learning Research, 3: 1229-1243. 6.2.2, 6.3.1, 6.3.2
[BD1 2000] BLACKARD J.A., DEAN D.J. (2000) Comparative accuracies of artificial neural
networks and discriminant analysis in predicting forest cover types from cartographic
variables. In Computers and Electronics in Agriculture, 24(3):131-151. 7.6.3, 7.6.3
[BD2 1993] VAN-DEN-BOSCH A., DAELEMANS W. (1993) Data-oriented methods for
grapheme-to-phoneme conversion. In Institute for Language Technology and Artificial
Intelligence, Technical Report 42. Tilburg University, Netherlands. 2.6.2
256
[BB 1998] BRANDSMA T., BUISHAND T.A. (1998) Simulation of extreme precipitation
in the Rhine basin by nearest-neighbour resampling. In Hydrology and Earth System
Sciences, 2: 195-209. 2.3.2
[B4 1996] BREIMAN L. (1996) Bagging predictors. InMachine Learning, 24(1): 49-64. 2.3.5
[B4 2001] BREIMAN L. (2001) Random forests. In Machine Learning, 45(1): 5-32. 2.3.5
[BDTH 1998] BREUKELEN M., DUIN R.P.W., TAX D.M.J., HARTOG J.E. (1998) Hand-
written digit recognition by combined classifiers. In Kybernetika, 34(4): 381-386. 5.4
[BM 2001] BRIGHTON H., MELLISH C. (2001) Identifying competence-critical instances
for instance-based learners. In Liu H., Motoda H. (editors) Instance selection and con-
struction for data mining, 77-94. 2.4
[B5 1993] BRODLEY C. (1993) Addressing the selective superiority problem: automatic
algorithm / mode class selection. In Proceedings of the Tenth International Machine
Learning Conference, 17-24. 2.4.1
[BF 1999] BRODLEY C.E., FRIEDL M.A. (1999) Identifying mislabeled training data. In
Journal of Artificial Intelligence Research, 11: 131-167. 2.5, 2.5.1, 2.5.2, 2.5.3
[C1 1992] CAMERON-JONES R.M. (1992) Minimum description length instance-based
learning. In Proceedings of the Fifth Australian Joint Conference on Artificial Intel-
ligence, 368-373. World Scientific. 2.4.1
[CF 1994] CARUANA R., FREITAG D. (1994) Greedy attribute selection. In Proceedings
of the 1994 International Conference on Machine Learning, 28-36. Morgan Kaufmann.
2.6
[C2 1974] CHANG C.-L. (1974) Finding prototypes for nearest neighbor classifiers. In IEEE
Transactions on Computers, c-23(11): 1179-1184. 2.4, 4.1.2, 4.3, 4.4.1, 5.1
257
[CL 2003] CHOI E., LEE C. (2003) Feature extraction based on the Bhattacharyya distance.
In Pattern Recognition, 36(8): 1703-1709. 2.8.1
[CMF 2008] COLE R., MUTHUSAMY Y., FANTY M. (2008) CSLU:ISOLET Spoken letter
database version 1.3 (2002). In Linguistic Data Consortium, Catalog Item LDC2008S08,
ISBN 1-58563-488-3. University of Pennsylvania, USA. 4.4
[CS 1993] COST S., SALZBERG S. (1993) A weighted nearest neighbor algorithm for learn-
ing with symbolic features. In Machine Learning, 10: 57-78. 2.6.2
[CH 1967] COVER T.M., HART P.E. (1967) Nearest neighbor pattern classification. In
IEEE Transactions on Information Theory, 13: 21-27. 2.2.3, 2.6.4, 2.7
[C3 2003] CUTZU F. (2003) Polychotomous classification with pairwise classifiers: A new
voting principle. In Proceedings of the 4th International Workshop on Multiple Classifier
Systems, 115-124. Springer. 2.9.2
[DB 1992] DAELEMANS W., VAN-DEN-BOSCH A. (1992) Generalization performance of
backpropagation learning on a syllabification task. In Proceedings of TWLT3 - the Third
TWENTE Workshop on Language Technology, 27-37. Enschede, Netherlands. Morgan
Kaufmann. 2.6.2, 7.6.1
[DBZ 1999] DAELEMANS W., VAN-DEN-BOSCH A., ZAVREL J. (1999) Forgetting ex-
ceptions is harmful in language learning. In Machine Learning, 34(1/3): 11-41. 2.5
[DGDB 1993] DAELEMANS W., GILLS S., DURIEUX G., VAN-DEN-BOSCH A. (1993)
Learnability and markedness in data-driven acquisition of stress. In Institute for Lan-
guage Technology and Artificial Intelligence, Technical Report 43. Tilburg University,
Netherlands. 2.6.2
[D1 1991] DASARATHY B.V. (editor) (1991) Nearest Neighbor (NN) norms: NN pattern
classification techniques. IEEE Computer Society Press. 1.1.2, 2.4, 3.3
258
[DST 2000] DASARATHY B.V., SA´NCHEZ J.S., TOWNSEND S. (2000) Nearest neighbour
editing and condensing tools - synergy exploitation. In Pattern Analysis and Applica-
tions, 3: 1930. Springer-Verlag. 2.5.1
[DK 1980] DEVIJVER P.A., KITTLER J. (1980) On the edited nearest-neighbour rule. In
Proceedings of the 5-th International Conference on Pattern Recognition, 72-80. The
Institute of Electrical and Electronics Engineers. 2.3.3, 2.5.1, 3.3
[DP1 2000] DIAMANTINI C., PANTI M. (2000) An efficient and scalable data compression
approach to classification. In ACM SIGKDD Explorations, 2(2): 54-60. 5.5
[DP2 2006] DIAMANTINI C., POTENA D. (2006) Feature extraction for classification:
an LVQ-based approach. In Proceedings of International 2006 Workshop on Feature
Selection for Data Mining, 2-9. SIAM. 2.8.1, 2.8.1
[DP2 2008] DIAMANTINI C., POTENA D. (2008) A study of feature extraction techniques
based on decision border estimate. In Liu H., Motoda H. (editors), Computational
Methods of Feature Selection, 109-129. Chapman & Hall / CRC. 2.8.1
[D2 1998] DIETTERICH T.G. (1998) Approximate statistical tests for comparing supervised
classification learning algorithms. In Neural Computation, 10: 1895-1923. 2.3.3
[DY 2004] DOMENICONI C., YAN B. (2004) Nearest neighbor ensemble. In Proceedings
of ICPR 2004 - the Seventeenth International Conference on Pattern Recognition, 1:
228-231. IEEE. 2.3.5
[DGW 2001] DOMINGO C., GAVALDA` R., WATANABE O. (2001) Adaptive sampling
methods for scaling up knowledge discovery algorithms. In Liu H., Motoda H. (edi-
tors) Instance selection and construction for data mining, 133-150. Kluwer Academic
Publishers. 2.3.4, 2.3.4
259
[D3 1999] DOMINGOS P. (1999) MetaCost: a general method for making classifiers cost
sensitive. In Proceedings of the Fifth International Conference on Knowledge Discovery
and Data Mining, 155-164. ACM. 2.3.5
[DP3 1996] DOMINGOS B., PAZZANI M. (1996) Beyond independence: conditions for the
optimality of the simple Bayesian classifier. In Proceedings of the Thirteenth International
Conference on Machine Learning, 105-112. Morgan Kaufmann. 2.2.1
[DKS 1995] DOUGHERTY J., KOHAVI R., SAHAMI M. (1995) Supervised and unsuper-
vised discretization of continuous features. In Proceedings of the Twelfth International
Conference on Machine Learning, 194-202. Morgan Kaufmann. 2.10.2, 7.2
[D4 1975] DUADANI S. (1975) The distance-weighted k-nearest neighbor rule. In IEEE
Transactions on Systems, Man, and Cybernetics, 6: 325-327. 2.6.1
[E1 1982] EFRON B. (1982) Estimating the error rate of a prediction rule: improvements
on cross-validation. In Division of Biostatistics, Stanford University, Technical Report
78. Stanford, California, USA. 2.3.3
[E2 1989] EQUITZ W.H. (1989) A new vector quantization clustering algorithm. In IEEE
Transactions on Acoustics, Speech, and Signal Processing, 37(10): 1568-1575. 7.4, 7.5.2
[EMS 1994] ESPOSITO F., MALERBA D., SEMERARO G. (1994) Multistrategy learning
for document recognition. In Applied Artificial Intelligence, 8: 33-84. 5.4
[FI 1993] FAYYAD U.M., IRANI K.B. (1993) Multi-interval discretization of continuous-
valued attributes for classification learning. In Proceedings of the Thirteenth Interna-
tional Joint Conference on Artificial Intelligence, 1022-1027. Morgan Kaufmann. 2.6.2,
2.10.2, 7.2
[FPHK 1994] FERRI F., PUDIL P., HATEF M., KITTLER J. (1994) Comparative study
of techniques for large-scale feature selection. In Pattern Recognition in Practice IV,
Multiple Paradigms, Comparative Studies and Hybrid Systems, 403-413. Elsevier. 2.7.1
260
[FMN 2004] FRANCO A., MALTONI D., NANNI L. (2004) Reward-punishment editing.
In Proceedings of ICPR 2004 - the Seventeenth International Conference on Pattern
Recognition, 4: 424-427. IEEE. 2.5.1
[FW 1999] FRANK E., WITTEN I.H. (1999) Making better use of global discretization.
In Proceedings of the Sixteenth International Conference on Machine Learning, 115-123.
Morgan Kaufmann. 7.6.1
[FBVV 2009] FREIRE A.L., BARRETO G.A., VELOSO M., VARELA A.T. (2009) Short-
term memory mechanisms in neural network learning of robot navigation tasks: a case
study. In Proceedings of LARS 2009 - the 6th Latin American Robotics Symposium, 1-6.
Valparaiso, Chile. 6.2.2, 6.2.2
[FS 1991] FREY P.W., SLATE D.J. (1991) Letter recognition using Holland-style adaptive
classifiers. In Machine Learning, 6(2). 7.6.3
[F1 1994] FRIEDMAN J.H. (1994) Flexible metric nearest neighbor classification. In Internet
FTP: ”playfair.stanford.edu/pub/friedman/README”. 2.6.4
[F2 1990] FUKUNAGA K. (1990) Introduction to statistical pattern recognition. 2nd edition.
Academic Press. 1.1.2, 2.8.1, 2.8.2
[FF 1982] FUKUNAGA K., FLICK T. (1982) A parametrically-defined nearest neighbor
distance measure. In Pattern Recognition Letters, 1: 3-5. 2.6.4
[FF 1984] FUKUNAGA K., FLICK T. (1984) An optimal global nearest neighbor metric.
In IEEE Transactions on Pattern Analysis and Machine Intelligence, 6: 314-318. 2.6.4
[F3 2009] FULLER W. (2009) Sampling statistics. Wiley. 2.3
[F4 2002] FU¨RNKRANZ J. (2002) Round robin classification. In Journal of Machine Learn-
ing Research, 2: 721-747. 2.9.1, 2.9.1
261
[F4 2003] FU¨RNKRANZ J. (2003) Round robin ensembles. In Intelligent Data Analysis, 7:
385-404. 2.9.1, 2.9.1
[GTS 1998] GAMA J., TORGO L., SOARES C. (1998) Dynamic discretization of contin-
uous attributes. In Proceedings of the Sixth Ibero-American Conference on Artificial
Intelligence, 160-169. 2.10.3, 7.1, 7.2, 7.4
[GL1 2001] GAMBERGER D., LAVRACˇ N. (2001) Filtering noisy instances and outliers.
In Liu H., Motoda H. (editors) Instance selection and construction for data mining,
375-394. Kluwer Academic Publishers. 2.5.2
[G1 1972] GATES G.W. (1972) The reduced nearest neighbor rule. In IEEE Transactions
on Information Theory, 18(3): 431-433. 2.4
[GL2 2000] GO J., LEE C. (2000) Analytical decision boundary feature extraction for neu-
ral networks. In Proceedings of International Symposium on Geoscience and Remote
Sensing, 7: 3072-3074. IEEE. 2.8.1
[GLHL 2001] GU B., LIU B., HU F., LIU H. (2001) Efficiently determining the starting
sample size for progressive sampling. In Proceedings of the 12th European Conference
on Machine Learning, LNAI-2167: 192-202. Springer-Verlag. 2.3.4
[GMV 1996] GUYON I., MATIC´ N., VAPNIK V. (1996) Discovering information patterns
and data cleaning. In Advances in Knowledge Discovery and Data Mining, 181-203.
AAAI/MIT Press. 2.5.3
[HR 1978] HARRISON D., RUBINFELD D.L. (1978) Hedonic prices and the demand for
clean air. In Journal of Environmental Economics and Management, 5: 81-102. 6.2.2,
6.2.2, 7.6.3
[H1 1968] HART P.E. (1968) The condensed nearest neighbor rule. In IEEE Transactions
on Information Theory, 14(3): 515-516. 2.4
262
[HT 1996] HASTIE T.J., TIBSHIRANI R.J. (1996) Discriminant adaptive nearest neighbor
classification. In IEEE Transactions on Pattern Analysis and Machine Intelligence, 18:6
607-616. 2.6.4
[HT 1998] HASTIE T., TIBSHIRANI R. (1998) Classification by pairwise coupling. In
Advances in Neural Information Processing Systems 10 (NIPS-97), 507-513. MIT Press.
2.9.2
[HTF 2009] HASTIE T., TIBSHIRANI R., FRIEDMAN J. (2009) The elements of statistical
learning: data mining, inference, and prediction. 2nd edition. Springer. 1.1.2, 6.5, 7.5.3
[H2 2009] HAYKIN S. (2009) Neural networks and machine learning. 3rd edition. Pearson
Education. 1.1.1, 1.1.2, 2.2.2, 2.3.4, 2.6.2, 2.7, 2.7.1, 2.8.1, 2.9, 2.10.2, 4.6
[H3 1998] HO T.K. (1998) The random subspace method for constructing decision forests.
In IEEE Transactions on Pattern Analysis and Machine Intelligence, 20(8): 832-844.
2.3.5
[HHS 1994] HO T.K., HULL J.J., SRIHARI S.N. (1994) Decision combination in multiple
classifier systems. In IEEE Transactions on Pattern Analysis and Machine Intelligence,
16(1): 66-75. 2.3.5
[H4 1993] HOLTE R.C. (1993) Very simple classification rules perform well on most com-
monly used datasets. In Machine Learning, 11: 63-91. 2.10.3, 6.3.2, 7.2
[HN 1996] HORTON P., NAKAI K. (1996) A probabilistic classification system for predicting
the cellular localization sites of proteins. In Intelligent Systems in Molecular Biology,
109-115. St. Louis, USA. 3.4
[HL 2002] HSU C.-W., LIN C.-J. (2002) A comparison of methods for multi-class support
vector machines. In IEEE Transactions on Neural Networks, 13: 415-425. 2.9.1
263
[J1 2004] JAEGER S. (2004) Informational classifier fusion. In Proceedings of ICPR 2004
- the Seventeenth International Conference on Pattern Recognition, 1: 216-219. IEEE.
2.3.5
[J2 1995] JOHN G.H. (1995) Robust decision trees: removing outliers from databases. In
Proceedings of the First International Conference on Knowledge Discovery and Data
Mining, 174-179. AAAI Press. 2.5.2
[JKP 1994] JOHN G., KOHAVI R., PFLEGER K. (1994) Irrelevant features and the subset
selection problem. In Proceedings of the Eleventh International Conference on Machine
Learning, 121-134. AAAI Press / The MIT Press. 2.7.2
[JL 1996] JOHN G.H., LANGLEY P. (1996) Static versus dynamic sampling for data min-
ing. In Proceedings of the Second International Conference on Knowledge Discovery in
Databases and Data Mining, 367-370. AAAI / MIT Press. 2.3.4
[J3 2002] JOLLIFFE I.T. (2002) Principal component analysis. 2nd edition. Springer. 2.8.2
[KS1 2005] KADOUS M.W., SAMMUT C. (2005) Classification of multivariate time series
and structured data using constructive induction. In Machine Learning, 58: 179-216.
4.4, 4.4.1, 4.4.1, 4.4.2
[KR1 1987] KAUFMAN L., ROUSSEEUW P.J. (1987) Clustering by means of medoids.
In Y. Dodge (editor) Statistical Data Analysis based on L1 Norm, 405-416. Elsevier /
North-Holland. 6.2.1, 6.5, 7.4
[KGG 1985] KELLER J.M., GRAY M.R., GIVENS J.A. (1985) A fuzzy k-nearest neighbor
algorithm. In IEEE Transactions on Systems, Man and Cybernetics, 15(4): 580-585.
3.2, 3.3, 3.7
[KD 1991] KELLY J.D., DAVIS L. (1991) A hybrid algorithm for classification. In Pro-
ceedings of the Thirteenth International Conference on Artificial Intelligence, 645-650.
Morgan Kaufmann. 2.6
264
[K1 1992] KERBER R. (1992) Chimerge: discretization of numeric attributes. In Proceedings
of the Tenth National Conference on Artificial Intelligence, 123-128. AAAI / MIT Press.
2.10.2, 7.2
[KJS 2006] KHOSHGOFTAAR T.M., JOSHI V., SELIYA N. (2006) Detecting noisy in-
stances with the ensemble filter: a study in software quality estimation. In International
Journal of Software Engineering and Knowledge Engineering, 16(1): 53-76. 2.5
[KA 1987] KIBLER D., AHA D.W. (1987) Learning representative exemplars of concepts:
an initial case study. In Proceedings of the 1987 International Workshop on Machine
Learning, 24-30. Morgan Kaufmann. 2.6
[KA 1988] KIBLER D., AHA D.W. (1988) Comparing instance-averaging with instance-
filtering learning algorithms. In Proceedings of the Third European Working Session on
Learning, 63-80. 2.3.4, 2.3.4, 4.1.2, 4.2
[KR2 1992 a] KIRA K., RENDELL L.A. (1992) A practical approach to feature selection.
In Proceedings of the Ninth International Conference on Machine Learning, 249-256.
Morgan Kaufmann. 2.6.1, 3.7
[KR2 1992 b] KIRA K., RENDELL L. (1992) The feature selection problem: traditional
methods and a new algorithm. In Proceedings of the Ninth National Conference on
Artificial Intelligence, 129-134. AAAI Press. 2.6.1, 6.1, 6.2.1, 6.3.2
[K2 1986] KITTLER J. (1986) Feature selection and extraction. In Young T.Y., Fu F.S.
(editors) Handbook of Pattern Recognition and Image Processing, 59-83. Academic Press.
2.7.1
[KJ 1997] KOHAVI R., JOHN G. (1997) Wrappers for feature subset selection. In Artificial
Intelligence, 97(1-2): 273-324. 2.7.2
265
[KLY 1997] KOHAVI R., LANGLEY P., YUN Y. (1997) The utility of feature weighting
in nearest-neighbor algorithms. In Proceedings of the Ninth European Conference on
Machine Learning, 85-92. Springer-Verlag. 2.6.4
[KS2 1996] KOHAVI R., SAHAMI M. (1996) Error-based and entropy-based discretization of
continuous features. In Proceedings of the Second International Conference on Knowledge
Discovery and Data Mining, 114-119. AAAI Press. 2.10.2
[K3 2001] KOHONEN T. (2001) Self-organizing maps. Third edition, Springer. 4.1.1
[K4 1994] KONONENKO I. (1994) Estimating attributes: analysis and extensions of RE-
LIEF. In Proceedings of the 1994 European Conference on Machine Learning, 171-182.
Springer-Verlag. 2.6.1
[KR3 2008] KONONENKO I., ROBNIK-SˇIKONJA M. (2008) Non-myopic feature quality
evaluation with (R)ReliefF. In Liu H., Motoda H. (editors) Computational Methods of
Feature Selection, 169-191. Chapman & Hall / CRC. 3.7, 6.1, 6.2.1, 6.3.2
[KC 2004] KURGAN L., CIOS K.J. (2004) CAIM discretization algorithm. In IEEE Trans-
actions on Knowledge and Data Engineering, 16(2): 145-153. 2.10.2, 7.2
[KCTOG 2001] KURGAN L.A., CIOS K.J., TADEUSIEWICZ R., OGIELA M., GOODEN-
DAY L.S. (2001) Knowledge discovery approach to automated cardiac SPECT diagnosis.
In Artificial Intelligence in Medicine, 23(2): 149-169. 3.4
[LL 1993] LEE C., LANDGREBE D. (1993) Feature extraction based on decision boundaries.
In IEEE Transactions on Pattern Analysis and Machine Intelligence, 15(4): 388-400.
2.8.1
[LVV 2003] LIKAS A., VLASSIS M., VERBEEK J. (2003) The global k-means clustering
algorithm. In Pattern Recognition, 36: 451-461. 4.4.2, 4.7
266
[LM 2008] LIU H., MOTODA H. (editors) (2008) Computational methods of feature selec-
tion. Chapman and Hall / CRC Press. 2.7
[LS 1997] LIU H., SETIONO R. (1997) Feature selection via discretization. In IEEE Trans-
actions on Knowledge and Data Engineering, 9(4): 642-645. 2.10.2, 7.2, 7.6.1
[L1 1995] LOWE D. (1995) Similarity metric learning for a variable-kernel classifier. In
Neural Computation, 7: 72-85 2.6.1
[MRMNPR 2002] MADIGAN D., RAGHAVAN I., DU-MOUCHEL W., NASON M., POSSE
C., RIDGEWAY G. (2002) Likelihood-based data squashing: a modeling approach to
instance construction. In Data Mining and Knowledge Discovery, 6(2): 173-190. 5.5
[MS 1988] MARKOVITCH S., SCOTT P.D. (1988) The role of forgetting in learning. In
Proceedings of the Fifth International Conference on Machine Learning, 459-465. Morgan
Kaufmann. 2.4
[MS 1993] MARKOVITCH S., SCOTT P.D. (1993) Information filtering: selection mecha-
nisms in learning systems. In Machine Learning, 10(2): 113-151. 2.4
[M1 1993] VAN-DE-MERCKT T. (1993) Decision trees in numerical attribute spaces. In
Proceedings of the Thirteenth International Joint Conference on Artificial Intelligence,
1016-1021. Morgan Kaufmann. 7.5.2
[MH1 2000] MITANI Y., HAMAMOTO Y. (2000) Classifier design based on the use of
nearest neighbor samples. In Proceedings of ICPR 2000 - the Fifteenth International
Conference on Pattern Recognition, 2: 2769-2772. IEEE. 3.7
[MT 1994] MOHRI T., TANAKA H. (1994) An optimal weighting criterion of case indexing
for both numeric and symbolic attributes. In Proceedings of the 1994 Workshop on
Case-Based Reasoning, WS-94-01: 123-127. AAAI Press. 2.6, 2.6.2, 2.6.3, 2.8.1, 7.2
267
[MR 2006] MO¨LLER U., RADKE D. (2006) A cluster validity approach based on nearest-
neighbor resampling. In Proceedings of ICPR 2006 - 18th International Conference on
Pattern Recognition, 1: 892-895. IEEE. 2.3.2
[ML 1994] MOORE A.W., LEE M.S. (1994) Efficient algorithms for minimizing cross valida-
tion error. In Proceedings of the Eleventh International Conference on Machine Learning,
190-198. Morgan Kaufmann. 2.6
[MVJCP 1999] DU-MOUCHEL W., VOLINSKY C., JOHNSON T., CORTES C., PREG-
IBON D. (1999) Squashing flat files flatter. In Proceedings of the 5th Conference on
Knowledge Discovery and Data Mining, 6-15. ACM. 5.5
[MH2 1990] MYLES J., HAND D. (1990) The multi-class metric problem in nearest neighbor
discrimination rules. In Pattern Recognition, 23: 1291-1297. 2.6.4
[NF 1977] NARENDRA P.M., FUKUNAGA K. (1977) A branch and bound algorithm for
feature subset selection. In IEEE Transactions on Computers, 26: 917-922. 2.7.1
[NBP 2008] NGUYEN G.H., BOUZERDOUM A., PHUNG S.L. (2008) A supervised learn-
ing approach for imbalanced data sets. In Proceedings of ICPR 2008 - the Nineteenth
International Conference on Pattern Recognition, 4: 1-4. IEEE. 2.3.6
[NK 2008] NISHIDA K., KURITA T. (2008) RANSAC-SVM for large-scale datasets. In
Proceedings of ICPR 2008 - the Nineteenth International Conference on Pattern Recog-
nition, 4: 1-4. IEEE. 2.3.7
[OY 1996] OKA N., YOSHIDA K. (1996) A noise-tolerant hybrid model of a global and a
local learning model. In Proceedings of the AAAI 1996 Workshop: Integrating Multiple
Learned Models for Improving and Scaling Machine Learning Algorithms, 95-100. 2.5.3
[OR 1995] OLKEN F., ROTEM D. (1995) Random sampling from databases - a survey. In
Statistics and Computing, 5(1): 25-42. 2.3.4
268
[PV 2000] PAREDES R., VIDAL E. (2000) Weighting prototypes. A new editing approach.
In Proceedings of ICPR 2000 - the Fifteenth International Conference on Pattern Recog-
nition, 2: 2025-2028. IEEE. 2.5.1
[PF 2007] PARK S.-H., FU¨RNKRANZ (2007) Efficient pairwise classification. In Proceedings
of 18th European Conference on Machine Learning (ECML 2007), 658-665. Springer-
Verlag. 2.9.2
[PW 1977] PENROD C.S., WAGNER T.J. (1977) Another look at the edited nearest neigh-
bour rule. In IEEE Transactions on Systems, Man, and Cybernetics, 6(6): 448-452.
3.3
[PNVG 2002] PROEDROU K., NOURETDINOV I., VOVK V., GAMMERMAN A. (2002)
Transductive confidence machines for pattern recognition. In Proceedings of the 2002
European Conference on Machine Learning, Lecture Notes on Artificial Intelligence,
2430: 381-390. Springer-Verlag. 3.7
[PJO 2001] PROVOST F., JENSEN D., OATS T. (2001) Progressive sampling. In Liu
H., Motoda H. (editors) Instance selection and construction for data mining, 151-170.
Kluwer Academic Publishers. 2.3.4, 2.3.4
[Q1 1967] MAC-QUEEN J. (1967) Some methods for classification and analysis of multi-
variate observations. In Proceedings of the Fifth Berkley Symposium on Mathematical
Statistics ad Probability, 281-297. 2.3.2
[Q2 1986] QUINLAN J.R. (1986) Introduction of decision trees. In Machine Learning, 1(1):
81-106. 2.2.4, 2.6.2, 2.7.2, 4.6
[Q2 1993] QUINLAN R. (1993) C4.5: Programs for machine learning. Morgan Kaufmann.
1.1.2, 2.2.4, 2.6, 2.6.2, 2.7, 2.7.2, 2.10.2, 6.3.2, 7.1, 7.2, 7.6.1
269
[RB 2007] REBBAPRAGADA U., BRODLEY C.E. (2007) Class noise mitigation through
instance weighting. In Proceedings of ECML 2007 - the European Conference on Machine
Learning, LNCS-4701: 708-715. Springer. 2.5.3
[R1 1999] REINARTZ T. (1999) Focusing solutions for data mining: analytical studies and
experimental results in real-world domains. In LNAI, 1623. Springer. 2.3.2, 4.1.1
[R2 1978] RISSANEN J. (1978) Modeling by shortest data description. In Automatica, 14:
465-471. 1.1.2, 2.5.2, 2.7, 2.10.2, 7.2, 7.5.2
[RWLI 1975] RITTER G.L., WOODRUFF H.B., LOWRY S.R., ISENHOUR T.L. (1975)
An algorithm for the selective nearest neighbor decision rule. In IEEE Transactions on
Information Theory, 21(6): 665-669. 2.4
[SIL 2007] SAEYS Y., INZA I., LARRAN˜AGA P. (2007) A review of feature selection
techniques in bioinformatics. In Bioinformatics, 23(19): 2507-2517. 2.7, 2.7.2, 6.1, 6.2.1
[S1 1991] SALZBERG S.L. (1991) A nearest hyperrectangle learning method. In Machine
Learning, 6: 251-276. 2.6.1, 2.6.2
[SBMAB 2003] SA´NCHEZ J.S., BARANDELA R., MARQUE´S A.I., ALEJO R., BADE-
NAS J. (2003) Analysis of new techniques to obtain quality training sets. In Pattern
Recognition Letters, 24: 1015-1022. 2.5.1
[SD 2000] SARANLI A., DEMIREKLER M. (2000) A unified view of rank-based decision
combination. In Proceedings of ICPR 2000 - the Fifteenth International Conference on
Pattern Recognition, 2: 2479-2482. IEEE. 2.3.5
[SS1 2000] SCHAPIRE R.E., SINGER Y. (2000) BoosTexter: a boosting-based system for
text categorization. In Machine Learning, 39: 135-168. 2.3.5
270
[S2 1987 a] SCHLIMMER J.C. (1987) Incremental adjustment of representations for learn-
ing. In Proceedings of the Fourth International Workshop on Machine Learning, 79-90.
Morgan Kaufmann. 2.6.3
[S2 1987 b] SCHLIMMER J.C. (1987) Concept acquisition through representational adjust-
ment. In Doctoral Dissertation. University of California at Irvine, USA. 6.2.2
[S2 1993] SCHLIMMER J.C. (1993) Efficiently inducing determinations: a complete and
systematic search algorithm that uses optimal pruning. In Proceedings of the Tenth
International Conference on Machine Learning, 284-290. 2.7.1
[SZP 1999] SEBBAN M., ZIGHED D.A., DI-PALMA S. (1999) Selection and statistical
validation of features and prototypes. In Principles of Data Mining and Knowledge
Discovery: Third European Conference, LNAI-1704: 184-182. Springer. 2.4
[SBDC 2008] SEGATA N., BLANZIERI E., DELANY S.J., CUNNINGHAM P. (2008) Noise
reduction for instance-based learning with a local maximal margin approach. In Depart-
ment of Engineering and Information Science, Technical Report DISI-08-056. University
of Trento, Italy. 2.5.3
[SI 1984] SELIM S.Z., ISMAIL M.A. (1984) K-means-type algorithms: a generalized con-
vergence theorem and characterization of local optimality. In IEEE Transactions on
Pattern Analysis and Machine Intelligence, 6: 81-87. 4.4.2, 4.7, 5.4.2, 7.4, 7.4, 7.5.3
[SF 1980] SHORT R., FUKUNAGA K. (1980) A new nearest neighbor distance measure. In
Proceedings of the Fifth International Conference on Pattern Recognition, 81-86. IEEE
Press. 2.6.4
[SF 1981] SHORT R., FUKUNAGA K. (1981) The optimal distance measure for nearest
neighbor classification. In IEEE Transactions on Information Theory, 27: 622-627.
2.6.4
271
[SS2 1988] SIEDELECKI W., SKLANSKY J. (1988) On automatic feature selection. In
International Journal of Pattern recognition and Artificial Intelligence, 2: 197-220. 2.7.1,
2.7.2
[S3 1994] SKALAK D. (1994) Prototype and feature selection by sampling and random
mutation hill climbing algorithms. In Proceedings of the Eleventh International Machine
Learning Conference, 293-301. Morgan Kaufmann. 2.3.5, 2.6, 2.7.1
[S4 1980] SPA¨TH H. (1980) Cluster analysis algorithms for data reduction and classification.
Ellis Horwood. 1.1.2, 2.3.2
[SMB 1996] SRINIVASAN A., MUGGLETON S., BAIN M. (1996) Distinguishing exception
from noise in non-monotonic learning. In Technical Report, 1-14. The Turing Institute,
Glasgow, UK. 2.5.2, 2.5.3
[SW 1986] STANFILL C., WALTZ D. (1986) Toward memory-based reasoning. In Commu-
nications of the Association for Computing Machinery, 29: 1213-1228. 2.6.2
[S5 2001] STEWART G.W. (2001) Matrix algorithms (II). Eigensystems. SIAM (Society for
Industrial and Applied Mathematics). 2.8.2
[S6 1972] SWONGER C.W. (1972) Sample set condensation for a condensed nearest neigh-
bor decision rule for pattern recognition. In Watanabe S. (editor) Frontiers of Pattern
Recognition, 511-519. Academic Press. 2.4
[T1 1994] TING K.M. (1994) Discretization of continuous-valued attributes and instance-
based learning. In University of Sydney, Basser Department of Computer Science, Tech-
nical Report. University of Sydney, Australia. 2.6.2
[T1 1997] TING K.M. (1997) Discretisation in lazy learning algorithms. In Artificial Intel-
ligence Review, 11: 157-174. 7.5.2, 7.6.1
272
[T2 1996] TOIVONEN H. (1996) Sampling large databases for association rules. In Proceed-
ings of the 22nd International Conference on Very Large databases, 134-145. Morgan
Kaufmann. 2.3.4
[T3 1976 a] TOMEK I. (1976) An experiment with the edited nearest-neighbour rule. In
IEEE Transactions on Systems, Man, and Cybernetics, 6(6): 448-452. 2.5.1, 3.1, 3.2,
3.3, 3.6
[T3 1976 b] TOMEK I. (1976) Two modifications of CNN. In IEEE Transactions on Systems,
Man, and Cybernetics, 7(2): 679-772. 2.4
[VS 2007] VANDERLOOY S., SPRINKHUIZEN-KUYPER I.G. (2007) A comparison of two
approaches to classify with guaranteed performance. In Proceedings of 11th European
Conference on Principles and Practice of Knowledge Discovery in Databases, 288-299.
Springer-Verlag. 3.7
[V1 1998] VAPNIK V. (1998) Statistical learning theory. J. Wiley and Sons. 1.1.2, 2.7.1,
2.8.1
[VA 2003] VERBAETEN S., VAN-ASSCHE A. (2003) Ensemble methods for noise elimi-
nation in classification problems. In Proceedings of MCS 2003 - the 4th International
Workshop on Multiple Classifier Systems, LNCS-2709: 317-325. Springer-Verlag. 2.5,
2.5.1
[VK 2004] VETROV D., KROPOTOV D. (2004) Data dependent classifier fusion for con-
struction of stable effective algorithms. In Proceedings of ICPR 2004 - the Seventeenth
International Conference on Pattern Recognition, 1: 144-147. IEEE. 2.3.5
[V2 1987] VITTER J. (1987) An efficient algorithm for sequential random sampling. In ACM
Transactions on Mathematical Software, 13(1): 58-67. 2.3.4
[W1 1963] WARD J.H. (1963) Hierarchical grouping to optimize an object function. In
Journal of American Statistical Association, 58(301): 236-244. 5.7, 7.4, 7.5.2
273
[W2 1995] WAUGH S. (1995) Extending and benchmarking cascade-correlation. In PhD
thesis. Computer Science Department, University of Tasmania. 3.4
[W3 1995] WETTSCHERECK D. (1995) A description of the mutual information approach
and the variable similarity metric. In German National Research Center for Computer
Science, Artificial Intelligence Research Division, Technical Report 944. 2.6.1
[WA 1995] WETTSCHERECK D., AHA D. (1995) Weighting features. In Proceedings of
the First International Conference on Case-Based Reasoning, 347-358. Springer-Verlag.
2.6
[WD 1995] WETTSCHERECK D., DIETTERICH T.G. (1995) An experimental comparison
of the nearest neighbor and nearest hyperrectangle algorithms. In Machine Learning,
19: 5-27. 2.6.2, 7.2
[W4 1972] WILSON D.L. (1972) Asymptotic properties of nearest neighbor rules using edited
data. In IEEE Transactions on Systems, Man, and Cybernetics, SMC-2(3): 408-421. 2.4,
2.5.1, 3.1, 3.2, 3.3, 3.6
[WM 2000] WILSON D.R., MARTINEZ T.R. (2000) Reduction techniques for instance-
based learning algorithms. In Machine Learning, 38: 275-286. 2.4, 2.4.2, 3.1, 3.2, 4.1,
4.1.2, 5.1, 5.4.1, 6.3.1
[WF 2005] WITTEN I.H., FRANK E. (2005) Data mining: practical machine learning tools
and techniques. 2-nd edition. Morgan Kaufmann. 1.1.2, 2.10.2, 6.3.2
[WLW 2004] WU T.-F., LIN C.-J., WENG R.C. (2004) Probability estimates for multi-
class classification by pairwise coupling. In Journal of Machine Learning Research, 5:
975-1005. 2.9.2
[YW 2009] YANG Y., WEBB G.I. (2009) Discretization for naive-Bayes learning: managing
discretization bias and variance. In Machine Learning, 74(1): 39-74. 2.10.1, 7.1, 7.2, 7.3,
7.6.1, 7.6.2, 7.6.3
274
[Y1 2006] YEH I-C. (2006) Analysis of strength of concrete using design of experiments and
neural networks. In Journal of Materials in Civil Engineering, 18(4): 597-604. 3.4
[YK 2007] YOON K., KWEK S. (2007) A data reduction approach for resolving the imbal-
anced data issue in functional genomics. In Neural Computation and Applications, 16:
295-306. 2.3.6
[YSR 2001] YOON H., AL-SABTI K., RANKA S. (2001) Incremental classification using
tree-based sampling for large data. In Liu H., Motoda H. (editors) Instance selection
and construction for data mining, 189-206. Kluwer Academic Publishers. 2.3.2
[YY 1993] YU B., YUAN B. (1993) A more efficient branch and bound algorithm for feature
selection. In Pattern Recognition, 26(6): 883-889. 2.7.1
[Z1 1992] ZHANG J. (1992) Selecting typical instances in instance-based learning. In Pro-
ceedings of the Ninth International Machine Learning Conference, 470-479. Morgan
Kaufmann. 2.4, 2.4.1
[ZWC 2006] ZHU X., WU X., CHEN S. (2006) Bridging local and global data cleansing:
identifying class noise in large, distributed data datasets. In Data Mining and Knowledge
Discovery, 12: 275-308. 2.5, 2.5.1
[AusLan] Auslan signbank. On Internet: http://www.auslan.org.au. 4.4.2
[MLData] UCI repository of machine learning databases. On Internet:
http://mlearn.ics.uci.edu. University of California, Irwin, USA. 3.4, 4.4, 4.4,
4.4.1, 4.4.1, 4.4.1, 4.4.1, 5.4, 5.4.1, 6.2.2, 7.6, 7.6.1, 7.6.3
[Weka] Weka data mining software. On Internet: http://www.cs.waikato.ac.nz/ml/weka/.
University of Waikato, New Zealand. 6.3.2, 6.3.2
275
