Abstract Segmentation is one of the important steps for image analysis. Multilevel thresholding image segmentation was more popular in image segmentation. Otsu and Kapur based methods are most popular for multilevel threshold image segmentation. Many authors implemented evolutionary algorithms for the optimal multilevel threshold selection based on the above methods. In this paper, an efficient approach for multilevel image segmentation has been proposed and implemented based on novel evolutionary algorithm Improved Differential Search (IDS). The feasibility of proposed approach/algorithm has been tested on standard gray scale images. To check the effectiveness of the proposed approach/algorithm, all experimental results are analyzed quantitatively and qualitatively. 
Introduction
Image segmentation plays a crucial role in image analysis and computer vision. It is often used to partition an image into separate regions, which ideally corresponds to different real-world objects [1] . Thresholding is one of the most important and effective tools for image segmentation, as it works taking a threshold (th) value so that pixels, whose intensity value is higher than th are labeled as one class while the rest correspond to another class label. When the image is segmented into two classes, the task is called bilevel thresholding (BT) and requires only one th value. On the other hand, when pixels are separated into more than two classes, then the task is named as multilevel thresholding (MT) and demands more than one th value [2] . Multilevel thresholding segments a gray level image into several distinct regions by detecting more than one threshold [3] [4] [5] . Due to the advantage of smaller storage space, fast processing speed and ease in manipulation, thresholding techniques have drawn a lot of attention during the last couple of decades. Since multilevel thresholding is a well-researched area, there exist many algorithms for determining optimal threshold levels of the image.
Generally, threshold methods are classified into parametric and nonparametric [6, 7] . In Parametric approach we need to estimate values of a probability density function to model each class. The estimation process is time consuming and computationally expensive. On the other hand, the th nonparametric method employs several criteria such as between-class variance, entropy, and error rate [8] [9] [10] in order to verify the quality of a th value. These metrics could also be used as optimization functions since they result in an attractive option due to their robustness and accuracy.
Otsu's method [11] is one of the popular histogram thresholding methods that chooses an optimal threshold by maximizing the between class variance, while in the second method, proposed by Kapur et al. in [12] , the threshold is determined by maximizing the entropy of the object and background pixels. The minimum error thresholding method [13] defined a criterion based on the assumption that the object and background pixels are normally distributed and the optimum threshold is achieved by optimizing a criterion function related to the Bayes risk. As an alternative to classical methods, the MT problem has also been explored through evolutionary optimization algorithms. In general, they have demonstrated to deliver better results than methods based on classical techniques in terms of accuracy, speed, and robustness. Numerous evolutionary approaches have been reported in the literature.
Genetic algorithm (GA), inspired on the biological evolution, has been used for solving segmentation tasks. One interesting example is presented in [14] , where a GA-based algorithm is combined with Gaussian models for multilevel thresholding. Similarly, Yin [15] proposed an improved GA for optimal multilevel thresholding where a learning strategy has been used to increase the speed of convergence. Evolutionary approaches inspired on swarm intelligence, such as particle swarm optimization (PSO) [16] and artificial bee colony (ABC) [17] , have been employed to face the segmentation problem. In [18] , both the methods are used to find the optimal multilevel threshold values by using the Kapur's entropy as fitness function. In [19] , the optimal segmentation threshold values are determined by bacterial foraging algorithm (BFA). Such method aims to maximize the Kapur's and Otsu's objective functions by considering a set of operators which are based on the social foraging behavior of the bacteria Escherichia Coli. Authors [20] presented modified version of BFA for the determination of optimal threshold levels for image segmentation based on between class variance (Otsu's method). Multilevel thresholding for image segmentation is solved by harmony search algorithm (HSA), based on Otsu's and Kapur's methodology is presented in [2] . Authors [21] proposed Cuckoo Search algorithm (CS) and Wind Driven Algorithm (WDO) for the determination of optimal multilevel thresholding for satellite image segmentation based on Kapur's entropy. Authors [22] presented a detailed comparison of evolutionary and swam based computational techniques for optimal multilevel thresholding selection for color images based on Kapur's entropy. From the literature study, it is observed that many authors proposed their work based on either Kapur's entropy or Otsu's between class variance as an objective function for the optimization of multilevel thresholds for image segmentation.
The various good results reported by various authors to this particular optimization problem motivated us to implement a novel and efficient technique for multilevel image segmentation based on Differential search algorithm (DSA) which was proposed by Civicioglu Pinar in 2012 [23] . However, from the literature review it is observed that the multilevel thresholding for image segmentation is still evolving. This motivated the authors to use an improved version of DSA as an optimization tool for multilevel thresholding selec- 
Thresholding background
Thresholding is the simplest and most commonly used method of segmentation. It is useful in differentiating foreground from the background. Although pixels in a single thresholded category will have similar values (either in the range 0 to th, or in the range (th + 1) to 255), they will not usually constitute a single connected component. This is not a problem in the soil image because the object (air) is not necessarily connected, either in the imaging plane or in three-dimensions. In other cases, thresholding would be followed by dividing the initial categories into sub-categories of connected regions.
Bi-level Thresholding (BT)
The objective of binarization is to mark pixels that belong to true foreground regions with a single intensity and background regions with different intensities. Thresholding is the transformation of an input image f to an output (segmented) binary image g as follows:
gði; jÞ ¼ 1 for fði; jÞ P th: gði; jÞ ¼ 0 for fði; jÞ < th: ð1Þ where th is the thresholding, g(i, j) = 1 for image elements of objects, and g(i, j) = 0 for image elements of background. If objects do not touch each other, and if their gray-levels are clearly distinct from background gray-levels, thresholding is suitable segmentation method. Correct selection of threshold is crucial for successful threshold segmentation. This selection can be determined interactively or it can be the result of some threshold detection method. Limitation of thresholding method is that, only two classes are generated, and it cannot be applied to multichannel images.
Multilevel Thresholding (MT)
Thresholding is a process in which the pixels of a gray scale image are divided into sets or classes depending on their intensity level (L). For this classification it is necessary to select a threshold value (th) and follow the simple rule of
where p is one of the m Â n pixels of the gray scale image g that can be represented in L gray scale levels L = {0, 1, 2, . . ., L À 1}. C1 and C2 are the classes in which the pixel p can be located, while th is the threshold. The rule in Eq. (2) corresponds to a bilevel thresholding and can be easily extended for multiple sets: In computer vision and image processing, Otsu's method is used to automatically perform clustering-based image thresholding or, the reduction of a gray level image to a binary image. The algorithm assumes that the image contains two classes of pixels following bi-model histogram (foreground pixels and background pixels); it then calculates the optimum threshold separating the two classes so that their combined spread (intra-class variance) is minimal. The extension of the original method to multi-level thresholding is referred to as the Multi Otsu's method [11] . This is a nonparametric technique for thresholding proposed by Otsu that employs the maximum variance value of the different classes as a criterion to segment the image. Taking the L intensity levels from a gray scale image, the probability distribution of the intensity values is computed as follows: Table 4 Results after implementation of IDSA using PSNR maximization over the cameraman image. 
Notice that for both equations, (Eq. (7)) and (Eq. (8)), c = 1 for gray level image. In (Eq. (8)) the number two is part of the Otsu's variance operator and does not represent an expo- Table 6 Results after implementation of IDSA using PSNR maximization over the baboon image. 
where r 2c (th) is the Otsu's variance for a given 'th' value. Therefore, the optimization problem is reduced to find the intensity level (th) that maximizes Eq. (10) .
The previous description of such bilevel method can be extended for the identification of multiple thresholds. Considering 'k' thresholds, it is possible to separate the original image into 'k' classes using Eq. (3); then it is necessary to compute the 'k' variances and their respective elements. The objective function J(th) in Eq. (10) can thus be rewritten for multiple thresholds as follows:
where th = [th 1 , th 2 , . . ., th kÀ1 ], is a vector containing multiple thresholds and the variances are computed through
Here, 'i' represents the 'i th ' class, w c i and l c j are, respectively, the probability of occurrence and the mean of a class. In 'MT', such values are obtained as Efficient approach for optimal multilevel thresholding selection Table 9 Results after implementation of IDSA using PSNR maximization over the living room image. Table 13 Results after implementation of IDSA using PSNR maximization over the map image. BF [19] PSO [19] GA [19] 
Similar to the bilevel case, for the 'MT' using the Otsu's method, 'c' corresponds to the image components, for gray scale image c = 1.
Maximization of entropy (Kapur's Method)
Another nonparametric method that is used to determine the optimal threshold values was proposed by Kapur et al. [12] . It is based on the entropy and the probability distribution of the image histogram. The method aimed to find the optimal 'th' that maximizes the overall entropy. The entropy of an image measures the compactness and separability among classes. In this sense, when the optimal 'th' value appropriately separates the classes, the entropy has the maximum value. For the bilevel example, the objective function of the Kapur's problem can be defined as
where the entropies H 1 and H 2 are computed using the following model: After maximization of the above stated two objective functions, the final quality of the segmented image will be evaluated using image quality metrics such as PSNR (peak signal to noise ratio) and mSSIM (mean structural similarity index). These two image quality metrics are important evidence which tells about quality of the output image. This idea drives us to consider PSNR as an objective function for this optimization problem. Hence, in the present work an attempt has been made to consider PSNR as an objective function (OF) for optimal multilevel thresholding problem, which is expressed as follows:
It is an index of quality, and the peak signal to noise ratio (PSNR) is used to assess the similarity of the segmented image against a reference image (original image) based on the produced mean square error (MSE). Both PSNR and RMSE are defined as PSNR ¼ 20log 10 255 RMSE dB ð20Þ 
Background of optimization algorithm

Differential Search Algorithm
Differential Search Algorithm (DSA) developed by Civicioglu et al. [22] is one of the most superior evolutionary algorithms. The differential search algorithm is inspired by migration of living beings which constitute superorganisms during climate change of the year. In DS algorithm, the search space is simulated as the food areas and each point in the search space corresponds to an artificial-superorganism migration. The goal of this migration is to find the global optimal solution for the problem. During this process, the artificial superorganism checks which randomly selected positions can be retained temporarily. If such a tested position is suitable to be retained for some time, the artificial-superorganism uses this migration model to settle at the discovered position and then continues its migration from this position and this process goes/and so on. Main steps of the DS algorithm are listed below. The algorithm begins with a randomly initiated artificial organism which utilizes NP Ã D-dimension parameter vector within constrains by the prescribed minimum and maximum bounds as follows: BF [19] PSO [19] GA [19] Figure 3
Comparison of objective values obtained by various algorithms using Kapur's method.
Efficient approach for optimal multilevel thresholding selection where rand i , [0, 1] is a uniform distribution random number between 0 and 1. Consider i ¼ 1; . . . ; NP and j ¼ 1; . . . ; D.
After initialization, stopover vectors s i , at the areas are generated between the artificial-organisms that can be described by a Brownian-like random walk model. In order to calculate the stopover vectors, the algorithm creates a stopover vector corresponding to each population individual or target vector in the current population. The method for producing the stopover vectors can be described as follows:
where r 1 2 ½1; . . . ; NP are randomly chosen integers, and r 1 -i/. Scale controlled the size of change in the positions of the individuals of the artificial-organisms. Note that the value of scale is generated by a gamma random number generator controlled by a uniform distribution random number between 0 and 1. The search process of stopover site can be calculated by the individuals of the artificial organisms of the superorganism. This process can be described as follows: denotes the trail vector of the j th particle in the i th dimension at the G th iteration. Selection operation is used to choose the next population i.e., (G = G + 1) between the stopover site population and the artificial-organism population. The selection operation is described as Otsu's Mtehod GA [19] Otsu's Mtehod PSO [19] Otsu's Mtehod BF [19] Otsu's Mtehod IDSA Kapur's Method DSA Kapur's Method HAS [2] Kapur's Method GA [19] Kapur's Method PSO [19] 
The improved version of standard differential search algorithm is described in Section 4.2.
Improved differential search algorithm
As we know, differential evolution is a simple yet efficient evolutionary algorithm, first introduced by Storn and Price [24] . Differential evolution algorithm has captured much attention and has been applied to solve many real-time problems. The crucial idea behind DE is a scheme for producing trial vectors according to the manipulation of target vector and difference vector. DE algorithm combines simple arithmetical operators with the classical operators of crossover, mutation, and selection to generate a new population. Among these operators, mutation part employs the mutation operation to produce a mutant vector with respect to each individual in the current population. In the standard DE algorithm, it is represented as
where r 1 ; r 2 ; r 3 2 ½1; . . . ; NP are randomly chosen integers and r 1 -r 2 -r 3 -i/. F is the scaling factor controlling the amplification of the differential evolution. X best, is the best individual vector with the best value in the population at generation G. Based on DE algorithm and the property of DS, the following simple search mechanism is proposed to improve DS:
where scale controls the size of change in the positions of the individuals of the artificial-organisms. Similar to DE, a simple mutation scheme is proposed in this work. And Eq. (28) which bears stronger exploration capability can effectively maintain population diversity. The proposed strategy is random enough for exploration.
Steps for implementation of IDS algorithm
In this section, IDS algorithm is described for solving the optimal multilevel image segmentation problem.
Step 1: Initialization of problem and algorithm parameters In the first step, the algorithm parameters such as population size (NP), dimension of the problem (D) and maximum number of generations (G max ) are initialized, and then initialize random numbers. The problem parameters such as number of threshold levels and limits of threshold levels are to be initialized.
Step 2: Random generation of Artificial-organism population (threshold levels, x = th) method/algorithm based on Otsu's method is explained followed by fourth section that describes implementation of proposed method/algorithm based on Kapur's method. Later, statistical comparison has been presented based on various approaches for standard gray scale images. Finally, performance analysis of proposed IDS algorithm based on proposed objective approach has been presented. All simulations are self-developed MATLAB codes using MATLAB R2010a on an Intel Core i5-2400 Duo 3.10 GHz processor with 4 GB RAM.
5.1. Results of PSNR maximization using DSA [22] This section presents results obtained for optimal multilevel thresholding image segmentation based on proposed objective function using existing algorithm DSA [22] on set of standard gray scale images. Table 2 presents the information about the test images after segmentation process. It contains information such as number of levels k, optimal threshold values, PSNR, standard deviation, mean and structural similarity index. From Table 2 it is observed that objective function values and their mean values are approximately same. According to objective analysis proposed method based on DSA has been performed well in all aspects. Qualitative results of DSA have been furnished in Appendix A, Appendix B and Appendix C for all the standard images. To assess the efficiency of IDSA over DSA, both algorithms have been implemented on the same set of standard test images which has been explained in the next section.
Results of PSNR maximization using IDSA (Proposed Method)
This section presents results obtained for optimal multilevel image segmentation based on proposed objective function using IDS algorithm on set of standard gray scale images. Table 3 presents the information about the test images after segmentation process. It contains information such as number of levels k, optimal threshold values, PSNR, standard deviation, mean and structural similarity index. From Table 3 it is observed that the objective function values and their mean values are almost very close. According to objective analysis proposed method has been performed well in all aspects. From Tables 2 and 3 it is also observed that IDSA has been given comparatively improved results than DSA. Even though the difference is marginal but still IDSA has shown little improvement over DSA. However, convergence time required by DSA is comparatively smaller than IDSA. The reason is calculation of control parameter scale in IDSA is time consuming to produce new set of artificial organism. Apart from objective analysis, subjective analysis is also presented from Tables 4-13 for standard images such as cameraman, lena, baboon, hunter, butterfly, living room, bridge, airplane, lake and Map. Each Table gives detailed information about input image, output image at different optimal threshold levels with related histogram and convergence characteristics of the proposed method/algorithm.
Results of Otsu's method using IDSA
This section analyzes the results of IDSA after considering the between class variance (Eq. (11)) as the objective function as it was proposed by Otsu [11] . The approach is implemented over the set of standard images, whereas the results are reported in Table 14 For the sake of presentation, it has been selected only five images in the set to show the segmentation results qualitatively and quantitatively. From Table 14 it is observed that for k ¼ 2 and 3 for all images the optimal threshold values and objective values for all algorithms are same. But, for k ¼ 3 and k ¼ 4 objective values of proposed algorithm are comparatively higher than existing algorithms for all the images. It is worth noting point that at lower threshold levels all algorithms have given same objective values but at higher threshold levels (k > 3) an algorithm which is stronger at evolution procedure than other algorithms has been performed well in achieving the target. It is evident that proposed IDSA is good at producing better results based on Otsu's method. For better understanding numerical results obtained are presented in graphical form in Fig. 2 .
Results of Kapur's method using IDSA
This section analyzes the performance of IDSA after considering the entropy function (Eq. (17)) as objective function, as it was proposed by Kapur et al. [12] . Table 15 presents the experimental results after the implementation of IDSA over the entire set of standard images along with results of existing algorithms. The values listed are optimal threshold values and their objective values with four different threshold points th = 2, 3, 4, 5. For the sake of presentation, it has been limited to five images of the set to show (numerically) the segmentation results. From Table 15 it is observed that for k ¼ 2 and 3 for all images the optimal threshold values and objective values for all algorithms are same. But, for k ¼ 3 and k ¼ 4 objective values of proposed algorithm are comparatively higher than existing algorithms for all the images. It is worth noting point that at lower threshold levels all algorithms have given same objective values but at higher threshold levels (k > 3) an algorithm which is stronger at evolution procedure than other algorithms has been performed well in achieving the desired target. It is evident that proposed IDSA is good at attaining better results based on Kapur's method. For better understanding numerical results obtained are presented in graphical form in Fig. 3 .
Comparative study
In order to analyze results obtained in DSA and IDSA with proposed approach, a comparison has been presented in Table 16 . This table shows PSNR values of all standard images of proposed method with IDSA along with Otsu's and Kapur's methods based on various evolutionary algorithms. From Table 16 it is observed that proposed method based on IDSA performed very well in achieving the desired target. Best segmentation is possible with PSNR maximization method than Otsu and Kapur. For easy understanding, these results are presented in graphical form in Fig. 4 . From Fig. 4 it is clear that PSNR values of all segmented images of proposed method/ algorithm are higher than those of all existing methods/ algorithms.
Statistical analysis of results
This section presents statistical analysis to analyze the efficiency of IDS algorithm. For this the algorithm has been executed 20 times by considering population size of 50 and maximum number of iterations as 1000 for Otsu's and Kapur's objective approaches and 200 for PSNR maximization approach. From the obtained results the best, the worst and mean of objective function value has been presented in Table 17 for selected standard gray scale test images. From Table 17 it is observed that all metrics seem to be better in proposed method than existing methods. It is also observed that the difference between best and mean values of all metrics for proposed method is zero. In fact the deviation between best and average is comparatively high in case of Otsu's and Kapur's methods. Hence, it can be concluded that IDSA has been succeeded in the attainment of best image segmentation based on PSNR maximization as an objective function.
Conclusions
This paper presents a new objective approach for multilevel thresholding for image segmentation using novel optimization algorithm improved differential search algorithm. Three types of objective approaches are discussed for multilevel thresholding image segmentation using IDSA, in which PSNR based objective approach is successful in achieving the target. From the obtained results it may be concluded that PSNR based objective approach is better than Otsu's and Kapur's objective approach. The latter part is looked for IDSA performance and efficiency in view of multilevel thresholding image segmentation. The proposed IDS algorithm has been tested on a set of input standard images and proved to be better than other existing algorithms. All quantitative and qualitative results have proved the efficiency of the proposed algorithm for gray level image segmentation. Hence, it may be concluded that for multilevel thresholding image segmentation through IDS algorithm based on proposed approach outperforms the other existing methods/algorithms. Formation of strong objective function for multilevel thresholding image segmentation in future may give competitive results further.
Appendix A. Results after implementation of DSA using PSNR maximization method over cameraman, lena, baboon and hunter images @ threshold levels k = 5 
