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Abstract. The aim of this research is to make a step towards providing
a tool for model selection for log-density estimation. The author revisits
the procedure for local log-density estimation suggested by Clive Loader
(1996) and extends the theoretical results to finite-sample framework
with the help of machinery of Spokoiny (2012). The results include bias
expression from “deterministic” counterpart and Fisher and Wilks-type
theorems from “stochastic”. We elaborate on bandwidth trade-off h(n) =
argminO(hp) +Op(1/
√
nhd) with explicit constants at big O notation.
Explicit expressions involve (i) true density function and (ii) model that
is selected (dimension, bandwidth, kernel and basis, e.g. polynomial).
Existing asymptotic properties directly follow from our results. From
the expressions obtained it is possible to control “the curse of dimen-
sion” both from the side of log-density smoothness and the inner space
dimension.
1 Introduction
There is a famous trade-off between the parameters of the model: bandwidth,
polynomial degree, the basis set, the kernel function. In the linear kernel density
estimation procedure (Parzen–Rozenblatt) [4], the choice of the kernel function
is very important for asymptotic rates. For example, if one introduces a risk at
point x0 for given density estimator, then one can state the existence of minimax
estimator, which requires some special kernels (for example based on Legendre
polynomials for quadratic risk) and particular dependence h = h(n) in order to
minimize the risk.
Loader’s procedure which we consider, has its advantages and disadvantages.
Its main disadvantage is its computational complexity: in order to compute the
estimate, we need to implement a convex optimization procedure, where each
step requires numerical computing of some multidimensional integral. However,
⋆ This work was done during the Master program at MIPT under supervision of
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they have implemented a locfit R-package, and we refer to [3] for their ex-
perimental results. Advantage of the procedure is that regardless of the kernel
function, this estimator always provides the minimax optimal rates, the same as
for respective linear estimators with special kernels (they are referred to as ker-
nels of order p in [4]). Its second advantage is that (in case of polynomial basis)
we estimate the derivatives of log-density in addition to the value of log-density.
Another reason for developing finite-sample bounds for this particular esti-
mator, is the use of the quasi-likelihood concept: we were able to apply ideas of
Spokoiny [1] for finite-sample estimation.
This study allowed to choose the “best kernel” according to our finite-sample
bounds. In the case of pointwise estimation, the answer is probably the indicator
kernel, but it is still unclear, whether it is the same for uniform bounds for multi-
point density estimation. The best bandwidth can be chosen by the familiar
expression
h(n) = argmin
h
(
O(hp) +Op
(
(nhd)−1/2
))
, (1.1)
where p stands for smoothness and d for dimension, n is a sample size. Since we
provide explicit constants, it becomes possible to choose this minimum explicitly.
We also point out that despite the work that has been done, it is still not
enough to provide data-driven procedure for construction of confidence intervals
or confidence bands. Usually Fisher and Wilks theorems are used to construct
confidence interval at point or a confidence band at some region x ∈ I, but
in order to choose the correct data-driven quantile function, bootstrap provides
a substantial (asymptotic and non-asymptotic) refinement in comparison with
more conservative tools. Hopefully, the future research will give answers to these
questions.
1.1 Key objects and estimation procedure
Loader [3] considers the following idea. Suppose the data X1, X2, . . . , Xn ∈ Rd
is observed, where Xi are i.i.d. drawn from density function f . Our goal is to
construct the estimate fˆ(x0) of the unknown density at given point x0. The ordi-
nary likelihood for density function is defined by equation L(f) =
n∏
i=1
f(Xi). We
restrict ourselves to density functions that satisfy
∫
R
f(x)dx = 1. However, max-
imum for this likelihood over functions f , is attained at sum of delta-functions —
this is the reason why we impose further smoothness restrictions.
Note that the expectation of likelihood has the nice property of having max-
imum in true density function f∗:
f∗ = arg max
f∈L2
EL(f) . (1.2)
Let us change the procedure in the way so it can become more practical:
consider (i) localization [x0 − h, x0 + h] with the change of variables t = x− x0
h
and (ii) choose some finite basis ψ0(t), . . . , ψp−1(t) for the unknown log-density
function in the interval t ∈ [−1, 1] (or the cube [−1, 1]d in case of multidimen-
sional estimation). Let us also introduce log-likelihood function parametrized by
some vector θ:
L(θ;X, x0, h) =
n∑
i=1
KiΨ
⊤
i θ − n
∫
K exp(Ψ⊤θ)dx , (1.3)
where Ψ i = (ψ0(Ti), ψ1(Ti), . . . , ψp−1(Ti))⊤, θ = (θ0, θ1, . . . , θp−1), Ki = K(Ti),
Ti =
Xi − x0
h
, dx = hddt. The principal example in the current article will be
the case of one-dimensional local polynomial estimation with an indicator kernel,
where ψk(t) = t
k, K(t) = [−1 ≤ t ≤ 1]. We also discuss generalizations to the
d-dimensional case throughout this article.
The motivation for the functional (1.3) is the following: first terms stands for
basis approximation of given density function, and the second terms stands for
Lagrange-type penalty.
Then we define θ˜ — maximum likelihood estimator, θ∗ — target biased pa-
rameter :
θ˜ = argmax
θ
L(θ), θ∗ = argmax
θ
EL(θ) , (1.4)
We will also define target unbiased prameter θ•(h) later through small bias
condition. Since true log-density function isn’t neccessarily equal to the finite
sum of basis functions, in practice one can choose any known approximation as
an unbiased parameter. As an illustration, in the case of one-dimensional local
polynomial estimation, unbiased parameter can be chosen as first p terms in
Taylor expansion of log f(x) near x0:
θ•j (h) =
hj
j!
∂j log f(x)
∂xj
∣∣∣∣
x=x0
, j = 0, 1, . . . , p− 1 . (1.5)
We will require that the first element of the basis is constant, ψ0 ≡ 1, so that θ0
usually corresponds to the sought-for log-density: θ•0 = log f(x0). If the elements
of the basis are linearly dependent, then it is not possible to perform the esti-
mation procedure. During the proofs we will use auxilliary parameter defined
by
θ◦ = (θ•0 , 0, . . . , 0) = (log f(x0), 0, . . . , 0) . (1.6)
Below we introduce the objects from finite-sample theory of Spokoiny: the
information matrix D2n, the score vector ξ and the variance matrix V
2
n . The
index n stands for sample size, though, in all the statements the value nhd will
be used as an effective sample size.
D2n = −∇2EL(θ∗) ,
ξ = D−1n ∇L(θ∗) ,
D2n(θ) = −∇2EL(θ) ,
V 2n = Var (∇L(θ∗)) .
(1.7)
In general case of multidimensional density estimation, X ⊆ Rd we denote
d20(θ) = (nh
d)−1D2n(θ) , (1.8)
where matrix d20(θ) doesn’t depend on n, h.
Since stochastic part of L is linear on θ, the stochastic part of gradient
∇L doesn’t depend on the argument: ∇L(θ∗)−E∇L(θ∗) ≡ ∇L(θ)− E∇L(θ).
We also condsider matrix V 2n (f), which describes the variance under the true
measure f(x), depending on various functions f :
V 2n (f) = Varf (∇L) . (1.9)
We also introduce the concentration neigbourhood for θ˜:
Θn(z) =
{
θ : ‖Dn(θ − θ∗)‖ ≤ r0(z)
}
. (1.10)
The concentration radius r0(z) will be described below. In particular, the con-
centration condition (C) describes upper bounds for r0, and this condition is
checked in section 5.
The quantile function for χ2-like distributions is given by lemma 12:
ζ(p, z) = 2aν0(
√
p+
√
2z), z ≤ g2/4 , (1.11)
where the constants a, ν0 are given by the conditions (I) and (ED0).
1.2 Structure of the article
In order to prove theorems 1, 2 and 3 we need to apply finite-sample machinery of
Spokoiny [1], and then check all the conditions. Thus, we state these conditions in
section 2 and explain what they mean. This is referred to as “level 1”. When we
check these conditions, we want to express them in terms of the model (basis,
dimension, badwidth, kernel and smoothness) and in terms of some unknown
true variables: density value at the point x0, oscillation and bias. This is referred
to as “level 2”, since our logic is clearly separated into layers.
After some preparation in form of conditions and constants we state and
prove the main theorems in section 4. These theorems are quite general and are
applicable for a wide range of models, see [12,14]. Some constants are separated
from the formulation of the main theorems to keep the presentation more clear.
The final expressions can be obtained combining the theorems and results from
section 5, where we check the conditions in form of lemmas. The theorem 4 is
a separate result, and doesn’t follow from the general theory, so it is applicable
only for log-density estimation procedure.
The results require some tools from linear algebra, technical lemmas on small
bias and one result for deviation bounds for quadratic forms, which are presented
in appendix.
2 Conditions, Level 1
We introduce four conditions: (C), (I), (L0), (ED0), according to Spokoiny.
These conditions are used to prove the theorems in the section 4. We are going
to check these conditions in the section 5 after formulation of the main results.
2.1 Identification Condition
(I) There exists a constant a > 0 such that
a
2D2n  V 2n . (2.1)
This condition will be checked with a close to 1. The exact value of a depends
on h, if h → 0 then a → 1. In the essence, it depends only on the bias between
polynomial basis and the true density function on the interval.
2.2 Local Identifiability Condition
(L0) There exists a constant δn(r0), depending on the sample size and concen-
tration raduis such that for each θ ∈ Θn(z) it holds:
‖Ip −D−1n D2n(θ)D−1n ‖ ≤ δn(r0) . (2.2)
This condition relates the matrices D2n(θ) and D
2
n(θ
∗) in terms of eigenvec-
tors and eigenvalues. It is a standard tool for matrix comparison, and we shall
see that many matrices that encounter in this article, obey the similar law.
2.3 Exponential Moment Condition
(ED0) Let ζ = V
−1
n ∇L − EV −1n ∇L. There exist constants g > 0 and ν0 > 0
such that for ∀γ ∈ Rp:
logE exp
(
λ
γ⊤ζ
‖γ‖
)
≤ ν
2
0λ
2
2
∀λ : |λ| ≤ g (2.3)
Both ν0 and g enter final quantile function and probability, so it is possible
to perform some nontrivial optimization to obtain some sharper bounds. This
condition can be satisfied with finite ν0 and g =∞ (we don’t give proof of this
fact, though it can be deduced from how we check this condition in section 5),
but it is better to choose ν0 ≈ √p and some finite g, depending on the sample
size n and bandwidth h.
2.4 Concentration Condition
(C) The concentration radius r0 satisfies the inequality
r0(1 − δn(r0)) ≥ 2ζ(p, z) . (2.4)
This condition is mainly an implicit rule for defining r0. It is implicit because
the constant δ depends on r0, and this inequality can be satisfied for large enough
n, because δn = O((nh
d)−1/2).
We shall see that it is possible to choose particular r0 if the effective sample
size is not very small. Otherwise, we should correct the quantile function ζ(p, z)
which will lead to different probability in concentration theorem.
3 Constants, Level 2
In order to satisfy these conditions, we need to establish the relationships be-
tween the objects from section 1.1. We are going to reformulate the conditions
from the section 2 in terms of the basis Ψ and true density function f(x).
3.1 Small Oscillation Condition
Let f(x) be a true density function. There exists a constant cf,h such that:∣∣∣∣1− f(x)f(x0)
∣∣∣∣ ≤ cf,h , ∀|x− x0| ≤ h . (3.1)
It may seem that condition is rather crude, because in the case of polynomial
basis we are estimating not only the value of the function f(x0), but also its
derivatives, that are contained in the vector θ•. The correct estimation procedure
should lead to correct derivatives. But the influence of this constant cf,h, as we
will see later, is not very large. The bias actually is more important, which is of
order O(hp) for polynomial basis in one-dimensional case.
3.2 Small Bias Condition
There exists a vector θ• and a constant Bp,h such that ∀t ∈ [−1, 1] it holds:
Bp,h ≥ exp
(
ϕ(x0 + th)− Ψ⊤(t)θ•
)
, (3.2)
where ϕ(x) = log f(x), with f(x) as a true density function.
In case of one-dimensional polynomial basis Ψ (t) if the function ϕ(x) =
log f(x) is smooth enough, the constant Bp,h is of order 1 + O(h
p) and can be
bounded by
logBp,h ≤ h
p
p!
max
x∈Uh(x0)
ϕ(p)(x) . (3.3)
In d-dimensional case, in order to make bias of order O(hp), we need to take(
p+d
d
) − 1 elements of the basis, for example in local quadratic fitting for two-
dimensional space, Ψ (t) = (1, t1, t2, t
2
1, t1t2, t
2
2).
3.3 Curve Optimization Condition
This condition is completely defined by the model and can be calculated by the
statistician. We require that there exists finite constant c1 such that
c
2
1 = sup
t∈[−1,1]
Ψ⊤(t)
[∫ 1
−1
K(τ)Ψ (τ)Ψ⊤(τ)dτ
]−1
Ψ (t) . (3.4)
The constant c1 depends on basis, and is computable. In case of one-dimensional
polynomial basis and indicator kernel it equals to c21 = p
2/2 . The reader can
check, for example, that in two-dimensional (d = 2) quadratic case Ψ (t) =
(1, t1, t2, t
2
1, t1t2, t
2
2) with indicator kernel this constant is well-defined and equals
to 13/2.
We can introduce another constant
c
2
2 = sup
t∈[−1,1]
K(t)2Ψ⊤(t)
[∫ 1
−1
K(τ)Ψ (τ)Ψ⊤(τ)dτ
]−1
Ψ (t) , (3.5)
where it clearly holds c2 ≤ c1. In order to choose the “best model”, both con-
stants should be bounded from above as better as possible.
3.4 Small Bandwidth Condition
Here we define φ1 and φ2, which depend on the true density value f0 = f(x0),
and also on oscillation and bias constants cf,h and Bp,h, but in a given explicit
way:
φ21 = 2
∫ 1
−1
K(τ)dτ ·
(
(1± 1)cf,h log f0 ∓ cf,h + (1± cf,h) log(1± cf,h)
)
,
φ22 =
∫ 1
−1
K(τ)dτ · f30 (cf,h − logBp,h)2 , (3.6)
where the “±” sign stands for maximum of the two expressions with “−” and
“+” respectively. We require that c1φ1 <
√
5− 1
2
≈ 0.618 and c1φ2 < 1, this
condition arises in the proof of theorem 4, and also in check of the conditions
(L0), (C), lemmas 2, 3.
When h→ 0, this condition is fulfilled automatically, but this condition can
also serve as an approximate strategy for choosing hˆ if we know the estimates
for fˆ(x0) and fˆ
′(x0).
3.5 Efective Sample Size Condition
The lower bound on effective sample size is given as lemma 3 and requires that
√
nhd ≥ f(x0) 4c1ζ(p, z)
log 3/2
√
1− c1φ1 . (3.7)
However, in low-density regions where f(x0) ≈ 0 this approach becomes inconsis-
tent. Discussion on this issue is also provided after lemma 3. When the effective
sample size is too small, the results can be modified to remain valid, but with
lower probabilities and quantile values.
4 Main Theorems
4.1 Concentration Result
Theorem 1. Let the conditions (I), (L0), (C), (ED0) be satisfied with some
constants a, ν0, g, r0(z). Let
Θn(z) =
{
θ : ‖Dn(θ − θ∗)‖ ≤ r0(z)
}
, (4.1)
r0(z) = 4a · ν0(√p+
√
2z), z ≤ g2/4 . (4.2)
Then
P
(
θ˜ 6∈ Θn(z)
)
≤ 2e−z + 8.4e−g2/4 . (4.3)
Remark 1. There is a condition in the theorem that z ≤ g2/4. In fact, it is not
very restrictive because g2 is of order nhd. However, it is also possible to state
the theorem for infinitely large values of z, using a second version of the quantile
function for sub-gaussian quadratic forms. The probability measure of the set
Θn(z) will become 2e
−z.
Proof. Let θ˜ /∈ Θn(r0). Since θ˜ maximizes log-likelihood, we have
L(θ˜) ≥ L(θ∗) . (4.4)
Since L(θ) is concave in θ, there exists a point
θ˘ = λθ˜ + (1 − λ)θ∗, λ ∈ [0, 1] (4.5)
with the properties
‖Dn(θ˘ − θ∗)‖ = r0 , L(θ˘) ≥ L(θ∗) . (4.6)
It is enough to show that with probability 1− 2e−z − 8.4e−g2/4 it holds
L(θ)− L(θ∗) < 0, ∀θ 6∈ Θn(z) . (4.7)
Let us represent log-likelihood in the form
L(θ) = S⊤θ −A(θ) . (4.8)
Since ∇EL(θ∗) = 0,
ES = ∇A(θ∗) . (4.9)
Therefore, for any θ it holds:
L(θ)− L(θ∗) = S⊤(θ − θ∗)− [A(θ)−A(θ∗)]
= (S −ES)⊤(θ − θ∗)− (4.10)
[A(θ)−A(θ∗)− (θ − θ∗)⊤∇A(θ∗)] . (4.11)
Inspect the first summand:
(S −ES)⊤(θ − θ∗) = [D−1n (S −ES)]⊤Dn(θ − θ∗) (4.12)
For vector ξ = D−1n ∇L(θ∗) = D−1n (S−ES) it follows by lemma 12 for a and ν0
from conditions section 2 that:
P
(‖ξ‖ ≥ ζ(p, z)) ≤ 2e−z + 8.4e−g2/4, ζ2(p, z) = a2ν20 (p+ 2√2pz+ 2z) .
(4.13)
Therefore,
‖S⊤(θ − θ∗)‖ = ‖ξ⊤Dn(θ − θ∗)‖ ≤ ζ(p, z) · r0 . (4.14)
The second summand, by Taylor expansion, can be represened as
A(θ)−A(θ∗)− (θ − θ∗)⊤∇A(θ∗) = 1
2
(θ − θ∗)⊤∇2A(θ)(θ − θ∗) . (4.15)
By condition (L0) with δn(r0) and θ ∈ Θn(z) it follows that
1
2
(θ − θ∗)⊤∇2A(θ)(θ − θ∗) ≥ 1− δn(r0)
2
‖Dn(θ − θ∗)‖2 . (4.16)
Thus, with probatility at least 1− 2e−z − 8.4e−g2/4 it follows that
L(θ˘)− L(θ∗) ≤ ζ(p, z)r0 − 1− δn(r0)
2
r
2
0 ≤ 0 , (4.17)
which is contradiction, according to the condition (C),
r0(z)(1− δn(r0(z))) ≥ 2ζ(p, z) . (4.18)
End of the proof of theorem 1.
4.2 Fisher Theorem
This theorem describes finite-sample approximation of the distribution of the
estimate θ˜ in terms of Dn and score vector ξ.
Theorem 2. Let the conditions (C), (I), (ED0), (L0) hold.
Then for θ˜ ∈ Θn(z) from theorem 1 with dominating probability
P
(
θ˜ ∈ Θn(z)
)
≥ 1− (2e−z + 8.4e−g2/4) (4.19)
it holds
‖Dn(θ˜ − θ∗)− ξ‖ ≤ ♦(n, z) , z ≤ g2/4 , (4.20)
where ♦(n, z) = r0(z) · δn(r0), and r0 is defined by (4.2).
Remark 2. The vector (nh)−1/2ξn is asymptotically standard normal. Following
the classical statistics, the difference between the centered parameter and the
standard normal random variable is of order (nhd)−1/2:
‖d0(θ˜ − θ∗)−N (0, 1)‖ = O((nhd)−1/2) . (4.21)
The Fisher theorem is the asymptotic refinement of the Central Limit Theorem.
Indeed, asymptotic behavior of the term δn(r0) is the following: with nh→∞,
we have δn(r0)→ 0, ♦(n, z) = O((nh)−1/2).
While θ˜ − θ∗ = O((nh)−1/2), the Fisher result can be written in the form:∥∥∥d0(θ˜ − θ∗)− (nhd)−1/2ξn∥∥∥ = O((nhd)−1) . (4.22)
Proof. The principle step is a bound on the local linear approximation of the
stochastic part of the gradient ∇L(θ). Although ξ is random, it can be shown
that ξ depends only on θ˜.
Indeed, since ∇L(θ˜) is zero, and stochastic part of L is linear on θ,
ξ(θ∗) = D−1n ∇L(θ∗) = D−1n [∇L(θ∗)−∇L(θ˜)] = D−1n [∇EL(θ∗)−∇EL(θ)|θ=θ˜] .
(4.23)
Next, we can bound the norm of (Dn(θ˜ − θ∗) − ξ) by multiplying it by an
arbitrary vector u of unit norm:
u⊤[Dn(θ˜ − θ∗)− ξ] = u⊤
[
Dn(θ˜ − θ∗)−D−1n (∇EL(θ∗)−∇EL(θ˜))
]
= u⊤
[
Dn(θ˜ − θ∗)−D−1n D2n(θu)(θ˜ − θ∗)
]
= u⊤
[
Ip −D−1n D2n(θu)D−1n
]
(θ˜ − θ∗)
≤ ‖u⊤(Ip −D−1n D2n(θu)D−1n )‖ · ‖Dn(θ˜ − θ∗)‖ ,
where θu = λθ˜ + (1− λ)θ∗, λ ∈ [0, 1].
By theorem 1, with high probability it holds θ˜ ∈ Θn(z). By condition (L0),
for each θ ∈ Θn(z) it holds
∥∥Ip −D−1n D2n(θ)D−1n ∥∥ ≤ δ(r0), so we have
‖Dn(θ˜ − θ∗)− ξ‖ ≤ r0(z)δ(r0) . (4.24)
End of the proof of theorem 2.
4.3 Wilks Theorem
Theorem 3 (Spokoiny, [1]). Let the conditions (C), (I), (ED0), (L0) hold.
Then for θ˜ ∈ Θn(z) from theorem 1 with dominating probability
P
(
θ˜ ∈ Θn(z)
)
≥ 1− (2e−z + 8.4e−g2/4) (4.25)
with ♦(n, z) from theorem 2 it holds:∣∣∣∣√2L(θ˜, θ∗)− ‖Dn(θ˜ − θ◦)‖∣∣∣∣ ≤ 2♦(n, z) (4.26)∣∣∣∣√2L(θ˜, θ∗)− ‖ξ‖∣∣∣∣ ≤ 3♦(n, z) (4.27)
Remark 3. The constant ♦(n, z) is familiar from the theorem 2, the theorem is
an asymptotic refinement to behavior of likelihood when nhd →∞.
The proof can be found in Spokoiny [1]. The theorem is valid under condi-
tions, formulated in the abovementioned article, which are checked in the current
text. ⊓⊔
4.4 Accurate Small Bias Result
Theorem 4. Suppose that c1φ1 ≤
√
5−1
2 and c2φ2 ≤ 1, Ik =
∫ 1
−1K(t)dt ≤ 2d,
ε = max{c1φ1(1− c1φ1)−1/2, c1φ2} . (4.28)
Then it holds:
‖d0(θ◦)(θ∗ − θ•)‖ . √p
√
IK(1− ε)−1(1 + cf,h) · f(x0) · |Bp,h − 1| . (4.29)
Remark 4. There are results of a kind θ∗ ≈ θ◦ and θ◦ ≈ θ•, in terms of curvature
matrix, see lemmas 5 and 6. However, we cannot combine these results to obtain
the final bound, because it is an asymptotic refinement of order O(hp) instead
of O(h). More precisely, the term |Bp,h − 1| is of order O(hp), other terms are
of order 1 +O(h), and the following approximate inequality holds:
‖d0(θ◦)(θ∗ − θ•)‖ .
√
2f(x0)|Bp,h − 1| . (4.30)
Proof. From the conditions c1φ1 <
√
5− 1
2
it follows that c1φ1(1−c1φ1)−1/2 < 1.
We will use this observation later. Combined with c1φ2 < 1 this allows to claim
that ε < 1.
Let θ1, θ2 ∈ [θ∗, θ•]. If there is a point θt = tθ• + (1 − t)θ∗, t ∈ [0, 1], then
there is a representation
θt−θ◦ = tθ•+(1−t)θ∗−tθ◦−(1−t)θ◦ = t(θ•−θ◦)+(1−t)(θ∗−θ◦) . (4.31)
Hence, we have a triangle inequality in terms of curvature matrix d0(θ
◦):
‖d0(θ◦)(θt − θ◦)‖ ≤ t‖d0(θ◦)(θ• − θ◦)‖+ (1− t)‖d0(θ◦)(θ∗ − θ◦)‖
≤ max {‖d0(θ◦)(θ∗ − θ◦)‖, ‖d0(θ◦)(θ• − θ◦)‖} . (4.32)
Therefore, according to lemmas 5 and 6, at each of the points θt ∈ {θ1, θ2} it
holds
‖Ip −D(θt)D−2(θ◦)D(θt)‖ ≤ exp
(
Ψ⊤(t)d−10 d0(θ
t − θ◦)
)
− 1
. ‖Ψ⊤(t)d−10 ‖ · ‖d0(θt − θ◦)‖
≤ c1 ·max {‖d0(θ◦)(θ∗ − θ◦)‖, ‖d0(θ◦)(θ• − θ◦)‖}
≤ c1 ·max
{
φ1(1− c1φ1)−1/2, φ2
}
.
Since ε = c1 max
{
φ1(1− c1φ1)−1/2, φ2
}
, we obtain:
‖Ip −D(θt)D−2(θ◦)D(θt)‖ ≤ ε . (4.33)
Next, we construct a bound using two Taylor expansions. Let g(θ) = (nh)−1EL(θ).
g(θ∗) = g(θ•) +∇g(θ•)⊤(θ∗ − θ•) + 1
2
(θ∗ − θ•)⊤d20(θ1)(θ∗ − θ•) (4.34)
g(θ•) = g(θ∗) +∇g(θ∗)⊤(θ• − θ∗) + 1
2
(θ∗ − θ•)⊤d20(θ2)(θ∗ − θ•) (4.35)
Adding the two expressions, we obtain
(1− ε)∥∥d0(θ◦)(θ∗ − θ•)∥∥2 ≤ (θ∗ − θ•)⊤ d20(θ1) + d20(θ2)
2
(θ∗ − θ•)
≤ ‖∇(g(θ•)− g(θ∗))⊤(θ∗ − θ•)‖ (4.36)
Then latter, by Cauchy inequality, can be bounded by
‖∇(g(θ•)− g(θ◦))⊤(θ∗ − θ•)‖ ≤ ‖d0(θ◦)(θ∗ − θ◦)‖ ×
‖d0(θ◦)−1(∇g(θ∗)−∇g(θ•))‖ . (4.37)
Therefore, after cancelling ‖d0(θ◦)(θ∗ − θ•)‖ from both sides, we have, ac-
cording to the lemma 7:
‖d0(θ◦)(θ∗ − θ•)‖ ≤ (1− ε)−1‖d−10 (θ◦)(∇g(θ∗)−∇g(θ•))‖
≤ (1− ε)−1|1−Bp,h| ·
√
ph−dpr2(x0) , (4.38)
where
√
h−dpr2(x0) ≤
√∫ 1
−1
K(t)f(x0)2(1 + cf,h)2dt ≤
√
IKf(x0)(1 + cf,h) . (4.39)
End of the proof of theorem 4.
5 Checking Conditions
5.1 Identification Condition (I)
Lemma 1. Let the conditions from theorem 4 hold. Then the constant a in
condition (I):
a
2D2n  V 2n (5.1)
can be bounded above by
a
2 ≤ sup
|x−x0|≤h
K((x− x0)/h)f(x)
exp(Ψ⊤θ∗)
(5.2)
≤ Bp,h exp(c1 · I1/2K (1− ε)−1(1 + cf,h)f(x0)|Bp,h − 1|) , (5.3)
where IK =
∫ 1
−1K(t)dt, ε = max{c1φ1(1− c1φ1)−1/2, c1φ2} .
Remark 5. In case of one-dimensional local polynomial estimation with indicator
kernel, the quantity |Bp,h− 1| is or order O(hp), the multiples (1− ε), (1+ cf,h)
are or order 1. Therefore, for h small enough, h < 1, we have
a
2 . Bp,h(1 +
√
pIKc1f(x0) · O(hp)) ≈ 1 +
√
pIKc1f(x0) · |Bh,p − 1| . (5.4)
Proof. Firstly bound V 2n = Var∇L.
1
n
(V 2n )ij =
∫
X
K2ΨiΨjf(x)dx −
∫
X
KΨif(x)dx
∫
X
KΨjf(x)dx

∫
X
K2ΨiΨjf(x)dx.
We use the fact that the second summand is minus non-negative definite matrix
with rank 1. Since both matricesD2n and first summand of V
2
n can be represented
in the form suitable for lemma 8, we can apply it and bound the maximal
eigenvalue of D−1n V
2
nD
−1
n .
Recall that
D2n =
∫
X
KΨΨ⊤ exp(Ψ⊤(x)θ∗)dx . (5.5)
In terms of lemma 8 their diagonal operators are, correspondingly,
K(t) exp(Ψ⊤(t)θ∗) and K2(t)f(x). So, a2 can be estimated with
a
2 ≤ sup
x∈Uh(x0)
K(t)f(x)
exp(Ψ (t)⊤θ∗)
. (5.6)
Then we use trivial bound K(t) ≤ 1. It is possible to write
sup
|x0−x|≤h
f(x)
exp(Ψ⊤θ∗)
≤ exp(Ψ⊤(t)(θ• − θ∗) + logBp,h) . (5.7)
Using the result of theorem 4 we obtain
a
2 ≤ Bp,h exp(Ψ⊤(t)d−10 (θ◦)d0(θ◦)(θ• − θ∗)) (5.8)
≤ Bp,h exp(c1 · √p
√
IK(1− ε)−1(1 + cf,h)f(x0)|Bp,h − 1|) . (5.9)
End of the proof of lemma 1.
5.2 Local Identifiability Condition (L0)
Lemma 2. For all θ ∈ Θn(z) local identifiability condition
‖Ip −D−1D2(θ)D−1‖ ≤ δn(r0(z)) (5.10)
holds with the constant
δn(r0) ≤ exp
(
c1r0√
1− c1φ1
√
f(x0)nhd
)
− 1 . (5.11)
Remark 6. When effective sample size is large, and h is small, the above expres-
sion is equivalent to δn .
c1r0√
f(x0)nhd
. We will see later that r0 can be chosen
as 4ζ(p, z).
Proof. Maximal absolute eigenvalue of (I − X) is equal to max(|λmin(X) −
1|, |λmax(X) − 1|). From lemma 8 it follows that λ(D−1n D2n(θ)D−1n ) belongs to
the interval[
min
x∈Uh(x0)
exp
(
Ψ (x)⊤(θ − θ∗)), max
x∈Uh(x0)
exp
(
Ψ (x)⊤(θ − θ∗))] . (5.12)
Let v = θ − θ∗. Note that Ψ⊤v = Ψ⊤D−1n (θ∗)Dn(θ∗)v and consequently, the
matrices D2n(θ
∗) and D2n(θ
◦) are related through lemma 5. Therefore,
‖Ψ⊤D−1n (θ∗)‖2 ≤ (f(x0)nhd)−1c21 · (1 − c1φ1)−1 , ‖Dn(θ∗)v‖ ≤ r0 , (5.13)
and by Cauchy inequality the constant δn is bounded by
δn(r0) ≤ exp
(
c1r0√
1− c1φ1
√
f(x0)nhd
)
− 1 . (5.14)
End of the proof of lemma 2.
5.3 Concentration Condition (C)
Lemma 3. Under condition
√
nhd ≥ f(x0) 4c1ζ(p, z)
log 3/2
√
1− c1φ1 , (5.15)
the concentration condition (C) holds:
r0(z)(1 − δn(r0)) ≥ 2ζ(p, z) . (5.16)
Proof. Note that δn(r0) → 0 when nhd → 0. We will need nhd > N0 such that
δn(r0) ≤ 1/2. This will allow us to take r0(z) = 4ζ(p, z). The condition turns
into
exp
(
c1r0√
1− c1φ1
√
f(x0)nhd
)
≤ 3/2 , (5.17)
which turns into
√
nhd ≥ (1 − c1φ1)−1/2f(x0)4c1ζ(p, z)
log 3/2
(5.18)
End of the proof of lemma 3.
Remark 7. When the density is small, there will be no concentration and the
sample size will be too small for this condition. We can redefine ζn(p, z) as
maximal value that satisfies the concentration condition
ζn(p, z) =
√
1− c1φ1
√
nhd log 3/2
4c1f(x0)
, rn(z) = 4ζn(p, z) , (5.19)
and the probability in theorems 1 and 2 becomes
P(θ˜ /∈ Θn(z)) = P(‖ξ‖ > ζn(p, z)) . (5.20)
Finally, for small
√
nhd the concentration theorem loses its “concentration” and
can be stated in the following form:
‖d0(θ∗)(θ˜ − θ∗)‖ ≤
√
1− c1φ1 log 3/2
4c1f(x0)
, (5.21)
where right-hand side is no longer of order (nhd)−1/2.
5.4 Exponential Moment Condition (ED0)
Lemma 4. Let ζ = ∇L−E∇L. Consider the function
M(λ,γ) = logE exp
(
λγ⊤V −1n ζ
)
(5.22)
For all |λ| ≤ g the following inequalty holds:
M(λ,γ) ≤ ν
2
0λ
2
2
, ν20 = p+
16gC3V,f√
nh3d
, (5.23)
where CV,f is defined in lemma 11, and satisfies
C2V,f ≤ (1−cf,h)−1f−10 c22+
hd
1− pr1(x0)
, pr1(x0) =
∫ 1
−1
K((x−x0)/h)f(x)dx .
(5.24)
Proof. Since ζ can be represented as a sum of i.i.d. random variables
ζ =
n∑
i=1
ζi =
n∑
i=1
(KiΨ i −EKiΨ i) , (5.25)
the function M(λ,γ) can be also rewritten as
M(λ,γ) = n logE exp(λγ⊤V −1n ζ1) . (5.26)
Consider Taylor expansion of degree 3 at λ = 0 forM(λ,γ): there exists λ ∈ [0, λ]
such that
M(λ,γ) =M(0) + λM ′(0,γ) +
λ2
2
M ′′(0,γ) +
λ3
6
M ′′′(λ,γ) (5.27)
Denote u = γ⊤V −1n ζ, u1 = γ
⊤V −1n ζ1 for brevity. Careful differentiation gives
us that
M ′(λ) =
E(u exp(λu))
E exp(λu)
, M ′′(λ) =
E(u2 exp(λu))E exp(λu)− (Eu exp(λu))2
(E exp(λu))
2 ,
(5.28)
1
n
M ′′′(λ) =
E(u31 exp(λu1))
E exp(λu1)
−3E(u
2
1 exp(λu1))E(u exp(λu1))
(E expλu1)2
+
2(Eu1 exp(λu1))
3
(E exp(λu1))3
,
(5.29)
and after substituting λ = 0 we obtain M(0) =M ′(0) = 0, M ′′(0) = Eu2. Then
M ′′(0) ≤ E sup
‖γ‖=1
(
γ⊤V −1n ζ
)2
= Eζ⊤V −2n ζ = Tr Eζζ
⊤V −2n = p . (5.30)
Let us show that |u1|2 ≤ 4C
2
V,f
nhd
, where CV,f is defined in lemma 11. First, we
will show that the square of uncentered random variable γ⊤V −1n K(T1)Ψ (T1) is
bounded:
|γ⊤V −1n K(T1)Ψ (T1)|2 ≤ K(t)2Ψ(t)⊤V −2n Ψ (t) ≤
1
nhd
C2V,f . (5.31)
Then, the centered variable is naturally bounded by twice the bound of noncen-
tered, therefore the bound for square multiplies 4 times.
This observation allows to obtain the bound for M ′′′(λ), using the fact that
if random variable X is bounded by |X | ≤ c, then EXY ≤ c ·E|Y |:
1
n
M ′′′(λ) ≤ 6 ·
(
2CV,f√
nhd
)3
. (5.32)
Thus, we obtained the bound for the whole expression M(λ,γ):
M(λ,γ) ≤ λ
2
2
p+ λ3 · 8C
3
V,fn
(
√
nhd)3
=
λ2
2
(
p+ 2λ
8C3V,f√
nh3d
)
≤ λ
2
2
(
p+
16gC3V,f√
nh3d
)
.
(5.33)
End of the proof of lemma 4.
A Technical Results
A.1 Small Bias Results for θ◦, θ•, θ∗.
Lemma 5. Let c1φ1 < 1, f0 = f(x0), where c1 is given by (3.4),
φ21 = 2Ikf0IK
(
(1 ± 1)cf,h log f0 ∓ cf,h + (1± cf,h) log(1± cf,h)
)
, (A.1)
Ik =
∫ 1
−1
K(t)dt ≤ 2d , (A.2)
where the “±” sign stands for the maximum of two expressions with plus and
minus. Then the following holds:
‖Ip −Dn(θ∗)D−2n (θ◦)Dn(θ∗)‖ . c1φ1(1− c1φ1)−1 , (A.3)
‖d0(θ◦)(θ◦ − θ∗)‖2 . f0φ21(1 − c1φ1)−1 . (A.4)
Remark 8. The quantity φ21 is proportional to |2cf,h log f0| which is of order
O(h), so with h→ 0 it holds ‖Ip −D(θ∗)D−2(θ◦)D(θ∗)‖ = O(h1/2), θ◦ − θ∗ =
O(h).
Proof. Consider the expectation of log-likelihood under the true measure:
EL(θ) = nhd
(∫ 1
−1
K(t)Ψ (t)⊤θ · f(x0 + th)dt−
∫ 1
−1
K(t) exp(Ψ (t)⊤θ)dt
)
We would like to prove that θ∗ ≈ θ◦.
Denote g(θ) = (nhd)−1EL(θ), f0 = f(x0).
Then
g(θ◦) =
∫ 1
−1
K(t)f(x0 + ht) · log f0dt−
∫ 1
−1
K(t)f0dt
≥ f0Ik
(
(1− cf,h) log f0 − 1
)
.
From the other side, since for each c > 0 holds
cx− exp(x) ≤ c log c− c , (A.5)
then it holds
g(θ∗) =
∫ 1
−1
K(t)
(
Ψ⊤θf(x0 + ht)− exp(Ψ⊤θ)
)
dt
≤
∫ 1
−1
K(t)f(x0 + ht)
(
log f(x0 + ht)− 1
)
dt . (A.6)
Since the function ϕ(τ) = τ(log τ − 1) is unimodal, for any τ−, τ+ and τ ∈
[τ−, τ+] it holds
ϕ(τ) ≤ max{ϕ(τ−), ϕ(τ+)} . (A.7)
Therefore,
g(θ∗) ≤ max
{
(1 + cf,h)
∫ 1
−1
K(t)f(x0)
(
log f(x0) + log(1 + cf,h)− 1
)
dt,
(1− cf,h)
∫ 1
−1
K(t)f(x0)
(
log f(x0) + log(1− cf,h)− 1
)
dt
}
(A.8)
= f0Ik(1± cf,h)
(
(log f0 − 1) + log(1 ± cf,h)
)
,
g(θ∗)− g(θ◦) ≤ f0IK
(
(1± 1)cf,h log f0 ∓ cf,h + (1± cf,h) log(1± cf,h)
)
(A.9)
We see that the difference between g(θ◦) and g(θ∗) is small because log(1±cf,h)
is of order cf,h, which is of order O(h), h→ 0.
From the Taylor expansion, we have for some θ:
g(θ◦) = g(θ∗) +∇g(θ∗)⊤(θ◦ − θ∗)− 1
2
‖d20(θ)(θ◦ − θ∗)‖2 , (A.10)
‖d0(θ)(θ◦ − θ∗)‖2 = 2(g(θ∗)− g(θ◦))
≤ 2f0IK
(
(1± 1)cf,h log f0 ∓ cf,h + (1± cf,h) log(1± cf,h)
)
= f0 · φ21 . (A.11)
Now we are going to perform the trick, which has a bit of asymptotical and
implicit flavour. Let θ1, θ2 ∈ [θ◦, θ∗] — two points on the segment with the ends
θ
◦ and θ∗.
ε2 = sup
θ1,θ2
‖Ip −D−1(θ1)D2(θ2)D−1(θ1)‖ (A.12)
Note that the following chain of inequalities is satisfied:
ε2 ≤
(
sup
t∈[−1,1]
exp(Ψ⊤(t)d−10 d0(θ1 − θ2))− 1
)2
. sup
t∈[−1,1]
Ψ (t)⊤d−20 Ψ (t) · (θ1 − θ2)⊤d20(θ1 − θ2)
≤ (1 + ε) sup
t∈[−1,1]
Ψ (t)⊤d−20 (θ
◦)Ψ (t) · (1 + ε)(θ◦ − θ∗)⊤d20(θ)(θ◦ − θ∗)
≤ (1 + ε)2c21φ21 .
The terms f0 and f
−1
0 cancelled out, because they appear both in ‖d0(θ)(θ◦ −
θ∗)‖ and supt Ψ (t)⊤d−20 (θ◦)Ψ (t) = f−10 c21. Therefore,
ε ≤ (1 + ε)c1φ1, ε ≤ c1φ1
1− c1φ1 = O(h
1/2) . (A.13)
We can also notice that for any vector v it holds
v⊤d0(θ◦)v ≤ (1 + ε)v⊤d0(θ)v , (A.14)
therefore
‖d0(θ◦)(θ◦ − θ∗)‖2 ≤ (1 + ε)f0φ21 . f0φ21(1− c1φ1)−1 . (A.15)
End of the proof of lemma 5.
Remark 9. We have used the symbol “.” and an approximation “exp(t)−1 . t”.
This means that if t is close to zero, then the function exp(t)− 1 is bounded by
some linear function lin(t) = coeff · t. It is enough to guarantee that θ◦ − θ∗ is
small when h → 0. It is true because the matrix d20(θ◦) is positive-definite and
continuous at the vicinity of θ◦ and the difference g(θ◦)− g(θ∗) is close to zero.
After describing the closeness of D2n(θ
◦), D2n(θ
∗) we describe the closeness
of D2n(θ
◦) and D2n(θ
•), and θ• ≈ θ◦ in metric generated by curvature matrix
d20(θ
◦).
Lemma 6. Let IK =
∫ 1
−1K(t)dt ≤ 2d. For vectors θ◦, θ• the following holds:
‖Ip −D(θ•)D−2(θ◦)D(θ•)‖ ≤ (1 + cf,h)Bp,h − 1 , (A.16)
‖d0(θ◦)(θ◦ − θ•)‖2 ≤ IK
(
f(x0)
)3
(cf,h − logBp,h)2 . (A.17)
Proof. Denote ϕ(x) = log f(x), t = (x − x0)/h. According to the lemma 8, the
quantity can be bounded by
exp
(
Ψ⊤(t)(θ• − θ◦)
)
− 1 = exp
(
(x− x0)ϕ′(x0) + (x − x0)
2
2!
ϕ′′(x0)+
. . .+
(x − x0)p−1
(p− 1)! ϕ
(p−1)(x0)
)
− 1
≤ exp (log f(x)− log f(x0)− logBp,h)− 1
≤ (1 + cf,h)B−1p,h − 1 .
Next,
‖d0(θ◦)(θ• − θ◦)‖2 = f(x0)
∫ 1
−1
K(t)
[
(θ• − θ◦)⊤Ψ (t)
][
(θ• − θ◦)⊤Ψ (t)
]⊤
dt
= f(x0)
∫ 1
−1
K(t)
[
f(x)− f(x0)− logBp,h
]2
dt
≤ Ikf(x0)3(cf,h − logBp,h)2 . (A.18)
End of the proof of lemma 6.
Remark 10. Since cf,h = O(h), Bp,h = 1+O(h
p) the right hand side is of order
O(h).
Lemma 7. Let pr2(x0) =
∫ 1
−1K((x− x0)/h)f2(x)dx, g(θ) = (nhd)−1EL(θ).
Then the following inequality holds:
‖d−10 (θ◦)(∇g(θ∗)−∇g(θ•))‖2 ≤ p · (1−Bp,h)2h−dpr2(x0) . (A.19)
Proof. Let x = x0 + t · h. Since ∇g(θ∗) = 0, the difference between gradients is
equal to
∇g(θ•) =
∫
X
K(t)Ψ (t)[f(x)− exp(Ψ⊤θ•)]dt . (A.20)
Denote δ(t) =
√
K(t)(f(x) − exp(Ψ⊤(t)θ•)), and ψ(t) = √K(t)Ψ (t). After
applying lemma 9 (analog of the Cauchy-Schwarz inequality for vectors and
matrices), we obtain:∫ 1
−1
ψ(t)δ(t)dt
∫ 1
−1
ψ⊤(t)δ(t)dt ≤
∫ 1
−1
ψ(t)ψ⊤(t)dt
∫ 1
−1
δ2(t)dt . (A.21)
Thus,
∇g(θ•)∇g(θ•)⊤ ≤ d20(θ◦)
∫ 1
−1
δ2(t)dt . (A.22)
This allows to finish the proof:
‖d−10 (θ◦)∇g(θ•)‖2 = Tr ∇g(θ•)⊤d−20 (θ◦)∇g(θ•) (A.23)
= Tr ∇g(θ•)∇g(θ•)⊤d−20 (θ◦) (A.24)
≤ p
∫ 1
−1
δ2(t)dt . (A.25)
The integral is bounded using the bias definition from section 3.2:∫ 1
−1
δ2(t)dt =
∫ 1
−1
K(t)[f(x)− exp(Ψ⊤θ•)]2dt (A.26)
≤
∫ 1
−1
K(t)f(x)2[1−Bp,h]2dt (A.27)
= (1−Bp,h)2 · h−dpr2(x0) . (A.28)
End of the proof of lemma 7.
A.2 Facts from Linear Algebra
Lemma 8. If matrices A,B ∈ Rp×p have the form
A2 =
∫
X
Ψ(x)λA(x)Ψ (x)
⊤dx , B2 =
∫
X
Ψ (x)λB(x)Ψ (x)
⊤dx , (A.29)
and λA(x), λB(x) > 0, then the eigenvalue set of the quotient B
−1A2B−1 belongs
to the interval [
min
x∈X
λA(x)
λB(x)
,max
x∈X
λA(x)
λB(x)
]
. (A.30)
Proof. Let us introduce self-adjoint operatorsΛA, ΛB : L2[X ]→ L2[X ], Ψ : Rp →
L2[X ]:
ΛAf(x) = λA(x)f(x) , ΛBf(x) = λB(x)f(x) , Ψv = Ψ (x)
⊤v . (A.31)
The scalar product takes form〈
g(x), Λf(x)
〉
=
∫
X
g(x)λ(x)f(x)dx . (A.32)
Then matrices A2, B2 can be rewritten in the form
A2 = Ψ∗ΛAΨ , B2 = Ψ∗ΛBΨ . (A.33)
It is not difficult to check that ΛB  minx∈X λB(x)λA(x)ΛA. Therefore, for operator
Ψ it holds
Ψ∗ΛBΨ  min
x∈X
λB(x)
λA(x)
Ψ∗ΛAΨ , λmax(B−1A2B−1) ≥ max
x∈X
λA(x)
λB(x)
. (A.34)
Similar argument is suitable for the lower bound.
End of the proof of lemma 8.
Lemma 9. Let ψ(t) : [−1, 1] → Rp be some vector-valued integrable function,
δ(t) : [−1, 1] → R — integrable function. Then the following matrix inequality
holds:∫ 1
−1
ψ(t)δ(t)dt
∫ 1
−1
ψ
⊤(t)δ(t)dt ≤
∫ 1
−1
ψ(t)ψ⊤(t)dt
∫ 1
−1
δ2(t)dt (A.35)
Proof. Consider the matrix-valued non-negative integral:
I =
∫ 1
−1
dτ
∫ 1
−1
dt [ψ(τ)δ(t) −ψ(t)δ(τ)] [ψ(τ)δ(t) −ψ(t)δ(τ)]⊤ ≥ 0 (A.36)
Denote
∫ 1
−1ψ(t)δ(t)dt = A,
∫ 1
−1ψ(t)ψ
⊤(t)dt =M ,
∫ 1
−1 δ
2(t)dt = D.
The integral I can be expanded and rewritten as:
I =
∫ 1
−1
∫ 1
−1
[
δ(t)2ψ(τ)ψ⊤(τ) + δ(τ)2ψ(t)ψ⊤(t) (A.37)
−δ(t)δ(τ)ψ(t)ψ(τ)⊤ − δ(t)δ(τ)ψ(τ)ψ(t)⊤
]
(A.38)
= 2AA⊤ − 2DM (A.39)
Therefore,
AA⊤ ≤ DM (A.40)
End of the proof of lemma 9.
Lemma 10. Let Ψ (t) = (1, t, t2, . . . , tp−1)⊤. Consider the matrix
A2 =
∫ 1
−1
Ψ (t)Ψ⊤(t)dt . (A.41)
Then the polynomial defined by
P (t) = Ψ⊤(t)A−2Ψ (t) (A.42)
attains its maximal value at points t = ±1, and this value equals to p2/2. More-
over, the fact is still valid if we consider Ψ (t) = (1, P1(t), P2(t), . . . , Pp−1(t))⊤,
where the polynomials Pi(t) have degrees less than p and form a basis in the
space of polynomials with degree less than p.
Remark 11. We formulated the following lemma experimentally and the proof
for our guess was kindly presented by Ilya Bogdanov [13] at Mathoverflow. Some
interesting properties of the polynomial P (t) are listed in the discussion. The
claim can be probably generalized to higher-dimensional case, but we still don’t
know whether it is possible to treat non-uniform kernel case efficiently. The
shape of the polynomial P (t) suggests that if we “suppress” its behaviour at the
tails, say by choosing appropriate kernel function, this constant can be reduced
significantly.
Proof. It is well-known that Legendre polynomials form the orthogonal basis
for the space of polynomials, defined on the segment [−1, 1] with respect to the
scalar product
〈f, g〉 =
∫ 1
−1
f(t)g(t)dt . (A.43)
The ordinary Legendre polynomials Lk(t) are equal to ±1 at the ends of the
interval [−1, 1], and their scalar product equals to
〈Li(t), Lj(t)〉 = δij · 2
2j + 1
. (A.44)
We consider their normed versions L˜j(t) =
√
2j + 1
2
Lj(t) so that the basis
L = (L0, L1, . . . , Lp−1) is orthonormal, i.e.
∫ 1
−1L(t)L
⊤(t)dt = Ip.
Since the polynomials 1, t, t2, . . . , tp−1 have degrees less than p and are lin-
early independent, the basis Ψ (t) can be transferred into the Legendre polyno-
mial basis L(t) with some transition matrix S: Ψ = SL. Substituting this value
into the expression (A.42), we obtain:
P (t) = L⊤(t)S⊤
(∫ 1
−1
SL(t)L⊤(t)S⊤dt
)−1
SL(t) (A.45)
= L⊤(t)S⊤S−⊤IpS−1SL(t) (A.46)
= L⊤(t)L(t) =
p−1∑
j=0
L˜2j(t) . (A.47)
It is well-known that Legendre polynomials Lj(t) are uniformly bounded |Lj(t)| ≤
1, and the maximum is attained at t = ±1. Therefore, the maximal value of the
polynomial P (t) on the segment [−1, 1] equals to
P (±1) = 1
2
p−1∑
j=0
(2j + 1) =
p2
2
. (A.48)
End of the proof of lemma 10.
Lemma 11. Let pr1(x0) =
∫ 1
−1K((x− x0)/h)f(x)dx,
C2V,f = nh
d sup
t∈[−1,1]
K(t)2Ψ⊤(t)V −2n (f(x))Ψ (t) . (A.49)
Then we have an exact relationship:
C2V,f = sup
t∈[−1,1]
K(t)2Ψ (t)⊤
[∫
KfΨΨ⊤dτ
]−1
Ψ (t) +
hdK(t)2
1− pr1(x0)
, (A.50)
which leads to the inequality
C2V,f ≤ (1− cf,h)−1f(x0)−1c22 +
hd
1− pr1(x0)
. (A.51)
Proof. By the definition of Vn(f(x)), we can express
n−1V 2n (f(x)) =
∫ 1
−1
KfΨΨ⊤dx−
∫ 1
−1
KfΨdx
∫ 1
−1
KfΨ⊤dx , (A.52)
and replacing dx with hddt, we obtain
(nhd)−1V 2n (f(x)) =
∫ 1
−1
KfΨΨ⊤dt− hd
∫ 1
−1
KfΨdt
∫ 1
−1
KfΨ⊤dt , (A.53)
which can be denoted as A − hduu⊤ with A = ∫ KfΨΨ⊤dt, u = ∫ KfΨdt.
Then we apply Sherman–Morrison formula for one-rank inverse matrix updates:
(A− λuu⊤)−1 = A−1 + λ A
−1uu⊤A−1
1− λu⊤A−1u . (A.54)
Since the basis Ψ has important property that first element of the basis ψ0(t) is
constant 1, we note that
u = A · [1, 0, . . . , 0]⊤, A−1u = [1, 0, . . . , 0] , (A.55)
and this allows to simplify the above expression. Multiplying by Ψ from the right
and from the left, we obtain final exact expression:
C2V,f = sup
t∈[−1,1]
Ψ⊤A−1Ψ +
λ
1− λ ∫ K(t)f(x0 + ht)dt , (A.56)
where λ = hd. The consequent inequality in straightforward.
End of the proof of lemma 11.
A.3 Deviation Bounds for Quadratic Forms
Lemma 12 (Laurent and Massart, [15]). Let A ∈ Rp×p, ξ ∈ Rp be a random
vector of the form ξ = A−1u, where E[u] = 0. Denote V 2 = Varu, a2 =
λmax(A
−1V A−1).
Suppose that the vector V −1u satisfies the condition
logE exp(γ⊤V −1u) ≤ ν
2
0‖γ‖2
2
, γ ∈ Rp . (A.57)
Then for each z > 0, z ≤ g2/4
P(‖ξ‖ > ζ(p, z)) ≤ 2e−z + 8.4e−g2/4 , (A.58)
where ζ(p, z) is defined by
ζ(p, x) = aν0(
√
p+
√
2z) . (A.59)
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