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RAINBOW ARBORESCENCE IN RANDOM DIGRAPHS
DEEPAK BAL, PATRICK BENNETT, COLIN COOPER, ALAN FRIEZE, AND PAWE L PRA LAT
Abstract. We consider the Erdo˝s-Re´nyi random directed graph process, which is a sto-
chastic process that starts with n vertices and no edges, and at each step adds one new
directed edge chosen uniformly at random from the set of missing edges. Let D(n,m) be a
graph with m edges obtained after m steps of this process. Each edge ei (i = 1, 2, . . . ,m)
of D(n,m) independently chooses a colour, taken uniformly at random from a given set of
n(1 + O(log logn/ logn)) = n(1 + o(1)) colours. We stop the process prematurely at time
M when the following two events hold: D(n,M) has at most one vertex that has in-degree
zero and there are at least n − 1 distinct colours introduced (M = n(n − 1) if at the time
when all edges are present there are still less than n − 1 colours introduced; however, this
does not happen asymptotically almost surely). The question addressed in this paper is
whether D(n,M) has a rainbow arborescence (that is, a directed, rooted tree on n vertices
in which all edges point away from the root and all the edges are different colours). Clearly,
both properties are necessary for the desired tree to exist and we show that, asymptotically
almost surely, the answer to this question is “yes”.
1. Introduction and the main result
A set of edges S in an edge-coloured graph is said to be rainbow coloured if every edge
in S has a different colour. There has recently been a deal of research on the existence of
rainbow coloured objects in random graphs. The existence of rainbow coloured Hamilton
cycles is studied in Cooper and Frieze [8] and in Frieze and Loh [10]. In the latter paper,
it is shown that if Gn,m, a random graph on n vertices and m = (
1
2
+ o(1))n logn edges, is
randomly coloured with n+ o(n) colours, then a.a.s. there is a rainbow Hamilton cycle.1 In
a related paper, Bal and Frieze [3] showed that if m = Kn log n and if Gn,m is randomly
coloured with exactly n colours then a.a.s. there is a rainbow Hamilton cycle. Janson and
Wormald [14] showed that if a random 2r regular graph Gn,2r on vertex set [n] is randomly
coloured so that each colour is used exactly r times then a.a.s. Gn,2r contains a rainbow
Hamilton cycle. More recently, Ferber, Kronenberg, Mousset and Shikhelman [9] showed
that if np ≫ logn and the binomial random graph Gn,p is randomly edge-coloured using
O(n) colours then a.a.s. Gn,p contains Ω(np) edge disjoint rainbow Hamilton cycles.
Hamilton cycles are just one example of a well-studied spanning subgraph. Frieze and
McKay [11] considered the following process. Let e1, e2, . . . , eN , N =
(
n
2
)
be a random order-
ing of the edges of the complete graph Kn. Let Gm = ([n], Em = {e1, e2, . . . , em}). Suppose
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1All asymptotics throughout are as n → ∞ (we emphasize that the notations o(·) and O(·) refer to
functions of n, not necessarily positive, whose growth is bounded). We say that an event in a probability
space holds asymptotically almost surely (or a.a.s.) if the probability that it holds tends to 1 as n goes
to infinity.
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that the edges of Kn are randomly coloured from a set of cn, c ≥ 1 colours. Then let
m1 = min {m : Gm is connected} .
m2 = min {m : Em contains edges of n− 1 different colours} .
m3 = min {m : Gm contains a rainbow spanning tree} .
It is clear that m3 ≥ max {m1, m2} and [11] shows that a.a.s. m3 = max {m1, m2}. Bal,
Bennett, Frieze and Pralat [2] proved a similar tight result for the case where each edge
receives a choice of two random colours.
In this paper we turn our attention to a directed analogue of the result of [11]. We consider
a random digraph process, which is a stochastic process that starts with n vertices and no
edges, and at each step adds one new (directed) edge chosen uniformly at random from the set
of missing edges. Formally, let N = n(n− 1) and let e1, e2, . . . , eN be a random permutation
of the edges of the complete digraph ~Kn. The graph process consists of the sequence of
random digraphs (D(n,m))Nm=0, where D(n,m) = (V,Em), V = [n] := {1, 2, . . . , n}, and
Em = {e1, e2, . . . , em}. It is clear that D(n,m) is a digraph taken uniformly at random from
the set of all digraphs on n vertices and m edges. (See, for example, [4, 13] for more details.)
Let
ε = ε(n) =
log log n
log n
.
Suppose that each edge ei (i = 1, 2, . . . , m) of D(n,m) is independently assigned a colour,
uniformly at random, from a given set W of (1 + 50ε)n = (1 + o(1))n colours.
We often write D(n,m) when we mean a graph drawn from the distribution D(n,m).
An arborescence is a digraph in which, for a vertex u called the root and any other
vertex v, there is exactly one directed path from u to v. Equivalently, an arborescence is a
directed, rooted tree in which all edges point away from the root. Every arborescence is a
directed acyclic graph (DAG), but not every DAG is an arborescence. A set of edges S is
said to be rainbow if each edge of S is in a different colour. An arborescence is said to be
rainbow if its edge set is. We are concerned with the following four events:
Cm = {D(n,m) contains edges in at least n− 1 colours},
Zm = {At most one vertex of D(n,m) has in-degree zero},
Am = {D(n,m) has an arborescence},
Rm = {D(n,m) has a rainbow arborescence}.
Let Em stand for one of the above four sequences of events and let
mE = min{m ∈ N : Em occurs},
provided that such an m exists. (Note that mZ and mA are always defined but the other
two might not be.) It is obvious that mA ≥ mZ . Moreover, if mR is defined, then so is mC
and clearly
mR ≥ max{mA, mC} ≥ mZ .
It is known (and easy to show using, say, the Brun’s sieve—see, for example, Section
8.3 in [1]) that the sharp threshold for property Z is n logn; in fact, the random variable
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counting the number of vertices of in-degree zero tends to the Poisson random variable with
expectation e−c, provided that m = n(log n+ c), c ∈ R, and so
P(Zm) =
(
1 + e−c + o(1)
)
e−e
−c
. (1)
Moreover, given other “hitting time” results in random graph processes (see, for exam-
ple [5, 6] or Chapters 7 and 8 in [4]) it is natural to expect that a.a.s. mA = mZ . To the
best of our knowledge, this result is not published anywhere, but is implied by our result.
Moreover, it follows from the coupon collector problem that, say, a.a.s. mC <
n
2
log n and
so the desired condition for the number of distinct colours present is satisfied much earlier.
Indeed, the expected number of colours not present at time n
2
log n is equal to
(1 + 50ε)n
(
1− 1
(1 + 50ε)n
)n
2
logn
< 2n exp
(
− logn
2(1 + 50ε)
)
= n1/2+o(1).
Hence, a.a.s. at most n2/3 ≤ 50εn colours are missing at that point of the process.
In this paper, we show the following result.
Theorem 1.1. We have that a.a.s.
mR = mA = mZ .
The following corollary follows immediately from (1).
Corollary 1.2. Let m = n(log n+ c) for some c ∈ R. Then,
P(Rm) =
(
1 + e−c + o(1)
)
e−e
−c
.
Our results refer to the random graph process. However, it will be sometimes easier to
work with the D(n, p) model instead of D(n,m). The random digraph D(n, p) consists of
the probability space (Ω,F ,P), where Ω is the set of all digraphs with vertex set {1, 2, . . . , n},
F is the family of all subsets of Ω, and for every G ∈ Ω,
P(G) = p|E(G)|(1− p)n(n−1)−|E(G)| .
This space may be viewed as the set of outcomes of n(n− 1) independent coin flips, one for
each ordered pair (u, v) of vertices, where the probability of success (that is, adding directed
edge (u, v)) is p. Note that p = p(n) may (and usually does) tend to zero as n tends to
infinity. We often write D(n, p) when we mean a graph drawn from the distribution D(n, p).
Lemma 1.3 below provides us with a tool to translate results from D(n, p) to D(n,m)—see
the first Proposition in [15].
Lemma 1.3. Let P be an arbitrary property and set p = p(n) = m/n(n− 1). If m =
m(n)→∞ is any function such that m(1− p)→∞, then,
P(D(n,m) ∈ P ) ≤ 5√m · P(D(n, p) ∈ P ).
We will also use the following version of Chernoff bound:
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Lemma 1.4 (Chernoff Bound). If X is a binomial random variable with expectation µ,
and 0 < δ < 1, then
Pr[X < (1− δ)µ] ≤ exp
(
−δ
2µ
2
)
and if δ > 0,
Pr [X > (1 + δ)µ] ≤ exp
(
− δ
2µ
2 + δ
)
.
2. Proof of Theorem 1.1
2.1. Overview. The proof is technical and involves revealing some aspects of the random
object one by one. We give this overview to summarize the order in which randomness is
revealed in the proof.
Before the process begins we arbitrarily select 5εn colours to be “special”. The remaining
colours are “regular”. Now, we consider the random graph process, and for each edge we
reveal whether its colour is special or regular. If the edge is special, then we do not reveal
anything else at this time; on the other hand, if the edge is regular, then we reveal its head
vertex (but not its tail and not its colour).
After m− many steps of the random graph process, we identify some “dangerous” vertices
that have in-degree at most 2 (in regular colours). Now, for these dangerous vertices, we
expose their in-degree in special edges. We then continue the process until time mZ revealing
the heads of regular coloured edges and revealing the heads of special edges directed to
dangerous vertices. By doing this, we are able to determine exactly when the event Zm
holds for the first time (i.e. mZ) since the unique vertex of in-degree zero at time mZ must
be among the dangerous vertices. Actually, this vertex, which we call u, obviously must
be among the vertices of in-degree zero, but we define dangerous in this way for another
reason. Also note that we do not need to know the special heads to non-dangerous vertices
to determine mZ . Our goal here is to show that at time mZ , each vertex (except for u, which
will become the root of the final arborescence) can select a unique colour from its in-edges.
The n−1 colours used for this will now be called “mapping colours”. Note that the mapping
colours are either regular or they are special and belong to an edge directed to a dangerous
vertex. Thus we will be left with at least (1 + 45ε)n − (n − 1) = 45εn + 1 many regular
colours which are not mapping colours.
We will then show that a.a.s. there is an arborescence of size at least n2/3, using only
regular non-mapping colours, and rooted at the vertex u. At that point we reveal the tails of
all the edges of mapping colours. These edges, together with the size n2/3 arborescence, will
a.a.s. give us one large arborescence with almost all of the vertices in the graph, together
with a few small arborescences. To show that we can connect them all together, we finally
reveal the heads and tails of the remaining unrevealed special edges.
2.2. Proof. Let ω = ω(n) be any function tending to infinity (but sufficiently slowly) to-
gether with n. For definiteness, let ω = ω(n) = log logn. Let
m− := ⌊n(log n− ω)⌋ and m+ := ⌈n(log n+ ω)⌉ .
(Here we make surem− andm+ are both integers but later on expressions such as n(log n+ω)
that clearly have to be an integer, we round up or down but do not specify which: the choice
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of which does not affect the argument.) As we already mentioned, mR ≥ mA ≥ mZ and it
is known that a.a.s.
m− ≤ mZ ≤ m+. (2)
Our goal is to show that at time mZ , a.a.s. there is a rainbow arborescence in D(n,mZ);
that is, that a.a.s. mR = mZ .
Let us start with showing that at time mZ , a.a.s. all but the only vertex of in-degree zero
can select a unique colour assigned to an edge from some of their in-neighbours. However,
as we mentioned earlier, it is important that we apply the so-called multi-round exposure
technique. We arbitrarily choose 5εn colours to be special and let the other (1+45ε)n colours
be regular. At this point of the process, we expose only the number of in-neighbours and
colours assigned to the regular-coloured associated edges but no in-neighbour is exposed yet.
We also reveal the in-degrees in special colours of the dangerous vertices (formally defined in
the proof of Lemma 2.1 below), but nothing else. As a consequence of this, if we condition
on the event that vertex v has precisely k in-neighbours (and perhaps also on the event that
some of the edges from them to v are coloured in the desired way), in-neighbours can be
selected uniformly at random from all
(
n−1
k
)
possible k-tuples.
Lemma 2.1. A.a.s. the following property holds in D(n,mZ). There exists a set T ⊂W of
size n − 1, a vertex u ∈ V , and a perfect matching f : V \ {u} → T so that every vertex
v ∈ V \ {u} has an edge directed to v in colour f(v).
Note that u must be the only vertex of in-degree zero in D(n,mZ). This vertex will be
used as a root of the arborescence. The n − 1 colours from the set T will now be called
mapping colours.
Proof. We think of the assignment problem we deal with as a bipartite graph: on one side
we have the set of n vertices V , on the other side we have the set of (1 + 50ε)n colours W .
A vertex v ∈ V is adjacent to colour c ∈ W if at least one edge to v has colour c. We use
Hall’s necessary and sufficient condition to show that the desired matching exists.
There is no matching saturating V if and only if for some k ≥ 1 there exists a k-witness,
that is, a pair (S, T ) of sets S ⊆ V , T ⊆ W such that |S| = k, |T | = k − 1, and N(S) ⊆ T .
We say that vertex v is dangerous if its in-degree (in regular colours) is at most 2 at time
m−. The probability that a given vertex has ℓ ≤ 2 regular-coloured edges incident to it is
equal to(
m−
ℓ
)(
n−O(ℓ)
n(n− 1)− O(m−) ·
1 + 45ε
1 + 50ε
)ℓ(
1− n− O(ℓ)
n(n− 1)− O(m−) ·
1 + 45ε
1 + 50ε
)m−−ℓ
= (1 + o(1))
(n logn)ℓ
ℓ!
· 1
nℓ
· exp
(
−m−
n
(
1− 5ε+O(ε2)))
= (1 + o(1))
(logn)ℓ
ℓ!
· exp (− log n+ ω + 5ε logn)
= (1 + o(1))
eω+5ε logn(logn)ℓ
ℓ!n
.
Hence, the expected number of dangerous vertices is O(eω+5ε logn log2 n) = O(log8 n) and so
a.a.s. there are at most, say, O(log9 n) dangerous vertices. We reveal the in-degrees in special
colours for these vertices and continue to do so for the rest of the process until time mZ .
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Now, it follows immediately from the definition of mZ that there is precisely one 1-witness
at that point of the process: S = {u}, where u is the only vertex of in-degree zero.
Now, our goal is to show that a.a.s. there is a matching saturating V \ {u}; that is, a.a.s.
there is no k-witness (S, T ) with S ⊆ V \{u} and 2 ≤ k ≤ n−1. First, let us concentrate on
the case k = 2. Note that at time m > m−, a dangerous vertex may or may not have at least
3 in-neighbours but a non-dangerous vertex will definitely have at least 3. Moreover, note
that vertex u is dangerous but every other dangerous vertex has in-degree at least 1 at time
mZ . Let us focus on the first incoming edges assigned to these dangerous vertices (regardless
of whether they are regular-coloured or special), conditioning on the event that there are
O(log9 n) such vertices. The probability that two of these dangerous vertices receive the
same regular colour on their first incoming edge is at most(
O(log9 n)
2
)
· (1 + 45ε)n ·
(
1
(1 + 45ε)n
)2
= O
(
log18 n
n
)
= o(1).
Similarly, the probability that two of these dangerous vertices receive the same special colour
on their first incoming edge is at most(
O(log9 n)
2
)
· 5εn ·
(
1
5εn
)2
= O
(
log18 n
εn
)
= o(1).
So we may assume that at time mZ , every pair of dangerous vertices (excluding u) sees
at least 2 different colours. On the other hand, for each non-dangerous vertex we focus on
the first 3 regular-coloured incoming edges assigned to them. The probability that all 3 of
these edges receive the same colour is equal to
(1 + 45ε)n
(
1
(1 + 45ε)n
)3
= O
(
1
n2
)
.
Hence, a.a.s. all non-dangerous vertices have at least least 2 distinct colours assigned at time
mZ . Conditioning on these two events, we get that there is no 2-witness at time mZ . Indeed,
every vertex in a set S ⊆ V consisting of two dangerous vertices yields a unique colour; on
the other hand, S containing at least one non-dangerous vertex yields at least 2 colours.
Now, we move to the case k ≥ 3. This time, it will be convenient to focus on minimal
configurations. A k-witness isminimal if there does not exists S ′ ⊂ S and T ′ ⊂ T such that
(S ′, T ′) is a k′-witness, where k′ < k. It is straightforward to see that if (S, T ) is a minimal
k-witness, then every c in T has degree at least 2 in the graph induced by S∪T . Hence there
are at least 2(k−1) edges between S and T . The goal is to show that there is no minimal k-
witness in D(n,mZ), even when only regular colours are taken into consideration. However,
having no minimal k-witness at time m1 does not imply that there is no k-witness at time
m2 > m1. Hence, we need to estimate the probability that the desired property holds for a
given m such that m− ≤ m ≤ m+ and then take a union bound over all O(nω) = O(n logn)
possible values ofm. In fact, we will show that with probability 1−o((n logn)−1(n logn)−1/2),
D(n, p) has no k-witness for k ≥ 3, for
p− ≤ p ≤ p+
where
p± =
m±
n(n− 1) =
logn± ω + o(1)
n
.
As already mentioned, the claim will hold by Lemma 1.3 and the union bound.
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Let
p′ := p · 1 + 45ε
1 + 50ε
=
logn−O(log log n)
n
be the probability that an edge is both present and of a regular colour. Fix S ⊆ V, T ⊆W ,
|S| = k, |T | = k − 1. The probability that the number of in-neighbours (to S, in regular
colours) is equal to t is (
k(n− 1)
t
)
p′t(1− p′)k(n−1)−t.
So the probability that (S, T ) is a k-witness is at most
pS,T =
∑
t≥2(k−1)
(
k(n− 1)
t
)
p′t(1− p′)k(n−1)−t
(
k − 1
(1 + 45ε)n
)t
.
Thus, the expected number of minimal witnesses for any k ≥ 3 is at most
∑
k≥3
(
n
k
)(
(1 + 45ε)n
k − 1
) ∑
t≥2(k−1)
(
k(n− 1)
t
)
p′t(1− p′)k(n−1)−t
(
k − 1
(1 + 45ε)n
)t
. (3)
To estimate the inner sum, first note that the ratio of consecutive terms is equal to
(
k(n−1)
t+1
)
p′t+1(1− p′)k(n−1)−t−1
(
k−1
(1+45ε)n
)t+1
(
k(n−1)
t
)
p′t(1− p′)k(n−1)−t
(
k−1
(1+45ε)n
)t = k(n− 1)− tt + 1 · p
′
1− p′ ·
k − 1
(1 + 45ε)n
≤ k(n− 1)− 2(k − 1)
2(k − 1) + 1 ·
p′
1− p′ ·
k − 1
(1 + 45ε)n
≤ k logn
1.5n
for n sufficiently large. So, when k < n
logn
, the inner sum is of the order of its first term.
Now, for k ≥ n
logn
, note that each term is small:
(
n
k
)(
(1 + 45ε)n
k − 1
)(
k(n− 1)
t
)
p′t(1− p′)k(n−1)−t
(
k − 1
(1 + 45ε)n
)t
≤
(ne
k
)k ((1 + 45ε)ne
k − 1
)k−1(
k(n− 1)e
t
)t(
p′
1− p′
)t
exp{−k(n− 1)p′}
(
k − 1
(1 + 45ε)n
)t
≤ exp
{
−k(n− 1)p′ + 2k log
(
2ne
k
)}(
k2p′e
t(1− p′)(1 + 45ε)
)t
≤ exp
{
−k(n− 1)p′ + k
2p′
(1− p′)(1 + 45ε) + 3k log logn
}
,
for n large enough, since
(
c
t
)t ≤ exp { c
e
}
which holds for all positive numbers c, t. Indeed,
this inequality follows by noting that log(x) ≤ x/e for all x > 0 and letting x = c/t. Hence,
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each term is at most
exp
{−k(n− 1)p′ + knp′(1 +O(p′))(1− 45ε+O (ε2)) + 3k log log n}
= exp {−(45 + o(1)) (εknp′) + 3k log log n}
≤ exp {−41k log log n} = exp
{
−Ω
(
n log log n
log n
)}
.
Therefore, the contribution from these terms is O(n2 exp(−Ω(n log log n/ logn))) = o(n−2)
and (3) can be upper bounded by
o(n−2) +
n
log n∑
k=3
∑
t≥2(k−1)
(
n
k
)(
(1 + 45ε)n
k − 1
)(
k(n− 1)
t
)
p′t(1− p′)k(n−1)−t
(
k − 1
(1 + 45ε)n
)t
= o(n−2) +O


n
log n∑
k=3
(
n
k
)(
(1 + 45ε)n
k − 1
)(
k(n− 1)
2(k − 1)
)
p′2(k−1)(1− p′)k(n−1)−2(k−1)
(
k
(1 + 45ε)n
)2(k−1)
= o(n−2) +O


n
log n∑
k=3
(ne
k
)k ((1 + 45ε)ne
k − 1
)k−1(
k(n− 1)e
2(k − 1) ·
p′
1− p′ ·
k − 1
(1 + 45ε)n
)2(k−1)
(1− p′)k(n−1)


= o(n−2) +O


n
log n∑
k=3
exp (−(k − 1) logn +O(kω + k log logn))


= o(n−2) +O


n
log n∑
k=3
exp (−(1 + o(1))(k − 1) logn)


= o
(
n−2
)
+ n−2+o(1) = o((n logn)−1(n log n)−1/2)
as desired, since the sum on the second to last line is dominated by its first term. The proof
of the lemma is finished, as explained earlier. 
Now we will show that some of the regular colours not in T can be used to start building
a rainbow arborescence of size at least n2/3 rooted at the special vertex u. After that, we
will show how to convert this arborescence into a spanning one. Let us note that Lemma 2.1
proves only the existence of a set of n − 1 colours and a corresponding matching. Unfor-
tunately, we do not control which colours are used and which are still available for us to
construct the arborescence around u. Therefore, we can only use properties that hold for all
sets of colours of the desired size.
Let us start with the following useful observation that holds a.a.s. in D(n,m−), and is
deterministically preserved in D(n,m), provided that m > m−.
Lemma 2.2. A.a.s. the following property holds in D(n,m−). Every set of colours S ⊆ W
with |S| = 45εn satisfies∣∣{v ∈ V : deg−S (v) ≤ 43ε logn}∣∣ ≤ nε logn = nlog log n
where deg−S (v) represents the in-degree of v in the graph induced by edges whose colours are
from S.
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Proof. For convenience, we will work with D(n, p−) with
p− =
m−
n(n− 1) =
log n− ω
n− 1 =
log n− ω − o(1)
n
.
Let S be any set of colours of size 45εn. Then
E
[
deg−S (v)
]
=
45ε
1 + 50ε
· p− · (n− 1) > 44ε logn.
It follows from Chernoff bound that
Pr
[
deg−S (v) ≤ 43ε · logn
] ≤ exp
(
−1
2
·
(
1
44
)2
· ε logn
)
≤ exp
(
−ε logn
5000
)
.
So the probability that there exist n
ε logn
many vertices of small in-degree is at most(
n
n
ε logn
)
· exp
(
−ε logn
5000
· n
ε logn
)
≤ exp
(
n
ε logn
· log(eε logn)− n
5000
)
≤ exp (−Ω (n)) .
Since there are(
(1 + 50ε)n
45εn
)
≤ exp
(
45εn log
(
e · (1 + 50ε)
45ε
))
= exp
(
O
(
log2 log n
log n
n
))
= exp (o(n))
sets of colours to consider, the desired property holds with probability 1−o(1/n) in D(n, p−)
by the union bound, and so it holds a.a.s. in D(n,m−) by Lemma 1.3. 
We will need the following three claims. The first claim is an easy observation. We say a
vertex and an edge are incident if the vertex is either the head or tail of the edge.
Claim 2.3. In D(n,m) with m ≤ m+, a.a.s.,
(i) no colour appears more than 10 logn times,
(ii) no vertex is incident to more than 10 logn edges,
(iii) no vertex is incident to more than 10 edges of the same colour.
Proof. It is enough to prove these properties forD(n, p+) and apply Lemma 1.3. Each follows
easily from Chernoff and union bounds. 
While the above lemma holds for all colours, we will only use it for regular colours and
for special colours incident to dangerous vertices.
As we will not have failure probabilities small enough to union bound over all choices of
m with m− ≤ m ≤ m+, we would like to prove the existence of the desired structure at
time m−. One issue is that at time m−, we do not know which vertex is going to be the
root. However, we do know (as it is shown in the proof of Lemma 2.1) that a.a.s. there are
O(log9 n) many dangerous vertices; that is, vertices of in-degree at most 2 in regular colours.
One of these vertices must be the root u at time mZ .
Let C ′ be an arbitrarily chosen set of 45εn regular non-mapping colors. (Recall that there
are at least 45εn+1 many of them to choose from. By Lemma 2.2, all but at most n/ log log n
many vertices v have deg−C′(v) ≥ 43ε logn. We will call such vertices good.
Claim 2.4. In D(n,m−), a.a.s. every dangerous vertex w has deg+C′(w) ≥ 10ε logn =
10 log logn.
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Proof. For any good vertex v and any vertex w, we have that
P [(w, v) ∈ EC′ ] = deg
−
C′(v)
n− 1 ≥
42ε logn
n
,
where EC′ represents the edges coloured with C
′. Thus we have that for every vertex w,
deg+C′(w) stochastically dominates
Bin
[
n
(
1− 1
log logn
)
,
42ε logn
n
]
,
with the expected value of (42 + o(1))ε logn. So by Chernoff Bound,
P
[
deg+C′(w) < 10ε logn
] ≤ exp
(
−1
2
·
(
42− 10
42
)2
· (42 + o(1))ε logn
)
= o(log−9 n).
Thus, a.a.s. each dangerous vertex has at least 10ε logn many out neighbours since we again
condition on the event that there are only O(log9 n) of them. 
We will show that, if S is not too small nor too large, there are many edges outgoing from
S with different heads and different colours. This will be enough to grow the tree to the
desired size.
Claim 2.5. Let S be a set of vertices such that |S| = Ω(ε logn) = Ω(log log n), |S| ≤ n2/3,
and let T be a set of at least n/2 good vertices which is disjoint from S. Then with probability
at least 1− exp (−Ω(ε2 log2 n)) = 1− exp (−Ω(log2 log n)) the following holds: there is a set
of 3|S|ε logn = 3|S| log log n edges going from S to T whose head vertices are all distinct
and whose colours are all distinct and in C ′.
Proof. We use a two-round exposure. First we will expose whether some edges are present
and in the colour set C ′, without exposing exactly which colour they are. In the second
round we take the edges we found in the first round and expose their colours, conditioning
on the colours being in C ′ of course. Let v be any good vertex and set d = deg−C′(v). Suppose
for now that S is any set of vertices not including v and let |S| = s. Then the probability
that there is an edge from a vertex of S to v is
1−
(
n−1−s
d
)(
n−1
d
) = 1− (n− 1− s)d
(n− 1)d
= 1−
d∏
i=1
(
1− s
n− i
)
≥ 1−
(
1− s
n
)d
≥ 1−
(
1− s
n
)43ε logn
.
Now suppose S satisfies s = Ω(ε logn) and s ≤ n2/3. Then |N+C′(S) ∩ T | (where N+C′(S)
represents the out-neighbours of vertices in S coloured with colours from C ′) stochastically
dominates
Bin
[
n
3
, 1−
(
1− s
n
)43ε logn]
.
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Since s ≤ n2/3, we have
1−
(
1− s
n
)43ε logn
∼ 43εs logn
n
.
So by the Chernoff Bound, the probability that |N+C′(S) ∩ T | less than 10sε logn is at most
exp (−Θ (sε logn)) ≤ exp (−Ω(ε2 log2 n)) .
Now we do the second round of exposure for the proof of the claim. Conditioning on
having 10sε logn edges going from S to T with distinct heads and colours in C ′, we reveal
which colours the edges are to see if they are distinct. The probability that 4 of these edges
get the same colour is at most(
10sε logn
4
)
· 45εn ·
(
1
45εn
)4
≤ n(2/3)·4+1−4+o(1) = n−1/3+o(1) ≤ exp (−Ω(ε2 log2 n)) ,
where we have used the fact that s ≤ n2/3. We conclude that there are at least 3sε logn
distinct colours on these edges and the proof of the claim is finished. 
With these three claims, we can begin to grow our arborescence.
Lemma 2.6. A.a.s. D(n,mZ) has a rainbow arborescence with n2/3 many vertices, rooted
at vertex u which uses only colours from C ′.
Proof. As mentioned, we will actually show that this statement holds at time m− for all
dangerous vertices, of which u is one. For each dangerous vertex w we can do the following.
Let B initially be the set of vertices which are not good, (that is, those which have deg−C′(v) <
43ε logn) so |B| ≤ n
ε logn
by Lemma 2.2. As we proceed, we will want to ignore certain vertices
and we will move them into B. Note that some of the dangerous vertices might be in B
(but that does not affect our argument). Let T be the remaining good vertices that are
not dangerous. By Claims 2.3(iii) and 2.4, w has at least ε logn many out-neighbours with
distinct colours from C ′. Let C ′′ be a set of precisely ε logn of these colours and let S be the
corresponding out-neighbours. Move from T to B any vertex which is incident to an edge
with a colour from C ′′. Then by Claim 2.3(i), we have removed at most O(log2 n) vertices
from T . We may now repeatedly apply Claim 2.5 to find edges from S to T with new colours.
After each application of Claim 2.5, we replace S by the set of heads of the newly found
edges and we move from T to B all vertices incident to an edge with the same colour as any
of the new edges. We stop when we have first accumulated at least n2/3 vertices. At most
O(n2/3 log n) = o(n) many vertices are removed from T and thus we always have |T | ≥ n/2.
Each application of Claim 2.5 multiplies the number of vertices in our arborescence by a
factor of Ω (ε logn) = Ω(log logn), so we apply it O(logn/ log log log n) = O(logn) many
times (to each of O(log9 n) dangerous vertices). We succeed a.a.s. by the union bound since
Claim 2.5 holds with probability 1− exp (−Ω(log2 log n)) and
O(log10 n exp
(−Ω(log2 logn))) = exp (−Ω(log2 logn)) = o(1).
The proof of the lemma is finished. 
Now we expose the n − 1 edges we reserved at the beginning, associated with mapping
colours. In the digraph induced by these n−1 edges, every vertex has in-degree 1 except for
the root, which has in-degree 0. Thus if we randomly put an extra edge pointing to the root,
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we have a “loop-less random mapping” (which is actually independent from the arborescence
we have built so far).
We call the reader’s attention to a few small but important points. First, a random
mapping is ordinarily thought of as a digraph where each vertex chooses a random out-
neighbour. We have the reverse situation. Each vertex is choosing a random in-neighbour.
Second, a pure random mapping allows vertices to map to themselves, i.e. allows self-loops.
We have no loops in our situation. However, in a random mapping, the number of loops is
asymptotically distributed as Poisson with mean 1. Thus with probability bounded away
from 0, a random mapping has no loops and any properties which hold a.a.s. for random
mappings also hold a.a.s. for loop-less random mappings.
We now consider the so called “inverse epidemic process” (See [12] or Section 14.5 in [4]).
The process is as follows: suppose that m members of a population are initially infected
with a disease. The disease spreads to other vertices along the edges of a random mapping
in the reverse orientation. Note that for us, since our mapping edges are already reversed,
this means that the disease is spreading along our digraph edges in the forward direction.
We would like to apply a result of Burtin [7]. The result implies that if x = n2/3 vertices
are initially infected, and η is the random variable for the number of eventually infected
vertices, then
(
x
n
)2
(n − η) is a.a.s. less than any function going to infinity with n, say
n1/6. So all but at most, say n5/6 vertices total are eventually infected. We let our initially
infected set, A, be the vertices in the arborescence we found of size n2/3. The eventually
infected vertices are in the same component as the root vertex. Denote the eventually
infected vertices as MI and the uninfected vertices as MU . First, we would like to show
that a.a.s. MU contains no dangerous vertices. Since our random mapping is independent
of A, we have that any vertex in V \ A is equally likely to be in MU and this probability is
|MU |/|V \ A| = O
(
n5/6/(n− n2/3)) = O(n−1/6). Thus the expected number of dangerous
vertices in MU is O(log
9 n · n−1/6) = o(1) and so a.a.s. MU contains no dangerous vertices.
Now, it is well known and easy to see that a.a.s. there are O(logn) many cycles in a
random mapping. Here we consider double edges to be cycles and note that each component
of the digraph induced by the mapping edges is unicyclic. We arbitrarily remove one edge
from each cycle to get O(logn), many arborescence components, each with its own “root”.
Our goal is to show that we can connect the large component MI to the small arborescence
components, whose vertices comprise MU .
Note that since there are O(log9 n) dangerous vertices, each incident to at most 10 logn
colours, there are at least 5εn− O(log10 n) special, non-mapping colours. We will use these
colours to connect the big component to the small ones. Recall that so far we have exposed
all regular edges, as well as the in-degrees in special edges of the dangerous vertices (and
these are the only special in-degrees which have been revealed). Suppose A1 is a small
arborescence component (contained in MU) and suppose its root is u1. To connect the large
component to A1, we search for an edge whose tail is anywhere in MI , whose head is u1,
and whose colour has not yet been used. Since no vertex of MU is dangerous, u1’s special
in-degree is unrevealed. If we find a special edge from the large component to u1, we add it
to the arborescence (and discard that colour from future use). We will attempt to do this
for O(logn) many small components. Hence, at most O(logn) colours are discarded this
way, and since each colour appears on at most 10 logn edges, at most O(log2 n) edges are
discarded. A.a.s. there are at least (5−o(1))εn logn many edges in the set of eligible colours
when we start exposing edges, so there are at least 4εn logn edges to use each time. Also, by
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Claim 2.3(ii) we may assume that no vertex (and so none of the roots) has in-degree more
than 10 logn. So when we look for our random special edge going to a particular root, there
are at most 10 logn possibilities forbidden by our conditioning. Thus if there are x many
small components that remain to be connected to the giant, then the probability that any
of them fail to connect is at most
x
(
1− n− n
5/6 − 10 logn
n(n− 1)
)4εn logn
≤ x
(
1− 1
2n
)4εn logn
≤ x exp {−2ε logn} = x
log2 n
= o(1),
since x = O(logn). This finishes the proof of Theorem 1.1.
3. Conclusion and open questions
Our result, Theorem 1.1, is tight in one sense in that the hitting time is correct in terms
of the structure of the digraph. It would be of interest to see precisely how many colours
we need to choose from to get this result. Can we find the precise hitting time if we only
have n − 1 colours? Suppose we want a rainbow copy of some specific spanning tree, for
example, a directed Hamilton path. How many random edges and colours are needed? How
many edge disjoint rainbow spanning trees (respectively, arborescences) can we pack into
Gn,m (respectively, Dn,m)?
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