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ABSTRACT
This dissertation develops a second order accurate approximation to the magnetic
resonance (MR) signal model used in the PARSE (Parameter Assessment by Retrieval
from Single Encoding) method to recover information about the reciprocal of the spin-
spin relaxation time function (R∗2) and frequency offset function (ω) in addition to
the typical steady-state transverse magnetization (Mxy0) from single-shot magnetic
resonance imaging (MRI) scans. Sparse regularization on an approximation to the
edge map is used to solve the associated inverse problem. Several studies are carried
out for both one- and two-dimensional test problems, including comparisons to the
first order approximation method, as well as the first order approximation method
with joint sparsity across multiple time windows enforced. The second order accurate
model provides increased accuracy while reducing the amount of data required to
reconstruct an image when compared to piecewise constant in time models. A key
component of the proposed technique is the use of fast transforms for the forward
evaluation. It is determined that the second order model is capable of providing
accurate single-shot MRI reconstructions, but requires an adequate coverage of k-
space to do so. Alternative data sampling schemes are investigated in an attempt to
improve reconstruction with single-shot data, as current trajectories do not provide
ideal k-space coverage for the proposed method.
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Chapter 1
INTRODUCTION
Conventional magnetic resonance imaging (MRI) relies on the assumption that the
signal acquired does not decay or precess due to any reason other than the effects of
the applied gradient fields. This oversimplification of the physical phenomenon ne-
cessitates a short period of time where data can be acquired due to the fact that any
significant decay of the signal is not modeled. As the data acquisition window is short,
it must be followed by a rest period where the transverse magnetization is allowed to
recover and then the sequence is repeated, which is referred to as a saturation-recovery
sequence. While there are techniques available to minimize downtime between each
data acquisition, this becomes a time consuming procedure. Further, neglecting sig-
nal relaxation and off-resonance, while convenient for the sake of the model, ignores
potentially useful information that could be used to speed up data acquisition and
enhance imaging. For longer echo time scans, such as echo-planar, ignoring suscepti-
bility and decay effects can result in geometric distortion.
Parameter Assessment by Retrieval from Single Encoding (PARSE) was devel-
oped to incorporate the signal relaxation and off-resonance effects that are neglected
in conventional MRI [2, 32, 36]. As PARSE is a time dependent method, it lends itself
well to longer single-shot data acquisition techniques. Dynamic imaging applications
such as functional MRI (fMRI) are examples where Single-Shot PARSE (SS-PARSE)
performs well, as overall data acquisition times are shortened allowing for more rapid
collections of a complete data set. Additionally, SS-PARSE has improved the ability
to map R∗2 for blood-oxygen-level-dependent (BOLD) fMRI by eliminating simplify-
ing assumptions required in conventional techniques such as a constant transverse
1
magnetization or knowledge of previous information from a previous scan at the cost
of increased computation time [33]. Traditionally, the PARSE model has relied upon
a nonlinear optimization routine to solve the inverse problem. In this dissertation we
present a second order accurate model for solving the PARSE inverse problem with
the help of `1 regularization of an edge map. Finally, we point out that the model pro-
posed here can be evaluated using non-uniform Fast Fourier Transforms (NUFFT), a
critical feature that makes the recovery strategy computationally efficient.
This dissertation is organized as follows. In Chapter 2, background information
is provided on the PARSE method, Polynomial Annihilation, and the optimization
algorithm used in this dissertation. In Chapter 3, the proposed second order approx-
imation, solving methods, and results in one dimension are discussed. In Chapter
4, results for the method in two dimensions are provided. The need for alternative
sampling schemes in k-space is demonstrated, and alternative sampling trajectories
are discussed along with considerations for use with living subjects. A method for
improving the recovery of Mxy0 is proposed, and the resulting recoveries are shown.
In Chapter 5, some concluding remarks are made.
Finally, the main contributions of this dissertation are summarized as follows:
• A second order linearization of the PARSE model is proposed.
• The inverse problem is efficiently implemented by combining `1 regularization
on edge maps, fast evaluation using non-uniform fast Fourier transforms, and
efficient convex optimization.
• The algorithm is tested and shown to compare favorably to previously proposed
techniques in several numerical experiments.
• Parameter selection and noise sensitivity are investigated.
2
• Alternative data collection strategies (k-space trajectories) are discussed, in-
cluding analyses of associated gradient strengths and slew rates that limits
their practical use in clinical settings.
3
Chapter 2
BACKGROUND INFORMATION
2.1 The PARSE Method
Conventional MRI simplifies the model for signal acquisition in such a way that is
not conducive to account for any short-term temporal variations; that is, the signal
is treated as the Fourier transform of the transverse magnetization at the instant
the data is sampled. This is, of course, a simplification of the fact that the signal
is continuously decaying throughout the data acquisition process [32]. The PARSE
technique is an attempt to rectify that oversimplification with a model that accounts
for signal decay over time. Instead of the signal being composed of data points in
k-space, the PARSE method models the signal as being composed of data points
in (k, t) space. As the model now decays in time, it allows for estimation of the
frequency and decay parameters in addition to the initial transverse magnetization,
which is accomplished by finding a suitable solution to the inverse problem associated
with the MR signal equation,
s(k, t) =
∫
Mxy0(~x)e
−
(
R∗2(~x)+iω(~x)
)
te−2pii
~k(t)~xd~x. (2.1.1)
Here, Mxy0 is the initial transverse magnetization, R
∗
2 is 1/T
∗
2 , and ω is the frequency
offset while ~k(t) is the sampling trajectory in k-space. It should be noted that T2 is the
the time it takes for the transverse magnetization to theoretically decay to 67% of the
original magnetization in the absence of any field inhomogeneities. This time constant
is intrinsic to the material, and is often referred to as the ‘true’ spin-spin relaxation
time. In practice, the time constant is much shorter than would be expected purely
4
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Figure 2.1: Rosette Trajectory
based on natural molecular processes, and this ‘observed’ T2 is referred to as T
∗
2 . The
difference between the two arises from defects in the magnet itself or field distortions
from magnetic susceptibility of tissue and/or other materials in the magnetic field,
and the resulting T ∗2 is always less than or equal to T2.
The sampling pattern primarily used in this dissertation is the rosette-type tra-
jectory ~k(t) =
(
kx(t), ky(t)
)
given by
kx(t) = kmax cos(ω1t) cos(ω2t), ky(t) = kmax cos(ω1t) sin(ω2t), (2.1.2)
where ω1 is the rapid oscillation frequency, and ω2 is the rotational frequency. Figure
2.1 shows a rosette-type trajectory in k-space, with ω1 = 3576.7 and ω2 = 3967.9
as used in this dissertation. Let Nres × Nres be the size of the reconstruction grid,
and FOV be the field of view. Then, kmax =
Nres
2×FOV . While spiral and Cartesian
trajectories are common trajectories, the rosette-type trajectory is chosen in this case
for its superior off-resonance properties and sensitivity to temporal evolution of both
the magnetic phase and amplitude due to the multiple crossings of k = 0 [25, 33].
Define Tacq as the total data acquisition time, and define tdwell as the collection time
for each individual sampled data point. Then, the MR signal s(t) defined in (2.1.1)
is sampled m times at tj = (j − 1)tdwell with j = 1, ...,m.
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As the PARSE model accounts for the time-based evolution of the signal, longer
data acquisition times are feasible. However, solving the inverse problem associated
with the model has proven to be difficult. In early SS-PARSE methods, the solution
to inverse problem was obtained using a non-linear optimization method. A recent
paper [2] has attempted to make this solution easier to obtain by replacing the non-
linear signal equation (2.1.1) with a constant approximation to the exponential term
eA(~x)t, and then exploiting sparsity in the edge map using an optimization routine
with a penalty applied to the edge map approximated by a polynomial annihilation
operator. This will be further discussed in Section 2.3. The next section will discuss
Polynomial Annihilation, an edge detection method employed in this dissertation to
enforce sparsity in the edge map.
2.2 Polynomial Annihilation Edge Detection from Physical Data
Consider a one-dimensional piecewise continuous function f defined from [−1, 1]→
R. Assume that f has well defined one-sided limits f(x±) at any point x in its do-
main. Define the set of jump discontinuities in f by J = {ξ : −1 ≤ ξ ≤ 1}, where ξ
is a point of discontinuity. We now define the jump function as
[f ](x) = f(x+)− f(x−) =
 0 y 6= ξ[f](ξ) y = ξ
The mth order polynomial annihilation method, [4], approximates the jump function
[f ](x) from its grid points, described as follows.
Suppose that f is known at a finite set of N discrete points, {f(xj)}Nj=0. For each
point xj in the domain of f , we identify a stencil Sx of the closest m1 =
(
m+1
1
)
1
1For the general d-dimensional polynomial annihilation (PA) method, md is given asmd =
(
m+d
d
)
.
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points to xj, where m < N − 1. Let
S+x = {xj ∈ Sx : xj ≥ x}
and define the normalization coefficients qm(x) as
qm(x) =
∑
xj∈S+x
cj(x). (2.2.1)
Let, pi(x), i = 1, ...,m1 be a basis for Πm, the space of m degree polynomials, and
choose the annihilation coefficients cj(x) such that∑
xj∈Sx
cj(x)pi(xj) = p
(m)
i (x), i = 1, ...,m1. (2.2.2)
The mth order polynomial annihilation method is then given by
Lmf(x) =
1
qm(x)
∑
xj∈Sx
cj(x)f(xj)→ [f ](x). (2.2.3)
As shown in [4], in smooth regions where [f ](x) = 0 and can be well approximated
by a polynomial, the polynomial annihilation method converges to the true jump
function as Lmf(x) = [f ](x) + O(h(x)
m), where h(x) is the largest distance between
neighboring gridpoints. Conversely, if x = ξ is a jump discontinuity, then Lmf(ξ) =
[f ](ξ) +O(h(x)) (for proof, see [4]).
To demonstrate the effectiveness of (2.2.3), consider
f(x) =
 e
x x < 0
−e−xcos(3pix) x ≥ 0
, [f ](0) = −2
shown in Figure 2.2a. Figure 2.2b shows the results for the polynomial annihilation
method, Lmf(x), for m = 2, ..., 5, using Legendre polynomials in (2.2.2). As previ-
ously noted, the convergence of (2.2.3) in smooth regions is faster for larger values of
m. As the order increases, however, the information in the cells next to the jump dis-
continuities becomes more ‘de-localized,’ resulting in oscillations. A better solution
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can be obtained by post-processing. For example, the minmod function, which is of-
ten used to dampen oscillations in numerical solutions of partial differential equations
containing shocks, was successfully applied in [4, 16] to distinguish between true and
false edges. Specifically, given a finite set of positive integers M ∈ N, we have
MM (LMf(x)) =

minm∈M Lmf(x) if Lmf(x) > 0 ∀m ∈M
maxm∈M Lmf(x) if Lmf(x) < 0 ∀m ∈M
0 otherwise.
(2.2.4)
We will refer to (2.2.4) as minmod post-processing. Figure 2.2c displays the use of
minmod post-processing for (2.2.3) using M = {2, ..., 5}. Note that minmod post-
processing is not employed in this paper, but could potentially be included at greater
computational cost. The polynomial annihilation method finds discontinuities as a
cell value between the given gridpoints. As such, the resolution of the method suffers
in regions where the gridpoints are more spread out. This is evident in Figure 2.2c.
The Legendre points have the largest space between gridpoints in the middle of the
domain, which is right where the jump discontinuity is. As we will be reconstructing
on gridpoints of our choosing, we will choose evenly spaced gridpoints in physical
space which will mitigate this issue. Further, in the case of evenly spaced gridpoints
the PA method is equivalent to a kth order finite difference.
Now, consider a function f which is a piecewise continuous function defined from
Ω = [−1, 1] × [−1, 1] → R, again known only on a finite subset of gridpoints xj,
j = 1, ..., N , where xj is now a two-dimensional vector (x1, x2). While the Polynomial
Annihilation Method is fundamentally a multidimensional edge detection method (see
[4]), for computational efficiency a linear combination of two one-dimensional line-by-
line approaches is applied instead. That is, let Lmx be the matrix associated with the
PA method applied in the x-direction, and similarly let Lmy be the matrix associated
with the PA method applied in the y-direction. Then, let Lm =
[
λ1Lmx
λ2Lmy
]
be the two-
8
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Figure 2.2: Polynomial Annihilation in One Dimension
dimensional PA matrix used in this dissertation. In practice, λ1 = λ2, but there is
nothing requiring this to be the case.
2.3 Piecewise Constant Approximation with Sparse Regularization
With the recent rise in popularity of compressed sensing (CS), the ideas utilized
by CS were applied to MRI. It has been shown that as long as an image exhibits
transform sparsity, and as long as any artifacting that results from undersampling
is incoherent, the image can be suitably recovered from randomly undersampled fre-
quency data [8, 12], and these ideas have been applied to MRI in [17, 23, 31]. Sparse
regularization techniques have been used recently to improve recovery of undersam-
pled Fourier data using the PA transform from Section 2.2, as the PA transform
9
yields an approximation to the edge map, and the edge map is expected to be sparse
[2, 3, 34]. If the exponential decay term e−
(
R∗2(~x)+iω(~x)
)
t in (2.1.1) is approximated as
a constant, then the PARSE method is simplified to a Fourier transform which allows
for the leveraging of these techniques. For convenience, we will define
A(~x) = −(R∗2(~x) + iω(~x)).
In a technique proposed in [2], the large data acquisition is broken up into multiple
smaller time windows, creating multiple individual time-slice images, in an attempt
to effectively use this piecewise constant approximation while still allowing for the
decay of the signal across the windows to be modeled. Let W1, ...,WM ,M << m be a
set of time windows. Let ti = {t1, ..., tm} ∩Wi, i = 1, ...,M be the set of times in the
ith window. We then consider fˆi = {s(tj) : j ∈ Wi} as the (k, t)-space approximation
data for the approximation for the ith time window, given by
fi(~x) ≈Mxy0(~x)eA(~x)t. (2.3.1)
Taking the log of both sides of (2.3.1) gives
log(fi) = log(Mxy0)− τiR∗2 − iτiω, i = 1, ...,M. (2.3.2)
In [2], this was done with τi as the midpoint of the ith time window, Wi. As this
dissertation uses a linear approximation rather than a constant approximation, τi
becomes a vector centered at the midpoint of Wi. A least squares fit is done pixel-
by-pixel to recover Mxy0, R
∗
2, and ω. An algorithm is provided in [2] and a slightly
modified version (to account for the linear approximation to come in Section 3.1) is
included here for completeness in Algorithm 1.
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Algorithm 1 Recovery of Parametric Maps
Input: time-slice images f1,...,fM , window centers τ1, ..., τM
Output: parametric maps Mxy0,R
∗
2,ω
for i = 1 : Nres, l = 1 : Nres do
construct a set of vectors ~τ1, ..., ~τM around τ1, ..., τM (for piecewise constant just
use τ1, ...τM)
Solve the least squares problems
log(Mij)− τkRij = <(log(fk)ij), k = 1, ...,M,
τkωij = =(log(fk)ij), k = 1, ...,M,
end for
Set Mxy0 = {Mij},R∗2 = {Rij}, and ω = {ωij}.
What remains is to find a suitable method for recovering the time-slice images f1,...,fM .
Given the PARSE signal equation (2.1.1), one wishes to obtain a solution to the in-
verse problem by finding an optimal solution to the minimization problem
argmin
Mxy0,R∗2 ,ω
∥∥∥∥s(k, t)− ∫ Mxy0(~x)e−(R∗2(~x)+iω(~x))te−2pii~k(t)~xd~x∥∥∥∥2 (2.3.3)
at each time-slice fk. In an attempt to linearize e
A(~x)t, [2] suggests the constant
approximation within each window
eA(~x)t ≈ eA(~x)t¯,
where t¯ is the midpoint of the window Wi with respect to time. The signal equation
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(2.1.1) for each time-slice image becomes
s(k, t) =
∫
Mxy0(~x)e
A(~x)te−2pii
~k~xd~x
≈
∫
Mxy0(~x)e
A(~x)t¯e−2pii
~k~xd~x
=
∫
N(~x)e−2pii
~k~xd~x
= F(N(~x)),
where N(~x) = Mxy0(~x)e
A(~x)t¯ is a constant approximation to Mxy0e
A(~x)t. As this is now
just a Fourier transform problem for each time-slice image, techniques from [3, 34]
are used to solve an approximation to (2.3.3):
argmin
N
‖s(k, t)−F(N(~x))‖22 + λ ‖LmN(~x)‖1 . (2.3.4)
In the next section we discuss optimization techniques used to solve the inverse prob-
lem associated with equation (2.3.4).
2.4 HOTV Optimization
Consider the traditional compressed sensing problem with `1 regularization:
min
u
∑
i
‖Tiu‖1 s.t. Au = b, (2.4.1)
with u ∈ Rn, with Ti a sparse transform of u at the ith pixel, in our case the PA
transform defined in Section 2.2. Here, b ∈ Rm is the observation of u via some
linear measurements with the measurement matrix A ∈ Rm×n, (m < n). While this
is difficult to solve directly due to the non-differentiability of Tiu and non-linear
dependence of the solution on the data, an effective alternating direction algorithm
based on the augmented Lagrangian was developed by Li in [21, 22]. A brief review
of the method will be provided here for completeness.
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Consider a general constrained minimization problem:
min
x
f(x) s.t. h(x) = 0, (2.4.2)
where h is a vector valued function and f, h are differentiable. It is well known that
the first-order optimality conditions for (2.4.2) are
∇xL(x, λ) = 0,
h(x) = 0,
(2.4.3)
where L(x, λ) = f(x)−λTh(x) is the Lagrangian function of (2.4.2). Provided (2.4.2)
is convex, then the optimality conditions (2.4.3) are both necessary and sufficient. A
minimizer x∗ to (2.4.2) must be both a feasible point of the constraints as well as a
stationary point of the Lagrangian function, thus x∗ also solves
min
x
L(x, λ) s.t. h(x) = 0. (2.4.4)
In 1943, Courant [11] proposed a quadratic penalty method which replaced the
constraint with a quadratic penalty term which was a square of the constraint viola-
tion with the multiplier. While this approach is widely used due to its simplicity, it
requires multipliers to go to infinity to guarantee convergence which can cause prob-
lems with numerical conditioning. Hestenes and Powell later independently proposed
an augmented Lagrangian method which introduced a quadratic penalty term to the
traditional Lagrangian function in 1969 [18, 27] which relaxes the requirement of the
multipliers going to infinity, thus avoiding ill-conditioning problems. We write
LA(x, λ;µ) = f(x)− λTh(x) + µ
2
h(x)Th(x). (2.4.5)
Equation (2.4.4) can then be rewritten in terms of the augmented Lagrangian:
min
x
f(x)− λTh(x) + µ
2
h(x)Th(x). (2.4.6)
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To implement the augmented Lagrangian method iteratively, the multiplier λ is
fixed at the current estimate λk and the parameter µ is fixed to µk > 0 at the kth
iteration. We minimize LA(x, λk;µk) with respect to x and denote the minimizer
xk+1. In [18, 27], Hestenes and Powell proposed
λk+1 = λk − µkh(xk+1) (2.4.7)
as an update method for the multipliers from iteration to iteration, and proved the
convergence of λk to λ∗, the true multiplier. The iterative Augmented Lagrangian
method is summarized [21, 24] in Algorithm 2.
Algorithm 2 Augmented Lagrangian Method
Input: tolerance tol, starting point x0
Output: estimates to x∗, λ∗
while
∥∥∇L(xk, λk)∥∥ >tol do
Setxk+10 = x
k
Find minimizer xk+1 of LA(x, λk;µk) starting from xk+10
and terminating when
∥∥∇LA(x, λk;µk)∥∥ ≤ tol
Update multiplier λk+1 using (2.4.7)
Choose new penalty prameter µk+1 ≥ µk
end while
Rather than minimizing (2.4.1) directly, consider an equivalent problem:
min
u,wi
∑
i
‖wi‖1 s.t. Au = b, Tiu = wi. (2.4.8)
The corresponding augmented Lagrangian function is then
LA(wi, u, λ, νi) =
∑
i
( ‖wi‖1 − νTi (Tiu− wi) + βi2 ‖Tiu− wi‖22 )
− λT (Au− b) + µ
2
‖Au− b‖22 .
(2.4.9)
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We can now use Algorithm 2, and update νi and λ as long as (2.4.9) is minimized at
each step. Similar to (2.4.7), we update
ν˜i = νi − βi(Tiu∗ − w∗i ) for all i
λ˜ = λ− µ(Au∗ − b)
(2.4.10)
where u∗ and w∗i are the true minimizers of (2.4.9. As (2.4.8) is still convex, Bertsekas
[6, 7] guarantees convergence when applying the augmented Lagrangian method. We
now solve (2.4.1) by minimizing (2.4.9) at each iteration. However, it is difficult to
solve the sub-problem directly due to the non-differentiability and non-linearity of
the objective function.
Li proposed an an alternating minimization method to solve the sub-problem
iteratively rather than directly [21] . Consider the sub-problem
min
u,wi
∑
i
( ‖wi‖1 − νTi (Tiu− wi) + βi2 ‖Tiu− wi‖22 )
− λT (Au− b) + µ
2
‖Au− b‖22 .
(2.4.11)
In 1955, Peaceman and Rachford proposed an alternating direction method to deal
with parabolic and elliptic differential equations [26]. Li uses this technique to sepa-
rate the sub-problem (2.4.11) into further sub-problems: one involving an optimiza-
tion of w and one involving the optimization of u. Conveniently, it is determined that
the w sub-problem can be separated with respect to wi and, further, each separated
problem has a closed form solution as follows.
Suppose uk and wi,k are the approximate minimizers of (2.4.9) at the kth iteration,
which refers to the inner iteration solving the sub-problem. Then, if uj and wi,j are
known for all j = 0, 1, ..., k, we find wi,k+1 by the w sub-problem
min
wi
∑
i
(‖wi‖1 − νTi (Tiuk − wi) +
βi
2
‖Tiuk − wi‖22). (2.4.12)
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In [21], Li shows that the closed form solution 2 to this w sub-problem is
wi,k+1 = max
{|Tiuk − νi
βi
| − 1
βi
, 0
}
sgn(Tiuk − νi
βi
). (2.4.13)
With wi,k+1 solved for explicity, uk+1 can be achieved by solving the u sub-problem:
min
u
Qk(u) ,
∑
i
(−νTi (Tiuk − wi,k+1) +
βi
2
‖Tiuk − wi,k+1‖22)
− λT (Au− b) + µ
2
‖Au− b‖22 .
(2.4.14)
While an exact minimizer ofQk(u) can be found by forcing the gradient to be zero and
solving, computing an inverse or psuedoinverse is numerically inefficient and indeed
impractical to implement. Instead, a solution to (2.4.14) is found iteratively using a
one-step steepest descent method:
uk+1 = αkdk(u(k)) (2.4.15)
In 1988, Barzilai and Borwein suggested an aggressive choice for step length for the
steepest descent method based on the two previous iterates which was shown to
achieve superlinear convergence, called the BB step [5, 28]. As the one-step steepest
descent method cannot provide two iterates, uk and uk−1 are used to derive the BB-
like step,
αk =
sTk sk
sTk yk
, (2.4.16)
where sk = uk−uk−1 and yk = dk(uk)−dk(uk−1). For step validation, a nonmonotone
line search algorithm from Zhang and Hager is used [35]. The nonmonotone line search
algorithm requires that the nonmonotone Armijo condition,
Qk(uk − αkdk(uk)) ≤ Ck − δαkdT (uk)dk(uk), (2.4.17)
2The result chosen is for ‖.‖1, but Li also provides a result for ‖.‖2.
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must be satisfied at each iteration. The Ck are defined as a weighted average of
function values:
Pk+1 = ηPk + 1, Ck+1 =
(ηPkCk +Qk(uk+1))
Pk+1
. (2.4.18)
Here δ and η are chosen to be between 0 and 1. Algorithm 3 is provided to minimize
(2.4.9) [21].
Algorithm 3 Alternating Minimization Scheme
Initialize 0 < δ, ρ, η < 1 and starting points wi,0, u0
Set Q0 = 1 and C0 = LA(wi,0,u0)
while inner stopping criteria unsatisfied do
Compute wi,k+1 by way of (2.4.13)
Set αk through BB-like formula (2.4.16)
while nonmonotone Armijo condition (2.4.17) unsatisfied do
Backtrack αk = ραk
end while
Compute uk+1 by one-step steepest descent method (2.4.15)
Set Ck+1 according to (2.4.18)
end while
What remains is to select appropriate inner stopping criteria. In [21], Li suggests
two optional ways: 1) ‖∇LA(wi,k, uk)‖2 is sufficiently small, or 2) relative change
‖uk+1 − uk‖2 is sufficiently small. Finally, we can combine the Augmented Lagrangian
Method with the Alternating Minimization Scheme to get Algorithm 4, what Li calls
TVAL3, which efficiently optimizes (2.4.1).
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Algorithm 4 TVAL3
Initialize ν0i , β
0
i , λ
0, µ0, and starting points w0i , u
0 for all i
while outer stopping criteria unsatisfied do
Set wk+1i,0 = w
k and uk+10 = u
k
Find minimizers wk+1i and u
k+1 of 2.4.9 by means of Algorithm 3, starting from
wk+1i,0 and u
k+1
0
Update multipliers νk+1i and λ
k+1 using (2.4.10)
Choose new penalty prameters µk+1 ≥ µk and βk+1i ≥ βki
end while
Once more, what remains is to choose appropriate outer stopping criteria. Li
[21] once again suggests one of two methods: 1) optimality conditions of (2.4.8) are
approximately achieved, or 2) relative change
∥∥uk+1 − uk∥∥
2
is sufficiently small. This
dissertation uses an adaptation of the TVAL3 algorithm (originally by Li, [21]) written
by Sanders [29, 30]. Li’s TVAL3 algorithm used TV regularization, while Sanders
generalized that to use PA regularization, for which PA of order 1 corresponds to TV
regularization.
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Chapter 3
LINEAR MODEL AND ONE-DIMENSIONAL APPLICATION
3.1 Development of Second Order Time-Dependent Linear Model
3.1.1 Second Order Approximation
Given the PARSE method described in Section 2.1, the goal is the recovery of
Mxy0(~x), R
∗
2(~x), and ω(~x) from single-shot MR data. In order to do this, one must
find a solution to the inverse problem defined in (2.3.3). One of the drawbacks of the
original PARSE methods was that in order to find a solution to the above inverse
problem, nonconvex optimization was required. This has two significant drawbacks,
the first of which is the computational cost associated with arriving at a solution. The
inverse problem was solved via a modified conjugate gradient search in [32, 33]. As a
result of the nonlinearity, FFTs or NUFFTs cannot be used, requiring approximations
to integrals to be performed at each step of the optimization routine. The second
issue is that there is no guarantee that a minimizer found will be a global minimum.
As discussed in Section 2.3, work has been done to approximate the exponential
term eA(~x)t with a constant function [2]. As described in Section 2.1, this was done
over multiple time windows to get information about signal decay. This method
provides the desired linear optimization, but represents an extreme oversimplification
in an attempt to improve the computational aspect of the method. Here, we propose
an alternative linear model (and with it the use of FFTs/NUFFTs) that retains some
additional complexity, which should allow for a better model of time-based signal
decay by letting eA(~x)t be approximated by a first order Taylor expansion. That is,
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let
eA(~x)t ≈ I + A(~x)t.
Then, our signal equation (2.1.1) becomes
s(k, t) =
∫
Mxy0(~x)e
A(~x)te−2pii
~k~xd~x
≈
∫
Mxy0(~x)(I + A(~x)t)e
−2pii~k~xd~x
=
∫
Mxy0(~x)e
−2pii~k~xd~x+ t
∫
Mxy0(~x)A(~x)e
−2pii~k~xd~x
=
∫
Mxy0(~x)e
−2pii~k~xd~x+ t
∫
N(~x)e−2pii
~k~xd~x
= F(Mxy0(~x)) + tF(N(~x)),
where N(~x) = Mxy0(~x)A(~x). We wish to find a solution to the inverse problem
argmin
Mxy0,N
‖s(k, t)−F(Mxy0(~x)) + tF(N(~x))‖2 .
We will use `1 regularization techniques presented in [2, 3, 23], so we wish to find
Mxy0(~x) and N(~x) that minimize
argmin
Mxy0,N
‖s(k, t)−F(Mxy0(~x))− tF(N(~x))‖22 + λ1 ‖LmMxy0(~x)‖1 + λ2 ‖LmN(~x)‖1 .
(3.1.1)
Note that Lm is the Polynomial Annihilation operator defined in Section 2.2.
3.1.2 Centering the Linear Approximation
The Taylor approximation proposed in 3.1.1 creates a tangent line approximation
to the exponential decay term centered around the beginning of the interval. For
increased accuracy, we choose to center the approximation in the middle of the in-
terval. To further improve the approximation, we divide the larger data collection
interval into windows as described in Section 2.1. Consider a time interval Wi with
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time width 2∆t. Let t¯ be the center of this window with respect to time, and let
t ∈ [t¯−∆t, t¯+ ∆t]. Then define τ as
τ = t− t¯, (3.1.2)
with τ ∈ [−∆t,∆t]. We then rewrite our linear approximation centered around t¯ as
eA(~x)t = eA(~x)(t¯+τ)
= eA(~x)t¯eA(~x)τ)
≈ eA(~x)t¯(I + A(~x)τ)
This gives
s(k, t) =
∫
Mxy0(~x)e
A(~x)te−2pii
~k~xd~x
=
∫
Mxy0(~x)e
A(~x)(t¯i+τ)e−2pii
~k~xd~x
≈
∫
Mxy0e
A(~x)t¯i(I + A(~x)τ)e−2pii
~k~xd~x
=
∫
Mi(~x)e
−2pii~k~xd~x+ τ
∫
Mi(~x)A(~x)e
−2pii~k~xd~x
=
∫
Mi(~x)e
−2pii~k~xd~x+ τ
∫
Ni(~x)e
−2pii~k~xd~x
= F(Mi(~x)) + τF(Ni(~x)),
where Mi(~x) = Mxy0(~x)e
A(~x)t¯ and Ni(~x) = Mi(~x)A(~x). Now, we have an associated
optimization problem for each window Wi, given by
argmin
Mi,Ni
‖s(k, t)−F(Mi)(~x))− τF(Ni(~x))‖22 + λ1 ‖LmMi(~x)‖1 + λ2 ‖LmNi(~x)‖1 .
(3.1.3)
As this requires optimization over two variables, we will adapt previous methods to
attempt recovery of Mi and Ni.
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3.2 Numerical Results in One Dimension
3.2.1 Signal Equation Approximation in One Dimension
As we are interested in applying the method to a known one-dimensional function,
we must emulate sampled data by evaluating the signal equation (2.1.1). In two
dimensions this will be a more challenging task, but in one dimension we can model
our desired functions with Chebfun [13], which then allows us to compute the desired
integrals accurate to machine precision. We have three test functions for which we
are attempting to recover Mxy0, R
∗
2, and ω. All data used is noisy, with noise being
modeled as Gaussian white noise with a signal-to-noise ratio (SNR) of 40. The first
function is intended to be a realistic model of values that might be collected from a
brain scan, with values of M,R∗2, and ω chosen appropriately to represent different
tissues/fluids that might be present. The next two functions get successively more
complicated, with one being piecewise linear rather than piecewise constant, and the
third having non-linear sections as well as jumps in different physical locations for
M,R∗2, and ω. Data was taken with different total data acquisition times (Tacq = .0115
or Tacq = .05). The sampling trajectory is given by
k(t) = <[kmax sin(ω1t)eiω2t]. (3.2.1)
Here, ω1 = 15550.869 and ω2 = 17251.739, and kmax = 3.333. While these angular
frequencies ω1 and ω2 are beyond the capability of current MR scanners, this is fine
for initial simulations and more typical angular frequencies are demonstrated later.
The dwell time for each data sample to be taken is tdwell = 3 × 10−6 for both cases
of Tacq. For each of the second two functions, masking is performed at pixels where
Mxy0 is determined to be below a threshold value.
22
3.2.2 Solving Methods
We will attempt two separate methods of recovery via optimization. The first
method used to find a solution to (3.1.3) is an iterative approach, while the second
is a simultaneous solving procedure intended to solve for both Mi and Ni in a single
optimization. For the iterative approach, we first assume Ni is zero initially to recover
an approximation to Mi. Note that assuming Ni is zero is equivalent to finding Mi
from a piecewise constant approximation, as was done in [2]. After we have an initial
approximation to Mi, we hold it constant and optimize for Ni. We then use this
value to replace the initial zero value of Ni, use it to improve our approximation
to Mi, and iterate. Algorithm 5 summarizes this procedure. Results of this are
shown in Figure 3.1. As can be seen, while still doing better than the first order
approximation, the results left a bit of room for improvement; there is a good amount
of over/undershoot near the jumps of both the R∗2 and ω functions. Further and
perhaps more importantly, the method is computationally expensive due to the need
to perform two optimizations for each iteration, and a few iterations need to be done
for each chosen window. As a result, we quickly move to pursue a second method
with the intent of simultaneously solving for both Mi and Ni.
With the intent of solving for both Mi and Ni simultaneously, equation (3.1.3)
can be rewritten as
argmin
Pi
‖s(k, t)−BPi‖22 + λ1 ‖LmPi‖1 (3.2.2)
where
B =
[F − 1
α
τF], Pi = [M αN ]′ (3.2.3)
and α is constant to allow for the ability to control the relative strength of λ1 and
λ2 for ‖LmMi‖1 and ‖LmNi‖1 respectively as existed in the original equation (3.1.3).
This allows a single iteration of the optimization procedure to recover both Mi and
23
Algorithm 5 Iterative Procedure for Recovery of Mi,Ni
Input: window k-space samples s(k, t), time values t, center t¯i, threshold γ
Output: solutions Mi,Ni
Set N1(~x) = 0;
Set i=1;
while max (Mi+1 −Mi, Ni+1 −Ni) < γ do
Solve the optimization problem
argminMi ‖s(k, t)−F(Mi)(~x))− τF(Ni(~x))‖22 + λ1 ‖LmMi(~x)‖1 .
Update Mi+1 = Mi
Solve the optimization problem
argminNi ‖s(k, t)−F(Mi+1)(~x))− τF(Ni(~x))‖22 + λ2 ‖LmNi(~x)‖1 .
Update Ni+1 = Ni
i = i+ 1
end while
Return Mi, Ni
Ni. Results of this for the most complicated function can be seen in Figure 3.3. Notice
the artifacting from differing jump locations present in the first order approximation
are absent in the second order approximation.
As a final proposition, it was noticed that it is not difficult to recover the magneti-
zation Mi with a high degree of accuracy. Indeed, just a single optimization of (3.1.3)
assuming Ni = 0 is sufficient to accurately recover Mi, as can be seen in Figure 3.3a.
We now consider running a single optimization of (3.2.2) with Ni = 0, and we then
perform one additional optimization of (3.2.2) and use the original recovered Mi as
an initial guess for the first half of Pi. The previous example was re-run using one
iteration to determine an initial guess for the Mi in Pi. Error plots are omitted for
ease of visually comparing. The most noticeable difference is the lack of the large
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Figure 3.1: Realistic Data: First Order Approximation in Red, Second Order Ap-
proximation via Iterative Solve in Blue, True in Black for Tacq = .0115.
overshoot existing in the R∗2 function. The reader should also notice that the Mxy0 is
actually better in the original single solve. This was not unique to this data set. It is
a primary result of tuning of parameters to optimize recovery of Mxy0 as opposed to
the recovery of R∗2 or ω. As such, the original Mxy0 from the first iteration is kept as
the recovered value for Mxy0.
Optimal Recovery for each of the different test functions is provided in Figures 3.4-
3.7. To perform each optimization, one must choose the number of windows (frames)
(Nframes) as well as the window width.
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Figure 3.2: Third Example: First Order Approximation in Red, Second Order
Approximation in Blue, True in Black. Masking Done on Values of Mxy0 Below a
Threshold. Approximations on the Left, Error Plots on the Right for Tacq = .0115.
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Figure 3.3: Third Example: First Order Approximation in Red, Second Order
Approximation in Blue, True in Black. Masking Done on Values of Mxy0 Below a
Threshold. Single Simultaneous Solve with No Initial Guess on the Left, Double
Solves with Initial Guess Used on the Right for Tacq = .0115.
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Figure 3.4: Realistic Data: First Order Approximation in Red, Second Order Ap-
proximation in Blue, True in Black. Approximations on the Left, Error Plots on the
Right for Tacq = .0115.
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Figure 3.5: Second Example, More Complicated Data: First Order Approximation
in Red, Second Order Approximation in Blue, True in Black. Masking Done on Values
of Mxy0 Below a Threshold. Approximations on the Left, Error Plots on the Right
for Tacq = .0115.
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Figure 3.6: Third Example, Even More Complicated Data: First Order Approxi-
mation in Red, Second Order Approximation in Blue, True in Black. Masking Done
on Values of Mxy0 Below a Threshold. Approximations on the Left, Error Plots on
the Right for Tacq = .0115.
30
-20 -15 -10 -5 0 5 10 15 20
X
0
20
40
60
80
100
120
M
(a)
-20 -15 -10 -5 0 5 10 15 20
X
10-5
10-4
10-3
10-2
10-1
100
101
102
Er
r(M
)
(b)
-20 -15 -10 -5 0 5 10 15 20
X
0
5
10
15
20
25
R
2*
(c)
-20 -15 -10 -5 0 5 10 15 20
X
10-4
10-3
10-2
10-1
100
101
102
103
Er
r(R
2*
)
(d)
-20 -15 -10 -5 0 5 10 15 20
X
0
5
10
15
20
25
30
35
40
45
W
(e)
-20 -15 -10 -5 0 5 10 15 20
X
10-4
10-3
10-2
10-1
100
101
102
103
Er
r(W
)
(f)
Figure 3.7: Third Example: Tacq = 0.05 Instead of Tacq = 0.0115, First Order
Approximation in Red, Second Order Approximation in Blue, True in Black. Masking
Done on Values of Mxy0 Below a Threshold. Approximations on the Left, Error Plots
on the Right.
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Chapter 4
NUMERICAL RESULTS IN TWO DIMENSIONS
In Chapter 3 it was shown that there has been significant improvement in the recovery
of Mxy0, R
∗
2, and ω in one dimension for different test functions by using a second
order approximation as compared to the existing constant approximation method. In
[2], the constant approximation is referred to as L1-PARSE, and introduced in that
paper is a method that uses a constant approximation with additional enforcement
of sparsity across windows referred to as L21-PARSE. In keeping with this naming
convention, we will refer to the second order accurate method developed in this disser-
tation as L1SO-PARSE. In this section, the value of L1SO-PARSE is demonstrated
in two dimensions based on two different test functions: the modified Shepp Logan
phantom and the McGill phantom. Both examples are piecewise constant with val-
ues chosen specifically to approximate matter that would be seen in a typical brain
scan: gray matter, white matter, lipids, and cerebrospinal fluid (CSF). Results of the
proposed method are compared with results of both L1-PARSE and L21-PARSE.
While the goal is to be able to perform Single-Shot PARSE reconstructions, past
methods have not been able to provide high fidelity reconstructions using only a sin-
gle data acquisition. To increase the quality if the data used in the reconstruction,
individual data acquisitions were repeated and combined for multi-shot PARSE recon-
structions. Using the rosette pattern generated from (2.1.2), a single-shot trajectory
follows the pattern seen in Figure 4.1a, while multi-shot trajectories are repetitions of
the single-shot trajectory with each repetition rotated an additional θr = 0.2 radians
to prevent overlapping the trajectories. Then, all shots are combined to get the total
data sample used in reconstruction. For Nshots = 3, the combined multi-shot trajec-
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tory can be seen in Figure 4.1b. It should be noted that this is not to be confused
with the number of windows used in the reconstruction. The number of shots (Nshots)
refers to the number of individual data acquisitions combined to get the total data
sample used, while the number of windows (M) refers to the number of time slices the
total data sample was broken into when performing the reconstruction. Generally,
adding additional shots improves the quality of reconstruction to a point, but once
the data set is of high enough quality the method itself becomes the limiting factor.
However, additional shots come at the cost of increased time spent collecting data.
Once again, the desire is to provide high fidelity reconstructions using the fewest
number of shots possible, ideally from a single shot.
As mentioned above, in this section we apply the L1-PARSE, L21-PARSE, and
L1SO-PARSE methods to test functions in two dimensions. To determine superiority,
we compare the number of shots required and the error in reconstructions. In order
to apply the methods and compare reconstructions, we must start with a set of data
in (k, t)-space. In the following section, we describe the process we used to emulate
the sampling of data.
4.1 Signal Equation Approximation
To approximate the signal equation, we simulate the sampling of signals s(t)
with trapezoidal quadrature. To prevent the integral from being equated with its
discrete sum (and in the process artificially inflating accuracy), we use a finer grid
for sampling than we do for reconstruction. As the results will be compared directly
with the results from [2], the same methodology and parameter names are chosen for
reader convenience when possible. The samples are generated using quadrature given
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by
s(t) ≈ 1/N2fine
Nfine∑
j=1
Nfine∑
k=1
Mjke
−(Rjk+iωjk)t × e−ipi Nres2kmax
(
kx(t)xj+ky(t)yk
)
(4.1.1)
Here kx and ky are given by (2.1.2) and Nfine = Nres × nfine, while xj and yk are
defined by
xj =
j − Nfine
2
− 1
Nfine
, yk =
k − Nfine
2
− 1
Nfine
(4.1.2)
Mjk, Rjk, and ωjk are the pixel values of their respective functions on the Nfine×Nfine
grid. Table 4.1 summarizes parameter names, and unless otherwise specified the
values of the parameters in all numerical experiments. It should be noted that the
default angular frequencies ω1 and ω2 are achievable on the newest generation clinical
scanners. All data is noisy, with noise modeled as Gaussian white noise with mean
µ = 0 and distribution parameter σ = 10−4 max |<(s(t))|. A NUFFT library written
by Jeffrey A. Fessler [14, 15] was used for all NUFFTs. Reconstructions were made
based on single-shot and multi-shot sampling trajectories with Gaussian white noise
added. All reconstructions use 1000 total iterations in the solver (Split-Bregman in
the case of L1-PARSE and L21-PARSE, and HOTV3D in the case of L1SO-PARSE).
For Split-Bregman, 1000 outer iterations are used with a single inner iteration per
outer iteration. For HOTV3D, 50 outer iterations are used, with 20 inner iterations
per outer iteration. In the following sections, the method will be applied to both a
modified Shepp Logan phantom as well as the McGill Phantom.
4.2 Modified Shepp Logan Phantom
For consistency with [2], we will refer to the constant approximation as L1-PARSE,
the joint sparsity technique introduced in [2] as L21-PARSE, and the second order lin-
ear approximation introduced in this dissertation as L1SO-PARSE. Figure 4.2 shows
the ground truth of Mxy0, R
∗
2, and ω (a-c) of the modified Shepp Logan Phantom as
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Figure 4.1: Single-Shot Versus Multi-Shot Trajectories
Name Meaning Default Value
FOV field of view 19.2 cm
Nres reconstruction grid size 128
nfine multiplier for fine grid 4
Nfine fine grid for signal simulation (Nres ×Nfine) 512
Tacq acquisition time 50ms
tdwell density of temporal sampling 2.5× 10−6ms
ω1 rosette sampling pattern parameter (see 2.1.2) 3576.7
ω2 rosette sampling pattern parameter (see 2.1.2) 3967.9
M number of time windows used in reconstruction no default value
η width of a window as a percentage of Tacq no default value
m number of measurements in a single-shot trajectory floor
( Tacq
tdwell
)
θr additional rotation in radians 0.2 rad
for each shot beyond the first
Nshots number of shots used in total data acquisition no default value
Table 4.1: Parameter Guide and Default Values for the Two-Dimensional Numerical
Simulations.
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well as the recoveries using L1-PARSE (d-f), L21-PARSE (g-i), and L1SO-PARSE
(j-l) for Nshots = 1. As can be seen both visually and using the signal-to-error mea-
surements, the L1SO-PARSE method outperforms the L1-PARSE and L21-PARSE
methods. Here, both L1-PARSE and L21-PARSE have M = 5 with η = 1
3
, while
L1SO-PARSE has M = 4 with η = .4. As we increase Nshots, we see accuracy im-
prove in all reconstructions. Figure 4.3 shows the ground truth of Mxy0, R
∗
2, and ω
(a-c) of the modified Shepp Logan Phantom as well as the recoveries using L1-PARSE
(d-f), L21-PARSE (g-i), and L1SO-PARSE (j-l) for Nshots = 3. Again, L1SO-PARSE
shows its value over L1-PARSE and L21-PARSE. One thing the reader might notice
is that the ω values in all reconstructions have much lower signal-to-error ratios. This
is due to the relative size of ω to R∗2, not the method itself. The reconstructions
were performed with the R∗2 and ω values reversed, and the signal-to-error ratios were
swapped as well. With positive results for the modified Shepp Logan phantom, the
method is ready to be tested on a more detailed model, which will be done in the
next section.
4.3 McGill Phantom
As a more realistic test of the methods, the McGill phantom is used. The McGill
phantom was generated using the McGill BrainWeb Simulated Brain Database [1,
9, 10, 19, 20], and features more intricate details in Mxy0, R
∗
2, and ω that are more
difficult to resolve in the reconstructions. Figure 4.4 shows the ground truth and
reconstructions for Nshots = 1. Once again, both L1-PARSE and L21-PARSE have
M = 5 with η = 1
3
, while L1SO-PARSE has M = 4 with η = .4 and once again
signal-to-error ratios are computed using the `1 norm. With Single-Shot PARSE and
this sampling pattern, all reconstructions provided a recognizable reconstruction but
none offered a high fidelity reconstruction of the original image. Figure 4.5 shows
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Figure 4.2: PARSE Reconstructions of the Modified Shepp Logan Phantom with
Nshots = 1 (Single-Shot PARSE). True on Top, L1-PARSE on Line 2, L21-PARSE
Line 3, L1SO-PARSE bottom. Signal-to-Error Listed in dB, Higher is Better.
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Figure 4.3: PARSE Reconstructions of the Modified Shepp Logan Phantom with
Nshots = 3 (Triple-Shot PARSE). True on Top, L1-PARSE on Line 2, L21-PARSE
Line 3, L1SO-PARSE Bottom. Signal-to-Error Listed in dB, Higher is Better.
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the ground truth and reconstructions for Nshots = 3. While all reconstructions have
improved with additional data collection, it can be seen that aside from Mxy0, the
L1SO-PARSE reconstruction is now clearly the superior reconstruction. Figure 4.6
shows the ground truth and reconstructions for Nshots = 5. Once again, we see all
reconstructions improving with the added information from the additional shots, and
once again we see the L1SO-PARSE as the best reconstruction. In Figure 4.7, it is
seen that in fact the R∗2 and ω for L1SO-PARSE with Nshots = 2 is similar or superior
to the Nshots = 3 and Nshots = 5 L1-PARSE and L21-PARSE reconstructions. Here
the Mxy0 is omitted and will be discussed in Section 4.5. This shows that L1SO-
PARSE is capable of providing a superior reconstruction using a smaller sampling of
data, allowing for a reduction in data collection time.
While these reconstructions are good, it was observed that with a slight modifi-
cation of the sampling scheme it was possible to achieve an accurate reconstruction
for Single-Shot PARSE (the Nshots = 1 case).
4.4 Alternative Sampling Schemes
4.4.1 Rosettes
In the previous section, it was shown that there is a significant difference in the
fidelity of the reconstruction for a single shot versus two shots in the data acquisition.
As the goal is to provide a reconstruction using only a single shot, it is important
to identify what is causing the drastic difference between the two cases. It should
be noticed that there are two important differences between the data collections: the
number of total samples m and the coverage of k-space, and it should be expected
that the primary offender is the coverage of k-space. To determine if this is indeed
the case, the ω1 and ω2 values are adjusted to provide a different trajectory. As a
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Figure 4.4: PARSE Reconstructions of the McGill Phantom with Nshots = 1 (Single-
Shot PARSE). True on Top, L1-PARSE on Line 2, L21-PARSE Line 3, L1SO-PARSE
Bottom. Signal-to-Error Listed in dB, Higher is Better.
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Figure 4.5: PARSE Reconstructions of the McGill Phantom with Nshots = 3 (Triple-
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Figure 4.6: PARSE Reconstructions of the McGill Phantom with Nshots = 5
(Quintuple-Shot PARSE). True on Top, L1-PARSE on Line 2, L21-PARSE Line 3,
L1SO-PARSE Bottom. Signal-to-Error Listed in dB, Higher is Better.
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Figure 4.7: Comparison of PARSE Reconstructions of the McGill Phantom with
Nshots = 3, 5 for L1-PARSE, L21-PARSE and Nshots = 2 for L1SO-PARSE. Signal-
to-Error Listed in dB, Higher is Better.
starting point, we propose ωnew1,2 = ω
default
1,2 × γ, where γ is a multiplier to change the
angular velocity of the trajectory. The traditional rosette trajectory (γ = 1) used
above and in papers such as [2] can be compared with the trajectory for γ = 2, 4 in
Figure 4.8. It can be seen that although the number of points remains the same, the
coverage of k-space is more uniform with higher angular velocities. In Figure 4.9, the
resulting reconstructions are shown for Nshots = 1 using L1SO-PARSE with both the
modified rosette and traditional rosette sampling schemes. It should be noticed that
the improved k-space coverage drastically improves the quality of the reconstruction.
In Figure 4.10, we can see the reconstructions for Nshots = 1 using L1SO-PARSE with
the modified trajectory as compared to Nshots = 3 and Nshots = 5 with the traditional
sampling scheme using L1-PARSE and L21-PARSE, and it should be seen that using
L1SO-PARSE and the modified trajectory with Nshots = 1 it is possible to provide
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a similar quality reconstruction to L21-PARSE with the traditional trajectory using
Nshots = 5.
It is important to note that while the modified trajectory improves L1SO-PARSE
reconstruction fidelity for Nshots = 1 significantly, it does not do the same for L21-
PARSE. In Figure 4.11, the dB values for different combinations of reconstruction
methods, Nshots, and sampling patterns are shown. Here we notice the advantage
of the higher order L1SO-PARSE method as compared to the L21-PARSE method.
If the data fed to L1SO-PARSE has an adequate coverage of k-space, there is a
clear separation of reconstruction quality between it and L21-PARSE. This can be
seen in the traditional trajectory as Nshots increases, or even with Nshots = 1 with
the modified sampling trajectory. In the next subsection, we discuss limitations on
trajectories as they pertain to clinical applications.
4.4.2 Gradient Strength and Slew Rate Considerations
While the modified rosettes show that it is theoretically possible to achieve high
fidelity single-shot MRI, there are practical considerations that must be taken into
account when designing a trajectory for use with living subjects in an actual MR
experiment. First, there are limitations on the maximum gradient strength and max-
imum slew rate that can be physically achieved by an MRI scanner. Second, so as to
not injure a patient while collecting data, attention must be paid to the maximum
slew rate experienced by the subject. The gradient strength is proportional to the
velocity of the trajectory in (k, t)-space, and is given by
gx(t) = 1000
d
dt
kx(t)
100γg
, gy(t) = 1000
d
dt
ky(t)
100γg
, γg = 4258. (4.4.1)
Gradient strengths are typically given in units of mT/m (milliTesla per meter). Slew
rates are given as peak gradient strength divided by rise time, and are proportional
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Figure 4.8: Sampling Trajectories for Various γ. k-space on Left, (k, t) on Right.
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Figure 4.10: Comparison of PARSE Reconstructions of the McGill Phantom with
Nshots = 3, 5 for L1-PARSE, L21-PARSE and Nshots = 1, γ = 4.3 for L1SO-PARSE
with the Modified Sampling Pattern. Signal-to-Error Listed in dB, Higher is Better.
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Figure 4.11: Comparison of Signal-to-Error Values for R∗2,ω for Various Nshots,
Sampling Patterns, and Reconstructions.
to the acceleration of the trajectory in (k, t)-space, given by
sx(t) =
1
1000
d
dt
(gx(t)), sy(t) =
1
1000
d
dt
(gy(t)). (4.4.2)
Slew rates are typically measured in units of T/m/s (Tesla per meter per second).
The figures that we have to work with come from the Siemens MAGNETOM
Prisma scanner, but the implementations of other manufacturers of current scanners
have similar limitations. Maximum gradient strength and slew rates for MRI data
acquisition are typically given on a per-axis basis, but the types of trajectories used
here have peak values that are the same in both directions due to rotational symmetry,
so it is sufficient to look at a single axis to determine peak values of a given trajectory.
For gradient strength, the Siemens Prisma has a maximum of around 70 mT/m. MRI
scanners need to be approved for use by the U.S. Food and Drug Administration
(FDA) to ensure that the maximum slew rate does not cause excessive stimulation
to a living patient, and for the Siemens Prisma implementation the peak slew rate
is about 170 T/m/s. Again, other manufacturer’s implementations provide similar
peak slew rates.
Keeping in mind that these limitations are given per-axis, Figure 4.12 compares
trajectories with their gradient and slew rate plots in the x-direction, along with the
47
max gradient and slew rate for each. As can be seen, even the traditional rosette is
a little outside of the acceptable slew rates. Still, while the modified rosettes enable
a better coverage of k-space and a significantly better reconstruction, it can be seen
that they are not close to being viable for use on living subjects. For γ = 2, the
maximum gradient is still within the given bounds, but the maximum slew rate is
about 5 times what is considered acceptable. For γ = 4, the max gradient is almost
double what is possible, while the max slew rate is over 20 times larger than the limit.
The traditional rosette could also be modified by changing the relationship between
ω1 and ω2, which would effectively change the shape of the rose petals. However,
those values have already been chosen to provide wide looping petals to minimize
gx(t) and sx(t) while providing a decent coverage. In the next subsection, we turn to
a different geometric shape in hopes of finding better coverage.
4.4.3 Spirals
While the modified rosette provided suitable coverage of k-space, the only way to
get said suitable coverage with the rosette was to increase the parameters ω1 and ω2,
thereby increasing the rotational frequency significantly. This pushed the maximum
gradient and slew rate values well outside of practical limitations. In looking at other
possible trajectories, spirals seem like a natural choice due to their ease of coding as
well as the ease with which the density of collected samples was controlled. Generally
speaking, it is desirable to have high density sampling near the low modes and a
gradually decreasing density as the samples move towards the higher modes. As a
general form, the spiral trajectories used are given by
kx(t) = rte
(γ2ω1t) cos(γ1ω1t), ky(t) = rte
(γ2ω1t) sin(γ1ω1t), r =
kmax
max(teγ2ω1t)
. (4.4.3)
Here kmax =
Nres
2FOV
as in the rosette pattern, while γ1 and γ2 are parameters used to
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Figure 4.12: Gradients and Slew Rates for Rosette Trajectories with γ = 1, 2, 4.
Trajectories on the Left, Gradients in the Middle, Slew Rates on the Right.
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control the rotational frequency and exponential growth of the radius (which controls
the density of points), respectively. The parameter ω1 was fixed at ω1 = 3576.7. It is
of note that due to the fact that L1SO-PARSE (and also L1-PARSE and L21-PARSE)
use windows of the overall data acquisition for intermediate optimizations, it is im-
portant that each individual window has a reasonable coverage of k-space, not just
the overall data collection. As such, multiple spirals are used with each spiral rotated
by 2pi/Nspiral, where Nspiral is the number of spirals used in the data acquisition. In
order to not require a complete reset of the data acquisition (essentially just using ad-
ditional shots with fewer data points in each shot), the idea is to eventually have the
trajectory spiral out, rotate slightly, then spiral in, and repeat as necessary to achieve
the desired number of spirals. For the initial tests spiraling out/in was not enforced,
as proof-of-concept in spiral coverage was all that was desired. Should coverage prove
adequate, the gradient and slew rate values would be checked for the individual spi-
rals. Then, should those prove within bounds, a group of transition samples would
be required to be spliced in so that the trajectory would smoothly transition from the
endpoint of one spiral to the next in order to keep the gradient/slew rate values from
spiking due to a jump in the trajectory. In Figure 4.13a a sample spiral is shown,
and in Figure 4.13b the reader will see the overall coverage of multiple spirals.
Further, as L1SO-PARSE breaks the total data acquisition into windows, each
window can has some overlap in the spirals. In Figure 4.14, a sample window for each
of the two low angular frequency trajectories is shown. For these two examples, each
window used in L1SO-PARSE was 40% of the total data acquisition and each spiral
was 25% of the total data.
In Figure 4.15, a few trajectories based on spirals are shown. Note that only a single
spiral is shown in each case. In Figure 4.15a-c, the reader should take note of the
concentration of samples in the low frequency modes, and the reasonably uniform
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Figure 4.13: Single-Shot Spiral-Based Trajectory Showing (kx, ky) for γ1 = 7.2,
γ2 = 120, Nspirals = 4. Single Spiral on Left, All Spirals on Right.
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Figure 4.14: Single-Shot Spiral-Based Trajectory, (kx, ky) Shown for γ1 = 7.2, γ2 =
120, and Nspirals = 4. Single Spiral vs Windows Used in L1SO-PARSE. Each Window
is 40% of Total Acquisition Data.
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distribution of samples as they move towards the higher frequency modes. In Figure
4.15d-f, notice the concentration of samples at the low frequency modes, but as the
angular frequency is not fast enough the trajectory does not provide a good coverage of
k-space in the higher frequency modes, and the reconstruction suffers correspondingly.
In Figure 4.15g-i, a more uniform coverage of k-space can be seen throughout (γ2 = 0
in this trajectory), but the sampling density is not high enough in the low modes
to allow for an adequate reconstruction. From these samples, we confirm what we
expected: we desire an adequate overall coverage and we would like a dense clustering
of samples near the low modes. As can be seen, in order to get adequate coverage the
rotational frequency of the spiral needed to be quite high, leading to high velocity and
acceleration values throughout the spiral. This, in turn, lead to problems with max
gradient strength and slew rates. In Figure 4.16, the gradient and slew rate values
are shown for the individual spirals.
These are no more viable than the modified rosettes, so no attempt was made to
make smooth transitions between spirals. In an effort to lower the rotational frequency
(and thus lower gx(t) and sx(t)), a modified spiral was used with a sinusoidal term
added to the radius. To this end, a sinusoidal term with parameters γ3 to control the
frequency and rs to control the amplitude of the small radial oscillations was added
to the radius:
r =
kmax
max(teγ2ω1t)
+ rs sin(γ3ω1t). (4.4.4)
For reader convenience, a summary of parameters for the spiral trajectories used is
given in Table 4.4.3. Spirals with lowered rotational frequency modified with radial
oscillations are shown in Figure 4.17. In Figure 4.17a-c, the best modified spiral tra-
jectory found is shown with its corresponding R∗2 and ω reconstructions. Notice the
even coverage of k-space, and higher density in the lower frequencies. Unfortunately,
γ1 = 4 still proved to be too high of a base angular frequency to meet the gradient
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Figure 4.15: Single-Shot Spiral-Based Trajectories with Various Parameter Values
and Corresponding Reconstructions for L1SO-PARSE. Trajectory on the Left, R∗2
Middle, ω Right.
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Figure 4.16: Gradients and Slew Rates for Various Spiral Trajectories. Trajectories
on the Left, Gradients in the Middle, Slew Rates on the Right.
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Name Parameter Controls
γ1 angular frequency of spiral
γ2 exponential growth of spiral radius
γ3 frequency of radial oscillations
rs amplitude of radial oscillations
Table 4.2: Parameter Guide for Spiral Trajectories.
and slew rate limits, as can be seen in Figure 4.18a-c. Figure 4.17d-f shows an at-
tempt to lower the base angular frequency, but in order to get adequate coverage the
radial-sinusoidal frequency γ3 and amplitude of radial oscillations rs both needed to
be increased. As can be seen in Figure 4.18d-f, the increased γ3 and rs pushed the
max gradient strength and slew rates over the prescribed limit as well. Some tra-
jectories were tried with lower base angular frequency γ1, radial-sinusoidal frequency
γ3, and radial-sinusoidal amplitude rs, and can be seen in Figure 4.17g-i. It should
be noted that the coverage is very clearly not good enough to provide a reasonable
reconstruction, while the max gradient and slew rates are still over the acceptable
limits.
Unfortunately, while spirals provide easy coding for sampling and desirable density
properties, none of the individual spiral trajectories provided adequate max gradient
and slew rate values, and that is before going to the effort of stitching the individual
spirals together to to provide a single smooth trajectory. As such, other sampling
trajectories are being pursued. This remains an area of future research.
While many reconstructions produced suitable R∗2 and ω both visually and in
terms of the signal-to-error ratio, neither L1-PARSE nor L1SO-PARSE produced ini-
tial transverse magetization Mxy0 reconstructions that were visually desirable despite
providing decent signal-to-error ratios. In Section 4.5, a method for producing a
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Figure 4.17: Single-Shot Modified Spiral-Based Trajectories with Various Parameter
Values and Corresponding Reconstructions for L1SO-PARSE. Trajectory on the Left,
R∗2 Middle, ω Right.
56
-4 -2 0 2 4
-4
-2
0
2
4
(a) γ1 = 4, γ2 = 4, Nspirals = 5,
γ3 = 60, rs = .1
0 0.005 0.01
0
50
100
150
(b) max |gx(t)| = 121.66 mT/m
0 0.005 0.01
0
5000
10000
15000
(c) max |sx(t)| = 11870.52 T/m/s
-4 -2 0 2 4
-4
-2
0
2
4
(d) γ1 = .8, γ2 = 4, Nspirals = 4,
γ3 = 100, rs = .65
0 0.005 0.01
0
50
100
150
(e) max |gx(t)| = 111.51 mT/m
0 0.005 0.01
0
2000
4000
6000
8000
(f) max |sx(t)| = 7811.28 T/m/s
-4 -2 0 2 4
-4
-2
0
2
4
(g) γ1 = .8, γ2 = 4, Nspirals = 4,
γ3 = 60, rs = .15
0 0.005 0.01
0
10
20
30
(h) max |gx(t)| = 26.15 mT/m
0 0.005 0.01
0
200
400
600
800
(i) max |sx(t)| = 707.79 T/m/s
Figure 4.18: Gradients and Slew Rates for Various Modified Spiral Trajectories.
Trajectories on the Left, Gradients in the Middle, Slew Rates on the Right.
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suitable reconstruction of Mxy0 is presented.
4.5 Reconstruction of Transverse Magnetization Mxy0
L1SO-PARSE was shown to outperform L21-PARSE (and L1-PARSE) for not
only equal numbers of shots (Nshots), but also for L1SO-PARSE with smaller Nshots
than L21-PARSE for R∗2 and ω. Still, the Mxy0 for L1SO-PARSE was lacking visually
despite showing better signal-to-error ratios. This can be seen in the L1-PARSE re-
constructions as well. Although the signal-to-error ratios for L1-PARSE are not much
less than those from the L21-PARSE method, they are clearly visually inferior. In
these methods, Mxy0 is never solved for independently. As a reminder, the method for
solving for Mxy0 is described in Algorithm 1 which stems from Equation (2.3.2), and
each frame has Mi = e
−(A(~x)t¯) as described in Section 3.1.2. Solving for Mxy0 requires
a fit, and the parameters found when solving for Mxy0 need to be exponentiated. As
values of Mxy0 are small (less than 1), these parameter values themselves are small,
so errors in the parameter estimates from the solver play a larger part than they do
with the larger R∗2 and ω parameters. With L21-PARSE, this is mitigated somewhat
by exploiting joint sparsity across windows in the solving procedure. While a few
methods were attempted to remedy this with L1SO-PARSE, the most effective (and
simplest) was to use a non-centered approach that allowed Mxy0 to be solved for di-
rectly in the optimization routine. That is, optimize Equation (3.1.1) without using
the centering method approach introduced in Section 3.1.2. If we take a small window
size (small η), we expect that the solver itself will produce an adequate approximation
to Mxy0 if we take the results for Mxy0 from the first window W1 alone. Figure 4.19
shows the ground truth for Mxy0 along with the reconstructions from L1SO-PARSE
for Nshots = 2 with the original sampling scheme and this new approximation method,
referred to as the Small-T method.
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Figure 4.19: Mxy0 for the McGill Phantom. Ground Truth Left, L1SO-PARSE
Middle, Small-T Right.
While the reconstruction is visually seen to be a very accurate reconstruction, a
small interaction from the e−(A(~x)t) term that is not accounted for leaves the magni-
tudes of many of the large regions off slightly, which leaves the overall `1 signal-to-error
ratio less than what is found from the original optimization routine. Still, the writer
accepts that this is a superior reconstruction to Mxy0 despite the smaller signal-to-
error ratio. While the previous is a better reconstruction than the original, it should
be clear that this is not a perfect mathematical approximation to Mxy0. There is
still some non-zero interaction between Mxy0 and the exponential term e
−(A(~x)t) even
though choosing a small window width η minimizes the effect of this term. This
Small-T approach can be improved by multiplying by an inverse of the exponential
term using the values of R∗2 and ω found in the original solve, using some small .
That is:
M1 ≈Mxy0e−A(~x), (4.5.1)
for some , where M1 is the approximation to Mxy0 in the first window. Solving for
Mxy0 gives
Mxy0 ≈M1eA(~x). (4.5.2)
Unfortunately, it is unclear what the value of  should be. Empirically, using the
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Figure 4.20: Mxy0 for the McGill Phantom. Ground Truth Top Left, L1SO-PARSE
Top Middle, L21-PARSE Top Right, Small-T Bottom Left, Modified Small-T Bottom
Right.
midpoint of the interval produces an inaccurate reconstruction. This is not surprising,
as using  as the midpoint would make the assumption that the approximation is
centered at the midpoint of the interval, which is intentionally not being done. With
η = .4, using  = .0015 appears to produce the best reconstruction. Figure 4.20
shows the ground truth for Mxy0 along with the reconstructions from L1SO-PARSE
for Nshots = 2 and L21-PARSE for Nshots = 3 with the original sampling scheme, the
Small-T method, and the epsilon-modified Small-T method.
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Chapter 5
CONCLUDING REMARKS
In this dissertation we developed a second order accurate approximation to the MR
signal model used in the PARSE method. The approximation allows for time-based
signal decay to be taken into consideration, enabling estimation of R∗2 and ω, while still
enabling efficient computation by exploiting the use of FFT/NUFFTs, which becomes
critical as the method is applied in two-dimensions. More importantly, as time-based
signal decay is modeled, the method enables a larger portion of an individual data
collection sequence to be used, thus allowing for a reduction in time required for data
acquisition.
We began with an idea to iteratively solve for Mxy0 and R
∗
2, ω, and for computa-
tional efficiency moved to a method that simultaneously estimates all three param-
eters. Results were shown to be superior to the first order approximation for our
one-dimensional test functions in Section 3.2. In two dimensions, the L1SO-PARSE
method was shown to provide increased fidelity over L1-PARSE and L21-PARSE, ce-
teris paribus. While the reconstruction of Mxy0 was lacking, an accurate reconstruc-
tion of the parameters R∗2 and ω was obtained using a standard rosette acquisition
trajectory with Nshots = 2, and indeed in Section 4.3 L1SO-PARSE was shown to
provide a comparable reconstruction with Nshots = 2 to L21-PARSE with Nshots = 5.
However, for a Single-Shot PARSE reconstruction to be viable it was shown in Section
4.4 that a trajectory with a more optimal coverage of k-space was required.
While several trajectories were proposed and indeed shown to provide accurate
reconstructions, none so far have been able to meet the practical requirements for
max gradient strength and slew rates. This remains the main area for future research
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as it pertains to this method: L1SO-PARSE was shown to provide increased fidelity
reconstructions with less data, but it must have an acceptable coverage of k-space to
be able to do so. Finding a suitable trajectory would enable L1SO-PARSE to provide
high fidelity Single-Shot PARSE reconstructions that would be usable in industry.
Finally, in Section 4.5 a method for improving the accuracy of the reconstruc-
tion of Mxy0 was shown, enabling the L1SO-PARSE method to produce high-fidelity
reconstructions of the parameters Mxy0, R
∗
2, and ω from MRI data using as few as
Nshots = 2.
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