We study the limit behaviour of upper and lower bounds on expected time averages in imprecise Markov chains; a generalised type of Markov chain where the local dynamics, traditionally characterised by transition probabilities, are now represented by sets of 'plausible' transition probabilities. Our main result is a set of necessary and sufficient conditions under which these upper and lower bounds, called upper and lower expected time averages, will converge as time progresses towards infinity to limit values that do not depend on the process' initial state. Remarkably, our conditions are considerably weaker than those needed to establish similar results for so-called limit-or steady state-upper and lower expectations, which are often used to provide approximate information about the limit behaviour of time averages as well. We show that such an approximation is sub-optimal and that it can be significantly improved by directly using upper and lower expected time averages.
Introduction
Markov chains are probabilistic models that can be used to describe the uncertain dynamics of a large variety of stochastic processes. One of the key results within the field is the point-wise ergodic theorem. It establishes a relation between the long-term time average of a real-valued function and its limit expectation, which is guaranteed to exist if the Markov chain is ergodic. For this reason, limit expectations and limit distributions have become central objects of interest. Of course, if one is interested in the long-term behaviour of time averages, one could also study the expected values of these averages directly. This is not often done though, because the limit of these expected time averages coincides with the aforementioned limit expectations, which can straightforwardly be obtained by solving a linear eigenproblem [9] .
We here consider a generalisation of Markov chains, called imprecise Markov chains [3, 8, 2] , for which the considerations above are not necessarily true. Imprecise Markov chains are sets of traditional ("precise") probabilistic models, where the Markov property (history independence) and time-homogeneity apply to the collection of precise models as a whole, but not necessarily to the individual models themselves. Imprecise Markov chains therefore allow one to incorporate model uncertainty about the numerical values of the transition probabilities that make up a Markov chain, but also, and more importantly, about structural assumptions such as time-homogeneity and the Markov property. For such an imprecise Markov chain, one is then typically interested in obtaining tight upper and lower common bounds on inferences for the individual constituting models. The operators that represent these upper and lower bounds are respectively called upper and lower expectations.
As is the case for traditional Markov chains, limit upper and lower expectations in imprecise Markov chains-so upper and lower bounds on expectations of functions that are evaluated after a sufficiently long time period-are wellstudied: there are necessary and sufficient conditions for their existence [7] as well as an imprecise variant of the point-wise ergodic theorem [2] . An important difference however, is that upper and lower bounds on expectations of time averages-we will call these upper and lower expected time averages-may no longer converge to limit upper and lower expectations. Nevertheless, because they give conservative bounds [10, Lemma 57] , and because they are fairly easy to compute, limit upper and lower expectations are often used as descriptors of the long-term behaviour of imprecise Markov chains, even if one is actually interested in time averages. This comes at a cost though: as we illustrate in Section 4, both inferences can differ greatly, with limit expectations providing far too conservative bounds.
Unfortunately, apart from some experiments in [10] , little is known about the long-term behaviour of upper and lower expected time averages in imprecise Markov chains. The aim of this paper is to remedy this situation. Our main result is a set of accessibility conditions that is necessary and sufficient for upper and lower expected time averages to converge to a limit value that does not depend on the process' initial state [Section 7]. Remarkably, these conditions are considerably weaker then the ones required for limit lower and upper expectations to exist.
Markov chains
We consider an infinite sequence X 0 X 1 X 2 · · · of uncertain states, where each state X k at time k ∈ N 0 := N ∪ {0} takes values in some finite set X , called the state space. Such a sequence X 0 X 1 X 2 · · · will be called a (discrete-time) stochastic process. For any k, ℓ ∈ N 0 such that k ≤ ℓ, we use X k:ℓ to denote the finite subsequence X k · · · X ℓ of states that takes values in X ℓ−k+1 . Moreover, for any k, ℓ ∈ N 0 such that k ≤ ℓ and any x k:ℓ ∈ X ℓ−k+1 , we use X k:ℓ = x k:ℓ to denote the event that X k = x k · · · X ℓ = x ℓ . The uncertain dynamics of a stochastic process are then typically described by probabilities of the form P(X k+1 = x k+1 |X 0:k = x 0:k ), for any k ∈ N 0 and any x 0:k+1 ∈ X k+2 . They represent beliefs about which state the process will be in at time k + 1 given that we know that it was in the states x 0 · · · x k at time instances 0 through k. Additionally, our beliefs about the value of the initial state X 0 can be represented by probabilities P(X 0 = x 0 ) for all x 0 ∈ X . The local probability assessments P(X k+1 = x k+1 |X 0:k = x 0:k ) and P(X 0 = x 0 ) can now further be combined to construct a global probability model P that describes the dynamics of the process on a more general level. This can be done in various ways; one of the most common ones being a measure-theoretic approach where countable additivity plays a central role. For our purposes however, we will only require finite additivity. Regardless, once you have such a global probability model P, it can then be used to define expectations and make inferences about the uncertain behaviour of the process.
For any set A, let us write L (A) to denote the set of all real-valued functions on A. Throughout, for any a ∈ A, we use I a to denote the indicator of a: the function in L (A) that takes the value 1 in a and 0 otherwise. We will only be concerned with (upper and lower) expectations of finitary functions: functions that depend on the state of the process at a finite number of time instances. So if f is finitary, we can write f = g(X 0:k ) for some k ∈ N 0 and some g ∈ L (X k+1 ). Also note that any finitary function is bounded; this is a direct consequence of its real-valuedness and the fact that X is finite. The expectation of a finitary function f (X 0:k ) conditional on some event X 0:ℓ = x 0:ℓ simply reduces to a finite weighted sum:
A particularly interesting case arises when studying stochastic processes that are described by a probability model P that satisfies P(X k+1 = z | X 0:k = x 0:k−1 y) = P(X k+1 = z | X k = y), for all k ∈ N, all z, y ∈ X and all x 0:k−1 ∈ X k . This property, known as the Markov property, states that given the present state of the process the future behaviour of the process does not depend on its history. A process of this type is called a Markov chain. We moreover call it (time) homogeneous if additionally P(X k+1 = z | X k = y) = P(X 1 = z | X 0 = y), for all k ∈ N 0 and all z, y ∈ X . Hence, together with the assessments P(X 0 = x 0 ), the dynamics of a homogeneous Markov chain are fully characterised by the probabilities P(X 1 = z | X 0 = y). These probabilities are typically gathered in a transition matrix T ; a row-stochastic |X | × |X | matrix T that is defined by T (x, y) := P(X 1 = y | X 0 = x) for all x, y ∈ X . This matrix representation T is particularly convenient because it can be regarded as a linear operator from L (X ) to L (X ), defined for any k ∈ N 0 , any f ∈ L (X ) and any x ∈ X by
More generally, we have that E P (f (X k+ℓ ) | X k = x) = T ℓ f (x) for all k ∈ N 0 , all ℓ ∈ N and all x ∈ X . Then, under some well-known accessibility conditions [7, Proposition 3] , the expectation T ℓ f (x) converges for increasing ℓ towards a constant E ∞ (f ) independently of the initial state x. If this is the case for all f ∈ L (X ), the homogeneous Markov chain will have a steady-state distribution, represented by the limit expectation E ∞ , and we call the Markov chain ergodic.
The expectation E ∞ is in particular also useful if we are interested in the limit behaviour of expected time averages. Indeed, let f k (X ℓ:ℓ+k ) := 1 /(k + 1) ℓ+k i=ℓ f (X i ) be the time average of some function f ∈ L (X ) evaluated at the time instances ℓ through k+ℓ. Then, according to [10, Theorem 38] , the limit of the expected average lim k→+∞ E P (f k (X 0:k )) coincides with the limit expectation E ∞ (f ). One of the aims of this paper is to explore to which extend this remains true for imprecise Markov chains.
Imprecise Markov chains
If the basic probabilities P(X k+1 |X 0:k = x 0:k ) that describe a stochastic process are imprecise, in the sense that we only have partial information about them, then we will model the process' dynamics by considering a set T x 0:k of such probabilities for all k ∈ N 0 and all x 0:k ∈ X k+1 . This set T x 0:k is then interpreted as all probability mass functions P(X k+1 |X 0:k = x 0:k ) that we deem "plausible". We here consider the special case where the sets T x 0:k satisfy a Markov property, meaning that T x 0:k = T x k for all k ∈ N 0 and all x 0:k ∈ X k+1 . Similar to the precise case, the sets T x , for all x ∈ X , can be gathered into a single object: the set T of all row stochastic |X | × |X | matrices T such that, for all x ∈ X , the probability mass function T (x, ·) is an element of T x . A set T of transition matrices defined in this way is called separately specified [8] . For any such set T, we define the corresponding imprecise Markov chain under epistemic irrelevance P ei T as the set of all (precise) probability models P such that P(X k+1 |X 0:k = x 0:k ) ∈ T x k for all k ∈ N 0 and all x 0:k ∈ X k+1 . The values of the probabilities P(X 0 = x 0 ) are of no importance, because we will focus solely on (upper and lower) expectations conditional on the value of the initial state X 0 .
Clearly, an imprecise Markov chain P ei T also contains non-homogeneous, and even non-Markovian processes. So the Markov property does in this case not apply to the individual probability assessments, but rather to the entire sets T x . The model P ei T is therefore a generalisation of a traditional Markov chain where we allow for model uncertainty about, on the one hand, the mass functions P(X k+1 |X 0:k = x 0:k ) and, on the other hand, about structural assumptions such as the Markov and time-homogeneity property. However, there are also types of imprecise Markov chains that do impose these properties. For a given set T, the imprecise Markov chain under complete independence P ci T is the subset of P ei T that contains all, possibly non-homogeneous, Markov chains in P ei T and the imprecise Markov chain under repetition independence P ri T is the subset of P ei T containing all homogeneous Markov chains. Henceforth, we let T be some fixed, arbitrary set of transition matrices that is separately specified. Now, for any probability model P in the imprecise Markov chain P ei T , we can again consider the corresponding expectation operator E P . The upper and lower expectation are then respectively defined as the tightest upper and lower bound on this expectation: T and E ri T as the tightest upper and lower bounds on the expectations corresponding to the models in P ci T and P ri T , respectively. Since
for any finitary function f and any event A of the form X 0:k = x 0:k .
As we have mentioned before, imprecise Markov chains generalise traditional Markov chains by incorporating different types of model uncertainty. The corresponding upper (and lower) expectations then, allow us to make inferences that are robust with respect to this uncertainty. For a more detailed discussion about the motivation and interpretation of these and other types of so-called imprecise probability models, we refer to [4, 12, 1] .
Within the context of imprecise Markov chains, we will be specifically concerned with two types of inferences: the upper and lower expectation of a function at a single time instant, and the upper and lower expectation of the time average of a function. For imprecise Markov chains under epistemic irrelevance and under complete independence, both of these inferences coincide [10, Theorem 51 & Theorem 52] . For any f ∈ L (X ) and any x ∈ X , we will denote them by
respectively, where the dependency on T is implicit. The corresponding lower expectations can be obtained through conjugacy:
and all x ∈ X . In the remainder, we will omit imprecise Markov chains under repetition independence from the discussion. Generally speaking, this type of imprecise Markov chain is less studied within the field of imprecise probability because of its limited capacity to incorporate model uncertainty. Indeed, it is simply a set of time-homogeneous precise Markov chains and therefore only allows for model uncertainty about the numerical values of the transition probabilities. Moreover, as far as we know, a characterisation for the ergodicity of such Markov chains-a central topic in this paper-is currently lacking. We therefore believe that this subject demands a separate discussion, which we defer to future work.
Transition operators, ergodicity and weak ergodicity
Inferences of the form E k (f |x) were among the first ones to be thoroughly studied in imprecise Markov chains. Their study was fundamentally based on the observation that E k (f |x) can be elegantly rewritten as the k-th iteration of the map T :
for all x ∈ X and all h ∈ L (X ). In particular, we then have that E k (f |x) = [T k f ](x) for all x ∈ X and all k ∈ N 0 . The map T therefore plays a similar role as the transition matrix T in traditional Markov chains, which is why it is called the upper transition operator corresponding to the set T.
In an analogous way, inferences of the form E av,k (f |x) can be obtained as the k-th iteration of the map
where, by the definitions ofm f,k and T , we have thatm f,0 = f = T f (0). The same formula can also be obtained as a special case of the expressions presented in [11] . In summary then, we find that
These expressions for E k (f |x) and E av,k (f |x) in terms of the respective operators T and T f are particularly useful when we aim to characterise the limit behaviour of these inferences. As will be elaborated on in the next section, there are conditions on T that are necessary and sufficient for E k (f |x) to converge to a limit value that does not depend on the process' initial state x ∈ X . If this is the case for all f ∈ L (X ), the imprecise Markov chain is called ergodic and we then denote the constant limit value by E ∞ (f ) := lim k→+∞ E k (f |x). Similarly, we call an imprecise Markov chain weakly ergodic if, for all f ∈ L (X ), lim k→+∞ E av,k (f |x) exists and does not depend on the initial state x. For a weakly ergodic imprecise Markov chain, we denote the common limit value by E av,∞ (f ) := lim k→+∞ E av,k (f |x). In contrast with standard ergodicity, weak ergodicity and, more generally, the limit behaviour of E av,k (f |x), is left almost entirely unexplored. The main contribution of this paper is a set of necessary and sufficient conditions for an imprecise Markov chain to be weakly ergodic. As we will see, these conditions are weaker than those needed for standard ergodicity, hence our choice of terminology. The following example shows that this difference already becomes apparent in the precise case. 
Now, although we initially used sets T of transition matrices to define imprecise Markov chains, it clearly suffices to only specify T if we are interested in the inferences E k (f |x) and E av,k (f |x) and their limit values. In fact, we will henceforth simply assume that T is a coherent upper transition operator on L (X ), meaning that it is an operator from L (X ) to L (X ) that satisfies
for all h, g ∈ L (X ) and all real λ ≥ 0 [12, 13, 4] . This can be done without loss of generality because an upper transition operator T that is defined as an upper envelope of a set T of transition matrices-as we did in Section 4-is always coherent [12, Theorem 2.6.3]. Our results and proofs will never rely on the fact that T is derived from a set T of transition matrices, but will only make use of C1-C3. Then again, any coherent upper transition operator can uniquely be represented by a closed, convex set of transition matrices that is seperately specified [12, Theorem 3.3.3], so there is no gain in generality either. Furthermore, since properties such as ergodicity and weak ergodicity can be completely characterised in terms of T , we will henceforth simply say that T itself is (weakly) ergodic if the corresponding imprecise Markov chain is (weakly) ergodic. The following three properties, which hold for any coherent upper transition operator T , any h, g ∈ L (X ) and any real µ, will prove useful later on [12, Section 2.6.1]:
[mixed sub-additivity].
Before we continue with our analysis, we want to point to an important aspect of why it is relevant to study weak ergodicity and E av,∞ (f ). Therefore, consider a traditional, precise Markov chain setting and let E ∞ (f ) and E av,∞ (f ) be the corresponding limit expectation and limit expected time average of f . If the Markov chain is ergodic, both of these inferences are equal [10, Theorem 38] and their common value characterises the limit behaviour of the time average of f . Indeed, then the point-wise ergodic theorem says that the time average f k (X 0:k ) will converge to E ∞ (f ) = E av,∞ (f ) with probability one. Still, E ∞ (f ) is most commonly considered the characterising quantity because it can be obtained in a computationally more efficient way. In the more general imprecise setting, however, the inferences E ∞ (f ) and E av,∞ (f ) do not necessarily coincide and the point-wise ergodic theorem [2, Theorem 32] only says that, with lower probability one, f k (X 0:k ) will be bounded above by E ∞ (f ) and bounded below by E ∞ (f ) := −E ∞ (−f ) if k → +∞. Now, although the inferences E av,∞ (f ) have received far less attention-mainly because their analysis requires more involved mathematics-they are at least as informative (as most as conservative) compared to the well-studied limit upper expectations E ∞ (f ), which means that E av,∞ (f ) ≤ E ∞ (f ) [10, Lemma 57] . That this inequality is often strict, was first observed by Lopatatzidis et al. [10, Section 7.6 ] in a numerical experiment. However, the differences observed here were only marginal. The next example illustrates that these can in fact become significant.
Example 2. Let X = {a, b}, let T a be the set of all probability mass functions on X and let T b := {p} for the probability mass function p = (p a , p b ) = (1, 0) that puts all mass in a. Then, for any f = (f a , f b ) ∈ L (X ), we have that
It follows that T k f = max f for all k ≥ 2, so the limit upper expectation E ∞ (f ) exists and is equal to max f for all f ∈ L (X ). In particular, we have that E ∞ (I b ) = 1. On the other hand, we find that T (2k)
exists and is equal to 1/2. This value differs significantly from the limit upper expectation E ∞ (I b ) = 1.
In fact, this result could have been expected simply by taking a closer look at the dynamics that correspond to T. Indeed, it follows directly from T that, if the system is in state b at some instant, then it will surely be in a at the next time instant. Hence, the system can only reside in state b for maximally half of the time. These underlying dynamics are not taken into account by the limit upper expectation E ∞ (I b ) because it is only concerned with the upper expectation of I b evaluated at a single time instant. ♦
Accessibility relations and topical maps
To give a characterisation of ergodicity and weak ergodicity, we will make use of some graph-theoretic concepts, suitably adapted to the imprecise Markov chain setting; we recall the following from [3] and [7] . The upper accessibility graph G (T ) corresponding to T is defined as the graph with vertices x 1 · · · x n ∈ X , where n := |X |, and an edge from x i to x j if T I xj (x i ) > 0. For any two vertices x i and x j , we say that x j is accessible from x i , denoted by x i → x j , if there is a directed path from x i to x j , which means that there is a sequence x i = x ′ 0 , x ′ 1 , · · · , x ′ m = x j of vertices, with m ∈ N 0 such that there is and edge from x ′ ℓ−1 to x ′ ℓ for all ℓ ∈ {1, · · · , m}. We say that two vertices x i and x j communicate and write x i ↔ x j if both x i → x j and x j → x i . The relation ↔ is an equivalence relation (reflexive, symmetric and transitive) and the equivalence classes are called communication classes. We call the graph G (T ) strongly connected if any two vertices x i and x j in G (T ) communicate, or equivalently, if X itself is a communication class. Furthermore, we say that T (or G (T )) has a top class
So, if T has a top class R, then R is accessible from any vertex in the graph G (T ).
Then, according to its definition, R is a communication class that is maximal or undominated, which means that x → y for all x ∈ R and all y ∈ R c . In fact, it can easily be seen that it is the only maximal communication class.
Having a top class is necessary for T to be ergodic, but it is not sufficient. Sufficiency additionally requires that the top class satisfies [7, Proposition 3]:
Then we will say that T is top class regular (TCR) if it has a top class that is regular, and analogously for top class absorbing (TCA). Top class regularity represents aperiodic behaviour: it demands that there is some time instant k * ∈ N such that all of the elements in the top class R are accessible from each other in k number of time steps, where k ≥ k * . In the case of traditional Markov chains, top class regularity suffices as a necessary and sufficient condition for ergodicity [9, 3] . However, in the imprecise case, we need the additional condition of being top class absorbing, which ensures that the top class will eventually be reached. It requires that, if the process starts from any state x ∈ R c , it has a strictly positive lower probability-that is, the infimum probability over all compatible precise models-to ever transition to R. For a more detailed discussion on the interpretation of the accessibility conditions (TCR) and (TCA), we refer to [3] . Furthermore, in [7] , it is shown that both of these accessibility conditions can be easily checked in practice. The characterisation of ergodicity using (TCR) and (TCA) was strongly inspired by the observation that upper transition operators are part of a specific collection of order-preserving maps, called topical maps. These are maps F : R n → R n that satisfy
for all h, g ∈ R n and all µ ∈ R. Note that we have here interpreted L (X ) as the finite-dimensional linear space R n where n = |X |, which is allowed because both are isomorph. That every coherent upper transition operator is topical follows trivially from C4 and C5. What is perhaps less obvious, but can be derived in an equally trivial way, is that the operator T f is also topical. This allows us to apply results for topical maps to T f in order to find necessary and sufficient conditions for weak ergodicity.
A sufficient condition for weak ergodicity
As a first step, we aim to find sufficient conditions for the existence of E av,∞ (f ).
To that end, recall from Section 4 that if E av,∞ (f ) exists, it is equal to the limit lim k→+∞ T k f (0)/k. Then, since T f is topical, the following lemma implies that it is also equal to lim k→+∞ T k f h/k for any h ∈ L (X ). Lemma 1 ([6, Lemma 3.1]). Consider any topical map F : R n → R n . If the limit lim k→+∞ F k h/k exists for some h ∈ R n , then the limit exists for all h ∈ R n and they are all equal.
Hence, if lim k→+∞ T k f h/k converges to a constant vector µ for some h ∈ L (X ), then E av,∞ (f ) exists and is equal to µ. This condition is clearly satisfied if the map T f has an (additive) eigenvector v ∈ L (X ), meaning that T k f v = v + kµ for some µ ∈ R and all k ∈ N 0 . In that case, we have that E av,∞ (f ) = µ, where µ is called the eigenvalue corresponding to v.
To find conditions that guarantee the existence of an eigenvector of T f , we will use further results from [5] and [6] . There, accessibility graphs are defined in a slightly different way: for any topical map F : R n → R n , they let G ′ (F ) be the graph with vertices v 1 , · · · , v n and an edge from v i to v j if lim α→+∞ [F (αI vj )](v i ) = +∞. Subsequently, for such a graph G ′ (F ), the accessibility relation · → · and corresponding notions (e.g. 'strongly connected', 'top class', . . . ) are defined as in Section 5. If we identify the vertices v 1 , · · · , v n in G ′ (T ) and G ′ (T f ) with the different states x 1 , · · · , x n in X , this can in particular be done for the topical maps T and T f . The following results show that the resulting graphs coincide with the one defined in Section 5. Proof. Lemma 2 implies that G ′ (T ) and G (T ) are identical. Moreover, that G ′ (T f ) is equal to G ′ (T ), follows straightforwardly from the definition of T f . ⊓ ⊔
In principle, we could use this result to directly obtain the desired condition for the existence of an eigenvector from [5, Theorem 2] . However, [5, Theorem 2] is given in a multiplicative framework and would need to be reformulated in an additive framework in order to be applicable to the map T f ; see [5, Section 2.1] . This can be done by means of a simple bijective transformation, but we choose not to do so because it would overload the paper with unnecessary notations. Instead, we deduce the additive variant of [5, Theorem 2] directly from [5, Theorem 9] and [5, Theorem 10] .
For any finite-dimensional linear space R n , let · H denote the Hilbert seminorm defined by h H := max h − min h for all h ∈ R n . The following result establishes that the existence of an eigenvector is equivalent to the fact that trajectories are bounded with respect to this norm. Theorem 1 ([5, Theorem 9]). Let F : R n → R n be a topical map. Then F has an eigenvector in R n if and only if F k h H : k ∈ N is bounded for some (and hence all) h ∈ R n .
That the boundedness of a single trajectory implies the boundedness of all trajectories follows from the non-expansiveness of a topical map with respect to the Hilbert semi-norm [5] . The following result, together with Theorem 1, implies that any topical map F : R n → R n for which the graph G ′ (F ) is strongly connected, has an eigenvector. To state it, we use the notion of a super-eigenspace, which is defined for any topical map F and any µ ∈ R as the set S µ (F ) := {h ∈ R n : F h ≤ h + µ}.
Theorem 2 ([5, Theorem 10]). Let F : R n → R n be a topical map such that the associated graph G ′ (F ) is strongly connected. Then all of the supereigenspaces are bounded in the Hilbert semi-norm.
Theorem 3. Let F : R n → R n be a topical map such that the associated graph G ′ (F ) is strongly connected. Then F has an eigenvector in R n .
Proof. The theorem follows immediately from Theorems 1 and 2, together with the observation that trajectories starting in a super-eigenspace do not leave the super-eigenspace. Indeed, for any µ ∈ R such that S µ (F ) is non-empty-such a µ always exists because F h ∈ R n is bounded for any h ∈ R n -and any h ∈ S µ (F ), we have that F (F h) ≤ F (h + µ) = F h + µ because of T1 and T2. This implies that F h ∈ S µ (F ) and therefore that the whole trajectory corresponding to h remains in S µ (F ). This trajectory is bounded because of Theorem 2, which by Theorem 1 guarantees the existence of an eigenvector. ⊓ ⊔ Proposition 1. An imprecise Markov chain is weakly ergodic if the associated graph G (T ) is strongly connected.
Proof. Fix any f ∈ L (X ). The operator T f is a topical map and, because of Corollary 1, G ′ (T f ) is strongly connected if and only if G (T ) is strongly connected. As a consequence, Theorem 3 guarantees the existence of an eigenvector of T f if G (T ) is strongly connected. Hence, as we have already discussed above, this then implies by the definition of an (additive) eigenvector and Lemma 1 that E av,∞ (f ) exists, and since this holds for any f ∈ L (X ), we indeed have weak ergodicity.
⊓ ⊔
In the remainder of this paper, we will use the fact that T is coherent-so not just topical-to strengthen this result. In particular, we will show that the condition of being strongly connected can be replaced by a weaker one: being top class absorbing. It will moreover turn out that this property is not only sufficient, but also necessary for weak ergodicity.
Necessary and sufficient conditions for weak ergodicity
Suppose that G (T ) has a top class R. Then, since R is a maximal communication class, the process surely remains in R if it started in R. Hence, the value of E av,k (f |x) where x ∈ R, will not depend on the dynamics of the process outside of R. Moreover, since R is a strongly connected component, one would expect that, due to Proposition 1, E av,k (f |x) converges to a constant that does not depend on x ∈ R. Our intuition is formalised by the following proposition.
Proposition 2. For any maximal communication class S and any x ∈ S, the upper expected time average E av,k (f |x) converges to a constant that depends neither on the initial state x ∈ S, nor on the value of f outside S.
As a next step, we want to extend the domain of convergence of E av,k (f |x) to all states x ∈ X . To do so, we will impose the additional property of being top class absorbing (TCA). Recall that (TCA) says that there is a top class R such that, for all x in R c , there is an index k x ∈ N for which there is a strictly positive lower probability 1 − T kx I R c (x) to transition from x to the top class R in k x steps. Then, once in the top class, the process remains in the top class, as we have discussed before. Hence, in that way, one can see that after a sufficiently long time, it is practically impossible that the process remains within R c . Lemma 3. For any upper transition operator T that satisfies (TCA), we have that lim k→+∞ T k I R c = 0 where R is the corresponding top class. Now, it remains to combine Lemma 3 with Proposition 2, in order to see that (TCA) is a sufficient condition for weak ergodicity. So assume that (TCA) is satisfied and that the process starts in some state x ∈ R c . Then, by Lemma 3, it is practically certain that the process will transition from x to some state in the top class R in some finite time k x . In the end, it does not matter to which state y in R the process will transition, because Proposition 2 guarantees that E av,k (f |y) converges to a constant E av,∞ (f ) that does not depend on y. Moreover, since we take an average over a growing time interval, the initial k x steps that the process was in R c will eventually not influence the value of E av,k (f |x). Hence, E av,k (f |x) can also be seen to converge to E av,∞ (f ).
Proposition 3.
For any upper transition operator T that satisfies (TCA), the upper expectation E av,k (f |x) converges to a constant that does not depend on the initial state x ∈ X .
Conversely, suppose that T does not satisfy (TCA). Then there are two possibilities: either there is no top class or there is a top class but it is not absorbing. If there is no top class, then there are at least two maximal communication classes S 1 and S 2 . By Proposition 2, the upper expectation E av,k (f |x) for some x ∈ S 1 converges to a constant that does not depend on the value of f outside of S 1 , and similarly for S 2 . Then if we let f be, for instance, the function c 1 I S1 + c 2 I S2 where c 1 = c 2 , one could expect that the limit value of the upper expectation E av,k (f |x) will be equal to c 1 if x ∈ S 1 and equal to c 2 if x ∈ S 2 . Hence, since c 1 = c 2 , we do not have weak ergodicity. Finally, suppose that there is a top class R, but that it is not absorbing. Then, for some x ∈ R c , we have that T k I R c (x) = 1 for all k ∈ N. In essence, this means that there is a compatible precise model such that the process is guaranteed to remain in R c if it started in x. For this precise model, the expected time average of the function f = I R c conditional on X 0 = x, is clearly equal to 1. Since max f = 1, this expectation is the upper envelope of the expected time averages of f over all compatible precise models. In that way, one can expect that E av,k (f |x) = 1 for all k ∈ N. On the other hand, it can be expected from our arguments above that E av,k (f |x) = 0 for any x ∈ R and all k ∈ N. Hence, we do not have weak ergodicity. This, together with Proposition 4 and Proposition 3, allows us to conclude that (TCA) is a necessary condition for weak ergodicity. 
Conclusion
This work was partially inspired by experimental findings in [10] that hinted at the practical importance of studying the inferences E av,k (f |x). It demonstrated that, in the case that T is ergodic, they do not necessarily converge to the limit upper expectation E ∞ (f ). Example 2 shows that this difference can be significant, hence, establishing the importance of these inferences. Additionally, ergodicity of T , and therefore the existence of the limit upper and lower expectations, requires the conditions of top class regularity and being top class absorbing to be satisfied [7, Proposition 3] . We on the other hand, have shown that weak ergodicity only requires top class absorbing to be satisfied. Hence, the inferences E av,∞ (f ) are guaranteed to exist under looser conditions. Such a case where T is top class absorbing but not top class regular is presented in Example 1.
While we here studied conditions that guarantee the existence of a constant limit value E av,∞ (f ), one could also merely look at the convergence of E av,k (f |x) for a single x ∈ X . In fact, we have a strong suspicion that such convergence will always be true. Our future work will also involve the search for an alternative version of the imprecise point-wise ergodic theorem [2, Theorem 32] . It says that, if time evolves towards infinity, the time average of a function f lays within the bounds E ∞ (f ) and E ∞ (f ) with lower probability 1. If however, we can replace those bounds by respectively E av,∞ (f ) and E av,∞ (f ), then, in some cases, it would mean a considerable gain in information about the limit behaviour of time averages.
