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ABSTRACT
Secondary organic aerosol (SOA) in the atmosphere contributes significantly to air
pollution and has profound impacts on regional and global climate change, as well
as human health. SOA, as opposed to directly emitted particles, refers to those
particles formed from oxidation of gas-phase compounds followed by nucleation
and/or gas-particle partitioning, as well as those modified by gas-phase oxidants
(e.g., O3, OH radical, and NO3 radical) through heterogeneous reactions within
their lifetime in the atmosphere. Investigations of SOA formation in the laboratory
have been carried out in batch reactors (e.g., environmental smog chambers) and
continuous flow reactors (e.g., oxidation flow reactors). Compared with the real
atmosphere, the reactors in the laboratory have boundaries and defined residence
times under different operation conditions. To better constrain the experimental
results and derive reliable parameters for aerosol models (e.g., yields of volatile
organic compounds), a full understanding of the role of the reactors on the gas-
phase components and suspended particles is needed.
In this thesis research, a number of studies were carried out to understand the role
of the reactor itself on the behavior of SOA-forming systems. This includes the
effect of the Teflon-walled Caltech Environmental Chamber on vapor molecules
and characterization of the newly-built Caltech PhotoOxidation Flow Tube reactor
(CPOT) for atmospheric chemistry studies.
Vapor-wall interactions in Teflon-walled environmental chambers have been studied;
however, conflicting results existed in the literature concerning the basic timescales
of vapor-wall loss in environmental chambers. The competition between vapor-
particle and vapor-wall interactions determines the fate of vapor molecules in the
reactor. A unified theory and empirical equations have been developed in this thesis
to explain the observed vapor-wall interaction timescales. About 100 compounds
have been studied to verify this theory. In characterizing the flow reactor perfor-
mance, computational fluid dynamics (CFD) simulations have been combined with
residence time distribution (RTD) experiments, revealing, among others, the im-
portance of the inlet design of the reactor and the effect of temperature gradients
on radial mixing in the reactor. An axial-dispersed plug flow reactor (AD-PFR)
model framework was developed as a basis on which to simulate photochemistry
occurring in the CPOT. An analytical solution for the cumulative RTD, which uses
data during the transition period to steady state, can be applied to diagnose the
xdispersion condition inside the flow rector.
Since SOA formation involves interactions among gas-phase molecules, particle
surfaces and particle bulk phases, a state-of-the-art experimental technique (field-
induced droplet ionization mass spectrometry, FIDI-MS) and a comprehensive
model coupling gas-surface-aqueous multiphase transport and chemical reactions
have been applied to investigate the gas-phase OH initiated oxidation of pinonic
acid (PA) at the air-water interface. The interfacial oxidation mechanism has been
found to differ from that of homogeneous reactions, and the kinetics depend on both
OH diffusion from gas-phase to the interface and aqueous-phase reaction of pinonic
acid + OH. The model calculation shows that, under typical ambient OH levels,
PA is oxidized exclusively at the air-water interface of droplets with a diameter of
5 µm, demonstrating the critical importance of air-water interfacial chemistry in
determining the fate of surface-active species.
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1C h a p t e r 1
INTRODUCTION
1.1 Background and Motivation
Particulate matter (PM) suspended in the atmosphere can scatter/absorb solar radi-
ation, act as cloud condensation nuclei, impacting the climate directly or indirectly
(IPCC, 2013). PM2.5 refers to particles with a diameter smaller than 2.5 µm, which
can profoundly damage human health since they can penetrate into deep stages of
the lung (EPA, 2016). During PM lifetime in the atmosphere, particles interact with
each other as well as the gas molecules/radicals surrounding them. Thus the prop-
erties (e.g., chemical composition, size, and phase state etc.) of these suspended
particles are always changing.
The term aerosol is used to describe a relatively stable system of solid or liquid
fine particles surrounded by gas molecules. Secondary organic aerosols (SOA)
refer to those sub-micrometer particles containing a large mass fraction of organic
compounds (Jimenez et al., 2009) that are formed through gas-particle partitioning
or modified by multi-phase oxidation, compared with those from direct emission
(primary organic aerosols, POA). The physicochemical properties of SOA in the
atmosphere are complex, constantly changing, and have profound effects on climate
and human health (Pope III et al., 2002). The formation and evolution of SOAs
depend on gas-phase oxidants and volatile organic compounds (VOCs), and the
particle-phase compositions and viscosities (George and Abbatt, 2010). We are
interested in learning how these properties evolve so we can predict and evaluate
their effect on air pollution and regional/global climate by models. Aside from
direct field observations of SOAs, extensive laboratory studies have focused on the
formation of SOA and parameterizing the key processes that can be used in chemical
transport models.
The laboratory studies of SOA formation are usually carried out in atmospheric
reactors, which, depending on the research purpose can be divided into batch mode
and continuous mode. The batch-mode atmospheric reactor is best known as the
environmental smog chamber, which is usually made of chemically inert materials
(e.g., Teflon film), but without rigid boundaries so the pressures inside and outside
the reactor remain the same. The continuous-mode atmospheric reactors usually
2have rigid boundaries, so as the sampling goes on, some gas flux has to be added to
keep the pressure inside the reactor constant. Based on the fluid dynamics, ideally,
the continuous-mode reactor can be divided into continuously stirred tank reactor
(CSTR) and plug flow reactor (PFR). For a batch-mode reactor, the reactants and
products evolve with time, which is most similar to the real atmosphere where the
components of an air parcel change over time; while a continuous-mode reactor
usually runs at a steady state so one can examine closely the mechanisms under
a specific condition. The other important aspect for these two modes is the effect
of walls. The walls of a reactor can bias the quantitative results from a batch-
mode reactor if one does not account for them since the boundaries keep interacting
with both vapors and particles inside the reactor. In contrast, for continuous-mode
reactors, wall effects are less critical since the system is at a steady state. However,
there are also some special reactors that do not belong to either type. For example,
theCosmics LeavingOutdoorDroplets reactor (CLOUD, 2019) has rigid boundaries
(stainless steel) and is running at a continuous mode but since the residence time is
long relative to the reaction time, the system can be treated as a batch-mode reactor.
The Caltech Atmospheric Chemistry Laboratory has a dual environmental smog
chamber (batch mode), which has made great contributions to the community by
providing one of the important parameters for SOA formation to regional and global
transport models, i.e., the yields of various precursor VOCs. To get a reliable value
of VOC yield, one has to account for wall effects carefully. In this thesis, efforts
have been taken to parameterize the wall effect on gas-phase vapors in a batch-mode
Teflon-walled reactor. In addition, this thesis considers the continuous flow reactor,
which is a complementary reactor to the chamber reactor. Besides characterizing
the reactors by experiments, this thesis emphasizes developing models so one can
either make predictions to compare with the data or retrieve key parameters from
the data.
31.2 Organization of Thesis
In Chapter 2, we present the design and characterization of the Caltech PhotoOxida-
tion flow Tube reactor (CPOT). We show how computational fluid dynamics (CFD)
simulation can help design the inlet of a flow reactor. By comparing the residence
time distributions (RTD) determined by the CFD simulation with those measured
by experiments, we learn that temperature inhomogeneity can cause recirculation
inside the flow reactor. We propose an axial-dispersed plug flow reactor (AD-PFR)
to simplify the 3D flow reactor into a 1D model framework by parameterizing the
inevitable turbulence as an eddy diffusivity. We also measure the particle trans-
mission efficiency as a function of particle size under dry conditions. The CPOT
is designed to run experiments at steady state under specific conditions that can
perform a much higher exposure (reagent concentration × residence time) than a
chamber reactor. We further propose a correction factor to calculate the exposure
under the AD-PFR framework.
In Chapter 3, based on the studies in Chapter 2, we propose a newmethod to retrieve
the eddy diffusivity inside a flow reactor. Instead of measuring the RTDs by pulse
injection of species, one can take advantage of the data during the transition time,
i.e., the data from the beginning of the experiment before the system reach steady
state. We derive an analytical expression for this accumulative RTD and verified that
the eddy diffusivity derived from this method is ∼50% higher than that derived from
pulse RTDs. We suggest using accumulative RTD to determine the eddy diffusivity,
since it can better reflect the working condition of the flow reactor.
In Chapter 4, we present a study quantifying chamber wall effect on vapors. Com-
pared with the real atmosphere, all the experiments in the lab must address such wall
interactions because the air parcel is not as free as those ambient ones. The interac-
tion between vapor molecules and the Teflon-walled environmental chamber can be
described as a multi-step dissolving process. In this chapter, we propose a unified
model to describe two significantly different dissolving timescales. In this model,
the vapor-wall interaction is described as kinetically dissolving in a thin surface
layer and then diffusing into the deep layer. Over 100 compounds have been used
to develop and test this model. By parameterizing the vapor-wall accommodation
coefficient and the activity coefficient, this model can be easily incorporated into
the chamber models.
In Chapter 5, a multi-phase transport and reaction model is developed to derive
the reaction rate constant between pinonic acid and hydroxyl radical at the air-
4water interface. In this chapter, we build a model that can be used to simulate
multi-phase (gas-interface-aqueous phases) mass transport and reaction with the
experimental technique called field induced droplet ionization mass spectrometry
(FIDI-MS) that focuses on in-situ air-water interfacial reaction and detection. The
model framework follows the PRA definition (Pöschl et al., 2007). By introducing
the interfacial reaction into the traditional gas-aqueous phase reaction model, we
demonstrate that the air-water interfacialmulti-phase reactions could be an important
sink for surface-active and OH-reactive organic species in the atmosphere through
multi-phase reactions.
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Abstract
Flow tube reactors are widely employed to study gas-phase atmospheric chemistry
and secondary organic aerosol formation. The development of a new laminar-flow
tube reactor, theCaltech PhotoOxidation flowTube (CPOT), intended for the study of
gas-phase atmospheric chemistry and secondary organic aerosol (SOA) formation,
is reported here. The present work addresses the reactor design based on fluid
dynamical characterization and the fundamental behavior of vapor molecules and
particles in the reactor. The design of the inlet to the reactor, based on computational
fluid dynamics (CFD) simulations, comprises a static mixer and a conical diffuser to
facilitate development of a characteristic laminar flow profile. To assess the extent to
which the actual performance adheres to the theoretical CFD model, residence time
distribution (RTD) experiments are reported with vapor molecules (O3) and sub-
micrometer ammonium sulfate particles. As confirmed by the CFD prediction, the
presence of a slight deviation from strictly isothermal conditions leads to secondary
flows in the reactor that produce deviations from the ideal parabolic laminar flow.
The characterization experiments, in conjunction with theory, provide a basis for
interpretation of atmospheric chemistry and secondary organic aerosol studies to
follow. A 1D photochemical model within an axially dispersed plug flow reactor
(AD-PFR) framework is formulated to evaluate the oxidation level in the reactor.
The simulation indicates that the OH concentration is uniform along the reactor, and
an OH exposure (OHexp) ranging from ∼ 109 to ∼ 1012 molecules cm−3 s can be
achieved fromphotolysis ofH2O2. Amethod to calculateOHexpwith a consideration
for the axial dispersion in the present photochemical system is developed.
62.1 Introduction
Experimental evaluation of atmospheric chemistry and aerosol formation is typically
carried out in laboratory reactors. Such reactors comprise both chambers and flow
reactors. The flow tube reactor has emerged as a widely-used platform (Bruns et al.,
2015; Chen et al., 2013; Ezell et al., 2010; Kang et al., 2007, 2011; Karjalainen
et al., 2016; Keller and Burtscher, 2012; Khalizov et al., 2006; Lambe et al., 2011a,
2015, 2011b, 2012; R. Li et al., 2015; Ortega et al., 2013, 2016; Palm et al., 2016;
Peng et al., 2016, 2015; Simonen et al., 2017; Tkacik et al., 2014).
The flow tube reactor is generally operated under steady-state conditions. An at-
tribute of the flow tube reactor is that, by control of the inlet concentration and
oxidation conditions, it is possible to simulate atmospheric oxidation under condi-
tions equivalent to multiple days of atmospheric exposure with a reactor residence
time over a range of minutes. It should be noted that the chemistry occurring in
such a highly oxidizing environment may differ from that in the atmosphere and
batch chamber, even though no discrepancy between the components of the SOA
generated in the flow tube reactor and the batch chamber has yet to be reported
(Lambe et al., 2015). Moreover, under the steady state operating conditions, it is
possible to accumulate sufficient products for detailed analytical evaluation. Key
factors relevant to atmospheric processes, such as gas-phase kinetics (Donahue et
al., 1996; Howard, 1979; Thornton and Abbatt, 2005), nucleation rates (Mikheev
et al., 2000), uptake coefficients of vapors on particles (Matthews et al., 2014), and
heterogeneous reactions on particle surfaces (George et al., 2007), can be evaluated
via flow tube studies.
Since the concept of Potential Aerosol Mass (PAM) was proposed, the PAM reactor,
operated as a flow tube reactor, has been widely used in laboratory and field studies
of SOA formation (Chen et al., 2013; Kang et al., 2007, 2011; Keller and Burtscher,
2012; Kroll et al., 2009; Lambe et al., 2011a, 2015, 2012; Ortega et al., 2013, 2016;
Palm et al., 2016; Slowik et al., 2012; Smith et al., 2009). A powerful attribute of the
PAMand subsequent flow reactors is the capability to generate hydroxyl radical (OH)
levels that lead to integrated OH exposure ranging as high as ∼ 1012 molecules cm−3
s, at which it is possible to simulate atmospheric oxidation conditions comparable to
those occurring over ∼ 1 week. Chemical kinetic modeling studies have investigated
the free radical chemistry in the oxidation flow reactor (OFR) (e.g., R. Li et al., 2015;
Peng et al., 2016, 2015).
Flow tube designs vary in dimension, detailed construction, and strategy for gener-
7ating the oxidizing environment. Each specific design aspect of a flow reactor can
significantly affect both the fluid dynamics and the chemistry within the reactor. For
example, the design of the inlet to the reactor determines the extent of initial mixing
of the reactants as well as the development of concentration profiles in the reactor.
The classical flow tube for gas-phase kinetic measurements employs a movable inlet
in the axial position surrounded by a carrier gas to achieve the flexibility in varying
reaction time (Howard, 1979). The wavelength-dependent radiation source deter-
mines the choice of oxidants that initiate free radical chemistry. In the atmosphere,
the ubiquitous oxidant OH is generated largely by the reaction of H2O with O(1D),
which is produced by the photolysis of O3 at wavelengths < 320 nm. In the flow
reactor, a variety of OH generation strategies exist. One option is to use black-
lights that center around 350 nm to gently photolyze OH precursors such as H2O2,
HONO, and CH3ONO. The material of the flow tube determines the placement of
radiation sources. For example, the PAM reactor described by Kang et al. (2007)
is constructed of Teflon, which is transparent to UV radiation; consequently, the
UV lamps that drive the photochemistry can be positioned outside the reactor itself.
By contrast, another class of flow reactors is constructed of aluminum, for which
the UV lamps must be positioned inside the reactor itself (Ezell et al., 2010; R. Li
et al., 2015). Characterization of the behavior of the flow tube reactor requires, ide-
ally, a combination of flow and residence time modeling and experiment, chemical
kinetic modeling and experiment, and modeling and experimental measurement of
interactions of vapor molecules and particles with reactor walls.
We present here the development and characterization of the Caltech Photooxidation
flow Tube reactor (CPOT). The CPOT has been constructed as a complement to the
Caltech 24 m3 batch chambers (Bates et al., 2014, 2016; Hodas et al., 2015; C. L.
Loza et al., 2013, 2014; R. C. McVay et al., 2014; Renee C. McVay et al., 2016;
Nguyen et al., 2015, 2014; Schilling Fahnestock et al., 2015; Rebecca H. Schwantes
et al., 2015; Yee et al., 2013; XuanZhang et al., 2014, 2015) in carrying out studies of
SOA formation resulting from the oxidation of volatile organic compounds (VOCs)
by oxidants OH, O3, and NO3 over timescales not accessible in a batch chamber.
Due to its steady-state operation, the CPOT also affords the capability to collect
sufficient quantities of SOA generated in the reactor for comprehensive composition
determination by off-line mass spectrometry.
While the reactor itself is not unlike a number of those already developed and cited
above, we endeavor here to describe in some detail the theoretical/experimental
8characterization of the reactor. Using computational fluid dynamics (CFD) sim-
ulations, we describe the design and characterization of the CPOT. We highlight
fundamental consideration of the design of a laminar flow tube reactor, including
methods of injection of gases and particles, the behavior of vapor molecules and
particles in the reactor, and effects of non-isothermal conditions on the flow in the
reactor. We evaluate the extent to which the fluid dynamics modeling agrees with
experimental residence time distribution (RTD) measurements.
Experimental measurements of SOA formation in laboratory Teflon chambers are
influenced by deposition of both particles and vapors to the chamber walls, and
evaluation of the SOA yield from VOC oxidation must take careful accounting for
such wall losses (e.g., Nah et al., 2017, 2016; Xuan Zhang et al., 2014). We seek
to assess the extent to which both vapor and particle deposition onto the entrance
region and quartz wall of the flow tube is influential in flow tube reactor studies.
While experimental measurements of these processes will be presented in future
studies, the transport modeling presented here provides a basis for evaluating the
effect of reactor surfaces on experimental measurements of atmospheric chemistry
and SOA formation.
A photochemical kinetic model is formulated to simulate OH production in the
reactor. Typically, at steady state, the flow tube reactor gives only one data point
under a specific condition. Such a model is essential in evaluating oxidation data
in the reactor since the model predicts how the reactants evolve along the reactor.
Generally, the ideal plug flow reactor (PFR) framework is used in the modeling
of a flow tube system (R. Li et al., 2015; Peng et al., 2016, 2015). For a non-
ideal flow reactor, the axially-dispersed plug flow reactor (AD-PFR) framework
couples the RTD with the chemical reaction system. The axial dispersion plays the
role of backward and forward mixing of the reactants, smoothing the concentration
gradients. By the comparison between AD-PFR and PFR models, we will show
how the non-ideal flow reactor impacts the data interpretation and suggest a method
for correction.
2.2 Design and Experimental Setup
2.2.1 CPOT Reactor
The CPOT comprises three sections: the inlet section, the main reaction section,
and the outlet section (Fig. 2.1A). The inlet consists of two components: the static
mixer and the conical diffuser (Fig. 2.1B). The static mixer is designed to thoroughly
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Figure 2.1: Overall schematic of the Caltech PhotoOxidation flow Tube (CPOT).
(A) The inlet design. (B) The injection scheme. (C) Schematic for the housing
chamber. (D) UV lamps.
mix reactant streams, whereas the diffuser serves to expand the mixed flow to the
diameter of the reaction section while maintaining an idealized laminar flow profile.
The static mixer is constructed of stainless steel and consists of 12 helical elements
(StaticMixCo, NY). The Pyrex glass diffuser section expands from an inner diameter
of 1.6 cm to 15 cm at an angle of 15°. The diffuser angle was chosen based on CFD
simulations in order to minimize flow separation and recirculation. Detailed design
of the inlet section is discussed in Section 2.3.
The CPOT reaction section consists of two 1.2 m × 17 cm ID cylindrical quartz
tubes surrounded by an external water jacket (1 cm thickness) and flanged together
with clamps and chemically resistant o-rings. Four ports along the reactor axis allow
sampling of the reactor contents at different residence times. A transition cone at
the end of the reactor concentrates the reactants into a common sampling line that
can be split among multiple instruments; thus, samples extracted at the end of the
reactor represent the so-called cup-mixed average of the entire reactor cross section.
This design is similar to the exit cone of the UC Irvine flow tube reactor (Ezell et al.,
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Figure 2.2: Photon fluxes inside the reactor, as well as the transmittance of water
and fused quartz (Beder et al., 1971).
2010). The Pyrex glass exit cone gradually reduces the diameter of the reactor from
15 cm to 0.72 cm at an angle of 15°. Similar to the inlet diffuser, the exit cone is
temperature-controlled (Section 2.2.3).
The CPOT is designed to operate under laminar flow. The essential dimensionless
group that differentiates laminar vs. turbulent flow is the Reynolds number, Re
=
ρUD
µ
, where ρ is the fluid density, U is a characteristic velocity of the fluid, µ
is the fluid viscosity, and D is the tube diameter. For cylindrical tubes, the flow
is considered laminar when Re < 2100. Under the typical CPOT flow rate (2 L
min−1), the Reynolds numbers at the inlet cone, in the cylindrical section, and at the
exit cone are 150, 20, and 450, respectively, well below the transition to turbulent
flow.
2.2.2 Photolytic Environment
The reactor is housed within a 51 × 51 × 300 cm chamber containing 16 wall-
mounted UV lamps. The arrangement of the lamps is outlined in Fig. 2.1D. Light
intensity is adjustable (0, 25%, 50%, 75%, and 100%), and the UV spectrum can
be set to a specific wavelength range with the installation of various T12 UV lamps,
including Hg vapor lamps (emit narrow bands at 254 nm and 185 nm), UVB lamps
(polychromatic irradiation centered at 305 nm) and UVA lamps (polychromatic
irradiation centered at 350 nm), based on the experimental goals.
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Quantification of light fluxes for each type of lamp is the prerequisite for performing
photochemical experiments. A challenge associated with quantifying photon fluxes
is that the flux emitted by the lamps is not necessarily that perceived by a molecule
inside the reactor. Attenuation of photon fluxes can potentially arise from: 1) atten-
uation by the quartz wall and the water jacket surrounding the experimental sections;
2) reflection and/or refraction of light inside the chamber; and 3) absorption of light
by gas-phase molecules (e.g. absorption of the 185 nm band by O2 molecules). To
overcome this challenge, we employ a method combining direct measurements and
gas-phase chemical actinometry, where the directly recorded emission spectra are
adjusted to the the observed photolysis rate of NO2 ( jNO2). The advantage of this
method is that the actual output spectra of the lamps are used, since the quantifica-
tion of fluxes is based on what the molecules perceive inside the reactor. The water
coolant in the jacket surrounding the tube is transparent at the UV wavelengths of
interest, with the exception that it absorbs at the 185 nm band emitted by the Hg
vapor lamps. Although the general UV cutoff of water is at 190 nm, we observed
formation of 60 ppb of O3 with a 2 L min−1 flow rate under the full power of the
Hg vapor lamp. The radiation intensity at 185 nm that penetrates into the reaction
section is calculated to be about 10−5 of that at 254 nm. The photon fluxes in the
CPOT from the three types of lamps are shown in Fig. 2.2 with a detailed description
of the determination of photon fluxes provided in Section 2.8.1.
2.2.3 Temperature Control in the Reaction Section
At full photolytic intensity, the lamps generate as much as 550 W of heat. To
maintain a constant temperature and minimize convective mixing in the tube due
to temperature inhomogeneity, each of the two reaction sections is fitted with a
quartz-cooling jacket, in which chilled water is circulated at a rate of 13 L min−1.
Coolant is introduced into the jacket near the exit cone and exits at the inlet (Fig.
2.1A). Under typical operation, the cooling jacket can maintain the steady-state
reactor temperature at a desired value between 20 and 38°C. Under full photolytic
intensity of the UVA lamps, which produce the most heating among the three types
of lamps, the temperature rise of air in the reactor is ≤ 0.3 K at steady state. Reactor
temperature control is further addressed in Section 2.3.3.
2.2.4 Experimental Testing
Particles and vapor species are used to experimentally characterize the fluid dynam-
ics inside the reactor. The injection scheme is illustrated in Fig. 2.1C. Polydisperse
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ammonium sulfate particles were generated by atomizing a 0.01M aqueous solution
with a constant rate atomizer (Liu and K. W. Lee, 1975). The atomized particles
were immediately dried by a silica gel diffusion drier. The size distribution of par-
ticles was measured by a custom-built scanning mobility particle sizer (SMPS). For
the particle RTD measurement, the particle counts were monitored with a TSI 3010
Condensation Particle Counter (CPC, Minneapolis, MN). Gas-phase RTD studies
were performed under dark conditions. O3 was generated by passing purified air
through an O3 generator (UVP, 97-0067-01), and the O3 mixing ratio was monitored
by a O3 monitor (Horiba APOA-360). A Teledyne NOx Analyzer (Model T200)
was used to monitor NO, NO2, and NOx in the experiment of the determination
of photon flux. To measure the penetration efficiency of gas-phase species, a SO2
monitor (Meloy Lab, SA285E) was used to detect SO2 and a chemical ionization
mass spectrometry (CIMS, Crounse et al., 2006; St. Clair et al., 2010) was employed
to detect H2O2.
2.2.5 CFD Simulations
CFD simulationswere performed usingCOMSOLMultiphysics 5.0 software (Stock-
holm, Sweden. www.comsol.com) to assist the design and characterization of the
reactor. COMSOL uses a finite element method and has a number of built-in mod-
ules that can be utilized to simulate a specific experimental condition. Recently,
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several research groups have employed COMSOL in atmospheric and aerosol chem-
istry studies (Grayson et al., 2015; Sellier et al., 2015; Y. Zhang et al., 2015). Here,
the model geometry replicates that of the actual design; thus, the simulations include
a static mixer, diffuser inlet, reaction section, and exit cone with exact dimensions
(Fig. 2.3A).
At the design stage, the performance of the inlet section was simulated numerically
using CFD models (Section 2.2.5). The actual static mixer containing 12 mixing
elements was simulated by a 2-element mixer using the COMSOL built-in static
mixer model. Flow profiles calculated using the 2-element static mixer model were
found to be identical to those using static mixers with 4 or more elements. Since
static mixers yield asymmetric flow patterns, themodel was solved in a 3D geometry.
The entire 3D model was discretized with a fine mesh composed of approximately
1.25×106 tetrahedral elements (Fig. 2.3B). The average element quality, which is a
reflection of cell distortion (a value of 1 reflects a perfect element shape), was 0.77
with a minimum of 0.12. A finer mesh within the domain of the static mixer was
applied to capture flow dynamics near the entrance to the diffuser cone (Fig. 2.3B).
Model sensitivity to meshing was tested using a finer mesh density, and results were
found to be identical. An impermeable and no-slip boundary condition was applied
to all surfaces. The flow at the entrance into the static mixer was set to be 2 L
min−1, and the outlet pressure was assumed to be atmospheric. Simulations were
conducted until a steady state was achieved, and the errors converged to < 10−6.
Navier-Stokes equationswere solved using theCOMSOL laminar flowpackage in the
CFD module assuming compressible, isothermal flow. The isothermal assumption
will be relaxed subsequently. To evaluate the effect of reactor temperature gradients,
the COMSOL laminar flow package was coupled to the convective and diffusive heat
transfer interface. To visualize fluid flow through the reactor, transient simulations
were performed using the COMSOL dilute species transport package. This model,
when coupled to the Navier-Stokes equations, enables one to track convection and
diffusion of a tracer species, as described in Section 2.4. After first generating the
steady-state laminar flow profile, a 30 s rectangular pulse of a 0.1 mol m−3 tracer was
introduced numerically into the reactor at the entrance to the static mixer to generate
the RTD. No wall uptake of gases or particles was assumed in this computation.
Molecular or Brownian diffusivity can be varied over several orders of magnitude to
represent that of vapor molecules and particles. The simulation was run for 80 min
with data output every 15 s (consistent with the data acquisition of the instruments,
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e.g. O3 monitor and CPC). Simulations were performed for a variety of different
inlet geometries, flow rates, and reactor temperature gradients. These simulations
served to evaluate the design against alternative configurations and also demonstrate
the sensitivity of fluid field to various flow conditions.
2.2.6 Photochemical Model
While the CFD simulation serves as a comprehensive method to understand the
fluid dynamics, it is not efficient to solve a complex chemical kinetic system within
this framework. A simplified 1D axial-dispersion photochemical model based on
the RTD measurement is built here to evaluate the oxidation level. The mechanism
presented here is that in the absence of NOx. The oxidation of 100 ppb SO2 by the
OH radical is studied. H2O2 at 1 ppm serves as the OH precursor. The three types
of UV lamps are considered, sequentially, to investigate the effect of the radiation
source on OH exposure. Each simulation is carried out at RH = 5% and T = 295
K (corresponding to [H2O] = 1500 ppm). The case in the absence of H2O2 input is
also simulated to check the background OH level. Reactions of the full mechanisms
and the rate coefficients including photolysis rate under different lamps that are
necessary for the chemical kinetic modeling are listed in Section 2.8.2.
The AD-PFRmodel setup is used in the present study and described in Section 2.8.3.
The Danckwerts boundary condition is employed to ensure the flux continuity at
both the inlet and outlet (M. E. Davis and R. J. Davis, 2003). This model system is
solved in MATLAB (R2015b) by a boundary value problem solver bvp4c. The PFR
model is run simultaneously as a comparison. No wall interaction and new particle
formation are considered in the models. The result will be discussed in Section 2.6.
2.3 Design of the Flow Tube Reactor
Essential elements of the design of a flow tube reactor are: (1) the manner by which
reactants are introduced into the reactor; (2) the nature of the flow inside the reactor;
(3) the type and location of the radiation source relative to the reactor itself; and
(4) the management of heat generation owing to the radiation source. The first two
correspond to the inlet section design, while the latter two address the problem of
possible non-isothermal conditions in the reaction section.
2.3.1 Injection Method
A number of possible arrangements exist to introduce material into a flow tube re-
actor (Fig. 2.4). The nature of the injection manifold has the potential to profoundly
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the average velocities at the inlet, in the bulk reaction section, and at the exit of
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demonstrated by the visualization of smoke in a Pyrex glass tube.
affect the flow profile in the subsequent reaction section. In the case of a laminar flow
reactor, it is desirable to minimize such "end effects" in order to establish parabolic
flow quickly within the reaction section; otherwise, phenomena such as jetting and
recirculation have the potential to impact flow patterns throughout the entire reactor.
Figure 2.4A depicts the simplest injection method, by which vapor and particles
are introduced into the reaction section through a short injection tube. While a
benefit of this design is its simplicity, with this mode of injection, it is challenging
to distribute reactant mixtures evenly across the reactor cross section. We tested
this inlet method on a cylindrical Pyrex glass tube and visualized the flow pattern by
the injection of smoke (Fig. 2.4A). With flow controlled by a vacuum line attached
to the exit section, the gas-particle mixture is pulled into the reaction tube at a rate
that is dictated by mass conservation. Smoke visualization studies illustrate that the
mixture concentrates in a plug at the center of the reactor. This ”fire hose” effect
arises from the enhanced velocity at the exit of the injection tube (Uavg, injection).
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Such flow behavior is typical for that occurring with a sudden expansion (Bird et al.,
2007).
Some flow tube designs address inlet issues using flow management devices, e.g.
a spoked-hub/showerhead disk inlet (Bonn et al., 2002; Ezell et al., 2010) that
distributes the reactants evenly about the reactor cross-section and provides sufficient
mixing (Fig. 2.4B). Even when reactants are introduced gently into the tube, an
axial distance is still required for the flow to develop to the characteristic parabolic
laminar flow profile. This entrance length, Lentr, is estimated to be 0.035DRe (Bird
et al., 2007). The inlet section should be designed with a sufficient entrance length
Lentr to ensure the development of the laminar profile prior to the reaction section.
In the CPOT, reactants are injected via a conical diffuser (Fig. 2.4C) which has the
advantage of gradually decreasing the velocity, thereby assisting with the formation
of the laminar parabolic profile. The employment of a diffuser cone essentially
replaces Lentr, and a parabolic profile is fully developed when the reactants reach
the reaction section.
In addition to the flow field inside the reactor introduced by the inlet design, the
transmission of different reactants (i.e. gas-phase species and particles) in the inlet
system should also be considered (Karjalainen et al., 2016; Ortega et al., 2013, 2016;
Palm et al., 2016; Simonen et al., 2017; Tkacik et al., 2014). Generally, a larger
surface area means more interaction between the reactants and the walls, especially
for "sticky" molecules. The effect of static mixer on the transmission of gas-phase
species will be investigated in Section 2.5.1.
2.3.2 Angle of the Diffuser
A key consideration in designing a diffuser is avoiding flow separation that occurs
when streamlines detach from the diffuser wall. Separation may be characterized
by two flow patterns: stall and jetting flow. In stall, an asymmetrical flow pattern
develops due to an adverse pressure gradient. Fluid is accelerated along one wall
of the diffuser and recirculates slowly back along the other wall to the point of
streamline detachment (Tavoularis, 2005). As demonstrated in Fig 2.4A, jetting
flow is characterized by a symmetric flow pattern where the fluid is accelerated
at the center of the diffuser and recirculates slowly along the walls. Recirculation
introduces non-ideality since it accelerates gases and particles down the reactor,
thereby affecting the residence time distribution (RTD) and leading to uncertain
reaction times.
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Figure 2.5: COMSOL simulation results for a suite of diffuser angles assuming
isothermal conditions. Images in the left column are from simulations conducted
in the absence of a static mixer. Images in the right column are from simulations
employing a 2-element static mixer upstream of the diffuser cone. The red traces
are streamlines demonstrating the flow pattern of fluid introduced upstream of the
static mixer. The blue surfaces illustrate regions where the axial velocity < 0 m
s−1. Together, these traces illustrate the recirculation zone. ∆z is the length that
the recirculation zone penetrates into the reaction section. All simulations were
performed for a volumetric reactor flow of 2 L min−1.
Diffusers are routinely applied in larger systems such as wind tunnels and turbines;
therefore, most literature on diffuser design focuses on flow patterns at high Re (Re
> 5000, e.g., Mehta and Bradshaw, 1979; Prakash et al., 2014; Seltsam, 1995;
Tavoularis, 2005). As a rule of thumb for high Re systems, flow separation can be
suppressed if the diffuser half-angle is ≤ 5°; however, smaller angles are needed
if the area ratio between the diffuser inlet and reactor section is much greater than
5 (Mehta and Bradshaw, 1979). We are unaware of studies that report diffuser
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performance at modest Re (< 500). Fried and Idelchik (1989) recommend that
diffusers be designed with an angle of divergence < 7° to avoid flow separation;
alternatively, F. M. White (2008) recommends an angle < 15°. Sparrow et al.
(2009) modeled the flow of fluid through diffuser cones at various Re. For further
discussion about flow separation within diffusers, see Tavoularis (2005).
Under a typical working flow rate (2 L min−1), the value of Re at the entrance of
the conical diffuser is ∼ 200. Figure 2.5 shows simulated flow profiles for a range
of diffuser angles. The red traces represent streamlines, whereas the blue surface
illustrates points where flow recirculation occurs, that is, where the axial velocity
< 0 cm s−1. Collectively, these traces provide a visualization of the recirculation
zone. We present flow profiles in the presence and absence of a static mixer since
swirling flow has been shown to improve diffuser performance for systems with
appreciable separation (McDonald et al., 1971).
As the diffuser angle increases, separation becomes more appreciable, and the
recirculation zone penetrates farther into the reaction section (∆z > 0). At the most
extreme angle we considered (θ = 37°), the simulation predicts that the first 46 cm
of the reaction section is impacted by recirculation. For reference, the extreme of
a sudden expansion (θ = 90°) exhibits recirculation that penetrates nearly halfway
through the reactor (∆z = 110 cm). For flow tube systems operated at similar Re
as here, if a parabolic flow profile is desired, it is recommended that one utilizes
a diffuser with θ < 20° in order to minimize laminar flow disturbance within the
reaction section.
The presence of a static mixer tends to quell separation at moderate diffuser angles.
The recirculation zone appears to propagate into the reaction section only at dif-
fuser angles > 30°; however, the extent of this recirculation is substantially reduced
compared to simulations in the absence of a static mixer. Furthermore, the recir-
culation zone is predicted to be symmetric; fluid from the static mixer is directed
radially towards the walls of the diffuser and recirculates back towards the center.
In contrast, the recirculation zone in diffusers without static mixers is predicted to
be asymmetric (Fig. 2.5), with flow recirculating at one wall of the diffuser. With
flow introduced via a sudden expansion, the presence of a static mixer does little
to minimize recirculation. The improvement in diffuser performance with swirling
flow at the inlet is consistent with observations at high Re (ibid.), suggesting that
the addition of a static mixer may help to mitigate moderate separation in systems
employing wide-angled diffusers.
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Figure 2.6: COMSOL simulated velocity field at the reactor inlet under isothermal
conditions. Simulations were performed for the actual CPOT design: a 15° diffuser
cone coupled to a static mixer. The velocity magnitude at various axial positions
is shown in (A), and 1D axial velocity profiles within the "inlet-affected" region
are shown in (B). The velocity magnitude in (B) is presented on the axis below
each velocity profile. Note that DL = Diffuser Length (53.3 cm). (C) shows the
normalized residence time of vapor molecules andmonodisperse particles at various
axial positions. A 30 s square wave pulse is used as the input.
Figure 2.6 further illustrates the CFD-modeled velocity profiles for the actual CPOT
design, with a 15° diffuser cone coupled to a static mixer, in the region of the reactor
extending from the inlet cone to the first 10 cm of the reaction section. We refer
to this section of the reactor as the "inlet-affected" region, since axial positions
farther downstream exhibit fully-developed laminar profiles. Figure 2.6A visualizes
the entire velocity field along select cross-sections within the inlet-affected region,
whereas Fig. 2.6B presents 1D velocity profiles at various axial positions. Note that
Fig. 2.6A presents the velocity magnitude, whereas Fig. 2.6B illustrates the axial
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velocity component (i.e., flow in the z-direction) to facilitate identification of regions
impacted by flow recirculation. In general, the simulation predicts the absence of
recirculation within the reactor under isothermal conditions. As demonstrated by
Fig. 2.6B, the simulated axial velocity profile immediately downstream of the static
mixer exhibits two jets with a maximum axial velocity of 31 cm s−1. The jets
quickly dissipate as the flow develops through the diffuser cone. At the exit of
the diffuser cone, the flow is nearly parabolic, and the maximum velocity slows to
0.5 cm s−1. Within 10 cm of the diffuser exit, the flow becomes parabolic with a
maximum centerline velocity of 0.4 cm s−1. We also simulated the fluid field under
higher flow rates (e.g. 4 and 6 L min−1) and found no separation of flow within
the diffuser. These results demonstrate that the CPOT inlet is within the design
limits for a diffuser with non-separated flows and that the presence of a static mixer
has little effect on the parabolic profile in an isothermal reaction section. However,
the presence of the static mixer does have an impact on the residence time of the
reactants. Fig. 2.6C shows the corresponding residence time at the three positions
for both vapor molecules andmonodisperse particles, both of which are a 30 s square
wave input. Section 2.4.3 addresses RTD.
2.3.3 Non-isothermal Effect
Precise control of temperature is crucial in maintaining as well-characterized a
laminar flow as possible in the reaction section (Jonsson et al., 2008; Khalizov et al.,
2006). In one class of flow tube design, the radiation source is positioned within
the flow tube reactor itself, and the reactor walls are constructed of a UV blocking
material. In that design, the effect of the internal heat source on the flow must
be taken into account. In the present design, with the reaction tube suspended at
the center of the chamber and the lights positioned on the outside of the tube, an
exterior water jacket provides a heat transfer medium, while allowing penetration of
UV radiation to the reactor. If water recirculation in the jacket is sufficiently rapid,
axial temperature gradients in the cooling jacket can be minimized. Any jacket
temperature maintained appreciably below or above that in the reactor itself will
lead to temperature gradients that may induce secondary flows in the reactor.
Although the CPOT is equipped with a temperature control system (Section 2.2.3),
maintaining a target temperature under UV irradiation is challenging. The measured
rise in coolant temperature at steady state under full irradiation conditions is ≤ 0.2
K. Given the absence of heat sources within the reactor itself, the increase in coolant
temperature is a result of the absorption of heat generated by the exterior UV
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lamps. Temperature gradients along the reactor wall have the potential to induce
recirculation from changes in density. The establishment of radial temperature
gradients near the wall induces recirculation cells as density variations force the
flow to stratify.
The dimensionless group that characterizes the effect of free convection on flow
is the Richardson number, which relates the strength of buoyancy forces to that of
convective forces. The Richardson number (Holman, 2010), Ri, can be expressed
as the ratio of the Grashof number, Gr, to the square of the Reynolds number, Re:
Ri =
Gr
Re2
=
gβD3∆T/ν2
(ρUavgD/µ)2 ∼
gD
TU2avg
∆T (2.1)
where g is the gravitational acceleration, β is the thermal expansion coefficient
of air (
1
T
for ideal gases), Uavg is the average fluid velocity, ν is the kinematic
viscosity of air (
µ
ρ
), and ∆T is a characteristic temperature difference between the
tube wall and centerline. When Ri < 0.1, convective forces dominate, and effects of
buoyancy on the flow are small. When Ri > 10, buoyancy forces may lead to flow
bifurcation and recirculation. Under typical CPOT operating conditions, a radial
temperature gradient between the fluid and wall of ∼ 0.007 K is required to maintain
Ri < 10. Because this is a very small temperature difference, modest inequalities in
temperature are anticipated to affect flow patterns within the reactor.
To investigate the effect of wall temperature differences on flow within the reaction
section, we performed COMSOL simulations, assuming a non-isothermal reactor
wall. The COMSOL laminar flow package was coupled to the convective and
diffusive heat transfer interface. Since water is assumed to flow uniformly through
the annular water jacket cross section from the exit to the entrance, we apply an axial
temperature gradient to the simulation. A schematic illustration of the simulation
setup is shown in Fig. 2.3C. At the exit of the reaction section, the temperature
of the reactor wall is set to that of water entering the cooling jacket (Tin). At the
entrance to the reaction section, we assume that the wall temperature is that of the
water exiting the cooling jacket (Tout = Tin + ∆T). The wall temperature is assumed
to change linearly between the entrance and exit. The diffuser cone is prescribed at a
constant temperature equivalent to the cooling jacket temperature Tout, whereas the
exit cone is prescribed a constant temperature of Tin. In the following discussion,
we focus on results with Tin = 23 °C, which is the typical room temperature in the
Caltech Laboratory. Note that this model setup is a simplified case, since in actual
experiments the entrance and exit cones should be kept at the same temperature
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Figure 2.7: COMSOL simulated flow profiles as a function of reactor wall tempera-
ture gradient ∆T . (A) 3D simulation results demonstrating cross-sectional velocity
profiles and consequential recirculation zones (blue isosurface). (B) 1D velocity
profiles at axial position z = 150 cm.
(i.e., Tin); this will introduce temperature discontinuity between the entrance cone
and the reaction tube. Nonetheless, this idealized model provides insight into the
temperature difference induced flow perturbation within the flow tube reactor.
Figure 2.7 demonstrates the simulated effect of an axial temperature gradient (∆T)
on flow profiles within the reactor. Figure 2.7A illustrates 2D velocity profiles at
various axial positions and a blue isosurface where the axial velocity < 0 cm s−1.
Figure 2.7B illustrates 1D velocity profiles at the midpoint of the reactor. As the
temperature gradient within the reactor increases, the velocity profiles skew owing
to the buoyancy of the warm air. This bifurcation induces recirculation and is
predicted to affect the entire reactor region. For a temperature gradient of 0.2 K
(equivalent to that actually measured), the recirculation zone exhibits a maximum
velocity of −0.15 cm s−1.
The simulations demonstrate the sensitivity of the velocity profile in the reactor
to small temperature gradients within the reaction section. Such disturbances will
manifest in shorter, broader residence times due to induced recirculating flow. As
demonstrated in Fig. 2.7, a critical temperature difference exists at which recircula-
tion becomes important. At a volumetric flow of 2 L min−1, this critical temperature
difference between the exit and the entrance is estimated to be ∼0.08 K. The Ri
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Figure 2.8: Particle settling velocity and Brownian diffusivity for spherical particles
of unit density as a function of particle diameter (J. H. Seinfeld and S. N. Pandis,
2016).
number criterion indicates that higher flow rates reduce the reactor sensitivity to
temperature gradients. We find the critical temperature differences at 4 L min−1
and 6 L min−1 are 0.18 K and 0.3 K, respectively. Even at higher flow rates, rela-
tively small temperature gradients along the walls of the reactor can have potential
consequences on reactor flow patterns.
2.4 Behavior of Gaseous and Particulate Species in a Laminar Flow Tube
Reactor
2.4.1 Fluid Field in the Reaction Section
At the typical operating flow rate (2 L min−1), flow within the reaction section is
laminar (Re  20), under which the axial fluid velocity is given by the parabolic
distribution,
vz(r) = Umax
[
1 −
( r
R
)2]
(2.2)
where Umax is the centerline velocity, r is the radial coordinate in the tube, and
R is the tube radius. The residence time of fluid elements in laminar flow differs
along streamlines, for which the average residence time of fluid elements is precisely
calculated. Due to the sensitivity to small temperature difference, as noted above,
the actual velocity profile in the reactor under non-isothermal condition will not
adhere to an ideal parabolic distribution.
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Figure 2.9: Penetration efficiency (η) of gases and particles in the static mixer and
the flow tube. (A) Relative humidity (RH) dependent η of SO2, H2O2, and O3 in
the static mixer. (B) RH dependent η of SO2, H2O2, and O3 in the flow tube. Error
bar indicates the measured uncertainty. (C) Measured ammonium sulfate particle
size distributions before and after the static mixer, as well as the η derived from
these measurements. The gray dashed line indicates η = 1, i.e. no particle loss. (D)
Measured ammonium sulfate particle size distributions at the inlet and outlet of the
flow tube, as well as the η derived from these measurements. The calculated η with
respect to particle diffusion loss (Eq. (2.4)) and gravitational settling (Eq. (2.34))
are indicated by the dashed lines.
2.4.2 Penetration Efficiency (η)
The penetration efficiency η is defined as the fraction of material entering the reactor
that leaves in the absence of chemical reaction. If no removal occurs during flow
through the reactor, then η = 1. Diffusional loss in a laminar cylindrical tube
is addressed in Section 2.8.4. The mass conservation Eqs. (2.19) to (2.22) can
be solved either numerically or analytically (E. J. Davis, 2008) to determine the
penetration efficiency η, given a first-order loss rate to the wall, kwi. For the case of
complete removal of species i at the wall, in which kw → ∞, corresponding to the
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Figure 2.10: Particle size distributions at the outlet when diffusion, gravitational
settling, and coagulation precosses are coupled separately with the size distribution
at the inlet. The measured size distribution at the outlet is plotted as a reference.
The coupling of diffusion and gravitational settling with the inlet size distribution is
the product of dashed lines and the red line in Fig. 2.9D. The coagulation process
is calculated in a coagulation model, which uses a PFR model with an average
residence time of 1520 s by assuming a unity coagulation efficiency and no wall
deposition. The coagulation model input is the size distribution at the inlet.
boundary condition ci = 0 at the wall, the analytical solution for η is (Fuchs, 1964):
η = 0.8191 exp (−3.657ξ) + 0.0975 exp (−22.3ξ) + 0.0325 exp (−57ξ) + . . . (2.3)
where ξ is the dimensionless length (
piDLcyld
Q
), D is the diffusivity of the species,
Lcyld is the length of the cylindrical tube, and Q is the volumetric flow rate. For
small ξ, i.e. < 0.02, an alternative equation is available (Gormley and Kennedy,
1948):
η = 1 − 2.56ξ2/3 + 1.2ξ + 0.177ξ4/3 (2.4)
The penetration efficiency for particles is size dependent, i.e. η(Dp). We will
address the RTD of particles in Section 2.4.3.2 and Section 2.8.6.
2.4.3 Residence Time Distribution (RTD)
In a laminar flow field, idealized non-diffusing vapor or non-diffusing and non-
settling particles, introduced as a pulse at the entrance of the tube, will first emerge
as a pulse at the residence time of the centerline, followed by a decaying curve as the
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Figure 2.11: Experimental and COMSOL simulated residence time distributions
of (A) O3 vapor molecules and (B) polydisperse ammonium sulfate particles. The
diffusivity used in COMSOL for O3 is that for a generic gas-phase species 1×10−5
m2 s−1 and for particles is 1×10−9 m2 s−1 corresponding to a particle size of ∼ 100
nm. The average residence time in each case is compared in the insets as reference.
.
material on the slower streamlines reaches the exit. Under actual conditions, vapor
molecules undergo molecular diffusion in both the radial and axial directions, and
particles are subject to Brownian diffusion and gravitational settling.
2.4.3.1 Vapor Molecule RTD
Vapor molecules in laminar flow in a tube undergo molecular diffusion in both the
radial and axial directions. With molecular diffusion coefficient Di, the character-
istic diffusion time in the radial direction is τc,Di =
R2
Di
. To assess the importance
of radial diffusion as a mechanism for smearing vapor molecules across the tube
cross-section during convection down the tube, one can compare the characteristic
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timescale for radial diffusion with the characteristic residence time in the cylindrical
tube, τc,cyld =
Lcyld
Uavg
. If τc,Di  τc,cyld, for example, the vapor molecules will diffuse
more or less uniformly across the tube radius in the time it takes for the fluid to flow
to the tube exit. Likewise, if τc,Di  τc,cyld, each vapor molecule will effectively
remain on the streamline upon which it entered. Vapor molecules also diffuse in
the axial direction; this process is represented by the axial diffusion term, Di
∂2ci
∂z2
,
on the right hand side of Eq. (2.18). As noted earlier, for flow velocities of the
magnitude of those here, the effect of this axial diffusion is negligible when com-
pared with axial convection. However, an apparent axial diffusion can arise from
the interaction of radial molecular diffusion and the laminar flow, a process known
as Taylor dispersion (Bird et al., 2007; G. I. Taylor, 1953). Under the criterion,
τc,cyld  τc,Di3.832 , the concentration becomes approximately uniform over the cross-
section of the tube. Section 2.8.5 presents a discussion of the application of Taylor
dispersion based RTDs with respect to different initial conditions.
In the PAM reactor (Lambe et al., 2011a), the Taylor dispersion criteria do not strictly
meet the working conditions, however, the two flow regime fitting results suggest
that two types of flow may exist in the reactor: a direct flow with minor dispersion
and a secondary recirculation flow with significant dispersion. Under the current
flow rate of 2 L min−1 and characteristic vapor molecular diffusivity ∼ 1 × 10−5 m2
s−1, τc,cyld = 1290 s τc,Di3.832 = 50 s; therefore, the Taylor dispersion approximation
for the gas-molecule RTD applies, and Taylor dispersion can be expected to be
important. Note that the presence of the static mixer and conical diffuser in the inlet
section alters the input distribution of vapor molecules and particles at the entrance
of the reaction section (Fig. 2.6C) from an idealized uniform initial condition,
and Eq. (2.25) will not hold exactly for the fitting of the results from actual pulse
RTD experiments. The convolution (Eq. (2.28)) of the skewed input shape must
be numerically calculated. The actual RTD of the reactor should also include the
RTDs in the exit cone and sample line.
2.4.3.2 Particle RTD
For the behavior of particles in the reactor, in general, the following processes
need to be accounted for: (1) advection; (2) Brownian diffusion; (3) gravitational
settling; (4) growth/shrinkage owing tomass transfer fromor to the gas phase; and (5)
coagulation. The particle number concentration distribution as a function of particle
diameterDp is denoted as n(Dp, r, z). Processes (1) - (4) are related to the penetration
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efficiency, while the total mass of particles are conserved during the coagulation
process with the size distribution being shifted. To discuss the penetration efficiency,
coagulation is not included here, which will be further discussed in Section 2.5.1.2
In general, particles undergo both Brownian diffusion in the flow and settling under
the influence of gravity. Collectively, these processes give rise to particle loss by
deposition on the wall during transit through a laminar flow tube reactor. The
Brownian diffusion coefficient of a 80 nm diameter particle is approximately four
orders of magnitude smaller than that of a typical vapor molecule. Consequently,
for typical particle sizes and residence times in the reactor, the Brownian diffusion
of particles can be neglected, except in the region very close to the wall, wherein
particle uptake at the wall because of diffusion can occur. Gravitational settling of
particles in a horizontal tubular flow reactor occurs as particles fall across streamlines
and deposit on the lower half of the tube. To assess the effect of gravitational
settling of particles, one needs to compare the characteristic settling distance during
transit through the reactor, vsτc,cyld, with the tube radius, R, where vs is the particle
settling velocity. Figure 2.8 shows the size-dependent settling velocity and particle
diffusivity for spherical particles. Under typical operating conditions, particles
introduced uniformly across the entrance will tend to settle somewhat during transit
down the reactor, so this process needs to be accounted for in analyzing particle
RTDs. The full equation describing the motion of particles in the horizontal tubular
laminar flow under simultaneous diffusion and settling cannot be easily solved.
As suggested by the particle-size dependence of settling velocity and diffusivity
in Fig. 2.8, consideration of the two separate regimes, i.e., diffusion and settling,
respectively, can simplify the problem. Here we define the diffusion regime as that
for particles with diameter ≤ 80 nm and otherwise for the settling regime. In each
regime, we will consider only one process, i.e. either diffusion or settling.
A discussion of the motion of particles in the settling regime is presented in Section
2.8.6. The corresponding RTD (Eq. (2.32)) can be calculated based on the particle
trajectories. In the diffusion regime, the settling velocity can be ignored, and Taylor
dispersion is not applicable. The RTD of a pulse input can be approximated by the
residence time along each streamline (Eq. (2.35)). Since actual particles undergo
some degree of radial Brownian diffusion, which is not considered in Eq. (2.35),
the full RTD should exhibit a broader and smoother profile than that predicted by
Eq. (2.35) (as simulated by COMSOL, see Section 2.5.2.2).
The penetration efficiency (η) for mono-disperse particles can be calculated in their
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respective regimes. In the settling regime, Equation (2.34) calculates the size
dependent η. The behavior of particles in the diffusion regime can be calculated
by Eqs. (2.3) and (2.4), where removal of particles at the wall is assumed. This is
consistent with the boundary condition of the particles in the settling regime.
2.5 Results and Discussion
2.5.1 Experimental Evaluation of Penetration Efficiency
The penetration efficiency (η) was determined by using a constant input of either
gas-phase species (SO2, O3, and H2O2) or polydisperse ammonium sulfate par-
ticles through the static mixer or through the flow tube. The relative humidity
(RH)-dependent penetration efficiency is investigated for both gas-phase species
and particles. The results are shown in Fig. 2.9.
2.5.1.1 Vapor Molecules
The η of O3 in both the static mixer and the flow tube is constant (η ∼ 98%) over
a wide RH range. SO2 shows no removal by the static mixer, while H2O2 exhibits
a lose of 20% to 40% in the static mixer. The measured η values in the flow tube
of all the gas-phase species (O3, SO2, and H2O2) are essentially 100 % under dry
conditions (RH < 5%). In the flow tube, the η values of both SO2 and H2O2 decrease
with RH. At RH = 42%, about 70% of H2O2 is lost, while at this RH about 20%
of SO2 is lost. These results show the complexity of the η of gas-phase species.
The extent of wall deposition of organic vapors in the flow tube reactor requires a
comprehensive study and will be addressed in a future publication.
2.5.1.2 Particles
The η values for polydisperse ammonium sulfate particles are also investigated at
different RH. No RH-dependence was found for RH < 50 %, which is below the
deliquescence RH of ammonium sulfate (results not shown). Figures 2.9C and D
show the measured size distributions before and after the static mixer and the flow
tube, as well as the size-dependent penetration efficiency obtained as a ratio. Figure
2.9C indicates that about half of the small particles (< 50 nm) are lost in the static
mixer, while large particles (> 100 nm) penetrate essentially entirely through the
static mixer. This is reasonable since the flow inside the static mixer is laminar (Re
= 150). The smaller particles diffuse to the static mixer, while the larger ones follow
the flow streamline.
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The theoretical particle η curves under the influence of loss by gravitational settling
and diffusion have also been calculated by applying the relevant parameters to Eqs.
(2.4) and (2.34) (Fig. 2.9D). Only the reaction sections were considered in this
theoretical calculation (i.e. the inlet and exit cones are excluded). We consider
this calculation as a qualitative guideline for η. Settling velocity and diffusivity of
particles are size-dependent (Fig. 2.8), resulting in reduced transmission for very
small and large particles, due to diffusion loss and gravitational settling, respectively.
Both measurements and theory indicate that η is maximized at a particle diameter of
approximately 100 nm. The measured maximum penetration efficiency is ∼ 80 %,
indicating a loss of particles, which is likely caused by secondary flow that actively
conveys particles closer to the wall. This secondary flowwill be discussed in Section
2.5.3. The behavior of particles in the exit cone is also difficult to predict and may
reflect a certain extent of particle loss.
A numerical coagulation model is used to check the influence of coagulation on
particle size distribution. This model uses a PFR framework with an average
residence time of 1520 s, which is the measured particle average residence time
(Section 2.5.2.2). A unity coagulation efficiency is assumed and no wall deposition
of particles. The result is shown in Fig. 2.10. The comparison indicates that the
coagulation process lowers the small particle number, accounting for about half of
the missing small particles. The total particle number concentration and average
residence time are the two key parameters that impact the coagulation process.
Coagulation will have a negligible influence in the case of smaller particle number
and shorter residence time. The CPOT typically uses particle number and surface
concentrations in the order of magnitude of 104 cm−3 and 103 µm2 cm−3. It should
be note that coagulation process itself has an impact only on the size distribution
not the total particle mass. However, the presence of coagulation may enhance the
gravitational settling effect owing to the production of larger particles.
2.5.2 Experimental Evaluation of RTD
We present here the results of experimental evaluation of the RTD for both vapor
molecules and particles. The RTD profiles were determined by introducing a 30 s
pulse of O3 or polydisperse ammonium sulfate particles into the reactor under dry
conditions (RH < 5%). All experiments were performed at the typical operating
flow rate of 2 L min−1 in at least triplicate. The average residence time (τavg) was
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obtained from each RTD profile according to:
τavg =
ΣI j t j
ΣI j
, (2.5)
where Ii is the signal recorded at each time step t j .
2.5.2.1 Vapor Molecules
As noted earlier, a typical value of diffusivity, 1×10−5 m2 s−1, is used in COMSOL
to predict the gas-phase RTD. Measured and predicted gas-phase RTDs are shown
in Fig. 2.11A. A large discrepancy is observed between the measured and theo-
retical RTD under presumed isothermal conditions. The predicted gas-phase RTD
exhibits a symmetrical distribution centered at approximately 27 min. However,
the measured RTD of gas-phase O3 exhibits an asymmetrical feature, somewhat
similar to the particle RTD (Fig. 2.11B). The τavg values obtained from the O3 pulse
experiments and simulations are also summarized in Fig. 2.11A. The measured
τavg value of O3 is shorter than predicted by 1.5 min. Potential explanations for
measured RTDs are discussed in Section 2.5.3.
2.5.2.2 Particles
A typical value of particle diffusivity, 1×10−9 m2 s−1, corresponding to that of a
∼ 100 nm diameter particle, is used in COMSOL to predict the RTD. Figure 2.11B
compares the measured RTD of polydisperse ammonium sulfate particles to that of
the COMSOL simulation. Under isothermal conditions, the particle RTD exhibits
a zigzag feature which is likely due to the static mixer that may distribute particles
somewhat unevenly across streamlines, as can be seen in the velocity profile in
Fig. 2.6A. As laminar flow develops in the reaction section, particles follow their
respective streamlines until the exit cone, appearing as the zigzag pattern on the
RTD profile. This zigzag feature is absent in the vapor molecule RTD, likely due
to the larger diffusivity of vapor molecules. The theoretical RTD of particles in an
idealized laminar flow reactor exhibits a sharp peak when the center line first arrives
at the exit (Eq. 2.35). The experimental RTD observed exhibits a rather gradual rise
instead of a sharp pulse likely due to the method of introduction (Fig. 2.6C). Figure
2.11B shows that, under isothermal conditions, the modeled RTD reproduces the
shape and the peak time of the observed RTD, and the τavg values also show excellent
agreement. However, the modeled RTD appears narrower than that observed. This
indicates that particles arrive earlier and remain for a longer time than COMSOL
predicts.
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Figure 2.12: Non-isothermal effects on particle RTD. The water jacket temperature
was raised systematically against the room temperature (∼23 °C). (A) Normalized
ammonium sulfate particle counts recorded at the exit are plotted against time after a
pulse is introduced at the inlet. The experiment at each temperature is repeated 3 to
4 times. The results from a set of isothermal experiments are also included (dashed
line) for reference. (B) Arrival times of the first major peak of each experiment.
.
Overall, the experimental RTD results of both gas-phase species and particles in the
CPOT are essentially comparable to those of present flow reactors (ibid.), given the
arrival time and the width of the peak. This discrepancy of the RTDs between the
theoretical laminar flow and the real flow indicates the presence of non-ideal flow
in the reactor.
2.5.3 Non-ideal Flow in the Reactor
The discrepancy between isothermal laminar flow theory and the experimental re-
sults can be attributed in part to non-isothermal conditions in the reactor. As noted
earlier, the Richardson number (Eq. (2.1)) criterion indicates that a small tempera-
ture difference (∼ 0.007 K) between the bulk and the wall can induce recirculation
flows. The measured particle RTDs under isothermal conditions are compared to
that obtained under maximum UVA radiation in Fig. 2.11B. A pronounced dif-
ference is that the RTD curve under radiation appears much smoother. The τavg
value under irradiation is shortened by 1.5 min compared to that under isothermal
conditions. Given the close agreement between the two RTD profiles, it is unlikely
that a recirculation within the tube exists; more likely, the slight non-isothermal
condition has created secondary flows that mix the tracers both radially and axially.
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To further investigate non-isothermal effects, the temperature of the water jacket
was raised in a step-wise manner to approach a significant temperature difference
between the bulk flow and the wall. The experiments were conducted in the absence
of UV radiation. The injected air was at room temperature (approximately 23°C),
so a higher water jacket temperature exacerbates the deviation from isothermal
conditions. The results of these experiments are shown in Fig. 2.12. The RTD
at each temperature is the average of 3 to 4 replicates. As shown in Fig. 2.12A,
the RTD at 25°C appears indistinguishable from that at quasi-isothermal conditions
(the dashed line, we use "quasi-isothermal" here to distinguish from strict isothermal
conditions in the model). Particles arrive at the exit cone earlier at higher water
jacket temperatures, mirroring the observed discrepancy between the modeled and
observed RTD profiles. This trend is clearly illustrated by Fig. 2.12B, where the
arrival time of particles in each experiment is shown as a function of the water jacket
temperature. This observation is consistent with the hypothesis that a difference in
temperature between the wall and the inlet flow leads to the non-ideal conditions.
Consider that the wall of the reactor is at a constant room temperature as slightly
cooler air is introduced into the reactor. Two orthogonal forces interact with each
other in the horizontal flow tube when they are of similar orders of magnitude:
forced convection by the pressure gradient (horizontal) and buoyancy-induced free
convection (vertical). The actual velocity field in this situation is challenging
to simulate (Faris and Viskanta, 1969; Iqbal and Stachiewicz, 1966; Mori and
Futagami, 1967; Siegwarth et al., 1969). Generally, to satisfy mass conservation,
the air close to the wall is warmed and rises along the sidewall, inducing a downward
flow in the center of the tube, forming two symmetric vortices. Superposition of
the primary forced convective and the secondary free convective flows convert the
vertical recirculation into spiral motions along the tube. The spiral flow developed
in the reaction section plays a similar role as the static mixer in the inlet section.
The spiral flow is more easily established if there are hot spots inside, which can
be likely, as the sample ports on the reaction sections are not heat-insulated by the
water jacket. To quantitatively represent this effect, one can introduce an enhanced
isotropic eddy-like diffusivity (De), a statistical fluid field related property.
To verify the presence of the spiral secondary flow in the CPOT, we systematically
increased the diffusivity used in the COMSOL simulations. The agreement between
simulated and observed RTD improves, as the value of De is increased in the
COMSOL simulation, with the optimal agreement achieved when De = 4.5 × 10−4
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Figure 2.13: Comparison of experimentally determined RTD of (A) O3 vapor
molecules and (B) polydisperse ammonium sulfate particles to optimized simulation
results employing an eddy-like diffusivity (De) in the Taylor dispersion model. The
COMSOL simulation employs an optimal De values of 4.5×10−4 m2 s−1 for O3
and 6.0×10−4 m2 s−1 for particles. The fittings of Eq. (2.27) employs the same
optimal De, as well as an optimal average velocity (Uavg,fit) of 2.1×10−3 m s−1 and
an optimal characteristic residence time (τc,cyld,fit) of 1360 s.
m2 s−1 and 6.0×10−4 m2 s−1 for O3 and particles, respectively (Fig. 2.13). These
De values are, respectively, 45 and 6×105 times the diffusivity of vapor molecules
and particles from the strictly parabolic flow base case (Fig. 2.11). The vapor
molecule RTD (Fig. 2.13A) no longer exhibits the symmetrical feature of the base
case, due to the enhanced Taylor dispersion. The particle RTD (Fig. 2.13B) is also
substantially broadened compared to the base case and exhibits close agreement
with the observations. The optimal De values for vapor molecules and particles are
similar, suggesting that the molecular diffusion in the CPOT is dominated by the
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secondary flows. This offers an explanation for the similarity in the observed RTD
profiles of O3 and particles, despite orders of magnitude difference in their inherent
diffusivity.
To further evaluate the De values determined from the COMSOL simulations and
the hypothesis of secondary flows, one can adopt a separate approach to examine
De. Given the mixing provided by the static mixer and the conical diffuser, the
optimal values of De can be applied in Eq. (2.27). The values of Uavg,fit and
τc,cyld,fit are adjusted to find the best match between Eq. (2.27) and the observed
RTD profiles. The optimal fitting results are shown in Fig. 2.13. The fitted average
flow velocity (Uavg,fit) is 2.1×10−3 m s−1, which results in a characteristic residence
time τc,cyld,fit of 1360 s. This Uavg,fit value agrees well with the designed average
velocity (2.0×10−3 m s−1). This observation again suggests that the non-isothermal
secondary flow induced eddy-like diffusion dominates the mass transport process in
the tube.
Overall, these results highlight the importance of temperature effects in approaching
an ideal flow condition in a gas-phase laminar flow reactor. Even a small temperature
deviation can likely create secondary flows in the flow field that affect both the RTD
and the τavg of tracers. It is to be noted that these secondary flows occurring at Re
 20 should be distinguished from the classic turbulent flow.
2.6 Photochemical Model
2.6.1 Behavior of Species in the Models
The fitted parameters in Section 2.5.3 have been used in the simulation of the
photochemical reactions, and the results are shown in Fig. 2.14. The absorption
cross section of H2O2 increases exponentially towards shorter wavelengths; hence,
the Hg vapor lamp (Fig. 2.2) is highly efficient in photolyzing H2O2, whereas
the efficiency drops substantially when UVB and UVA lamps are employed (Fig.
2.14A). The decay of SO2 (Fig. 2.14B) and the steady-state concentration of the
OH radical (Fig. 2.14C) follow the photolysis rates of H2O2 under each type of
radiation. The model simulation also confirms that the OH radical reaches a steady
state immediately, with its steady-state concentration, ranging from ∼ 106 to ∼ 109
molecules cm−3, staying uniform along the entire tube in the presence of a high
mixing ratio of H2O2.
As mentioned in Section 2.2.2, a small amount of the 185 nm radiation is present
in the CPOT when Hg vapor lamps are equipped. Radiation at 185 nm generates
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Figure 2.14: 1D photochemical model using axially-dispersed assumption (AD-
PFR, solid line) and plug flow assumption (PFR, dashed line). 1 ppm H2O2 and
100 ppb SO2 at RH = 5% and T = 295 K is used in the simulation. Hg vapor
(purple), UVB (green), and UVA (red) lamps at full emission are used to drive the
photochemical reactions. (A) Axial profile of H2O2, (B) Axial profile of SO2, and
(C) Axial profile of OH.
additional OH radicals via photolysis of O2 and subsequent reaction between O(1D)
and H2O. We have performed control simulations to investigate the relative con-
tribution of the OH radical generated from this pathway. No OH was generated in
the absence of photolysis of O2 that happens only in the presence of the 185 nm
radiation (data not shown). With the full Hg vapor emission, even at an RH as
low as 5%, a significant amount of the OH radical was generated in the absence of
H2O2. The SO2 decay without H2O2 was approximately half that with H2O2 (Fig.
2.14B). The OH concentration at the end of the reactor reached the same level as
the case in which H2O2 is added (Fig. 2.14C) but a major difference was observed
in the concentration profile of the OH radical along the tube. Without H2O2, the
OH concentration increases along the tube, and consequently, the decay profiles of
SO2 do not follow that of a first-order decay.
Discrepancies were observed in the H2O2 and SO2 concentration profiles near the
inlet and exit of the CPOT between the PFR and AD-PFR models (Fig. 2.14A and
B). These discrepancies arise from the necessary Danckwerts boundary condition,
which is more significant at higher oxidation levels. The profiles indicate the effect
from the axial dispersion, which arises from the axial mixing induced by secondary
flow inside the reactor. The axial dispersion lowers the conversion of the reactant
by smoothing the concentration gradient caused by reactions.
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2.6.2 OH Exposure Calculation
The OH exposure (OHexp) is commonly obtained based on the PFR assumption,
using the initial and final concentrations of SO2, i.e. [SO2]0 and [SO2]τ. However,
to use the PFR assumption, the effects of radial and axial dispersion need to be
addressed. Under the PFR framework, radial diffusion is considered to be rapid,
such that the concentration is uniformwithin a cross section. This assumption can be
justified by comparing the radial diffusion timescale (
R2
D
) with the axial convection
timescale (
L
U
), i.e.
R
L
Pe, where Pe is the Pe´clet number. A ratio of ∼ 0.01 with
the fitted parameters indicates that radial diffusion is approximately 100 times faster
than axial convection and that a uniform cross-section concentration can be expected
in the absence of any chemical reactions. The dimensionless group that relates the
reaction rate to the diffusion rate is the Damköhler number (Da =
k IR2
D
, where
k I is a first-order reaction rate constant). In the case of the oxidation of SO2 by
OH, k I = k I ISO2+OH[OH]. If Da  1, the radial diffusion rate is much faster than
the reaction rate, and a uniform cross-section concentration results. In the current
chemical system, even with the Hg vapor lamps (the largest jH2O2 and therefore the
most rapid k I), the Da value is 0.011  1. We conclude that radial diffusion will
dominate in the reactor and that the simplified 1D model framework is valid.
The effect of axial dispersion, on the other hand, should be accounted for in inter-
preting experimental data (Donahue et al., 1996; Howard, 1979). For the first-order
reaction system, Howard (1979) showed that the presence of axial dispersion lowers
the effective rate constant of a pseudo-first-order reaction by the factor (1 − Dk
I
U2
).
This correction factor also applies to the OHexp calculation.
Starting from the continuity equation, by the assumption of pseudo-first-order re-
action (k I = k I I[OH]), the equation governing the steady state concentration of the
tracer down the tube C(z) is:
U
dC
dz
= D
d2C
dz2
− k IC (2.6)
Given two appropriate boundary conditions (B.C.s), one can obtain an analytical
solution to Eq. (2.6). In order to use the same initial condition in the AD-PFR
model as that in the PFR model, the 2nd order differential equation can be reduced
to a 1st order equation through scale analysis. Scaling C ∼ C0, where C0 is the
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concentration of the tracer in the feed, and z ∼ U
k I
, Eq. (2.6) becomes:
f
d2C˜
dz˜2
− dC˜
dz˜
− C˜ = 0 (2.7)
where C˜ =
C
C0
, z˜ =
k I
U
z, and f =
Dk I
U2
. In the CPOT system, typical parameter
values are: D ∼ 10−4 m2 s−1, k I ∼ 10−4 s−1, and U ∼ 10−3 m s−1, thus f ∼ 10−2.
Owing to the relatively small magnitude of f , neglecting the second-order derivative
term in Eq. (2.7), the solution of Eq. (2.7) is
C(z) = C0 exp
(
− k
I
U
z
)
(2.8)
Although f is small, it is not identically zero. To account for the perturbation that
occurs due to the small axial dispersion term in Eq. (2.6), we substitute (2.8) into
the diffusion term but retain the advection term in derivative form:
U
dC
dz
= D
(
− k
I
U
)2
C − k IC = −k I(1 − f )C (2.9)
Then substituting dt =
dz
U
and k I = k I I[OH] in Eq. (2.9) one obtains:
dC
dt
= −k I I(1 − f )C[OH] (2.10)
In doing so, the diffusion-advection equation has been reduced to a single advection
equation, in which the effect of axial dispersion is incorporated into the factor 1− f .
Integrating Eq. (2.10), we obtain theOHexp expression that accounts for the presence
of axial dispersion:
OHexp =
∫
[OH]dt =
1
k I I(1 − f ) ln
C0
Cτ
(2.11)
Eq. (2.11) offers two ways to calculate OHexp.
The left-hand term is a direct calculation based on the definition of exposure, and
the integration incorporates the RTD induced by non-ideal flow conditions. This
direct calculation of OHexp is most feasible by integrating a mechanism of OH-
tracer chemistry, since OH is expected to be a function of t, which can be simulated.
Specifically, if OH is uniform along the tube,
∫
[OH]dt = [OH]τavg, where τavg is
the average residence time. This corresponds to the usual mode of operation. The
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Table 2.1: Simulated OH exposure under full light emission
Lamp type
OHexpa Atmos. Equiv.b
(molecules cm−3 s) (h)
PFR AD-PFRccorr PFR AD-PFRcorr
Hg vapor 8.0 × 1011 7.3 × 1011 222 203
UVB 5.4 × 1010 4.9 × 1010 15 13.6
UVA 6.0 × 109 5.4 × 109 1.7 1.5
aInput of OH exposure (OHexp) simulation: 1 ppm H2O2 and 100 ppb SO2
at RH = 5% and T = 295 K ([H2O] = 1500 ppm).
bAtmospheric equivalent (Atmos. Equiv.) OHexp values are converted to
their equivalent hours of OH exposure in the ambient atmosphere, assuming
a typical ambient OH concentration of 1×106 molecules cm−3.
cPFR andAD-PFRcorr are calculated by Eqs. (2.12) and (2.11), respectively.
right-hand expression in Eq. (2.11) is an indirect calculation, OHexp, based on the
measured concentrations of the tracer at the inlet and the outlet of the reactor, C0
and Cτ, respectively. Due to the presence of axial dispersion, the actual measured
concentration Cτ at the outlet is higher than it would be in the absence of axial
dispersion. If no correction for the axial dispersion is applied, the calculated OHexp
will be lower than it actually is. However, since f is generally small, the increase
of OHexp due to the presence of axial dispersion is limited to a factor of ∼ f (since
1
1 − f ≈ 1 + f as f  1). For example, the largest f = 0.05 occurs in the Hg
lamp system. If f > 0.1, e.g. more significant axial dispersion or much higher OH
level, additional terms should be included in the approximate solution (2.8), and Eq.
(2.10) has to be modified correspondingly. By comparison, in the typical advection
system in the absence of axial dispersion, OHexp is calculated simply as:
OHexp =
1
k I I
ln
C0
Cτ
(2.12)
According to Eq. 2.11, the effect of axial dispersion is enhanced when the OH
oxidation proceeds more rapidly (i.e. at higher k I values) or the axial dispersion
is stronger. There are several ways to estimate the OH exposure in the axially-
dispersed flow system. R. Li et al. (2015) calculate the residence time dependent
OHexp first and then couple this relationship with the RTD. Because of the uniform
OH concentration along the tube, the methods by R. Li et al. (ibid.) and Eq. (2.12)
give the same OHexp. In this work, we employ Eq. (2.11) for the AD-PFR model
and compare the results with those calculated by Eq. (2.12) for the PFR model. The
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simulated OHexp results are summarized in Table 2.1, along with their atmospheric
equivalent timescale. The results show that the PFR model always gives a higher
OHexp value and there is about an 8 ∼ 10% difference between the values calculated
by the PFR and AD-PFR models, indicating the effect from axial dispersion. Peng
et al. (2015) performed a detailed comparison of OHexp calculated with the PFR
model, the coupling of RTD with PFR model, and the experimental tracer decay
method. The authors recommended using the experimental tracer decay method.
For a non-ideal flow reactor, we suggest using Eq. (2.11) to account for axial
dispersion in the evaluation of OHexp.
Overall, the current photochemical model indicates that with H2O2 as the OH
precursor in the absence of NOx , the CPOT can achieve a wide range of steady-state
OH concentrations and OHexp that are comparable to the PAM system (Lambe et al.,
2011a; R. Li et al., 2015).
2.7 Conclusions
We report the development of a laminar flow tube reactor for studies of atmospheric
VOC oxidation and formation of secondary organic aerosol. The flow tube re-
actor has been designed to achieve a relatively well-defined flow environment for
interpretation of reaction conditions. As has been recognized in existing flow tube
reactors, inlet design plays a significant role in establishing the fluid dynamic en-
vironment in the reactor. The current design comprises a static mixer followed by
a conical diffuser. Computational fluid dynamics (CFD) simulations demonstrate
that this injection scheme introduces flow into the reaction section that avoids flow
separation from the wall, assisting a rapid transition to a parabolic profile under
idealized, isothermal conditions. Some loss of reactive species, H2O2, used as an
OH precursor, occurs in the static mixer; however, this loss can be compensated by
an increased feed concentration designed to generate the desired OH level in the
reactor.
The fluid dynamics in the reactor was examined experimentally by comparing the
penetration efficiency (η) and residence time distribution (RTD) of vapor molecules
and particles to those predicted under ideal laminar flow conditions. O3 and SO2
molecules exhibit ∼ 100% transmission in the static mixer. H2O2 losses in the
static mixer are 20% to 40%, increasing as RH increases. Small particles are lost
at ∼ 50% in the static mixer. The penetration efficiency of polydisperse ammonium
sulfate particles under dry conditions was measured and compared with theoretical
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predictions accounting for diffusional deposition and gravitational sedimentation in
laminar flow. The penetration efficiency calculated with this theory captures the
trend in the two regimes; i.e. in the diffusion regime, the smaller the particles,
the more loss they exhibit, while in the settling regime, the larger the particles,
the more the deposition. A simple coagulation model calculation suggests that the
coagulation process accounts for half of the particle number loss over the small size
range.
As has been noted in prior studies of flow regime behavior in flow tube reactors,
comparison of theoretically predicted and observed RTDs of vapors and particles
reveal the importance of small temperature gradients in inducing a departure from
the ideal laminar flow. Despite the presence of a temperature-controlled water
jacket, the RTD profiles are affected by slightly non-isothermal conditions in the
reactor that lead to secondary flows. This conclusion is supported by substantially
improved agreement between observed and predicted RTDs when an enhanced
eddy-like diffusivity (De) is employed in the CFD simulations. The best-fit (De)
values, 4.5×10−4 m2 s−1 and 6.0×10−4 m2 s−1 for O3 and particles, respectively,
are sufficiently large to indicate that the transport of tracers is likely dominated by
secondary flow.
Despite these flow non-idealities, the observations and simulations demonstrate that
the combination of the static mixer/conical diffuser allows a radially uniform and
axially dispersed flow system to develop within the reactor, useful for quantitative
kinetics studies. A 1D photochemical model is formulated correspondingly. When
H2O2 is employed as the OH precursor, themodel predicts that the OH concentration
is uniform along the whole tube. The extent to which this uniformity depends on the
external OH reactivity, i.e. [tracer]ktracer+OH, will be evaluated in future work. The
system can produce a wide range of OHexp under different radiation conditions for
specific scientific objectives. Future workwill focus on detailed studies of secondary
organic aerosol formation, with particular attention given to wall interactions of
gases and particles.
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2.8 Supporting Information
2.8.1 Determination of Photon Fluxes
The irradiance of the three types of lamps from 190 to 850 nm (Ee,λ) was recorded
using an Ocean Optics fiber optic spectroradiometer (HR2000CG-UV-NIR). The
unit is pre-calibrated by the manufacturer and is equipped with a 20 cm long fiber
optic cable, which can be inserted into the CPOT through one of the sampling ports
so that the recorded spectra reflect those inside the CPOT.
The jNO2 valueswere determined by photolyzing 200 ppb ofNO2 that is continuously
supplied to the reactor. Mixing ratios of NO2, NO and O3 were monitored at the
exit cone. Experimental results employing the UVA lamps are shown in Fig. 2.15.
A fraction of NO2 is photolyzed, forming an equivalent amount of NO and O3.
The jNO2 value can be obtained using the photo-stationary state assumption (J. H.
Seinfeld and S. N. Pandis, 2016):
jNO2 =
kNO+O3[O3][NO]
[NO2] (2.13)
where [O3], [NO2] and [NO] are the concentrations of these three species at photo-
stationary state, respectively. kNO+O3 is the rate coefficient of the reaction NO +
O3, and a value of 1.9×10−14 cm3 molec−1 s−1 (298 K) is used here (ibid.). The
jNO2 value obtained from this experiment is 5.36×10−3 s−1. The validity of the
photo-stationary phase was confirmed by solving a simple kinetic model of relevant
species (i.e. the mixing ratios of the three species did not further change within the
CPOT run time).
TheUVAfluxwas adjusted until we obtained a light intensity I(λ) that best represents
the observed jNO2 . The photolysis rate of species i, ji, can be obtained as the integral
of its quantum yield (φi(λ)), absorption cross section (σi(λ)) and the photon flux
(I(λ)) over wavelengths λ1 to λ2:
ji =
∫ λ2
λ1
φi(λ)σi(λ)I(λ)dλ (2.14)
Determination of jNO2 under the Hg vapor lamps and UVB lamps, however, was
difficult because photolysis of NO2 leads to a net loss of NOx when these lamps
were used (i.e. the photo-stationary state was not achieved). We suspect the reason
is that light with shorter wavelengths created an excess amount of O(1D).
Alternatively, we determined the fluxes of the Hg vapor lamp and the UVB lamp
by relating the signal strength obtained from these two types of lamp to that from
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Figure 2.15: The temporal profiles of NO2, NO, NOx and O3 at the end of the
CPOT during a NO2 photolysis experiment. The lamps were turned on at the time
indicated by the dashed line.
the UVA lamp. We fixed the fiber optics probe at the same position while changing
the type of lamps surrounding the CPOT. By doing this, we assume that the ratio
between the recorded spectra represents the ratio of their photon fluxes.
The Hg vapor lamp emits wavelength at 185 nm at an intensity typically less than
1 % of that at 254 nm (R. Li et al., 2015). Direct quantification of 185 nm light in
the CPOT is difficult because the fiber optic spectrometer cannot record radiation
with wavelengths shorter than 190 nm. Instead, the intensity of the 185 nm light
can be roughly estimated from O3 formation. Under full emission of the Hg vapor
lamp with 2 L min−1 of clean air flowing through, we observe 60 ppb of O3 at the
exit cone. Assuming all of O3 has arisen from O2 photolysis, the radiation intensity
at 185 nm can be evaluated based on the Chapman mechanism (J. H. Seinfeld and
S. N. Pandis, 2016) with an average residence time of 1520 s (Section 2.5.2.2). The
intensity of the 185 nm band is estimated to be 10−5 that of the 254 nm band, the
majority of which is likely absorbed by the water jacket.
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2.8.2 Photochemical Reactions
Table 2.2: Photolysis reactions in OH generation
# Reaction Photolysis Rate@ Hg Lamps[s−1]
Photolysis Rate
@ UVB Lamps[s−1]
Photolysis Rate
@ UVA Lamps[s−1]
1 H2O2
hν−−−→ 2OH 5.48 × 10−4 3.54 × 10−5 4.44 × 10−6
2 O2
hν−−−→ 2O 1.97 × 10−11 0 0
3 O3
hν−−−→ O2 + O(1D) 7.64 × 10−2 1.94 × 10−3 1.53 × 10−5
4 O3
hν−−−→ O2 + O 8.50 × 10−3 3.22 × 10−4 2.61 × 10−5
5 H2O
hν−−−→ OH + H 5.79 × 10−10 0 0
6 HO2
hν−−−→ OH + O(1D) 2.60 × 10−3 3.86 × 10−5 1.76 × 10−7
Absorption cross sections and quantum yields come from Burkholder et al. (2015) and IUPAC (http://iupac.pole-ether.fr/).
The photon flux was measured in the current study conducted in Caltech. O refers to O(3P). All lamps are at full emission.
Table 2.3: Reactions in OH generation and SO2 oxidation
# Reaction Rate Constant[(cm3/molecule)n−1s−1]a
Low-pressure limit
rate constant (k0)
High-pressure limit
rate constant (k∞)
1 Ob + O2 + M −−−→ O3 + M 6.0 × 10−34M(300/T)2.4
2 O + O3 −−−→ 2O2 8.0 × 10−12 exp (−2060/T)
3 H + HO2 −−−→ H2 + O2 6.9 × 10−12
4 H + HO2 −−−→ 2OH 7.2 × 10−11
5 H + HO2 −−−→ H2O + O 1.6 × 10−12
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(Continued)
# Reaction Rate Constant[(cm3/molecule)n−1s−1]a
Low-pressure limit
rate constant (k0)
High-pressure limit
rate constant (k∞)
6 H + O2 + M −−−→ HO2 + M Eq(1)c 4.4 × 10−32M(300/T)1.3 7.5 × 10−11(300/T)−0.2
7 H + O3 −−−→ OH + O2 1.4 × 10−10 exp (−470/T)
8 O + OH −−−→ O2 + H 1.8 × 10−11 exp (180/T)
9 O + HO2 −−−→ OH + O2 3.0 × 10−11 exp (200/T)
10 O + H2O2 −−−→ OH + HO2 1.4 × 10−12 exp (−2000/T)
11 OH + H2 −−−→ H2O + H 2.8 × 10−12 exp (−1800/T)
12 2OH −−−→ H2O + O 1.8 × 10−12
13 2OH +M −−−→ H2O2 + M Eq(1) 6.9 × 10−31(300/T) 2.6 × 10−11
14 OH + HO2 −−−→ H2O + O2 4.8 × 10−11 exp (250/T)
15 OH + H2O2 −−−→ H2O + HO2 1.8 × 10−12
16 OH + O3 −−−→ HO2 + O2 1.7 × 10−12 exp (−940/T)
17 HO2 + HO2 −−−→ H2O2 + O2
(3.0 × 10−13 exp (460/T)
+2.1 × 10−33 exp (920/T))
(1 + 1.4 × 10−21[H2O] exp (2200/T))
18 HO2 + O3 −−−→ OH + O2 + O2 1.0 × 10−14 exp (−490/T)
19 O(1D) + O2 −−−→ O + O2 3.3 × 10−11 exp (55/T)
20 O(1D) + N2 −−−→ O + N2 2.15 × 10−11 exp (110/T)
21 O(1D) + O3 −−−→ 2O2 1.2 × 10−10
22 O(1D) + O3 −−−→ O2 + 2O 1.2 × 10−10
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(Continued)
# Reaction Rate Constant[(cm3/molecule)n−1s−1]a
Low-pressure limit
rate constant (k0)
High-pressure limit
rate constant (k∞)
23 O(1D) + H2 −−−→ OH + H 1.2 × 10−10
24 O(1D) + H2O −−−→ 2OH 1.63 × 10−10 exp (60/T)
25 O + SO2 + M −−−→ SO3 + M Eq(1) 5.3 × 10−29(300/T)4.4 1.9 × 10−11(300/T)1.8
26 OH + SO2 + M −−−→ HOSO2 + M Eq(1) 3.3 × 10−31(300/T)4.3 1.6 × 10−12
27 SO3 + 2H2O −−−→ H2O + H2SO4 8.5 × 10−41 exp (6540/T)[H2O]2
28 HOSO2 + O2 −−−→ HO2 + SO3 1.3 × 10−12 exp (−330/T)
Rate constants from Burkholder et al. (2015) and IUPAC (http://iupac.pole-ether.fr/).
aNote that n represents the reaction order not including the effects of the bath gas M. The bath gas is already considered in the
calculation of each rate constant.
bWithout any specific indication, O refers to O(3P).
cEq(1): k(M,T) = k0M
1 + k0M/k∞0.6
{1+[log10 (k0M/k∞)]}−1
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2.8.3 Danckwerts Boundary Condition
At steady state, the simplified 1D governing equation is:
De
d2ci
dz2
−Uavg,fit dcidz +
∑
i
Ri = 0 (2.15)
The first term is the axial diffusion, the second term is the convection, and the
third term contains all the sources and sinks. Equation (2.15) has incorporated the
Taylor dispersion derived RTD information. Thus we can solve it as a RTD coupled
transport problem. We also employ the Danckwerts boundary condition, which
ensures the continuity of the flux:
Uavg,fitci

0−
=
[
Uavg,fitci − De dcidz
] 
0+
(2.16)
dci
dz

L−
= 0 (2.17)
In Eq. (2.16), ci

0− is the input concentration, while ci

0+ is unknown and should
be solved. It is this form that determines the discontinuity of the concentration at
the inlet. With all the known reactions (Section 2.8.2), one can solve Eqs. (2.15) to
(2.17) numerically. If one wants to add the wall loss terms, assuming a first-order
wall loss rate, kwi, the surface-to-volume ratio (
S
V
) of the reactor should be added,
i.e.
S
V
kwici. The kwi value can be preset if we are interested in the output, or can be
determined as long as we know the output. The parameters used in these equations
are: De = 4.5 × 10−4 m2 s−1, Uavg,fit = 2.1 × 10−3 m s−1, τc,cyld,fit = 1360 s, and
L = Uavg,fitτc,cyld,fit. As a comparison, a plug flow reactor model runs at the same
time, with the only parameter as τavg = 1520 s.
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2.8.4 Diffusional Loss in A Laminar Cylindrical Tube
The full conservation equation for gas-phase species i, ci(t, r, z), is
∂ci
∂t
+ vz(r)∂ci
∂z
= Di
[
1
r
∂
∂r
(
r
∂ci
∂r
)
+
∂2ci
∂z2
]
+ Pi − Si (2.18)
where Di is the molecular diffusivity of species i in air, and Pi and Si are the
rates of generation and consumption of species i, by chemical reaction and gas-
particle partitioning, respectively. A typical order of magnitude estimate of the
molecular diffusion coefficient for vapor molecules in air is ∼ 10−5 m2 s−1. Under
conditions typical of the operation of the flow tube reactor, the magnitude of the
axial molecular diffusion term in Eq. (2.18) is small relative to that of the other
terms in the equation and may be neglected. E. J. Davis (2008) gives a thorough
discussion on the analytical solution for this system that is at steady state. Without
any generation and consumption of species i, Eq. (2.18) becomes:
vz(r)∂ci
∂z
= Di
[
1
r
∂
∂r
(
r
∂ci
∂r
)]
(2.19)
Equation 2.19 is subject to a boundary condition at the reactor entrance, z = 0:
ci(r, 0) = ci0 (2.20)
where a uniform concentration ci0 is assumed at the inlet of the reactor, and the
symmetry condition at the centerline of the reactor, r = 0:
∂ci
∂r
(0, z) = 0 (2.21)
A general boundary condition at the reactor wall allows for the possible deposition
of species i on the wall, is
Di
∂ci
∂r
(R, z) = −kwici (2.22)
where kwi is a first-order wall deposition coefficient for species i. kwi can be
expressed in terms of the uptake coefficient for species i, γi, as kwi =
1
4
γiωi, where
ωi is the mean molecular speed of species i. Either kwi or γi must be determined
experimentally. If no uptake of species i occurs at the wall, then kwi = 0.
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2.8.5 Taylor Dispersion-Based RTD
By cross-section averaging of Eq. (2.18) (without sources and sinks), the average
concentration at any cross section obeys:
∂〈ci〉
∂t
+Uavg
∂〈ci〉
∂z
= Deff,i
∂2〈ci〉
∂z2
(2.23)
where Deff,i = Di
(
1 +
Pe2
192
)
which accounts for the convective enhancement in
diffusivity (Aris, 1956), where Pe, the Pe´clet number, is
2RUavg
Di
.
The solution of Eq. (2.23) for a pulse input at the entrance to the reactor, of N0
moles over the cross section area A of the tube, is:
〈ci〉(t, z) = 1√
4piDeff,it
N0
A
exp
[
−(z −Uavgt)
2
4Deff,it
]
(2.24)
The RTD of the diffusive species in the flow tube, i.e. at z = Lcyld, is:
〈ci〉(t, Lcyld) = 1√
4pi D˜eff,i t˜
N0
V
exp
[
−(1 − t˜)
2
4D˜eff,i t˜
]
(2.25)
where V is the volume of the tube, D˜eff,i =
Deff,i
τc,cyldU2avg
, and t˜ =
t
τc,cyld
.
For a pulse input, of finite duration t0,
〈ci〉(t, z = 0) =
{ N0
AUavgt0
0 ≤ t ≤ t0
0 t > t0
(2.26)
The RTD at z = Lcyld is:
〈ci〉(t, Lcyld) = N02V
erf
©­­«
1 − t˜√
4D˜eff,i t˜
ª®®¬ − erf
©­­«
1 − t˜ − t˜0√
4D˜eff,i t˜
ª®®¬
 (2.27)
where erf(x) = 2√
pi
∫ x
0
exp (−η2)dη and t˜0 = t0
τc,cyld
. More generally, by transform-
ing t = − z
Uavg
= − z
Lcyld
Lcyld
Uavg
= −z˜τc,cyld, where z˜ = zLcyld , the RTD for a non-ideal
pulse input f (t) (e.g. the solid profile in Fig. 2.6C) is in the form of:
〈ci〉(t, Lcyld) = 1√
4pi D˜eff,i t˜
N0
V
∫ +∞
−∞
f (−z˜τc,cyld) exp
[
−(1 − t˜ − z˜)
2
4D˜eff,i t˜
]
dz˜ (2.28)
where D˜eff,i and t˜ are defined as in Eqs. (2.25) and (2.27).
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2.8.6 Particle Size Dependent RTDs
Figure 2.8 can be used to define two separate regimes of particle behavior, i.e.
settling regime (diameter larger than 80 nm) and diffusion regime (otherwise).
While cylindrical coordinates are usually employed in a flow tube reactor, it will
prove to be advantageous to use a Cartesian coordinate framework for the numerical
simulation of particle settling in horizontal laminar flow in a tubular geometry. In
the settling regime, particle motion in a horizontal tubular laminar flow is governed
by the following differential equations for particle position, (x(t), y(t), z(t)), in a
Cartesian coordinate system (with origin at the center of the tube at t = 0, as shown
in Fig. 2.16):
dx
dt
= 0 (2.29)
dy
dt
= −vy(Dp) = −vs(Dp) (2.30)
dz
dt
= vz(x, y) = Umax
(
1 − x
2 + y2
R2
)
(2.31)
Given an initial particle position, x(0) = x0, y(0) = y0, z(0) = z0, this set of equa-
tions can be solved either numerically or analytically. Examples of the numerical
simulation of particle trajectories are shown in Fig. 2.16.
The analytical solution of Eqs. (2.29) − (2.31) for the time τ that a particle resides
in the flow is:
t˜3 − 2y˜t˜2 − (1 − x˜2 − y˜2)t˜ + t1/t2 = 0 (2.32)
where x˜ = x0/R, y˜ = y0/R, t1 = Lcyld/Umax, t2 = R/vs, and t˜ = t/t2. x˜ and y˜ are
subject to the condition:
y˜(1 − x˜2) − 1
3
y˜3 − t1
t2
+
2
3
(1 − x˜2)3/2 ≤ x˜2 + y˜2 ≤ 1 (2.33)
The integral over this closed space leads to the penetration efficiency η for non-
diffusive monodisperse particles:
η =
2
pi
(−2
√
1 − 2/3 + 1/3
√
1 − 2/3 + arcsin
√
1 − 2/3) (2.34)
where  =
3t1
4t2
and the implicit condition here is that  ≤ 1, i.e. vs ≤ 4R3LcyldUmax,
otherwise η = 0. Calculated theoretical RTD and η are shown in Fig. 2.17.
The RTD of non-diffusing materials along each streamline for a pulse input is:
〈n〉(t, Lcyld) =

0 0 ≤ t < t1
2N0t21
AUavgt3
t ≥ t1
(2.35)
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where N0 is the total input quantity of the pulse, the same as defined in Section
2.8.5.
x
y y
z
(0,0,0)
(x0,0,0)
Loss to the wall
g
Penetration through the tube
Figure 2.16: Particle trajectories in a vertical plane in a laminar flow tube. Particles
are of the same size and are subject to gravitational settling and fluid advection.
The Cartesian coordinate framework is indicated. Two different cases are shown:
blue particles are those that can successfully penetrate through the tube, while red
particles eventually deposit on the tube wall.
500 nm, η=88% 1000 nm, η=65%
100 nm, η=99% 200 nm, η=95%
Pure Convection
Figure 2.17: Theoretical residence time distribution (Eq. (2.32)) and penetration
efficiency (Eq. (2.34)) of particles with different diameters in a horizontal flow tube.
Only gravitational settling and convection are considered. The simulation assumes
a uniform distribution of monodisperse particles at the entrance of a well-developed
laminar flow with no interaction between particles. Each point corresponds to the
residence time and the initial position of the particle. The color bar indicates the
residence time (min). The open space between the dashed curve and the tube wall
indicates the region in which particles have deposited on the tube wall (η = 0%).
The residence time of purely convective, non-diffusing particles (Eq. (2.35)) is
shown for reference.
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2.8.7 List of Symbols
Symbol Meaning unit
A cross section of the reactor m2
c concentration mol m−3
D reactor diameter m
Dp particle diameter nm
D diffusivity m2 s−1
g gravitational acceleration m s−2
kw mass transport coefficient to the wall m s−1
L length of the reactor m
n particle number concentration cm−3
N0 total moles or number of the pulse input mole or number
P generation rate of species molec cm−3 s−1
R radius of the reactor m
S consumption rate of species molec cm−3 s−1
t0 duration s
T temperature K
U characteristic velocity of the fluid m s−1
v velocity m s−1
V volume of the reactor m3
Q volumetric flow rate m3 s−1
Greek
β thermal expansion coefficient of fluid K−1
µ viscosity of the fluid kg m−1 s−1
ν kinematic viscosity m2 s−1
ρ density of fluid kg m−3
θ angle of the cone °
τ residence time s
ω mean molecular speed m s−1
Note: Some of the symbols appear in Section 2.8.4 - 2.8.6.
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2.8.8 List of Dimensionless Numbers and Subscripts
Symbol Name Expression
Greek
γ uptake coefficient
η penetration efficiency
 ratio of timescale of convection to
that of settling
3Lcyldvs/4RUmax
ξ dimensionless length piDLcyld/Q
Dimensionless groups
Gr Grashof number gβD3∆T/ν2
Pe Pe´clet number 2RUavg/Di
Re Reynolds number ρUavgD/µ
Ri Richardson number Gr / Re2
Subscripts
c characteristic value
cyld cylindrical tube
e eddy-like
fit fitted result
i species
j time step
s settling
avg average value
eff effective value
entr entrance
in inlet
max maximum value
out outlet
r r-component in cylindrical framework
x x-component in Cartesian framework
y y-component in Cartesian framework
z z-component in Cartesian or cylindrical framework
Superscripts
I first-order reaction rate
I I second-order reaction rate
overbar
˜ nondimensionalized variable
Note: Some of the symbols appear in Section 2.8.4 - 2.8.6.
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C h a p t e r 3
A NOTE ON FLOW BEHAVIOR IN AXIALLY-DISPERSED
PLUG FLOW REACTORS WITH STEP INPUT OF TRACER
Huang, Yuanlong and John H. Seinfeld (2019). “A note on flow behavior in axially-
dispersed plug flow reactors with step input of tracer”. In: Atmos. Environ.: X 1,
p. 100006. doi: 10.1016/j.aeaoa.2019.100006.
Abstract
Atmospheric chemistry studies are frequently conducted in flow reactors, such as
the potential aerosol mass (PAM) reactor. To characterize the flow condition in
such a reactor, an axially-dispersed plug flow reactor (AD-PFR) model has been
applied to explain the observed residence time distribution (RTD). Compared with
the traditional RTD analysis that directly fits the observed data from a pulse input
or differentiates the data points from a step input, we introduce here a direct method
to retrieve the axial diffusivity in an AD-PFR model by fitting an analytical formula
to the rising profile of the tracer at the beginning of the experiment (the transition
data before the reactor reaches steady state). This method can be readily used to
determine the flow conditions inside an AD-PFR.
3.1 Introduction
Flow reactors have achieved a prominent status in the study of atmospheric chem-
istry. The nature of the flow in such reactors plays a role in interpretation of the
kinetic data obtained within the reactor. For a cylindrical flow reactor with suf-
ficiently low Reynolds number (Re), the fluid velocity field is parabolic laminar
flow. After a sufficient distance downstream, a radial velocity gradient-induced
concentration difference can be smoothed by radial molecular diffusion. In this
case, the three-dimensional tubular transport becomes essentially a one-dimensional
convective-diffusive flow known as Taylor dispersion (G. I. Taylor, 1953). Temper-
ature differences between the fluid and the reactor wall may also serve to perturb the
ideal parabolic profile and induce radial mixing (Huang et al., 2017). An axially-
dispersed plug flow reactor (AD-PFR)model applies in these situations of non-ideal,
low-Re flow reactors.
To better understand the chemical kinetics in the flow tube reactor within the AD-
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PFR framework, the two necessary parameters are the intensity of axial dispersion
and the average residence time, which can be derived from the residence time
distribution (RTD) of a tracer that is non-interactive with the wall. Then the AD-
PFR model can be parameterized to reproduce experimental data. In addition to
simulation, the parameters can be used to adjust the measured oxidation exposure
(residence time × concentration, e.g., OH exposure, ibid.), a common quantity to
represent the degree of oxidation occurring in an oxidation flow reactor. In all cases,
the RTD plays an important role in evaluating these parameters.
The residence time distribution (RTD), often referred to as an E-curve, is widely
used to diagnose the physics of the transport in such flow reactors. An E-curve is
generated by a pulse or step injection, with the temporal concentration profile being
monitored at the outlet of the reactor. Measurement of the RTD at the exit of the
reactor affords an analysis of the chemical kinetics occurring in the reactor (R. Li
et al., 2015; Peng et al., 2015). A pulse input of tracer requires injection of a quantity
of tracer within a period of time much shorter than the average residence time in
the reactor; on the other hand, a step input requires a stable and constant source of
tracer. The step input affords a smoother E-curve from which the rising portion of
the curve (known as the F-curve) can be obtained more easily. Mitroo et al. (2018)
also reported the step-down method, in which a reactor initially filled with tracer is
replaced by clean air, and fromwhich an E-curve with a smooth tail can be obtained.
In summary, analysis of experimental data on the nature of flow in the flow reactor
generally includes: (1) direct E-curve fitting from a pulse input (Huang et al., 2017;
Lambe et al., 2011a; Simonen et al., 2017); (2) E-curve fitting by differentiating the
F-curve from a step input of tracer (Mitroo et al., 2018); (3) F-curve fitting from
the cumulative E-curve with a pulse input (Wolf and D. H. White, 1976).
We suggest here a fourth method to diagnose the nature of flow in a flow reactor,
that is, analyzing the F-curve from a step input by directly fitting the observed
concentration distribution to the analytical solution of the AD-PFR model with a
continuous source of tracer. In this approach, differentiation of the F-curve is not
required. This method takes advantage of the time-dependent data prior to the
reactor reaching steady state. Such an approach can be carried out at the inception
of an experiment. Two critical parameters relating to the behavior the flow reactor,
i.e., the axial diffusivity D and the average residence time in the reactor, τr , can be
obtained from fitting a reactor model to the F-curve. Since the volumetric flow rate
through the reactor and the diameter of the reactor are known, τr can be replaced
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with the effective length L of the reactor. By comparison with those parameters
derived from injection of a pulse of tracer, we show that the direct fitting of data from
a step input to the F-curve has the potential to be applied in the same situations as
those to the E-curve. Since the flow condition for the measurement of the F-curve is
the same as that in an actual experiment, i.e., continuous rather than pulse injection,
parameters derived from the F-curve may be more representative of the AD-PFR
model.
3.2 Formulation and Solution
The conservation equation describing the AD-PFR is:
∂c(x, t)
∂t
= −u∂c(x, t)
∂x
+ D
∂2c(x, t)
∂x2
(3.1)
where c is the concentration of the tracer, x and t are the variables of axial distance
and time, u is the uniform convective velocity, and D is the axial diffusivity.
For a pulse input, the dimensionless RTD (E-curve) is
Epulse(θ) =
√
Pe
4piθ
exp
[
−(1 − θ)
2
4θ/Pe
]
(3.2)
where Pe = Lu
D
is the Péclet number, L is the length of the reactor, θ = tτr , and
τr =
L
u is the average residence time in the reactor.
In reality, the pulse input usually persists for a short period of time (square-wave
injection), e.g., τ0, which should be τr . The E-curve can be described as (Huang
et al., 2017):
Eperiod(θ) = 12
[
erf
(
1 − θ√
4θ/Pe
)
− erf
(
1 − θ − θ0√
4θ/Pe
)]
(3.3)
where θ0 = τ0τr and erf(x) = 2√pi
∫ x
0 exp (−η2)dη.
With a fixed source at x = 0, i.e., c(0, t) = c0, into an initially empty reactor,
i.e., c(x, 0) = 0, the downstream concentration far from the source remains 0, i.e.,
c(+∞, t) = 0, for which an analytical solution exists (Ogata and Banks, 1961),
the derivation of which is given in Section 3.6.1. The dimensionless form of the
temporal profile of the tracer at the end of the AD-PFR for the step input (F-curve)
is
Fstep(θ) = 12
[
erfc
(
1 − θ√
4θ/Pe
)
+ exp (Pe)erfc
(
1 + θ√
4θ/Pe
)]
(3.4)
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where erfc(x) = 1 − erf(x). It should be noted that even though by definition the
F-curve is the cumulative distribution function of the E-curve, Eq. (3.4) is not the
integral form of Eq. (3.2), since deriving Eq. (3.2) only needs an initial condition,
but two more boundary conditions are necessary to obtain Eq. (3.4).
Another common treatment of the AD-PFRmodel applies the so-called Danckwerts
boundary conditions (Danckwerts, 1953). Instead of a fixed source at x = 0, a con-
stant flux is assumed: upstream of x = 0 only convection holds, while downstream
of x = 0 both convection and dispersion occur, leading to
uc(0−, t) = uc(0+, t) − D∂c(0+, t)
∂x
(3.5)
where c(0−, t) and c(0+, t) are concentrations right before and after the entrance
(x = 0) of the reactor. Eq. (3.5) indicates that the concentration profile at x = 0
is non-continuous, and as axial dispersion increases, the difference between c(0−, t)
and c(0+, t) gets larger. Correspondingly, Danckwerts (ibid.) suggested a smooth
profile of the concentration at x = L, i.e.,
∂c(L, t)
∂x
= 0 (3.6)
A closed-form analytical solution to this case does not exist, but a numerical solution
can be applied (see 3.6.2). To be consistent with Eq. (3.4), the reactor is assumed
to be initially empty, i.e., c(x, 0) = 0.
To distinguish between the cases of Eq. (3.4) and the numerical solution of Eqs. (3.5)
and (3.6), we refer to them as AD-PFR and Danckwerts, respectively. Compared
with the continuity of tracer flux at the inlet as specified by Eq. (3.5), the inlet
boundary condition in the AD-PFR requires a step change in diffusivity at the inlet
of the reactor.
Figure 3.1 shows the calculated solutions of the F-curves for PFR, continuous
stirred-tank reactor (CSTR), tubular laminar flow reactor (LFR), AD-PFR, and
Danckwerts models. With the same extent of axial dispersion (Pe = 10, the same
order of magnitude as those of typical flow tube reactors), the tracers in the AD-PFR
and the Danckwerts models behave similarly, suggesting that the effects of different
boundary conditions on the temporal profiles are limited under typical flow tube
reactor operation conditions and both models can represent actual condition.
3.3 Experimental
Experiments were performed in the Caltech Photochemical Oxidation flow Tube
reactor (CPOT, Huang et al., 2017). Briefly, the CPOT comprises a conic transition
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Figure 3.1: Theoretical temporal profiles (F-curve) of the tracer emerging from
a flow reactor as described in different models. The analytical dimensionless ex-
pression for PFR is FPFR(θ) = H(θ − 1), for CSTR is FCSTR(θ) = 1 − exp (−θ), for
tubular LFR is FLFR(θ) = H(θ− 12 )(1− 1(2θ)2 ), for AD-PFR is Eq. (3.4) (Pe = 10), and
for Danckwerts AD-PFR is numerical simulation (Pe = 10), where H(x − a) is the
Heaviside step function, i.e., H(x − a) = 0 as x < a, H(x − a) = 0.5 as x = a, and
H(x − a) = 1 as x > a. Note that F-curves for AD-PFR and Danckwerts AD-PFR
are similar when axial dispersion (Pe) is the same.
Figure 3.2: Experimental setup.
tube (53 cm) as the inlet, two straight quartz tubes (1.2 m × 17 cm I.D. each) as
the main reactor, and a second conic tube (53 cm) to produce a cup-mixed-average
output. A SO2 cylinder of 10 ppm (Airgas) served as the source of tracer, and a SO2
monitor (model 43i, ThermoFisher) was applied to record the temporal profile of
SO2 at the outlet (Figure 3.2). The overall volumetric flow rate through the CPOT
was fixed at 5 L min−1 (Re ∼ 20) at room temperature (∼ 297 K). Prior to injection,
purified clean air flowed through the reactor. Both pulse and step injections of SO2
were carried out. The pulse injection lasted for 1 min with the flow of SO2 set
at 100 sccm. For the step injection, the start of the experiment was recorded at
the inception of SO2 flow at 100 sccm by a mass flow controller. For each type of
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Figure 3.3: Experimental profiles with pulse injection (green circles) fitted by Eq.
(3.3) (red solid line) and step input (blue circles) fitted by AD-PFR model (Eq.
(3.4), magenta solid line) as well as the Danckwerts boundary condition model (Eq.
(3.5)&(3.6), cyan dashed line).
injection, the experiment was repeated for at least three times. Since the flow system
at the inlet is open to the ambient, the additional injection of SO2 is not supposed
to perturb the flow field inside the reactor. The experiments were carried out under
dry condition (RH < 1%), since SO2 can interact strongly with the wall at high RH
(Lambe et al., 2011a) while Eq. (3.1) (and its solutions) does not incorporate this
effect.
Figure 3.3 shows typical temporal patterns of tracer corresponding to the pulse
(green circles) and step (blue circles) injections, respectively. Data points represent
1 s resolution.
3.4 Results and Discussion
The average residence time in the flow tube itself is ∼ 510 s. Accounting for the
two conic sections of the overall reactor assembly, the expected average residence
time in the entire reactor assembly should exceed 510 s. With a pulse input lasting
a period of 60 s, Eq. (3.3) is used to fit the observed data by the function fit in
MATLAB (2016b). The parameter values obtained from the fitting are: Deq3 =
(7.1 ± 0.1) × 10−4 m2 s−1, τeq3 = 588 ± 1 s, and Leq3 = 2.77 ± 0.01 m, with a
Peeq3 = 18. The inferred value of Deq3 is at least one order of magnitude larger than
the inherent gas-phase molecular diffusivity of SO2, confirming that the derived
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value of the diffusivity is a result of the fluid field. This eddy-like diffusivity is
consistent with the observation in Huang et al. (2017). The fitted effective length of
the reactor exceeds that solely of the reactor section (2.4 m), reflecting the role of
the two conic sections at the inlet and outlet.
Experimental data from the step input suggest that none of the PFR, CSTR, or
LFR models explains the observation, whereas both the AD-PFR and Danckwerts
models show strong potential to fit the data. Fitting results from both models
are shown together with observations in Fig. 3.3. Both models fit the data with
R2 > 0.99, further demonstrating the 1D-convective-diffusive plug flow reactor
model as a representation of the CPOT reactor. The fitting results from Eq. (3.4)
are: Deq4 = (1.09 ± 0.02) × 10−3 m2 s−1, τeq4 = 648 ± 2 s, and Leq4 = 3.05 ± 0.02
m, with Peeq4 = 13. Those from Eq. (3.5)-(3.6) are: Deq5 = (1.18 ± 0.02) × 10−3
m2 s−1, τeq5 = 651 ± 2 s, and Leq5 = 3.07 ± 0.02 m, with Peeq5 = 12.
Eq. (3.5)-(3.6) predictions of D, τ, and L are close to those of Eq. (3.4), consistent
with the theoretical prediction (Fig. 3.1). As a result, the inferred values of the
Péclet number, Pe, are similar, suggesting that, in the present case, either model
can be used to characterize the reactor. Figure 3.3 also shows that the predictions
of Eqs. (3.4) and (3.5)-(3.6) overlap closely. The comparison above suggests that
Eq. (3.4) can be used as an inverse model to derive key parameters, e.g., D,
τ, and L, from the transitional profiles, because it has an analytical expression;
while Danckwerts conditions are more practicable computationally, especially for
the purpose of simulating nonlinear reactions and calculating OH exposure. Note
that when modeling photochemical processes, the radiation intensity in the conical
section can be much weaker than that in the main reactor; thus the length of the
main reactor (as well as the residence time in the reaction section) should be used
in the model instead of the effective length L (or τ) fitted from the E- or F-curves,
while the diffusivity D stays the same.
The observed F-curve with step input started to rise∼ 35 s later than the observed E-
curve with pulse input, consistent with the fitted average residence time that τF > τE.
Moreover, the axial diffusivities derived from the F-curve exceed that derived from
the E-curve. The Pe number inferred from F-curve is ∼ 30% smaller than that
inferred from E-curve, indicating that though the pulse and step injection methods
are similar, the axial dispersion is larger in the step injection. This conclusion
suggests that the fluid field may be slightly different in the two cases. Since the
working conditions of the flow tube for the measurement of the F-curve are similar
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to those of actual flow tube experiments (i.e., precursors are injected continuously
rather than in pulses), the larger extent of axial dispersion by fitting of the F-curve
may better reflect the actual conditions inside the reactor.
We attempted to differentiate the F-curve from both step-up and step-down injection
to obtain the E-curve, following Mitroo et al. (2018), which, given the relatively
finer data point resolution, the potential lack of smoothness in the E-curve precludes
as close fitting as with the pulse injection method. Lambe et al. (2011a) show that
inside the Potential Aerosol Mass (PAM) reactor two fluid field patterns exist, and
thus the measured RTD is a superposition of two axially dispersed plug flows. The
concept of superposition of two different flow patterns also applies to Eq. (3.4)
since the number of unknown parameters is the same. Note that the idea of fitting
the F-curve directly also applies for other theoretical residence time models, such
as tanks-in-series (Mitroo et al., 2018), the advantages of which are: (1) the theories
behind the F-curve are the same as those of the E-curve; (2) the experimental
conditions needed to obtain the F-curve are similar to those actually performed, and
(3) fewer data fluctuations exist relative to E-curve, since F-curve is always rising
until it reaches steady state.
3.5 Conclusions
The axially-dispersed plug flow reactor (AD-PFR) model has shown potential to
represent non-ideal reactors, the evidence for which is excellent fitting of the experi-
mental data. We present here the successful application of fitting experimental data
to the theoretical cumulative curve (the F-curve), which is a close representation
of an actual tracer experiment. The derived parameters from the F-curve suggest
relatively stronger axial dispersion than that suggested by the E-curve, which better
represents the actual experimental condition in flow tube reactors, i.e., continuous
injection of precursors rather than pulse injections.
We note here that though AD-PFR can be used to describe the residence time in
non-ideal flow reactors, this model does not consider the interaction between the
wall and the flow which is a common phenomenon, especially in sampling tubes
(Pagonis et al., 2017). A gas-wall partition and convection model has been proposed
to explain the observed signal delay that can occur from a step injection, which is
beyond the treatment of this technical note.
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3.6 Supporting Information
3.6.1 Derivation of PDE Solution
The partial differential equation (PDE) describing an axially-dispersed plug flow
reactor (AD-PFR) is
∂c(x, t)
∂t
= −u∂c(x, t)
∂x
+ D
∂2c(x, t)
∂x2
(3.7)
When there is a fixed source at x = 0, Eq. (3.7) is subject to the following initial
and boundary conditions (Eqs. (3.8)-(3.10)):
c(x, 0) = 0 (3.8)
c(0, t) = c0 (3.9)
c(+∞, t) = 0 (3.10)
Separation of variables or similarity solutions are not available here. Since the range
of x is 0 to infinity, the method of Fourier transform does not apply. Ogata and
Banks (1961) proposed the transformation
c(x, t) = Γ(x, t) exp ( ux
2D
− u
2t
4D
) (3.11)
and applied Duhamel’s theorem to derive the solution; thus the solution (Eq. (3.4))
of Eqs. (3.7)-(3.10) is referred to as the Ogata-Banks Formula. The introduction
of Eq. (3.11) transforms Eq. (3.7) into a pure diffusion equation but the boundary
condition Eq. (3.9) becomes t-dependent, making the solution more complicated.
The derivation we introduce here involves basic knowledge of complex analysis, in
order to solve Eqs. (3.7)-(3.10).
First, we use the method of Laplace transform with respect to t, i.e.,
c(x, t) → L{c(x, t)}(x, s) =
∫ ∞
0
c(x, t) exp (−st)dt = L(x, s) (3.12)
To do this, multiplying both sides of Eq. (3.7) by exp (−st), and integrating from 0
to +∞ with respect to t, the first term of Eq. (3.7) becomes sL(x, s) − c(x, 0) after
integration by parts. The other two terms keep the same form because of linearity
of the operator. Rearranging the equation, Eq. (3.7) becomes:
sL(x, s) − c(x, 0) + u∂L(x, s)
∂x
= D
∂2L(x, s)
∂x2
(3.13)
which can be rearranged as:
D
∂2L
∂x2
− u∂L
∂x
− sL = 0 (3.14)
63
Figure A.1: Bromwich integral path over complex plane.
And boundary condition Eqs. (3.9) and (3.10) become:
L{C(0, t)} = L(0, s) = c0
s
(3.15)
L{C(∞, t)} = L(∞, s) = 0 (3.16)
The general solution for Eq. (3.14) is
L(x, s) = A exp (λ1x) + B exp (λ2x) (3.17)
where λ1 = u+
√
u2+4Ds
2D and λ2 =
u−
√
u2+4Ds
2D . With Eqs. (3.15) and (3.16) we get
A = 0 and B = c0s . So the solution for Eq. (3.14) is
L(x, s) = c0
s
exp (u −
√
u2 + 4Ds
2D
x)
= c0 exp ( ux2D)
1
s
exp (− x√
D
√
u2
4D
+ s)
(3.18)
Then the key problem is how to obtain the inverse Laplace transform (iLT) to Eq.
(3.18). We can simplify it in the form of As exp (−B
√
C + s)), where A = c0 exp ( ux2D),
B = x√
D
, C = u24D. After applying the Bromwich contour integral over the complex
plane (Fig. A.1), we will get the iLT result. We note here that the iLT result (Eq.
(3.28)) can be verified by Mathematica (Wolfram), a detailed step-by-step contour
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integration of iLT is provided here.
The iLT is in the form of
f (t) = L−1{L(s)} = 1
2pii
∫ α+i∞
α−i∞
L(s) exp (st)ds
=
1
2pii
∫ α+i∞
α−i∞
A
s
exp (−B√C + s + st)ds
(3.19)
The integral of Eq. (3.19) is on a complex plane along a vertical line s = α from
−i∞ to+i∞, where α can be any value right of all singularities (poles, branch points,
etc.). The Method of Residues will be applied to evaluate this integral, which states
that the integration along a closed curve on a complex plane equals the sum of
residues at all isolated singularities. Thus we construct a counterclockwise loop Γ
as shown in Fig. A.1, also known as the Bromwich contour, to evaluate the integral.
Note that there is a branch point at s = −C (thus a branch cut from −C to −∞ in this
case) and an isolated singular point at s = 0 on this contour. As R → ∞, the path
âb approaches that we are looking for. As lim
R→∞ |L(s)| = 0, by Jordan’s Lemma, the
integration over b̂cd and ĥia will be zero when R→ ∞. Since the integration over
path d̂e, ê f g, and ĝh can be calculated and the integration over the whole contour
can be obtained by residue theorem, i.e.,∮
Γ
= lim
R→∞(
∫
âb
+
∫
d̂e
+
∫
ê f g
+
∫
ĝh
) = Res(0) (3.20)
Then we can get lim
R→∞
∫
âb
= Res(0) − lim
R→∞(
∫
d̂e
+
∫
ê f g
+
∫
ĝh
).
The residue at s = 0 is
Res(0) = 2pii(A exp (−B√C + s + st))|s=0 = 2piiA exp (−B
√
C) (3.21)
Over d̂e, we set C + s = r exp (ipi) = −r , then √C + s = √r exp ( ipi2 ) = i
√
r . So we
get ds = −dr and lim
ε→0
∫ −C−ε
−R
L(s)ds = − lim
ε→0
∫ ε
R−C
L(r)dr = −
∫ 0
R−C
L(r)dr . The
integration over d̂e becomes:∫
d̂e
= −
∫ 0
R−C
A
−r − C exp (−iB
√
r + (−r − C)t)dr
=
∫ 0
R−C
exp (−(r + C)t) A
r + C
exp (−iB√r)dr
(3.22)
Over ĝh, we set C + s = r exp (−ipi) = −r , then √C + s = √r exp (− ipi2 ) = −i
√
r and
also ds = −dr , and lim
ε→0
∫ −R
−C−ε
L(s)ds = − lim
ε→0
∫ R−C
ε
L(r)dr = −
∫ R−C
0
L(r)dr .
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The integration over ĝh becomes:∫
ĝh
= −
∫ R−C
0
A
−r − C exp (iB
√
r + (−r − C)t)dr
=
∫ R−C
0
exp (−(r + C)t) A
r + C
exp (iB√r)dr
(3.23)
Over ê f g, we set C + s = ε exp (−iθ), then √C + s = √ε exp (− iθ2 ). So we get
ds = −iε exp (iθ)dθ and
lim
ε→0
∫
ê f g
L(s)ds = lim
ε→0
∫ −pi
pi
− A
ε exp (−iθ) − Ciε exp (iθ)
exp
[
−B√ε exp (−iθ
2
) + (ε exp (−iθ) − C)t
]
dθ = 0
(3.24)
Then we get:∫ α+i∞
α−i∞
A
s
exp (−B√C + s + st) = lim
R→∞
∫
âb
= Res(0) − lim
R→∞(
∫
d̂e
+
∫
ê f g
+
∫
ĝh
)
= 2piiA exp (−B√C) − lim
R→∞
∫ 0
R−C
exp (−(r + C)t) A
r + C
exp (−iB√r)dr
− lim
R→∞
∫ R−C
0
exp (−(r + C)t) A
r + C
exp (iB√r)dr
= 2piiA exp (−B√C) −
∫ ∞
0
A exp (−(r + C)t)
r + C
(
− exp (−iB√r) + exp (iB√r)
)
dr
= 2piiA exp (−B√C) − 2iA
∫ ∞
0
exp (−(r + C)t)
r + C
sin (B√r)dr
(3.25)
Substituting Eq. (3.25) into Eq. (3.19) we get
f (t) = A exp (−B√C) − A
∫ ∞
0
exp (−(r + C)t)
pi(r + C) sin (B
√
r)dr (3.26)
It can be shown that (http://mathworld.wolfram.com/Erf.html):∫ ∞
0
exp (−(x + p)t)
pi(x + p) sin (a
√
x)dx =
− sinh (a√p) + exp (−a
√
p)
2
erf
(
a
2
√
t
− √pt
)
+
exp (a√p)
2
erf
(
a
2
√
t
+
√
pt
) (3.27)
where erf(x) = 2√
pi
∫ x
0 exp (−η2)dη. So Eq. (3.26) becomes:
f (t) = A
2
exp (−B√C)erfc
(
B
2
√
t
− √Ct
)
+
A
2
exp (B√C)erfc
(
B
2
√
t
+
√
Ct
)
(3.28)
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where erfc(x) = 1 − erf(x). Substituting A, B, and C into the above equation, the
final iLT result of Eq. (3.19) is
c(x, t) = c0
2
[
erfc
(
x − ut√
4Dt
)
+ exp ( xu
D
)eftc
(
x + ut√
4Dt
)]
(3.29)
3.6.2 Numerical Solution of the Danckwerts Boundary Problem
We use the pde solver pdepe in MATLAB (2016b) to numerically solve the Danck-
werts boundary problem. Here is an example:
1 f u n c t i o n C_t = fun_CD_nd ( Pe , t h e t a )
2 % This f u n c t i o n r e t u r n s n ume r i c a l l y s imu l a t e d t empo r a l p r o f i l e
3 % a t t h e o u t l e t o f a c onve c t i v e − d i f f u s i v e p lug f low r e a c t o r .
4 % I t u s e s t h e non−d imen s i o n a l f o rma t .
5 % I t a p p l i e s Danckwer ts B .C . , w i th I .C . a l l z e r o s .
6 % I t assumes C0_t i s a c o n s t a n t i n p u t .
7 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
8 % Pe : P e c l e t number , LU/D
9 % L : l e n g t h o f r e a c t o r , m
10 % U: ave r ag e c o n v e c t i v e v e l o c i t y , m s−1
11 % D: a x i a l d i f f u s i v i t y , m2 s−1
12 % t h e t a : non−d imen s i o n a l t ime
13 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
14 % C_t : t ime dependen t c o n c e n t r a t i o n p r o f i l e a t o u t l e t
15 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
16 % c r e a t e d : 2018 / 03 / 16 , yhuang@cal tech . edu
17 N = 100 ; % g r i d number
18 xmesh = l i n s p a c e ( 0 , 1 ,N) ;
19 s o l = pdepe ( 0 ,@mypde ,@myic ,@mybc , xmesh , t h e t a ) ;
20 C_t = s o l ( : , end ) ;
21 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
22 f u n c t i o n [ c , f , s ] = mypde ( x , t , u , DuDx)
23 c = Pe ;
24 f = DuDx ;
25 s = −Pe∗DuDx ;
26 end
27 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
28 f u n c t i o n u0 = myic ( x )
29 u0 = 0 ;
30 end
31 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
32 f u n c t i o n [ pl , q l , pr , q r ] = mybc ( xl , u l , xr , ur , t )
33 p l = ul −1;
34 q l = −1/ Pe ;
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35 pr = 0 ;
36 qr = 1 ;
37 end
38 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
39 end
The following script shows how to use the above function:
1 t h e t a = 0 : 0 . 0 1 : 4 ;
2 Pe = 10 ;
3 C_t = fun_CD_nd ( Pe , t h e t a ) ;
4 p l o t ( t h e t a , C_t )
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C h a p t e r 4
UNIFIED THEORY OF VAPOR-WALL MASS TRANSPORT IN
TEFLON-WALLED ENVIRONMENTAL CHAMBERS
Huang, Yuanlong, Ran Zhao, Sophia M. Charan, Christopher M. Kenseth, Xuan
Zhang, and John H. Seinfeld (2018). “Unified Theory of Vapor–Wall Mass Trans-
port in Teflon-Walled Environmental Chambers”. In: Environ. Sci. Technol. 52.4,
pp. 2134–2142. doi: 10.1021/acs.est.7b05575.
Abstract
Secondary organic aerosol (SOA) formation is studied in laboratory chambers, in
which volatile organic compounds (VOCs) are oxidized to produce low-volatility
compounds that condense into the aerosol phase. It has been established that such
oxidized low-volatility compounds can partition into the chamber walls, which
traditionally consist of Teflon film. Several studies exist in which the rates of
uptake of individual vapor compounds to the chamber walls have been measured,
but a unified theory capable of describing the range of experimental measurements
has been lacking. Here, a two-layer model of observed short and long vapor-wall
interaction timescales in Teflon-walled environmental chambers is presented and
shown to be consistent with experimental data on the rate of wall deposition of more
than 90 compounds. Semi-empirical relationships between key parameters in the
model and vapor molecular properties are derived, which can be used to predict the
fate of gas-phase vapor in the chamber under dry conditions.
4.1 Introduction
The environmental chamber is a principal laboratory system used to study the
formation, properties, and evolution of secondary organic aerosol (SOA) (R. H.
Schwantes et al., 2017a). The typical material fromwhich chambers are constructed
is Teflon film (fluorinated ethylene propylene, FEP). The process of SOA formation
involves oxidation of a volatile organic compound (VOC) to generate low-volatility
gas-phase products that subsequently condense into the aerosol phase. It has been
established that these oxidized products may also partition into the Teflon chamber
walls (Bian et al., 2015; Cappa et al., 2016; Krechmer et al., 2015, 2016; La et
al., 2016; Christine L. Loza et al., 2010; Matsunaga and Ziemann, 2010; R. C.
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McVay et al., 2014; Nah et al., 2016; Trump et al., 2016; Ye et al., 2016; Yeh and
Ziemann, 2014, 2015; Xuan Zhang et al., 2014, 2015). Such vapor-wall loss reduces
the potential yield of SOA and must be accounted for in analysis of experiments.
Current treatments of vapor-wall deposition in chambers consider the FEP film as
an infinite medium into which vapor molecules dissolve.
The extent of partitioning of oxidized organic species typical of SOA into Teflon
film has been studied experimentally by introducing species individually into a
chamber and measuring their rate of decay from wall uptake. The uptake has
been characterized by the timescale required to approach vapor-wall equilibrium
(τw). Previous studies indicate that τw can be competitive with the timescales
of other processes occurring in the chamber, such as the rate of VOC oxidation
and the timescale associated with vapor-particle partitioning(R. C. McVay et al.,
2014; Nah et al., 2016). The timescale τw is governed by gas-phase diffusion
through the boundary layer adjacent to the chamber wall, followed by uptake into
the wall itself. Two major studies of vapor-wall uptake of individual organic species
typical of VOC oxidation products have reported significantly different timescales
for vapor uptake, namely τw ∼ 10 min (Krechmer et al., 2016) and τw ∼ 10 h (Xuan
Zhang et al., 2015). Possible reasons for the observed discrepancy in vapor-wall
uptake rates include differences in the particular chemical systems studied or in
the experimental protocol itself. The goal of the present work is to formulate and
evaluate experimentally a unified theory of vapor-wall mass transport and uptake in
Teflon-walled environmental chambers.
4.2 Two-Layer Kinetic Sorption Model
We introduce a two-layer kinetic sorption model (Fig. 4.1A), inspired by that pro-
posed by Crank (1953), to explain the stress-dependent diffusion of vapor molecules
into polymer film. In the two-layer model, after traversing a gas-phase boundary
layer, vapor molecules enter a sharp, swollen outer layer in the Teflon that is thought
to be stress-free, in which equilibrium with the gas phase is established relatively
rapidly. It is estimated that a pseudo-steady state profile in the gas-phase boundary
layer is achieved on a timescale of order 10 s (Section 4.5.1). Vapor molecules
absorbed into the outer polymer layer (denoted the “Surface layer” in Fig. 4.1A)
then slowly diffuse into the interior of the polymer film (the “Inner layer” in Fig.
4.1A) by breaking inter-chain bonds, impeded by the stress exerted by the polymer
network.
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4.2.1 Surface Layer
The Teflon FEP film is treated as a solution into which the molecules dissolve.
Matsunaga and Ziemann (2010) proposed that vapor-wall partitioning equilibrium
can be represented by an effective organic mass concentration of the wall itself, Cw,
by analogy to the effective aerosol mass concentration used in describing vapor-
particle uptake (John H. Seinfeld and James F. Pankow, 2003). Here, we introduce
Cw and C′w, respectively, to distinguish between the compound-independent and
-dependent equivalent mass concentration of the Teflon wall. These quantities are
related byC′w =
Cw
γ∞
, where γ∞ is the activity coefficient of the solute vapor dissolved
in an infinitely dilute solution of Teflon film. The compound-dependent C′w reflects,
therefore, the effect of the compound’s activity in Teflon film. The process of
partitioning into Cw corresponds to the surface layer absorption.
It is advantageous to define an effective thickness of the surface layer, L′e. L′e is
related to C′w by L′e =
V
A
C′w
ρw
, where V and A are the volume and surface area of the
chamber, respectively, and the density of FEP film (Boedeker, 2017) is ρw = 2150
kg m−3. Note that this effective thickness L′e is related to the physical thickness of
the surface layer Le by L′e =
Le
γ∞
. Measurements of Cw suggest that Le is of order
1 nm (Krechmer et al., 2016; Matsunaga and Ziemann, 2010; Yeh and Ziemann,
2015), corresponding to a sharp air-polymer interface. This behavior is similar to
that of a typical vapor-liquid interface, wherein the density increases sharply from
the bulk vapor to the bulk liquid over a distance of order 1 nm (10 − 20 nominal
molecular diameters, Frezzotti, 2011). For water molecules, this distance is ∼ 3.3
− 8.4 Å(Davidovits et al., 1991). For Teflon film, in determining C′w, Matsunaga
and Ziemann (2010) assumed an effective molecular weight of Teflon film of 200
g mol−1; we adopt this assumption here, for which the effective Teflon molecular
diameter is 0.54 nm. We tentatively take Le = 5 nm, corresponding to a value of Cw
= 32.2 mg m−3 (assuming γ∞ = 1 and
A
V
= 3 m−1), consistent with the suggestions
by Krechmer et al. (2016) and Yeh and Ziemann (2015). The molecular diffusivity
in the swollen and stress-free surface layer, that is of order 10−13 m2 s−1 (Tokarev
et al., 2006), establishes a timescale of ∼ 1 ms to achieve concentration uniformity
within the surface layer.
A key parameter in the kinetic sorptionmodel is the vapor-wall equilibrium constant,
Kw, similar to a Henry’s law constant. The dimensionless Kw =
ρw
γ∞c∗
MWvoc
MWw
,
where MWvoc and MWw are the mean molecular weights of the VOC vapor and FEP
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film, respectively, and c∗ is the saturationmass concentration of the vapor. Typically,
the activity coefficient of a compound in Teflon film, γ∞, is the only unknown
parameter in the expression for Kw. Limited information exists to constrain the
value of γ∞, and the activity coefficient γ∞ is often assumed to be unity (Krechmer
et al., 2016; Matsunaga and Ziemann, 2010; Yeh and Ziemann, 2015). Within the
consistentmodel framework developed here, γ∞ is defined as the ratio of the physical
thickness of the surface layer, Le, to the effective thickness, L′e, i.e. γ∞ =
Le
L′e
. If γ∞ =
1, the FEP film behaves as an ideal solution. If γ∞ > 1, the vapor molecules prefer
to remain in the gas phase; if γ∞ < 1, vice versa. Values of γ∞ for a wide variety
of compounds calculated from the literature (Krechmer et al., 2016; Matsunaga and
Ziemann, 2010; Yeh and Ziemann, 2014, 2015) as a function of c∗ estimated by
EVAPORATION (Compernolle et al., 2011; Tropo, 2014) as shown in Fig. 4.7A
and Table 4.1 indicates that γ∞ > 1. The inverse linear relationship between γ∞ and
c∗ suggests that FEP polymer is not generally hospitable for VOCs. This behavior,
however, does not conflict with the presence of low volatility compounds in the
Teflon film, since the vapor-wall equilibrium constant depends more strongly on c∗
than γ∞, such that compounds with lower c∗ will haver higher Kw values (see Table
1 for dependence of γ∞ on c∗). Furthermore, the equilibrium fraction of solute
remaining in the gas phase, Fg, (Fig. 4.7B) is consistent with the observation that
less volatile compounds tend to reside preferentially in the wall.
4.2.2 Inner Layer
The magnitude of the inner layer (Fig. 4.1) effective diffusivity, Deff, is key to
determining the temporal behavior of the bulk gas-phase concentration, Cbg (t), in a
sufficiently long-duration experiment (∼ 10 h). Deff is considered to be influenced
by the existence of FEP film in a glassy state, a coexistence of liquid and solid states,
the latter of which comprises immobile micro-voids (Frisch, 1980). Dual sorption
theory (Vieth et al., 1976) asserts that whereas free molecules can diffuse through
the liquid layer, deeper diffusion must satisfy the Langmuir adsorption isotherm on
the inner surface of local micro-voids (ibid.). As a result, the molecular diffusivity
in polymer is lower than that in pure liquid (10−13−10−9 m2 s−1) (Manabu Shiraiwa
et al., 2011). The overall Deff of molecules absorbed in the Teflon inner layer is of
order 10−22−10−17 m2 s−1, well within the range of semi-solid diffusivities (Manabu
Shiraiwa et al., 2013). By fitting time-dependent Teflon uptake rates of a variety of
species, one can estimate the Deff values.
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4.2.3 Governing Equations Describing Uptake of VaporMolecules in the Two-
Layer Model
The mass transport coefficients across the gas-phase boundary layer and through the
vapor-Teflon interface (Fig. 4.1) can be written as ve =
2
pi
√
keDg and vc =
αwω
4
,
respectively, where ke is the eddy diffusivity coefficient for mixing in the chamber,
Dg is the vapor molecular diffusivity in air, αw is the vapor-wall accommodation
coefficient (see discussion in Section 4.5.2), and ω is the vapor molecular mean
speed. From mass transfer resistance theory, the overall mass transport coefficient
across the gas-phase boundary layer and the air-Teflon interface is vl =
(
1
ve
+
1
vc
)−1
.
For quasi-steady state gas-phase boundary layer diffusion (see discussion in Section
4.5.1), the bulk gas-phase mass flux Jb (µg s−1) to the Teflon surface is:
Jb = Avl
(
Cbg (t) −
Cs(t)
Kw
)
(4.1)
where Cbg is the gas-phase concentration in the bulk chamber and Cs is the con-
centration of vapor dissolved in the wall surface layer. The mass balance for Cbg
involving vapor-wall mass transfer and gas-phase chemical reactions is:
dCbg (t)
dt
= −
(
A
V
)
vl
(
Cbg (t) −
Cs(t)
Kw
)
+
i∑
Ri (4.2)
where
i∑
Ri represents the net generation or consumption of the species by chemical
reaction.
Within the Teflon surface layer, the diffusive flux, Jd (µg s−1), at the surface layer-
inner layer boundary is:
Jd = −ADeff ∂Ci(x, t)
∂x

x=Le
(4.3)
where Ci is the concentration of vapor molecules in the wall inner layer. Time-
dependent mass conservation for Cs is given by:
dCs(t)
dt
=
vl
Le
(
Cbg (t) −
Cs(t)
Kw
)
+
Deff
Le
∂Ci(x, t)
∂x

x=Le
(4.4)
Diffusion of the dissolved solute in the inner Teflon layer obeys:
∂Ci(x, t)
∂t
= Deff
∂2Ci(x, t)
∂x2
(4.5)
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Figure 4.1: Two-layer (dry) and three-layer (moist) models of vapor uptake at the
surface of Teflon film in a laboratory chamber. (A) Two-layer kinetic sorptionmodel.
ve and vc are gas-phase boundary layer and interfacial mass transport coefficients,
respectively. Cbg (t) is the bulk gas-phase concentration, Cs(t) is the concentration
(assumed to rapidly achieve uniformity) within the Surface Layer, andCi is the tran-
sient concentration in the Inner Layer. The vapor-Teflon wall equilibrium constant,
Kw, plays a role similar to that of a Henry’s law dissolution constant. Timescales,
τbulk, τsurf, and τinner, corresponding to each layer are indicated. (B) Vapor uptake
process in the presence of a thin aqueous film on the Teflon wall. Assumption of
H  Kw, where H is the corresponding Henry’s law constant, is made. Caq(t) de-
notes the concentration of dissolved vapor in the aqueous film. Le and Laq represent
the surface layer and aqueous film thicknesses, respectively.
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Associated initial and boundary conditions are:
Cbg (0) = Cbg0; Cs(0) = Cs0;
Ci(x, 0) = 0; Ci(0, t) = Cs(t); Ci(∞, t) = 0;
(4.6)
Cb
g0 andCs0 are appropriate initial concentrations. For example,Cs0 = 0 corresponds
to a pristine chamber condition, while Cb
g0 =
Cs0
Kw
applies if the bulk gas-phase and
surface layer concentrations are at equilibrium at the beginning of an experiment.
The boundary condition as x →∞ expresses the consequence of the slow diffusion
in the inner layer relative to the overall extent of the layer itself. If Deff is sufficiently
small such that penetration into the inner layer is negligible over an experiment, the
mass conservation equations reduce to a single-layer sorption model, in which the
corresponding vapor-wall equilibrium timescale (τvwe) is:
τvwe =
(
A
V
)−1 (
1 +
V
KwLeA
)−1
v−1l (4.7)
Table 4.1 summarizes the key parameters that represent vapor-wall deposition in
chamber experiment simulations.
75
Table 4.1: Parameters Representing Vapor-Wall Deposition in Chambers
Parametera Expression
k1: forward rate (s−1)
(
A
V
)
vl
k–1: backward rate (s−1)
109
LeKw
vl or
(
A
V
)
vl
γ∞c∗
103Cw
MWw
MWvoc
k2: first-order loss rate (s−1) Fig. 4.5 or from measurementb
Le: Surface layer thickness (nm) 5
Kw: dimensionless equilibrium constant
109ρw
γ∞c∗
MWvoc
MWw
Cw: equivalent wall concentration (mg m−3) 10.8
(
A
V
)
γ∞: activity coefficient in FEP 103.299 (c∗)−0.6407 (Fig. 4.7A)
vl : wall deposition velocity (m s−1)
(
pi
2
1√
keDg
+
4
αwω
)−1
αw: wall accommodation coefficient 10−2.744 (c∗)−0.6566 (Fig. 4.8)
Deff: effective diffusivity in FEP film (m2 s−1) 10−17.05 (θ − 110.9)−1.695 (c∗)0.1831
ρw: Teflon FEP density (Boedeker, 2017, kg m−3) 2150
c∗: vapor saturation concentration (µg m−3) species dependent (Tropo, 2014)
ke: eddy diffusivity coefficient (Krechmer et al., 2016, s−1) 0.004 + 10−2.25 (V)0.74
V : chamber volume (m3) chamber dependent
A: chamber surface area (m2) chamber dependent
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(Continued)
Parametera Expression
Dg: diffusivity in gas phase (m2 s−1) 5 × 10−6
ω: mean molecular velocity (m s−1)
√
8RT
piMWvoc
R: gas constant (kg m2 s−2 K−1 mol−1) 8.314
MWw: average molecular weight of FEP (Matsunaga and Ziemann, 2010, g mol−1) 200
MWvoc: vapor molecular weight (g mol−1) species dependent
θ: molecular volume (cm3 mol−1) species dependent (Fig. 4.3)
a The parameters listed here correspond to the dynamic system X
k1−−−⇀↽−−
k–1
Y
k2−−−→ Z, where X is the species of interest.
Detailed discussion of the incorporation of this model framework into chamber models can be found in Section 4.5.7.
b It is recommended to fit the measured signal decay of species X to the analytical equation in Section 4.5.6 to obtain
k2, or simply use the asymptotic relationship kXw =
Keq
1 + Keq
k2, where kXw is the “apparent” first-order decay rate
constant of species X, and Keq =
k1
k−1
. In general, the use of the asymptote will not lead to a significant difference if
the measurement lasts several hours.
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4.2.4 Aqueous Film Model
Under sufficiently high relative humidity conditions (RH > 90%), it is assumed that
an aqueous film of thickness Laq exists on the chamber wall (Fig. 4.1B). Since the
diffusivity of vapor molecules in water Daq is ∼ 1 × 10−9 m2 s−1 (Schwarzenbach
et al., 2005), the estimated timescale (
L2aq
Daq
) for the dissolved vapor concentration to
reach uniformity in this thin layer of water is sufficiently small (e.g. ∼ 10−1 s if Laq
= 10 µm) such that the rate-limiting step for uptake is either gas-phase boundary
layer diffusion or interfacial accommodation at the air-water interface.
Since oxidized VOCs tend to be polar molecules, γ∞ in aqueous solution should be
smaller than that in Teflon polymer solution, such that partitioning in the aqueous
phase is preferred over the polymer phase. Thus, in this case, a reasonable assump-
tion is that vapor partitioning does not proceed beyond the thin water film on the
Teflon surface.
For this single-layer model, EQ. (4.7) can be directly applied to the aqueous film up-
take, replacing Kw and Le with the Henry’s law constant H and Laq, respectively. As
described in Section 4.5.2, based on measured timescale and equilibrium constants,
it is possible to estimate the accommodation coefficient of the water surface.
4.3 Experimental Study of Vapor-Wall Uptake
To study vapor-wall interaction, we either (i) generated the compounds in situ by
VOC oxidation in the chamber (Krechmer et al., 2016; Praske et al., 2015; R. H.
Schwantes et al., 2017b, 2015; St. Clair et al., 2016; Teng et al., 2017; Xuan Zhang
et al., 2015), or (ii) injected the compounds of interest (purchased or synthesized)
into the chamber (Bates et al., 2014; C. L. Loza et al., 2014; Christine L. Loza et al.,
2010; Matsunaga and Ziemann, 2010; Nguyen et al., 2014, 2016; Manabu Shiraiwa
et al., 2013; Yeh and Ziemann, 2015). The two-layer kinetic model is applied to two
laboratory data sets from the Caltech Environmental Chamber (24 m3,
A
V
∼ 2 m−1)
on the dynamics of vapor-wall deposition of individual compounds: (i) Xuan Zhang
et al. (2015) corresponding to in situ generation and (ii) deposition measurements
of alcohols (1-hexanol 98%, 1-heptanol 98%, 1-octanol ≥ 99%, 1-nonanol 98%,
1-decanol ≥ 99%, 1-undecanol ≥ 97.5%, and 1-dodecanol 98%), aromatics (toluene
99.8%, m-xylene ≥ 99%, o-xylene 98%, and 1,3,5-trimethylbenzene 98%), alkanes
(n-dodecane ≥ 99%, n-tridecane ≥ 99%, n-tetradecane ≥ 99%, n-octylcyclohexane
98%), and biogenics (isoprene 99%, methacrolein 95%, methyl vinyl ketone 99%,
and α-pinene ≥ 99%) (all purchased through Sigma-Aldrich) by direct injection.
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In the experiments conducted by Xuan Zhang et al. (ibid.), in situ oxidation of α-
pinene, n-dodecane, toluene, and isoprenewere carried out under high- and low-NOx
conditions, with oxidation periods varying from 1 to 7 h. A customized CF3O– -
CIMS (Crounse et al., 2006) (chemical ionization mass spectrometry) was used to
monitor the vapor-wall decay rates. Refer to Xuan Zhang et al. (2015) for more
experimental details. In the direct injection experiments, a bulb containing 10 to
50 µL of pure or mixed liquid VOCs was maintained at 65◦C (as well as the 50 cm
stainless injection line, 3/8 in. OD) to ensure complete injection at a flow rate of 5
L min−1 of clean air (∼ 100 ppb in the chamber, several orders of magnitude lower
than the saturation vapor pressure). Before each injection, the chamber has been
flushed with clean air at a flow rate of 370 L min−1 for 24 h at 45◦C. The injection
period varied from minutes (biogenics) to hours (alcohols). After the injection
period, 5 pulse injections of clean air were used to actively mix the chamber without
significantly altering its volume. The chamber is considered well mixed ∼ 5 min
after this operation, which is especially relevant for compounds with short injection
periods. A series of RH-dependent studies was carried out in the chamber under
8%±5%, 50%±5% and, 80%±5% RH at 20◦C.
Over ∼ 18 h in the dark, a gas chromatograph with flame ionization detector (GC/-
FID, Agilent 6890N) was used to monitor the temporal concentration changes at
a continuous sampling flow rate of 0.29 L min−1 through a perfluoroalkoxy (PFA)
Teflon tube (1/4 in. OD, 3/16 in. ID, and 2.0 m length). Pagonis et al. (2017) note
that use of a PFA Teflon tube induces a response time lag for “sticky” compounds;
the continuous flow through the sampling tube and lower sampling time resolution
(∼ 10 min) act to smooth this effect. A HP-5 column (30 m × 0.32 mm ID × 0.25
µm film thickness) was used for alcohols, aromatics, alkanes, and α-pinene, and a
HP-PLOT Q column (15 m × 0.53 mm ID × 40 µm film thickness) was used for
isoprene, methacrolein (MACR), and methyl vinyl ketone (MVK). For mixtures, the
GC temperature ramping procedure was adjusted to obtain full peak resolution. It is
challenging to clearly define the start time for GC measurements of compound dark
decay. We ignore the first 3 to 5 data points of the GC measurements, which is ∼ 1
h after injection, on the assumption that the vapor concentrations in the gas phase
and the surface layer have reached equilibrium.
Additionally, studies of in situ 20 s-pulse generated compounds (Krechmer et al.,
2016) from isoprene oxidation under 8%±5%, 50%±5%and> 90%RHwere carried
out. When RH > 90%, an aqueous film was introduced to the surface of Teflon
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film by injecting water vapor into the chamber at 30◦C until the RH reached ∼ 80%
and cooling to 20◦C to facilitate a uniform water film condensation on the wall, as
evidenced visually by the blurry appearance of the chamber. Isoprene (∼200 ppb),
∼ 1.2 ppm NO (Airgas, 500 ppm ±1%), and ∼ 1.2 ppm CH3ONO (synthesized
followingW. D. Taylor et al. (1980)) were injected to the chamber, respectively. UV
lights were turned on for 20 s (jNO2 = 0.0044 s−1), and no nucleation was observed
after lights off. Oxidation products were monitored with a custom-modified I– -
CIMS (B. H. Lee et al., 2014) with a 2 L min−1 sampling rate through 1/4 in. PFA
tube. A permeation tube with pure liquid CH3I (Sigma-Aldrich, 99%) was used for
reagent ion generation in I– -CIMS, where vapor molecules X are detected as the
cluster (X · I– ).
In the two-layer kinetic model simulation, the values of ke and Dg used are 0.075
s−1 and 5 × 10−6 m2 s−1, respectively, for all compounds (Xuan Zhang et al., 2014).
The accommodation coefficient αw is calculated by a fitted empirical equation based
on literature data (Table 4.1 and Fig. 4.8, see Section 4.5.2 for details). Activity
coefficients for the compounds studied in Xuan Zhang et al. (2015) are predicted by
the equation in Table 4.1 and Fig. 4.7A. Since the oxidation period in Xuan Zhang
et al. (ibid.) varied from 1 to 7 h, it is reasonable to assume that an equilibrium state
between the bulk chamber and the surface layer had been reached, i.e. Cbg =
Cs
Kw
,
when lights were off. This assumption excludes the oxidation period from the fitting
process. We will address subsequently the effect of the oxidation period on the
temporal profile of bulk concentration.
4.4 Results and Discussion
4.4.1 Effect of Oxidation Period on Vapor-Wall Partitioning
To study vapor-wall interaction, the species of interest is introduced to the chamber
by either direct injection or in situ generation. During injection, the more volatile
compounds generally require less time to inject, but achieve wall partitioning more
slowly (e.g. n-alkanes (Matsunaga and Ziemann, 2010)), whereas less volatile
compounds require a longer injection time, during which the bulk chamber and
the wall may have already reached equilibrium when injection is completed. Even
though the injection period can be shortened by heating the bulb and the injection
line (Matsunaga and Ziemann, 2010; Yeh and Ziemann, 2015), for passively mixed
chambers, the chamber mixing timescale may be the limiting factor to obtain a
well-mixed concentration. This mixing issue is avoided with in situ generation of
oxidation products. Ideally, the VOC oxidation period is short, so as to approximate
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Figure 4.2: Deviation from equilibrium state at the end of oxidation period τox as
a function of equilibrium constant Kw
A
V
Le and oxidation period τox for the system
represented by G
k0−−−→ X k1−−−⇀↽−−
k–1
Y, where k0 =
0.05
τox
(s−1, assume 5% of G is
consumed at the end of oxidation period τox), k1 =
A
V
vl (s−1), k–1 =
1
LeKw
vl (s−1),
A
V
is the surface area to volume ratio of the chamber (m−1), vl is the vapor-to-wall
mass transport coefficient (m s−1), Le is the surface layer thickness (m), Kw is the
dissolution equilibrium constant of vapor molecule in Teflon film. The equilibrium
constant Keq =
k1
k−1
= Kw
A
V
Le.
as closely as possible a pulse input of oxidation products (Krechmer et al., 2016).
This is important, as the anticipated equilibration time between generation in the
chamber and absorption by the surface layer of Teflon is of order 103 s (ibid.).
However, generation of detectable concentration of products usually requires a
relatively long oxidation time (OH concentration is typically∼ 106 molecules cm−3),
during which period equilibrium between the bulk chamber and the surface layer is
likely to be achieved.
An idealized kinetic model is useful to describe the interplay between in situ ox-
idation and the approach to vapor-wall equilibrium. Let us assume that the VOC
oxidation can be represented by the first-order reaction G
k0−−−→ X, where G is the
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VOC precursor, X is the oxidation product (i.e. the bulk concentration Cbg (t) in
Eq. (4.2)), and k0 is an effective first-order rate constant. Since diffusion in the
inner layer of the Teflon film is sufficiently slow, it is reasonable to ignore the inner
layer uptake of the vapors during the oxidation period, i.e. the second term in Eq.
(4.4). By multiplying a scaling factor
A
V
Le to Cs(t) in Eq. (4.4), the system can be
represented kinetically by G
k0−−−→ X k1−−−⇀↽−−
k–1
Y, where Y =
A
V
LeCs(t), k1 = AV vl , and
k–1 =
1
LeKw
vl . The equilibrium constant for this system is Keq =
k1
k−1
= Kw
A
V
Le.
By this representation, vapor-wall partitioning during the VOC oxidation period is
mathematically analogous to a classical equilibrium reaction system.
The departure from vapor-wall equilibrium at the end of the reaction period is
defined by the normalized deviation  =
Ye − Y0
Ye
=
X0 − Xe
XeKeq
, where X0 and Y0 are
the concentrations of X andY at the end of the oxidation period, and Xe andYe are the
concentrations at equilibrium. Thus, a value of  = 0 indicates that equilibrium has
already been reached at the end of the oxidation period, whereas a value of  close
to 1 suggests that from the measured concentration change of X , one can derive the
characteristic timescale and equilibrium constant for vapor-wall deposition. Note
that it is necessary to focus only on species X, since that is the compound being
measured. An analytical solution for the time-dependent dynamics of this kinetic
system is given in Section 4.5.3.
For the compounds examined in this study and by Xuan Zhang et al. (2015), the
oxidation period τox varies from ∼ 10 s to ∼ 7 h. Assuming that 5% of the precursor
G is consumed at the end of the oxidation period, the reaction rate constant k0
follows the relationship τoxk0 = 0.05. The forward rate constant k1 is determined
by the mixing timescale in the chamber (ke), as well as the surface accommodation
coefficient (αw). Using ke = 0.075 s−1, Dg = 5 × 10−6 m2 s−1, and αw = 10−5
(discussion in Section 4.5.2 suggests that most of the compounds studied here
are located in the gas-phase boundary layer diffusion regime, where the critical
αw ∼ 10−6, for simplicity, a fixed value of 10−5 for αw is assumed here), a value
of k1 = 4.02×10−4 s−1 is obtained, which is of the same order of magnitude as the
values reported in the wall deposition study by Krechmer et al. (2016). A contour
plot (Fig. 4.2) of  as a function of vapor-wall equilibrium constant, Kw
A
V
Le,
and oxidation period, τox, indicates that the majority (∼ 75%) of the compounds
studied in Xuan Zhang et al. (2015) had already reached vapor-wall equilibrium at
the end of the relatively lengthy oxidation period. In such a case, it is reasonable
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Figure 4.3: (A) Diffusivity in FEP film inferred from measurements by Xuan
Zhang et al. (2015) using CIMS and from this study using GC/FID as a function
of saturation concentration (c∗) predicted by EVAPORATION (Compernolle et
al., 2011; Tropo, 2014). (B) Comparison between measured and fitted diffusivity
(Deff in m2 s−1) in Teflon film. The molecular volume (θ in cm3 mol−1) and
saturation vapor concentration (c∗ in µg m−3) dependent fitting equation in (B) is
used. Molecular volume is estimated by summing the characteristic atomic volumes
(θ = C×16.35 + H×8.71 + O×12.43 + N×14.39 cm3 mol−1, where C, H, O, and
N represent the number of carbon, hydrogen, oxygen, and nitrogen atoms in the
compound)(Abraham and McGowan, 1987). Note: this equation applies only for
molecules with volume exceeding 110.9 cm3 mol−1.
to estimate the diffusivity in the inner layer by assuming equilibrium between the
bulk chamber and the surface layer. The small value of the wall accommodation
coefficient reported by Xuan Zhang et al. (ibid.) likely represents a combination of
surface accommodation and inner layer diffusion. Fig. 4.2 shows explicitly the effect
of the length of the oxidation period on the surface-layer equilibrium process, since
inner-layer diffusion will dominate the dynamics of the vapor sink in a long-duration
oxidation experiment.
4.4.2 Diffusion in Teflon Polymer
The inferred diffusivities Deff of species dissolved in Teflon film obtained by fitting
data to the two-layer model as a function of themolecular saturation concentration c∗
are shown in Fig. 4.3A. Deff values are in the range of 10−22−10−17 m2 s−1, which is
of order 106 smaller than those of small organic molecules in polymer film (Bagley
and Long, 1955; Manabu Shiraiwa et al., 2011; Tokarev et al., 2006), a result that
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is consistent with the higher energy barrier for larger molecules (Bagley and Long,
1955; Crank, 1953). A transition state between solid and liquid diffusivities of this
order of magnitude is well within the range of those in semi-solid organic aerosol
particles (Manabu Shiraiwa et al., 2011).
With the assumption that the molecular diffusivity in FEP film can be expressed as
a function of molecular volume, we apply a semi-empirical equation to correlate
the diffusivity as a function of vapor molecular volume (θ in cm3 mol−1) (Abraham
and McGowan, 1987) and vapor saturation concentration (c∗ in µg m−3). c∗ is
used as the parameter that incorporates the contribution from different functional
groups, and, as noted earlier, is estimated by the empirical routine EVAPORATION
(Compernolle et al., 2011; Tropo, 2014). The diffusivities obtained from the semi-
empirical equation (Table 4.1) are shown in Fig. 4.3B. 95% of the predicted
diffusivities lie within an order of magnitude of those inferred Deff . The high order
of negative molecular volume dependence is consistent with the expectation that
the larger the molecule, the smaller the diffusivity. The critical volume in the semi-
empirical equation (110.9 cm3 mol−1) can be viewed as a characteristic “hole” in the
film; thus, small molecules only have to overcome the crosslinks between polymer
chains. The fitted value of the critical volume is found to exceed those of most of the
molecules studied previously (Bagley and Long, 1955; Tokarev et al., 2006); thus
the semi-empirical relation given in Fig. 4.3B cannot be used for molecules smaller
than the critical volume. The diffusivity is found to be mildly dependent on vapor
saturation concentration, reflecting the effect of the presence of functional groups
(or molecular shape) on molecular diffusivity.
Diffusivities of vapor molecules in fresh and aged Teflon chambers have also been
investigated. Though the absorption properties of the surface layer were reported
to be unchanged in either fresh or aged Teflon chambers (Matsunaga and Ziemann,
2010), by fitting experimental data in the Caltech chamber (Xuan Zhang et al.,
2015), we found that the inner layer diffusivity increased with use of chambers,
consistent with the observations by Christine L. Loza et al. (2010). Such behavior
could be attributed to alteration of inter-chain bonds, such that subsequent diffusion
is characterized by internal stress relaxation Bagley and Long (1955) and Crank
(1953). See discussion in Section 4.5.4 for additional details.
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Figure 4.4: Signal decay after 20 s of in situ generation of isoprene oxidation
products: (A) C5H8O2 and (B) C5H9O4N at RH = 5%, 50% and > 90% (with
aqueous film). Because of the signal decay caused by the “memory effect” arising
from the sampling tube and instrument inlet (Pagonis et al., 2017), the peaks show
up ∼ 5 min after lights off.
4.4.3 Humidity Effect
For polymer film chambers, permeation of ubiquitous ambient water vapor through
the film is possible given the small molecular volume and high diffusivity (∼ 10−12
m2 s−1) of water in such polymer films (Linossier et al., 1997). The dissolution
of water molecules in the Teflon film can exert an impact on the behavior of or-
ganic molecules therein. For hydrophilic compounds, the water could facilitate the
absorption of the vapors into the film, while for hydrophobic compounds, it could
exert a retarding effect. In the high humidity case, in which an aqueous film is
hypothesized to be present on the Teflon surface (Panel B of Fig. 4.1), it is evident
that hydrophilic compounds would dissolve in the aqueous film.
The limited studies of RH-dependent vapor-wall interaction in chambers that exist
report that the vapor-wall loss rate increases at higher RH (> 50%) (Bates et al.,
2014; Christine L. Loza et al., 2010; Nguyen et al., 2014, 2016). It is notable that
the compounds that have been studied in this regard are either reactive with water
(e.g. IEPOX (Bates et al., 2014; Nguyen et al., 2014)) or highly water soluble
(e.g. HCOOH, H2O2 (Nguyen et al., 2016) and glyoxal (Christine L. Loza et al.,
2010)). These observations are consistent with the existence of water molecules in
the Teflon film facilitating the absorption of hydrophilic compounds. We used two
experimental strategies to investigate the role of RH in vapor-wall interaction.
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In the first class of experiments, we injected into the chamber at different RH levels
several groups of compounds (alcohols, alkanes, aromatics, and biogenics) that are
not highly water soluble and have relatively large molecular volume. A GC/FID
was used to monitor the long-term dark decay of these compounds. The inferred
diffusivities of the alcohols, alkanes, aromatics, and biogenics in Teflon are shown
in Fig. 4.10, indicating that most of the diffusivities decrease as RH increases. It
is expected that at high RH, more water molecules dissolve in the Teflon film, such
that intrusion of hydrophobic compounds is hindered.
Second, we carried out the same experimental protocol as that of Krechmer et al.
(2016) based on an in situ pulse generation of oxidation products (OH concentration
is ∼ 108 molecules cm−3). The temporal profiles of two isoprene oxidation products
(C5H8O2 and C5H9O4N) are shown in Fig. 4.4. Under dry conditions (RH ∼ 5%),
C5H8O2 and C5H9O4N exhibit essentially the same diffusivities as those observed
by Xuan Zhang et al. (2015). However, at RH ∼ 50%, the two compounds behave
differently; a faster decay rate is observed for C5H9O4N, which is likely attributable
to hydrolysis of the compound containing a –ONO2 group (Bean and Hildebrandt
Ruiz, 2016). When a water film is introduced intentionally (RH > 90%), the signals
of both compounds decrease rapidly after the lights are off at almost the same rates,
reaching a constant level for the next 8 h. By fitting the data at RH > 90% in Fig.
4.4 to the aqueous film model (Fig. 4.1B), a characteristic timescale is found to
be ∼ 22 min for each compound, considerably faster than that due to inner layer
diffusion under dry conditions. This value is in the range of vapor-wall equilibrium
timescales (τw) reported by Krechmer et al. (2016) and Matsunaga and Ziemann
(2010). With an estimated chamber eddy diffusivity of 0.075 s−1 (Xuan Zhang et al.,
2014), the calculated accommodation coefficients of C5H8O2 and C5H9O4N at the
water surface are 3.06×10−5 and 1.32×10−5, respectively, consistent with gas-phase
boundary layer mass transport being the rate-limiting step in the fast equilibrium
sorption process.
The water film serves as a substantial reservoir given that both compounds are water
active (soluble or reactive). By comparison, the inferred equilibrium constants,
Keq, for both compounds in the aqueous film exceed those in the dry Teflon film by
factors of 186 and 21, suggesting that the majority of the vapor molecules remain
within the aqueous layer. The results of this aqueous film experiment are consistent
with the conclusion that in SOA formation experiments under high RH conditions,
the presence of a condensed water film on the wall will exacerbate vapor-wall loss
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of hydrophilic oxidation products.
4.4.4 Mechanistic Representation of Vapor-Wall Deposition
After the introduction of vapors into the chamber (either by injection or in situ gener-
ation), loss due to wall uptake is generally reported as first order. The experimental
results reported here show that, in addition to the establishment of rapid equilibrium
between the bulk gas phase and the surface layer of the chamber wall (τsurf ∼ 103
s), inner layer diffusion as well as chemical reactions (e.g. hydrolysis) can lead to a
continuous decay of the gas-phase vapors in the bulk chamber. This process can be
represented kinetically by the following system: Source −−−→ X k1−−−⇀↽−−
k–1
Y
k2−−−→ Z,
where Source represents injection or in situ oxidation. Species X and Y represent
the same compound in different phases, and species Z is the same compound in
the third phase (e.g the inner layer in this case). Correspondingly, k2 represents
either the first-order chemical reaction rate constant or the mass transfer coefficient.
The forward and backward rate constants k1 and k–1 govern the approach to phase
equilibrium of X and Y.
When injection or in situ oxidation has ceased, the above dynamic system can
be represented simply as X
k1−−−⇀↽−−
k–1
Y
k2−−−→ Z. If species X and Y have reached
equilibrium, and if k2  k1 + k–1, a slow decay follows a rapid equilibrium. The
time-dependent analytical solution of this kinetic system is presented in Section
4.5.6. The apparent first-order decay rate constant, kXw , of species X exhibits the
long-time asymptote
Keq
1 + Keq
k2, where Keq =
k1
k−1
as defined above.
The net loss rate constant k2 is a function of diffusivity Deff. To obtain a relationship
between k2 and Deff, an empirical equation can be fitted as shown in Fig. 4.5,
where k2 and Deff both emerge from fitting experimental data from the equilibrium
reactionmodel and the two-layer diffusionmodel. For comparison, k2 values derived
from reported apparent first-order loss rates, kw, by the asymptotic relationship,
kw =
Keq
1 + Keq
k2, and the inferred diffusivities are shown in Fig. 4.5. Many of these
reported data points lie within the uncertainty of the empirical relationship. The
small reported k2 values may be the result of different chamber conditions (Bates
et al., 2014; Praske et al., 2015; St. Clair et al., 2016), or the use of the asymptote,
since some of the data are from the observation within 2 h (as indicated in Section
4.5.6, in the short time period, the apparent kw is small). Note that this empirical
relationship does not account for the presence of heterogeneous reactions, which
87
10 -22 10 -20 10 -18
Diﬀusivity (m 2  s -1 )
10 -5
10 -4
10 -3
Re
lat
ive
 M
as
s T
ra
ns
po
rt
Ra
te
 C
on
st
an
t k
2(s
-
1 )
log 10 (k 2 ) = a log 10
2 (D
eﬀ
)
               + b log10 (D eﬀ )
               + c
a = 0.055  0.040
b = 2.574  1.568
c = 24.43  15.33
(R 2  = 0.8707)
Zhang et al. 10
GC study
From literature
Figure 4.5: Empirical relationship between compound molecular diffusivity Deff
(m2 s−1) and relative inner layer mass transport rate constant k2 (s−1). k2 is derived
by fitting the analytical solution in Section 4.5.5 to the experimental data, whereas
data points from the literature (Bates et al., 2014; C. L. Loza et al., 2014; Christine L.
Loza et al., 2010; Praske et al., 2015; R. H. Schwantes et al., 2017b, 2015; Manabu
Shiraiwa et al., 2013; St. Clair et al., 2016) are calculated by the asymptotic
relationship between kw (reported data) and k2. Diffusivity is predicted by the
equation in Fig. 4.3.
may change the value of k2.
4.4.5 Atmospheric Implications
Teflon-walled laboratory chambers serve as the predominant system for the study
of atmospheric SOA formation. Clear evidence exists for the deposition of VOC
oxidation products on polymeric Teflon chamber walls. Such deposition removes
products that would otherwise condense onto particles as SOA. Since the presence
of wall deposition of vapors leads to an underestimate of the atmospheric SOA-
forming potential of the parent VOC, data that have been influenced by such wall
deposition will lead to an underprediction of SOA formation when extrapolated to
the atmosphere.
The wall deposition process involves transport of vapor molecules from the core of
the chamber to a boundary layer on the wall of the chamber, through which vapors
are transported to the wall surface by a combination of molecular diffusion and
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macroscopic mixing. Vapor molecules diffuse into the Teflon polymer matrix by a
process akin to that of uptake into a condensed phase. Observed rates of molecular
uptake into Teflon polymer are found to be consistent with a model of the Teflon
film consisting of two layers: (1) a thin surface layer into which vapor molecules
penetrate first through the gas-phase boundary layer and second across the interface,
over a timescale of order 103 s; and (2) a deeper layer of effectively semi-infinite
extent into which the absorbed vapor molecules diffuse from the surface layer. The
uptake rates by Teflon-walled chamber of over 90 individual organic vapor species
are found to depend upon their molecular saturation vapor concentration (c∗) and
molecular size (θ).
Semi-empirical equations have been formulated to describe the absorptive properties
(γ∞ and αw) of the surface layer and the diffusivity in the inner layer of FEP film.
Additional studies are needed to characterize the temperature effect on the vapor
uptake process. Water molecules dissolved in the Teflon film provide extra sinks
on the wall for hydrophilic compounds. Under sufficiently high RH conditions,
where a thin film of condensed water is present on the Teflon surface, the wall
becomes an increasingly competitive reservoir for hydrophilic compounds. The
challenge is to design VOC oxidation chamber experiments under different RH
levels so as to minimize vapor transport to the chamber walls. To better constrain
the measured vapor-wall loss rate (e.g. the “apparent” first-order rate constant kw),
recommended parameters and guidelines are given in Table 4.1, which can facilitate
a comprehensive consideration of the sinks of gas-phase species in a typical SOA
formation experiment.
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4.5 Supporting Information
4.5.1 Gas-Phase Boundary Layer Transport
The governing equation for gas-phase boundary layer mass transport of a tracer
molecule of concentration Cδg across a layer of thickness δ on the wall of a chamber
is :
∂Cδg
∂t
=
∂
∂x
[
(Dg + kex2)
∂Cδg
∂x
]
= (Dg + kex2)
∂2Cδg
∂x2
+ 2xke
∂Cδg
∂x
(4.8)
where Dg is the vapor molecular diffusivity in the gas phase, and ke is the eddy
diffusivity coefficient characteristic of mixing in the bulk of the chamber (Corner
and Pendlebury, 1951; Crump and John H. Seinfeld, 1981).
The boundary condition at the outer extent of the boundary layer, x = δ, is:
Cδg (δ, t) = Cbg (t) (4.9)
where Cbg (t) is the concentration in the bulk of the chamber.
The rate of change of Cbg (t) owing to removal from the bulk by transport to and
uptake by the chamber wall is:
V
dCbg (t)
dt
= −A
[
(Dg + kex2)
∂Cδg
∂x
] 
x=δ
(4.10)
where V and A are the volume and surface area of the chamber, respectively.
The boundary condition onCδg at the wall surface, x = 0, owing to equality of fluxes,
is:
Dg
(
∂Cδg
∂x
)
x=0
=
αwω
4
(
Cδg

x=0 −
Cs
Kw
)
(4.11)
where αw is the accommodation coefficient at the wall, ω is the mean molecular
velocity of the species, and Kw =
Cw
γ∞c∗
. γ∞ is the activity coefficient of vapor
molecules dissolved in the wall, c∗ is the species mass saturation concentration, Cw
is the effective organic mass concentration of the wall, by analogy to the effective
aerosol mass concentration used in describing vapor-particle uptake (John H. Se-
infeld and James F. Pankow, 2003), and Cs is the species concentration uniformly
dissolved in the wall surface layer.
Correspondingly, the rate of change of Cs(t) is:
V
dCs(t)
dt
= A
[
(Dg + kex2)
(
∂Cδg
∂x
)]
x=0
(4.12)
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The concentration profile of vapors in the boundary layer will eventually relax to a
quasi-steady state, under which the governing equation for the gas-phase concentra-
tion reduces to:
0 =
∂
∂x
[
(Dg + kex2)
∂Cδg
∂x
]
(4.13)
The boundary conditions on Eq. (4.13) are Cδg (δ, t) = Cbg (t) and Cδg (0, t) = Cδg,0(t),
where Cδ
g,0(t) is the gas-phase concentration immediately above the wall surface.
Note that the time t refers to that in the period after which quasi-steady state
conditions have been reached. The solution to Eq. (4.13) subject to its boundary
conditions is:
Cδg (x, t) =
(
Cbg (t) − Cδg,0(t)
)
arctan
(
x
√
ke
Dg
)
/arctan
(
δ
√
ke
Dg
)
+ Cδg,0(t) (4.14)
The rates of change of Cbg (t) and Cs(t) over the entire chamber are:
V
dCbg (t)
dt
= −A
[
(Dg + kex2)
∂Cδg
∂x
] 
x=δ
= −
(
Cbg (t) − Cδg,0(t)
) √
keDg/arctan
(
δ
√
ke
Dg
)
= −αwω
4
(
Cδg,0(t) −
Cs(t)
Kw
)
= −A Dg
(
∂Cδg
∂x
)
x=0
= −V dCs(t)
dt
(4.15)
Since Cδ
g,0(t) is unknown, we can rewrite Eq. (4.15) as:
dCbg (t)
dt
= −
(
A
V
) (
1
ve
+
1
vc
)−1 (
Cbg (t) −
Cs(t)
Kw
)
= −dCs(t)
dt
(4.16)
where ve =
√
keDg/arctan
(
δ
√
ke
Dg
)
and vc =
αwω
4
. Under typical chamber condi-
tions,
δ2ke
Dg
 1, ve = 2
pi
√
keDg. The initial condition is: at t = 0, Cbg = Cbg0 and
Cs = 0. From Eq. (4.16), we can solve for the time evolution of Cbg and Cs.
If we define ∆C(t) = Cbg (t) −
Cs(t)
Kw
as the deviation from equilibrium, we can derive
the rate of change of ∆C(t) from Eq. (4.16):
d∆C(t)
dt
=
d
[
Cbg (t) −
Cs(t)
Kw
]
dt
= −
(
A
V
) (
1 +
1
Kw
) (
1
ve
+
1
vc
)−1
∆C(t) (4.17)
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So the vapor-wall equilibration timescale (τvwe)is:
τvwe =
(
A
V
)−1 (
1 +
1
Kw
)−1 ( 1
ve
+
1
vc
)
(4.18)
The two key parameters in the vapor-wall interaction are the accommodation coef-
ficient on the wall αw and the vapor-wall equilibrium constant Kw. Of interest is
the extent to which αw and Kw impact the time for the gas-phase concentration to
reach quasi-steady state within the boundary layer. For example, for the Caltech
chamber, the eddy diffusion coefficient ke = 0.075 (s−1) (Xuan Zhang et al., 2014),
and
A
V
= 2.08 (m−1); we assume Dg = 5 × 10−6 (m2 s−1), and ω = 200 (m s−1).
To satisfy the condition
δ2ke
Dg
 1, the boundary layer thickness δ is on the order
of 10−1 m (Corner and Pendlebury, 1951). We will consider as well δ values of
10−2 and 100 m. αw and Kw are varied to estimate the timescale for the gas-phase
concentration to reach 95% of its quasi-steady state profile with the boundary layer
thickness δ = 10−1, 10−2, and 100 m, respectively.
The timescales are shown in Fig. 4.6, indicating that for a wide range of boundary
layer thickness δ, the gas-phase boundary layer reaches quasi-steady state within ∼
10 s. Based on this conclusion, it is reasonable to use the quasi-steady-state flux
directly in calculations.
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Figure 4.6: Timescale for gas-phase concentration to reach 95% of the quasi-steady
state in a boundary layer of thickness of (A) δ = 0.1 m, (B) δ = 0.01 m, and (C)
δ = 1 m.
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4.5.2 Activity and Accommodation Coefficients
This section addresses the information used to calculate γ∞ and αw based on data
from the literature (Krechmer et al., 2016; Matsunaga and Ziemann, 2010; Yeh and
Ziemann, 2014, 2015).
The activity coefficient γ∞ in Teflon film can be calculated by the following equation:
γ∞ =
MWvoc
MWw
· Cw
c∗ · Cs/Cg (4.19)
where MWvoc and MWw are the molecular weight of the compound (varies, listed in
the following table) and the wall (assumed 200 g mol−1) (Matsunaga and Ziemann,
2010),Cw is the equivalent wall mass concentration (e.g., 32.2 mgm−3 for the cham-
bers used by Krechmer et al. (2016) and Ziemann et al. (Yeh and Ziemann, 2014,
2015)), c∗ is the saturation concentration (µg m−3, estimated by EVAPORATION
(Compernolle et al., 2011)), and Cs/Cg is the ratio of vapor concentration dissolved
in the wall surface layer to that in the gas phase at equilibrium (data from the lit-
erature (Krechmer et al., 2016; Matsunaga and Ziemann, 2010; Yeh and Ziemann,
2014, 2015)). See the caption of Fig. 4.7 for details.
The characteristic equilibration timescale τvwe for gas-wall partitioning is:
τvwe =
1
kg→w + kg←w
=
1
kg→w
1
1 + 1/Keq (4.20)
where kg→w =
(
A
V
) (
4
αwω
+
pi
2
1√
keDg
)−1
, Keq =
kg→w
kg←w
=
(
Cs
Cg
)
eq
, and ω =√
8RT
piMWvoc
, R is the gas constant, and T is temperature. Both the gas-to-wall trans-
fer constant kg→w and the equilibrium constant Keq determine the characteristic
timescale τvwe. kg→w is determined by both the surface accommodation coefficient
αw and the eddy diffusivity ke in the chamber. For either monofunctional or mul-
tifunctional compounds, Krechmer et al. (2016) recommended constant timescales
(1800 s and 600 s) in the same chamber simulation, even though the equilibrium
constants are different. Such an assumption (τvwe is fixed, but Keq varies) requires
that the accommodation coefficient αw is compound-dependent.
We can calculate the surface accommodation coefficient αw with the following
equation derived from EQ. (4.20):
αw =
4
ω
[
τvwe
(
A
V
) (
1 +
1
Cs/Cg
)
− pi
2
1√
keDg
]−1
(4.21)
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Estimates of the characteristic timescale τvwe and the ratioCs/Cg at equilibrium can
be obtained from measurements in the literature (Krechmer et al., 2016; Matsunaga
and Ziemann, 2010; Yeh and Ziemann, 2014, 2015). Krechmer et al. (2016)
suggested the eddy diffusivity ke could be calculated by:
ke = 0.004 + 5.6 × 10−3V0.74 (4.22)
With a chamber volume of V = 8 m3, ke = 0.03 s−1. The gas-phase diffusivity Dg
is set as a constant 5 × 10−6 m2 s−1 for all compounds. The calculated values of
αw are listed in Table. 4.2 and shown in Fig. 4.8. An empirical equation fitted
to the data clearly indicates a negative dependence of αw on the vapor saturation
concentration, which is consistent with the expectation that less volatile compounds
are more “sticky”. Note that when ke = 0.03 s−1, negative values of αw result from
the NO–3 -CIMS data (ibid.), suggesting that under their chamber conditions, the
limiting step is gas-phase boundary layer diffusion (Fig. 4.8, left upper grean area),
which was verified by turning on the fan inside the chamber (so that ke increases)
leading to a much faster decay rate. For the Caltech chamber, ke = 0.075 s−1,
calculated based on the particle-wall deposition rate (Xuan Zhang et al., 2014),
yields a critical αw = 7.80 × 10−6 (ω = 200 m s−1), corresponding to c∗ = 4 × 103
µg m−3 from the fitting expression (Fig. 4.8). The range of saturation concentration
c∗ of the compounds studied by Xuan Zhang et al. (2015) is 10−1 − 106 µg m−3. We
apply this fitting expression (Fig. 4.8) to predict αw.
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Figure 4.7: Panel (A) Activity coefficients γ∞ in FEP film calculated from the
literature (Krechmer et al., 2016; Matsunaga and Ziemann, 2010; Yeh and Zie-
mann, 2014, 2015) as a function of vapor saturation concentration (c∗) estimated
by EVAPORATION (Compernolle et al., 2011; Tropo, 2014). Raw data used to
calculate γ∞ are provided in Table 4.2. n-alkanes and 1-alkenes (green) are from
Matsunaga and Ziemann (2010). 2-ketones, 2-alcohols, monoacids, and 1,2-diols
(magenta) are from Yeh and Ziemann (2015). Alkylnitrates (cyan) are from Yeh
and Ziemann (2014). I– -CIMS (red) and NO3 – -CIMS (blue) are from Krechmer
et al. (2016). SIMPOL.1 (J. F. Pankow and Asher, 2008) predicts vapor pres-
sure by summation of group contributions, and EVAPORATION considers group
position effect for multifunctional isomers. The difference in vapor pressure esti-
mated by these two methods is within a factor of 2 ∼ 3. For multifunctional iso-
mers, all HNs (Krechmer et al., 2016) (hydroxynitrates) are 1-OH-5-alkylnitrates,
DHNs (dihydroxynitrates) are 1,5-OH-2-alkylnitrates, THNs (trihydroxynitrates)
are 1,2,5-OH-6-alkylnitrates, and DHCNs (dihydroxycarbonylnitrates) are 1,2-OH-
5-carbonyl-6-alkylnitrates. Measurements by I– -CIMS (Krechmer et al., 2016) are
thought to be biased by “memory” effects arising from sampling tube and instru-
ment inlet; thus, they are excluded in the fitting. Panel (B) Fraction Fg at vapor-wall
equilibrium remaining in the gas phase (Krechmer et al., 2016) as a function of
γ∞c∗. Fg =
1
1 + Cw/(γ∞c∗) , where Cw = 32.2 mg m
−3 corresponding to Le = 5 nm
and surface-to-volume ratio
A
V
= 3 m−1.
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Figure 4.8: Accommodation coefficient of vapor molecules on the Teflon wall αw
versus saturation concentration c∗. Data are from the Ziemann group (Matsunaga
and Ziemann, 2010; Yeh and Ziemann, 2014, 2015). An empirical relationship
is fitted to the data points. The critical αw point (McMurry and Grosjean, 1985)
(5.12 × 10−6, corresponding to ke = 0.03 s−1, marked by an arrow) is that at which
the rate of mass transport to the wall shifts from the gas-phase boundary layer
diffusion regime (green area) to the interfacial accommodation regime (blue area).
The fitted line indicates that the compounds studied by Krechmer et al. (2016) (c∗
in the range of 10−2 − 104 µg m−3) lie in the gas-phase boundary layer diffusion
regime.
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Table 4.2: Literature data used to calculated activity coefficient γ∞ and accommodation coefficient αw
T Dg Le ρFEP A/V V MWFEP Ceqw
(K) (m2 s−1) (nm) (kg m−3) (m−1) (m3) (g mol−1) (µg m−3)
298 5 × 10−6 5 2150 3 8 200 3.22E+04
Source min g mol−1 atm
2-ketone (Yeh and Ziemann, 2015) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
2-decanone 0.970 0.031 50 156 1.55E-04 6.72E-08 8.24E-01
2-undecanone 0.921 0.085 85 170 5.06E-05 1.09E-07 9.14E-01
2-dodecanone 0.841 0.188 43 184 1.65E-05 4.83E-07 1.26E+00
cyclododecanone 0.933 0.072 15 184 5.23E-06 5.96E-07 1.05E+01
2-tridecanone 0.736 0.359 35 198 5.41E-06 1.13E-06 2.03E+00
2-tetraecanone 0.563 0.776 33 212 1.77E-06 2.43E-06 2.87E+00
min g mol−1 atm
2-alcohol (ibid.) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
2-nonanol 0.962 0.040 10 144 1.31E-04 4.41E-07 7.65E-01
2-decanol 0.945 0.058 8 158 4.27E-05 9.04E-07 1.59E+00
2-undecanol 0.868 0.152 18 172 1.40E-05 1.02E-06 1.86E+00
2-dodecanol 0.770 0.300 19 186 4.56E-06 2.01E-06 2.89E+00
cyclododecanol 0.621 0.610 14 186 1.44E-06 8.36E-06 4.48E+00
2-tridecanol 0.642 0.558 21 200 1.49E-06 3.46E-06 4.74E+00
2-tetradecanol 0.473 1.114 - 214 4.88E-07 - 7.25E+00
min g mol−1 atm
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monoacid (ibid.) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
pentanoic acid 0.943 0.060 14 102 1.57E-04 4.01E-07 4.15E-01
heptanoic acid 0.775 0.290 8 130 1.68E-05 7.73E-06 8.09E-01
octanoic acid 0.637 0.570 - 144 5.49E-06 - 1.26E+00
nonanoic acid 0.351 1.849 - 158 1.80E-06 - 1.19E+00
min g mol−1 atm
1,2-diol (ibid.) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
1,2-butanediol 0.947 0.056 8 90 1.06E-04 6.53E-07 6.62E-01
1,2-pentanediol 0.914 0.094 8 104 3.48E-05 1.28E-06 1.20E+00
1,4-pentanediol 0.799 0.252 17 104 1.95E-05 1.45E-06 8.05E-01
1,5-pentanediol 0.462 1.165 - 104 4.68E-06 - 7.23E-01
1,2-hexanediol 0.778 0.285 8 118 1.14E-05 7.10E-06 1.21E+00
1,6-hexanediol 0.290 2.448 - 118 1.53E-06 - 1.05E+00
1,2-octanediol 0.488 1.049 16 146 1.22E-06 1.22E-05 3.09E+00
1,8-octanediol 0.010 95.618 - 146 1.64E-07 - 2.52E-01
1,2-decanediol 0.083 11.048 - 174 1.30E-07 - 2.74E+00
1,10-decanediol 0.010 98.010 - 174 1.75E-08 - 2.30E+00
min g mol−1 atm
alkane (Matsunaga and Ziemann, 2010) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
N-tridecane 0.967 0.034 - 184 8.47E-05 - 1.36E+00
N-tetradecane 0.915 0.093 74 198 2.77E-05 1.48E-07 1.52E+00
N-pentadecane 0.848 0.180 41 212 9.06E-06 5.18E-07 2.42E+00
N-hexadecane 0.767 0.303 56 226 2.96E-06 6.06E-07 4.39E+00
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min g mol−1 atm
alkene (ibid.) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
1-tridecene 0.971 0.030 - 182 8.47E-05 - 1.55E+00
1-tetradecene 0.884 0.132 20 196 2.77E-05 8.42E-07 1.08E+00
1-pentadecene 0.744 0.345 17 210 9.06E-06 2.99E-06 1.26E+00
1-hexadecene 0.627 0.595 16 224 2.96E-06 6.52E-06 2.24E+00
1-heptadecene 0.433 1.311 - 238 9.68E-07 - 3.11E+00
min g mol−1 atm
alkylnitrate (Yeh and Ziemann, 2014) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
2-decyl nitrate 0.807 0.239 65 203 1.64E-05 3.99E-07 1.00E+00
2-dodecyl nitrate 0.638 0.568 85 227 1.76E-06 6.24E-07 3.95E+00
2-tetradecyl nitrate 0.307 2.252 28 251 1.88E-07 7.71E-06 9.32E+00
min g mol−1 atm
HN I– -CIMS (Krechmer et al., 2016) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
C6H13NO4 0.941 0.063 - 163 7.36E-06 - 8.56E+00
C7H15NO4 0.851 0.175 - 177 2.41E-06 - 9.39E+00
C8H17NO4 0.839 0.192 - 191 7.87E-07 - 2.62E+01
C9H19NO4 0.723 0.383 - 205 2.57E-07 - 4.00E+01
C10H21NO4 0.594 0.684 - 219 8.41E-08 - 6.87E+01
C11H23NO4 0.490 1.041 - 233 2.75E-08 - 1.38E+02
C12H25NO4 0.454 1.203 - 247 8.99E-09 - 3.64E+02
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min g mol−1 atm
DHN I– -CIMS (ibid.) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
C6H13NO5 0.371 1.695 - 179 5.77E-08 - 4.03E+01
C7H15NO5 0.312 2.205 - 193 1.89E-08 - 9.48E+01
C9H19NO5 0.194 4.155 - 221 2.02E-09 - 4.71E+02
C10H21NO5 0.163 5.135 - 235 6.59E-10 - 1.17E+03
C11H23NO5 0.133 6.519 - 249 2.16E-10 - 2.80E+03
C12H25NO5 0.083 11.048 - 263 7.05E-11 - 5.06E+03
min g mol−1 atm
THN I– -CIMS (ibid.) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
C6H13NO6 0.290 2.448 - 195 3.79E-10 - 4.26E+03
C7H15NO6 0.262 2.817 - 209 1.96E-10 - 7.15E+03
C8H17NO6 0.163 5.135 - 223 6.42E-11 - 1.20E+04
C9H19NO6 0.072 12.831 - 237 2.10E-11 - 1.46E+04
C10H21NO6 0.043 22.364 - 251 6.86E-12 - 2.57E+04
C11H23NO6 0.030 32.898 - 265 2.24E-12 - 5.33E+04
C12H25NO6 0.023 42.860 - 279 7.34E-13 - 1.25E+05
min g mol−1 atm
DHN NO–3 -CIMS (ibid.) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
C6H13NO5 0.355 1.817 9 179 5.77E-08 - 3.76E+01
C7H15NO5 0.254 2.937 11.8 193 1.89E-08 - 7.13E+01
C8H17NO5 0.143 5.993 11.2 207 6.17E-09 - 1.07E+02
C9H19NO5 0.133 6.519 12.6 221 2.02E-09 - 2.99E+02
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C10H21NO5 0.114 7.772 10.2 235 6.59E-10 - 7.68E+02
C11H23NO5 0.103 8.709 11.8 249 2.16E-10 - 2.10E+03
C12H25NO5 0.072 12.831 9.8 263 7.05E-11 - 4.36E+03
min g mol−1 atm
DHCN NO–3 -CIMS (ibid.) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
C6H11NO6 0.143 5.993 8.2 193 8.35E-09 - 7.89E+01
C7H13NO6 0.074 12.587 10 207 4.32E-09 - 7.25E+01
C8H15NO6 0.084 10.862 8.6 221 1.41E-09 - 2.57E+02
C9H17NO6 0.072 12.831 9.4 235 4.62E-10 - 6.65E+02
C10H19NO6 0.043 22.364 8 249 1.51E-10 - 1.17E+03
C11H21NO6 0.063 14.898 9 263 4.94E-11 - 5.36E+03
C12H23NO6 0.023 42.860 7.4 277 1.62E-11 - 5.68E+03
min g mol−1 atm
THN NO–3 -CIMS (ibid.) Fg Cw/Cg τvwe MWvoc EVAPORATION αw γ∞
C6H13NO6 0.090 10.148 10.2 195 3.79E-10 - 1.02E+03
C7H15NO6 0.043 22.364 11.2 209 1.96E-10 - 8.99E+02
C8H17NO6 0.054 17.692 9.4 223 6.42E-11 - 3.48E+03
C9H19NO6 0.032 30.153 11.4 237 2.10E-11 - 6.24E+03
C10H21NO6 0.034 28.851 9.8 251 6.86E-12 - 1.99E+04
C11H23NO6 0.023 42.860 11.6 265 2.24E-12 - 4.09E+04
C12H25NO6 0.034 28.851 10.4 279 7.34E-13 - 1.86E+05
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4.5.3 Analytical Solution for the Kinetics of the System G k0−−−→ X k1−−−⇀↽−−k–1 Y
The system dynamics are described by the set of linear ODEs:
d
dt
W = A ·W (4.23)
whereW =
©­­«
G
X
Y
ª®®®¬,A =
©­­«
−k0 0 0
k0 −k1 k−1
0 k1 −k−1
ª®®®¬. The initial condition isW0 =
©­­«
G0
0
0
ª®®®¬. The
eigenvalues of A are λ1 = −k0, λ2 = 0, and λ3 = −(k1 + k−1).
When k0 , k1 + k−1, the analytical solution for the concentrations of the three
species is:
1
G0
W =
©­­­­­«
1
−k0 + k−1
k0 − k1 − k−1
k1
k0 − k1 − k−1
ª®®®®®¬
e−k0t+
©­­­­­«
0
k−1
k1 + k−1
k1
k1 + k−1
ª®®®®®¬
+
©­­­­­«
0
k0k1/(k1 + k−1)
k0 − k1 − k−1
− k0k1/(k1k−1)
k0 − k1 − k−1
ª®®®®®¬
e−(k1+k−1)t (4.24)
When k0 = k1 + k−1, the solution is:
1
G0
W =
©­­­­­«
1
− k−1
k1 + k−1
− k1
k1 + k−1
ª®®®®®¬
e−k0t +
©­­­­­«
0
k−1
k1 + k−1
k1
k1 + k−1
ª®®®®®¬
+
©­­­­­«
0
k0k1
k1 + k−1
− k0k1
k1 + k−1
ª®®®®®¬
te−(k1+k−1)t (4.25)
After the oxidation period of duration t0, during which G is oxidized to X, X(t0) +
Y (t0) = Xe+Ye = 1−e−k0t0 , where Xe andYe are equilibrium concentrations of X and
Y and have a relationship of
Ye
Xe
= K =
k1
k−1
. Thus the derivation from equilibrium
(t0,K) is
(t0,K) = X(t0) − XeYe =
X(t0) − (1 − e−k0t0) 11 + K
(1 − e−k0t0) K
1 + K
(4.26)
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4.5.4 Fresh versus Aged Teflon Chambers
Ratios of the inferred molecular diffusivities in fresh vs. aged Teflon as a function
of c∗ are shown in Fig. 4.9, based on the measurements of Xuan Zhang et al. (2015)
It is found that the inferred diffusivity in fresh Teflon chambers is ∼ 1 order of
magnitude lower than that in an aged chamber. No apparent trend for high-NOx
and low-NOx conditions is evident. Over 330 experiments were carried out in the
“aged” Caltech chambers from 2012 to 2014, whereas the “fresh” data were obtained
immediately after installation of new chambers. A change in polymer diffusivity
over time has been reported (Bagley and Long, 1955), attributed to unrecoverable
inter-chain bonds, such that subsequent diffusion events are characterized by internal
stress relaxation (Crank, 1953).
Differences in measured vapor-wall deposition rates between fresh and aged Teflon
chambers are consistent with the observations by Christine L. Loza et al. (2010)
that the first-order vapor-wall loss rate is essentially negligible in new chambers but
increases as more and more experiments are performed. However, this observation
is not in conflict with that by Matsunaga and Ziemann (2010) of a lack of chamber
age dependence for surface layer absorption Crank (1953), since the surface layer,
i.e. the sharp and swollen boundary interface, is the same in either fresh or aged
Teflon chambers.
The effect of temperature on vapor-wall deposition was studied at 45◦C and 20◦C
for three relatively volatile species (isoprene, MACR, and MVK, Fig. 4.9). The
data indicate that at higher temperature, these three species exhibit a slower wall
deposition rate. The reason is unclear; it could be a result of decreased surface
accommodation at higher temperature, as parameterized by αw.
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Figure 4.9: Ratio of inferred diffusivity in fresh to aged Teflon film as well as
that at 45◦C to 20◦C as a function of saturation concentration c∗. Since the wall
accommodation coefficient, αw, at 45◦C is assumed the same as that at 20◦C, the
smaller inferred diffusivity at 45◦C could also be caused by lower αw at higher
temperature.
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4.5.5 Humidity Effect on Teflon Inner Layer Diffusivity
Figure 4.10: Inferred Diffusivity Deff (m2 s−1) in FEP Teflon film as a function
of saturation concentration c∗ (µg m−3) at different relative humidities for alcohols
(C6-C12 1-alcohols), alkanes (C12-C14 n-alkanes and n-octylcyclohexane), aromat-
ics (toluene, m-, o-xylene, and 1,3,5-trimethylbenzene), and biogenic compounds
(isoprene, MACR, MVK, and α-pinene).
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4.5.6 Exact and Approximate Solutions for the Kinetics of the System X
k1−−−⇀↽−−k–1
Y k2−−−→ Z
The system dynamics are described by the set of linear ODEs:
d
dt
W = A ·W (4.27)
whereW =
(
X
Y
)
, and A =
(
−k1 k−1
k1 −k−1 − k2
)
. It is assumed that X and Y rapidly
come to equilibrium. The initial condition isW0 = X0
(
1
k1/k−1
)
.
The eigenvalues of A are:
λ1 =
−(k1 + k−1 + k2) −
√
(k1 + k−1 + k2)2 − 4k1k2
2
λ2 =
−(k1 + k−1 + k2) +
√
(k1 + k−1 + k2)2 − 4k1k2
2
(4.28)
The solution of Eq. (4.27) is
1
X0
W = 1
X0
(
X(t)
Y (t)
)
= − λ2
λ1 − λ2
©­«
1
k1 + λ1
k−1
ª®¬ eλ1t + λ1λ1 − λ2 ©­«
1
k1 + λ2
k−1
ª®¬ eλ2t (4.29)
And by mass balance:
Z(t) = X0
(
1 − X(t) + k1
k−1
(1 − Y (t)
)
(4.30)
Under conditions that k2  k1 + k−1, that is, rapid equilibrium established by X and
Y, we can derive approximate solutions.
First, the eigenvalues can be simplified as:
λ1 = −(k1 + k−1) − k−1k1 + k−1 k2
λ2 = − k1k1 + k−1 k2
(4.31)
We note that
λ2
λ1
 1. If the equilibrium constant Keq = k1k−1  1, λ1 = −k1 − k−1
and λ2 = −k2. If Keq  1, λ1 = −k1 − k−1 − k2 and λ2 = − k1k−1 k2.
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Second, the slow change of X owing to the slow conversion of Y to Z is usually
described in terms of a first-order rate constant kXw , in the units of time−1:
kXw =
1
X
dX
dt
=
λ1λ2
λ1 − λ2 e
λ1t
(
e(λ2−λ1)t − 1
)
λ1
λ1 − λ2 e
λ1t
(
e(λ2−λ1)t − λ2
λ1
) = λ2 e(
λ2
λ1
−1)λ1t − 1
e
(
λ2
λ1
−1)λ1t − λ2
λ1
∼ λ2 e
−λ1t − 1
e−λ1t
= λ2
(
1 − eλ1t
)
(4.32)
EQ. (4.32) indicates that at the outset when t is small, the rate of change of X is
kXw ∼ −λ2λ1t, which results in a relatively flat profile of X . As t → ∞, kXw ∼ −λ2,
suggesting that, X and Y can be viewed as a group, for which the net loss rate is λ2.
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4.5.7 Application in Chamber Simulations
This two-layer model can be readily incorporated into models of vapor and particle
dynamics in chambers, since only the fates of vapor molecules in gas phase and in
the surface layer have to be tracked. The scheme X
k1−−−⇀↽−−
k–1
Y
k2−−−→ Z can simplify this
incorporation, where X is the gas-phase concentration of concern andY corresponds
to its concentration in the surface. Thus the ordinary differential equations for X
and Y are:
dX
dt
= −k1X + k−1Y +
∑
PiX −
∑
LiX (4.33)
dY
dt
= k1Y − k−1Y − k2Y (4.34)
where
∑
PiX and
∑
LiX are the production and loss processes for gas-phase species
X in the chamber, respectively, e.g. chemical reactions or interaction with particles
(J. H. Seinfeld and S. N. Pandis, 2016). Expressions for k1, k–1, and k2 can be
found in Table 1.
Initial conditions are required to apply this model. We suggest that: if Compound
X is introduced into the chamber through injection, the initial conditions for EQs.
(4.33) and (4.34) are X = X0 and Y = X0
k1
k−1
; if Compound X is generated in-situ
chemically, the initial conditions are X = Y = 0.
Another key aspect is the value of k2. From Table 1, k2 can be found through
Deff, while Deff can be predicted based on the molecular volume (θ) and the vapor
saturation concentration (c∗). If one wants to account for the history of use of the
chamber, a rough expression for the corrected diffusivity is Dcorreff =
0.015n
330
Deff,
where n is the number of experiments performed in that chamber, and we assume
the diffusivity increases by ∼ 1.5% per experiment based on the finding in Section
IV. However, the semi-empirical expression for k2 applies only to dry conditions
at room temperature and a chamber constructed of 50 µm Teflon film. For other
conditions, e.g. different RH or temperature, we suggest that k2 be determined
experimentally. One has to find the “apparent” first-order decay rate kXw by expo-
nentially fitting the experimental data, similar to the GC measurement in this study,
and apply kXw =
k1
k1 + k−1
k2 to find k2.
109
C h a p t e r 5
PROBING THE OH OXIDATION OF PINONIC ACID AT THE
AIR-WATER INTERFACE USING FIELD-INDUCED DROPLET
IONIZATION MASS SPECTROMETRY (FIDI-MS)
Huang, Yuanlong, Kevin M. Barraza, Christopher M. Kenseth, Ran Zhao, Chen
Wang, J. L. Beauchamp, and John H. Seinfeld (2018). “Probing the OHOxidation
of PinonicAcid at theAir–Water InterfaceUsing Field-InducedDroplet Ionization
Mass Spectrometry (FIDI-MS)”. In: J. Phys. Chem. A 122.31, pp. 6445–6456.
doi: 10.1021/acs.jpca.8b05353.
Abstract
Gas and aqueous phases are essential media for atmospheric chemistry and aerosol
formation. Numerous studies have focused on aqueous-phase reactions as well
as coupled gas/aqueous-phase mass transport and reaction. Few studies have di-
rectly addressed processes occurring at the air-water interface, especially involving
surface-active compounds. We report here the application of field-induced droplet
ionization mass spectrometry (FIDI-MS) to chemical reactions occurring at the at-
mospheric air-water interface. We determine the air-water interfacial OH radical
reaction rate constants for sodium dodecyl sulfate (SDS), a common surfactant, and
pinonic acid (PA), a surface-active species and proxy for biogenic atmospheric oxi-
dation products, as 2.87 × 10−8 and 9.38 × 10−8 cm2 molec−1 s−1, respectively. In
support of the experimental data, a comprehensive gas-surface-aqueous multiphase
transport and reaction model of general applicability to atmospheric interfacial pro-
cesses is developed. Through application of the model, PA is shown to be oxidized
exclusively at the air-water interface of droplets with a diameter of 5 µm under typ-
ical ambient OH levels. In the absence of interfacial reaction, aqueous- rather than
gas-phase oxidation is the major PA sink. We demonstrate the critical importance
of air-water interfacial chemistry in determining the fate of surface-active species.
5.1 Introduction
The hydroxyl radical (OH) is the fundamental oxidant in the atmosphere. In addi-
tion to reaction with gas-phase molecules (e.g., volatile organic compounds), OH
reaction can modify the physico-chemical properties (e.g., surface tension, hygro-
scopicity, composition, etc.) of airborne particles through heterogeneous chemistry
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(George and Abbatt, 2010). Heterogeneous OH-initiated oxidation of particles can
be confined to the interface due to the particle bulk properties, such as high viscosity
(Houle et al., 2018). The air-water interface is ubiquitous in the atmosphere owing to
the high surface-to-volume ratio of cloud and fog droplets. Moreover, heterogeneous
reaction at the air-water interface can be facilitated if the air-water interface lowers
the reaction energy barrier (Zhong et al., 2018). In addition, organic molecules at
the air-water interface may have preferred orientation as a result of hydrogen bond-
ing involving substituent groups (Wren et al., 2015); thus, the reaction mechanisms
at the air-water interface can differ from those of gas- and aqueous-phase reactions
(Enami and Colussi, 2017; Heath and Valsaraj, 2015; Hua et al., 2015; Jones et al.,
2017; Kumar et al., 2018; Martins-Costa et al., 2015; Wellen et al., 2017). Studies
of the air-water interfacial oxidation of organic compounds have focused on the
effects of substitutions (Pillar and Guzman, 2017), unsaturation (King et al., 2009;
Xiao et al., 2017), and chain length (Sebastiani et al., 2018) on reaction kinetics and
mechanisms.
Pinonic acid (PA) is a major oxidation product of α-pinene, one of themost abundant
biogenic volatile organic compounds emitted to the atmosphere (global emissions
estimated at 66.1 Tg/y, Guenther et al., 2012). Studies have focused on gas- and
aqueous-phase oxidation of PA byOH (Müller et al., 2012; Witkowski and Gierczak,
2017). Upon oxidation by OH, PA has been shown to have a high potential to form
the secondary organic aerosols (SOA, Aljawhary et al., 2016; A. K. Y. Lee et al.,
2011). With a saturation vapor pressure of ∼ 7 × 10−5 Pa at 296 K (Bilde and
Spyros N. Pandis, 2001), PA partitions between the gas and particle phases. Given
its high Henry’s law constant of ∼ 2 × 107 M atm−1 (Lignell et al., 2013), PA
tends to reside in the aqueous phase under cloudy and foggy conditions, or in the
presence of aerosol liquid water. Although PA has been shown to be a highly
surface-active species in the atmosphere (X. Li et al., 2010), limited studies have
been directed to its behavior at the air-water interface (Enami and Colussi, 2017;
Enami and Sakamoto, 2016). Enami and Sakamoto (2016) showed that PA resides
at the air-water interface and observed peroxyl radicals and hydroperoxides at the
early stage of exposure of PA solution droplets to OH. Though OH oxidation of
PA at the air-water interface is rapid, kinetic data of the interfacial reaction are
lacking. Lai et al. (2015) estimated the atmospheric lifetime of PA as 2.1 - 3.3
days under environmentally relevant humidity conditions based on heterogeneous
OH oxidation of PA film as opposed to an actual air-water interface. Given its high
surface activity and tendency to partition to the aqueous phase, investigation of
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mechanisms and kinetics of interfacial oxidation of PA by OH under atmospheric
conditions is addressed here.
We employ field-induced droplet ionization mass spectrometry (FIDI-MS) to in-
vestigate the OH oxidation of pinonic acid at the air-water interface (Grimm and
Beauchamp, 2003, 2005). FIDI-MS is differentiated from other mass spectrometric
techniques by the ability to perform online detection of chemical species at the
air-water interface via a surface-selective sampling mechanism, for which the ion-
ization process has been studied extensively. The FIDI sampling apparatus produces
millimeter-sized water droplets containing analytes at concentrations relevant to the
ambient atmosphere (i.e., clouds, fog, and aerosol liquid water). Because of the
specificity of sampling, FIDI-MS has been employed to monitor the adsorption and
heterogeneous chemistry of organic compounds at the air-water interface of both
atmospherically (Grimm et al., 2006; Thomas et al., 2016; X. Zhang et al., 2017)
and biologically (Kim et al., 2010a,b; X. Zhang et al., 2018) relevant systems. The
controllable timescale for reaction in FIDI-MSmakes it possible to track the kinetics
of interfacial reactions over many half-lives and multiple generations of oxidation.
Through study of the OH oxidation of PA at the air-water interface with FIDI-MS,
we seek to elucidate the mechanistic details of its surface reaction. To interpret the
kinetic data, we develop a gas-surface-aqueous multiphase transport and reaction
model that describes the heterogeneous OH oxidation of PA and constrains the
surface reaction rate constant of PA + OH at the air-water interface. For the first
time, the interplay between chemistry, diffusion, and phase-partitioning occurring
at a droplet’s air-water interface is investigated. We demonstrate that under typical
ambient OH levels (∼ 106 molec cm−3), the majority of the multiphase PA oxidation
occurs on the surface of water droplets representative of cloud/fog water. In short,
the present study addresses the importance of interfacial oxidation for surface-active
atmospheric species.
5.2 Methods
5.2.1 Experimental Setup
A schematic diagram of the FIDI-MS setup is depicted in Figure 5.1; a detailed
description of the FIDI-MSmethod is presented elsewhere (Grimm and Beauchamp,
2003, 2005). Briefly, an aqueous droplet of ∼2 mm diameter (∼ 4 µL volume) is
suspended on the end of a stainless steel capillary held equidistant between two
parallel plate electrodes separated by 6.3 mm (Fig. 5.1a). Droplets are formed
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Figure 5.1: Schematic of FIDI-MS for oxidation studies, as viewed from the side.
a: A droplet hanging between two parallel plate electrodes. b: A snapshot of the
elongated droplet when the pulsed voltage is employed to the plate electrodes.
from analyte solutions fed through the capillary using a motorized syringe pump.
The parallel plates are mounted on a translation stage to allow alignment of an
aperture in the electrically grounded front plate with the atmospheric pressure inlet
of an LTQ-XL mass spectrometer (Thermo-Fischer, Waltham, MA) that is open
to ambient lab air. Following droplet formation, a period of 60 s is allowed for
diffusion of surface-active species to achieve equilibrium coverage at the air-water
interface. The sampling of the hanging droplet proceeds by applying a high voltage
pulse (3 - 5 kV, 100 ms duration, variable polarity) to the back plate electrode
and to the capillary at half the magnitude supplied to the back plate, establishing
a homogeneous electric field. The electric field induces an aligned dipole that
stretches the suspended droplet until dual Taylor cones are formed at opposite ends,
ejecting charged sub-micrometer progeny droplets of opposite polarity toward the
appropriately biased electrodes (Fig. 5.1b). Progeny droplets of a specific polarity
pass through the aperture in the grounded front plate and enter the inlet of the
mass spectrometer, resulting in the detection of gas-phase ions. As FIDI sampling
causes significant perturbation to the droplet, a fresh droplet is generated for each
measurement. In many respects, the FIDI process is similar to that of electrospray
ionization (ESI), except that sampling occurs only from the sheared electrical double
layer at the droplet surface. In this study, a negative voltage was applied to the back
plate and capillary to detect deprotonated [M–H]– ions.
A dielectric barrier discharge source (DBDS)was used to generate hydroxyl radicals.
The DBDS consists of a 38mm borosilicate tube (6.45mmO.D., 3.91mm I.D.) with
a tungsten rod (1.02 mm diameter) inner electrode and a conductive silver epoxy
outer electrode. A bubbler provides water-saturated helium through the DBDS with
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flow monitored by a Type piMFC digital mass flow controller (model PFC-50, MKS
Instruments). A high voltage AC power supply (Trek PM04015, Trek, Inc) biases
the inner electrode during experiments, while the outer electrode remains grounded.
The operational conditions of the DBDS are as follows: 12 kVpp (peak-to-peak
AC voltage) bias, 1 kHz sine waveform, 1.414 mA current, and 1000 cm3 min−1
He/H2O flow. The proposed mechanism of OH generation proceeds either directly
via an electron capture reaction with water (e– + H2O −−−→ H– + OH), or through
a two-step process (e– + H2O −−−→ H2O+ + 2 e– and H2O+ + H2O −−−→ H3O+ +
OH, Barraza, 2018). No H, O, or HO2 is anticipated to form in the DBDS. The
characterization of gas-phase OH concentration will be discussed subsequently.
Ultra-pure water (18 MΩ, < 3 ppb TOC, Millipore Milli-Q) and HPLC grade
methanol (J.T.Baker) were used as solvents. Aqueous stock solutions of cis-pinonic
acid (PA, 98%, Sigma-Aldrich) and sodium dodecyl sulfate (SDS, 98%, Fischer
Scientific) were prepared at concentrations of 5 mM and 2 mM, respectively, and
diluted as needed. Settings for FIDI-MS were optimized for deprotonated cis-
pinonic acid [PA–H]– using a 20 µM solution of PA in 99.2:0.8 methanol:water
(v/v%).
To study the interfacial OH + PA reaction mechanism, an aqueous PA droplet with
an average bulk concentration of 50 µM is exposed to OH from the DBDS for
varying reaction times, at which concentration, based on its equilibrium constant,
∼19% of PA is estimated to remain on the surface of the droplet with a radius of 1
mm. Droplets of 20 µM SDS were exposed to the OH source for different durations
to characterize the gas-phase OH concentration. To constrain the surface reaction
rate constant for OH + PA, a mixture of PA and SDS solution is diluted to 50 and
20 µM, respectively. Under each reaction condition, 5 droplets were repeated and
averaged to overcome drop-to-drop variation.
5.2.2 Diffusion-Reaction Interfacial Model
We present the development of a diffusion-reaction model designed to describe the
air-water interfacial reaction on a droplet between gas-phase OH and a surface-
active component, PA in this study. In addition to its surface reaction with OH, PA
can evaporate into the gas phase, diffuse into the bulk droplet, and undergo bulk
oxidation if dissolved OH is present. Sodium dodecyl sulfate (SDS) is used as a
reference compound that, in contrast to PA, given its high molecular weight and long
alkyl chain, undergoes only surface reaction, i.e., no evaporation and no diffusion
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Figure 5.2: Multiphase transport and reaction model for OH reaction with sodium
dodecyl sulfate (SDS) and pinonic acid (PA) at the air-water interface. Key parame-
ters of corresponding processes are labeled and explanation can be found in Section
5.5.1 and Table 5.1.
into the bulk. Moreover, SDS oxidation products are easy to characterize at early
timescales as SDS undergoes sequential oxygenation with negligible fragmentation.
As such, by measuring the rate of decay of SDS on the surface, one can infer
the gas-phase OH concentration, and, in turn, calculate the surface reaction rate
constant with OH for the surface-active species. The model accounts for each of
these transport and reaction processes explicitly, for both PA and SDS, in order to
extract the surface reaction rate of PA + OH from the experimental data.
The physical system to which this model is applied is depicted in Fig. 5.2; additional
details of the model are discussed in Section 5.5.1. The following reactions describe
the transport and reaction processes:
OH(gs) −−−⇀↽−− OH(s) (R 1)
PA(gs) −−−⇀↽−− PA(s) (R 2)
PAp(gs) −−−⇀↽−− PAp(s) (R 3)
OH(s) + SDS(s) −−−→ SDSp1(s) OH(s)−−−−→ SDSp2(s) OH(s)−−−−→ SDSp3(s) OH(s)−−−−→ ... (R 4)
OH(s) + PA(s) −−−→ PAp(s) (R 5)
OH(s) −−−⇀↽−− OH(b) (R 6)
PA(s) −−−⇀↽−− PA(b) (R 7)
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PAp(s) −−−⇀↽−− PAp(b) (R 8)
OH(b) + PA(b) −−−→ PAp(b) (R 9)
where s refers to the surface, b represents the bulk aqueous phase, and gs denotes
the gas phase within one molecular mean free path above the surface. Note that gs
is distinct from g, the bulk gas phase sufficiently far from the surface. Differences
in concentrations between gs and g is described in Section 5.5.1.
R1, R2, and R3 correspond to the surface adsorption and desorption of OH, PA,
and PA products (PAp), respectively. R4 and R5 are the surface reaction of SDS +
OH and PA + OH. R6, R7, and R8 represent surface to bulk droplet transport. R9
represents the bulk aqueous-phase reaction of PA + OH. The forward and reverse
reaction rate constants for R1 - R3 and R6 - R8 follow the multi-phase transport
theory in Pöschl et al. (2007) and are explicitly discussed in Section 5.5.1. The bulk
aqueous-phase rate constant of PA + OH in R9 is adopted from Aljawhary et al.
(2016). R4 and R5 are the key processes on which we focus here. Values of key
parameters are summarized in Table 5.1.
The gas-phase OH concentration sufficiently far from the droplet surface is assumed
to be constant, based on the assumption that the OH concentration from the DBDS is
constant. Close to the droplet, however, a concentration gradient exists that depends
on the OH uptake coefficient (γgs). During the reaction period, the droplet size is
assumed to be constant, i.e., no water evaporation occurs. However, evaporation of
surface-active PA is considered (R2). The Langmuir adsorption model (monolayer)
is used to calculate the initial surface coverage of PA given the bulk concentration
of the PA solution from which the droplet is formed (See Section 5.5.2). When PA
and SDS coexist in the droplet, we assume that PA and SDS do not interact, that
the surface coverages of PA and SDS are equivalent (i.e., θ0,PA = θ0,SDS = 1), and
that the surface coverage is homogeneous. An implicit assumption is the absence of
reaction between PA, SDS, and their products.
OH surface reactions are assumed to follow Langmuir-Hinshelwood kinetics (Pöschl
et al., 2007; Socorro et al., 2017), i.e., OH first adsorbs to the organic surface (R1)
and then reacts interfacially with PA and SDS (R4 and R5). This assumption
is consistent with the experimental data, as will be discussed subsequently. The
adsorption property of OH follows Vácha et al. (2004). Adsorbed OH can also
diffuse into the droplet (R6) and react with PA in the bulk aqueous phase (R9)
(Svishchev and Plugatyr, 2005). The oxidation products of SDS + OH are assumed
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to stay in the interface, since even after several generations of oxidation the long
alkyl chain remains largely intact (i.e., functionalization predominates). The SDS
oxidation products are assumed to continue to react with adsorbed OH at different
rates (R4). For simplicity, the first-generation oxidation products of the PA + OH
reactions at the interface (R5) and in the bulk (R9) are represented as single lumped
products, PAp(s) and PAp(b). PAp(s) and PAp(b) are assumed to have equivalent
compositions and properties, even though their formation rates andmechanismsmay
differ. Depletion of the PA(s) by reaction with OH is replenished by aqueous-phase
diffusion of PAp(b) toward the surface (R7). Equilibrium partitioning of PA and
PAp between the gas phase, the surface and the aqueous phase was estimated using
the quantum chemical program COSMOtherm based on density functional theory
calculations (see Section 5.5.3 for details, Goss, 2009; Wang et al., 2015). The
predicted surface/water and surface/air equilibrium constants for PA and proposed
products of the interfacial reaction of PA + OH (see Results and Discussion) are
listed in Table S1. The predicted equilibrium constants for the PA oxidation products
span several orders of magnitude. For simplicity, the lumped PA oxidation product
PAp is assumed to have the same equilibrium constants as PA. Subsequent reactions
of the lumped PA products, PAp, with OH are also represented in the model.
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Table 5.1: Parameters and Reaction Rate Constants Used in This Work
Symbol Parameter Value
αis surface accommodation coefficient for species i 1
δ interface thickness (m) 6.9 × 10−10 (Vácha et al., 2004)
DOHg gas-phase OH diffusivity (m2 s−1) 2.67 × 10−5
DOHb aqueous-phase OH diffusivity (m
2 s−1) 2.30 × 10−9 (Ivanov et al., 2007)
DPAb aqueous-phase PA diffusivity (m
2 s−1) 1 × 10−10
KOHsg surface-gas adsorption equilibrium constant of OH (m) 6.07 × 10−6 (Vácha et al., 2004)
KOHsb surface-bulk adsorption equilibrium constant of OH (m) 5.52 × 10−9 (Vácha et al., 2004)
KPAsg surface-gas adsorption equilibrium constant of PA (m) 9.62 × 104
KPAsb surface-bulk adsorption equilibrium constant of PA (m) 2.01 × 10−4
kOH+PAbulk bulk reaction rate constant of OH + PA (M
−1 s−1) 3.30 × 109 (Aljawhary et al., 2016)
kOH+SDSsurf surface reaction rate constant of OH + SDS (cm
2 molec−1 s−1) 2.87 × 10−8 a
kOH+PAsurf surface reaction rate constant of OH + PA (cm
2 molec−1 s−1) 9.38 × 10−8 a
a These values are from fitting of the experimental data. Refer to Results and Discussion for details.
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Figure 5.3: Pinonic acid (PA) oxidation at the air-water interface by gas-phase OH
detected by FIDI-MS OH exposure. a. 0 s; b. 10 s; c. 20 s; d. 30 s. m/z of
identified products are as follows: I = 197, II = 199, III = 213, IV = 215, V = 229,
and VI = 231. Mass spectra are reported as averages of replicate samples (N = 5).
The peak intensities in b, c, and d have been normalized with respect to the peak
intensity of [PA–H]– in a.
5.3 Results and Discussion
5.3.1 OH Oxidation of Pinonic Acid Droplet
As a compound of intermediate volatility (Wang et al., 2015), we first examined the
extent to which PA evaporates from the droplet. Both experimental and simulation
results (Section 5.5.4) suggest that changes in PA concentration due to evaporation
within the experimental timescale of 100 s are negligible. Figure 5.3 depicts the
mass spectra of a PA droplet, in 10 s intervals, over a 30 s OH exposure. A series of
six major oxidation products, at m/z 197 (I), 199 (II), 213 (III), 215 (IV), 229 (V),
and 231 (VI) are identified. Since FIDI-MS provides only unit-mass resolution,
each peak likely represents the combination of several isomers and isobars. As
a first approximation, [PA–H]–+14 is assumed to represent the addition of one
carbonyl (>C=O), [PA–H]–+16 the addition of one hydroxyl (-OH), [PA–H]–+30
the addition of one carboxylic acid (-C(=O)OH) or one hydroxyl and one carbonyl,
and [M–H]–+32 the addition of two hydroxyls or one hydroperoxyl (-OOH).
As shown in Fig. 5.4, the initial H-abstraction byOH fromPA can occur at 7 possible
sites (a - g). Quantum chemical calculations suggest that in gas-phase OH oxidation,
H-abstraction occurs most likely on carbon f (Müller et al., 2012; Vereecken and
Peeters, 2002). However, results of structure activity relationships (SAR) for OH
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oxidation in the aqueous-phase indicate that carbons a and c are preferred positions
(Witkowski and Gierczak, 2017). At the air-water interface, molecular dynamics
simulations (X. Li et al., 2010) suggest that PA molecules are oriented such that
the hydrophilic functional groups (-C(=O)OH and >C=O) are embedded in the
droplet, while the hydrophobic cyclobutyl ring is exposed on the droplet surface
(see Fig. 5.2), making carbons a-c the most vulnerable to OH attack. Following the
initial H-abstraction (Fig. 5.4), the resulting alkyl radical combines exclusively with
O2 at the air-water interface to form a peroxyl radical (RO2), which may undergo
the same competitive reaction channels as those in the gas phase (Atkinson and
Arey, 2003). The three dominant gas-phase bimolecular reactions are RO2 + RO2
(kRO2 ∼ 10−14 − 10−12 cm3 molec−1 s−1), RO2 + NO (kNO = 7 − 10 × 10−12 cm3
molec−1 s−1), and RO2 + HO2 (kHO2 = 5 − 20 × 10−12 cm3 molec−1 s−1, Atkinson
and Arey, 2003; Orlando and Tyndall, 2012). Note that the aqueous-phase RO2 +
RO2 and RO2 +HO2 reactions have similar rate constants (109 M−1 s−1 ∼ 1.7×10−12
molecule−1 cm3 s−1, Ervens and Volkamer, 2010; Sonntag and Schuchmann, 1991)
as those in the gas-phase. Assuming NO and HO2 have similar air-water interfacial
adsorptive and reactive properties, and given that the FIDI source is exposed to the
ambient atmosphere and typical daily average NO mixing ratio in the Los Angeles
area is ∼ 1 ppb (1011 − 1012 molec cm−3, CARB, 2018; Praske et al., 2018) and
indoor HO2 mixing ratio < 10 ppt (∼ 109 molec cm−3, Carslaw, 2007), it is expected
that reaction with NO is the dominant fate of PA peroxyl radicals at the air-water
interface, with a small fraction of RO2 + RO2 and RO2 + HO2 reactions (Fig. 5.4).
Reaction of RO2 + NO yields alkoxy radicals (RO) that undergo decomposition,
isomerization, or reaction with O2 (J. H. Seinfeld and S. N. Pandis, 2016).
To aid in identification of the compounds that contribute to the six major mass spec-
tral peaks detected by FIDI-MS, collision-induced dissociation (CID) was employed
for detailed analysis of molecular structure. The MS/MS fragmentation patterns of
the six parent ions are shown in Fig. 5.12. The daughter ions in each MS/MS
spectrum can be explained by neutral losses of H2O, CO2, C3H6O, and C6H10O
(Yasmeen et al., 2010, Fig. 5.12). Certain neutral losses are characteristic to specific
functional groups, e.g., carboxylic acid ions exhibit losses of 18 u (H2O) and 44 u
(CO2, Demarque et al., 2016). All structures proposed in Fig. 5.4 are consistent
with the observed MS/MS spectra. The peak at m/z 197 can be explained by a
C10H14O4 species derived from the RO2 formed by H-abstraction from carbon a via
successive reactions with NO andO2 or through Russell disproportionation (Russell,
1957). The compound at m/z 199 can also form through the Russell mechanism.
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The RO formed through OH-attack on carbon a can undergo ring-opening processes
via scission of either the a-b or a-c bonds (for simplification, Fig. 5.4 depicts only
the cleavage of the a-c bond), yielding a new alkyl radical, which after reacting with
O2 and NO forms another RO. This intermediate RO can undergo 1,5 H-shift to
form the species at m/z 229 and m/z 231, react with O2 to yield m/z 213, or react
with RO to yield what is believed to be a minor product at m/z 215. H-abstraction
from carbons b or c leads to the formation of a RO, which will decompose, react
with O2 and NO, and ultimately yield a tertiary RO. The resulting tertiary alcohol
at m/z 215 (shown in Fig. 5.4) is expected to be the major isobaric contributor
at this m/z, given its agreement with the major fragments observed in the MS/MS
spectrum.
The aqueous-phase pH can affect the reaction mechanism as well as the reaction rate
(Witkowski and Gierczak, 2017). Given pKa = 4.82 (Howell and Fisher, 1958), the
pH in the bulk droplet of PA solution at equilibrium with the surface is at most 5.2
and the ratio of deprotonated PA to PA is ∼ 2.2 (assuming the surface and the bulk
are decoupled). Deprotonated PA has an additional reaction pathway in the aqueous
phase, i.e., electron transfer (Ervens et al., 2003). However, the undissociated PA
is expected to dominate at the surface (M.-T. Lee et al., 2016). Thus Fig. 5.4
only illustrates the mechanism of undissociated PA reacted with OH at the air-water
interface.
The kinetic behavior of PA and its 6 oxidation products are shown in Fig. 5.13.
The relative rates of appearance of each product are consistent with the PA reaction
pathways proposed based on MS/MS analysis. While I and II are both the lowest
mass products, the considerably slower rate of appearance of II suggests that this
product is formed by a slower and/or more complex mechanism. Fig. 5.4 proposes
a fragmentation product (H-abstraction from carbons d or e) as one of the possible
structures of II, whereas I is suggested to be predominantly due to functionaliza-
tion. The highest level of oxidation characterize the highest mass species (V and
VI). The kinetic behavior of V and VI indicates a net balance between formation
and degradation pathways for these species, suggesting that as the O/C ratio in-
creases, the interfacial OH + PA oxidation system exhibits a propensity to shift from
functionalization to fragmentation products.
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Figure 5.4: Mechanism of OH-initiated oxidation of PA under NO-dominant con-
ditions.
5.3.2 Characterization of Gas-Phase OH Concentration
To study the kinetics of interfacial OH oxidation of PA, a sufficient constraint on
the gas-phase OH concentration is necessary. By monitoring the heterogeneous OH
oxidation of surfactant (i.e., SDS in this study), and assuming that the surfactant
remains exclusively on the surface, one can infer the gas-phase OH concentration.
As stated in the Model description section, it is necessary to incorporate all possible
processes (i.e., adsorption and reaction on the surface, as well as diffusion in the
bulk droplet, into a unified model), from which the gas-phase OH concentration can
be inferred.
Assuming an effective cross-section area of 30 Å2 for SDS (A. Tan et al., 2002)
and that the SDS resides solely at the surface, a monolayer of SDS is formed on
the surface of a droplet with a radius of 1 mm. Mass spectra of the interfacial OH
oxidation of SDS are shown in Fig. 5.14, and the measured decay of SDS is shown
in Fig. 5.5a. Due to the linear alkyl chain, the successive increases of m/z 14 and
16 indicate that alcohols and carbonyls are the most likely products via RO2 / RO
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Figure 5.5: Experimental and fitted results of the OH oxidation of the SDS droplet.
a. Temporal profiles of SDS coverage (blue dots, measured values averaged by
5 repeats; blue line, fitting result) and the modeling gas-phase OH concentration
above the surface (orange line). b. Temporal profiles of 8 generations of SDS + OH
products (lines are fitting results and dots are experimental results). c. Temporal
profiles of predicted OH uptake coefficient (blue line) and the average number of
oxygen atoms incorporated into SDS via OH oxidation (orange dots, measured
values averaged by 5 repeats; orange line, fitting result). d. Calculated OH uptake
coefficient and the gas-phase OH concentration above the surface as a function of
the optimally fitted surface reaction rate constant for SDS + OH system. Yellow dot
represents the value adopted in this study and cyan background marks the gas-phase
diffusion limit regime for the determination of kOH+SDSsurf .
chemistry in the SDS +OH reaction. However, other functionalities, e.g., carboxylic
acids (m/z + 30), are possible. Instead of assigning specific formula to each m/z
peak, the products can be clustered into groups, i.e., peaks at m/z [DS]– + 14 and
[DS]– + 16 are grouped into the products that contain one oxygen atom, while
products at m/z [DS]– + 28, [DS]– + 30, and [DS]– + 32 are those with two oxygen
atoms, etc. Figure 5.5b presents the temporal profiles of 8 generations of identified
SDS + OH oxidation products. Assuming that SDS incorporates one oxygen after
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reacting with one OH, by defining the average oxygen atom as the signal-intensity-
weighted sum of the oxygen content in the identified oxidation products (m/z 265
- 400), the experimental results indicate that ∼10 s is required for OH to react with
the entire monolayer of SDS (Fig. 5.5c). The near-linear relationship in Fig. 5.5c
suggests Langmuir-Hinshelwood kinetics govern the air-water system, since if OH
were to react with the interfacial molecules upon collision (Eley-Rideal mechanism),
the rate of oxygen atom incorporation would increase as the reaction progresses,
given that more reactive C-H bonds are formed (e.g., those adjacent to a carbonyl
group).
By fitting the experimental data in Fig. 5.5a-c, we seek to estimate the gas-phase
OH concentration, as well as the surface reaction rate constants for both SDS and
SDS products. The best-fit gas-phase OH mixing ratio is found to be ∼698 ppb.
The experimental distribution patterns of the eight oxidation generations and the
decay curve of SDS determine the reaction rate constants of SDSp + OH to relative
that of SDS + OH, i.e., kOH+SDSsurf . All generations are found to react faster with
OH than SDS. Nonetheless, without any constraint on the surface concentration of
OH, the optimally fitted kOH+SDSsurf values span from 10
−11 to 10−4 cm2 molec−1 s−1,
within which range, kOH+SDSsurf θOH (Fig. 5.15a) is nearly constant, suggesting that the
decay of SDS is a quasi-first-order reaction (∼0.0516 s−1). Figure 5.5d shows the
estimated average OH uptake coefficient γgs and the gas-phase OH concentration
above the surface COHgs as functions of the optimally fitted kOH+SDSsurf . In the regime
where kOH+SDSsurf > 10
−7 cm2 molec−1 s−1, both γgs and COHgs remain constant, which
is a result of the fast surface reaction rate, causing gas-phase diffusion of OH to the
surface to become the rate-limiting step in this system. γgs of OH onto thin organic
film is typically ≥ 0.1 (George and Abbatt, 2010) and the gas-phase diffusion limit
is unlikely in the FIDI experiment since the DBDS aims directly at the droplet.
Adopting a median value γgs = 0.5, we find the average values COHgs ≈ 6 × 109
molec cm−3, kOH+SDSsurf ≈ 2.87 × 10−8 cm2 molec−1 s−1, and θOH ≈ 10−9. Figure
5.5a and c show the calculated temporal profiles of COHgs and γgs.
The simulation suggests that in the absence of bulk reaction consuming aqueous-
phase OH, OH radicals can diffuse to the center of the droplet and reach ∼1 nM
after 30 s (Fig. 5.15b), indicating that the bulk droplet serves as a significant
sink of OH in the OH + SDS interfacial reaction system. The high gas-phase OH
concentration above the surface gives ∼ 1011 molec cm−3 s OH exposure in the FIDI
system, corresponding to ∼ 1 day exposure under typical atmospheric conditions
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Figure 5.6: Experimental and simulation results of the OH oxidation of the mixture
of PA and SDS droplet. a. Mass spectra of the sampling under different OH
exposure (left is the PA regime and right is the SDS regime). b. Temporal profiles
of the surface coverage of PA and SDS. Dots represent experimental measurements
(averaged by 5 repeats) and lines represent simulated results. c. Predicted temporal
profiles of the OH uptake coefficient and the gas-phase OH concentration. d.
Simulated bulk aqueous-phase OH distribution at different exposure time. Inset
panel is the zoom-in near the surface regime.
(assuming ambient OH concentration of 1 × 106 molec cm−3). The air-interface-
water properties of OH employed in the model and the best-fit surface reaction rate
constant of SDS + OH are summarized in Table 5.1.
5.3.3 Kinetics of Interfacial OH Oxidation of Pinonic Acid
PA partitions between the droplet surface and bulk. Because of diffusion to the bulk
of both PA and PA oxidation products, one cannot use the same strategy as employed
for OH + SDS to determine the surface reaction rate constant. As discussed above,
the products of PA + OH are complex, and it is impossible to track the fractions of
all the PA products that diffuse into the bulk. By adding a reference compound to
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the system, such as a surfactant that undergoes only surface reaction, we can better
constrain the OH concentration on the surface and determine the surface reaction
rate constant for OH + PA. The resulting mass spectra under different exposure
times are shown in Fig. 5.6a. The decay of both PA and SDS is shown in Fig.
5.6b. The apparent decay rate of PA exceeds that of SDS, which is indicative of
the relative reactivity of PA. One cannot, however, rule out the possibility that bulk
aqueous-phase transport and oxidation can affect the decay rate.
By fitting to the data points in Fig. 5.6b, where the surface reaction rate constants
for both SDS and SDS products are known, the bulk gas-phase OH concentration is
estimated as ∼678 ppb, consistent with the value evaluated for SDS + OH experi-
ments, demonstrating the reproducibility of DBDS employed for air-water interfacial
oxidation studies. The surface reaction rate constant of PA + OH is determined to
be 9.38×10−8 cm2 molec−1 s−1, ∼3 times of that of SDS + OH. The fitted surface
rate constant of PA + OH is not sensitive to the surface coverage of PA and SDS.
The gas-phase OH concentration above the surface is ∼ 5× 109 molec cm−3 and the
OH uptake coefficient is ∼0.35 (Fig. 5.6c).
The calculated average oxygen atom incorporation into SDS products fits the experi-
mental data (Fig. 5.16a) as well. The simulated bulk aqueous-phase OH distribution
(Fig. 5.6d) predicts that OH is confined to the surface region (within a distance of
∼1 µm). The heterogeneous nature of the reactions can be quantified by utilizing
the concept of a reacto-diffusive length LOH (Pöschl et al., 2007):
LOH =
√
DOHb
kOH+PAb C
PA
b
(5.1)
where DOHb is the bulk diffusion coefficient of OH (2.3 × 10−9 m2 s−1), kOH+PAb is
the bulk reaction rate constant of PA + OH (3.3 × 109 M−1 s−1) (Aljawhary et al.,
2016), and CPAb is the bulk concentration of PA (∼ (1 − 19%) × 50 µM). In this
system, LOH ≈ 0.6 µm, is consistent with the prediction of the simulation (Fig.
5.6d). To replenish its consumption by OH in the sub-surface region, a continuous
diffusive flux of PA from the bulk aqueous phase has to be established (Fig. 5.16b).
Though the surface reaction rate constant of PA + OH is faster than that of SDS +
OH, the simulated decay curves of PA and SDS cross after 30 s exposure to OH,
since at that point, replenishment of PA from the bulk competes with the surface
reaction rate.
In summary, to determine the air-water interfacial reaction rate constant of a surface-
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active species, one has to account for simultaneous aqueous-phase diffusion and re-
action. For a systemwith high bulkOH reactivity (k I Ib Cb, where k
I I
b is a second-order
aqueous-phase reaction rate constant and Cb is the bulk aqueous-phase concentra-
tion of the surface-active species), the heterogeneous reaction is enhanced, since
the penetration of OH into the droplet bulk is confined to the sub-surface region. If
the bulk reaction rate is smaller than that on the surface, a slower “apparent” decay
rate of the surface coverage can be expected due to the replenishment from bulk
diffusion.
5.3.4 Atmospheric Implications
In the atmosphere in which cloud and fog droplets or aerosol water are present, for
species with high Henry’s law constants, a large fraction will partition to the aqueous
phase, where aqueous phase chemistry can be significant (Blando and Turpin, 2000;
Ervens et al., 2011; Y. B. Lim et al., 2010). The Henry’s law constant relates
the gas and bulk aqueous phases and is routinely adopted in the cloud or aqueous
aerosol chemistry models (H.-J. Lim et al., 2005; McNeill et al., 2012). However,
by accounting for the surface activity, the fraction that partitions in the gas phase,
on the surface, and in the bulk aqueous phase may be quite different. The fraction
partitioning on the surface of the droplet, Fsurf, can be estimated by
Fsurf =
3wL
Rp
1
Ksg +
wL
Ksb +
3wL
Rp
(5.2)
where Ksg and Ksb are the surface/gas phase and surface/bulk aqueous phase equi-
librium constants, respectively. The ratio KsgKsb can be viewed as the effective Henry’s
law constant. wL is the liquid water mixing ratio in the air and Rp is the volume-
weighted average radius of the droplets. For PA in the present study, Fig. 5.81
indicates that the smaller the droplet, the higher the fraction of PA that resides on
the surface.
If the sole source of OH is from the gas phase (thus ignoring possible aqueous-phase
photolysis reactions, Aljawhary et al., 2016; Lignell et al., 2013), multiphase OH
oxidation can be divided into sequential processes: gas-phase reaction, gas-surface
adsorption/desorption, surface reaction, surface-bulk aqueous transport, and bulk
aqueous phase reaction. Given reaction rate constants in the gas phase, on the
surface, and in the aqueous phase, the following questions concerning oxidation
of a surface-active species arise: What is the rate-limiting step in ambient OH
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multiphase oxidation? Is the gas-surface-bulk system always at equilibrium? What
is the major sink of surface-active species?
The FIDI studies simulate processes occurring within 1 min with an equivalent
OH exposure of 1 day under typical ambient conditions. Within a relatively short
period, interfacial transport is the rate-limiting step under extremely high OH levels
(Fig. 5.6d). For ambient OH levels, the conclusion that OH oxidation of PA occurs
predominately at the air-water interface may not be directly extrapolated to typical
environmental conditions. To clarify this point, we apply the derived rate constant
of PA + OH in a case study simulation of the ambient OH oxidation of PA in cloud
and fog droplets.
We assume an air parcel with a typical liquid water mixing ratio (wL = 3 × 10−7,
J. H. Seinfeld and S. N. Pandis, 2016) equivalent to ∼0.6 cm−3 droplets of 100
µm diameter or ∼ 5 × 103 cm−3 droplets of 5 µm diameter (Fig. 5.17a), and an
overall PA concentration of 0.5 nmol m−3 (∼100 ng m−3, Kavouras et al., 1999;
Vestenius et al., 2014). The gas-phase OH concentration is assumed constant,
1 × 106 molec cm−3. The multiphase reactions are studied in two ambient cloud
droplet sizes (Bréon et al., 2002; J. H. Seinfeld and S. N. Pandis, 2016), i.e., 5
µm and 100 µm. The reaction of PA + OH occurs in the gas phase (Müller et al.,
2012), on the surface, and in the bulk aqueous phase (Aljawhary et al., 2016) with
rate constants of 1.125× 10−11 molec−1 cm3 s−1, 9.38× 10−8 molec−1 cm2 s−1, and
3.30 × 109 M−1 s−1, respectively. The fractions of remaining PA in the gas phase,
on the surface, and in the bulk aqueous phase are tracked. Initial partitioning of PA
between the surface/air and surface/water is at equilibrium (see Section 5.5.8 for
detailed calculation), indicating that >99% of PA remains on the surface of a 5 µm
droplet, while ∼90% remains on the surface of a 100 µm droplet.
By matching the mass flux through the interface with accommodation coefficients
and relating the gas phase to the aqueous phase via Henry’s law constants (Mai et al.,
2015; J. H. Seinfeld and S. N. Pandis, 2016), one can, in a simplifiedmodel, exclude
the effect of the interfacial reaction. To distinguish between the two models, we call
the former M1 and the latter M2. To minimize the effect of interfacial transport in
M2, we adopt the accommodation coefficients as unity for PA, PA products, and OH.
The effective Henry’s law constant is H = KsgKsb = 1.95× 107 M atm−1 for PA and PA
products, consistent with that reported in Lignell et al. (2013), and 39 M atm−1 for
OH (Vácha et al., 2004). As opposed to M1, partition of PA between gas phase and
aqueous phase at equilibrium (Ervens et al., 2011) in M2 is independent of droplet
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Figure 5.7: Simulated multi-phase OH oxidation of PA in droplets of 5 µm (a) and
100 µm (b), with an overall PA concentration of 0.5 nmol m−3 under typical ambient
conditions (gas-phase OH concentration ∼ 106 molec cm−3). a and b: Fraction of
the overall quantities of PA and PA products that resides on the surface, in the bulk
aqueous phase, and in the gas phase. c: Predicted bulk aqueous-phase distribution
of OH at different OH exposure times by M1 (solid lines: 5 µm droplets, dashed
lines: 100 µm droplets). d: Temporal profiles of overall PA as exposed to OH.
size (Faq = HwL1+HwL > 99%), and diffusion of OH inside the droplet is found to be the
rate-limiting step of the multiphase oxidation.
For both models, an overall simulation time is taken as 12 h, corresponding to an
equivalent OH exposure as used in the FIDI experiments. Shrinkage or growth of
the droplets is not considered during the 12 h simulation, given that water vapor is
at equilibrium in the cloud.
Figures 5.7a and b present the predicted fractions of different PA fates in the systems
in droplets of 5 µm and 100 µm, respectively. Since the surface properties of PA
and PA products are identical in M1, the constant fraction of the sum of PA and PA
products within any phase during the simulation indicates that the partitioning of
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PA and PA products between the gas phase, the surface, and the bulk aqueous phase
remains at equilibrium. This quasi-equilibrium partitioning can be attributed to the
fact that the reaction rates are sufficiently slow (because of the relatively low OH
concentration) such that mass transport between the gas phase, the surface, and the
bulk aqueous phase is no longer a rate-limiting step. The consumption of PA in the 5
µm system occurs exclusively at the air-water interface, while ∼10% is contributed
by the aqueous-phase OH oxidation in the 100 µm system. Both Fig. 5.7a and b
suggest that gas-phase oxidation of PA is unimportant in the cloud and fog system,
which also applies to M2 (i.e., without accounting for interfacial effects, aqueous
phase oxidation predominates).
The simulated bulk aqueous-phase OH distributions (Fig. 5.7c) suggest that the
smaller the droplet, the more uniform the bulk. For larger droplets, the reaction is
constrained to the sub-surface region, which is characterized by the OH reactive-
diffusive length (EQ. (5.1)), since less PA resides on the surface, leaving the bulk
aqueous-phase with relatively stronger OH reactivity (kOH+PAb C
PA
b ). The OH uptake
coefficient by 5 µm droplet surface is ∼1 order of magnitude smaller than that by
100 µm droplet surface (Fig. 5.17b). However, given the much larger surface
area concentration in the 5 µm droplet system, under the same OH exposure, the
overall PA concentration is predicted to decay ∼90%, higher than ∼75% in the 100
µm droplet system (Fig. 5.7d). By comparison, if the interfacial interaction is not
considered (M2), the model predictions suggest that PA is depleted in∼30min in the
5 µm system and ∼6 h in the 100 µm system. The longer lifetime of PA in the larger
droplet system reflects the fact that in the absence of the interfacial resistance, i.e.,
interfacial reaction and accommodation, the rate-limiting step is bulk aqueous-phase
diffusion of OH.
5.4 Conclusions
Interfacial effects of surfactants have been recognized to lower the surface tension
and facilitate cloud droplet formation (Nozière, 2016; Ruehl et al., 2016). The
present case study highlights the significance of air-water interfacial partitioning
and reaction of surface-active species (e.g., PA). For the cloud and fog system with
characteristically higher air-water surface area concentration, the sink of the surface-
active species can be expected to occur predominantly on the surface, so that the
surface reaction rate is the rate-limiting step in the multiphase OH oxidation. The
quasi-equilibrium partitioning state during the oxidation suggests that in the absence
of a source of surface-active species (either from outside of the air parcel or from
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oxidation of precursors), multiphase OH oxidation can be simplified as occurring in
three individual regions (gas phase, surface, and bulk aqueous phase), for which the
explicit dynamic multiphase model applies. For species that are less surface-active,
e.g., glyoxal (Ervens et al., 2011; Galloway M. M. et al., 2011; Y. Tan et al., 2009),
the effect of air-water interfacial processes may not be as significant as those for
surface-active species. Since the simulation treats the gas-phase OH as the sole
source, given the high solubility of H2O2 (Henry’s law constant = 8.70× 104 at 298
K, Burkholder et al., 2015), potential photolysis of dissolved H2O2 can serve as a
large source of aqueous-phase OH (Kameel et al., 2013) and the fate of surface-
active species may change. Moreover, photosensitized chemistry has been proved to
play a critical role on the radical-radical reaction at the air-water interface (Bernard
et al., 2016; Rossignol et al., 2016; Tinel et al., 2016). Additional studies are needed
to clarify the competitive OH oxidations of surface-active species among gas phase,
surface, and bulk aqueous phase under different conditions.
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5.5 Supporting Information
5.5.1 Model Description
This section presents the details of the physico-chemical model of the experimental
system. Interfacial adsorption, surface reaction, and aqueous-phase reaction can
be represented by the elementary reactions R1 - R9. Reactions R1, R2, and R3
correspond to the surface adsorption and desorption of OH, PA, and PAp. The
relationship between the concentration above the surface Cgs,i and that far from the
surface Cg,i is:
Cgs,i = FKni,γiCg,i =
1
1 + γi 0.75+0.28KniKni(1+Kni)
Cg,i (5.3)
where FKni,γi is a correction factor to account for the transition of gas-phase diffusion
from the continuum regime to the kinetic regime (Pöschl et al., 2007), i is the index
for species i, Kni is the Knudsen number Kni = λiRp , where λi is the mean free
path of species i in the gas phase and Rp is the radius of the droplet. λi will be
approximated by λi =
3Dg,i
ωi
, where Dg,i is the gas-phase molecular diffusivity, and
ωi is the gas-phase mean molecular velocity. For OH, Dg,OH = 2.17×10−5 m2 s−1
(Ivanov et al., 2007). For PA and PAp, Dg,PA = Dg,PAp = 1×10−5 m2 s−1. γi is the
uptake coefficient of species i by the surface, as defined:
γi =
Jads,i − Jdes,i
Jcolid,i
=
1
4α0,i(1 −
∑
θi)ωiCgs,i − 1τdes,iCs,i
1
4ωiCgs,i
(5.4)
where Jads,i, Jdes,i, and Jcolid,i are the adsorption, desorption, and collision flux of
gas-phase molecules i to the surface. The expression for Jads,i is based on Langmuir-
Hinshelwood kinetics, wherein α0,i is the surface accommodation coefficient on
species i free surface. α0 of OH on an organic surface is usually assumed to be
unity (Socorro et al., 2017). To simplify the case, α0,PA and α0,PAp are both taken to
be unity. The further assumption made here is that α0 is independent of the surface
components, an assumption that can be relaxed later. ωi =
√
8RgT
piMi
is the mean
speed of gas molecule, where Rg is the gas constant, T is the ambient temperature,
and Mi is the molecular weight of species i.
∑
θi is the coverage of all adsorbed
species. τdes,i is the desorption lifetime, which can be derived from the surface-gas
adsorption equilibrium Ksg,i. Ksg,i can be calculated through density functional
theory (DFT, Vácha et al., 2004, COSMOtherm2017, see discussion in Section
5.5.3)), and τdes,i =
4Ksg,i
α0,iωi
. σi is the effective cross section area of species i. The
surface concentration of species i is Cs,i = θiσi , where θi is the surface coverage
of species i. By tracking Cg,OH and Cg,PA through mass balance and differential
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equations and substituting EQ. (5.3) into EQ. (5.4), one can determine the uptake
coefficient γi and Cgs,i expressed by the gas-phase concentration Cg,i at a specific
time. Correspondingly, the rate of change of surface concentration of species i as a
result of surface-gas exchange is:
d
dt
Cgs − ss,i =
1
4
α0,i
(
1 −
∑
θi
)
ωiCgs,i − 1
τdes,i
Cs,i (5.5)
Reactions R4 and R5 are surface reactions between adsorbed OH, and SDS and PA,
the products of which are SDSpl (l = 1, 2, 3,..., m) and PAp, respectively.
For SDS and SDSpl, the only sink and source is R4. In summary, the differential
equations with stoichiometric coefficient matrix are:
d
dt
©­­­­­­­­«
Cs,SDS
Cs,SDSp1
Cs,SDSp2
Cs,SDSp3
...
ª®®®®®®®®¬
= ks,OH+SDSCs,OH
©­­­­­­­­«
−1 0 0 0 . . .
1 − f1 0 0 . . .
0 f1 − f2 0 . . .
0 0 f2 − f3 . . .
...
...
...
...
. . .
ª®®®®®®®®¬
©­­­­­­­­«
Cs,SDS
Cs,SDSp1
Cs,SDSp2
Cs,SDSp3
...
ª®®®®®®®®¬
(5.6)
where Cs,SDS, Cs,SDSpl , and Cs,OH are surface concentrations of SDS, SDS products,
and OH, and ks,OH+SDS is the second-order surface reaction rate constant, and fl
(l = 1, 2, 3, ...) is the ratio of the reaction rate constant of SDSpl + OH to ks,OH+SDS.
The overall consumption rate of adsorbed OH by SDS is:
d
dt
COH+SDSs,OH = −ks,OH+SDSCs,OH(Cs,SDS +
∑
l=1
flCs,SDSp2) (5.7)
For PA, the rate of surface concentration change rate as a result of surface reaction
R5 is:
d
dt
COH+PAs,OH =
d
dt
COH+PAs,PA = −
d
dt
COH+PAs,PAp = −ks,OH+PACs,OHCs,PA (5.8)
where ks,OH+PA is the surface reaction rate constant of OH + PA. Additional surface
reaction mechanisms of OH + PA can be considered if appropriate.
Reactions R6-R8 represent surface-bulk aqueous-phase transport. This can be
viewed as one of the boundary conditions of the bulk aqueous-phase diffusion
problem. The transport rate from the bulk aqueous phase to the surface is limited
by the available sites on the surface, following the monolayer assumption. The
surface concentration change rate of species i as a result of the surface-bulk aqueous
exchange is:
d
dt
Cs − sbs,i = kbs,i
(
1 −
∑
θi
)
Cbs,i − ksb,iCs,i (5.9)
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where kbs,i is the mass transport coefficient of species i from the bulk aqueous phase
to the surface, units of which are the same as velocity. kbs,i can be estimated based on
the aqueous-phase diffusivity based on the average distance traveled in one direction
through diffusion is δi = 〈xi〉 =
√
4Db,it
pi . The migration velocity is the ratio of
distance to time, where in this case the distance is the thickness of the monolayer.
Thus the mass transport coefficient from bulk to interface kbs,i ≈ 4Db,ipiδ . Daq,i is the
diffusivity of species i in the aqueous phase, taking (Db,OH = 2.3 × 10−9 m2 s−1,
Svishchev and Plugatyr, 2005) and a typical value 10−10 m2 s−1 for PA and PAp.
Cbs,i is the bulk concentration beneath the surface, which can be approximated as
Cb,i(Rp), the bulk aqueous-phase concentration at r = Rp. ksb,i is the first-order mass
transport rate coefficients of species i from surface to aqueous bulk, which can be
derived from the surface-aqueous equilibrium constant Ksb,i and the bulk-to-surface
transport coefficient kbs,i by ksb,i =
kbs,i
Ksb,i
.
So far, the gas-surface-bulk transfers have been addressed. The overall rate of change
of surface concentration of OH is the summation of EQs. (5.5), (5.7) - (5.9), while
the overall rates of change for PA and PAp on the surface are the summation of EQs.
(5.5), (5.8), and (5.9).
For the rates of change of Cb,i, one has to consider simultaneous the bulk diffusion
and the bulk reaction. Reactions R9 is the aqueous-phase second-order reaction
between OH and PA. The reaction rate is:
RXNb = kb,OH+PACb,OHCb,PA (5.10)
where kb,OH+PA is the second-order volume reaction rate constant. Note that the
aqueous-phase reaction product is the same as that through surface reaction. Overall,
the bulk diffusion-reaction equation in a spherical droplet is:
∂Cb,i
∂t
= Db,i
∂2Cb,i
∂r2
+
2Db,i
r
∂Cb,i
∂r
+ RXNb (5.11)
constrained by the boundary and initial conditions:
∂Cb,i
∂r
(0, t) = 0, t ≥ 0
∂Cb,i
∂t
(Rp, t) = 1
∆r
[
− d
dt
Cs − sbs,i − Db,i
∂Cb,i
∂r
(Rp, t)
]
, t ≥ 0
Cb,i(r, 0) = C0b,i, 0 ≤ r ≤ Rp
(5.12)
where Rp is the radius of the droplet, Cb,i(Rp, t) = Cbs,i(t), and ∆r is the thickness
of the boundary layer. The method of lines (MOL) can be applied to solve EQs.
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(5.11) and (5.12) by discretization in space and continuation in time. Central
finite difference is used for r < Rp, and three-term backward difference is used for
r = Rp. The spatial grid points correspond to rk = k∆r , where k = 0, 1, 2, ..., N and
Rp = N∆r . So EQs. (5.11) and (5.12) become
dCb,k,i
dt
=

RXNb,k,i +
6Db,i
∆r2
(Cb,k+1,i − Cb,k,i), k = 0
RXNb,k,i +
Db,i
k∆r2
((k + 1)Cb,k+1,i − kCb,k,i + (k − 1)Cb,k−1,i), k = 1, 2, ..., N − 1
RXNb,k,i +
1
∆r
(
− d
dt
Cs − sbs,i − Db,i
3Cb,k,i − 4Cb,k−1,i + Cb,k−2,i
2∆r
)
, k = N
(5.13)
where RXNb,k,i = −RXNb,k for OH and PA, and RXNb,k,i = RXNb,k for PAp.
The total number of variables involved in theODE calculation is 3(N+1)+3+(m+1).
The first term “3(N + 1)” accounts for the diffusion and reaction of OH, PA and PAp
in the bulk aqueous phase, where N is the grid discretization number. The second
term “3” accounts for the surface coverage of OH, PA and PAp. And the third term
“(m+1)” accounts for the surface coverage of SDS and the products, where m is the
number of product generations.
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5.5.2 Surface Coverage of PA at Surface-Bulk Equilibrium
In this section, we show how to calculate the surface coverage of PA and the ratio
of the quantities of PA remaining on the surface to those in the bulk droplet. The
Langmuir adsorption model is assumed.
At surface-bulk equilibrium, the surface coverage θe and the bulk concentration Cbe
(molec m−3) observe the following relationship:
θe
σ
= KsbCbe(1 − θe) (5.14)
where σ (= 30 Å2 molec−1) is the effective cross section area of PA, and Ksb (=
2.01×10−4 m, Table 5.2) is the surface-bulk equilibrium constant.
The mass balance equation gives the second relationship between θe and Cbe:
Cb0
4
3
piR3p = Cbe
4
3
piR3p +
θe
σ
4piR2p (5.15)
where Cb0 (molec m−3) and Rp (m) are the average concentration and the radius of
the droplet, respectively.
The ratio of the quantity of PA on the surface to that in the bulk (S/V) is defined as:
S/V = 3θe
σCbeRp
(5.16)
Figure 5.8 shows an example of the surface coverage (θe) and surface-to-volume
quantity ratio (S/V , dimensionless) of PA as a function of the droplet radius in a
droplet system of an average concentration of 50 µM. The majority of PA (∼ 98%)
remains on the surface when the radius decreases to 10 µm. By comparison, for a
droplet with a radius of 1 mm, ∼ 19% of PA is on the surface.
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Figure 5.8: Equilibrium surface coverage (θe) and surface-to-volume quantity ratio
(S/V) of PA as a function of the droplet radius in a droplet system of an average
concentration of 50 µM.
137
5.5.3 Air-Surface-Water Equilibrium Constants
Thewater surface-gas phase partitioning coefficients (Ksg, in units ofm3 gasm−2 wa-
ter surface) and the partitioning coefficients between water bulk and gas phase (Kbg,
in units of m3 gas m−3 water) for pinonic acid and its oxidation products were pre-
dicted with the software COSMOtherm (COSMOlogic, version 2017), which uses
quantum-chemical calculations and statistical thermodynamics based on COSMO-
RS (conductor-like screening model for real solvents) theory (Klamt, 2005; Klamt
and Eckert, 2000). The water surface-water bulk phase partitioning coefficients
(Ksb, in units of m3 water m−2 water surface) were determined by the ratio
Ksg
Kbg . The
geometry of the molecules was optimized with TURBOMOLE (version 6.6, 2014,
University of Karlsruhe & Forschungszentrum Karlsruhe GmbH, 1989-2007, TUR-
BOMOLEGmbH, since 2007 available fromwww.turbomole.com) at the BP-TZVP
level. COSMOconf (version 3.0, COSMOlogic) was then used to select a maximum
of ten lowest energy conformers for each calculated molecule and generate COSMO
files. Finally, partitioning coefficients were calculated with COSMOtherm (version
C30_1705 with BP_TZVP_C30_1701 parameterization, COSMOlogic GmbH &
Co. KG, Leverkusen, Germany, 2017) using the selected COSMO files as input.
Kbg was calculated from COSMOtherm predicted Gibbs free energy of transfer
between water and gas phase at 25 °C. Ksg was calculated based on the method
described in Goss (2009). In brief, Gibbs free energy of transfer between an arti-
ficial vacuum phase and gas phase, and between interface and the vacuum phase
were calculated for the target compounds at 25 °C. Ksg was then calculated from
the adsorption free energy by applying a thermodynamic cycle. Prediction of Ksg
by COSMOtherm was evaluated with 47 compounds with experimental data in the
literature (Hartkopf and Karger, 1973; Roth et al., 2002) and a linear calibration was
derived to correct the predicted data (Fig. 5.9).
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Figure 5.9: Correlation of COSMOtherm predicted log10 Ksg with experimental
(Hartkopf and Karger, 1973; Roth et al., 2002) log10 Ksg at 15 °C. van ’t Hoff
equation is applied to estimate Ksg at 25 °C by assuming a constant ∆H between 15
and 25 °C, under which assumption the derived relationship remains the same.
Table 5.2: Equilibrium Constants for Typical Compounds
structure formula MW (g mol−1) Ksg (m) Ksb (=
Ksg
Kbg , m)
C10H16O3 184 9.62 × 104 2.01 × 10−4
C10H14O4 198 6.63 × 102 3.10 × 10−5
C9H12O5 200 4.61 × 104 5.39 × 10−5
C10H14O5 214 2.42 × 104 1.87 × 10−4
C10H16O5 216 4.51 × 106 1.31 × 10−4
C10H14O6 230 1.07 × 107 9.77 × 10−5
139
5.5.4 Evaporation of PA from Droplet
In this section, we examine the extent to which the evaporation of PA from the
droplet is significant during the experiment. We monitor the signal of PA on the
surface of the hanging droplet (Cb0 = 150 µM) at different exposure time (without
introducing any OH) and the results are shown in Fig. 5.10. In the model, we
assume the surface coverage of PA (θe = 0.832) is initially at equilibrium with the
bulk PAconcentration (Cbe =136 µM), and the bulk distribution is uniform. The bulk
diffusivity of Db,PA is varied to evaluate if bulk diffusion is a rate-limiting step during
the evaporation. The results, shown in Fig. 5.11, indicate that bulk diffusion can
compensate for evaporation. For smaller bulk diffusivity, evaporation is limited to
the surface regime. However, within the experimental period (< 100 s), evaporation-
induced surface coverage shrinkage is found to be negligible, as supported by the
observations. In the following simulation, a value of Db,PA = 10−10 m2 s−1 is used,
given the relatively large molecular size compared with OH (Db,OH = 2.3 × 10−9
m2 s−1).
Figure 5.10: Experimental results of the signal of surface PA on the hanging droplet
at different exposure time.
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Figure 5.11: Simulation of PA evaporation when a droplet (radius = 1 mm) PA
solution (150 µM) is exposed to ambient with zero gas-phase PA. a) Surface coverage
of PA as a function of time at different bulk aqueous diffusivity. b) Bulk PA
distribution along the radius at different exposure time when Db,PA = 10−9 m2
s−1. c) Bulk PA distribution along the radius at different exposure time when
Db,PA = 10−10 m2 s−1. d) Bulk PA distribution along the radius at different exposure
time when Db,PA = 10−11 m2 s−1.
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5.5.5 Identification of PA + OH Products
Figure 5.12: Experimental results of the CID (collision induced dissociation) signal
of the 6 major PA products with proposed structures.
Figure 5.13: Temporal profiles of the relative peak area intensities of PA and its
products .
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5.5.6 SDS + OH Fitting
Figure 5.14: Mass spectra of SDS + OH oxidation at exposure time (0 s, 10 s, 20 s,
and 30 s), reported as averages of replicate samples (N = 5). The peak intensities
have been normalized with respect to the highest peak intensity in eachmass spectra,
i.e. DS– . n = 1, n = 2, ..., mark the nth generation that contains n oxygen atoms in
the SDS products.
Figure 5.15: a) Inverse relationship between optimally fitted surface reaction rate
constant for SDS + OH kOH+SDSsurf and the OH surface coverage θOH. b) Simulated
bulk aqueous-phase OH distribution at different exposure times.
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5.5.7 PA + OH and SDS + OH Fitting
Figure 5.16: a) Experimental and fitting results of the average number of oxygen
atoms incorporated into SDS products on the suspended droplet as a function of
the exposure time. b) Simulated bulk aqueous-phase PA distribution at different
exposure times.
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5.5.8 Droplet Simulation
In this section, we show how to calculate the partition of PA among the gas phase,
air-water interface, and the aqueous phase as functions of the droplet size, given the
surface-gas (Ksg = 9.62×104 m) and surface-bulk (Ksb = 2.01×10−4 m) equilibrium
constants. The Langmuir adsorption model is assumed to keep consistent with the
model framework, so the expression is different from EQ. (2) in the manuscript,
although this does not affect the conclusion that surface reaction is the largest sink
of surface-active species at the air-water interface.
The overall PA concentration in the air parcel is cP = 0.5 nmol m−3 air and the liquid
water mixing ratio is wL = 3 × 10−7 m3 water m−3 air. The droplet radius (R) is in
the range of 2.5 − 50 × 10−6 m. We use g, s, and b to represent the concentration in
the gas phase, surface, and the bulk aqueous phase in units of molec m−3 air, molec
m−2 area, and molec m−3 water, respectively.
Based on a mass balance, there are two equations:
N
4
3
piR3 = wL (5.17)
g + s · N4piR2 + b · N 4
3
piR3 = 10−9cPNA (5.18)
where N is the number concentration of the droplets and NA is Avogadro’s number.
From the equilibrium constant we have:
s
g(1 − sσ) = Ksg (5.19)
s
b(1 − sσ) = Ksb (5.20)
where σ = 30 × 10−20 Å2 is the effective cross section area of PA. Combining
EQs.(5.17) - (5.20), we can solve for N , g, s, and b.
Figure 5.17a shows the ratios of the fractions in the gas phase and in the bulk aqueous
phase to that on the surface, as well as the number concentration of the droplet as
functions of the droplet diameter. Because of the high surface activity of PA and
high surface area concentration when the droplet radius is small, over 99% remains
on the surface as R < 10 µm. Figure 5.17b shows the simulated temporal profiles of
OH uptake coefficients on the surface of droplets of 5 µm and 100 µm, respectively.
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Figure 5.17: a) Ratios of the fractions of PA in the gas phase and in the bulk aqueous
phase to that on the surface, as well as the number concentration of the droplet as
functions of the droplet diameter. b) Simulated temporal profiles of OH uptake
coefficients on the surface of droplets of 5 µm and 100 µm.
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C h a p t e r 6
CONCLUSIONS AND FUTURE WORK
This thesis has focused on characterizing and applying atmospheric reactors to study
secondary organic aerosol (SOA) in the laboratory. The design and characterization
of the Caltech PhotoOxidation flow Tube reactor (CPOT) led to the development
of the advective-diffusive model (AD-PFR model). We proposed a unified theory
to model the vapor-wall interaction and parameterized the processes. We also
developed a multi-phase mass transport and reaction model to simulate the OH-
initiated reactions occurring at the air-water interface of a droplet. Through Chapter
2 to Chapter 5, we stress that a proper interpretation of laboratory atmospheric
chemistry study requires a well-characterized reactor and a well-defined model
framework.
In addition to the work that has been carried out in this thesis, the methods we have
developed can be applied to other aspects of SOA formation.
For example, Eq. 3.4 describing the cumulative residence time distribution in
Chapter 3 can be combined with the parameterized vapor-wall interaction model in
Chapter 4 to describe the signal delay in a sampling tube, which can be significant
for instruments to detect those compounds with low volatilities. The Jimenez group
in CU Boulder has made efforts on this topic. For example, Pagonis et al. (2017)
proposed a vapor-wall interaction mechanism within a PFRmodel framework, simi-
lar to the absorption/desorption processes in chromatography, to describe the signal
delay in Teflon sampling tube. This numerical model can reproduce the experi-
mental data quite well, but is possible to be simplified into a single equation. One
can follow the derivation of Deemter et al. (1956) for chromatography and use one
or two key parameters in a key equation to represent the signal delay by sampling
tubes.
Another on-going project is based on the multi-phase mass transport and reaction
model in Chapter 5, which can be extended to a new comprehensive model to
simulate single particle growth/evaporation by considering especially gas-particle
interfacial interactions. Different from the model in Chapter 5 that assumes no
water evaporation during the reaction, the single particle growth/evaporation model
has a moving boundary, i.e., a typical Stefan problem. The concept of this model
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is similar to that of the Kinetic Multi-layer model of GAs-Particle interactions in
aerosols and clouds (KM-GAP, by M. Shiraiwa et al., 2012), however, instead of
dividing the particle into multi-layer and treating each layer as a box model, the new
model is based on the diffusion-reaction partial differential equation to represent the
processes within the particle. This new model can help to evaluate the equilibration
time between the gas- and particle- phases. Different from the traditional definition
of equilibration time of gas- and particle- phases (Mai et al., 2015), the newly defined
equilibrium time will consider only the equilibrium between the gas phase and the
surface, which is more intuitive and can better reflect the interaction between the
vapor and the particle.
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ABSTRACT: Organic peroxides comprise a signiﬁcant fraction of
atmospheric secondary organic aerosol (SOA). Detection and
quantiﬁcation of particle-phase organic peroxides are highly
challenging, and current eﬀorts rely signiﬁcantly on ﬁlter extraction
and oﬄine mass spectrometry (MS). Here, a novel technique,
iodometry-assisted liquid chromatography electrospray ionization
mass spectrometry (iodometry-assisted LC-ESI-MS), is developed
and evaluated with a class of atmospherically relevant organic
peroxides, α-acyloxyalkyl hydroperoxides, synthesized via liquid
ozonolysis. Iodometry-assisted LC-ESI-MS unambiguously distin-
guishes organic peroxides, compensating for the lack of functional
group information that can be obtained with MS. This technique
can be versatile for a wide spectrum of environmental analytical
applications for which a molecular-level identiﬁcation of organic peroxide is required. Here, iodometry-assisted LC-ESI-MS is
applied to the water-soluble organic carbon (WSOC) of α-pinene SOA. Unexpectedly, a limited number of detectable
compounds in WSOC appear to be organic peroxides, despite the fact that spectroscopy-based iodometry indicates 15% of
WSOC mass is associated with organic peroxides. This observation would be consistent with decomposition of multifunctional
organic peroxides to small peroxides that can be quantiﬁed by spectroscopy-based iodometry but not by LC-ESI-MS. Overall, this
study raises concerns regarding ﬁlter extraction-based studies, showing that assignment of organic peroxides solely on the basis of
MS signatures can be misleading.
■ INTRODUCTION
Organic peroxides are ubiquitous in the atmospheric environ-
ment, participating in the oxidation of SO2 to form acid rain,
1
serving as a reservoir for atmospheric oxidants,2 and potentially
contributing to the adverse health eﬀects of air pollution.3
Recent studies have revealed a critical role that organic
peroxides play in the formation of secondary organic aerosol
(SOA), submicrometer particulate matter that forms in the
atmosphere via condensation of oxidation products of volatile
organic compounds (VOCs).4 Despite the prominent role that
SOA plays in air quality and the global climate, our
understanding of the reaction mechanisms and products of
VOC oxidation remains incomplete. In particular, the identity
and chemistry of organic peroxides represent important missing
aspects.
On a global scale, biogenic monoterpenes (C10H16) are
important precursors to SOA. Estimated global SOA
production from mono- and sesquiterpenes varies from 14 to
246 Tg/year.5,6 α-Pinene is the dominant monoterpene by
mass7 and is readily oxidized in the atmosphere by the major
oxidants, O3 and the OH radical. It has been established that
SOA arising from α-pinene contains a substantial amount of
total organic peroxides.8,9 Quantiﬁcation of organic peroxides
in SOA extracts has been successful using spectroscopic
techniques, such as iodometry.8,10−12 Iodometry proceeds as
R1OOR2 + 2I
− + 2H+ → R1OH + R2OH + I2, followed by I2 +
I− → I3
−,13 where R1 and R2 represent any alkyl group or H.
With acid catalysis, I− reduces an organic peroxide molecule to
the corresponding alcohols, liberating I2 that subsequently
forms I3
− in an excess of I−. The characteristic absorption of I3
−
reaches a peak at 350 nm and can be measured by ultraviolet−
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visible (UV−vis) spectrometry. As I− reacts with essentially all
types of organic peroxides,14 iodometry determines the total
organic peroxide content. Molecular-level identiﬁcation of
particle-phase organic peroxides is more challenging, because
of the chemical complexity of SOA components, a lack of
authentic organic peroxide chemical standards, and their
chemical instability. A number of recent studies have reported
decomposition of SOA organic peroxides in the particle
phase12,15 and the aqueous phase.16
Recent application of liquid chromatography electrospray
ionization mass spectrometry (LC-ESI-MS) to extracted SOA
components has signiﬁcantly advanced our understanding of
particle-phase organic compounds, including both monomers
and dimers,17−29 a number of which have been proposed to be
organic peroxides. In particular, it is proposed that the
stabilized Criegee intermediate (SCI) formed during ozonolysis
can react with organic acids and form a class of hydroperoxy
d im e r e s t e r s , α - a c y l o x y a l k y l h y d r o p e r o x i d e s
(αAAHPs).15,17,18,30,31 The importance of α-AAHPs in the
ambient atmosphere remains unclear, but a ≤16% contribution
by mass to laboratory-generated SOA has been reported.17
Additionally, gas-phase measurements using chemical ioniza-
tion mass spectrometry have detected highly oxidized multi-
functional organic compounds (HOMs), which bear multiple
hydroperoxy functional groups and arise from repeated
intramolecular hydrogen-abstraction reactions.32,33 HOMs
exhibit extremely low volatility, and their presence in the
particle phase has been reported.34−37 These studies have
highlighted novel SOA formation pathways in which organic
peroxides play a pivotal role. Determination of such organic
peroxides at the molecular level is critical and is the only means
of revealing the underlying mechanisms of formation of SOA.
Although ESI-MS is a versatile technique for a wide spectrum
of organic compounds,38,39 unambiguous identiﬁcation of
organic peroxides using MS-based techniques is challenging,
given that MS provides limited information about functional
groups. A number of studies have used ESI-MS to detect
synthesized organic peroxides, including peracids,40,41 alkylhy-
droperoxides,42 peroxy esters,29 diacyl peroxides,43 and
αAAHPs.44 Despite the capability of ESI-MS for organic
peroxide detection, detection of organic peroxide is highly
sensitive to speciﬁc conditions employed in each ESI-MS
instrument.
The primary objective of this study is to develop and
demonstrate the applicability of a novel technique, iodometry-
assisted LC-ESI-MS, to unambiguously distinguish organic
peroxides present in a complex chemical matrix. The method is
evaluated with αAAHPs synthesized via liquid-phase ozonol-
ysis. For the ﬁrst time, iodometry is employed not only to
determine the total peroxide content but also to provide
molecularly resolved information by coupling to LC-ESI-MS.
We have applied iodometry-assisted LC-ESI-MS to investigate
organic peroxides present in the water-soluble fraction of α-
pinene SOA. Measurements of water-soluble organic carbon
(WSOC) in SOA can be performed using ﬁlter extraction and/
or the particle-into-liquid sampler (PILS).45 WSOC has gained
attention as a proxy for the oxygenated fraction of SOA46 that
can dissolve in cloudwater and undergo multiphase chem-
istry.47−49
■ EXPERIMENTAL SECTION
Chemicals. All chemicals were used without further
puriﬁcation. The following chemicals were purchased from
Sigma-Aldrich: adipic acid (99%), α-pinene (>99%), benzoyl-
peroxide (Luperox, 75%), cis-pinonic acid (98%), D-sorbitol
(>98%), hydrogen peroxide (H2O2, 50% in water), lauroyl
peroxide (Luperox, 97%), leucine enkephalin [>95%, high-
performance liquid chromatography (HPLC) grade], meso-
erythritol (>99%), pinic acid (custom-synthesized), potassium
hydrogen phthalate (>99.95%), potassium iodide (KI, 99%),
and tert-butyl hydroperoxide (Luperox, 50% in water).
Chemicals were also purcahsed from other sources: acetonitrile
(EMD), ammonium sulfate [(NH4)2SO4, Mallinckrodt Chem-
icals], formic acid (Fluka, HPLC grade, 50% in water), glacial
acetic acid (Macron Fine Chemicals), and methylhydroper-
oxide (synthesized).
SOA Generation and Collection. SOA was generated in
the steady state Caltech photooxidation ﬂow tube (CPOT)
reactor,50 details of which are given in section S1 of the
Supporting Information. Brieﬂy, α-pinene (175 ppb) and O3 (1
ppm) reacted in the CPOT to generate SOA at room
temperature without light or nitrogen oxides. No OH scavenger
was added; therefore, α-pinene is oxidized primarily by O3 with
a contribution from the OH radical generated during
ozonolysis. The total rate of gas ﬂow through the CPOT was
12.5 L/min, giving rise to an average residence time of 3.5 min.
Polydisperse (NH4)2SO4 seed aerosol was generated by
aerosolizing an aqueous solution (0.01 M) with a custom-
built atomizer, followed by using a diﬀuser dryer and a
neutralizer. The relative humidity (RH) in the CPOT was
approximately 10%.
Approximately 10 L/min of ﬂow from the CPOT was
introduced through a Teﬂon ﬁlter (Pall Life Sciences, 47 mm
diameter and 2 μm pore size) to collect SOA samples. A
diﬀuser packed with activated charcoal was employed before
the ﬁlter to remove O3 and gas-phase species to prevent
continuous on-ﬁlter reactions and further partitioning of gas-
phase species to the collected particles. One ﬁlter sample was
collected per experiment, with collection times of 15−18 h. The
mass of collected particle samples was typically 1−2 mg. Filters
were frozen at −16 °C immediately after collection. Note that
we employed collection times longer than those in previous
studies (0.6−4 h)8,11,51,52 to overcome the detection limits of
oﬄine analyses and to maximize detection of compounds by
LC-ESI-MS.
Synthesis of α-Acyloxyalkyl Hydroperoxides
(αAAHPs). Two αAAHP species were synthesized as
surrogates for multifunctional organic peroxides.17,30,31 They
were synthesized via liquid-phase ozonolysis with a method
modiﬁed from a previous study.44 Brieﬂy, α-pinene (50 mM)
and an organic acid (10 mM) were dissolved in acetonitrile. A 5
mL aliquot of this solution was bubbled with an air stream
containing roughly 100 ppm of O3 at a ﬂow rate of 120 sccm
for 5 min. The ozonolysis solution was immersed in an ice bath
throughout the synthesis and storage to minimize decom-
position.
The proposed pathway for formation of αAAHPs, as well as
their structures, is shown in Figure 1. Brieﬂy, α-pinene reacts
with O3 to form a primary ozonide that decomposes to form
two possible Criegee intermediates. Upon interaction with the
surrounding solvent molecules, stabilized Criegee intermediates
(SCIs) are formed. The SCI reacts with the excess of the
organic acid added to the solution, forming an αAAHP species
with two possible structural isomers. Two organic acids,
pinonic acid and adipic acid, were chosen in this work to
synthesize two diﬀerent αAAHPs. Pinonic acid was selected for
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its relevance in α-pinene oxidation. Adipic acid, being a diacid,
contains an additional carboxylic acid functional group for
which αAAHP-A is more easily detected by ESI−-MS. These
two species are hereafter termed αAAHP-P and αAAHP-A,
respectively.
Oﬄine Chemical Analyses. The frozen ﬁlter samples were
thawed and extracted in 10 mL of Milli-Q water (18.2 mΩ) by
being mechanically shaken before in-depth chemical analyses
were performed. Sonication was avoided to prevent potential
artifacts.10
Total Organic Carbon (TOC). The total organic carbon
(TOC) content of the SOA extracts was quantiﬁed using a
TOC analyzer (OI Analytical model 1030W). The total carbon
(TC) method was employed, wherein all the carbon-containing
species (i.e., both organic and inorganic) are oxidized to CO2
by sodium persulfate with phosphoric acid at 100 °C, with the
CO2 detected by nondispersive infrared detection. The TC
content measured in a blank ﬁlter extract was subtracted as the
background. The limit of detection is 0.6 ppm of C, determined
as 3σ + the mean of the ﬁlter blank. The method was calibrated
using potassium hydrogen phthalate, and the accuracy of the
method was 5%, tested by measuring meso-erythritol and D-
sorbitol solutions at known concentrations.
Iodometry. Formic acid or acetic acid was added to an
aliquot of a WSOC sample to adjust the solution pH to 2 or 3,
respectively. To this solution was added a concentrated
potassium iodide (KI) aqueous solution, made fresh daily and
purged with N2 gas, such that the concentration of I
− in the
solution was 60 mM. Immediately after the addition of KI, the
solution was gently purged with N2 and placed in an airtight
vial in the dark for 1 h before the UV−vis measurement was
conducted with a spectrophotometer (Shimadzu, UV-1601).
The method was calibrated prior to each experiment against a
set of H2O2 solutions, standardized with the molar absorptivity
of H2O2 at 254 nm. The calibration accounts for the reaction of
I− with dissolved O2 and conﬁrms the linearity of the method.
The detection limit of the current method is 1.5 μM H2O2
equivalent, determined as 3σ of the water blank.
Iodometry-Assisted LC-ESI-MS. The instrument and
methods employed for the LC-ESI-MS analysis have been
described previously.22,23 Brieﬂy, the instrument consists of a
Waters ACQUITY UPLC I-Class system, coupled to a
quadrupole time-of-ﬂight mass spectrometer (Xevo G2-S
QToF). LC separation was performed on an ACQUITY
BEH C18 column (2.1 mm × 50 mm) held at 30 °C. The total
ﬂow rate was 0.3 mL min−1, and the injection volume was 10
μL. LC uses two eluents: A [0.1% (v/v) formic acid in water]
and B (100% acetonitrile). The gradient was programmed as
follows: 100% A from 0 to 2.0 min, 10% A and 90% B from 2.0
to 10.2 min, and 100% A from 10.2 to 12 min. ESI settings
were as follows: capillary voltage, 2.0 kV; sampling cone
voltage, 40 V; source oﬀset, 80 V; source temperature, 120 °C;
desolvation temperature, 400 °C; cone gas, 30 L h−1;
desolvation gas, 650 L h−1. Leucine enkephalin was employed
as the lock mass for accurate mass determination. The method
stability is within 5%, as determined by frequent consistency
tests. The positive (LC-ESI+-MS) and negative (LC-ESI−-MS)
modes were used under the same settings, and data were
acquired and processed with MassLynx version 4.1.
For a number of samples, the iodometry method described
above was applied prior to the LC-ESI-MS measurement.
Formic acid was used to adjust the solution pH to 2. To ensure
the completion of iodometry, the iodometry solutions were
allowed to react for 5−7 h before the LC-ESI-MS measurement
was conducted. As iodometry selectively reacts away organic
peroxides, it is hypothesized that organic peroxide compounds
can be elucidated by a comparison of iodometry-treated
samples and nontreated samples. Four diﬀerent conditions
were examined to explore the eﬀects of formic acid and iodide
on WSOC: with neither formic acid nor KI (condition I), with
formic acid (condition II), with KI (condition III), and with
both formic acid and KI (condition IV). These four conditions
maintain the same dilution ratio but with variable reagents
added.
■ RESULTS AND DISCUSSION
Detection of Organic Peroxides. The LC-ESI-MS
method separated and detected the two synthesized αAAHP
species. Base peak intensity (BPI) chromatograms of an
aqueous solution containing both αAAHPs are shown in
Figure 2.
LC-ESI−-MS detected αAAHP-A as its deprotonated form
([M − H]−) due to the additional carboxylic acid functional
group in the molecule (Figure 2a). Without a carboxylic acid
functional group, αAAHP-P is not detected as the deprotonated
form. Instead, a peak with a nominal mass of 183 Da appears at
the retention time (tR) corresponding to αAAHP-P, and its
elemental composition is identical to that of the deprotonated
pinonic acid (C10H15O3). We propose that this peak is not
pinonic acid, but instead a fragment of αAAHP-P because the tR
Figure 1. Schematic of the mechanism underlying the synthesis of the
αAAHP species. Reactions in panel (a) illustrate the general reaction
between a stabilized Criegee intermediate (SCI) and an organic acid,
giving rise to αAAHP with two possible structural isomers. Reactions
in panel (b) show the speciﬁc cases employed in this work to
synthesize αAAHP-P and αAAHP-A. Only one structural isomer is
shown for each of them.
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of pinonic acid is 4.7 min. In addition, as we will discuss next,
this m/z 183 fragment disappears when iodometry is applied,
while pinonic acid does not. This observation gives rise to an
important implication for the detection of SOA components, as
a fraction of organic acids commonly observed by LC-ESI−-MS
may have been fragments of αAAHP or other high-molecular
weight compounds. LC-ESI+-MS has detected the αAAHP
species predominantly as their ammonium clusters ([M +
NH4]
+) but also as their sodium clusters ([M + Na]+). Note
that the BPI chromatogram presents only the most intensive
peak at each tR.
To provide general guidance for future applications of ESI-
MS in organic peroxide detection, we have also carefully
evaluated the detection of organic peroxides using direct-
infusion ESI-MS, which bypasses the LC component and
directly injects the sample solution into the ESI-MS instrument
(section S2 of the Supporting Information). Two commercially
available organic peroxides, benzoyl peroxide and lauroryl
peroxide, were chosen as representatives for ROOR species,
while the synthesized αAAHP species were employed as those
for multifunctional ROOH species. As expected, αAAHP-P is
not detected by ESI−-MS as it does not contain any carboxylic
functional group. ESI−-MS detects αAAHP-A as its [M − H]−
and [2M − H]− forms. ESI+-MS detects all the four organic
peroxides as their sodium clusters, as opposed to LC-ESI+-MS,
in which ammonium clusters dominate. As sodium formate is
introduced into the infusion system regularly for calibration,
there can be a potential source of Na+ in the system. On the
other hand, the amount of Na+ co-eluting with analytes during
LC-ESI-MS is likely much smaller. Our results show that the
diﬀerence in the ionization environment can likely change the
mode of detection of organic peroxides. In future studies, the
detectability of organic peroxides should be examined before
any assumptions are made about their detection.
Characterization of Iodometry and the Total Peroxide
Contents of α-Pinene SOA. Prior to application of
iodometry to LC-ESI-MS, spectroscopy-based iodometry was
performed to determine the total organic peroxide content of
the WSOC samples. We performed measurements for ﬁve
replicate ﬁlters. The H2O2 equivalent concentration of total
organic peroxide ranged from 14 to 30 μM. Because the
amount of SOA collected on each ﬁlter and the extraction
eﬃciency vary, the measured total peroxide concentration of
each ﬁlter extract was normalized to the measured TOC
concentration.
The total peroxide content is commonly reported as molar
yield (moles of organic peroxide per SOA mass) and mass yield
(mass of organic peroxide per mass of SOA). Obtaining these
values requires the average organic matter to organic carbon
ratio (OM/OC) of SOA components and the average
molecular weight of organic peroxides. Here, we assume the
average OM/OC to be equivalent to that of pinic acid (i.e.,
1.7), which is one of the most abundant compounds in α-
pinene SOA,7 while the average molecular weight of 300 g
mol−1 for organic peroxides was adapted from previous
studies.8,52 With these assumptions, an average molar yield of
(4.8 ± 1.2) × 10−10 mol μg−1 and an average mass yield of 15 ±
3.7% were obtained from this study. As discussed with details in
section S3.1 of the Supporting Information, this mass yield is
lower but comparable to those reported in the litera-
ture.8,11,51−55
To improve our understanding of the current iodometry
method, we have investigated the reaction kinetics of the
iodometry reaction by monitoring the solution absorbance at
350 nm. We performed this experiment on WSOC as well as a
number of individual peroxide solutions, including H2O2, tert-
butyl hydroperoxide, and methyl hydroperoxide. The detailed
results are presented in section S3.2 of the Supporting
Information and Figure S3. Our results show that iodometry
proceeds with diﬀerent organic peroxides at diﬀerent rates, with
H2O2 reacting with iodide the most rapidly. The reaction with
WSOC may not have reached completion after 1 h, at which
point the UV measurement was taken in the current and a
number of past studies,8,10 giving rise to a potential
underestimation of the total organic peroxide content (see
section S.2 of the Supporting Information).
Iodometry-Assisted LC-ESI-MS. Iodometry Performed
on Non-Peroxide Species. Iodometry was ﬁrst performed on
an aqueous solution containing each of three nonperoxide
organic acids at 5 μM: adipic acid, pinonic acid, and pinic acid.
These three organic acids can be readily detected by LC-ESI−-
MS. An aliquot treated with iodometry (condition IV described
in the Experimental Section) was compared with a control
(condition II), and the BPI chromatograms are shown in
section S4 of the Supporting Information. The peak intensities
of the three organic acids treated with and without iodometry
are essentially identical, conﬁrming that iodide does not react
with non-peroxide compounds. Another important observation
is that the tR of the three organic acids is not aﬀected by
iodometry. For the iodometry-treated sample, a large peak of
iodide (127 Da) emerges at the beginning of the chromatogram
(tR < 2 min) but is directed to waste.
Iodometry Performed on αAAHP Species. Iodometry was
performed on an acetonitrile solution containing both of the
synthesized αAAHP species. Acetonitrile is used here to
minimize hydrolysis of αAAHPs and to ensure that the spectral
changes are induced by only iodometry. The solution was
Figure 2. Base peak intensity (BPI) chromatogram of an aqueous
solution containing αAAHP-P and αAAHP-A detected by (a) LC-
ESI−-MS and (b) LC-ESI+-MS. Colored areas represent the extracted
ion chromatograms (EICs) of these two αAAHP species.
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allowed to react for 2 h before LC-ESI-MS measurement. To
the best of our knowledge, this is the ﬁrst investigation of the
iodometry reaction at the molecular level; therefore, detailed
results are presented in Figure 3. Panels (a−d) of Figure 3
show the results obtained with LC-ESI+-MS. When formic acid
was added to the solution, several additional peaks appeared on
the chromatogram, but the αAAHP peaks were unaﬀected
(Figure 3b). When KI was added to the solution, either with or
without formic acid, only the αAAHP peaks disappeared
(Figure 3c,d). The excess of organic acid added to the solution
for the synthesis likely made the solution suﬃciently acidic, and
iodometry proceeds without additional formic acid. A similar
observation was obtained using LC-ESI−-MS (Figure 3e−h). In
particular, the m/z 183 peak at a tR of 7 min disappears with
iodometry, conﬁrming that it is likely a fragment of αAAHP-P
and unrelated to pinonic acid. These results illustrate that
iodometry selectively reacts away organic peroxides with a
negligible impact on non-peroxide species.
Eﬀect of Iodometry on the SOA Extract. Negative
Mode (LC-ESI−-MS). Analysis of α-pinene SOA components
using LC-ESI−-MS has been reported in a number of studies,
including our previous work.17,18,20,22,26−28,56 The chromato-
gram and mass spectra recorded in this work are provided in
section S5 of the Supporting Information. The BPI chromato-
gram obtained in this study (Figure S5a) reproduces well those
of our previous study, conﬁrming the reproducibility of the LC-
ESI-MS method. Figure S5b shows the reconstructed mass
spectrum, deﬁned to be the sum of all mass spectra at tR values
from 2 to 9 min with a peak height of ≥2 × 103 counts per
second (cps). The mass spectrum demonstrates a bimodal
form, attributed to monomers and dimers in WSOC.28,57,58 In
Table S2, we provide a list of major peaks detected in this work.
We did not conduct a detailed structural analysis, as this has
already been done in a number of other studies.17,23,35,59
Instead, we have annotated peaks that have been previously
proposed as candidates of organic peroxides.
Figure 3. Results of iodometry performed on a mixture of synthesized αAAHP-P and αAAHP-A dissolved in acetonitrile. Results of LC-ESI+-MS and
LC-ESI−-MS are presented in panels (a−d) and (e−h), respectively.
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We performed a comparison of samples treated with and
without iodometry, and the results for LC-ESI−-MS are shown
in Figure 4, focusing on the comparison between the sample
treated with only formic acid (condition II) and that treated
with both formic acid and KI (condition IV), as this
comparison excludes any mass spectral changes induced by
formic acid alone and best reﬂects changes induced by
iodometry.
Iodometry did not induce signiﬁcant changes in the BPI
chromatograms or reconstructed mass spectra. The top panel of
Figure 4b shows the diﬀerence mass spectrum between the
control and iodometry samples. Given that the reactivity of
αAAHP species has been exhibited (Figure 3), any organic
peroxides present in the WSOC of α-pinene SOA should be
depleted by the time of measurement. Therefore, only peaks
that exhibit a signiﬁcant change, i.e., either depleted by >70% or
newly introduced by iodometry, are shown in the diﬀerence
mass spectrum.
The only major peak that is depleted by iodometry and
showed consistency between diﬀerent ﬁlter samples is that of
the deprotonated form of C8H14O6 (205.071 Da, tR of 3.71
min). The eﬀect of iodometry on other major peaks is
discussed in section S5 of the Supporting Information. The
decay of C8H14O6 on the BPI chromatogram can be observed
(Figure 4a). The EICs of this compound are presented in
Figure 5a, showing that C8H14O6 is depleted only when both
formic acid and KI are present. As the WSOC does not contain
an excess of organic acids, compared to the synthesized
αAAHPs in which an organic acid is added in excess for
synthesis, it seems that additional formic acid is necessary for
the iodometry reaction to proceed. We have attempted to
perform MS2 measurements on C8H14O6, but the signal
intensities of its fragments were too low to obtain structural
information. C8H14O6 has been observed previously and has
been tentatively deﬁned as an unknown carboxylic acid.17
Results from this study suggest that this compound contains a
peroxide functional group. Given the high oxygen/carbon ratio
Figure 4. Comparison of a sample treated with and without iodometry, measured by LC-ESI−-MS. Comparison of the base peak intensity (BPI)
chromatograms is shown in panel (a). The reconstructed mass spectra are shown in the bottom part of panel (b), where the peak intensities have
been normalized to that of pinic acid ([C9H14O4 − H]− at 185.08 Da). The top part of panel (b) shows a diﬀerence mass spectrum showing peaks
that are depleted by >70% and those newly introduced by iodometry. Each BPI chromatogram and mass spectrum shown here is the average of
triplicate measurements. The control sample refers to condition II described in the Experimental Section, while the iodometry sample refers to
condition IV.
Figure 5. Extracted ion chromatogram (EIC) of two organic peroxide candidates: (a) [C8H13O6]
− from LC-ESI−-MS and (b) [C20H30O5 + NH4]
+
from LC-ESI+-MS. From top to bottom, the four traces represent iodometry conditions I−IV, respectively (see the Experimental Section).
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(O/C) of this compound, C8H14O6 can potentially be a HOM
species arising from intramolecular hydrogen abstraction (see
Introduction). Alternatively, it can also be a compound similar
to 3-methyl-1,2,3-butanetricarboxylic acid (MBTCA, C8H12O6;
tR = 3.73 min), a well-established organic tracer for α-pinene
SOA.60−62
Positive Mode (LC-ESI+-MS). Driven by the abundance of
organic acids, the use of ESI− has prevailed in molecular
analyses of α-pinene SOA components. Only a few studies have
employed ESI+.24,35,37,56,59,63 The BPI chromatogram recorded
by LC-ESI+-MS and its reconstructed mass spectrum are shown
in panels (a) and (c) of Figure S5, respectively. A number of
major compounds are detected in positive and negative modes,
while some can be detected only by the positive mode, as
clusters of H+, Na+, and NH4
+. Because the polarity of ESI
detection does not aﬀect the chromatographic tR, we have made
peak assignments for the positive mode by comparison with
peaks detected in the negative mode, and major compounds are
listed in Table S3.
Comparison of a sample treated with and without iodometry
is shown in Figure 6 in the same manner as in Figure 4. The
only noticeable change on the BPI chromatograms is that two
major peaks, appearing at tR values of 7.3 and 8.1 min,
disappear when iodometry is applied. Judging solely on the
basis of the comparison of conditions II and IV, which is the
case for Figure 6, these two peaks appear to be organic
peroxides. However, a detailed investigation of these peaks
under all four conditions, presented in section S6.1 of the
Supporting Information, indicates that the addition of formic
acid has introduced artifacts, and these two peaks are unlikely
to be peroxides. Among all the peaks with a peak height of
≥2000 cps, ﬁve appear to be candidates for organic peroxides:
[C8H10O3 + H]
+ (155.07 Da), [C10H16O5 + NH4]
+ (234.13.34
Da), [C10H18O6 + NH4]
+ (252.15 Da), [C20H30O5 + NH4]
+
(368.24 Da), and [C19H30O7 + NH4]
+ (388.23 Da). The EICs
of [C20H30O5 + NH4]
+ under condition I−IV are shown in
Figure 5b, while those of the others are presented in section
S6.2 of the Supporting Information. [C8H10O3 + H]
+ and
[C10H16O5 + NH4]
+ are detected as multiple peaks, and not all
of them appear to be organic peroxides. This observation
demonstrates the ability of iodometry-assisted LC-ESI-MS to
resolve organic peroxides from non-peroxide isomers. The
consistency of these observed trends has been conﬁrmed with a
separate ﬁlter sample. All ﬁve candidates for organic peroxides
are detected as minor peaks and do not belong to the group of
the 50 largest peaks summarized in Table S3. Their peak areas
are 2−5% of that of pinyl-diaterpenyl ester, which is the largest
peak detected by LC-ESI+-MS. The eﬀect of iodometry on
other major peaks is presented in section S5 of the Supporting
Information.
Explanations for the Absence of Organic Peroxides in
WSOC. The absence of organic peroxides among the major
products was unexpected, as α-pinene SOA has been believed
to contain a high organic peroxide content.9,64 In fact, our
conventional iodometry measurement using UV−vis detected a
total organic peroxide content comparable to that found in
previous studies (Table S1). Many of the proposed organic
peroxides from previous studies17,18,23,59 are detected in this
work with the corresponding elemental compositions (Table
S2). However, none of these compounds decayed in response
to the iodometry treatment. We have altered a number of
experimental and instrumental conditions that can potentially
aﬀect iodometry and the detection of organic peroxides,
including the temperature of the iodometry reaction and the
ESI settings. Detailed results of these experiments are presented
in section S7 of the Supporting Information. However, varying
these factors did not explain the absence of major organic
peroxide peaks.
The current LC-ESI-MS method is not quantitative, as
determination of electrospray ionization eﬃciency for com-
Figure 6. Comparison of a sample treated with and without iodometry, measured by LC-ESI+-MS. Comparison of the base peak intensity (BPI)
chromatograms is shown in panel (a). The reconstructed mass spectra are shown in the bottom part of panel (b), where the peak intensities have
been normalized to that of pinyl-diaterpenyl ester ([C17H26O8 + Na]
+ at 376.20 Da). The top part of panel (b) is a diﬀerence mass spectrum
showing peaks that are depleted by >70% and those newly introduced by iodometry. Each BPI chromatogram and mass spectrum shown here is the
average of triplicate measurements. The control sample refers to condition II described in the Experimental Section, while the iodometry sample
refers to condition IV.
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pounds without deﬁnite structural information is diﬃcult;
therefore, the peak area of a compound does not directly reﬂect
its concentration in the WSOC sample. With a computational
approach, our previous study23 has found that the ionization
eﬃciencies of the dimer esters are 3−10 times higher than
those of the monomeric compounds. Currently, we cannot rule
out the possibility that LC-ESI-MS fails to detect certain
organic peroxide species due to ineﬃcient ionization. In
particular, the major peaks detected by the current method
include very few HOM compounds that typically exhibit O/C
ratios of >0.7. It is likely that our method and/or instrument is
less optimized toward HOMs than those of a number of
previous studies.34,35,37
Alternatively, decomposition of organic peroxides may play
an important role in ﬁlter extraction-based techniques.
Decomposition can occur at diﬀerent stages of the experiment.
Highly labile organic peroxides may decompose in suspended
particles before they can be collected.12,15,23,52 Decomposition
may also occur on the ﬁlter, with longer collection times
leading to a loss of organic peroxide.52 In future applications,
the ﬁlter collection duration can be shortened from that in the
current work (15−18 h) to minimize decomposition and
evaporation. Finally, decomposition may occur after the SOA
component is extracted to condensed phases, forming the OH
radical16 and H2O2.
53,55,65 Small and polar peroxides, such as
H2O2, can contribute to the total peroxide content measured by
the conventional, spectroscopy-based iodometry but cannot be
detected by our LC-ESI-MS method, which is optimized for
monomeric and dimeric oxidation products of α-pinene.
■ ENVIRONMENTAL IMPLICATIONS
With an emerging awareness of the role that organic peroxides
play in SOA formation and the consequent health eﬀects,
identiﬁcation of particle-phase organic peroxides has become a
priority in atmospheric chemistry research. Employing
advanced MS techniques, many recent studies have reported
detection of particle-phase organic peroxides. However,
structural assignment with MS is often based only on exact
mass and/or fragmentation patterns, supported by feasible
formation mechanisms, leaving room for potential misassign-
ment due to a lack of structural information about functional
groups. In this work, we have developed a novel technique,
iodometry-assisted LC-ESI-MS, to unambiguously identify
organic peroxides present in extracted SOA components at
the molecular level.
Because of a lack of commercially available organic peroxides,
characterization of our method was performed with synthesized
α-acyloxyalkyl hydroperoxides (αAAHPs). Detection of
αAAHPs was successful, but our results reveal concerns
regarding the use of ESI-MS for the detection of organic
peroxides. In particular, even with the same ESI-MS instrument,
a diﬀerence in the ionization mode was observed between
direct infusion and LC-ESI-MS, likely due to diﬀerent
ionization conditions. In future studies, the utility of LC-ESI-
MS for organic peroxide identiﬁcation should be thoroughly
characterized.
The utility of iodometry-assisted LC-ESI-MS has been
demonstrated with αAAHPs. Iodometry selectively reacts
away organic peroxides with negligible interference with non-
peroxide species. While iodometry-assisted LC-ESI-MS was
applied in this work to study one speciﬁc issue related to
atmospheric particulate matter, the versatility of this technique
makes it applicable to a wide range of environmental
applications that require the determination of organic peroxides
at the molecular level.
Iodometry-assisted LC-ESI-MS was applied to the water-
soluble organic carbon (WSOC) of α-pinene SOA collected
from a ﬂow tube reactor, following a standard sample collection
procedure. Unexpectedly, only a limited number of detectable
compounds, C8H14O6 from the negative mode and ﬁve minor
peaks from the positive mode, appeared to be organic
peroxides. This observation is inconsistent with conventional,
spectroscopy-based iodometry, which suggests that the average
mass yield of organic peroxides is 15% in this system. We
propose that the multifunctional organic peroxides may have
decomposed to smaller peroxides that cannot be detected with
the current LC-ESI-MS technique. Future studies should
investigate the stability and decomposition mechanisms of
organic peroxides on ﬁlters and in extraction solutions.
Although this work focused only on the decay of organic
peroxides during iodometry, an interesting direction would be
the investigation of the corresponding alcohols arising from
iodometry. Unlike organic peroxides, functionalized alcohols
and polyols are commercially available, which may lead to new
avenues for quantifying organic peroxides.
Our results raise signiﬁcant concerns about all ﬁlter
extraction-based studies of atmospheric SOA, showing that
labile organic peroxides can be lost either during sample
collection or after extraction. The use of MS prevails in the ﬁeld
of atmospheric chemistry, and the versatility of LC-ESI-MS has
been proven by many studies. However, previously unrecog-
nized considerations are required for the interpretation of MS
data, particularly for the assignment of organic peroxides.
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Abstract. Experiments performed in laboratory chambers
have contributed significantly to the understanding of the
fundamental kinetics and mechanisms of the chemical re-
actions occurring in the atmosphere. Two chemical regimes,
classified as “high-NO” vs. “zero-NO” conditions, have been
extensively studied in previous chamber experiments. Re-
sults derived from these two chemical scenarios are widely
parameterized in chemical transport models to represent key
atmospheric processes in urban and pristine environments.
As the anthropogenic NOx emissions in the United States
have decreased remarkably in the past few decades, the clas-
sic “high-NO” and “zero-NO” conditions are no longer ap-
plicable to many regions that are constantly impacted by both
polluted and background air masses. We present here the de-
velopment and characterization of the NCAR Atmospheric
Simulation Chamber, which is operated in steady-state con-
tinuous flow mode for the study of atmospheric chemistry
under “intermediate NO” conditions. This particular chemi-
cal regime is characterized by constant sub-ppb levels of NO
and can be created in the chamber by precise control of the
inflow NO concentration and the ratio of chamber mixing to
residence timescales. Over the range of conditions achievable
in the chamber, the lifetime of peroxy radicals (RO2), a key
intermediate from the atmospheric degradation of volatile or-
ganic compounds (VOCs), can be extended to several min-
utes, and a diverse array of reaction pathways, including uni-
molecular pathways and bimolecular reactions with NO and
HO2, can thus be explored. Characterization experiments un-
der photolytic and dark conditions were performed and, in
conjunction with model predictions, provide a basis for in-
terpretation of prevailing atmospheric processes in environ-
ments with intertwined biogenic and anthropogenic activi-
ties. We demonstrate the proof of concept of the steady-state
continuous flow chamber operation through measurements of
major first-generation products, methacrolein (MACR) and
methyl vinyl ketone (MVK), from OH- and NO3-initiated
oxidation of isoprene.
1 Introduction
With the discovery of the role of biogenic volatile or-
ganic compounds (BVOCs) in urban photochemical smog
(Chameides et al., 1988), the interactions of biogenic emis-
sions with manmade pollution and their subsequent impact
on the atmosphere’s oxidative capacity and aerosol burden
have received extensive studies in the ensuing decades (De
Gouw et al., 2005; Ng et al., 2007; Goldstein et al., 2009;
Surratt et al., 2010; Rollins et al., 2012; Shilling et al., 2013;
Xu et al., 2015). A particular research focus has been under-
standing the influence of nitrogen oxides (NOx = NO+NO2)
on the atmospheric oxidation cascades of BVOCs, which ul-
timately generate ozone (O3) and secondary organic aerosols
(SOA). Nitrogen oxides alter the distribution of BVOC oxi-
dation products by primarily modulating the fate of peroxy
radicals (RO2), a key intermediate produced from the at-
mospheric degradation of VOCs by major oxidants includ-
ing OH, O3, and NO3. In the absence of NOx , RO2 reacts
predominantly with HO2 radicals yielding organic peroxides
and other products and, to a lesser extent, undergoes self- or
Published by Copernicus Publications on behalf of the European Geosciences Union.
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cross-reactions yielding carbonyls, alcohols, and multifunc-
tional species. In the presence of elevated NOx , the dominant
fate of RO2 is to react with NO leading to ozone production,
and also to organic nitrates. During the night, RO2 also re-
acts with NO3 which is produced by the reaction between
O3 and NO2. In addition, reaction of peroxyacyl radicals
(RC(O)O2) with NO2 produces peroxyacyl nitrates that con-
stitute a large reservoir of reactive nitrogen and a potentially
important SOA precursor (Singh and Hanst, 1981; Nguyen
et al., 2015).
Much of our understanding of the extent to which NOx
mediates the oxidation chemistry of BVOC in the atmo-
sphere has been derived from measurements in laboratory
chambers, where two extreme experimental conditions, i.e.,
“high-NO” vs. “zero-NO”, were mostly performed to exam-
ine the reaction pathways of RO2 radicals (Kroll and Sein-
feld, 2008; Orlando and Tyndall, 2012; Ziemann and Atkin-
son, 2012). Results from these two chemical regimes have
been widely incorporated into chemical transport models to
represent key atmospheric processes in urban and pristine en-
vironments, respectively (Kanakidou et al., 2005). In the ac-
tual atmosphere, however, the fate of RO2 radicals is rather
more complicated than simply undergoing bimolecular re-
actions with NO /HO2 as observed under the two extreme
chamber conditions. It has been recently revealed that RO2
radicals may undergo an internal H-shift followed by se-
quential O2 addition, leading to highly oxygenated multi-
functional peroxides (Ehn et al., 2014; Jokinen et al., 2015;
Kurtén et al., 2015; Kirkby et al., 2016; Zhang et al., 2017).
The rate of H-shift largely depends on the thermochemistry
of the nascent alkyl radicals and can be reasonably fast, on
a timescale of seconds to minutes (Crounse et al., 2013).
Further, depending on the stability of the RO2 precursor
(alkyl radicals), RO2 radicals may lose O2 in competition
with bimolecular reactions with NO, NO3, RO2, and HO2.
Recent theoretical and laboratory studies have found that
the hydroxy peroxy radical conformers produced from iso-
prene photooxidation decompose readily to allylic radicals
on timescales faster than bimolecular processes under atmo-
spherically relevant NO and HO2 levels (tens to hundreds of
parts per trillion by volume). This highly dynamic system
leads to formation of distinctly different products that de-
pend on the concentrations of bimolecular reaction partners
from those observed in chamber experiments under “high-
NO” and “zero-NO” conditions (Teng et al., 2017).
Anthropogenic NOx emissions in the United States have
decreased remarkably in the past few decades (EPA, 2014),
resulting in significant changes in the degradation mecha-
nisms of BVOCs, especially in regions impacted by both
background and polluted air masses such as the southeast-
ern United States. However, the ultimate fate of peroxy rad-
icals in environments with sub-ppb NO levels is still poorly
constrained, in part due to a lack of consistent measurements
under well-controlled conditions. Experimental approaches
targeting a controlled NO level (sub-ppb to ppb) have been
introduced over the years. For outdoor chambers, experi-
ments were typically performed by exposing a gas mixture
of O3 /NOx /VOCs or HONO /NOx /VOCs to natural sun-
light (Bloss et al., 2005; Karl et al., 2006). OH radicals
were produced either via the photolysis of ozone and sub-
sequent reaction of O(1D) with H2O or directly from the
photolysis of HONO. NO levels ranging from a few hun-
dreds of ppt to a few ppb over the course of several hours
of reactions have been reported. In the absence of any ad-
ditional supply, NO will be eventually depleted in a closed
chamber environment, and the initial “moderate-NO” con-
dition will essentially transfer to the “zero-NO” condition.
For indoor chambers, a “slow chemistry” scenario initiated
by photolyzing methyl nitrite (CH3ONO) under extremely
low UV intensities as the OH radical source (JCH3ONO ∼
10−5 s−1) was created to study the autoxidation chemistry
of peroxy radicals produced from isoprene photooxidation
(Crounse et al., 2011, 2012; Teng et al., 2017). The result-
ing NO and HO2 mixing ratios are maintained at ∼ ppt level
(CH3ONO+O2+hv→ HO2+NO+HCHO) over the course
of several hours of reaction, and the average OH concen-
tration (OH∼ 105 moleccm−3) is approximately 1 order of
magnitude lower than that in the typical daytime ambient at-
mosphere. Another example relates to a recent method de-
velopment in the potential aerosol mass (PAM) flow tube re-
actor where nitrous oxide (N2O) was used to produce ∼ ppb
level of NO (O3+hv→ O2+O(1D); O(1D)+N2O→ 2NO)
(Lambe et al., 2017). Timescales for chemical reactions and
gas–particle partitioning are ultimately limited to the mean
residence time (∼ 80 s) of the PAM reactor.
An alternative experimental platform to the batch-mode
chamber and flow tube reactor described above is a well-
mixed steady-state chamber with continuous feed of reac-
tants and continuous withdrawal of reactor contents (Shilling
et al., 2008). An attribute of the continuous flow steady-
state chamber is that, by control of the inlet reactant con-
centrations and the ratio of mixing to residence timescales,
it is possible to simulate atmospheric oxidation under stable
conditions over a wide range of time periods and chemical
scenarios. For example, a steady-state NO level at ∼ 1 ppb
was created by the continuously mixed flow chamber op-
eration for the study of isoprene photooxidation chemistry
(Liu et al., 2013). In this study, we present the develop-
ment and characterization of the NCAR Atmospheric Simu-
lation Chamber, which is operated in steady-state continuous
flow mode for simulating atmospheric daytime and night-
time chemistry over chemical regimes not accessible in static
chamber experiments. We focus on establishing an “interme-
diate NO” regime characterized by a constant steady-state
NO level ranging from tens of ppt to a few ppb in the cham-
ber. This particular chemical regime is well suited for the
study of atmospheric behavior of RO2 radicals, as they can
survive up to minutes and embrace various reaction possibil-
ities as opposed to reaction with NO, NO3, HO2, and RO2
as their dominant fate observed in most batch-mode chamber
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experiments. We employ the “intermediate NO” regimes to
reexamine the daytime and nocturnal chemistry of isoprene
through the measurements of two first-generation products,
methacrolein (MACR) and methyl vinyl ketone (MVK).
2 Experimental
2.1 NCAR Atmospheric Simulation Chamber facilities
The NCAR Atmospheric Simulation Chamber consists of
a 10 m3 FEP Teflon (0.005 in. thick) bag that is housed in
a cubic enclosure with UV reflective surfaces and a bank of
128 wall-mounted blacklight tubes (32 W, type F32T8/BL).
To characterize photolytic conditions in the chamber, ir-
radiance spectra were collected in the wavelength range
of 180–600 nm at ∼ 0.8 nm resolution by a custom-built
spectroradiometer, as shown in Fig. S1 in the Supplement
(Petropavlovskikh et al., 2007). Photolysis frequencies were
calculated based on the measured downwelling spectral ac-
tinic fluxes. The computed photolysis rate of NO2 (JNO2 ∼
1.27× 10−3 s−1) agrees within 3 % with that measured by
photolyzing 18.6 ppb NO2 in the chamber and monitoring the
NO production rate. The chamber is equipped with a standard
set of measurements, including an integrated temperature and
humidity probe (model 50U, VAISALA, CO) and a Magne-
helic differential pressure indicating transmitter (model 605-
11, Dwyer Instruments, IN). The chamber temperature is
controlled at 295 K by the building’s air conditioning sys-
tem and increases to 305–306 K under maximum irradiation
conditions. The relative humidity of the chamber air is be-
low 10 % under dry conditions (the remaining water vapor is
generated from methane combustion during the air purifica-
tion process) and can be varied in the range of ∼ 10–50 %
by flowing a portion of the purified dry flushing air into the
chamber through a temperature-controlled water reservoir.
Typical temperature and relative humidity profiles across the
chamber under maximum irradiation conditions are given in
Fig. S1 in the Supplement. The chamber internal pressure is
maintained slightly above the ambient pressure to minimize
the enclosure air contamination via penetration through the
Teflon film.
Prior to each experiment, the chamber was flushed with
purified dry air from an ultra high purity zero air genera-
tor (model 737, Aadco Instruments, OH) for > 12 h until
ozone and NOx levels were below 1 ppb. During the oper-
ation of the steady-state continuous flow mode, the chamber
was constantly flushed with purified dry air at 40 L min−1,
which gives an average chamber residence time of 4.17 h.
The incoming and outgoing flows were balanced by a feed-
back control system that maintains a constant internal pres-
sure of 1.2–4.9× 10−4 atm above the ambient. The chamber
is actively mixed by the turbulence created by the 40 Lmin−1
flushing air. The characteristic mixing time is defined as the
time it takes for the measurement signal of a tracer compound
(e.g., CO2 and NO) to stabilize following a pulse injection.
The average mixing time in the NCAR chamber was deter-
mined to be ∼ 9 min, which is ∼ 4 % of the residence time.
Under such conditions, the gas- and particle-phase compo-
sition in the outflow can be assumed identical to that in the
well-mixed core of the chamber.
To mimic daytime photochemistry in the continuous flow
mode, steady-state OH mixing ratio was created by pho-
tolyzing hydrogen peroxide (H2O2) vapor that was continu-
ously flowing into the chamber (H2O2+hv→ 2OH, JH2O2 ∼
4.33× 10−7 s−1). Specifically, a 20 mL syringe (NORM-
JECT, Henke-Sass Wolf, MA) held on a syringe pump
(model 100, KD Scientific, MA) kept at ∼ 4 ◦C was used to
deliver H2O2 solution (1–30 wt %, Sigma Aldrich, MO) into
a glass bulb that was gently warmed at ∼ 32 ◦C. The liquid
delivery rate was sufficiently slow (100–300 µLmin−1) that
all the H2O2 vapor was released into the glass bulb through
evaporation of a small droplet hanging on the needle tip. An
air stream (5 Lmin−1) swept the H2O2 vapor into the cham-
ber, resulting in an H2O2 mixing ratio in the range of 600 ppb
to 16.22 ppm in the injection flow as a function of the concen-
tration of H2O2 aqueous solution used. A spreadsheet (Ta-
ble S2) for calculating the inflow H2O2 mixing ratio using the
above input method is provided in the Supplement. As H2O2-
laden air was continuously entering the chamber, it took ap-
proximately three turnover times (∼ 12.5 h) for the desired
H2O2 vapor mixing ratio to reach steady state in the cham-
ber. The H2O2 vapor concentration in the chamber, though
not measured, can be estimated from the steady-state OH
mixing ratio derived from the observed exponential decay of
a given parent hydrocarbon. Constant NO injection flow was
achieved by diluting the gas flow from a concentrated NO
cylinder (NO= 133.16 ppm, balance N2) to a desired mix-
ing ratio (0.1–100 ppb) using a set of mass flow controllers
(Tylan FC260 and FC262, Mykrolis Corp., MA). The low-
est steady-state NO level that can be achieved in the cham-
ber is around 30 ppt (unpublished, NCAR). Note that for ex-
periments performed in the absence of any VOC precursor,
H2O2 and NO were the only two species that were continu-
ously input into the chamber for the establishment of a com-
bination of different photochemical conditions as denoted by
the O3 and NOx measurements. For the isoprene photooxi-
dation experiments, an isoprene standard (C5H8 = 531 ppm,
balance N2) was constantly injected into the chamber and di-
luted with the flushing air to achieve an inflow concentration
of ∼ 20 ppb.
To mimic the nighttime chemistry in the continuous flow
mode, steady-state NO3 mixing ratio was created by con-
stantly flowing diluted O3 and NO air into the chamber
(NO+O3→ NO2+O2; NO2+O3→ NO3+O2). The NO
source can be replaced by NO2, although the absolute ab-
sence of NO does not necessarily represent the actual at-
mospheric conditions. O3 was produced by photolyzing O2
in air at 185 nm using a mercury Pen-Ray lamp (UVP
LLC, CA). Ozone concentration in the injection flow can
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be controlled from 3.5 to 457 ppb automatically by adjust-
ing the mercury lamp duty cycle. To study the RO2+HO2
pathway, formaldehyde (CH2O) was input into the cham-
ber along with NO and O3 to initiate HO2 production
(NO3+CH2O+O2→ HNO3+HO2+CO). Formaldehyde
aqueous solution (37 wt %, Sigma Aldrich, MO) was di-
luted with ultrapure water (Milli-Q, Merck Millipore, MA)
to 0.2–1.0 wt % and continuously input into the chamber
using the same method used for H2O2 input described
above. It is worth noting that the formaldehyde aqueous so-
lution contains 10–15 % methanol as stabilizer to prevent
polymerization. The presence of methanol in the chamber
does not significantly impact the nocturnal chemistry as it
consumes OH and NO3 radicals to generate formaldehyde
and additional HO2 (CH3OH+NO3→ HNO3+CH2O+
HO2, CH3OH+OH→ H2O+CH2O+HO2) (Atkinson et al.,
2006). The use of formaldehyde as an HO2 source mim-
ics closely the atmospheric nighttime conditions in forest
environments (Schwantes et al., 2015). To study the NO3-
initiated oxidation of isoprene, an injection flow of diluted
isoprene (∼ 10 ppb) was achieved using the procedure de-
scribed above.
2.2 Analytical measurements
A suite of instruments was used to monitor gas-phase con-
centrations in the chamber outflow. O3 was monitored by ab-
sorption spectroscopy with 0.5 ppb detection limit (model 49,
Thermo Scientific, CO). The O3 monitor was calibrated us-
ing an Ozone Primary Standard in the range of 0–200 ppb
(model 49i-PS, Thermo Scientific, CO). The O3 monitor
used for chamber experiments was periodically checked with
the primary standard and was shown to be stable over long
periods of time (less than 1 ppb drift in over 1 year). NO
was monitored by chemiluminescence with 0.5 ppb detec-
tion limit (model CLD 88Y, Eco Physics, MI). Zero-point
and span calibrations of the NOx monitor were performed
prior to each experiment by supplying the instrument with
pure N2 gas and diluted NO, respectively. Multi-point cal-
ibration was performed on a weekly basis and has shown
a good stability and linearity in the NO measurement rang-
ing from 1 to 200 ppb. NOx (NO+NO2) measurements were
performed using a photolytic converter that selectively con-
verts NO2 to NO upstream of the photo-multiplier tube in
the CLD 88Y NO monitor. This converter uses two opposing
arrays of UV LEDs shining into a cylindrical quartz mixing
tube to achieve approximately 50 % conversion of NO2 to
NO per second. The total efficiency for the equipment de-
scribed here is approximately 70 % as determined by mea-
suring calibrated NO2 standards. The sample path always in-
cludes the photolytic converter, and typical experiments cy-
cle the power for the LED lights to switch between measur-
ing NO (lights off) and NOx (lights on). NO2 concentrations
were then determined by subtracting the NO from the adja-
cent NOx measurements.
A customized proton transfer reaction quadrupole mass
spectrometer (PTR-Q-MS) was used to measure volatile
organic compounds including isoprene (C5H8), MACR
(C4H6O), and MVK (C4H6O). The instrument was oper-
ated at 2.3 mbar drift pressure and 560 V drift voltage. Mea-
surements reported here were obtained at a sampling rate
of 10 Hz. In positive-mode operation, a given analyte [M]
undergoes proton transfer reaction, producing an ion of the
form [M+H]+; that is, isoprene is detected as ion C5H+9
(m/z 69) and MACR and MVK are both detected as ion
C4H7O+ (m/z 71). The instrument background was col-
lected by sampling the chamber air for at least 30 min prior
to each experiment. Measured ion intensities for isoprene
(C5H+9 , m/z 69) and MACR and MVK (C4H7O+, m/z 71)
were calculated as the signal of each ion (counts per seconds)
normalized to the total ion signal of H3O+. The instrument
sensitivities towards isoprene, MACR, and MVK were cal-
ibrated with a mixture of diluted gas standards. The instru-
ment sensitivity towards MACR is identical to that of MVK
and, as a result, the sum of MACR and MVK concentration
in the sampling air can be calculated by applying one calibra-
tion factor to the measured C4H7O+ (m/z 71) signal inten-
sity. Since artifacts in the measured C4H7O+ signal can be
produced through thermal decomposition of isoprene oxida-
tion products, such as the peroxides, nitrates, and epoxides,
on contact with hot metal surface (Liu et al., 2013; Nguyen
et al., 2014b; Rivera-Rios et al., 2014), a cold-trap system
was used to avoid bias in the interpretation of the PTR-Q-
MS data. Specifically, a 1 m section of Teflon tubing was
submerged in a low-temperature ethanol bath (−40± 2 ◦C)
that could trap oxidized products less volatile than the au-
thentic MACR and MVK standards after steady state was es-
tablished in the chamber. The quantification of the sum of
MACR and MVK was then based on the PTR-Q-MS mea-
sured C4H7O+ (m/z 71) signal downstream of the cold trap.
3 Kinetic modeling
Reaction kinetics and mechanisms for the gas-phase photo-
chemistry were extracted from the Master Chemical Mech-
anism (MCMv3.3.1, accessible at http://mcm.leeds.ac.uk/
MCM/, last access: 4 January 2018). The inorganic reaction
scheme includes 21 species and 48 reactions; the isoprene
oxidation system includes 611 species and 1974 reactions.
The kinetic schemes were implemented in MATLAB (Math-
works) to simulate the temporal profile of a given compound
i in the chamber operated in the steady-state continuous flow
mode:
dCi
dt
· τ = Ci,0+Pi −Ci −
∑
ki · τ ·Ci, (1)
where Ci (moleccm−3) is the gas-phase concentration of
compound i in the well-mixed core of the chamber; Ci,0
(moleccm−3) is the initial gas-phase concentration of com-
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pound i in the injection flow; ki (s−1) is the pseudo-first-
order rate coefficient for a chemical reaction that consumes
compound i; τ (s) is the chamber mean residence time and
can be calculated as the total chamber volume divided by the
incoming and outgoing flow rate; and Pi (molec cm−3) is the
increment in the concentration of compound i through chem-
ical production during one residence time. Note that two
terms are neglected in Eq. (1), i.e., organic vapor condensa-
tion onto particles and deposition on the chamber wall. This
is a reasonable simplification here due to the relatively high
volatility (≥ 10−1 atm) of compounds studied (Zhang et al.,
2015b; Krechmer et al., 2016; Huang et al., 2018). Incorpo-
ration of these two terms into Eq. (1) is feasible given the
vapor pressure of compound i, suspended particle size dis-
tribution, gas–particle and gas–wall partitioning coefficient,
accommodation coefficients of compound i on particles and
walls, and the effective absorbing organic masses on the wall
(Zhang et al., 2014a, 2015b; Huang et al., 2016; McVay et al.,
2016; Nah et al., 2016).
Model simulations used for comparison with chamber
measurements were initialized using experimental conditions
summarized in Table S1 in the Supplement. Model input
parameters for all simulations include temperature (295 K
at dark and 306 K under irradiation), local pressure (8.6×
104 Pa), relative humidity (8 % at dark and 5 % under irradi-
ation), light intensity (JNO2 = 1.27×10−3 s−1 under irradia-
tion and 0 at dark), chamber mean residence time (4.17 h),
and input mixing ratios of H2O2 (0.11–16.2 ppm for pho-
tolytic experiments), NO (0.1–100 ppb for photolytic experi-
ments and 10–20 ppb for dark experiments), O3 (22–225 ppb
for dark experiments), HCHO (0–600 ppb for dark experi-
ments), and isoprene (19.9 ppb for photolytic experiments
and 10.2 ppb for dark experiments). The model was propa-
gated numerically for 25 h duration for each experiment.
4 Results and discussions
4.1 Optimal operating conditions for daytime
photochemistry
Figure 1 shows the model-predicted steady-state mixing ra-
tios of OH, HO2, NO3, NO, NO2, and O3 in the chamber
after 20 h of photochemical reactions as a function of the
H2O2 and NO concentrations in the continuous injection
flow. Six blank chamber experiments were compared with
simulations. In general, the model captures the evolution pat-
terns of NOx and O3 well. The predicted mixing ratios of
NO, NO2, and O3 agree within 69, 11, and 33 %, respec-
tively, with the measurements (see Table S1 and Fig. S2 in
the Supplement). The relatively large NO uncertainties origi-
nate from the measurements that were performed close to the
instrument detection limit (0.5 ppb).
Simulated steady-state mixing ratios of OH radicals
([OH]ss) range from ∼ 5× 105 to ∼ 4× 106 moleccm−3,
which over ∼ 4 h chamber residence time would be roughly
equivalent to ∼ 1 to ∼ 8 h of atmospheric OH exposure
(1× 106 moleccm−3). As expected, [OH]ss increases with
increasing NO influxes due to the enhanced NOx /O3 cy-
cling but decreases with increasing H2O2 influxes due to
the overwhelming reaction OH+H2O2→ H2O+HO2. As
a consequence, the steady-state mixing ratios of HO2 radicals
([HO2]ss) reach up to ∼ 7× 109 molec cm−3 when 16.2 ppm
H2O2 is continuously injected into the chamber. If 110 ppb
H2O2 is used instead, the resulting [HO2]ss levels fall close
to the ambient range (∼ 108 molec cm−3).
Simulated steady-state NO mixing ratios in the chamber
range from ∼ 2 ppt to ∼ 0.9 ppb from combinations of 0.1–
20 ppb NO and 0.11–16.22 ppm H2O2 in the injection flow.
The ratio of inflow NO concentration to the steady-state NO
concentration in the chamber ranges from 5 to 93, demon-
strating the importance of chemical removal in controlling
the overall steady-state NO levels. O3 accumulation is an
inevitable consequence under photolytic conditions and, for
example, the presence of 10 ppb O3 leads to the chemical
removal term (kO3+NO · [O3] · τ ) in Eq. (1) that reduces the
steady-state NO concentration by a factor of 60. It is worth
noting that under all simulated conditions in the continuous
flow mode, O3 (∼ 1–126 ppb) coexists with NO (∼ 0.002–
0.9 ppb). This particular chemical scenario, which is impos-
sible to achieve in batch-mode reactors due to prompt con-
version of NO to NO2, could then be used to mimic ambi-
ent ozonolysis chemistry, for example, in forest regions that
frequently encounter polluted air masses from nearby urban
areas. The steady-state mixing ratios of NO2 ([NO2]ss) ex-
hibit a strong linear correlation with NO influxes. The use
of less than 20 ppb NO in the injection flow results in a few
to tens of ppb [NO2]ss, which is higher than the range typi-
cally found in the ambient. The potential “quenching” effect
of NO2 on RO2 radicals through reversible termolecular re-
actions is discussed shortly.
In the so-called “high-NOx” chamber experiments, the
NO3 radical is an unavoidable side-product when black lights
are used as a representative of the solar radiation in mimick-
ing the daytime photochemistry in the troposphere. The pho-
tolysis of NO3, although its primary sink in the atmosphere,
proceeds rather slowly (JNO3 ∼ 1.8× 10−3 s−1) under the
present chamber photolytic conditions, thereby leading to
a significant accumulation of NO3 radicals (7.9× 104–2.8×
108 moleccm−3) at steady state. The simulated NO3 /OH ra-
tio dictates the extent to which the NO3 (nighttime) chem-
istry competes with the OH-initiated (daytime) photochem-
istry. For compounds that are highly reactive towards NO3
such as isoprene, NO3-initiated oxidation accounts for up to
∼ 60 % of the overall isoprene degradation pathways at the
highest NO3 /OH ratio (∼ 255) simulated. Low concentra-
tions of NO (< 20 ppb) and H2O2 (< 2 ppm) in the injec-
tion flow are therefore necessary to limit the interferences of
NO3-initiated chemistry. Again, taking isoprene as an exam-
ple, the NO3 oxidation pathway contributes less than 0.1 %
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Figure 1. Contour plots showing the model-predicted steady-state mixing ratios of OH, HO2, NO3, NO, NO2, and O3 after 20 h of photo-
chemical reactions in the chamber as a function of the concentrations of H2O2 and NO in the continuous injection flow. Also given here are
the simulated NO3 to OH ratio, NO2 to NO ratio, and the lifetime of an RO2 radical (τRO2 ) with respect to reactions with NO and HO2.
Note that the ripples on the contour lines originate from the limited simulation datasets that are used to generate iso-response values.
of the overall isoprene degradation kinetics at the lowest
NO3 /OH ratio (∼ 0.13) simulated here.
Also given in Fig. 1 is the calculated lifetime (τRO2 ) of
an RO2 radical with respect to reactions with NO and HO2
at 306 K. In most batch-mode chamber experiments, τRO2
of only several seconds or less can be achieved due to the
presence of tens to hundreds of ppb levels of NO and HO2.
Here τRO2 could extend to 60 s or even longer with the con-
tinuous input of low mixing ratios of H2O2 (≤ 110 ppb)
and NO (≤ 0.2 ppb). Note that the presence of tens of ppb
NO2 in the chamber might impose a “quenching” effect on
the steady-state RO2 level through rapid reversible reactions
(RO2+NO2+M↔ RO2NO2+M). We evaluate this poten-
tial “quenching effect” using ethyl peroxy radical (C2H5O2)
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Figure 2. Representative mechanism for (a) OH- and (b) NO3-initiated oxidation of isoprene that leads to the formation of MACR and
MVK.
generated from OH oxidation of ethane as an example. Sim-
ulations shown in Fig. S3 in the Supplement reveal that in-
corporation of the C2H5O2+NO2+M↔ C2H5O2NO2+M
reaction into the mechanism in the presence of ∼ 1–80 ppb
NO2 does not notably change the behavior of C2H5O2
radical. One exception is the peroxyacyl radical, which
combines with NO2 yielding peroxyacyl nitrate. For ex-
ample, under 0.1–16 ppb [NO2]ss as displayed in Fig. 1,
we calculate that the time needed for peroxyacetyl radical
(CH3C(O)O2) to reach equilibrium with peroxyacetyl nitrate
(CH3C(O)O2+NO2+M↔ CH3C(O)O2NO2+M) ranges
from∼ 1 to∼ 10 s, suggesting that the lifetime of peroxyacyl
radicals is ultimately controlled by NO2 instead of NO /HO2
in the reaction system and, consequently, peroxyacyl radicals
are not expected to be long-lived in the current chamber con-
figuration.
We further compare the photochemical oxidation environ-
ment created here with the “intermediate-NO” conditions
achieved by other chambers that employed the experimen-
tal approaches introduced earlier. In terms of the oxidiz-
ing power, all approaches are capable of maintaining an at-
mospheric relevant OH level (∼ 106 molec cm−3) except the
“slow chemistry” scenario that limits the photolysis rate of
the OH precursor and results in an average OH mixing ra-
tio of ∼ 105 molec cm−3 (Crounse et al., 2012; Teng et al.,
2017). At comparable OH levels, the overall atmospheric OH
exposure achieved in the flow tube reactor is rather limited
due to the short residence time (e.g.,∼ 80 s in the PAM reac-
tor). In terms of the NOx level, precisely controlled steady-
state NO concentration can be achieved for an indefinite time
period by operating chambers in the continuously mixed flow
mode. However, NO2 accumulates during the continuous ox-
idation process and the resulting NO2 /NO ratio can be as
much as an order of magnitude higher than that achieved in
the static outdoor chambers.
4.2 Application to OH-initiated oxidation of isoprene
MACR and MVK are major first-generation products from
the OH-initiated oxidation of isoprene in the presence of NO
(Wennberg et al., 2018). They are produced from the de-
composition of β-ISOPO alkoxy radicals that are primarily
formed from the reaction of β-ISOPOO peroxy radicals (β-
1-OH-2-OO and β-4-OH-3-OO) with NO; see mechanisms
displayed in Fig. 2a. Reactions of β-ISOPOO peroxy radi-
cals with HO2 and RO2 also partially yield β-ISOPO alkoxy
radicals that ultimately lead to MACR and MVK, although
these pathways are considered to be minor in the presence of
hundreds to thousands of ppt NO in the atmosphere. The mo-
lar yields determined from previous studies range from 30 to
35 % for MVK and from 20 to 25 % for MACR under high-
NO conditions (NO> 60 ppb) (Tuazon and Atkinson, 1990;
Paulson and Seinfeld, 1992; Miyoshi et al., 1994; Ruppert
and Becker, 2000; Sprengnether et al., 2002; Galloway et al.,
2011; Liu et al., 2013). It has been recently shown that the
six hydroxyl peroxy radicals (ISOPOO) produced from the
initial OH addition to the double bonds of isoprene undergo
rapid interconversion by removal or addition of O2 that com-
petes with bimolecular reactions under atmospherically rel-
evant NO levels (Peeters et al., 2014; Teng et al., 2017). As
a result, the distribution of ISOPOO radical isomers and their
subsequent reaction products varies with their lifetimes with
respect to bimolecular reactions. In the presence of hundreds
of ppb NO as done by most previous experimental studies,
the reaction of ISOPOO radicals with NO dominates over
their interconversion, and the production of β-ISOPOO per-
oxy radical is less favored, leading the experiments to under-
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estimate the MACR and MVK yields typically obtained in
ambient conditions. Measurements by Karl et al. (2006) and
Liu et al. (2013) conducted at NO concentrations compara-
ble to the moderately polluted urban environment (∼ 0.2 ppb
in Karl et al. and ∼ 1 ppb in Liu et al.) found higher MACR
(∼ 27 % in Karl et al. and ∼ 31.8 % in Liu et al.) and MVK
(∼ 41 % in Karl et al. and ∼ 44.5 % in Liu et al.) yields than
other studies.
Here we perform a steady-state continuous-mode experi-
ment to measure the production of MACR and MVK from
the OH-initiated oxidation of isoprene in the presence of
∼ 0.45 ppb NO. Figure 3 shows the observed and simulated
temporal profiles of NOx , O3, C5H8, and C4H6O over 24 h
photooxidation of isoprene. In this experiment, C5H8, H2O2,
and NO were continuously fed into the chamber, with con-
stant inflow concentrations of 19.9, 600, and 19 ppb, respec-
tively. An outgoing flow at 40 Lmin−1 continuously with-
drew air from the chamber to balance the pressure. After
approaching steady state, the sampling tube was submerged
into a low-temperature ethanol bath (−40± 2 ◦C) to trap oxi-
dized products that would otherwise undergo thermal decom-
position introducing interferences in the C4H7O+ (m/z 71)
signal. The measured concentrations of C5H8 and C4H6O
upon cold trapping agree within 2.8 and 4.6 % uncertainties
with the model simulations (see Fig. 3c and d).
To calculate the total molar yield (YC4H6O) of MACR and
MVK, two reactions are considered:
C5H8+OH k1−→ YC4H6O ·C4H6O+ products, (R1)
C4H6O+OH k2−→ products, (R2)
where k1 is the rate constant for OH reaction with isoprene,
and k2 is taken as the average of rate constants for OH reac-
tions with MACR and MVK. Uncertainties associated with
the simplification of k2 in calculating the MACR and MVK
yields will be discussed shortly. Note that the ozonolysis and
NO3-initiated oxidation in total account for less than 6 %
of isoprene degradation pathway under current experimental
conditions and are neglected in the calculation. The ozonol-
ysis and photolysis in total account for ∼ 6 % of the C4H6O
degradation pathway and are neglected here as well.
In the continuous-mode operation, two mass conservation
equations are satisfied at steady state:
d[C5H8]ss
dt
=[C5H8]0/τ − [C5H8]ss/τ
− k1 · [OH]ss · [C5H8]ss = 0 (2)
d[C4H6O]ss
dt
=YC4H6O · k1 · [OH]ss · [C5H8]ss− k2 · [OH]ss
· [C4H6O]ss− [C4H6O]ss/τ = 0 (3)
where [C5H8]ss and [C4H6O]ss are the PTR-Q-MS mea-
sured steady-state concentrations of isoprene and the sum
of MACR and MVK when using the cold trap, respectively,
[C5H8]0 is the initial concentration of isoprene, and τ is the
chamber mean residence time and can be calculated as the
total chamber volume divided by the incoming and outgoing
flow rate. The steady-state OH radical concentration ([OH]ss)
can be derived by solving Eq. (2). The calculated [OH]ss
(3.13× 106 molec cm−3) is 12 % higher than the model pre-
diction (2.74×106 moleccm−3). The molar yield of the sum
of MACR and MVK from isoprene OH oxidation pathway in
the presence of ∼ 0.45 ppb NO is thus given by Eq. (4) and
calculated as 76.7± 5.8 %:
YC4H6O =
[C4H6O]ss+ k2 · [OH]ss · τ · [C4H6O]ss
k1 · [OH]ss · τ · [C5H8]ss
× fβ-ISOPOO+NO. (4)
Here a 5.8 % uncertainty originates from the assumption
that MACR+OH and MVK+OH proceed with equal re-
action rate, although the rate constant for MVK+OH is
∼ 31 % lower than that of MACR+OH. Another poten-
tial uncertainty relates to the accuracy of the simulated
steady-state HO2 and RO2 concentrations and the contribu-
tion of β-ISOPOO+HO2 and β-ISOPOO+RO2 reaction
pathways to the overall β-ISOPOO fate. The fraction of β-
ISOPOO radicals that reacts with NO (fβ-ISOPOO+NO) was
predicted as 0.88, which was used here to scale the final
MACR+MVK yield, see Eq. (4).
In summary, the measured yield of the sum of MACR
and MVK in this study is close to that reported by Karl
et al. (2006) and Liu et al. (2013), but ∼ 27–52 % higher
than the majority of previous measurements performed un-
der high-NO conditions (NO> 60 ppb). This is consistent
with the dynamic nature of the six ISOPOO radical isomers
that undergo rapid interconversion by addition or removal of
O2. In the presence of ∼ 0.45 ppb NO as performed in this
study, lifetimes of the β-1-OH-2-OO peroxy radical with re-
spect to reaction with NO and loss of O2 are estimated as 9.4
and 0.2 s, respectively, implying that the rapid interconver-
sion between β-ISOPOO and δ-ISOPOO radicals essentially
governs their distribution; under such conditions, the produc-
tion of thermodynamically more stable β-ISOPOO isomers
is favored, leading to higher yields of MACR and MVK.
Here the reported MACR and MVK yield from isoprene
OH oxidation in the presence of ∼ 0.45 ppb NO represents
an illustration of chamber operation at steady-state continu-
ous flow mode for the establishment of certain experimen-
tal conditions that are not easily accessible from traditional
batch-mode chamber experiments. A complete measurement
of first-generation oxidation products from isoprene OH re-
action under a wide range of NO levels (ISOPOO bimolecu-
lar lifetimes) will be forthcoming in a future publication.
4.3 Optimal operating conditions for nighttime
chemistry
Figure 4 shows the model simulated steady-state mixing ra-
tios of HO2, NO3, NO, NO2, and O3 after 16 h of dark re-
actions in the chamber as a function of the HCHO concen-
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Figure 3. Simulated (sim.) and observed (exp.) temporal profiles of (a) NO, (b) O3, (c) isoprene (C5H8), and (d) the sum of MACR and
MVK (C4H6O) over 24 h OH-initiated oxidation of isoprene in the continuous flow mode chamber operation. Also displayed here include
(e) simulated fractions of OH oxidation, ozonolysis, and NO3 oxidation as the removal pathways of isoprene and (f) simulated fractions of
ISOPOO radicals that react with NO, HO2, RO2, and NO3. Time 0 is the point at which the chamber lights are turned on. Initial experimental
conditions are 19 ppb NO, 0 ppb NO2, 0 ppb O3, 600 ppb H2O2, and 19.9 ppb C5H8, with continuous input of 600 ppb H2O2, 19 ppb NO,
and 19.9 ppb C5H8 over the course of 24 h photochemical reactions.
Figure 4. Simulated steady-state mixing ratios of HO2, NO3, NO, NO2, and O3 after 16 h of dark reactions in the chamber as a function of
the concentrations of HCHO, NO, and O3 in the continuous injection flow. The symbol size denotes different inflow NO concentrations, i.e.,
10 and 20 ppb. Also given here is the calculated lifetime of an RO2 radical (τRO2 ) with respect to reactions with NO, NO3, and HO2.
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tration and O3 /NO ratio in the continuous chamber inflow.
Blank experiments were compared with simulations in five
cases (see Table S1 in the Supplement). The model captures
the evolution patterns of NOx and O3 well. The observed
mixing ratios of NO2 and O3 agree with the simulations to
within 11 and 6 %, respectively (Fig. S4 in the Supplement).
Compared with the photochemical reaction schemes dis-
cussed earlier, the nocturnal chemistry is rather straightfor-
ward; that is, the inflow O3 /NO ratio governs the steady-
state concentrations of NO3, NOx , and O3, while the in-
flow HCHO concentration ultimately controls the steady-
state HO2 level. Increasing the O3 /NO ratio from 1 to 9 in
the continuous inflow leads to increased NO3 from 2.4×105
to 1.1× 109 molec cm−3, but decreased NO from 1.8 ppb to
20 ppt and decreased NO2 from 18 to 7 ppb. At a fixed in-
flow O3 /NO ratio, doubling the NO and O3 concentrations
leads to elevated NO3, NOx , and O3 by a factor of 2.0–3.2,
1.5–2.0, and 1.4–2.0, respectively. The use of HCHO as an
effective dark HO2 source does not significantly impact the
steady-state mixing ratios of NOx and O3, but slightly weak-
ens the NO3 production.
The calculated RO2 lifetime (τRO2 ) with respect to reac-
tions with NO, NO3, and HO2 at 295 K ranges from 3 to
225 s. The highest τRO2 was achieved in the absence of any
HCHO source and corresponds to a chemical regime that can
be employed to study the intramolecular isomerization (au-
toxidation) pathway of RO2 radicals, if any. Adding a contin-
uous flow of HCHO to the system leads to the production of
107–109 moleccm−3 HO2 radicals that then constitute a sig-
nificant sink of RO2 radicals and represents prevailing forest
environments during nighttime.
4.4 Application to NO3-initiated oxidation of isoprene
NO3-initiated oxidation of isoprene proceeds by the NO3
addition to the carbon double bonds followed by O2 addi-
tion, yielding six distinct nitrooxy peroxy radicals (INOO),
including two isomers (β-INOO) with O2 added on the β-
carbon to the nitrate group (see Fig. 2b for schematic il-
lustration). The β-INOO radicals react further with NO3,
HO2, NO, and RO2, producing nitrooxy alkoxy radicals (β-
INO) with molar yields of 1.00, 0.53, 0.97, and 0.40, respec-
tively (Wennberg et al., 2018). The further decomposition of
β-INO radicals produces MACR and MVK, together with
HCHO and NO2. Depending on the actual fate of β-INOO
radicals, the yields of β-INO radicals can then vary from
0.4 to 1.0, resulting in a distinct distribution of final oxida-
tion products. It is thus important to specify the ultimate fate
of INOO radicals during quantification of oxidation products
from isoprene reaction with NO3. As an illustration, we per-
formed one continuous-mode experiment that targets on con-
trolling the steady-state fate of INOO radicals to be their re-
action with NO and HO2 (46 and 38 % INOO radicals are
predicted to react with NO and HO2, respectively, as shown
in Fig. 5). Note that by adjusting the concentrations and frac-
tions of inflow reactants (O3, NO, HCHO, and C5H8), dif-
ferent chemical fates and lifetimes of INOO radicals can be
achieved.
Figure 5 shows the observed and predicted temporal pro-
files of NOx , O3, C5H8, and C4H6O over 25 h of isoprene
oxidation by NO3, with continuous input of 10.2 ppb C5H8,
205 ppb O3, and 59 ppb NO into the chamber and a balancing
outgoing flow at 40 L min−1 carrying well-mixed reactants
and products. It took > 16 h to reach steady state for all the
species displayed. In general, the model captures the trends
of O3 and NO well, while underpredicting the steady-state
NO2 by ∼ 26 %. After ∼ 18 h of dark reaction, the PTR-
Q-MS sampling tubing was submerged into a cold ethanol
bath (−40± 2 ◦C) to trap artifacts in the PTR-Q-MS mea-
sured C4H7O+ (m/z 71) signal. The simulated steady-state
concentration of isoprene agrees within 9 % with the mea-
surements. The derived concentration of the sum of MACR
and MVK from the measured C4H7O+ ion intensity upon
cold trapping is ∼ 1.1 ppb, which is ∼ 129 % higher than the
model predictions (∼ 0.48 ppb). This disagreement can be
attributed, to a large extent, to the oversimplified represen-
tation of the six different INOO radicals as one δ-INOO iso-
mer in the MCMv3.3.1 mechanism. As a result, the produc-
tion of β-INOO radical, the important precursor of MACR
and MVK, from NO3-initiated oxidation of isoprene is sup-
pressed in the simulations. The measured molar yield of the
sum of MACR and MVK is 36.3± 12.1 %, with uncertainties
arising from the fact that 10.5 % isoprene is predicted to react
with OH as an additional source of MACR and MVK. Using
this value, the fraction of β-INOO over the sum of nitrooxy
peroxy radicals is estimated as 48.6± 16.2 %, which is close
to that (∼ 46.3 %) reported by Schwantes et al. (2015), al-
though the estimated bimolecular lifetime of INOO radical
in that study (∼ 30 s) is lower than that predicted in the
present work (∼ 50 s). As discussed above, the hydroxyl per-
oxy radicals produced from OH oxidation of isoprene could
undergo rapid interconversion through addition or removal
of O2 at atmospherically relevant lifetimes. This interconver-
sion significantly impacts the subsequent chemistry of indi-
vidual ISOPOO radical isomers in terms of reaction rates and
product distributions. It is likely that the INOO radicals fol-
low similar interconversion due to the small R-OO bond dis-
sociation energy, although no experimental evidence exists.
A full examination of the INOO chemistry, i.e., their kinetic
and thermodynamic properties as well as their chemical fate
at different lifetimes, will be the focus of future studies using
this continuous flow chamber operation method.
5 Conclusions
We report here the development and characterization of
the NCAR Atmospheric Simulation Chamber operated at
steady-state continuous flow mode for simulating daytime
and nocturnal chemistry under atmospherically relevant NO
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Figure 5. Simulated (sim.) and observed (exp.) evolution patterns of (a) NOx , (b) O3, (c) the sum of MACR and MVK (C4H6O), and (d)
isoprene (C5H8) over 20 h NO3-initiated oxidation of isoprene under continuous flow mode chamber operation. The fractions of isoprene
that reacts with OH, O3, and NO3 are given in panel (e), and the fractions of INOO radical that undergoes bimolecular reactions with NO,
NO3, HO2, and RO2 are given in panel (f). Initial experimental conditions are 0 ppb O3, 59 ppb NOx , and 10.2 ppb C5H8, with continuous
input of 205 ppb O3, 59 ppb NO, and 10.2 ppb C5H8 over the course of 20 h dark reactions.
levels. The chamber is designed to achieve a well-controlled
steady-state environment by continuous inflow of reactants
and continuous withdrawal of reactor contents. We use
a combination of kinetic modeling and chamber experiments
to characterize the “intermediate-NO” chemical regime (tens
of ppt to a few ppb) that can be achieved by precisely
controlling the inlet reactant concentrations and the mix-
ing/residence timescales of the chamber.
To mimic daytime photochemistry, continuous input of
H2O2 and NO gases is required, resulting in steady-state OH
mixing ratios of 105–106 molec cm−3 under irradiation. Un-
der such conditions, the lifetime of a peroxy radical with
respect to reaction with NO and HO2 can be extended to
60 s or even longer, thus providing a unique environment
to study all reaction possibilities of RO2 radicals includ-
ing the intramolecular isomerization (autoxidation) pathway.
When studying OH-initiated chemistry, care needs to be
taken to avoid a range of experimental conditions (e.g., in-
flow H2O2> 2 ppm and NO> 20 ppb) where NO3 oxidation
might account for a large fraction of the overall degradation
pathway of certain parent hydrocarbons such as alkenes.
To mimic nighttime chemistry, continuous input of NO (or
NO2) and O3 is needed to produce steady-state NO3 radi-
cals in the range of 106–109 molec cm−3 in the dark. Under
such conditions, an RO2 radical can live up to 4 min prior
to finding a bimolecular reaction partner (e.g., NO, NO3, and
HO2), which were the dominant fates of RO2 radicals in most
batch-mode chamber experiments. Again, the long lifetime
of RO2 radicals achieved by the steady-state continuous-
mode operation opens an avenue for close examination of
RO2 unimolecular (isomerization) pathways in nocturnal en-
vironments.
In simulating both daytime and nighttime chemistry with
continuous flow operation method, O3 accumulation is un-
avoidable. The extent to which ozonolysis interferes with
OH- or NO3-initiated oxidation chemistry depends on the
steady-state O3 concentration achieved in the chamber and
its reactivity towards various parent VOCs. Taking isoprene
as an example, ozonolysis accounts for < 1 and < 0.1 % of
the overall isoprene degradation kinetics, respectively, under
established steady-state photolytic and dark conditions de-
scribed above.
In atmospheric chemistry, the terms “zero-NO” vs. “high-
NO” have been widely used to classify photooxidation con-
ditions and delineate the gas-phase fate of the peroxy rad-
icals (RO2) generated from VOCs oxidation (Zhang et al.,
2010, 2014b, 2015a; He et al., 2011; Cappa et al., 2013;
Zhang and Seinfeld, 2013; Loza et al., 2014; Nguyen et al.,
2014a; Schilling Fahnestock et al., 2014; Krechmer et al.,
2015; Gordon et al., 2016; Riva et al., 2016; Thomas et al.,
2016; Schwantes et al., 2017a, b). In the so-called “high-
NO” regime, reaction with NO dominates the fate of RO2
radicals, whereas in the “zero-NO” regime, the RO2 radicals
primarily undergo reaction with HO2 and, perhaps to a much
lesser degree, self- or cross-combination. The importance of
the “intermediate-NO” regime lies in the fact that at sub-ppb
levels of NO, the RO2+NO and RO2+HO2 reactions are
expected to co-exist and the RO2 radical could survive up
www.atmos-meas-tech.net/11/2537/2018/ Atmos. Meas. Tech., 11, 2537–2551, 2018
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to several minutes before encountering a partner (NO /HO2)
for bimolecular reactions. Under such conditions, the RO2
radical isomers may undergo interconversion by addition or
removal of O2 and intramolecular isomerization (autoxida-
tion) through H-shift. Here we use isoprene as an illustrative
VOC to explore the fate of RO2 radicals under sub-ppb NO.
Future work will focus on detailed characterization of oxi-
dation products from isoprene day- and nighttime chemistry
with particular attention given to the controlled RO2 fates and
lifetimes.
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ABSTRACT: Stabilized Criegee intermediates react with
organic acids in the gas phase and at the air−water interface
to form a class of ester hydroperoxides, α-acyloxyalkyl
hydroperoxides (αAAHPs). A number of recent studies have
proposed the importance of αAAHPs to the formation and
growth of secondary organic aerosol (SOA). The chemistry of
αAAHPs has not been investigated due to a lack of
commercially available chemical standards. In this work, the
behavior of αAAHPs in condensed phases is investigated for
the ﬁrst time. Experiments were performed with two
synthesized αAAHP species. αAAHPs decomposed rapidly in
the aqueous phase, with the rate highly dependent on the
solvent, temperature, solution pH, and other compounds
present in the solution. The measured 1st-order decomposition rate coeﬃcient varied between 10−3 and 10−5 s−1 under the
conditions examined in this work. Elucidation of the reaction mechanism is complicated by byproducts arising from the synthetic
procedure, but observations are consistent with a base-catalyzed hydrolysis of αAAHPs. The rapid hydrolysis of αAAHPs
observed in this work implies their short lifetimes in ambient cloud and fog waters. Decomposition of αAAHPs likely gives rise to
smaller peroxides, such as H2O2. The loss of αAAHPs is also relevant to ﬁlter extraction, which is commonly practiced in
laboratory experiments, potentially explaining contradictory results reported in the existing literature regarding the importance of
αAAHPs in SOA.
■ INTRODUCTION
Alkenes (e.g., isoprene and monoterpenes) comprise over half
of the total volatile organic compounds (VOCs) emitted to
Earth’s atmosphere.1 Owing to the reactivity of the CC bond
toward O3, ozonolysis is a major sink of alkenes. Ozonolysis
converts alkenes into oxygenated products that exhibit lower
vapor pressures and contribute to the formation of secondary
organic aerosol (SOA), a class of suspended organic particulate
matter that aﬀects air quality and global climate.2 As shown in
the generalized reaction scheme of alkene ozonolysis (Figure
1), O3 ﬁrst adds across the CC bond, giving rise to a primary
ozonide, which decomposes to a carbonyl compound and an
excited carbonyl oxide referred to as the Criegee intermediate.3
The Criegee intermediate is presented as a zwitterion in Figure
1, as it is the most stable conﬁguration,4 but it is also commonly
referred to as a biradical in the literature. The Criegee
intermediate can either undergo unimolecular decomposition
or be stabilized upon collision with air (i.e., N2 and O2). The
stabilized Criegee intermediate (SCI) can react bimolecularly
with a wide spectrum of molecules collectively known as
Criegee scavengers, among which organic acids are particularly
eﬃcient.4,5 The reaction between the C1 SCI and formic acid
proceeds nearly at the collision limit,6 with a rate coeﬃcient
larger than that of SCI + H2O by 3 to 4 orders of
magnitude.7−9 The product arising from the SCI + organic
acid reaction is an ester hydroperoxide, α-acyloxyalkyl hydro-
peroxide (αAAHP, Figure 1).10 A number of studies have
proposed that αAAHPs can contribute to SOA mass due to
their low volatility, and alternatively, they can react further with
another SCI to form compounds with even lower volatilities.6,11
Monoterpenes comprise a major fraction of global biogenic
VOC emissions,1 and the reaction products of monoterpene
SCIs are of great importance to atmospheric chemistry. Recent
studies have observed high molecular weight αAAHPs that are
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likely attributable to the gas-phase reaction of monoterpene
SCIs with organic acids.12−15 Kristensen et al.14 have proposed
that αAAHPs are a major fraction of monoterpene SOA. The
reaction of monoterpene SCIs with organic acids can also occur
at the air−water interface, such as the surface of cloud droplets
and aqueous aerosol. In particular, computational studies have
shown that SCIs with hydrophobic substituents are relatively
unreactive with water, allowing for reaction with other species,
such as acids.16−18 Recent experimental studies have provided
supporting observations, showing that SCIs from monoter-
penes and sesquiterpenes give rise to αAAHPs at the air−water
interface.19,20 While these studies suggest the importance of
αAAHPs arising from monoterpenes, contradictory results have
also been reported. A few studies have found that αAAHPs
comprised only a minor fraction of α-pinene SOA extracted in
organic or aqueous solvents.21,22 Such contradictory results
reﬂect the fact that the chemistry of αAAHPs has not been
investigated in a systematic manner. Unrecognized reactions of
αAAHPs are likely occurring in SOA and/or after sample
collection.
Multifunctional organic peroxides, such as αAAHPs,
comprise a highly complex, unresolved fraction of SOA.
These organic peroxide species serve as reservoirs of important
oxidants (e.g., the OH radical) and represent a class of reactive
oxygen species (ROS), which are linked to adverse health
eﬀects of airborne particulate matter.23,24 Despite their
environmental signiﬁcance, the chemistry of such multifunc-
tional organic peroxides is poorly understood due to their
complexity, lack of commercially available standards, and
chemical instability. In particular, recent studies have
demonstrated the labile nature of particle-bound organic
peroxides.25−27 Other studies have observed formation of
H2O2 and the OH radical from the water extract of SOA,
implying decomposition of larger organic peroxides.28−30 In
this work, two αAAHP species arising from the α-pinene SCIs
are synthesized, and their condensed-phase chemistry is
investigated for the ﬁrst time. A speciﬁc objective is to
understand the behavior of αAAHPs in the aqueous phase,
which reﬂects their fate in cloudwater, aqueous aerosol, and
aqueous solvents after extraction. We also attempt to determine
the reaction mechanism of the decomposition of αAAHPs, with
a particular interest in the extent to which they produce H2O2.
■ EXPERIMENTAL SECTION
Liquid Chromatography Electrospray Ionization Mass
Spectrometry (LC-ESI-MS). An LC-ESI-MS technique is used
here as the primary analytical method to characterize the
synthesized αAAHPs and to monitor their decomposition. The
same technique has been employed in a number of our
previous studies.21,31,32 A Waters ACQUITY UPLC I-Class
system was coupled to a quadrupole time-of-ﬂight MS (Xevo
G2-S QToF). LC separation was performed on an AQUITY
Figure 1. Schematic of the general atmospheric formation mechanism
of α-acyloxyalkyl hydroperoxide (αAAHP).
Figure 2. Synthetic pathways and possible structures of αAAHP-P and αAAHP-A. Simpliﬁed schematics for (a) the formation of α-pinene SCIs and
(b) the formation of αAAHPs are shown. Ozonolysis of α-pinene gives rise to two possible SCIs, which subsequently form two αAAHP structural
isomers upon reaction with an organic acid. For simplicity, only the αAAHPs arising from one SCI are shown in part b.
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BEH C18 column (1.7 μm, 2.1 × 50 mm), with the column
temperature controlled at 30 °C. The injection volume was set
at 10 μL, and the ﬂow rate was 0.3 mL min−1. The mobile
phase gradient and ESI settings in this study are identical to
those in Zhao et al.21 and will not be discussed with further
details here. Leucine enkephalin was employed as the lock mass
for accurate mass determination. LC-ESI-MS was operated in
both the positive (ESI(+)) and the negative (ESI(−)) modes.
Generally, ESI(+) detects oxygenated compounds as ion
clusters with Na+, NH4
+, or K+, while ESI(−) detects
compounds containing acidic protons in their deprotonated
forms (i.e., as [M − H]−). In this study, the instrument was
operated primarily with ESI(+) as it detects both of the
synthesized αAAHPs. ESI(−) was also employed to character-
ize αAAHPs and to elucidate the reaction mechanisms. Data
were acquired and processed with MassLynx v.4.1 software.
The reproducibility in the detected peak areas is within 5%, as
determined by frequent consistency tests.
Synthesis of αAAHPs. Unless noted otherwise, all
chemicals were purchased from Sigma-Aldrich without further
puriﬁcation. The synthetic procedure, adapted and modiﬁed
from that of Witkowski and Gierczak,33 is based on a liquid-
phase ozonolysis of α-pinene. The SCIs generated from liquid-
phase ozonolysis are forced to form αAAHPs in the presence of
an excess amount of an organic acid. The chemical mechanisms
behind the synthesis are shown in Figure 2. The synthetic
procedure has been described elsewhere.21 Brieﬂy, α-pinene
(50 mM) and an individual organic acid (10 mM) were
dissolved in acetonitrile (EMD Millipore). A gentle stream of
air (120 sccm) containing approximately 100 ppm of O3
(generated from a custom-built O3 generator) was bubbled
through the acetonitrile solution. Synthesis of αAAHPs was
carried out in an ice bath, and the solutions were stored in a
freezer maintained at −16 °C. Two organic acids were selected
to synthesize two diﬀerent αAAHPs. Pinonic acid was selected
for its relevance to monoterpene oxidation and its reactivity
with SCIs.14,19 Adipic acid was selected as representative of
diacids. The two synthesized αAAHPs are herein referred to as
αAAHP-P, and αAAHP-A, respectively (Figure 2). A synthetic
control was also prepared by following the same synthetic
procedures, except that no organic acid was added to force the
formation of αAAHPs. The synthesized αAAHPs were not
further puriﬁed due to their chemical instability; therefore, the
solutions likely contain byproducts of liquid-phase α-pinene
ozonolysis, e.g., through acid-catalyzed tautomerization of
SCIs.34
Characterization of the Synthesized αAAHPs. The
identity of the synthesized αAAHPs was ﬁrst conﬁrmed with
the LC-ESI-MS technique. The synthetic control, αAAHP-A,
and αAAHP-P were individually diluted by a factor of 50 to
water acidiﬁed to pH 2 with H2SO4. The purpose of adding
H2SO4 was to minimize decomposition of αAAHPs, which
simpliﬁes their characterization. As will be demonstrated in
Results and Discussion, the decomposition of αAAHPs is found
to be slow under acidic conditions. The diluted solutions were
measured with LC-ESI-MS with both ESI(−) and ESI(+).
Iodometry was employed to conﬁrm the peroxide function-
ality of αAAHPs. Iodometry is a method that selectively
reduces organic peroxides into the corresponding alcohols.35,36
It has been traditionally employed with UV−vis spectrometry
to quantify the total peroxide content in a sample.37,38 Our
previous work has established a method to couple iodometry to
LC-ESI-MS for a molecular-level analysis of organic peroxide;
this method has been named iodometry-assisted LC-ESI-MS.21
In the present work, both of the synthesized αAAHPs were ﬁrst
mixed and diluted by a factor of 50 in an aqueous solution,
preacidiﬁed to pH 2 with H2SO4. In this case, acidifying the
solution supplies the acid needed for iodometry. The solution
was then divided into two aliquots. Potassium iodide (KI, 60
mM) was added to one aliquot to initiate iodometry, while no
KI was added to the other aliquot as a control. Both aliquots
were kept in the dark at room temperature. LC-ESI-MS
measurement with ESI(+) was performed approximately 30
min after the addition of KI.
Hydrolysis of αAAHPs in Condensed Phases. The two
αAAHPs were mixed and diluted simultaneously by a factor of
50 in an aqueous solution contained in a plastic LC-ESI-MS
sample vial. The emphasis of the current work was placed on
hydrolysis in the aqueous phase, but experiments were also
performed in methanol and acetonitrile to explore the solvent
eﬀects. The sample vial was placed in a temperature-controlled
sample holder, and the αAAHP signals were tracked over time
using LC-ESI-MS. The temperature in the sample holder was
adjusted to 7, 15, 25, and 35 °C to explore the temperature
eﬀect. The sample vials and aqueous solutions were
preconditioned at the set temperatures before αAAHPs were
added. The pH of the αAAHP solution at the default dilution
ratio was 4.4 (monitored with a Thermo Scientiﬁc pH meter).
Its acidity is likely due to the presence of residual pinonic acid
and adipic acid used in the synthesis. To investigate the eﬀect of
solution pH on the decomposition of αAAHPs, experiments
were also conducted in solutions with pH values either adjusted
with H2SO4/NaOH or buﬀered with potassium hydrogen
phthalate (KHP) (Baker Chemical Co.).
In the ambient atmosphere, αAAHPs are likely present in
aqueous phases with highly complex chemical compositions,
including numerous organic and inorganic compounds. To
account for any matrix eﬀect, we have also performed αAAHP
hydrolysis experiments in an aqueous extract of SOA, generated
from the reaction of O3 and α-pinene in the Caltech
PhotoOxidation ﬂow Tube (CPOT) reactor.39 The details of
SOA generation, extraction, and characterization are provided
in our previous work.21 Brieﬂy, α-pinene (175 ppb) and O3 (1
ppm) were mixed in the CPOT in the absence of light, NOx,
and OH scavengers. The experiments were performed at room
temperature and under dry conditions (RH < 10%). The
average residence time in the CPOT was 3.5 min. Ammonium
sulfate ((NH4)2SO4) (Mallinckrodt Chemicals) seed aerosol
was injected to assist formation of SOA and to minimize vapor-
wall interactions. SOA generated in the CPOT was collected on
a Teﬂon ﬁlter over 16 h. The ﬁlter was extracted to water by
being mechanically shaken for 10 min, immediately before the
hydrolysis experiments.
The pH of the SOA extract with diluted αAAHPs was
measured to be 4.2. The (NH4)2SO4 concentration, arising
from the (NH4)2SO4 seed aerosol, was approximately 200 μM,
semiquantitatively determined by comparing the peak area of
HSO4
− observed by LC-ESI-MS to those from standard
solutions of (NH4)2SO4. The total organic carbon (TOC) in
the water extract of SOA was measured to be 31 ppm carbon
(ppmC) using a TOC analyzer (OI Analytical, Aurora model
1030w). The accuracy of the TOC instrument was within 5%.
High Performance Liquid Chromatography with
Fluorescence Detection (HPLC-Fluorescence). The for-
mation of H2O2 from αAAHPs was monitored with a HPLC-
ﬂuorescence instrument (Shimadzu RF-10AXL) located at the
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University of CaliforniaLos Angeles.30,40−43 The technique is
based on an LC separation of H2O2 and organic peroxides on a
C18 reversed-phase column (GL Science Inc., 5 μm, 4.6 × 250
mm), followed by a postcolumn addition of a ﬂuorescent
reagent consisted of horseradish peroxidase (HRP) and p-
hydroxyphenyl acetic acid (PHOPAA). With the catalytic
assistance of HRP, PHOPAA selectively reacts with H2O2 and
organic peroxides to form a ﬂuorescent dimer, which was
detected with a ﬂuorescent detector. The excitation and
emission wavelengths were set at 320 and 400 nm, respectively.
The LC separation is based on an isocratic method with a 100%
aqueous mobile phase containing 1 mM of H2SO4 (Fisher, 0.1
N, reagent grade) and 0.1 mM of ethylenediaminetetraacetic
acid (EDTA) at a total ﬂow rate of 0.6 mL min−1. The length of
the LC method was 10 min. The current LC method is
optimized for the detection of H2O2 and polar organic
peroxides. A pulse of acetonitrile (200 μL) was injected 3
min after the sample injection to facilitate the elution of less
polar organic peroxides. The synthesized αAAHPs did not elute
from the column and were not detected.
For the hydrolysis experiments, αAAHP-A or αAAHP-P was
diluted by a factor of 250 in water and stored in the dark at
room temperature. Aliquots (20 μL) of the experimental
solution were injected into the HPLC-ﬂuorescence instrument
to monitor the formation of H2O2. The method was calibrated
against standard H2O2 solutions, produced by diluting a
commercial H2O2 solution (50% in water). The detection
limit of the method was 10 nM. We have also performed
control experiments in which the synthesized αAAHPs were
diluted to the same ratio but in acetonitrile instead of water.
■ RESULTS AND DISCUSSION
Characterization of the Synthesized αAAHPs. Figure 3
shows the base peak intensity (BPI) chromatograms of the
synthetic control, αAAHP-A, and αAAHP-P obtained with LC-
ESI-MS. BPI chromatograms display the most intense peak at
each given retention time (RT). Neither ESI(−) nor ESI(+)
has detected any major compounds in the synthetic control
(Figure 3a). αAAHPs are detected by both ESI(−) and ESI(+)
(Figure 3, parts b and c), and the agreement between the
detected and exact masses (Figure 2) is within ±10 ppm.
αAAHP-A emerges at RT = 5.8 min and is detected as [M −
H]− (m/z 329) and [2M − H]− (m/z 659) by ESI(−). Along
with αAAHP-A, residual adipic acid was also detected by
ESI(−) at RT = 3.4 min, primarily as [M − H]− (m/z 145).
ESI(+) detects αAAHP-A primarily as [M + NH4]
+ (m/z 348),
but also as [M + Na]+ (m/z 353) and [M + K]+ (m/z 369).
Small organic acids, such as adipic acid, are not eﬃciently
detected as [M + Na]+ or [M + NH4]
+. In fact, adipic acid is
detected by ESI(+) primarily at m/z 346, which corresponds to
a complex with iron ([Fe3+·(M−)2]
−). Iron is likely present at
the ESI source or the injection system. We have conﬁrmed that
the isotope proﬁle of this peak agrees with that of iron and that
the peak area of m/z 346 is proportional to the adipic acid
concentration. αAAHP-P (RT = 7 min) does not have any
carboxylic groups and is not detected as [M − H]− by ESI(−),
but instead as a fragment at m/z 183. The precursor of
αAAHP-P, pinonic acid, is detected primarily as [M − H]− (m/
z 183) by ESI(−) at RT = 4.9 min. Similar to the case of
αAAHP-A, αAAHP-P is detected by ESI(+) primarily as [M +
NH4]
+ (m/z 386), but also as [M + Na]+ (m/z 391) and [M +
K]+ (m/z 407). ESI(+) detects pinonic acid primarily in a
dehydrated form, [M + H − H2O]+ (m/z 167), but also as the
iron complex ([Fe3+·(M−)2]
−) at m/z 422, similar to the case of
adipic acid. Besides the peaks of αAAHPs and their precursor
organic acids, ESI(+) has detected a number of minor peaks
likely attributable to byproducts arising from the current
synthetic procedure. These byproducts do not contain acidic
functionalities, as they are not detected by ESI(−).
Figure 3. LC-ESI-MS BPI chromatograms of (a) the synthetic control, (b) αAAHP-A, and (c) αAAHP-P. The top panels show the results obtained
with ESI(−) and the bottom panels show those obtained with ESI(+).
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Figure 4 compares the ESI(+) BPI chromatograms of a
mixture of the two αAAHPs treated with and without
iodometry. The only major diﬀerence between the two BPI
chromatograms is a complete attenuation of αAAHP peaks,
conﬁrming that they are organic peroxides. Iodometry induced
negligible eﬀects on the peaks of synthetic byproducts,
indicating that most of these byproducts are nonperoxide
species.
Overall, it is conﬁrmed that the synthesized αAAHPs are
organic peroxides with the accurate masses and elemental
compositions shown in Figure 2. However, we cannot
distinguish structural isomers of αAAHPs with the current
techniques. As shown in Figure 2a, α-pinene gives rise to two
diﬀerent SCIs, each leading to a distinct αAAHP structural
isomer upon reaction with pinonic acid or adipic acid. The
characterization also reveals that the αAAHP solutions contain
numerous synthetic byproducts. The dominant byproducts are
the residual precursor organic acids: adipic acid and pinonic
acid. Their concentrations are determined to be approximately
200 μM in the synthetic solution diluted by a factor of 50.
Although the majority of byproducts detected by LC-ESI-MS
are nonperoxide species, there are likely undetected peroxide
species. As will be discussed shortly, the HPLC-ﬂuorescent
technique detected a high initial background of H2O2, which is
too polar to be retained by the LC method used in LC-ESI-MS.
The presence of byproducts does not signiﬁcantly aﬀect the
kinetic investigation of αAAHP decomposition but complicates
the interpretation of the reaction mechanisms and will be
discussed.
Decay of αAAHPs Signals in Condensed Phases. Figure
5 shows the ESI(+) BPI chromatograms recorded during an
example experiment conducted in the aqueous phase at 25 °C
with uncontrolled pH (4.4). The chromatograms are color-
coded by the time at which each sample is injected to LC-ESI-
MS, with that of the ﬁrst sample deﬁned as time 0. Both of the
αAAHP species exhibit rapid decay, while the intensities of
other nonperoxide peaks exhibit minimal changes during 1 h of
reaction time. The inset of Figure 5 shows the 1st-order kinetic
plots of the two αAAHPs recorded for the same experiment.
The linearity of the plots indicates that the reaction is ﬁrst-
order. As discussed in the previous section, αAAHPs are
detected by ESI(+) in multiple forms, including [M + NH4]
+,
[M + Na]+, and [M + K]+. Each of these three peaks exhibits
decay at a very similar rate, and so only the dominant peak [M
+ NH4]
+ is used for the kinetic analysis. We also conducted an
experiment with pimelic acid added to the solution as an
internal standard and monitored the signals of αAAHP-A and
pimelic acid using ESI(−). The αAAHP-A decay rates with and
without the internal standard diﬀered by 8%, which is within
the experimental uncertainties; the relative standard deviation
of the hydrolysis rate at 25 °C is approximately 15%. As such,
all the results discussed here are from experiments without an
internal standard.
The eﬀect of solvent on the decay rate of αAAHPs was
investigated by performing the experiment at the same dilution
ratio and temperature (25 °C), but in methanol and
acetonitrile, which are the most commonly employed solvents
for ﬁlter extraction and analysis. The decay proﬁles of αAAHP-
P in the three solvents are shown in Figure 6. The decay rates
of αAAHPs increase in the order of acetonitrile < methanol <
water. The results for αAAHP-A exhibit the same trend and are
not shown. The 1st-order decay rate coeﬃcients (kI) of
αAAHPs and their corresponding e-folding lifetimes (τavg) in
the three solvents are summarized in Table 1. The trend that
Figure 4. Characterization of the synthesized αAAHPs with
iodometry-assisted LC-ESI-MS. ESI(+) BPI chromatograms of an
aqueous solution treated with and without iodometry are compared.
Figure 5. ESI(+) BPI chromatograms recorded in an example experiment at 25 °C with uncontrolled pH (4.4). Chromatograms are color-coded by
the time each sample is injected to LC-ESI-MS. Time at which the ﬁrst sample is injected is deﬁned as time 0. The inset presents the 1st-order
kinetic plots of the αAAHPs signal from the same experiment.
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αAAHPs are more reactive in polar and protic solvents is
consistent with hydrolysis. We also note that when αAAHPs
are stored in acetonitrile in a freezer maintained at −16 °C,
their signals exhibit a slow decay of approximately 25% over the
course of two weeks, indicating that they are highly stable
under this condition.
Temperature Eﬀects. The decomposition rates of
αAAHPs appear to be highly temperature-dependent. The
temperature dependences of the two αAAHPs are shown in
Figure 7a, in the format of an Arrhenius plot (i.e., ln(kI) vs 1/
T). The kI and τavg values at each temperature are summarized
in Table 1. Decomposition of both αAAHPs is accelerated at
higher temperatures, with their τavg values decreasing by
roughly an order of magnitude from 7 to 35 °C. The slope
of the Arrhenius plot is equivalent to −Ea/R, where Ea is the
activation energy, and R is the gas constant. In this manner, the
Ea values for αAAHP-A and αAAHP-P are obtained to be 62.6
± 4.2 and 60.7 ± 6.7 kJ mol−1, respectively. The uncertainty is
obtained from that of the slope. These Ea values are comparable
to but larger than those of simple alkyl esters, indicating that
hydrolysis of αAAHPs is more sensitive to temperature than
that of simple alkyl esters. For instance, Ea values for ethyl
formate and diethyl ester are 37.4 and 44.9 kJ mol−1,
respectively.44
Eﬀects of Solution pH. The eﬀect of solution pH on the
decomposition rate of αAAHPs is shown in Figure 7b. All of
these experiments were performed at 25 °C. Decomposition of
αAAHPs is highly pH dependent, proceeding more rapidly in
basic solutions. The solid markers on Figure 7b represent those
experiments in which the solution pH was adjusted with either
H2SO4 or NaOH. These log10(k
I) values exhibit a linear
relationship with solution pH, indicating that the rate
coeﬃcients are proportional to the concentration of OH−
from pH 3.5 to 5.1. This is within the typical pH range for
ambient cloud and fog waters.45 The highest solution pH
examined here is 5.1, as we found that the decomposition rate
was too fast to be quantiﬁed by the current LC-ESI-MS method
at higher pH values.
If organic acids are generated during decomposition of
αAAHPs, the solution pH can be potentially altered during the
course of an experiment. To account for this possibility, we also
performed experiments in buﬀered solutions, and the results are
shown in Figure 7b. The pH-dependence is similar in buﬀered
and pH-adjusted solutions, indicated by the identical slopes
between the two data series. However, the data of the buﬀered
solutions is shifted up from those of the pH-adjusted solution,
indicating more rapid decomposition of αAAHPs in buﬀers.
Matrix Eﬀect. The faster decay of αAAHPs in buﬀers is
likely the result of a matrix eﬀect, which has also been observed
in hydrolysis of other organic compounds.44 The buﬀer
solutions employed in the current work are generated by
mixing KHP and NaOH. The KHP concentration ranges from
0.07 M (pH 5.0 buﬀer) and 0.1 M (pH 4.1 buﬀer), and that of
NaOH ranges between 0.002 M (pH 5.0 buﬀer) and 0.03 M
(pH 4.1 buﬀer). To explore the potential eﬀect of Na+ on
hydrolysis of αAAHP, we performed a separate control
experiment in which the decomposition of αAAHPs was
monitored in an aqueous solution containing 0.015 M of
Na2SO4. This experiment conﬁrmed that Na
+ and SO4
2− at this
concentration do not accelerate the decomposition of αAAHPs.
As such, KHP present in the buﬀers is likely responsible.
Although KHP at the mM-level concentration is not
atmospherically relevant, the fact that KHP accelerated
αAAHP decomposition suggests that dissolved organic
compounds in cloudwater may also be able to accelerate the
decomposition of αAAHPs.
In the atmosphere, particle-phase αAAHPs are likely
introduced into cloud and fog waters when the αAAHP-
bearing particle is activated into a droplet, a process referred to
as nucleation scavenging.46 As such, in real cloudwater,
αAAHPs are present with many other chemical components.
The ideal way to investigate matrix eﬀects of other cloudwater
Figure 6. Decay of αAAHP-P in acetonitrile, methanol, and water.
Experiments were performed at 25 °C with uncontrolled solution pH.
The results represent the average of three replicates, with the error
shading indicating one standard deviation.
Table 1. Summary of 1st-Order Decay Rates (kI) and Corresponding e-Folding Lifetimes (τavg) of αAAHPs under a Variety of
Experimental Conditions
αAAHP-A αAAHP-P
solvent T (°C) pHa kI (s−1)b τavg (min) k
I (s−1)b τavg (min)
acetonitrile 25 N.A. (1.4 ± 0.8) × 10−5 1200 (1.3 ± 0.8) × 10−5 1200
methanol 25 N.A. (8.9 ± 0.3) × 10−5 190 (8.8 ± 0.2) × 10−5 190
SOA 25 4.2 (6.9 ± 0.6) × 10−4 24 (7.0 ± 0.4) × 10−4 24
water 25 4.4 (5.8 ± 1.0) × 10−4 29 (4.9 ± 0.7) × 10−4 34
water 7 4.4 (1.3 ± 0.2) × 10−4 110 (1.4 ± 0.1) × 10−4 110
water 15 4.4 (2.3 ± 0.3) × 10−4 72 (2.0 ± 0.3) × 10−4 83
water 35 4.4 (1.6 ± 0.4) × 10−3 11 (1.4 ± 0.4) × 10−3 12
aSolution pH was uncontrolled in the listed experiments. bUncertainties associated with kI are the standard deviation of three replicates.
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components is to use authentic cloudwater samples.47,48 In the
absence of such samples, we have taken a matrix-matching
approach by extracting α-pinene SOA components and
(NH4)2SO4 into water to create an atmospherically relevant
sample matrix. In the SOA extract, the kI values were
determined to be (6.9 ± 0.6) × 10−4 and (7.0 ± 0.4) × 10−4
for αAAHP-A and αAAHP-P, respectively. These values are
signiﬁcantly higher than those in water with the same pH (pH
4.2). The corresponding kI values in pH 4.2 water are 3.2 ×
10−4 and 3.6 × 10−4, calculated with the pH-dependent curves
shown in Figure 7b. Our results indicate that the presence of
SOA compounds has doubled the decomposition rate of
αAAHPs. Note that the hydrolysis experiment in the SOA
extract was repeated in triplicate, and the uncertainty bars are
shown in Figure 7b as a reference for the uncertainty range of
this matrix-matching experiment.
As discussed in Experimental Section, the synthesized
solutions contain organic acids and other byproducts. To
Figure 7. Temperature eﬀect on the 1st-order decay rate of αAAHP (kI), shown in part a as an Arrhenius plot (i.e., as ln(kI) vs 1/T). These
experiments were performed with the solution pH uncontrolled (∼4.4). The eﬀects of pH and solution matrix on kI (in the log10 scale) are shown in
part b. All of these experiments were performed at 25 °C. Red markers denote αAAHP-A, while blue markers represent αAAHP-P. For both parts a
and b, the corresponding e-folding lifetimes are shown on the right axis. The uncertainty bars, where applicable, represent one standard deviation
obtained from triplicate experiments.
Figure 8. Change of signals in αAAHP-A hydrolysis experiment at 35 °C. The BPI chromatograms obtained with ESI(+) (a) and ESI(−) (b) at 0
and 13 min injection time are compared. The growth of the adipic acid signal and the decay of αAAHP-A signal as a function of injection time,
measured with ESI(+), are shown in part c. Signals are normalized to the values obtained for the ﬁrst injection, and the uncertainties correspond to
the standard deviation of triplicate. The dashed line and the shaded area around it represent the stability (±5%) of the LC-ESI-MS method.
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address the potential eﬀect of the synthetic byproducts on the
decomposition rate of αAAHPs, we performed an experiment
with the αAAHPs diluted by an extra factor of two from the
default dilution ratio (i.e., a dilution factor of 100 instead of 50)
to reduce the concentration of byproducts. The kI values
obtained at these two dilution ratios agree to within 7%. As
hydrolysis, a 1st-order reaction, should not be aﬀected by
dilution alone, these results indicate that the eﬀect of organic
acids and synthetic byproducts on αAAHP decomposition is
relatively small under the current experimental conditions.
The TOC concentration of the SOA water extract was
measured to be 31 ppmC. Such a level of TOC is typically
observed in polluted fog and cloudwater samples, such as those
from Fresno, California, and Jeju Island, Korea.46 We did not
further perform a systematic investigation of the eﬀect of each
individual organic species on the hydrolysis rate of αAAHPs; it
is an interesting direction for future studies.
Proposed Mechanism of αAAHP Decomposition.
Base-Catalyzed Hydrolysis. We have attempted to derive the
reaction mechanism of αAAHP decomposition by monitoring
the growth of product peaks using LC-ESI-MS. However, as
shown in Figure 5, none of the peaks exhibits signiﬁcant
changes in intensity besides those of the decaying αAAHPs.
The only peaks that exhibit minor, yet consistent growth are
those attributable to the precursor organic acids, i.e., adipic acid
and pinonic acid. Tracking the growth of these peaks is
complicated by the fact that high concentrations of these
organic acids are present in the solution as byproducts of the
αAAHP synthesis prior to the hydrolysis experiments. Growth
of the organic acid peaks is most clearly observed when the
decomposition of αAAHPs is more rapid, i.e., in experiments
with high temperature or high solution pH. Parts a and b of
Figure 8 show the BPI chromatograms of an αAAHP-A
solution during a hydrolysis experiment at 35 °C; the growth of
adipic acid is conﬁrmed with both ESI(+) and ESI(−). The
growing signal of adipic acid and the decaying signal of
αAAHP-A during hydrolysis experiments at 35 °C are shown in
Figure 8c. Signals are normalized to those at time = 0 (the ﬁrst
injection) for comparison. The growth of adipic acid is highly
variable, but an average growth of 19 ± 9% is observed when
αAAHP-A is nearly depleted. This magnitude of growth is
larger than the method stability of the LC-ESI-MS (±5%).
Production of pinonic acid from αAAHP-P is also observed, but
to a less signiﬁcant extent: 10 ± 3%. Such a small amount of
pinonic acid production is close to the method stability. Our
results highlight the importance of further purifying the
synthesized αAAHPs in future studies, so that large residual
acid signals do not mask signal growth due to αAAHP
decomposition.
The observed pH-dependence and formation of organic acids
are consistent with a base-catalyzed hydrolysis of αAAHPs, as
shown by the case of αAAHP-A in Figure 9. The reaction
proceeds via a nucleophilic addition of OH− to the ester,
yielding adipic acid and an α-hydroxyhydroperoxide (αHHP)
intermediate that is in equilibrium with the corresponding
aldehyde, pinonaldehyde, and H2O2.
49,50 The formation of
H2O2 is qualitatively conﬁrmed with the HPLC-ﬂuorescence
technique, with the results shown in Figure 10. As mentioned
in Experimental, the synthesized solutions were diluted by a
factor of 250 in water before the HPLC-ﬂuorescence
measurement. A high initial background of H2O2, 3.1 μM
from αAAHP-A and 2.5 μM from αAAHP-P, is found in the
Figure 9. Base-catalyzed hydrolysis of αAAHP. The case of αAAHP-A is shown.
Figure 10. Production of H2O2 from αAAHPs diluted in water,
measured using HPLC-ﬂuorescence. The samples contain a high
background of H2O2 from synthesis, which has been subtracted. The
black trace shows the result of a control experiment, where αAAHP-P
is dissolved in acetonitrile instead of water.
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diluted aqueous solutions. We conducted a control experiment,
in which αAAHP-P is diluted in acetonitrile instead of water. A
similar initial H2O2 concentration (2.9 μM) is measured, but no
further production of H2O2 is observed over the course of 2 h
(Figure 10). The control experiment indicates that the initial
H2O2 likely arises from the synthesis, and is not due to a rapid
production upon dilution in water. The initial background has
been subtracted from the results presented in Figure 10. When
either αAAHP-A or αAAHP-P is diluted in water, a steady
production of H2O2 is observed. While αAAHPs are depleted in
approximately 1 h (as shown by the LC-ESI-MS results), the
production of H2O2 continues over a much longer time. The
HPLC-ﬂuorescence results are consistent with the proposed
mechanism (Figure 9), where αAAHPs are ﬁrst converted into
an αHHP intermediate, which likely generates H2O2 over a
longer time scale. However, due to the impure nature of the
synthesized solution, we cannot rule out the possibility that
synthetic byproducts can also give rise to H2O2.
The observed base-catalyzed hydrolysis of αAAHPs is unique
to aqueous-phase reactions. In fact, gas-phase decomposition of
organic peroxides is often acid-catalyzed. Computational
studies have shown that organic acids (e.g., formic acid) can
form prereaction complexes with organic peroxides in the gas
phase and reduce the energy barriers associated with their
decomposition.51,52 Conversely, in the aqueous phase, hydrol-
ysis of αAAHPs is initiated via nucleophilic addition of OH− to
the ester functional group (Figure 9) The dependence of
aqueous-phase decomposition on acid−base chemistry thus
diﬀerentiates aqueous-phase mechanisms from their gas-phase
counterparts.
Base-catalyzed hydrolysis in the aqueous phase has also been
reported for a related class of organic hydroperoxides, αHHPs.
In particular, the hydrolysis rates of hydroxymethyl hydro-
peroxide (HMP) and bis(hydroxymethyl) peroxide (BHMP)
exhibit a linear relationship with the concentration of HO−
from pH 4 to 6.53,54 This observation is similar to the case of
αAAHPs observed in the current work. In general, hydrolysis
reactions can be catalyzed by either acid or base.44 We did not
observe any signs of acid-catalyzed hydrolysis within the pH
range studied here (pH 3.5 to 5.1), nor did we perform
experiments under highly acidic conditions. However, acid-
catalyzed hydrolysis of HMP and BHMP was observed in
solutions with pH 1.5 or lower.54 It will be of interest for future
studies to investigate potential acid-catalyzed hydrolysis of
αAAHPs in highly acidic solutions.
Other Potential Reaction Mechanisms. Besides the base-
catalyzed hydrolysis mechanism, a number of other potential
mechanisms have been proposed in previous work. The ﬁrst
mechanism is acid anhydride formation via loss of water from
αAAHPs (Figure 11a). Studies of gas-phase ozonolysis of
ethene in the presence of formic acid have observed the
formation of formic acid anhydride, which likely arises from this
reaction pathway.7,55 A computational study52 has shown that
the presence of a third molecule, e.g., an organic acid, serves as
the carrier of hydrogen and can eﬃciently lower the energy
barrier of this reaction pathway. As shown in Figure 11a, the
acid anhydride arising from αAAHP-A should undergo
hydrolysis in the aqueous phase and give rise to pinonic acid
and adipic acid. However, pinonic acid, which would have
appeared at RT = 4.9 min, is not observed in the αAAHP-A
hydrolysis experiments (Figure 8, parts a and b). Our results
indicate that the acid anhydride pathway is unlikely a major
reaction mechanism.
Figure 11. Other potential decomposition mechanisms of αAAHPs: (a) acid anhydride formation and (b) the Korcek mechanism. The cases for
αAAHP-A are shown.
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The second reaction pathway considered here involves a
cyclization reaction followed by decomposition, a route known
as the Korcek mechanism.56 The Korcek mechanism is
particularly relevant to γ-ketohydroperoxides, forming a ﬁve-
membered cyclic peroxide intermediate, which subsequently
decomposes to a carbonyl compound and an organic acid.57 In
particular, Mutzel et al.38 have proposed that the Korcek
mechanism can be responsible for the loss of highly oxidized
organic compounds present in SOA. As shown in Figure 11b,
the cyclization of αAAHPs represents a special case of the
Korcek mechanism, giving rise to a hydroxylated secondary
ozonide intermediate. Information on the decomposition
pathway of this hydroxylated secondary ozonide intermediate
is limited.58 In the case of αAAHP-A, the Korcek mechanism
likely results in two organic acids, pinonic acid and adipic acid
for the case of αAAHP-A. As already discussed for the acid
anhydride pathway, production of pinonic acid is not observed
in the current work, indicating that the Korcek mechanism is
likely a minor reaction pathway.
■ CONCLUSION AND ENVIRONMENTAL
IMPLICATIONS
A growing body of work suggests the importance of the
reactions between stabilized Criegee intermediates (SCIs) and
organic acids in the atmosphere.5,6,14,18,20 The atmospheric fate
of the resulting products, α-acyloxyalkyl hydroperoxides
(αAAHPs), needs to be understood for in order to properly
assess the environmental importance of SCI + organic acid
chemistry. The current study presents the ﬁrst systematic
investigation of the behavior of αAAHPs in the condensed
phase. Given a lack of commercially available standards, two
αAAHPs were synthesized via liquid-phase ozonolysis of α-
pinene. The most signiﬁcant ﬁnding of the current work is a
rapid decomposition of αAAHPs in the aqueous phase. The
reaction rate is highly dependent on temperature and solution
pH, with the observed e-folding lifetimes of αAAHPs ranging
from 10 min (at 35 °C or pH 5) to over 100 min (at 7 °C or
pH 3.5).
The observations have signiﬁcant implications for the fate of
αAAHPs in the atmosphere. It is now widely accepted that
atmospheric aqueous phases, including cloud, fog, and aerosol
liquid water, are important reaction media for organic
compounds.59−61 Highly functionalized organic compounds,
such as αAAHPs arising from α-pinene ozonolysis, can be
introduced into cloud and fog waters through nucleation
scavenging. The pH of ambient cloud and fog waters varies
between 2 and 7, depending on the chemical composition and
the size of the droplets.45 Larger droplets tend to be less acidic,
as they are enriched in species arising from mineral dust and sea
salt. Our study shows that base-catalyzed hydrolysis is likely the
dominant decomposition pathway of αAAHPs in the cloud-
water-relevant pH range. The rapid decay observed in this
study implies that αAAHPs can be lost promptly when exposed
to cloud and fog with pH values larger than 5. The stability of
αAAHPs in aerosol liquid water is dependent on several
competing factors and is diﬃcult to predict. The pH values of
aerosol liquid water tend to be lower, typically ranging between
−1 and +3.62 While we did not investigate the behavior of
αAAHPs under such acidic conditions, studies on other types of
organic hydroperoxide indicate that acid-catalyzed hydrolysis
may become dominant in highly acidic solutions.54 Aerosol
liquid water also tends to contain a much higher concentration
of organic compounds.63,64 Observations from the current work
show an acceleration of the αAAHP decomposition by
dissolved organic compounds generated from α-pinene
ozonolysis. The total organic carbon concentration used in
the current work is 31 ppmC, equivalent to that in cloud and
fog waters from polluted regions. However, extrapolation of the
current results to highly complex ambient aerosol liquid water
is diﬃcult.
Rapid decomposition of αAAHPs can also occur in
laboratory experiments when ﬁlter samples are extracted in
aqueous or organic solvents. Such loss can potentially explain
contradictory results reported in the existing literature
regarding the importance of αAAHPs in SOA.21,22 On the
basis of the kinetic results obtained in this work, key
suggestions can be made for future laboratory experiments
targeting αAAHPs. Currently, the majority of chemical analyses
of SOA components are based on ﬁlter collection, extraction,
and oﬀ-line analyses. Our results suggest that the use of aprotic
solvents, such as acetonitrile, can signiﬁcantly reduce the
decomposition of αAAHPs after extraction. If the use of
aqueous solvents is unavoidable, the solution should be
acidiﬁed and stored under lower temperatures to minimize
αAAHP decomposition.
The reaction mechanism and the products arising from
αAAHP decomposition are also of particular interest in
atmospheric chemistry. The observed production of organic
acids and H2O2 in this work is consistent with a base-catalyzed
hydrolysis reaction of αAAHPs. The production of H2O2 is
particularly important, given that H2O2 is a reactive oxygen
species and is likely linked to adverse health eﬀects of
particulate matter pollution.23 Formation of H2O2 in extracted
SOA components has been previously observed and has been
attributed to decomposition of larger organic peroxides.28,30,40
αAAHP may represent one such H2O2 source. However, the
interpretation of the reaction mechanism in the current work is
signiﬁcantly hindered by the presence of organic acids and
synthetic byproducts that cannot be easily separated. Currently,
we cannot rule out the possibility that H2O2 arises from
compounds other than αAAHPs. Our results should be
conﬁrmed by future studies using pure αAAHP standards. A
remaining question for the reaction mechanism of αAAHPs is
the cause of their chemical instability. The water extract of α-
pinene SOA contains a large number of nonperoxide dimer
esters31,65,66 that are much more stable than αAAHPs and do
not exhibit a noticeable decay over a period of days. The
hydroperoxide functional group likely introduces the observed
chemical lability to αAAHPs, and base-catalyzed hydrolysis
alone may not fully explain their rapid decomposition.
Finally, the two αAAHP species studied in this work exhibit
similar dependence on all of the experimental conditions
examined, implying that a generalized description for the
reactivity of αAAHPs may be feasible. The current work focuses
on two speciﬁc αAAHPs arising from α-pinene SCIs, which
does not cover the diversity of SCI-derived organic species in
the ambient atmosphere. Future studies should be extended to
a wider spectrum of αAAHPs, including those arising from
isoprene and other major alkenes.
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Dimeric compounds contribute significantly to the formation and
growth of atmospheric secondary organic aerosol (SOA) derived
from monoterpene oxidation. However, the mechanisms of dimer
production, in particular the relevance of gas- vs. particle-phase
chemistry, remain unclear. Here, through a combination of mass
spectrometric, chromatographic, and synthetic techniques, we iden-
tify a suite of dimeric compounds (C15–19H24–32O5–11) formed from
concerted O3 and OH oxidation of β-pinene (i.e., accretion of O3- and
OH-derived products/intermediates). These dimers account for an
appreciable fraction (5.9–25.4%) of the β-pinene SOA mass and
are designated as extremely low-volatility organic compounds. Cer-
tain dimers, characterized as covalent dimer esters, are conclusively
shown to form through heterogeneous chemistry, while evidence
of dimer production via gas-phase reactions is also presented. The
formation of dimers through synergistic O3 + OH oxidation repre-
sents a potentially significant, heretofore-unidentified source of
low-volatility monoterpene SOA. This reactivity also suggests that
the current treatment of SOA formation as a sum of products orig-
inating from the isolated oxidation of individual precursors fails to
accurately reflect the complexity of oxidation pathways at play in
the real atmosphere. Accounting for the role of synergistic oxidation
in ambient SOA formation could help to resolve the discrepancy
between the measured atmospheric burden of SOA and that pre-
dicted by regional air quality and global climate models.
secondary organic aerosol | synergistic oxidation | atmospheric accretion
chemistry | dimer formation | monoterpenes
The oxidation of monoterpenes (C10H16) represents a sub-stantial and well-established source of atmospheric second-
ary organic aerosol (SOA) (1, 2), which constitutes a dominant
mass fraction (15–80%) of fine particulate matter (PM2.5) (3)
and exerts large but uncertain effects on Earth’s radiative bal-
ance (4) as well as adverse impacts on regional air quality and
human health (5, 6). High-molecular-weight, low-volatility di-
meric compounds have been identified as significant components
of both ambient (7–11) and laboratory-derived (12–22) mono-
terpene SOA, and have been implicated as key players in new
particle formation and growth (9–14, 23–26), particle viscosity
(27), and cloud condensation nuclei (CCN) activity (8, 24, 26).
Accumulating studies of α-pinene SOA indicate that a vast
majority of these dimers are formed only through O3- and not
OH-initiated oxidation, despite the apparent monomeric build-
ing blocks being present in both oxidative systems (11–13).
Particle-phase reactions of closed-shell monomers [e.g., aldol
addition/condensation (15–18), (peroxy)hemiacetal/acetal for-
mation (16, 21, 22), esterification (7, 18–21), and gem-diol for-
mation (16, 17)] and gas-phase reactions involving early-stage
oxidation products and/or reactive intermediates [e.g., stabilized
Criegee intermediates (SCIs), carboxylic acids, and organic
peroxy radicals (RO2) (9–14, 23–26)] have been advanced as
possible dimer formation pathways. However, the mechanisms
underlying dimer production and the relative importance of gas-
vs. particle-phase chemistry remain unresolved.
In this work, we investigate the formation, identity, and
abundance of molecular products in SOA derived from the O3-
and OH-initiated oxidation of β-pinene, the second-most-abun-
dant monoterpene emitted to the atmosphere (global emissions
estimated at 19 Tg y−1) (28). Through detailed chromatographic
and mass spectrometric analysis, coupled with 13C isotopic la-
beling and OH/SCI scavenging, we identify a reactive pathway to
extremely low-volatility dimeric compounds in SOA formed from
monoterpene ozonolysis involving reaction of O3-derived prod-
ucts/intermediates with those generated from oxidation by OH
produced in situ via vinyl hydroperoxide (VHP) decomposition.
We present evidence for formation of these dimers via both gas-
and particle-phase processes, underscoring the complexity of
atmospheric accretion chemistry. In establishing that O3 and OH
can act in concert to form nontrivial yields of dimeric SOA
constituents, we highlight the potential significance of synergistic
oxidation in ambient aerosol formation.
Results and Discussion
Dimers in β-Pinene SOA. β-Pinene ozonolysis and photooxidation
experiments were carried out in the Caltech dual 24 m3 Teflon
Environmental Chambers (CTEC) (Materials and Methods). A
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custom-modified particle-into-liquid sampler (PILS) integrated
with ultra-performance liquid chromatography/electrospray ion-
ization quadrupole time-of-flight mass spectrometry operated in
negative ion mode [UPLC/(−)ESI-Q-TOF-MS] was used to
characterize the time-resolved SOA molecular composition
(Materials and Methods) (29). Base peak ion (BPI) chromato-
grams of the O3- and OH-derived β-pinene SOA are shown in
Fig. 1. The chromatographic fingerprint of the O3 system displays
distinct monomeric and dimeric regions. Conversely, while the
identities of the monomers in both systems are similar, dimers
measureable by PILS + UPLC/(−)ESI-Q-TOF-MS were not
formed above the detection limit in the OH system, consistent
with previous LC/(−)ESI-MS studies on dimer formation in
α-pinene SOA (11–13). The monomers, on average, exhibit higher
O:C ratios than the dimers, suggesting that deoxygenation (e.g.,
condensation) is operative in dimer formation (18, 21). That the
dimers in the O3-derived SOA elute at retention times (RT) dis-
tinct from those of the monomers and are undetected in SOA
produced fromOH oxidation demonstrates that they are authentic
β-pinene SOA products rather than ion-source artifacts (e.g.,
noncovalent adducts) formed during the (−)ESI process.
The absence of detectable dimers in pinene photooxidation sys-
tems has prompted SCIs, specifically reaction of SCIs with first-
generation carboxylic acids forming hydroperoxide esters (11, 12,
15), to be implicated as potential drivers of monoterpene accretion
chemistry. However, we recently demonstrated that dimers identi-
fied in α-pinene SOA using LC/ESI-MS methods do not contain
(hydro)peroxide moieties (30). Further, no clear reduction in dimer
abundance was observed for SOA generated from β-pinene ozo-
nolysis when either water vapor or formic acid was introduced as an
SCI scavenger (SI Appendix, Fig. S1). These findings, together with
modest SCI yields (15%) measured for α-pinene ozonolysis (31, 32),
experimental and theoretical studies showing thermal unimolecular
decay to be a dominant SCI loss process (32–34), and reported
increases in dimer concentrations in α-pinene SOA with increasing
relative humidity (RH) (11–13) despite the probable role of water
vapor as an SCI scavenger, call into question the importance of SCI
chemistry in monoterpene dimer production. The lack of peroxide
dimers in α-pinene SOA also implies that gas-phase dimers formed
via RO2 self/cross-reactions (RO2 + RO2→ ROOR + O2) (23–26)
do not retain their peroxide character (i.e., undergo chemical
transformation/decomposition) following condensation to the par-
ticle phase, as previously suggested (13, 20, 23).
Although dimers in pinene SOA seem to form only through
O3- and not OH-initiated oxidation, scavenging of OH radicals
produced as a byproduct of the hot Criegee VHP channel during
α-pinene ozonolysis has been found to suppress the formation of
certain dimeric species (11). To further explore this effect,
steady-state β-pinene ozonolysis experiments were conducted in
the Caltech Photooxidation Flow Tube (CPOT) in the presence
and absence of cyclohexane as an OH scavenger (Materials and
Methods). UPLC/(−)ESI-Q-TOF-MS was employed to measure
the molecular composition of SOA samples collected on Teflon
filters and extracted into H2O (Materials and Methods). A group
of 23 dimeric compounds, also present in the CTEC experi-
ments, was identified whose formation was significantly inhibited
(>65%) by introduction of the OH scavenger; four of the dimers
are major peaks in the BPI chromatogram (Fig. 2). These di-
mers, with molecular formulas C15–19H24–32O5–11 and O:C ratios
ranging from 0.26 to 0.61, exhibit saturation mass concentrations
(C*) < 3 × 10−4 μg m−3 and are designated as extremely low-
volatility organic compounds (ELVOC) (Table 1). Compounds
with accurate masses/molecular formulas corresponding to 20 of the
23 identified dimers have been measured in recent monoterpene
SOA formation experiments, and 18 such compounds have been
observed in ambient SOA samples from forested regions dominated
by monoterpene emissions (SI Appendix, Table S2). The clear
conclusion from these experiments is that formation for this par-
ticular collection of dimeric species depends on both O3 and OH
oxidation, in either a concurrent or sequential manner.
Dimers from Ozonolysis of 13C-β-Pinene. To determine the point in
the O3-initiated dimer formation pathway at which OH radical
chemistry occurs (e.g., oxidation of the precursor hydrocarbon,
gas-phase reaction with first-generation products, or heteroge-
neous aging of particle-bound dimers), the exocyclic double bond
of β-pinene was exploited. 13C-β-Pinene, labeled at the terminal
vinylic carbon, was synthesized from 13C-iodomethane and
nopinone via Wittig olefination (Scheme 1). Ozonolysis of 13C-
β-pinene was carried out in the CPOT in the absence of an OH
scavenger; SOA samples were collected on Teflon filters and
extracted into H2O. Them/z of 18 of the identified dimers (Table
1, types 1–3), including the four major BPI peaks, shifted by one
mass unit on formation from 13C-β-pinene, indicative of 13C in-
corporation, while their RT remained unchanged. Recalling that
reaction of 13C-β-pinene with O3 will cleave the 13C label
whereas on reaction with OH the label will be retained, the one-
unit mass shift suggests that formation of the 18 dimers occurs
via reaction, in either the gas or particle phase, of O3-derived
products/intermediates with products/intermediates generated
from oxidation of β-pinene by OH produced via VHP de-
composition. For those dimers that did not undergo a mass shift
(Table 1, type 4), the observed dependence of their formation on
OH can be rationalized, in addition to the scenarios above, in
terms of a photooxidative pathway in which the labeled carbon is
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eliminated following OH addition to β-pinene (36, 37) but prior
to reaction with the O3-derived species.
The steady-state CPOT experiments enabled collection of suf-
ficient quantities of SOA mass for detailed structural analysis via
collision-induced dissociation (CID) (SI Appendix, S3.5). MS/MS
spectra of the 13C-labeled dimers and their 12C isotopologues
revealed distinct OH-derived (13C-mass-shifted) and O3-derived
(unshifted) fragmentation patterns (SI Appendix, Table S3). A
group of eight dimeric compounds (Table 1, type 1) was identified
with fragmentation patterns and relative peak intensities charac-
teristic of covalent dimer esters, which have been reported to be
significant components of monoterpene SOA (7, 10–13, 18–21).
Specifically, (i) the elemental composition of the dimers is given
by condensation of the O3- and OH-derived monomeric product
ions (M1 + M2 −MH2O = MD) (7, 16), and (ii) assuming that the
principal fragmentation occurs at the ester linkage, producing
carboxyl and alkoxy fragment ions through neutral loss of the al-
cohol and dehydrated acid moieties, respectively, the carboxyl
fragments and associated daughter ions are more intense than the
alkoxy fragments and their daughter ions (Fig. 3) (20, 21, 38), in
line with conventional charge accommodation behavior in (−)ESI-MS.
For the remaining 10 dimers (Table 1, types 2 and 3), the O3- and
OH-derived fragmentation patterns were not indicative of known
accretion chemistry (e.g., formal addition or condensation), and in
most instances a reasonable OH-derived (13C-mass-shifted)
monomeric building block either could not be identified or
failed to account for the observed OH-derived daughter ions (SI
Appendix, Table S3). The structures of these dimers were not
investigated further.
Based on comparison with MS/MS data for commercial stan-
dards and/or previously published MS/MS spectra, the O3-
derived monomeric building blocks of the dimer esters are
attributed to one of three dicarboxylic acids, each a well-
characterized pinene oxidation product that has been implicated
in dimer formation: cis-pinic acid (C9H14O4; Fig. 3A), cis-norpinic
acid (C8H12O4; Fig. 3B), and diaterpenylic acid (C8H14O5; Fig.
3C) (7, 39) (SI Appendix, S6.1). Conversely, the OH-derived mo-
nomeric units are characterized by the ionic [M−H]− formulas
[C10H15,17O2–7]
−, indicative of OH addition to β-pinene (C10H16)
followed by varying degrees of O2 incorporation, isomerization,
and bimolecular radical chemistry (36, 37). The daughter ions of
the dicarboxylic acid and [C10H15,17O2–7]
− monomeric units are
rationalized by successive neutral losses of H2O (18 Da), CO2
(44 Da), CH2O (30 Da), and C3H6O (58 Da), all of which are
established CID pathways (40–42). Notably, the loss of 13CH2O
(31 Da) from the [C10H15,17O2–7]
− fragment is observed in the MS/MS
spectrum of almost every 13C-labeled dimer ester (Fig. 3 and SI
Appendix, Table S3), consistent with the expected major addition of
OH to β-pinene (83% of total OH reactivity) at the terminal vinylic
carbon (36). Moreover, while the three dicarboxylic acids implicated
as O3-derived precursors were identified as major products in
β-pinene SOA formed from ozonolysis (SI Appendix, S6.1), SOA
products corresponding to the OH-derived monomeric building
blocks (i.e., C10H16O3,7 and C10H18O2,4,6) were not detected.
To further constrain the structures of the dimer esters, β-pinene
SOA filters were extracted into D2O and analyzed via UPLC/
(−)ESI-Q-TOF-MS using D2O as the polar eluent (SI Appendix,
Table 1. Dimers identified in SOA produced from the O3-initiated oxidation of β-pinene that exhibited a significant decrease in
abundance (>65%) due to OH scavenging
Dimer
type
Observed
m/z (−)
RT,
min
Molecular
formula
Error,
ppm O:C OSC
† logC*,‡ μg m−3
Exchangeable
hydrogens
SOA mass
fraction,§,{ %
1 323.1860 6.86 C18H28O5 0.6 0.28 −1.00 −3.9 2 0.04−0.17
355.1754 6.24 C18H28O7 −0.8 0.39 −0.78 −7.6 4 0.11−0.36
419.1525 4.70 C18H28O11 −6.7 0.61 −0.33 −15.2 4 0.02−0.16
373.1851 5.99 C18H30O8 −2.9 0.44 −0.78 −9.4 4 0.07−0.23
405.1764 4.49 C18H30O10 0.7 0.56 −0.56 −13.2 5 0.06−0.62
351.1828 5.73 C19H28O6 5.7 0.32 −0.84 −6.1 2 0.10−0.41
337.2027 7.16 C19H30O5 3.6 0.26 −1.05 −4.3 2 0.46−2.01
369.1916 6.48 C19H30O7 0.8 0.37 −0.84 −7.9 4 2.23−9.24
2 341.1960 6.87 C18H30O6 −1.2 0.33 −1.00 −5.7 2 0.06−0.24
357.1919 6.91 C18H30O7 1.7 0.39 −0.89 −7.6 3 0.39−1.60
373.1851 5.70 C18H30O8 −2.9 0.44 −0.78 −9.4 3 0.14−0.47
389.1814 6.18 C18H30O9 0.8 0.50 −0.67 −11.3 3 1.88−7.81
353.1961 6.15 C19H30O6 −0.8 0.32 −0.95 −6.1 3 0.14−0.60
3 315.1448 5.83 C15H24O7 1.3 0.47 −0.67 −6.6 3 0.02−0.10
347.1346 5.19 C15H24O9 1.2 0.60 −0.40 −10.5 3 0.03−0.25
375.1653 6.24 C17H28O9 −0.5 0.53 −0.59 −11.0 3 0.02−0.24
417.1769 6.76 C19H30O10 1.9 0.53 −0.53 −13.5 2 0.06−0.62
403.1963 6.28 C19H32O9 −1.2 0.48 −0.74 −11.6 3 0.07−0.24
4 345.1549 5.36 C16H26O8 0.1 0.50 −0.63 −8.8 2 0.05−0.50
359.1714 5.89 C17H28O8 2.2 0.47 −0.71 −9.1 3 0.32−1.07
339.1822 6.34 C18H28O6 4.1 0.33 −0.89 −5.7 2 0.46−1.93
355.1754 5.27 C18H28O7 −0.8 0.39 −0.78 −7.6 5 0.51−1.72
371.1707 5.46 C18H28O8 0.3 0.44 −0.67 −9.4 3 0.30−1.22
Dimers are grouped into four types based on structure and formation mechanism (see main text).
†Average carbon oxidation state (OSC = 2 O:C − H:C).
‡Saturation mass concentration (C*). Estimated using empirical model developed by Donahue et al. (35).
§Calculated for β-pinene SOA produced from O3-initiated oxidation in the CTEC (SI Appendix, Table S1, Exp. 1) after ∼4 h of reaction.
{Upper and lower bounds represent mass fraction estimates derived from experimental and computational approaches, respectively. Uncertainties in
experimental and computational approaches are estimated to be ±23% (relative) and a factor of 3, respectively. Details are provided in SI Appendix, S7.
O
13CH3I
Ph3P
benzene, 
RT, 72 h
13CH3
PPh3 I n-BuLi
30 min
13CH3
PPh3
THF, reflux, 18 h
13C
Scheme 1. Synthesis of 13C-β-pinene via Wittig olefination (SI Ap-
pendix, S5).
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S3.6). This approach facilitated deuterium substitution (H → D)
of labile hydrogens (e.g., −OH, −OOH, and −COOH) in the SOA
constituents while preserving chromatographic separation, enabling
quantification of the number of exchangeable hydrogens in the
identified dimer molecules based on systematic shifts in m/z due to
H/D exchange (Table 1 and SI Appendix, Fig. S4). Additionally,
using our recently developed iodometry-assisted LC/ESI-MS assay
for the molecular-level identification of organic peroxides (30), it
was established that the 23 identified dimers do not contain hy-
droperoxide (ROOH) or organic peroxide (ROOR) functionalities
(SI Appendix, S3.7). On the basis of these supporting experiments,
the accurate mass (MS) and fragmentation (MS/MS) data, the
inferred dicarboxylic acid structures of the O3-derived monomers,
and the prevailing mechanism of β-pinene photooxidation (36,
37), tentative molecular structures and fragmentation path-
ways for the dimer esters are proposed in SI Appendix, Table
S4 and Fig. S10, respectively (SI Appendix, S6.1).
Mechanisms of Dimer Formation. To assess the relative contribu-
tions of gas- vs. particle-phase chemistry to the formation of
dimers derived from concerted O3 and OH oxidation, the tem-
poral evolution of individual products in β-pinene SOA formed
from ozonolysis in the CTEC was examined. Shown in Fig. 4 A–C
are the particle-phase growth profiles of the eight dimer esters
(Table 1, type 1) overlaid upon those corresponding to the di-
carboxylic acid monomers (cis-pinic acid, cis-norpinic acid, and
diaterpenylic acid) that were implicated as precursors based on
detailed MS/MS analysis. The strong correlation between the
particle-phase abundances of the dimer esters and their pre-
sumed dicarboxylic acid building blocks points toward a mech-
anism of heterogeneous formation, wherein the semivolatile
dicarboxylic acids undergo traditional equilibrium gas-particle
partitioning (43) with subsequent reactive uptake of the gas-
phase, OH-derived monomers/intermediates on collision with
particle surfaces to form ELVOC dimers. A heterogeneous
rather than purely particle-phase mechanism is supported by the
absence of monomers corresponding to the OH-derived dimer
ester precursors in SOA generated from β-pinene ozonolysis.
Such heterogeneous/multiphase accretion processes, leading to
the production of high-molecular-weight oligomeric products,
have recently been shown to contribute significantly to SOA
formation in both biogenic and anthropogenic systems (44, 45).
The growth dynamics of the dimer esters can be contrasted
against those shown in Fig. 4D for another group of dimers
(Table 1, type 2) also produced from coupled O3 and OH oxi-
dation. These dimers achieve essentially their maximum, steady-
state SOA concentrations after ∼2 h of reaction, whereas within
the same time frame the dimer esters reach only ∼60% of their
highest measured particle-phase abundances. Prompt formation
and rapid particle-phase growth of the dimers in Fig. 4D, at rates
faster than those observed for the monomers (Fig. 4 A–C), in-
dicate production via gas-phase reactions of first-generation
oxidation products/intermediates followed by irreversible con-
densation of the resulting ELVOC dimers onto existing aerosol
surfaces. As the formation of these dimers was not significantly
inhibited by introduction of SCI scavengers (SI Appendix, Fig.
S1), they likely originate from closed-shell/radical species unique
to the hot Criegee VHP channel. Although the identified dimers
were found not to contain (hydro)peroxide functionalities (SI
Appendix, S3.7), production of the dimers in Fig. 4D may be
explained by gas-phase RO2 self/cross-reactions (23–26, 46) with
subsequent particle-phase decomposition leading to nonperoxide
species (13, 20). Fast formation of particle-bound dimers during
monoterpene ozonolysis has been reported in several recent
studies (10–13, 20) and, together with their estimated low vola-
tility, has been advanced to explain nucleation and initial growth
of monoterpene SOA, both in laboratory studies without seed
aerosol and in regions, such as the boreal forest, dominated by
biogenic emissions (47).
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Fig. 3. Representative (1) extracted ion chromatograms, (2) MS spectra, and
(3) MS/MS spectra, measured by UPLC/(−)ESI-Q-TOF-MS, of dimer esters in
SOA produced from the O3-initiated oxidation of β-pinene (Table 1, type 1)
presumed to form from (A) cis-pinic acid (C9H14O4), (B) cis-norpinic acid
(C8H12O4), and (C) diaterpenylic acid (C8H14O5). MS/MS peaks are colored to
denote O3-derived (red) and OH-derived (blue) fragment ions. Numbers in
MS/MS spectra correspond to nominal m/z values of [M−H]− fragment ions;
ionic formulas [CxHyOz]
− are given in parentheses. *Indicates peaks that
underwent a one-unit mass shift on formation from 13C-β-pinene.
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Fig. 4. Temporal profiles of molecular products in SOA produced from the
O3-initiated oxidation of β-pinene in the CTEC (SI Appendix, Table S1, Exp. 1),
measured by PILS + UPLC/(−)ESI-Q-TOF-MS. Profiles are plotted as the
particle-phase abundance of each species, normalized to the highest abun-
dance observed over 4 h of reaction, as a function of reaction time. Discrete
data points (5-min resolution) are presented as lines to aid the eye. Numbers
correspond to nominal m/z values of [M−H]− ions; molecular formulas are
given in parentheses. (A–C) Profiles of dimer esters (Table 1, type 1) and
dicarboxylic acids implicated as precursors based on MS/MS analysis: (A) cis-
pinic acid (m/z 185; C9H14O4; RT 4.33), (B) cis-norpinic acid (m/z 171; C8H12O4;
RT 4.06), and (C) diaterpenylic acid (m/z 189; C8H14O5; RT 3.32). (D) Profiles of
dimers (Table 1, type 2) characterized by almost immediate formation and
rapid particle-phase growth. Dashed lines (2 h, 0.6 abundance) are drawn to
aid in comparison between growth profiles in A–C and D.
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As a means of evaluating the hypothesized mechanism of
heterogeneous dimer ester formation, β-pinene photooxidation
experiments were conducted in the CTEC in the presence of
seed aerosol composed of varying mass ratios of ammonium
sulfate [(NH4)2SO4] and cis-pinic acid, the only commercially
available pinene-derived dicarboxylic acid (Materials and Meth-
ods). Consistent with the idea that introducing the O3-derived
dimer ester precursors into the particle phase of the OH system
should promote otherwise negligible heterogeneous dimeriza-
tion, the presence of cis-pinic acid in the (NH4)2SO4 seed
resulted in significant formation, proportional to the mass ratio
of cis-pinic acid to (NH4)2SO4, of the major dimer ester at m/z
337 (C19H30O5) (Fig. 5), corroborating the indirect MS/MS (Fig.
3A) and kinetic (Fig. 4A) evidence for production from particle-
bound cis-pinic acid. That the dimer ester at m/z 337 was not
observed in OH-derived β-pinene SOA, with pure (NH4)2SO4
seed, collected on a Teflon filter coated with cis-pinic acid ex-
cludes the possibility of dimer formation via accretion of con-
densed monomers, either on the filter or during the extraction
process (SI Appendix, Fig. S11). Although the details of the
mechanism forming the ester linkage remain unclear, the observed
increase in dimer ester abundance at elevated RH (SI Appendix,
Fig. S1) argues against production via conventional esterification
(i.e., carboxylic acid + alcohol). Overall, these findings conclu-
sively demonstrate the role of heterogeneous accretion chemistry
in monoterpene SOA formation (SI Appendix, S6.2).
Surprisingly, these experiments also imply that a simple mass
limitation of monomeric precursors in the particle phase is re-
sponsible for the absence of dimer esters in β-pinene SOA
formed from OH-initiated oxidation. However, increased mass
fractions of cis-pinic acid in SOA from α-pinene ozonolysis,
relative to photooxidation, have been observed in a number of
previous studies and have been invoked as a possible explanation
for the lack of dimers containing cis-pinic acid in α-pinene
photooxidation experiments (7, 12, 48). Indeed, in this study
cis-pinic acid was found to comprise a much higher fraction of
β-pinene SOA mass when formed from O3- (13.4 ± 3.1%) rather
than OH-initiated (1.7 ± 0.4%) oxidation (see m/z 185; RT 4.33
in Fig. 1), while significant but less pronounced disparities in
SOA mass fraction between ozonolysis and photooxidation ex-
periments were observed for cis-norpinic acid (1.4 ± 0.3% vs.
0.24 ± 0.06%) and diaterpenylic acid (0.71 ± 0.16% vs. 0.28 ±
0.06%) (SI Appendix, S7).
Although also suggested to arise from heterogeneous reaction
of particle-phase cis-pinic acid (Fig. 4A), neither the prominent
dimer ester at m/z 369 (C19H30O7) nor the minor dimer ester at
m/z 351 (C19H28O6) was detected in the photooxidation experi-
ments carried out with cis-pinic acid and (NH4)2SO4 seed. One
plausible explanation for the absence of these dimers is that the
high HO2 concentrations (∼1010 molecules cm−3) inherent in the
use of H2O2 as an OH precursor (SI Appendix, S1.1) produce an
oxidative environment in which the OH-derived RO2 isomeri-
zation and bimolecular reaction channels are vastly different
from those operative in the comparatively low-HO2 (∼107
molecules cm−3) ozonolysis system (SI Appendix, S4) that form
the [C10H17O4]
− and [C10H15O3]
− building blocks of the dimer
esters at m/z 369 and 351, respectively (SI Appendix, Table S3).
That RO2 + HO2 rate coefficients are typically order(s) of
magnitude larger than those for RO2 + RO2 reactions (49)
further compounds the disparity between these two RO2 re-
gimes. Conversely, for the dimer ester at m/z 337, although the
structure of the [C10H17O2]
− building block is tentative (SI Ap-
pendix, Fig. S10 and Table S3), theoretical studies indicate that
this monomer is able to form under both ozonolysis and pho-
tooxidation conditions from the C10H17O3 hydroxy peroxy radi-
cal, produced from OH and subsequent O2 addition to β-pinene,
either via traditional RO2 + RO2 chemistry or through an OH-
recycling pathway in the reaction with HO2 (36, 50).
Atmospheric Implications. The production of dimeric compounds
(Table 1, types 1–3) through concerted O3 and OH oxidation
accounts for an appreciable, heretofore-unidentified fraction (5.9–
25.4%) of the total mass of β-pinene SOA derived from ozonolysis
under the conditions employed in this work (Table 1). Although
specifically revealed in SOA formation from β-pinene, this re-
active pathway represents a potentially significant source of high-
molecular-weight ELVOC to the atmosphere that is expected to
be broadly applicable to other monoterpenes (SI Appendix, S8).
Through detailed molecular composition and kinetic analysis,
certain dimers are definitively shown to form through heteroge-
neous processes, while indirect evidence for dimer production via
gas-phase routes is also presented. The importance of both gas-
and particle-phase reactions to the formation of dimeric SOA
constituents demonstrated in the current work underscores the
complexity of atmospheric accretion chemistry, as well as the
significant shortcomings in scientific understanding that preclude
adequate characterization of its impact.
The O3 + OH reactivity elucidated in β-pinene SOA also
highlights the importance of understanding and accounting for the
likely role of oxidative synergism in ambient aerosol formation,
where SOA precursors are susceptible to concurrent oxidation by
O3 and OH. At present, SOA formation in atmospheric models is
treated as an additive combination of products originating from the
isolated oxidation of individual precursors (e.g., α-pinene + O3 or
isoprene + OH). In establishing that oxidants can act in concert to
produce extremely low-volatility dimers in nontrivial yields, how-
ever, this study suggests that the tendency of current atmospheric
models to systematically underpredict ambient SOA mass (1) may
be due in part to the fact that discrete SOA formation mechanisms,
parameterized by laboratory experiments that typically feature only
one oxidant and a single SOA precursor, do not accurately reflect
the intricate oxidation pathways at play in the real atmosphere.
Revising the chemistry of monoterpene SOA formation in regional
air quality and global climate models to account for the role of
synergistic oxidation could help to resolve the discrepancy between
model predictions and ambient measurements. However, param-
eterization of this reactivity requires additional work.
Materials and Methods
β-Pinene ozonolysis and photooxidation experiments were carried out in the
CTEC and CPOT at ambient temperature (∼295 K) and atmospheric pressure
(∼1 atm), under dry conditions (<10% RH), in the presence of (NH4)2SO4 seed
aerosol, and at mixing ratios of NOx typical of the pristine atmosphere
(<0.5 ppb). CTEC experiments were designed to mimic oxidation in ambient
air, while those in the CPOT were used to elucidate dimer structures and
formation mechanisms. For CTEC experiments with ∼4-h duration, β-pinene
(∼120 ppb) was oxidized by O3 (∼200 ppb) in the absence of an OH scavenger
or OH (∼2 × 106 molecules cm−3). Select photooxidation experiments were
performed with mixed (NH4)2SO4 and cis-pinic acid seed. For steady-state CPOT
experiments, oxidation of β-pinene (∼150 ppb) by O3 (∼1 ppm) proceeded in
the presence and absence of scavengers for both OH (cyclohexane) and SCIs
(water vapor and formic acid). In certain CPOT experiments, 13C-β-pinene,
synthesized from 13C-iodomethane and nopinone via Wittig olefination
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Fig. 5. UPLC/(−)ESI-Q-TOF-MS BPI chromatograms of SOA produced from
the OH-initiated oxidation of β-pinene after ∼4 h of reaction in the CTEC (SI
Appendix, Table S1, Exps. 2–4). Experiments were conducted in the presence
of seed aerosol at similar mass loadings but different mass ratios (see leg-
end) of (NH4)2SO4 and cis-pinic acid (C9H14O4). Numbers correspond to
nominal m/z values of [M−H]− ions; molecular formulas are given in pa-
rentheses. Shaded peaks correspond to cis-pinic acid and the dimer ester at
m/z 337 (C19H30O5). Chromatograms for each experiment are normalized to
the area of the peak at RT 3.93 (m/z 171; C8H12O4).
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(Scheme 1), was used. Experimental conditions are reported in SI Appendix,
Table S1 and described in detail in SI Appendix, S1.
β-Pinene mixing ratios were quantified with a gas chromatograph
equipped with a flame ionization detector (GC/FID) (SI Appendix, S2).
Aerosol size distributions and number concentrations were measured with a
custom-built scanning mobility particle sizer (SMPS) (SI Appendix, S3.1).
“Bulk” aerosol chemical composition was quantified with an Aerodyne high-
resolution time-of-flight aerosol mass spectrometer (HR-ToF-AMS) (SI Ap-
pendix, S3.2). The molecular composition of β-pinene SOA collected by PILS
during CTEC experiments (SI Appendix, S3.3) and on Teflon filters during
steady-state CPOT and select CTEC experiments (SI Appendix, S3.4) was
characterized off-line by UPLC/(−)ESI-Q-TOF-MS (SI Appendix, S3.5). Certain
SOA filter samples were analyzed using D2O in place of H2O as the extraction
solvent/polar eluent (SI Appendix, S3.6). Iodometry was coupled to UPLC/
(−)ESI-Q-TOF-MS (30) to identify organic peroxides at the molecular level in
β-pinene SOA (SI Appendix, S3.7). The Master Chemical Mechanism version 3.2
(MCMv3.2) (51) was used to simulate the concentration profiles of OH, HO2,
and RO2 during β-pinene ozonolysis in the CTEC, as well as the fractions of
β-pinene that react with O3 vs. OH (SI Appendix, S4). Mass fractions of indi-
vidual organic compounds in β-pinene SOA, along with associated uncer-
tainties, were calculated as described in SI Appendix, S7.
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