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A b s t r a c t
Road traffic safety has been a subject of worldwide concern. Ded­
icated short range communications (DSRC) is widely regarded as a 
promising enabling technology for collaborative safety applications 
(CSA), which can provide robust communication and affordable per­
formance to build large scale CSA system.
The main focus of this thesis is to develop solutions for DSRC QoS 
control in order to provide robust QoS support for CSA. The first de­
sign objective is to ensure robust and reliable message delivery services 
for safety applications from the DSRC networks. As the spectrum re­
sources allocated to DSRC network are expected to be shared by both 
safety and non-safety applications, the second design objective is to 
make QoS control schemes bandwidth-efficient in order to leave as 
much as possible bandwidth for non-safety applications.
The first part of the thesis investigates QoS control in infrastructure 
based DSRC networks, where roadside access points (AP) are avail­
able to control QoS control at road intersections. After analyse DSRC 
network capabilities on QoS provisioning without congestion control, 
we propose a two-phases adaptive QoS control m ethod for DSRC ve­
hicle networks. In the first phase an offline simulation based approach 
is used to find out the best possible system configurations (e.g. mes­
sage rate and transm it power) with given numbers of vehicles and 
QoS requirements. It is noted th a t with different utility functions 
the values of optimal param eters proposed by the two phases central­
ized QoS control scheme will be different. The conclusions obtained 
with the proposed scheme are dependent on the chosen utility func­
tions. But the proposed two phases centralized QoS control scheme is 
general and is applicable to different utility functions. In the second 
phase, these configurations are used online by roadside AP adaptively 
according to dynamic traffic loads. The second part of the thesis is 
focused 011 distributed QoS control for DSRC networks. A framework 
of collaborative QoS control is proposed, following which we utilize 
the local channel busy time as the indicator of network congestion 
and adaptively adjust safety message rate by a modified additive in­
crease and multiplicative decrease (AIMD) method in a distributed 
way. Numerical results dem onstrate the effectiveness of the proposed 
QoS control schemes.
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C h a p te r  1 
In tro d u c tio n
1.1 R e se a rc h  P ro b le m s  a n d  M o tiv a t io n s
Road traffic safety has been a subject of worldwide concern. The UK Department, 
for Transport reported more than 208,000 casualties of all severities in 2011, in 
which about 2000 people were killed and 25.000 were seriously injured [1]. The 
annual worldwide losses due to road accidents are tremendously high.
Collaborative Safety Applications (CSA) enabled by vehicular communica­
tions is widely regarded as a key to future road safety. By equipping vehicles 
with Inter-vehicle Communication (IVC) and Global Positioning System (GPS), 
the driver’s horizon of perception can be widened to recognize hazardous events 
th a t can not be detected by local sensors or by the driver alone, such as vehicles 
braking for emergency stops and merging traffic, vehicles in a blind spot, and 
imminent collisions [2] [3].
Compared to the cellular and satellite communication technologies, DSRC can 
provide ad hoc and localized communications, with the advantages of high data 
rate, low message transmission latency, low costs for communication and equip­
ment [4]. DSRC has attracted  lots of attention from the automotive industry and 
wireless network research community. For example, Institu te of Electrical and 
Electronics Engineers (IEEE) developed a Wireless Access in Vehicular Environ­
ment (WAVE) to provide seamless, interoperable services to transportation with 
IVC [5] [6]. Major car manufacturers (e.g., GM, BMW) and research institutes
1
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worldwide, most particularly in tlie US. Germany, Japan and Sweden, are also 
active in the research and development of DS11C technique [2] [7].
Unlike the non-safety applications, vehicle safety systems have extremely high 
reliability requirement. Practical and reliable CSA requires robust and reliable 
message delivery services from the DSRC networks as well [2] [8]. A key to t he 
success of large scale CSA is efficient and robust QoS support from DSRC vehicle 
networks, which is however very challenging. There are several major obstacles to 
the provisioning efficient and robust QoS support from DSRC1 vehicle networks, 
including:
• Hashing wireless communication channel due to m ulti-path delay spread 
and Doppler effect in the outdoor between high-speed vehicles environment 
[9] [10],
• At MAC layer IEEE 802.11 based random channel access is used in DRSC, 
which is widely known to be inefficient in providing deterministic QoS guar­
antee. The channel can be easily congested and results in unacceptable QoS 
[4] [5] [11] .
• At network layer vehicles are networked in an ad hoc manner with highly 
dynamic network topology and short-lived connectivity [2] [7] [12],
• At transport layer, as useful safety information is usually limited to the 
area around a vehicle and broadcast to the neighbour vehicles, congestion 
control is necessary but very difficult as feedback for broadcast message 
transmission is very hard, which is different from the well studied end-to- 
end unicast TCP congestion control protocol [13] [14] [15].
• At application layer, multiple priorities of safety applications and band­
width demanding non-safety applications are expected to be deployed over 
DSRC networks , making QoS support problem more complicated and chal- 
lenging [2] [7] [12],
To the best of our knowledge, robust QoS control of DSRC networks to provide 
QoS support by utility function for CSA has not been reported in the existing 
literature. The main motivation of this thesis is to develop and evaluate novel
2
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QoS control schemes for DSRC vehicle networks to provide efficient and robust 
QoS for CSA.
1.2 R e s e a rc h  O b je c t iv e s
The implications of this research are expected to contribute directly to DSRC net­
work QoS support, which will eventually contribute to realize safe, environment 
friendly and comfortable driving. W ith a vision of DSRC network enabled CSA 
and the im portance of QoS support by DSRC networks, this thesis is aimed at 
systematic design and optimization of QoS control of DSRC network to provide 
adaptive robust QoS support for CSA, in order to bring CSA closer to practical­
ity. In this thesis the QoS metrics of safety message success probability, message 
delivery delay and number of messages received per second are considered. The 
metric of message success probability is defined as the ratio of the number of suc­
cessful messages (i.e. without collision with any other messages during the entire 
transmission period) to the overall number of transm itted messages. Message 
delivery delay is defined as the time elapsed from when a message is generated 
to the time the message is transm itted. The QoS requirements for the safety 
messages are assumed to be comparable to those summarized in the Table.1.1 [2].
Table 1.1: Preliminary Application QoS Requirements
Trans mode Min Freq Latency
Emergency brake light, ESA 10 100ms
Pre-crash sensing ESA 50 20ms
Forward collision 
warning PSA 10 100ms
Lane change warning PSA 10 100ms
The aims of this thesis includes:
• To devise and develop tools for evaluating the efficiency and robustness of 
QoS support th a t can be provided by DSRC networks for large scale CSA.
• To design both centralized and distributed QoS control solut ions for DSRC 
networks with the aims of guaranteeing the QoS required by emergency
3
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safety applications and maximizing bandw idth utilization to support 11011- 
safety applications for economic concerns.
The main objectives of the thesis are summarized as follows:
• To devise performance evaluation tool (mainly simulation based) for analysing 
the QoS performance measures 111 terms of packet loss, delay and t ransmis­
sion range for multiple-class broadcast safety applications over multiple- 
priority 802.l i p  MAC with various transm it power, traffic rate and vehicle 
density.
• To formulate the optimal transm it power and message rate control problem, 
design and evaluate centralized low-complexity algorithms for the control 
problem at road intersection scenarios.
• To develop a software package using MATLAB th a t implements the cen­
tralized algorithms, use it to investigate the joint impact of transm it power, 
message rate, 802.1 lp  MAC and vehicle density 011 robust QoS support, 
and identify the dominant components that influence robust QoS support 
for CSA.
• To devise distributed robust and bandwidth-efficient QoS control schemes 
which implement the functions of congestion prevention, congestion mit i­
gation and QoS adaptation through power and message rate control.
• To develop a discrete-event driven simulator th a t implements the distributed 
QoS control schemes, conduct systematic performance study of the QoS sup­
port for CSA. test and dem onstrate the viability of the developed robust 
QoS control schemes in practical network scenarios. For the work presented 
in this thesis, the main concern is 011 the investigation of channel access per­
formances of 802.1 lp  networks, which is mainly dependent 011 the overall 
number of competing vehicle nodes around one target node (such as the 
access point in the network). As the overall number of competing nodes 
does not change much in the scales of message transmission time, we have 
considered static network scenarios in this thesis. Simulation param eters on
4
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MAC and PHY layer for vehicle network are obtained from IEEE standard
802.11 and 802.lip .
1.3 S t r u c tu r e  o f T h es is  a n d  M a in  C o n tr ib u t io n s
Research works has been conducted to successfully achieved the preset research 
objectives, which are presented in this thesis according to the structure to be 
introduced.
The first part of the thesis considers the DSRC QoS control in infrastructure 
based networks, where road side Access Pointers (AP) are available to manage 
QoS control for single hop DSRC based vehicle networks at road intersections. 
Under such network scenarios centralized QoS control is possible with the help 
of APs and beneficial as well. A two-phases adaptive QoS control method is 
proposed for DSRC vehicle networks, where multiple safety and non-safety ap­
plications may coexist. The first phase is to use an offline simulation based 
approach to find out the best possible system configurations (e.g. Control Chan­
nel (CCI1) interval length, safety message rate, and channel access parameters) 
for given numbers of vehicles, under given safety application QoS requirements. 
The problem to be solved is formulated as a multiple objectives optimization 
problem. Several utility functions are proposed to take the QoS requirements of 
safety applications for the coexisting safety and non-safety applications. In the 
second phase these identified best configurations are used online by roadside AP 
adaptively according to dynamic traffic loads. Simulation results dem onstrated 
th a t the adaptive QoS control method can largely outperform the fixed control 
m ethod under varying number of vehicles.
The second part of the thesis considers the more challenging DSRC QoS con­
trol problems in large-scale infrastructureless vehicle ad hoc networks. Under 
such network scenarios adaptive centralized QoS control is hard to implement 
as only limited local network knowledge is available. Therefore distributed QoS 
control schemes for DSRC safety applications are proposed by the adaptive con­
trol of channel congestion. Three basic functions (i.e. congestion prevention, 
congestion mitigation and QoS adaptation) are developed with limited localized 
knowledge. The main idea for the schemes is to utilize the local channel busy time
1.4 P u b lic a tio n s
as the indicator of network congestion and adaptively adjust safety message rate 
by a modified Additive Increase and Multiplicative Decrease (AIMD) method in 
a distributed way.
Simulation results dem onstrate the effectiveness of the proposed rate control 
schemes, which have achieved the design goals of improving channel utilization 
and providing good QoS for high priority safety applications. The proposed 
adaptive schemes perform much better than fixed rate scheme.
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C h a p te r  2
Vehicular C om m unica tion  
N etw orks and  A pplications
Wireless communication based vehicle networks have been expected to play a 
vital role in the future vehicle safety systems. It was reported that there were 
over 40,000 deaths per year for Europe and United States [1]. Worldwide there 
were 1.2 million people killed in traffic crashes in 2002, contributing to 2.1% 
of all global deaths. In the UK alone it was reported by the UK Departm ent 
of Transport that there were a total of 203,950 casualties in all road accidents 
reported to the police in 2011, among which 1,901 people were killed and 23.122 
were seriously injured [1]. These reported road accidents have brought in a huge 
economic welfare cost, which is estim ated to be around 15.6 billion pounds. All 
these statistics showed how danger everyday driving on the roads can be due to 
poor road conditions, our own and also other drivers’ driving skills and lapses 
of attention. W ith increasing drivers and new cars on the roads especially in 
developing countries such as China and India, there is a strong demand in study 
of the cause of road accidents and develop effective solutions for prevention of 
road accidents.
According to [16], the number of fatalities fell for bus and coach occupants by 
22 percentages, but rose by C percentages for car occupants. The most frequently 
reported contributory factor for the accidents is failed to look properly in driv­
ing, which contributes to 42 percent of all reported accidents in the UK in 2011.
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From the reported statistics it can be observed road accidents and economic wel­
fare' cost could be significantly reduced, if there is a system th a t can autom atically 
alert the drivers of hazards when they are sleepy and /o r lost concentration, or 
extend the drivers' vision when they are approaching curves or driving in com­
plex traffic situations. Collaborative Vehicle Safety (CVS) system is one of such 
systems which are driven by advances in wireless communication and vehicular 
networking technologies. With CVS complex traffic situation information may be 
acquired through Vehicle to  Vehicle (V2V) and Vehicle to Infrastructure (V2I) 
communications to support collaborative safe driving [17]. Broadly speaking, 
CVS system is an im portant aspect of Intelligent Transport Systems (ITS). ITS 
has been extensively studied for several decades with the objectives of providing 
innovative transport and traffic management services and enabling safer and ef­
ficient transport [18]. The research carried out in this thesis is mainly focus on 
the vehicle safety aspect of ITS. However as the vehicle safety applications and 
non-safety applications are expected to share the frequency spectrum allocated 
to DSRC applications (which is the subject of this thesis), the QoS control of 
DSRC networks for support of vehicle safety applications will have large impact 
on the performances of non-safety applications. In this chapter, the communica­
tion technologies which can be used to support communications between vehicle 
to vehicle and vehicle to infrastructure are reviewed firstly. Then an overview 
on general vehicular networking research is presented. The vehicular applica­
tions and QoS requirements are discussed next. DSRC related standards and 
representative projects are presented finally.
2.1 V eh icu la r  C o m m u n ic a t io n  T echno log ies
Vehicular communications is the foundation of CVS systems. The communica­
tions modes supporting CVS applications can be classified to V2I and V2V.
• V2I communication for vehicle to/from  Roadside Unit (RSU): this com­
munication mode requires the use of roadside transceivers. It can support 
transmission of vehicle safety related data, locally relevant d a ta  and /or gen­
eral Internet access. It is noted tha t such communication mode can support
9
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only a small set of CVS applications, as the communication range of the 
IIS Us is normally limited (e.g. to a few hundreds meters) and it is too 
expensive to deploy dense RSUs along all the roads. The advantage of such 
mode on the support of CVS is th a t centralized network and application 
control is possible, which can result in simplified network management and 
effective QoS support for CVS. The investigation of the RSU assisted CVS 
is presented in the first part of this thesis (Chapter 3 and Chapter 4).
• V2V communication for vehicle to/from  vehicle: this communication mode 
supports vehicle to vehicle communications via direct or indirect connectiv­
ity, for example, through broadcast and direct-to-direct wireless technology 
provided by IEEE 802.11 standards [19]. V2V communication can support 
communication not only between a vehicle and its neighbouring vehicles, 
but also a vehicle with others outside of its communication range. Vehicle 
ad hoc networking (e.g. by IEEE 802.11 and /o r cellular networks) could 
enable the communications for vehicles outside communication ranges. In 
the cases of w ithout or with only very limited support from RSU, CVS 
applications will rely mainly on the V2V communications and the network 
control for effective QoS support can bo much more difficult. The second 
part of this t hesis deals with distributed QoS control for V2V enabled CVS.
V2I and V2V communications can be achieved directly by short-range radios 
(such as 802.11 and Bluetooth) or indirectly through medium to long distance 
radios (such as satellites or cellular networks). An example vehicle network 
built on both direct and indirect V2V communications is shown in Fig.2.1. in 
which direct V2V communications is enabled with 802.11-like short-range radio 
for vehicles within a local vicinity. Vehicles equipped with short-range radio can 
also communicate with in-range RSUs. Alternatively, indirect communications 
can be provided by commercial communication systems, e.g. Wide Area Net­
works (WANs) using satellite 2G/3G cellular Base Stations (BS), or Metropoli­
tan  Area Networks (MANs) such as Worldwide Interoperability for Microwave 
Access (WiMAX) [20]. Considering tha t useful safety information is usually lim­
ited to the local area around a vehicle and may be exchanged frequently, direct 
V2V communications is much more cost effective compared to indirect V2V com­
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munications for large-scale vehicle safety applications. Messages exchanged by 
indirect V2V communications encounter unnecessary and potentially excessive 
delays, which makes indirect V2V communications unsuitable for real-time safety 
applications. Direct V2V communications will outperform for CSA in terms of 
both communication performances and cost. Next the capabilities of currently
S a te llite
D S R C
W iM A X B SW AN
Figure 2.1: An example vehicle networks utilizing hybrid vehicle communication 
technologies.
available wireless communication technologies tha t could be , , d to support 
CVS are briefly discussed.
2.1.1 S h o rt- ran g e  R ad io  Technologies
In this subsection the representative short-range wireless communication tech­
nologies Bluetooth, Ultra-wideband (UWB), Adaptive Cruise Control (ACC) 
radar, 802.11 wireless local network and dedicate short range communication 
technology are introduced.
2.1.1.1 B lu e to o th
Bluetooth has been developed for about two decades with the main aim of re­
placing the wires used to connect electronic equipments [21] [22]. It, has a com­
munication range of 10 meters and up to 100 meters. It may be used for V2I 
communications for stationary vehicles close to t he access points. As the limita­
tion of the communication range and the inherent communication latency with
11
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Bluetooth, it is not capable of support most of the vehicle safety application. But 
it may find applications for some commercial applications or on-board entertain­
ment applications.
2 .1 .1 .2  U ltra -w id e b a n d
Ultra-wideband has been approved by US Federal Communications Commission 
(FCC) for limited use at very low power outputs and within a limited range 
of spectrum, such as for low power sensing, communications and positioning 
applications [23]. It may find a wide range of vehicle safety applications due to 
its low cost, small size and immunity to m ultipath interference. However one of 
the lim itation of UWB on vehicle safety applications is its limited communication 
range with low power transmission mode, which is in t he range of tens of meters.
2 .1 .1 .3  R a d a r  B ased  V 2V  C o m m u n ic a tio n
ACC radars have been widely used in vehicles for both forward and backward 
sensing [24] . Radio signals generated for sensing applications by the radars are 
considered by researchers worldwide for communication purposes as a product. 
There are ongoing work in Germany, United Kingdom and Japan. Due to the 
wide bandwidth used by radar systems the available communication data  rate is 
high. However a large limitation of radar based V2V communication is t hat it can 
normally support only one way wireless communication. And the communication 
between vehicles is mainly point-to-point based. Therefore it is unlike to be used 
by broadcast for vehicle safety applications, which will limit its capabilities to 
support CVS.
2 .1 .1 .4  IE E E  802.11 W ire le ss  L A N
The 802.11 standards were originally developed for the wireless local area net­
working. e.g. for Internet access at home, business office and public areas. The 
recently released standard 802.1 In in 2009 is an amendment which improves over 
previous 802.11 standards [25]. By using M ultiple-Input M ultiple-Output anten­
nas (MIMO) , 802.1 In can provide a maximum data  rate from 54 M bit/s up to 
600 M bits/s [26]. Further development under the IEEE 802.1 lac working group
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is targeting very high throughput in the 5 GHz frequency band [27]. W ith poten­
tial improvements over 802.1 In by better modulation scheme and wider channels,
802.1 lac is expected to provide a network throughput of a t least 1 G bits/s. On 
the other hand, the development under the IEEE 802.l la d  working group is work­
ing to achieve very high throughput at 60 GIlz, with a target network maximum 
throughput of up to 7 Gbit.s/s [28]. 802.11 systems have the features of low cost, 
easy of network adm inistration, flexible networking capabilities and high data 
rate.
Due to the low cost and large availability of 802.11 systems, they have poten­
tials to support vehicle networks applications such as information downloading 
at 802.11 hot spots.
2 .1 .1 .5  D S R C  T echno logy
DSRC has been widely regarded as a wireless communication technology which 
is robust and affordable enough to be built into large-scale vehicles. It offers 
very low latency, a broadcast capability with an operating range of about 1000 
meters, which is ideal for general vehicle safety applications [29]. In most con­
ditions the operation range is limited to about 200m at practical level. In the 
highway, 200m is seen as an appropriate range to ensure effective data exchange. 
The low latency is one of the most significant advantages in DSRC. The latency 
of DSRC communication is normally less than 100 milliseconds, for which other 
competing wireless communications technologies may not be able to achieve. It 
has attracted significant research and development interests from government, 
industry and academic institutes. As DSRC is the main technology to be in­
vestigated in this thesis, it is introduced with a little bit more details in this 
subsection. W ith the realization of the huge potentials of DSRC technology on 
vehicle safety applications, US FCC has allocated 75MHz of spectrum  in the 5.9 
GHz band for DSRC [9]. DSRC standards are currently being developed by or­
ganizations including the IEEE. IEEE is specifying a wireless access in vehicular 
environment for DSRC to provide seamless, interoperable V2V and Vehicle to 
RSU (V2R) communication services for transportation [30]. Despite the great 
potentials of DSRC technology for safety applications in vehicular network, there
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are still many challenges faced by the practical deployment of DSRC. One chal­
lenge is that vehicle safety applications have stringent requirements for reliable 
real-time message delivery, as excessive message delays or message loss hinder 
the effectiveness of safety applications and can even cause unexpected negative 
consequences, hi July 2003 American Society for Testing and M aterials (ASTM) 
and IEEE adopted the Dedicated Short Range Communication (DSRC) standard 
to meet the needs of the wireless communication demand in vehicles. The aim of 
this standard is to provide wireless communications capabilities for transportation 
applications within a 1000m range. It provides seven channels at the 5.9 GHz. In 
October 1999, the FCC allocated in the USA 75MHz of spectrum in the 5.9GHz 
band for DSRC to be used bv ITS. Also, in Europe in August 2008 the Euro­
pean Telecommunications Standards Institu te (ETS1) has allocated 30 MHz of 
spectrum in the 5.9GHz band for ITS. Technically DSRC operates in the 5.9Gllz 
spectrum which is divided into seven channels. One is the control channel used 
for exchanging only vehicle safety messages, and the others are Service Channels 
(SCIl). The CCH is used for exchange of management frames and safety related 
messages; the SCHs are used for application specific information exchanges. The 
physical layer specification used in DSRC is a variant of 802.11a. which data  rate 
is 54Mbps with the OFDM technology [31]. It contains 52 sub-carriers, and the 
rate can be selected to 48, 30, 24, 18, 12, 9, 6 Mbps if required. Compared to 
other wireless protocol, 802.11a allows more client points in the network, which 
leads to the high reliability of the system. At the same time, it has disadvantage 
such as smaller cover range and signals are more easily absorbed by wall in tha t 
frequency band. But in road environment these disadvantages do not affect too 
much for vehicle communications [32].
2.1.2 T erre s tr ia l  Long R ange  R ad io  Technologies
2.1 .2 .1  D ig ita l C e llu la r N e tw o rk s
The number of mobile subscribers has increased tremendously in the last decade 
with more than one million new subscribers every day. Mobile phone penetra­
tion worldwide is approaching 60% and mobile is the preferred method for voice 
communication. Meanwhile mobile data usage has also grown fast in the digital
14
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cellular networks. Nowadays the mobile users expect similar data  communication 
performances to the those experienced with wired networks. Therefore mobile 
network operators are requesting high da ta  capacity with low cost of data  de­
livery. 3GPP (3rd Generation Partnership Project) Long Term Evolution (LTE) 
and LTE-Advanced are designed to meet those targets. The peak data  rate re­
quirements for LTE downlink and uplink were set to 100 Mbps and 50 Mbps, 
respectively [33] [34]. For LTE-Advanced the peak data  rate was set to 100 Mbps 
for high mobility environment and 1 Gbps for low mobility environment [35]. The 
increasing network capacity of the cellular networks makes it possible to develop 
and support new applications, such as the vehicle safety applications. W ith the 
packet data capabilities there is no need to set up connections for the vehicle 
safety applications, therefore avoid the large connection setup delay.
In addition the ubiquitous coverage and large mobile phone penetration mean 
there will be very high service availability for vehicle safety applications and extra 
infrastructure and equipment cost s to run the vehicle safety applications. How­
ever, supporting vehicle safety applications over cellular networks is by no means 
trivial. First of all, even without the need of connection setup for data traffic 
there is still a large latency for packet data  delivery in LTE networks. The radio 
round trip time for LTE can be up to 10 ms and access delay can be up to 300 ms. 
As there are possible delays incurred inside the networks for packet processing 
and /o r buffering, the end-to-end packet delivery latency is still very high. Such 
high packet delivery latency may not meet the stringent delay requirements of 
vehicle safety applications. Secondly, m ajority of t he vehicle safety applications 
is likely to be periodically broadcast safety messages, for example to establish 
mutual awareness of the neighbour vehicles. Such traffic pattern  are not going to 
be cost-effectively and efficiently supported by the present in cellular networks. 
Thirdly, due to the large size of vehicle networks and heavy traffic to be gener­
ated from the vehicles, introducing the vehicle safety application traffic to the 
cellular networks will inevitably affect the QoS of normal mobile subscribers. In 
view of the challenges faced by the infrastructure based networking in the cel­
lular networks, there are interesting attem pts by the Car TALK and FleetNet 
projects in Europe to explore the potential of ad hoc communication networking
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in cellular networks for vehicle safety applications [36]. By ad hoc communica­
tion networking mobile users could communicate to their neighbours directly like 
what happens for 802.11 ad hoc networking. The data  packets are not going 
through the base stations and mobile switching infrastructure. Therefore such ad 
hoc communication networking service can be free or at very low cost, which is 
desirable for vehicle safety applications. Both projects exploited the properties of 
UMTS Terrestrial Radio Access Time Division Duplex (UTRA-TDD), which is 
regarded as a promising candidate for vehicle ad hoc communications. However, 
the ad hoc communication networking service is far from practical deployment. 
There are still modifications required to be made on many aspects, such as syn­
chronization for ad hoc operation, power control and prioritized channel access 
for vehicle safety applications.
2.1.2.2 W iM A X
Worldwide Interoperability for Microwave Access (WiMAX) is a standards-based 
technology, which enables the delivery of last mile wireless broadband access as an 
alternative to cable and Digital Subscriber Line (DSL) [37]. It is based on IEEE 
standard 802.16e, which is approved in 2005. WiMAX is designed to provide 
30 to 40 Mbps data  rates. W ith the recent development, 802.16m-2011 stan­
dard based WiMAX can provide both 120 Mbps downlink and 60 Mbps uplink. 
The service areas of WiMAX networks are normally limited to cities. W ith the 
relatively low costs associated with the deployment of a WiMAX network, it is 
also economical viable to provide last mile broadband Internet access in remote 
locations. Compared to Wi-Fi technology, WiMAX is a long range system with 
service coverage of many kilometres. WiMAX specified rich QoS mechanisms 
and connection oriented MAC, which is different from the widely used random 
channel access protocol CSM A/CA for Wi-Fi.
W ith the high network capacity and excellent QoS mechanisms specified by 
WiMAX, WiMAX can be a good communication technology to support vehicle 
safety applications. However, WiMAX networks do not provide ubiquitous cover­
age as with cellular networks. The services may be only available to m etropolitan 
areas, while limits the support to vehicle safety applications. WiMAX networks
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also have a similar problem in supporting vehicle safety applications as th a t faced 
by cellular networks, which is the inefficiency on the support of localized message 
broadcast. Although WiMAX defines peer to peer and ad hoc communication 
modes, by which an end user may communicate to other users, these users need 
to be in the range of a base station and serviced by the same base station. The 
support on localized ad hoc broadcast for vehicle safety applications is still a big 
challenge for WiMAX networks. Due to the connection based communication 
specified in WiMAX, it is also a big doubt on the capability of WiMAX networks 
supporting communication for a large size of vehicle networks.
2.1.3 N o n - te r re s tr ia l  Long R a n g e  R ad io  Technologies
2.1.3.1 S a te lli te  C o m m u n ic a tio n s
Satellite systems have a ubiquitous communication coverage, which can find spe­
cific applications to vehicle safety issues, especially when the coverage is a big 
problem and other communication technologies are not available for some areas. 
However, two-way satellite services are still very expensive and the data  capacity 
is very limited [38]. Therefore satellite communications is not a strong candidate 
for general vehicle safety applications. In addition, the communications through 
satellite systems will incur large delay (e.g. hundreds of milliseconds or even sev­
eral seconds), which could not satisfy the stringent QoS delay (delay in particular) 
poised by critical vehicle safety applications.
2 .1.3.2 G lobal P o s itio n in g  S y s tem  (G P S )
GPS is unlikely to be used for direct communication between vehicles [39]. How­
ever GPS can provide location estimates of the vehicles, which is critical for 
the m ajority of vehicle safety applications. W ith increasing positioning accu­
racy GPS can be used together with other vehicle communication technology to 
improve the performance of vehicle safety applications. Additionally onboard 
digital maps and GPS can be combined to support navigation as well as active 
safety systems, for example curve speed warning, vision enhancement, speed limit 
assistant and collision warning/avoidance.
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2.1.4 C om parison  of W ireless Technologies
hi a comparison of available and planned wireless technologies, as shown in Ta­
ble.2.1 [2], DSRC appears to  uniquely meet the basic communications require-
Table 2.1: Comparison of Wireless Technologies
DSRC Cellular Satellite Wi-Fi Bluetooth
Latency 200ms 15-35 sec 60+ sec 3-4 NA
Frequency 5.9GHz Depending Depending 2.4/5 GHz 2.4GHZ
Range 1000m 20-30km NA 1000m 10m
Rate 27Mbps 60K-2Mbps 54Mbps 1Mbps 1.1875kbit/s
Coverage Nominal High High Nominal Low
T wo-way 
commu­
nication
Y Y N Y Y
Point-to-
Point/Point
to-
multipoint
Y Y Y Y Y
ments for most of the vehicle safety applications identified earlier in this chapter. 
These requirements, which are potentially supported by DSRC, include:
- range of less than 1000 meters, which is supported by DSRC;
- one-way and two-way directionality, both to and from the vehicle;
- both point-to-point and point-to-multipoint communications;
- and most compellingly, latency less than 100 milliseconds (the potential DSRC 
latency is three orders of magnitude lower than other existing wireless technolo­
gies).
2.2 V ehicle  ad  h o c  N e tw o rk s  (V A N E T )
Based on the aforementioned wireless communication technologies moving vehi­
cles can form self-configuring vehicle ad hoc networks, in which each vehicle can 
act as a mobile wireless router. VANET can be viewed as a special type of mobile 
ad hoc networks, which is also a self-configuring network of mobile devices con­
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nected by wireless communication technologies, especially 802.11 wireless tech­
nology. Next research work on MANET is highlighted, which is then followed by 
discussion on VANET research work.
2.2.1 M obile ad hoc N etw orks (M A N E T )
The research on MANET dates back to the mid of 1990s when laptops and 802.11 
technology started to become popular. It can find many applications, such as 
setting up ad hoc networks in battlefields for military uses, search and rescue in 
emergences, intelligent transportation, ad hoc networking of personal electronic 
equipments such as laptops for entertainm ent and business work. In MANET each 
mobile device may move independently and freely in any direction, therefore the 
links to other devices may change' dynamically and unpredictably. In order for 
two mobile devices to communicate, if they are within each other’s transmission 
range they can communication directly; otherwise they need to find some other 
mobile devices to forward their data  packets. In tu rn  they are encouraged to 
act as mobile routers to forward da ta  packets on the behalf of other mobile 
devices, Therefore mobile routing is a primary issue in the MANET, with the basic 
tasks of maintaining network topology and effective delivery of data  traffic over 
such dynamic network topology. Since the advent of MANET there have been 
extensive research efforts contributed to MANET routing. Unlike the traditional 
routing protocols (such as Routing Information Protocol (RIP) and Open Shortest 
Path  First (OSPF)) designed for wired networks, MANET routing protocols need 
to face the challenges which may not be present for wired networks, for example:
• Due to the participation of m ajor mobile devices on packet forwarding as 
wireless routers there can be much more available routes for MANET than 
those in wired networks. Therefore the complexity of discovering the avail­
able routes and determining an efficient one can be much higher;
• Due to the dynamic link changes the network topology is dynamic as well. 
Therefore MANET routes may have very short lifetime and resilience of the 
routing protocols for MANET to route failures has to be much higher than 
tha t for wired networks.
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• Due to the dynamic network topology in MANET routing protocols will 
consume considerable bandwidth and power, which actually are other ma­
jor concerns for MANET, as MANET has been characterized as capacity 
limited.
• The mobility of the mobile devices and longer communication delay in 
MANET make the convergence of routing process much slower than that 
for wired networks.
In MANET mobile devices have to discover the network topology and routes to 
forward packets. The basic idea of MANET routing is t hat a mobile device may 
announce its presence and wait for announcements from neighbours, by which 
each device can learn about the nearby neighbours and determine routes to reach 
them. The MANET routing proposed in the literature can be classified into three 
m ajor types:
• Proactive routing: For this type of routing each mobile device maintains 
the lists of destinations and routes to reach them by periodical distribution 
of routing tables throughout the network. An advantage of such routing 
protocols is t hat the source devices have lull information about the network 
topology and can identify routes to destination with routing metrics tailored 
to the need of source devices. For example, one source device may prefer to 
shortest routes, while another source device may choose routes consuming 
the least energy for packet delivery. However, due to the change/failure of 
links the network topologies maintained by the devices may be outdated 
and the reaction to the link failures can be quite slow. Representative 
proactive MANET routing protocols include Destination-Sequenced Dis­
tance Vector routing protocol (DSDV) and Optimized Link S tate Routing 
Protocol (OLSR) [40] [41].
• On-demand routing (or reactive routing): Due to the above mentioned is­
sues of proactive routing such as need of updating global topology informa­
tion which consumes much network bandwidth, reactive routing protocols 
have been proposed to keep the routing control overhead to the minimum.
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The basic idea is th a t only when a device has packets to transm itted or for­
ward, a route is discovered. In general a reactive routing protocol has two 
steps: 1) route discovery by broadcasting routing request packets towards 
a destination. Interm ediate nodes along the path forward the route request 
packet; 2) route maintenance after a route is established by sending packets 
to check if the route is working. The representative reactive routing proto­
cols are ad hoc On-demand Distance Vector (AODV) and Dynamic Source 
Routing (DSR) [42] [43]. One drawback of on-demand routing is the extra 
delay to discover new routes a t the beginning of sessions or recover broken 
routes, which may be much longer compared to  proactive routing. Another 
drawback of on-demand routing is the cost of flooding route request packets.
• Hybrid routing: Hybrid routing protocols are proposed to combine the ad­
vantages of both proactive and reactive MANET routing protocols. A repre­
sentative hybrid routing protocol is Zone Routing Protocol (ZRP). In ZRP 
the neighbours of a node are classified to bo in either intrazone or inter- 
zone. For the intrazone neighbours proactive routing protocols can be used 
to maintain the local topology, while for the interzone neighbour discovery 
reactive routing protocols can be used on-demand [44],
It is noted t hat although the main work of this t hesis is focused on the road 
safety applications based on the single hop broadcast mechanism, the work can 
be simply extended to applications with multiple hop unicast and /or broadcast 
based mechanisms, which is left for the future work.
2.2.2 V A N E T
VANET can be viewed as a specific class of MANET in which each node can 
have high mobility therefore network topology may change very fast [2], Similar 
to MANET, VANET is operated in a distributed manner with self-configuration, 
self-organization and self-healing capabilities. There is no or limited availability 
of central management entity. VANET can be used for communication and driv­
ing cooperation for vehicles to  support vehicle safety applications, locality based 
applications and comfortable applications [45] [46].
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Most concerns for MANET can be applied to VANETs, such as routing, data  
dissemination, congestion control, MAC, privacy and security issues. However, 
VANET lias several distinct features if compared to MANET, which has large 
influence on the protocol design for VANET. These features and possible impact 
on protocol design are briefly discussed as follows.
• Due to the high mobility of VANET, protocols designed for MANET may 
not be directly applicable to VANET. For example, routing protocols for 
VANET are required to adapt to network topology changes more quickly.
• On the other hand, some of the MANET protocols may be optimized for 
VANET as vehicles movements are constrained by the roads layouts and 
their locations are more predictable. For example, predictable location 
information can be utilized by routing and data  dissemination to achieve 
improved performances.
• Power constraint in general MANET is not a concern for VANET as it is 
easy to recharge battery in vehicles. Nonetheless transm it power is still to 
be control for the purposes of maintaining a certain communication range 
while reducing interference.
• Vehicle safety applications are the utmost im portant for VANET, which 
have very high QoS requirements compared to the general applications 
studied for MANET. The protocols designed for VANET need to take into 
account these requirements, which usually results in more challenges.
• Vehicle networks are usually open and there can be much more mobile de­
vices in VANET than in MANET. Therefore protocols designed for VANET 
have to scale well, for example, up to thousands of mobile devices in VANET. 
Additionally, as vehicles in VANET have to keep a certain distance for safety 
concern, a large scale VANET can have low vehicle density, which means it 
is more likely for the links between vehicles to be lost and networks to be 
partitioned. Therefore routing and data  dissemination are more difficult in 
VANET.
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Due to the specific features of VANET, extensive research works have been 
done 011 protocol design to deal with the challenges associated with VANET. 
Especially there are a plethora of routing protocols proposed for VANET, with 
primary objective of improving vehicle safety applications as well as objectives 
of supporting traffic management and onboard entertainments. The VANET 
protocols can be broadly classified as topology-based and geographic (position- 
based) routing [47]. For topology-based routing information about available links 
in the network is utilized to determine a route for packet forwarding. On the 
other hand one-hop neighbour position and destination position information are 
utilized to make packet forwarding decision for geographic routing.
As network link information may dynamically change topology-based routing, 
routes chosen by topology-based routing protocols are likely to be broken and 
the convergence of rout ing table can be very slow. Geographic routing works 
only wit h the assumption that positions of neighbour vehicles are available which 
may be obtained from GPS navigation system, which may not always be true in 
reality. An advantage of geographic routing over topology-based routing is tha t 
geographic routing protocols do not maintain established routes, as they are more 
robust to the dynamic network environment in VANETs.
2.3 V e h ic u la r  S afe ty  A p p lic a t io n s  a n d  R e q u i r e ­
m e n ts
Vehicular communication networks can provide variety of applications with dif­
ferent requirements. Currently, vehicular networks are still under development, 
several safety related applications have been determined and will be implemented 
in the future. Due to the limitation of current technologies, some applications 
are not available now. but they will be supported finally.
Some research institutes and vehicle corporations have proposed their list of 
applications, but classifications of vehicular applications have not been finalized 
by any standard. Therefore, these applications are classified into different cate­
gories from their reports.
Generally, these proposed applications can be divide into two m ajor categories:
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safety applications and 11011-safety applications. Next the safety applications will 
be introduced.
2.3.1 Safety A pp lica tions
The primary function of vehicular communication networks is to provide safety 
information and assist drivers to avoid potential dangers. Electronic sensors 
equipped 011 each vehicle can detect speed, acceleration or deceleration or any 
other changes and send appropriate messages to neighbours. Drivers in the neigh­
bour vehicles can take the proper actions with those notification messages.
2.3.1.1 E m erg en cy  S afe ty  A p p lic a tio n s
Emergency Safety Applications (ESA) is designed to be used for emergency sce­
narios. It generates emergency messages to broadcast if accidents happen or are 
emerging [48] [49]. ESA messages have high priority and timely and supply ro­
bust communication services. Posit ion information obtained by GPS is normally 
included in the ESA messages to inform or make a caution to the neighbour 
vehicles.
ESA messages will be generated in the following scenarios:
Chain collision warning: Vehicles moving on the highway are at the speed of 80 
krnh or higher, th a t means there is less than 1 second reaction time for drivers 
when the gap is about 20 meters between two vehicles. Collision warning appli­
cation warns drivers with sound or vision alerts in the following vehicles to avoid 
chain collision. Occasionally, drivers can not see w hat happened ahead, e.g. sev­
eral vehicles or large vehicles block their vision or the poor weather condition 
etc., with the help of this application, drivers can change to next; lane or slow the 
speed to avoid any further accidents when crash occurs ahead . If necessary, road 
side unit will join to give a notice within a large area.
Intersection collision 'warning: The intersection collision warning application 
warns drivers when a probable collision at an intersection. Inter-vehicle device 
determines to give a caution based on vehicles' velocity, acceleration, position 
and turning status th a t are obtained from neighbours.
Crash warning: W hen vehic les stuck 011 the road after a crash, crash warning
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application keeps broadcasting vehicle crash messages in a longer period until 
danger is clear. According to the damage level and other conditions, lower prior­
ity level messages will be generated to replace ESA messages. Vehicle to vehicle 
messages warns the approaching vehicles with location information included. Ve­
hicle to road side units messages warns vehicles with map position, heading and 
status.
Blind merge warning: The blind merge warning application warns driver if 
a vehicle is attem pting to merge from a limited visibility location with another 
vehicle is approaching. Roadside unit send control signal to vehicles based 011 
velocity, acceleration, heading and location. A safe to go message sent from 
roadside unit when there is 110 approaching vehicle.
2 .3 .1 .2  P e r io d ic  S afe ty  A p p lic a tio n s
PSA is designed for announcing existence of a vehicle by noil-emergent messages. 
PSA messages are periodically generated and broadcast to build m utual aware­
ness, for example, the basic information can be carried by PSA messages, such 
as velocity, acceleration or deceleration [50].
2.3.2 N on-Safety  A pplica tions
In [2], it concludes 11011-safety applications tha t may applied in the future.
Traffic management It, is assumed that, the infrastructure will make periodic 
broadcasts requesting the information from nearby vehicles. Vehicles send a 
message regarding their position, heading, and speed to the traffic signal in­
frastructure, which processes the information from each direction and determines 
the optimal signal phasing based on the real-time information.
Information from other vehicles Instant messaging, adaptive headlamp aim­
ing, adaptive drive train  management, enhanced route guidance and navigation, 
m ap download and upload, and GPS correction are all included in this category.
C h ap te r  3
D SRC C om m unica tion  
Perform ances w ith o u t 
Congestion C ontro l
There is extremely high reliability requirement in vehicle safety systems. Prac­
tical and reliable CSA will require robust and reliable message delivery services 
from the DSRC networks. Essentially, QoS support by DSRC networks depends 
directly 011 channel congestion control and reliability control approaches. The 
bottleneck of DSRC networks is 011 the MAC layer. Due to the shared nature of 
the communication medium and limited channel capacity, the wireless channel 
for safety applications can be easily overwhelmed if DSRC networks are not well 
planned and utilized. QoS performances are affected by a number of complicated 
intertwined factors (e.g., channel access, transm it power, message rate and the 
number of competing DSRC devices). Systematic investigation of QoS support 
by DSRC networks is challenging but vital for network and service planning as 
well as providing insights into robust QoS control for CSA.
In this chapter a study on the QoS performances of DSRC networks without 
congestion control is presented, with the objectives of understanding how severe 
the congestion control issue may be for DSRC based vehicle safety applications 
and obtaining insights into the design of effective QoS controls schemes. The 
study is done within the context of the IEEE 802.l i p  standard for vehicle net­
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work and the multi-channel DSRC’ structure specified in the WAVE, which are 
to he introduced later in this chapter. Two classes of vehicle safety applications 
are considered, with one being periodic safety applications and the other being 
emergency safety applications. Periodic safety application is used to exchange 
location information and establish mutual awareness by proactive periodic safety 
messages. Periodic safety application has the lower priority. The event-driven 
emergency safety messages are less frequent but require much higher QoS re­
quirements.
For this study both  analytical and simulation approaches are used. For an­
alytical tractability a homogeneous network scenario is considered where DSRC 
devices have identical settings such as transm it power and message rate. A m athe­
matical tool was developed to obt ain closed-form QoS performances for broadcast 
messages in terms of message success probability, message delivery delay and net­
work throughput. The m athematical tool is based on Markov chain. W ith the 
m athem atical tool, efficiency and robustness of QoS support can be evaluated 
by varying transm it power, message rate and vehicle density. Additionally, a 
diserete-event driven simulator was developed and simulations were run to study 
the QoS performances tha t can be provided by DSRC networks without conges­
tion control under various system configurations. The simulator was also used to 
verify the effectiveness of the theoretic analytical model.
The rest of this chapter is organized as follows. Section 3.1 presents the back­
ground on the basic channel access mechanism specified in the 802.11 standards. 
Multiple channel structure and operations specified by WAVE are also introduced 
in Section 3.1. Section 3.2 presents an Markov chain based analytic model, which 
can predict the QoS performances of DSRC networks without congestion control 
for the traffic to be sent to the wireless channel. Analytic and simulation results 
are presented and discussed as well in Section 3.3. Section 3.4 presents further 
discussions on the analytic model and network performances. Section 3.5 intro­
duces related work on power and messages control. Finally Sect ion 3.6 concludes 
this chapter.
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3.1 C h a n n e l  A ccess  in  802.11 S ta n d a r d
3.1.1 802.11 M A C  S ta n d a rd
Distributed Coordination Function (DCF) is a MAC technique of the IEEE 802.11 
standard based WLAN. DCF is a fundamental access method known as Carrier 
Sense Multiple Accesses with Collision Avoidance (CSM A/CA). The CSMA/CA 
protocol is designed to increase the probability of collision when multiple nodes 
accessing the same medium. To avoid collision, each node will check the status 
of the medium. Only when the medium becomes idle, the node can proceed to 
s ta rt transm itting data. If the medium is busy, it means one node is transmit ting 
data to another, all the others tha t are preparing to transm itting have to delay 
a certain time. This certain time is called Backoff time, it can be described in 
equation as Backoff tim e=random  x slot time.
To determine the status of a medium, the physical and virtual carrier sensing 
functions are used. 11 either of them is busy, the medium is sensed as busy, only 
when both of them are idle, the medium can be consider as idle. The physical 
carrier sense mechanism is provided by the PHY layer. The PHY layer can sense 
the propagation in the medium, and it will convey this kind of information to 
inform MAC layer. The virtual carrier sense mechanism is provided by the MAC 
layer. It relies on the Network Allocation Vector (NAV). When the medium is idle 
the sender will send a control frame to receiver to inform and request, this control 
frame is called as ready to send (RTS), after received RTS, the receiver will send 
back a frame to accept the request, this frame is t he clear to send (CTS) [19] [51] . 
The NAV is duration information contained in RTS and CTS, which predicts the 
medium traffic before the real data is exchanged. The network allocation vector 
may be treated as a counter which increases to zero. W hen NAV reduced to zero, 
the medium is thought idle, if not equals zero, the medium indicates busy.
lnterframe space is the time interval between frames. There are 4 kinds of 
IFS exits in DCF function. Short lnterframe Space (S1FS), PCF lnterframe Space 
(PIFS), DCF lnterframe Space (DIFS) and Extended lnterframe Space (EIFS) 
[52], SIFS should be used when ACK or CTS frame involved. The duration of 
SIFS is the shortest among the 4 IFS. It follows with data  frame and RTS or
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CTS, and will he used when nodes have accessed to the medium and need to 
keep transferring data  with destination for a short period time. Because of the 
shortest gap time, the nodes using SIFS can prevent other nodes to access the 
medium, and this mechanism guarantee the nodes has the priority to finish the 
frame exchange between two nodes over the medium. DIFS will he used hy nodes 
operating DCF to transm it frames. If the backoff timer count down to zero, and 
the PIIV layer sense the medium is idle after the DIFS time, the nodes are allowed 
to transm it over the medium.
3.1.2 Back-off M echan ism
If one nodes desires to transfer da ta  on medium, it should s ta rt carrier sense mech­
anism first. Once the medium is busy, the nodes should wait until the medium 
is indicated idle after a DIFS time when the last frame transferred correctly on 
medium. The nodes will generate a random backoff time before proceeding to 
transm it if the value of the backoff timer has not been set. The backoff time is 
an extra time that delays the transmission to start, and determined by two pa­
rameters, random and slot time. Slot time is defined by the characteristic of the 
PHY layer. And the random number is an integer taken from a uniform distri­
bution over the interval [0,CW]. Contention Window (CW) is an integer between 
aCWmin and aCWmax, th a t defined by PHY. The contention window param eter 
takes the aCWmin as its initial value. The CW will take the value from aCWmin 
to aCWmax if the transmission fails, and if keeps its value unchanged after have 
reached aCW max before successful transmission occurs. The CW should be reset 
to aCWmin after each successful transmission. A CW value is an integer with 
the powers of 2, minus 1. For example, assumes th a t aCW min is 3 and aCW max 
is 8, then the CW should be 7, 15, 31. G3, 127 and 255.
3.1.3 Basic Access
If one node desires to transm it, it first check the status of the medium, after 
a period time that equals or larger than DIFS time, and the medium still idle 
indicated by PHY with carrier sense mechanism, it s tarts  the backoff procedure 
no m atter it is the hrst attem pt or not. At this time all the nodes tha t desires to
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transm it count down their backoff timer, the one who reach zero first will seize 
the medium and can transm it over the medium. Then all the other nodes still in 
the procedure of backoff will sense the medium is busy indicated by THY, and 
freeze the backoff tinier. The frozen timer will be active when the PHY sense the 
medium idle again, and continue to count down to zero after the next DIFS [53].
3.1.4 M ulti-channe l Access O p era t io n
Next we give a brief overview of the multi-channel operation mechanism specified 
in the IEEE WAVE system for DSRC. The overall WAVE architecture includes 
IEEE 802.11]) MAC and PHY standards and IEEE 1609.1 to 1609.4 standards 
(for resource management, security architecture, networking service and multi­
channel operation, respectively) [30] . IEEE 802.11}) uses essentially the same 
physical layer as 802.11a but operates in a 10 MHz wide channel instead of 20 
MHz [5].
Multi-channel operation is a distinctive feature of DSRC technology. In North 
America, the spectrum allocated to DSRC services in the 5.9 GHz licensed band 
is divided into seven channels, as shown in Fig.3.1. Channel 178 is the control 
channel used exclusively for road safety messages and service announcements. 
The others are service channels, with Channel 172 dedicated for V2V communi­
cations and Channel 184 dedicated for intersections applications. SCI! 174 and 
176 are shared by medium-range public safety and private services, while SCI I 
180 and 182 are shared by short-range public safety and private services.
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Figure 3.1: DSRC frequency plan.
To enable multi-channel coordination the IEEE 802.1609 standard for a WAVE 
system defines functional extensions to the IEEE 802.11 standard. The co-
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Figure 3.2: DSRC channel synchronization.
existence of safety and non-safety applications is achieved through Time Divi­
sion Multiplexing (TDM). A synchronization procedure has been proposed for 
TDM channel coordination in the application level, for devices incapable of si­
multaneously monitoring the CCII and exchanging data  on SCIls [54] [55]. In 
the procedure, a Synchronization Interval (SI) is defined which consists of a  CCII 
interval, a SCI I int erval, and a guard interval, as shown in Fig.3.2.
All WAVE devices need to monitor the CCII during the CCII interval. At the 
beginning of each scheduled channel interval, a guard interval is used to account 
for variations in the channel interval and timing inaccuracies. Upon startup  a 
device monitors the CCII until it receives an announcement of service that utilizes 
an SC1I, or it chooses to use the SCH based on received WAVE announcement 
frames. Clearly, the configuration of CCH interval and SCH interval have a 
significant impact on the QoS for safety applications as well as on the availability 
of spectrum resource for non-safety applications.
3.1.5 C h an n e l P r io r i ty
For each Access Category (AC), an Enhanced D istributed Coordination Access 
(EDCA) process is started  to contend for Transmission O pportunities (TXOPs) 
using a set of distinct EDCA parameters, including AIFS instead of DIFS in DCF. 
AIFS[AC] is determined by AIFS[AC]=SIFS +  AIFSN[AC], where AIFSN[AC] is 
an int eger indication the number of slots th a t a station belong to AC should defer 
before either invoking a backoff or starting a transmission after a SIFS duration. 
AC values of 0. 1, 2 and 3 represent best effort, background, video and voice 
services, as shown in Table.3.1 and Table.3.2 respectively.
Table.3.2 shows the param eter set on SCH. The value of CWinin is specified 
in IEEE standard 802.l ip ,  and EDCA param eter set is stored in IEEE 1609.4.
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Table 3.1: Default EDCA parameter set on CCH
AC Example CWmin AIFSN
AGO BK aCW min 9
AC1 BE (aC W m inT l) /2 - l C
AC2 Video (aC W m in+ l)/4 -l 3
AC3 Voice (aC W m in+ l)/4 -l 2
Table 3.2: Default EDCA parameter set on SCH
AC Example CWmin AIFSN
AGO BK aCW min 7
AC1 BE aCW min 3
AC2 Video (aC W m in+ l)/4 -l 2
AC3 Voice (aC W m in+ l)/2 -l 2
3.2 A n a ly t ic  M o d e l
In this section the analytic model for single class broadcast based frame trans­
mission by IEEE 802.11 MAC is presented. As the purpose of this analysis is to 
investigate the system performance without implementation of congestion con­
trol, satu rate  traffic is considered to obtain the worst case of performances for 
vehicle safety messages.
The presented analytical model can be viewed as a simplified version of the 
widely used model proposed by Bianchi for unicast based frame transmission 
[56]. There include three major steps. Firstly a Markov chain is used to derive a 
transmission probability t  tha t a station may transm it a frame in a random time 
slot. Secondly the collision probability (denoted by pc is calculated based on the 
transmission probability r. Finally the per-node throughput is calculated based 
on t he stationary transmission probabilities.
According to the 802.11 CSMA/CA algorithm, no m atter successful or un­
successful. all the stations need defer at least DIFS after each transmission. This 
part of deference is considered as a part of the transmission. The period of a 
transmission is further treated as a virtual time slot. In order to calculate the 
transmission probability, a simple Markov chain is developed for each node. The
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Markov chain is consisted of W  Markov states as shown in Fig.3.3. which cor­
respond to the possible values of backoff counter. The transitions among the 
Markov states are also shown in Fig.3.3.
1 -p c-pc
W -2 W -l
Figure 3.3: Markov chain for broadcast traffic.
According to the CSMA/CA algorithm operations, the one-step transition 
probability of the Markov chain states can be described by the following equa­
tions:
e { j |o }  = W ' j€I0’ ^  - 1] <3 1 )
P { j - l \ j }  = l - P c , j e [ l , W - l ] (3.2) 
V  H 1] (3.3)
where pc is the collision probability th a t there is at least one transmission from 
any other station in the time slot. Equation 3.1 means that after a transmission, 
the transm itting node will choose a backoff counter value which is uniformly 
distributed in the range [O.W-1]. The transition probability from state 0 to any 
state  in the state  space {(),...,W -l} is 1/W . Equation 3.2 shows the transition 
probability from any state j  in {l.W -1} to j  — 1 due to an idle slot, which equals 
to 1 -  pc. In constract Equation 3.3 shows the transition probability from any 
state  j  in {l.W-1} to itself due to a busy slot in which the backoff process is 
frozen. The self-transition probability equals to pc.
As the collision probability pc is normally quite small for DSRC networks, 
otherwise the safety messages could not be reliably delivered. W ith this in mind 
we can use simplified equations to approximate the one-step state transition prob­
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abilities by:
p 0 |0 }  =  -~.Je [0,1V -  1] (3.4)
=  (3.5)
P { j \ j }  = 0 , j e [ l , w - l  ] ( 3 . 6 )
Based on the above approximated and complete one-step transition proba­
bilities of Markov chain states, the stationary distribution of each Markov chain 
state could be easily obtained. Let h, ( j  G [0, W  — 1]) denoted the stationary 
distribution of state j .  From the transition probabilities we have:
, b o ( W - j )bj = --------------
W
w - 1
X >  =  1- (3-7)
j =  0
After simple derivation we can get
(3-8)
T =  b 0 . (3.9)
It is noted tha t the transmission probability can be expressed by a simple closed- 
form. Interestingly in case of a large backoff window size W  transmission proba­
bility t  can be approximately by:
r  = w-(310)
W ith the transmission probability r  we are ready to calculate the collision 
probability pc and message success probability ps, which are expressed by:
p,  =  (1 - r ) * " - 1’ (3.11)
p c =  l - p s . (3.12)
Next we calculate the channel access delay for a general frame. In a generalized
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backoff slot, channel may bo idle, or a transmission may happen. Let puiiP denote
the probability of a slot being idle. Duration of an idle slot equals to tsiot. Let
pc denote the probability of at least one transmission in a slot, and Tr denote the 
duration of tha t type of slots.
For the broadcast channel access Tc is calculated by:
Tc =  tdifs +  th H— jz— ■ (3.13)
Kbc
where tdifs represents the duration of 802.11 param eter DIFS, 0, represents PHY 
and MAC overhead, L f rm is the frame data  payload in bits and Rtr is the data  
rate for broadcast. Then we can calculate the average duration of a slot Tavg by:
Tavg =  (1 -  r ) Nt, lot + [1 -  (1 -  (3.14)
The average channel access delay (denoted by Taccess) can be computed by:
Taccess =  " T - V  (3-15)
The average network throughput can be computed by:
B N r ( l  -  pc)Lfrm
T1 avg
(3.16)
3.3 A n a ly t ic  R e su l ts
W ith the formulas presented above analytic results for network performances 
could be obtained. Typical results are presented next. The system param eters 
are set with tsiot = 20//,s, tdifs — 40//..$, th — 40//.$, Ri>( = 3Mbps. Frame data 
payload Lf rm is selected with 100, 300 and 500 bytes. The contention window 
size W  and the number of competing nodes are varied to study their impact on 
network performances.
Fig.3.4 presents transmission probability r  calculated by (3.9). It can be 
observed tha t the transmission probability exponentially decreases with the con­
tention window size W .
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Fig.3.5 presents the frame success probability against the number of com­
peting DSRC devices, which is a critical performance measure for vehicle safety 
, , cations. It is noted from the analytical results tha t the frame success prob­
ability monotonically decreases with the number of devices and increase with 
backoff window size W.  When there are more t han 20 competing devices, the 
frame success probability is lower than 0.55 for backoff window size smaller than 
or equal to 04. Therefore a reasonable backoff window size should be selected 
as no less than 128. To increase the frame success probability a straightforward 
approach is to increase the value of backoff window W  if the number of devices 
is high.
However, the increase of backoff window W  can have adverse impact on the 
channel access delay. From the expression for Taccess in (3.15) the average channel 
access delay almost linearly with backoff window W . If W  is set too large, some 
broadcast vehicle safety messages with excessive delay may be useless. Such 
impact can be observed from the results presented in Fig.3.6 to  Fig.3.8 for frame 
data payload L j rm of 100. 300 and 500 bytes, respectively.
For the frame data payload of 500 bytes, the channel access delay with 30
3.4: Transmission probability r  against contention window size W .
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Figure 3.5: Transmission success probability against number of nodes.
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F igure 3.6: Channel access delay against number of nodes, Lf rm = 100 bytes.
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Figure 3.7: Channel access delay against number of nodes, L frm = 300 bytes. 
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Figure 3.8: Channel access delay against number of nodes, L frm = 500 bytes.
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devices is 35 m s  for W  =  128 and 50 m s  for W  = 1024. Such channel access 
delay is already quite high for safety critical messages. Therefore there is a need 
in the control of traffic to be sent over the channel. W ithout congestion control 
the QoS of safety messages in terms of both frame success probability and channel 
access delay could not be guaranteed. It should be noted that the above analytic 
results are obtained under the assumption th a t the whole channel is used for safety 
applications. If a part of the channel is to be shared by non-safety application 
the performances of safety applications will be worse.
The network throughput results are presented in Fig.3.9 to Fig.3.11. Due to 
(lie impact of packet collision, the network throughput curves go down sharply 
with the increasing number of nodes when the contention window W is in a small 
value. However, larger value of contention window W may enlarge the packet 
latency and decrease the throughput at the same time.
From the spectrum utilization efficiency point of view it can be observed tha t 
the backoff window size of 250 is a good selection for a wide range of number of 
devices.
To verify the analytical model we also developed a discrete-event driven sim­
ulator. The simulation results are also included in these figures. In the figures 
analytic results are presented with label “Mod” and simulation results are pre­
sented with label “Sim". From the figures we can observe that the analytic results 
match the simulation results very well. Therefore the proposed analytical model 
can be said to  be very simple and accurate, and can be used as an effective tool for 
the performance evaluation and network planning of the DSRC networks under 
saturate traffic conditions.
W ith the analytic model the impact of transm it power and vehicle density 
on the DSRC network performances can be easily evaluated. If the transm it 
power and vehicle density are given, the communication range and the number 
of vehicles (nodes) can be determined, and their impact can be shown by the 
analytic results we have obtained against the number of nodes in the presented 
figures.
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Figure 3.9: Network throughput against number of nodes, Lf rm =  100 bytes. 
“Mod” for analytical results and “Sim” for simulation results.
3.4 F u r th e r  D iscu ss io n s  on  th e  A n a ly t ic  M o d e l
I11 case of a large N  and the condition th a t t N  < 1, we could have the following 
approximation:
2/V
(1  -  r )W_1 IS 1 -  t N  fa 1 -  (3.17)
W ith the above approximation simplified expression can be obtained for the 
performance measures of interests. For example, the frame success probability ps 
and frame collision probability pc can be approximated by:
Ps =  (1 - r ) 1" ' 1' as 1 -  ^  (3.18)
2 N
Pc =  1 -  ps »  — . (3.19)
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‘’Mod" for analytical results and “Sim” for simulation results.
Under the :: J:Jio n  tha t t N  < 1 the average duration of a generalized slot 
Tavg can be approximated by:
Tavg = ( l - T ^ ^  + l l - a - r ) " ] ^  
a  (1 - r N ) t , i ot (3.20)
~  + ™ t~  I  f  |  ^ • ) ' . S  l o t  T  ^  • t c .
And the average channel access delay Tacccss can l)e approximated by:
W TV V -L nr p    '  '  -  a v g
a c c e s s  ^
117.,.,
— N  tsiot +  N T (.
w L  0 .2 1 :
The above approximation for average channel access delay Taccess shows tha t when 
backoff window size U’ is large and 2 N /W  is less than 1, the delay Taccess linearly 
increases with W.  Such relationship can be easily verified from the analytical
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“Mod” for analytical results and “Sim” for simulation results.
results presented in Fig.3.6 to Fig.3.8.
If the condition r N  < 1 is satisfied the average network throughput can be 
approximated by:
0 N t (  1 -  P c ) L f r m  
Tav
N 2 / W ( l  -2JV/1 V ) L frm
2N T J W  +  (1 -  2N / W ) t M
N 2 ( l - m L f
2 NT,. + ( W- 2
3.5 R e la te d  W o rk
There are two main stream s of works related to th a t presented in this thesis. The 
first is on the DSRC communications performance for vehicle networks and safety 
applications. The second is on tlie analytical modelling of the 802.11 and 802.l i e  
channel access schemes.
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W ith regards to DSRC, studies were conducted mainly based simulation to 
evaluate or to improve its performance [57] [58]. Limitations of 802.11a in DSRC 
environment are identified in [57]. Broadcast reception and channel access delay 
with the IEEE 802.1 le EDCA priority channel access mechanisms were quan­
tified by simulation in [59]. It was shown tha t for safety-critical applications, 
the proper design of repetition or multi-hop retransmission strategies should be 
used for robustness and network reliability of vehicular networks. A concept of 
communication density was introduced in [60], attem pted to serve as a metric for 
channel load in vehicular communications. To adjust transm it power for V2V 
broadcast safety communication in vehicular ad hoc networks, a feedback-based 
power control algorithm is designed in [61]. The algorithm is designed to select 
a transm it power no greater t han necessary for a targeted range. M ittag et al 
presented a detailed survey on congestion control and transm it power control for 
vehicular ad hoc networks. They also proposed a low overhead transm it power 
control scheme [62], Ma and Chen presented an analytical model for the broadcast 
performance of the DSRC in a highway scenario [63]. Both delay and packet de­
livery ratio are derived. However, it is noted tha t only backoff contention window 
based priority scheme was studied. As shown in our numerical results, backoff 
contention window based priority scheme is much less effectively than the A1FS 
based priority scheme. Therefore the investigation in [63] is not sufficient for a 
deep and correct understanding of the DSRC communications performances.
W ith the rapid deployment of the IEEE 802.11 WLAN in the 1990s, the 
contention based DCF MAC access function has been studied extensively by an­
alytical means. Among those analytical studies three m ajor performance models 
have been proposed in parallel in order to analyse the saturation throughput 
performance [56] [64] [65] [66]. Driven by the need of QoS support for real-time 
applications over WLAN, the basic DCF MAC access function was enhanced in 
the IEEE 802.l i e  standard [67][68]. In recent years, the performance of EDCA 
has also been explored by means of analytical evaluations. The EDCA analyt­
ical studies are mainly based on the modifications of DCF analysis mentioned 
above. Most of the analytical models proposed for EDCA modify or extend 
Bianchi’s Markov chain model [56] to accommodate the differentiation of con­
tention window and/or AIFS. [69] [70] analyze the impacts of only contention on
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service differentiation, while [71 ] [72] [73] analyze the differentiation effects of both 
contention window and A1FS. [71] enlarges the original bi-dimensional Markov 
chain to tri-dimensional. [72] provides a new analytical approach to model the 
AIFS-based priority mechanism. In this thesis the proposed analytical model is 
based on t he one presented in [72] with proper modifications to make the proposed 
model more scalable and accurate.
3.6 C o n c lu s io n
DSRC is regarded one of the most promising technology for vehicle communica­
tions. It is expected that the road safety applications will require reliable and 
timely wireless communications. However, the MAC layer of DSRC is based on 
the IEEE 802.11 DCF. which can not provide guaranteed QoS. In this chapter 
we propose a simple and accurate analytic model to evaluate the DSRC priority 
mechanism based inter-vehicle communication, with focus on a road intersection 
scenario. W ith the proposed analytic model we can also extend it to investi­
gate the impacts of the transmission range and the channel access param eters for 
multiple priority services (i.e. AIFS and contention window size). We studied 
the network QoS performances in terms of message success probability, network 
throughput and channel access delay for both emerging and routine messages. 
The proposed analytic model was verified by simulations, which shows very high 
accuracy. From the numerical results it was observed th a t without congestion 
control the DSRC networks could not provide any QoS guarantee for road safety 
applications under some reasonable network scenarios, for example with about 50 
vehicles in the communication range. Therefore effective congestion control and 
QoS solutions are required to be designed and implemented to provide reliable 
and timely communications for collaborative safety applications over DSRC net­
works, which are the tasks of our work to be presented in the following chapters.
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C entralized  A daptive  QoS 
C ontro l Schemes
According to th a t have been analysed and simulated in the previous chapter, it is 
obviously to see that the CSMA/CA based random channel access scheme could 
not effectively guarantee the QoS required by collaborative vehicle safety appli­
cations. Especially, when there is heavy traffic load over the CC’H channel, the 
safety application performances could become unacceptable if 110 control action 
is taken.
Due to the im portance of QoS for vehicle safety applications, it is critical to 
develop effective QoS control schemes for DSRC networks, in order to bring the 
collaborative vehicle safety applications closer to reality. I11 this thesis, the QoS 
control problem is tackled from two aspects, centralized congestion control for 
single hop infrastructured DSRC network scenarios (to be covered in Chapter 
4 and Chapter 5) and distributed congestion control for ad hoc DSRC network 
scenarios (to be covered in Chapter 6). I11 the single hop infrastructured DSRC 
network scenarios it is assumed that there are roadside units which can take 
control of the network and QoS management. For the ad hoc DSRC network 
scenarios it is assumed th a t there is 110 centralized entity for network and QoS 
management, and QoS control is implemented in a collaborative and distributed 
way by all the involved vehicles. In reality the DSRC networks may not be 
operated in purely centralized or distributed way. A hybrid network may be
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more likely to be present. However the studies presented in this thesis should 
be applicable to the hybrid network scenarios where parts of the network have 
RSUs for centralized QoS control while the rest of the network is operated in a 
distributed way.
In this chapter a framework of centralized QoS control is proposed for single 
hop insfrastured DSRC network scenarios. Due to the existence of RSUs, QoS 
control issue could be largely simplified and reliable QoS services are more likely 
to be provided for collaborative vehicle safety applications in single hop DSRC 
network scenarios than in ad hoc DSRC network scenarios. And there can be 
many collaborative vehicle safety applications benefiting from the provisioning of 
reliable and robust QoS in the single hop DSRC network scenarios, for example, 
collision avoidance at road intersections and speeding alert at curves. Collision 
avoidance safety applications at road intersections are taken as example collabo­
rative vehicle safety applications to be studied in single hop network scenarios in 
this thesis. In this chapter the QoS control problem is investigated by the means 
of centralized message rate adaptation and MAC layer channel access parame­
ters configurations. In the next chapter the QoS control is investigated further 
with the control 011 the transm it power and CCH interval for more strict QoS 
guarantee.
In this chapter a two-phase QoS control scheme for DSRC vehicle networks at 
road intersection is proposed, where multiple road safety applications may coexist. 
For simplicity two safety applications (i.e. emergency safety application with high 
priority and periodic safety applications with low priority) are considered in this 
study. It is noted tha t the proposed centralized QoS control framework can be 
easily extended to collaborative safety applications with more than two priorities. 
The primary of the design for the two-phases QoS control scheme is to provide 
low latency and high reliability for ESA messages. The secondary objective of 
this design is to maximize channel utilization for low priority PSA messages. The 
reason is tha t low priority PSA applications which co-exist with ESA application 
over the DSRC control channel are also im portant for collaborative road safety 
applications. For example, periodically broadcast PSA messages which include 
vehicle positions enable mutual awareness.
I11 the first phase of the method, we use a simulation based offline approach
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to find out the best configurations for message rate and MAC' layer param eters 
for given numbers of vehicles. In the second phase we use the configurations 
identified by simulations at roadside access point for system operation. Due to the 
complexity of tin; optimization problem in the first phase of the proposed control 
scheme, utilization function is used in finding the best possible configurations 
of message rate and MAC layer param eters to balance the QoS performances 
provided to multiple safety applications. It is dem onstrated that the proposed 
QoS control scheme can largely improve the system performances when compared 
to fixed control method.
4.1 D es ig n  o f  T w o -p h a se s  A d a p t iv e  C o n g e s t io n  
C o n tro l  S ch em e I
As mentioned single hop network scenarios at road intersections are considered 
in this section. At road intersections roadside AP are assumed to be fixed with 
full control of the network and QoS management. An illustration of the single 
hop network scenario at road intersection is shown in Fig.4.1 [74]. The proposed 
QoS control scheme is aimed to control the traffic load over the 802.11 wireless 
channel to achieve preset QoS objectives. This work is different from traditional 
network congestion control such as the schemes specified in the TCP and TCP 
Friendly Rate Control (TFRC) protocols, which have been operated in a dis­
tributed manner at the transport layer [75]. The proposed QoS control scheme 
is also different from the distributed rate adaptation method proposed in [76] as 
the APs are responsible for the control of QoS at the road intersection.
For the DSRC networks the congestion of the networks over the wireless com­
munication channel is affected by a large number of factors, such as application 
message rate, density of vehicles equipped with DSRC devices, MAC layer chan­
nel access param eters and etc. W ithout loss of generality we assume tha t all 
the vehicles in the network are equipped with DSRC devices. In addition to 
the above mentioned factor a MAC layer blocking mechanism is taken into ac­
count in the QoS control for the DSRC networks in this chapter. MAC layer 
blocking mechanism is optional for controlling transmission rate, which has been
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F igure 4.1: Illustration of single hop network scenario at a road intersection.
proposed at the MAC layer in the IEEE 802.l ip  specification in order to increase 
the responsiveness to channel congestion and provide high channel availability for 
safety-critical messages [5] [76]. The MAC layer blocking mechanism is used to 
immediately block low priority PSA messages by a vehicle if it detects th a t the 
channel is busy for longer than a channel busy threshold in any CCU interval. 
The drawback of this so-called MAC layer blocking mechanism is th a t the MAC 
layer supports either full or zero transmission rate. Additionally the conditions to 
unblock PSA messages at MAC layer are not discussed. The MAC layer blocking 
mechanism is entirely node-centric, which can not efficiently solve the congestion 
control problem without vehicle collaboration.
Briefly speaking, the proposed QoS control scheme is operated with two 
phases, from which the scheme gets its name. In the first phase a simulation 
based offline procedure is applied to find out the optimal configurations of the 
parameters to be controlled for a set of given number of vehicles. These optimal 
configurations are then applied in the second phase where roadside APs request 
the vehicles to update the configuration of message rate and backoff exponent 
(BE) according t o an estimated number of vehicles in the road intersection. More 
details are presented next for the proposed QoS control scheme.
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4.1.1 Offline D e te rm in a t io n  of O p tim a l C onfigu ra tions
The offline procedure is to find out the optimal configurations of message rate 
and BE for a set of given number of vehicles in term of system performance. 
For this purpose a simulator has been implemented to determine the optimal 
configurations for each given number of vehicles. Although it is possible to use 
analytical models to determine the optimal configurations, we believe analytical 
models may not be so efficient to take into account the complex system operations 
and parameters, such as unsaturated traffic load, MAC layer backoff, message 
blocking and multiple priorities for collaborative vehicle safety applications.
It is noted th a t in the papers [77] the IEEE 802.11]) performances are ana­
lytically modelled with unsaturated traffic by a recursive method. However each 
DSRC device is supposed to transm it one and only one safety message in each 
CCII interval. And only one priority is assumed for the collaborative vehicle 
safety applicat ions.
In contrast it is straightforward to implement simulators and flexible to use the 
simulators to measure the whole network performances, such as message success 
probability, average number of successful messages and average transm it delay 
for both ESA and PSA messages. Therefore the simulation based approach is 
taken for the offline procedure.
A challenge on determ ination of optimal configuration is the multiple objec­
tives optimization for the whole vehicle network, which in this case is to  provide 
high available channel for ESA messages and high channel utilization for PSA 
messages. For example, a low PSA message rate will provide higher channel 
availability to ESA messages at the cost of possibly low number of PSA messages 
transm itted successfully. To tackle the multiple objective optimization problems 
a utility function is therefore developed to measure the overall network perfor­
mances. In the proposed utility function the number of successfully received 
safety messages is directly valued with different weights for the ESA and PSA 
messages. QoS requirements (e.g. message success probability and average trans­
mit delay) from safety applications are also taken into account. It is noted tha t 
there could be many alternative utility functions defined for the multiple objec­
tive optimization problem. Another utility function is studied in t his chapter as
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well. Investigation of more alternative utility functions is left for the future work.
Let Dr and Dp denote message delivery delay for ESA messages and PSA 
messages, respectively. Let R e and R p denote the selected message rate for ESA 
application and PSA application, respectively. Furthermore, let Dthr,e and D thr,P 
be preset thresholds for delivery delay of ESA and PSA applications, respectively. 
ReCp and Recp denote the number of network wide successfully received message 
in one second for ESA messages and PSA messages, respectively. We can have 
the following proposed utility function (denoted by 0 ):
where variable cc is a weight to measure the contribution to the system utility 
from a successful ESA message, while (1 — u)  is the weight to measure the contri­
bution from a successful PSA message. The threshold function (,r)'f in the utility 
function is expressed by:
The reason of using the threshold function in the utility function is for main­
taining certain QoS for the ESA and PSA applications, e.g. message deliver 
delay. A message with a transm it delay larger than some delay thresholds may 
be useless, as the position of the transm itting vehicle may have changed largely. 
If the delivery delay requirement for an application is not satisfied no utility is 
assumed to be contributed to  the utility function from th a t application.
W ith the utility functions and the preset param eters we can determine the 
optimal configuration of message rate and BE which maximizes the utility func­
tion for any given number of vehicles preset in the vehicle network. Note th a t 
the determination of the optimal configurations needs only to be done at the AP.
0  -  ujRece x (A/u-.e -  D ,e)+/ R e +  
(1 -  u)Recp x (DthriP -  Dp)+/Rp (4.1)
(,x )+ = 0, i f  x < 0 
(x)+ =  1, i f  x  > 0
(4.2)
(4.3)
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4.1.2 O nline A d ap tive  C onfigu ra tions
The online procedure is relatively simple compared to the offline procedure. In 
this procedure the AP located at the roadside applies the findings from the offline 
procedure 011 the optimal configurations of BE and message rate for PSA applica­
tions. The procedure operates as follows. Firstly the AP estimates the number of 
vehicles (denoted by N est) a t the road intersection for every Test seconds through 
the received PSA messages. The PSA messages are broadcasted by the vehicles 
at the road intersection. According to the estim ated the number of vehicles the 
AP looks up the table tha t has been created in the offline procedure for optimal 
BE and message rate configurations, for the estim ated number of vehicles and 
the preset QoS requirements.
The optimal configuration is then broadcast by the AP as ESA messages to 
the vehicles in the intersection. Vehicles received the AP ESA messages update 
their configurations according to the A P 's instruction. It is noted tha t due to 
packet collisions PSA messages broadcast by the vehicles in the intersection may 
not be successfully received by the AP. which results in an inaccurate estimation 
of the number of vehicles in the intersection by the AP. In the next section we 
will briefly investigate the impact of such inaccurate estim ation 011 the overall 
performance of the proposed adaptive? congestion control method.
4.1.3 N u m eric  R esu lts  w ith  A d ap tiv e  QoS C o n tro l Schem e 
I
We have built a discrete event driven simulator to evaluate the performances of 
the proposed adaptive congestion control method. In the simulations we assume 
a single hop environment with 110 hidden nodes. All vehicle nodes are placed 
with uniform distribution at a road intersection. Carrier sensing range is set to 
200 111. For simplicity we assume there are two classes of vehicle nodes in the 
network. The first class of nodes transm its only ESA messages while the second 
class of nodes transm its only PSA messages. Message blocking event at MAC 
layer is enabled to provide high available bandwidth for ESA messages in a single 
synchronization interval (SI). All messages are assumed to have the same length 
of 250 bytes and are broadcast at the rate of 3 Mbps. An ideal channel is assumed
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where a message can be successfully received if no collision happens.
In this section we have used the following configuration for the thresholds 
and utility weights for the proposed utility function: uj — 0.8, Dttir,e =  0.02 
second, D thr.v — 0.1 second. W ith those param eter configurations we obtained 
the optimal configuration of message rate and BE in term  of system utility. As 
safety applications are assumed to coexist with non-safety applications, safety 
applications should use the control channel with as less as possible time. In this 
section for the DSRC control channel CCII interval is as 25 and 35 ms, which is 
correspondingly 50% and 70% of a 50 ms SI, respectively. The impact of MAC 
blocking on the system performances and congestion control strategies is also 
studied by varying the MAC layer PSA message blocking threshold among 50%, 
70% and 90%.
We assume that there are three first class nodes, which periodically send ESA 
messages. System utilities with bot h ESA and PSA applications can be calculated 
by utility Function 4.1.
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Figure 4.2: System utility against the number of PSA nodes with CClI=35ms.
The system utility obtained by simulations is plotted in Fig. 4.2 and Fig. 4.3 
against number of PSA vehicles with blocking thresholds of 50%, 70% and 90%. 
It can be observed again tha t system utility decreases with increasing number of
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Figure 4.3: System utility against the number of PSA nodes with CCIl=25ms.
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Figure 4.4: Optimal message against the number of PSA nodes with CCH=35ms.
PSA node. It becomes relatively stable when there are more than 60 PSA vehi­
cles. Fig. 4.4 and Fig. 4.5 show the selected message rate by which the optimal
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Figure 4.5: Optimal message against the number of PSA nodes with CCH=25ms.
utility is achieved. Message delivery ratios and transm it delay for both ESA and 
PSA messages are plotted in Fig. 4.6, Fig. 4.7. Fig. 4.8 and Fig. 4.9. respec­
tively. It is noted tha t with presence of ESA messages PSA message performances 
degrade significantly even when there are only a few PSA vehicles. In contrast 
the performance of ESA messages is relatively stable even when there are a large 
number of PSA vehicles. Blocking threshold showed a large impact again on the 
system utility and QoS performances. Lower blocking threshold results in a large 
the message delay as shown in Fig. 4.8 and Fig. 4.9. This phenomenon comes 
from the fact th a t blocking events are triggered much more frequently, which 
means th a t each node lias to wait for more than one SI before the value of con­
tention window counting down to zero. It also can be observed from the Fig. 4.4 
and Fig. 4.5 th a t blocking threshold should be no less than 50% in high density 
network. For example, when there are more than 80 PSA nodes, the selected 
message rate with CCH=35ms is still at 3 messages per second with block of 90% 
while in the condit ion of 50% blocking threshold the selected message rate is only 
1 message per second. Under a given utility function, with increasing number of 
nodes in the networks for different scenarios, the optimal param eters chosen by
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the control schemes such as the message rate, CCH interval and backoff exponent 
will change accordingly but not necessarily increase or decrease monotonically 
with increasing number of nodes. Therefore local peak behaviors may appear.
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Figure 4.6: Delivery ratio against the number of PSA nodes with CCH= 35ms.
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Figure 4.9: Message delay against the number of PSA nodes with CCH=25ms.
hi the above subsection we have mentioned that the roadside AP can use the 
received broadcast messages received from surrounding vehicles to estim ate the
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number of vehicles in the networks. It is obviously such estimation can be inaccu­
rate for online system operation as the AP may not be able to timely and correctly 
receive messages from all the vehicles. In this subsection we present the online 
system performance when the estimation of number of vehicles is inaccurate, in 
order to examine the robustness of the adaptive congestion control method. For 
simplicity we consider two types of inaccurate estimation: over-estimation with 
10 more vehicles estimated than  actual and under-estimation with 10 less vehi­
cles estim ated than actual. As we assume th a t the estimation inaccuracy comes 
mainly from the unsuccessful reception of broadcast messages, it is not common 
to have 10 more or less estimated vehicles as they correspondingly to at least 10% 
message loss ratio. The system utilities with ideal vehicle estim ation (labelled as 
” optim al” ) and inaccurate estimation are plotted in Fig. 4.10 and Fig. 4.11 with 
only 70% MAC layer blocking threshold. As our objective is to study the QoS 
services tha t could be provided by the DSRC networks under worst cases, we 
simply set the number of overestimated or underestim ated nodes to 10. An al­
ternative approach to set. the number of overestimated or underestimated nodes 
is to use a fixed proportion of the overall nodes in the network, which is left for 
our future work
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Figure 4.10: System utility with accurate and inaccurate est imat ion \  ' ' ' locking 
threshold of 70%, CCll=35ms.
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threshold of 70%, CCH=25ms.
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From Fig. 4.10 and Fig. 4.11 it can be found th a t when the blocking threshold 
is set to 70% the impact of inaccurate vehicle estim ation on system utility does 
not deviate much from tha t with accurate estimation. We can see acceptable 
gaps between the utilities with ideal and inaccurate estimation on the number of 
vehicles. These results mean the proposed adaptive congestion control method is 
quite robust for practical operations.
From Fig. 4.13 and Fig. 4.15. it can be observed that higher block threshold 
has less deviation to the accurate estimation.
Fig. 4.12 and Fig. 4.14 show tha t lower block threshold will lead to a acceptable 
deviation from th a t with accurate estim ation when vehicle less than 20 in the 
network. It performs more accurately when 20 or more vehicles in the system 
network.
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Figure 4.12: System utility with accurate and inaccurate estimation with blocking 
threshold of 50%, CCll=25ms.
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Figure 4.14: System utility with accurate and inaccurate estimation with blocking 
threshold of 50%, CCH=35ms.
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4.2 A d a p t iv e  QoS C o n tro l  S ch em e  II
4.2.1 A lte rn a tiv e  U tili ty  Function
In the previous section an adaptive QoS control scheme is presented for DSRC 
network based collaborative vehicle safety applications. One of the challenging 
problems to be solved for the proposed adaptive QoS control scheme is the multi­
ple objective optimization problem in which performances of the overall network 
as well as the individual safety application need to be considered. A utility func­
tion has been proposed to facilitate on solving the multiple objectives problem. 
In the utility function the QoS performances in term s of message delivery delay 
and the ratio of the number of successfully received messages to the selected ap­
plication message rate for each safety application are multiplied before the results 
are weighted and summed up.
As discussed previously the utility function has a direct strong impact on the 
optimal message rate and MAC param eter configurations to be identified. There
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could he many alternative utility functions for the multiple objective optimization 
problem. In this section we propose a new adaptive QoS control scheme (called 
Scheme II) in which an alternative utility function is used. Except the new util­
ity function the main frame of the adaptive QoS control scheme II is similar to 
that of the control scheme I with both offline and online procedures. The new 
utility function is an extension of the one proposed in the previous section. In 
the new utility function, t he message rate and probability of successful message 
transmission for each safety application contribute to the new utility in a sepa­
rated item from tha t contributed by the average message delivery delay. W ith 
this new utility function design it is easier to set separate QoS requirements 011 
the message success probability and message delivery delay. And the new utility 
function can be used by the system manager to show different QoS preferences 
from those with the utility function used in control scheme 1. More details 011 the 
utility function design are presented next.
Let PS)e and Psp denote message success probability for ESA messages and 
PSA messages, respectively. Let l)r and l)p denote message delivery delay for 
ESA messages and PSA messages, respectively. Let R e and Rp denote selected 
message rate for ESA messages and PSA messages, respectively. The proposed 
utility function (denoted by ©) can be expressed by:
e = k w .j p , ,  -  plhr,<.y + r„ \ - Pihr,„T
-  1 Vd,e(D , -  D lh,,ey  -  ,„)+ (4.4)
where Pthr,e and Pthr.p are preset thresholds for message success probability of 
ESA and PSA messages, respectively. Dthr.e and D tkr.P are preset thresholds for 
delivery delay of ESA and PSA messages, respectively. WSie and W SiP are preset 
utility weights for message success probability of ESA and PSA messages, respec­
tively. Wd,e and Wdp are preset utility weights for delivery delay of ESA and PSA 
messages, respectively, W ith the utility function and the preset param eters we 
can set an optimal configuration table for message rate and BE which maximizes 
the utility function 0  for a given number of vehicles in the vehicle network.
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4.2.2 N um erica l R esu lts
The discrete event driven simulator developed for adaptive QoS control scheme I 
is used to evaluate the control scheme II for DSRC vehicle networks. Again we 
assume a single hop ad hoc network environment without hidden terminals. For 
the DSRC control channel CC11 interval is set to 35 ms, which is 70% of a 50 
ms SI. All vehicle nodes are placed with uniform distribution on an intersection 
road. Carrier sensing range is set to 200 in. Similarly we assume there are two 
classes of vehicle nodes in the network. The first class of nodes only transm it ESA 
messages while the second class of nodes transm it only PSA messages. Message 
blocking event at MAC layer is triggered to provide high available channel for ESA 
messages with a MAC blocking threshold of 50% in a single SI. In the simulations 
we simply assume that there are three hrst class nodes, which send eight ESA 
messages in each second. All messages are assumed to  have the same length of 
250 bytes and are broadcast at t he rate of 3 Mbps. An ideal channel is assumed, 
which means a message can be successfully received if no collision happens.
We have used the following configuration for the thresholds and utility weights 
for the proposed utility function. Pihr,e — 0-9- Pthr,p ranges from 0.7 to 0.9, U ’s>( =  
0.7, ITQp =  0.3 =  10, IVd,P =  20. Other configurations of these param eters
could be used, which will be studied in our future work. W ith the above param eter 
configurations we set up the optimal configuration table for message rate and BE 
in term of system utility. The utility 0  for the optimal configurations with Pthr,p = 
0.7 is plotted in Fig. 4.16 against t he number of vehicle nodes in the network. 
Note tha t the optimal configuration may be different for different number of 
nodes in the networks. For performance comparison purpose the system utility 
0  obtained with several fixed configurations of message rate is also presented in 
Fig. 4.16. The BE in the fixed configurations is set to 7.
It can be observed that the performance with optimal configuration is signif­
icantly better than that with fixed rate. The corresponding message rate  P  for 
PSA application and backoff exponent which maximize the utility function (for 
Pthr.p =  0.7. 0.8. 0.9) are presented in Fig. 4.17 and Fig. 4.18. respectively.
It can be observed from Fig. 4.17 tha t to achieve higher delivery ratio, i.e. 
90%, PSA message rate needs to be kept at a lower level, even in a low density
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Figure 4.16: System utility (-) with optimal configuration and fixed configuration 
against the number of PSA nodes, Pthr.p =  0.7.
network. W ith the proposed utility function we can also find that the optimal 
backoff exponent does not change much with increase of vehicle nodes. However 
the optimal message rate to lie used drops significantly with increasing number 
of vehicle nodes.
We plot in Fig. 4.19 and Fig. 4.20 the message success probability and mes­
sage delivery delay for both ESA and PSA messages obtained with the optimal 
configurations shown in Fig. 4.17 and Fig. 4.18. respectively.
As the estimated number of vehicle nodes by the AP may not be accurate, 
it is worthwhile to study the impact of inaccurate estimation of vehicles on the 
performance of the adaptive congestion control scheme II. For this purpose the 
approach used in previous section (by comparing the optimal system utilities with 
accurate estimation of vehicle number and those with ten overestimated or under­
estimated vehicles) is applied for control scheme 11. The results are presented in 
Fig.4.21. It is observed tha t the utility with inaccurate estim ation does not devi­
ate much from that with accurate estimation, which means the proposed adaptive
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Figure 4.17: Optimal message rate against the number of PSA nodes, for Pthr.p = 
0 .7 , 0 .8 , 0 .9 .
congestion control scheme 11 is also quite robust under inaccurate estimation of 
vehicle number.
4.3 C o n c lu s io n
QoS provisioning is critical for the success of DSRC vehicle network based collab­
orative safety applications. From the previous section it has been dem onstrated 
by both analytical and simulation results th a t the application performances, in 
terms of message delivery delay, message success probability and message rate, 
can be severely affected if the traffic to be sent over the wireless channel is not 
controlled. In this section a framework of centralized QoS control for single hop 
DSRC network scenarios is proposed, which is mainly consisted of an offline pro­
cedure and an online procedure. Offline procedure is used to identify the best 
possible configurations of message rate and MAC layer channel access param eters 
for given number of vehicles. A utility function is used to solve the multiple ob jec­
tives optimization problem as both overall network performances and individual
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Figure 4.21: System utility with accurate and inaccurate estimation of the num­
ber of vehicles in the network.
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safety application performances are to be considered jointly. The identification 
of the best possible configurations is to be done by the APs alone. The online 
procedure is to apply the obtained optimal param eter configurations to the real 
network operations.
Based 011 the QoS control framework, two adaptive QoS control schemes are 
proposed with difference only 011 the design of utility function. These two adaptive 
QoS control schemes can be used for different preferences 011 the target QoS 
performances, which may be required by different types of safety applications. 
The simulation results show that the design of utility functions can have a decisive 
impact of the identified optimal configurations. But both schemes have been 
observed to perform much better than the fixed rate schemes, especially when 
the network conditions may change (such as changing number of vehicles in the 
networks and QoS requirements from the road safety applications). Although 
the estimated number of vehicle nodes may not be accurate it has been shown by 
simulations that the proposed adaptive congestion control schemes are robust in 
providing good QoS for practical operations.
C h a p te r  5
A daptive  QoS Contro l w ith  QoS 
G u aran tee  for Single H op 
In fra s tru c tu red  D SRC N etw orks
In Chapter 4, adaptive QoS control schemes have been proposed to control traffic 
congestion over wireless control channels for DSRC networks. The QoS control 
is achieved by the means of application layer message rate control and adaptive 
configuration of MAC layer channel access parameters. It has been dem onstrated 
th a t the proposed adaptive QoS control schemes can largely outperform fixed rate 
scheme under dynamic channel load conditions. However, it is also observed th a t 
when the number of DSRC devices is large, the network QoS performances can be 
unacceptably low, which can cause big problems for collaborative vehicle safety 
applications.
In view of the im portance of QoS guarantee and the corresponding techni­
cal challenges for vehicle safety applications, in this chapter the QoS guarantee 
problem for DSRC networks is investigated. Firstly a framework of providing 
guaranteed QoS for collaborative vehicle safety applications is proposed. The 
major modules wit hin the framework for reliable and robust QoS are introduced, 
which include adaptive application module, cooperative and adaptation module, 
and MAC layer adaptation module. Secondly, following the ideas of the frame­
work for reliable and robust QoS provisioning, an enhanced centralized adaptive
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QoS control scheme is proposed in which the CCII interval configuration is taken 
into account. W ith the additional control of CCH interval for single hop DS11C 
network scenarios, it is aimed to provide as much as possible channel resources 
for non-safety application. It is noted that CCH interval adaptation can be very 
challenging for distributed QoS control in multiple hop ad hoc DSRC network 
scenarios. But for the single hop network scenarios it is relatively easy to achieve 
the CCH interval configuration through the previously introduced framework of 
centralized adaptive QoS control. After the investigation of adaptive CCII inter­
val configuration, the QoS guarantee issue for single ho}) DSRC network scenarios 
is studied with t he addit ional control of transm it power. It is straightforward tha t 
by the control of transm it power, the APs can control the number of DSRC de­
vices to be included in the transmission range. Therefore it is possible to achieve 
QoS guarantee if t he number of competing DSRC devices in the communication 
range of the APs can be strictly controlled.
The rest of this chapter is organized as follows. Section 5.1 briefly introduces 
related work on the power cont rol and QoS guarantee for DSRC networks. Then 
the framework of adaptive congestion control with QoS guarantee is presented 
in Section 5.2. Section 5.3 presents the enhanced adaptive congestion control 
for single hop network scenarios with additional control of CCII interval, with 
QoS concerns on both safety applications and non-safety applications. Section 
5.4 presents a further enhanced adaptive congestion control scheme wit h addition 
control of transm it power, with design objective of guaranteeing QoS for collabo­
rative vehicle safety applications. Simulation results are presented and discussed. 
Section 5.5 concludes this chapter.
5.1 R e la te d  W o rk
QoS control by the means of power control has been widely studied for cellular 
networks and general mobile ad hoc networks [78] [79]. The most common control 
mechanisms include call/connection admission control, QoS routing and message 
scheduling [80] [81] [82] . However, DSRC network based vehicle safety application 
are mainly characterized by broadcast communications, ad hoc networking and 
st rict QoS requirements. These unique features make the QoS control schemes
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proposed for traditional cellular networks and MANETs not direct solutions to 
QoS cont rol for vehicle safety applications. QoS control for DSRC based vehicle 
safety application is still a relatively new research area. It can be achieved through 
the power control, data  rate control and reliability control. Next we review some 
initial research efforts towards adaptive power control and congestion control for 
DSRC networks.
5.1.1 Feedback-based  power contro l
Guan et al. proposed a feedback-based power control algorithm for vehicular ad 
hoc networks [61]. The main idea is that given a target communication range 
designated by a vehicle safety application, the power control algorithm should 
select a transmission power no greater than needed for the target range. The 
vehicles located beyond the target range of a message selectively sends feedback 
to the message’s sender. The sender counts the number of feedbacks received for 
that message and compares the number to a predefined threshold. If the number 
is larger than the threshold, then the transmission power is incremented by a 
fixed step, otherwise it is decremented by a fixed step. The idea is simple but the 
main focus is to reduce power consumption. The algorithm has not considered 
congestion control and QoS issues. An issue of instability can arise when the 
channel becomes congested. Under channel congestion, the number of received 
feedbacks can be small due to message collisions. But the transm it power will be 
increased according to the power control algorithm, which in turn causes heavier 
channel congestion.
5.1.2 C o llabora tive  power contro l
M ittag et al. proposed a distributed power control scheme for vehicle safety 
applications [62] . The design aims to ensure strict fairness for the control of 
periodic safety messages and leave more space for safety-critical messages. The 
scheme consists of three main steps:
• Each vehicle creates a list for vehicles in the carrier sense range by exchang­
ing periodic messages.
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• Each vehicle uses a theoretic model to independently determine the maximal 
transm it power th a t can satisfy the minimal channel load requirement for 
all the vehicles in the list.
• The theoretically determined maximal transm it power is exchanged among 
vehicles within the transmission range. Each vehicle set its transm it power 
to the minimal among the transm it powers determined theoretically by the 
vehicles in the transmission range.
The proposed power control scheme is collaborative and offers a high level of 
fairness. But a serious problem is th a t the maximal transm it power is determined 
based 011 theoretically computed channel load and channel load threshold. If the 
actual channel load is heavy, channel congestion will occur and continue 011 as 110 
reaction to actual channel congestion have been considered. Another problem is 
tha t convergence speed of the proposed congestion control method can be very 
low in a dynamic network environment.
5.2 A F ra m e w o rk  for C o o p e ra t iv e  a n d  A d a p t iv e  
QoS C o n tro l
There are many system param eters that have significant impact 011 the QoS per­
formance provided to vehicle safety applications, e.g. transm it power, message 
rate, CCH interval and broadcast message redundancy. To date the reported QoS 
control for DSRC vehicle based safety applications has not been efficient. A11 ef­
fective framework for QoS control of DSRC vehicle networks is highly needed to 
bring the CSA closer to practice. T hat framework should allow control of system 
param eters systematically or individually. It should also effectively cope with 
dynamic vehicle scenarios and maximize the QoS performance for vehicle safety 
applications. We propose a QoS control framework for vehicle safety applications 
over the control channel. It is shown in Fig. 5.1 with the following design goals:
• assured high QoS for safety-critical messages;
• adapt ivity to traffic variations;
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• fair channel access;
• high spectrum  utilization.
The keys in the QoS control framework to achieve the goals are systematic and 
cross-layer design, vehicle cooperation and QoS adaptation. As single-layer based 
QoS control is unlikely to successfully provide QoS for CSA. we exploit system­
atic and cross-layer design. Vertically the QoS control functions are implemented 
over three layers, namely application layer, transport layer and MAC layer. Hor­
izontally vehicles cooperate with their neighbours. Feedback and channel/QoS 
monitoring are used for QoS adaptation in order to provide required QoS and 
high spectrum utilization. Three main modules are proposed in the QoS con­
trol framework with each locating in the three layers to achieve the QoS control 
functions: Adaptive Safety Applications (ASA) module at the application layer, 
Cooperation And A daptation (CAA) module at transport layer, and MAC layer 
Message Rate Control (MMRC) module at MAC layer. The detailed functions 
and interfaces of the modules are explained in the following subsections.
5.2.1 A d ap tiv e  Safety A pp lica tions
The ASA module is responsible for three functions: feedback control, QoS moni­
toring and message rate adaptation. Cooperation among the vehicles and adap­
tation of system param eters are key design considerations. Adapt,ivity is highly 
dependent 011 availability and accuracy of network and channel condition infor­
mation. Through feedback and channel monitoring, a vehicle can calculate a.11 
approximate estimate of surrounding radio and network conditions. Each vehicle 
can easily monitor the channel load and the transmission activities of neighbour 
vehicles. But it still needs feedback from neighbour vehicles to make right adap­
tation and cooperation decisions. As safety applications are normally broadcast 
and non-interactive, it is not straightforward to provide feedback at MAC layer 
w ithout significant modification 011 the 802.11 MAC layer specification. O 11 the 
other hand, vehicle safety applications generate safety messages and request QoS 
from the underlying networks. The ASA module can easily provide the feedback 
on the received QoS for safety applications and is the ideal place to implement 
feedback control function.
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Figure 5.1: QoS control framework.
W ith regard to feedback control, a device can provide feedback about the 
transmissions from an individual neighbour vehicle (e.g. statistical successful 
message receptions) as well as transmissions from all the surrounding vehicles 
(e.g. measured channel load). Feedback can be requested actively or periodic 
feedback can be waited passively from other vehicles. Feedback can be sent in 
stand-alone messages or piggybacked on periodic safety messages. An issue is 
the trade-off between the overheads generated by feedback messages and the 
completeness and timeliness of feedback information.
The QoS monitoring function in the ASA module is responsible for measuring 
the actual QoS (such as latency and reception rate) seen by the vehicle safety 
applications. QoS monitoring should be performed for a relatively long time 
to make the monitoring results statistically meaningful. If the measured QoS 
performance is lower than required, the ASA module notifies the CAA module to 
take necessary actions such as traffic rate control and power control. Additionally
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tlie QoS measurement data  are sent to neighbour vehicles upon request.
The message rate adaptation function in the ASA module is fairly simple. It 
informs the CAA module about the range of message rates for different vehicle 
safety applications. It is a task of the CAA module to determine proper message 
rates according to  safety application requirements and channel congestion levels. 
The determined message rate is then sent back to the ASA module for use by 
vehicle safety applications for rate adaptation.
5.2.2 C o o p e ra t io n  and  A d a p ta t io n
Among the three modules in the proposed QoS control framework, the CAA mod­
ule plays a crucial role because it interacts with both ASA and MMRC modules. 
The CAA module is responsible for most of the network QoS control functions, 
e.g. message rate control, transm it power control, selection of data  rate and 
message redundancy mode. Traffic rate, transm it power, data rate and message 
redundancy can significantly affect the QoS seen by safety messages. Implement­
ing these functions in the CAA module together can promote intelligent designs.
Interactions between the CAA module and the ASA module have been men­
tioned in subsection 5.2.1. mainly on the exchange of feedback, QoS and message 
rate information. The CAA module also has interactions with the MMRC mod­
ule. As to be introduced in 5.2.3. the MMRC module is responsible for fast 
reaction to tem porary channel congestion by blocking PSA messages a t the MAC 
layer. Once the percentage of channel occupancy time is monitored to be more 
than a threshold (e.g. 50%), the MMRC module informs the CAA module about 
the temporary blocking of PSA messages at the MAC layer. The MMRC module 
also takes necessary actions if it is requested by the CAA module in case of low 
QoS being observed at the ASA module.
Message rate control and power control are mainly used to address channel 
congestion in the CAA module. Unlike the very simple message blocking function 
in the MMRC module, Both rate control and power control at the CAA module 
are much more dynamic and complex with multiple levels. According to the 
monitored QoS and channel load levels, the CAA module can cooperatively and 
jointly adjusts the power level, message rate and other QoS control measures.
5.2 A F ra m e w o rk  for C o o p e ra t iv e  a n d  A d a p t iv e  Q oS C o n tro l
5.2.3 M A C  Layer M essage R a te  C o n tro l
The MMRC module is located at the MAC layer to provide fast congestion m it­
igation. If a congestion event occurs, low priority PSA messages are blocked 
immediately at the MAC layer for a certain time. Message rate control at the 
MAC layer is quite simple with only two states, unblocked and blocked. In the 
unblocked state, all messages entering the MAC queue will attem pt transmissions. 
In the blocked state, low priority PSA messages are transm itted at a low rate to 
update statuses (e.g. congestion state, position, speed, direction, etc).
If a vehicle’s MAC layer is blocked, a closely related issue is when the MAC 
blocked sta te  should be returned to unblocked. Two MAC unblocking algorithms 
are suggested below. [74]
• Fixed Unblock: PSA messages are unblocked if no congestion event happens 
in the following A/a-./ synchronization intervals since ihe last congestion 
event happened. As the channel congestion may happen simultaneously 
for a cluster of vehicles, the unblocking action for those vehicles can be 
synchronized. For example, in a single hop DSRC vehicle network, all vehi­
cles sense the same channel load. Therefore MAC blocking and unblocking 
are fully synchronized for t he vehicles, resulting in possible high message 
collisions and low channel utilization.
• Random Unblock: A simple way to solve the synchronization problem of the 
Fixed Unblock algorithm is to randomize the waiting times for unblocking. 
For example, once a vehicle is blocked due to a congestion event, it chooses 
to wait for a random time in the range of [1, 7],/ .^,] before being unblocked. 
Here X/,/A-,r is a configurable parameter.
The MAC unblocking algorithms can be used alone or be used jointly with the 
transport layer algorithms for congestion control.
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5.3 In v e s t ig a t io n  of QoS C o n tro l  w i th  C C H  I n ­
te rv a l  A d a p ta t io n
5.3.1 QoS C o n tro l Schem e w ith  C C H  In te rv a l A d a p ta t io n
In Chapter 4 adaptive QoS control schemes are proposed to  achieve the opti­
mal QoS in term s of message delivery delay, message success probability and the 
number of successfully received messages. The QoS control schemes work based 
on the adaptation of the message rate and MAC layer channel access parameters 
according to the network conditions. Following the adaptive QoS control frame­
work proposed for single hop DSRC network scenarios in Chapter 4, this section 
presents a study on the additional CCH interval adaptation for DSRC network 
QoS control. The main concern for the study on CCH interval adaptation is tha t 
CCH interval does not only directly affect the QoS performances of safety appli­
cations but also those of 11011-safety applications. And such adaptation is more 
likely to be a network wide adaptation and lie more challenging. By contrast 
to the adaptations of message rate and MAC channel access param eters can be 
implemented by individually and not necessary to lie in a distributed manner.
It is noted th a t the same adaptive QoS control framework as tha t proposed in 
Chapter 4 is applied with both offline and online procedures. The only difference 
is th a t for both simulation approach based offline procedure and online adapt at ion 
procedure CCH interval is integrated into the adaptation of message rate and 
MAC channel access parameters. The same utility function as shown in section
4.1.1 is used for this identification of the best possible configurations for CCII 
interval, message rate and MAC channel access param eters (backoff exponent).
I11 the offline procedure a configuration table is determined by simulations, 
given the minimal CCH interval and the optimal configuration of message rate 
and BE which meet given QoS requirements with various number of vehicles in 
the network. In online procedure the AP applies the findings from the offline pro­
cedure 011 the minimal CCH interval and the optimal configurations of message 
rate for PSA applications. The procedure operates as follows. Firstly the AP 
estimates t he number of vehicles (AQS, ) at the road intersection as before for ev­
ery Test seconds through the received PSA messages, which are broadcast by the
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vehicles at the road intersection. We set Test =  60. According to the estimated 
number of vehicles and the preset QoS requirements the AP looks up the config­
uration table to get the minimal CCH interval and the optimal configurations of 
message rate and BE. The value of CCII interval and the optimal configuration is 
then broadcast in ESA messages by the AP at different time scales (every T S cci, 
seconds for CCH interval broadcast and every T S rate for message rate broadcast) 
to the vehicles at the intersection. In default T S cch is set to 300 seconds and 
T S rate is set to 30 seconds. Vehicles received the AP configuration instructions 
update their configurations accordingly. In addition the AP keeps monitoring 
the safety applications QoS performances during the system operations. If the 
perceived QoS performances are better than the required, the CCII interval is 
increased with a step of 10 ms to improve the QoS performances for safety ap­
plications. In reverse the CCH interval is reduced with the same step if the QoS 
performances are poor than the QoS requirements.
5.3.2 N u m erica l R esu lts
For simplicity we assume there are two classes of vehicles in the net work. The first 
class of vehicles transm it only ESA messages while the second class of vehicles 
transm it only PSA messages. Message block event a t MAC layer is triggered 
to provide high available bandwidth for ESA messages with a MAC blocking 
threshold of 70% in a single SI. Performance for MAC blocking thresholds of 50% 
and 90% is also investigated in the simulations. For simplicity we assume that 
there are three first class vehicles, which periodically send eight ESA messages per 
second. All safety messages have the same length of 250 bytes and are broadcast 
at the rate of 3 Mbps. An ideal channel is assumed where a message can be 
successfully received if no collision happens.
We have used the following configurations for the thresholds in the proposed 
utility function: R c = 7. R p ranging from 2 to 8, Pthr.e — 0.9, Pthr,P =  0.9, D ihr e 
=  0.02 and Dtiirp =  0.1. The CCH interval is configurable in the set [15. 25, 35, 
45] ms, which corresponds to 30%, 50%, 70% and 90% of a 50 ms synchronization 
interval. res]lectively.
W ith the above param eter configurations we obtained the optimal configura­
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tion of message rate, BE and CCII interval length. The minimal CCII interval 
length satisfying the preset QoS requirements and the corresponding optimal con­
figurations of BE and message rate are plotted against the number of vehicles in 
Fig. 5.2, Fig. 5.3 and Fig. 5.4. respectively. The preset QoS requirements are 
with message success probability Pthr,p =  0.9 and message rate Rthr,e= 7, Rt.hr,p=2 
and 4.
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Figure 5.2: Minimal CCH interval satisfying the preset QoS requirements with 
Rthr,p—^ and 4.
It can be observed from Fig. 5.4 that message rate must be at least 5 messages 
per second to satisfy the QoS requirement Rthr.p—4- However, the minimal CCII 
interval length is increased to 45 ms with 60 vehicles and R-thr,p—4- W ith more 
than 60 vehicles in the network, none combination of CCH interval and message 
rate can satisfy the QoS requirement. In these cases message rate, BE and CCH 
interval length are plotted as 0 in the figures.
Fig. 5.5 and Fig. 5.6 present the performances of message success probability 
and delivery delay under the QoS requirement of Rthr,P= 2 and 4. It can be seen 
that the combination of BE. rate and CCH interval length selected by the offline 
procedure performs well in QoS provisioning, i.e. ESA messages delay is lower 
than 20ms. message success probability for both ESA and PSA are over than 90%
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Figure 5.3: Optimal BE against the number of PSA vehicles with Rthr,p=2 and 
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Figure 5.4: Optimal message rate against the number of PSA vehicles with
Rthr,p=2 and 4.
as required.
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We plot the utility value 0  for QoS requirement of Rthr,p= 2 and 4 in Fig. 5.7 
and Fig. 5.8. For performance comparison we plot the results obtained for a 
type fixed control scheme (called Type I FCS), in which the CCH interval and 
message rate are fixed irrespective of the dynamic traffic loads. For the Type 1 
FCS we set BE to 4 and CCH interval length to 35 ms. Several fixed message 
rates are selected for comparison. It is observed from the figures that the adaptive 
control scheme can achieve larger utility the Type I FCS in most of the cases. And 
more im portantly the adaptive control scheme can use much smaller CCII interval 
length to satisfy safety applications QoS, which means non-safety applications are 
left with more channel time. In Fig. 5.9 and Fig. 5.10, we plot the corresponding 
average message delay and success probability of ESA and PSA messages for 
Type I FCS.
— ©—  R thr,e=7  R thr,p=2
-  © -  Fixed ra te= 2  
- A  -  Fixed ra te= 4
-  B -  Fixed ra te= 6
-  $  -  Fixed ra te= 8
00 &
N um ber of PSA  node
Figure 5.7: Utility 0  of adaptive control and Type I FCS for Rthr,p=2.
Next we compare the performance of the adaptive control scheme with th a t of 
another type of fixed control scheme (called Type II FCS), which uses the CCII 
interval length identified in the adaptive control scheme but uses fixed message 
rate for PSA. The utility values of the adaptive control scheme and the Type II 
FCS are plotted in Fig. 5.11 and Fig. 5.12 for the QoS requirements of Rihr.P= 2
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Figure 5.8: Utility (-) of adaptive control and Type 1 FCS for Rthr,p=4-
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Figure 5.9: Message delay of Type 1 FCS.
and 4, respectively. The optimal message rate and BE for PSA are plotted in 
Fig. 5.13 and Fig. 5.14, respectively. We can see from Fig. 5.11 and Fig. 5.12 tha t
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Figure 5.10: Message success probability of Type I FCS.
although Type II FCS can leave the same am ount of channel time to non-safety 
applications as the adaptive control scheme, it has much smaller utility values 
than the adaptive control scheme due to the use of fixed message rates in the 
FCS.
We presented further results on study of the impact of CCH threshold on QoS 
provisioning performance. And we also propose a new utility function, in which 
tlie number of successfully received safety messages is the main concern, and the 
QoS requirements from the multiple coexisting safety application are taken into 
account in design of the utility function.
5.4 D S R C  N e tw o rk  QoS G u a r a n te e  w ith  T ra n s ­
m it P o w e r  C o n tro l
5.4.1 QoS C o n tro l Schem e w ith  T ra n sm it  Pow er C on tro l
After the investigation of CCH interval adaptation, this section deals with addi­
tional adaptation of transm it power. The purpose is to achieve QoS guarantee
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Figure 5.11: Utility (-) of adaptive control and Type 11 FCS for R th r ,p = 2.
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Figure 5.12: Utility 0  of adaptive control and Type II FCS for R th r ,p = 4.
for DSRC networks based collaborative vehicle safety applications. In the pre­
vious presented adaptive QoS control schemes, network QoS performances are
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Figure 5.13: Optimal message' rate of adaptive control scheme.
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Figure 5.14: Optimal BE of adaptive control scheme.
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optimized in terms of the system utilities but the QoS requirements of safety ap­
plications are not necessary satisfied, which have been shown by the simulation 
results presented in Chapter 4 and the previous section. Although there could 
be a number of approaches which may improve the QoS performances of DSRC 
networks, transmit power control can be simple and effective for QoS guarantee.
For the design of the adaptive QoS control scheme with additional adaptation 
of transmit power, again the same two-phases based control framework and the 
utility function shown in 4.1.1 are applied. The reason of not using adaptive mod­
ulation is that the modulation scheme for broadcast is fixed. Therefore adaptive 
modulation is not an option that can be used to control transmission range for 
message broadcast. For this study we fix CCH interval and use offline procedure 
to find out the optimal configurations of message rate and transm it power for a 
set of given number of vehicles. These optimal configurations are then applied 
to online procedure where roadside AP requests the vehicles to update the con­
figurations of transm it power, message rate and BE according to an estimated 
number of vehicles in the road intersection.
5.4.2 N um erica l R esu lts
We assumes a single hop ad hoc network environment without hidden terminals. 
For the DSRC control channel we set CC11 interval as 35 ins, which is 70% of a 
50 ms Synchronization Interval. Two classes of vehicle nodes are assumed in the 
network. The first class of nodes only transm it ESA messages while the second 
class of nodes transm it only PSA messages. In the simulations we simply assume 
tha t there are three first class nodes, which send eight ESA messages in each 
second. All messages are assumed to have the same length of 250 bytes and are 
broadcast at the rate of 3 Mbps. An ideal channel is assumed, which means a 
message can be successfully received if no collision happens.
In this section we have used the following configuration for the thresholds and 
utility weights for the proposed utility function. Pthr,e — 0.9, Pthr.p= 0.8, VFs,e — 
0.7, W sp = 0.3 ,1Vd,e =  10. Wd.p — 20- W ith the above param eter configurations we 
set up the optimal configuration table for message rate and transm it power. The 
utility (“) for the optimal configurations is plotted in Fig. 5.15 against the number
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of vehicle nodes in the network. For performance comparison purpose the system 
utility B obtained with a fixed control scheme which uses fixed message rates 
and transm it power is also presented in Fig. 5.15. The corresponding message 
rate /? for PSA application which maximize the utility function are presented in 
Fig. 5.16. We plot in Fig. 5.17 the message delivery delay for both  ESA and PSA 
messages obtained with the optimal configurations.
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Figure 5.15: System utility (-) with optimal configuration and fixed configuration 
against the number of PSA nodes.
It can be observed tha t the performance with optimal configuration is con­
sistently significantly better than th a t with fixed rate and transm it power. And 
more specifically when the number of vehicles in the network is high, controlling 
message rate alone could not guarantee the required QoS for safety applications. 
In these cases the new QoS control scheme could provide guaranteed QoS with 
joint control of message rate and transm it power.
5.5 C o n c lu s io n
This chapter extended the previous work of adaptive QoS control presented in 
Chapter 4 to address the QoS guarantee issues for single hop DS11C network sce-
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Figure 5.17: Average message delivery delay.
narios. Firstly a framework of cooperative and adaptive QoS control is presented 
for DSRC networks, which can be used for both centralized QoS control in single
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hop network scenarios and distributed QoS control in multiple hop ad hoc net­
work scenarios. The impact of CCI1 interval adaptation on the QoS performances 
of safety applications and non-safety applications is also studied. By integrating 
the CCI1 interval adaptation to the adaptive QoS control framework proposed in 
Chapter 4. the impact of CCH interval adaptation is shown by simulation results. 
Additionally this chapter presented a study on the additional control of transm it 
power, aiming to provide QoS guarantee for collaborative vehicle safety applica­
tions. Simulation results dem onstrated the effectiveness of QoS guarantee by the 
control of message rate and transmit power.
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C h ap te r  6
D ecentralized A dap tive  QoS 
C ontro l Schemes for Ad Hoc 
DSRC N etw orks
In the previous chapters the QoS problem lias been studied by both analytic and 
simulation approaches for single hop DSRC network scenarios. Adaptive QoS 
control schemes have been proposed to provide reliable and robust QoS for col­
laborate vehicle safety applications, by the means of adapting the application 
message rate, MAC layer channel access param eters, CCH interval and transm it 
power. W ith assumption of available roadside APs in the single hop infrastruc­
tured DSRC networks it is possible and beneficial to implement centralized QoS 
control schemes. Simulation results have dem onstrated th a t centralized adaptive 
QoS control schemes can largely improve DSRC network QoS performances over 
fixed rate schemes. However, due to the extremely high cost to implement road­
side APs along all the roads, it is also possible to have large scale ad hoc vehicle 
networks. Obviously, QoS control over such ad hoc vehicle networks is much more 
challenging. In this chapter, distributed QoS control is investigated for ad hoc 
vehicle networks based collaborated vehicle safety applications. Two adaptive 
message rate control algorithms are proposed for the QoS control purpose in or­
der to provide highly available channel to high priority emergency messages and 
improve channel utilization. Unlike the centralized QoS control schemes stud-
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ied in the previous chapters in the proposed distributed QoS control algorithms 
each vehicle monitors channel loads and independently controls message rate by a 
modified additive increase and multiplicative decrease (AIMD) method. Simula­
tion results are obtained to evaluate the effectiveness of the proposed rate control 
algorithms in adapting to dynamic traffic load.
6.1 R e la te d  W o rk
In the literature, there has been some work reported 011 t he QoS cont rol for ad hoc 
DSRC networks. QoS control based on event-driven congestion control method 
was adopted in [83] and [84], Wit h the event-driven detection method, each node 
freezes all MAC transmission queues except for the safety queue with the highest 
priority. For example, when a node detects an event-driven safety message either 
generated from its own application layer or received from another device, it will 
launch congestion control immediately to guarantee the delivering of event-driven 
safety message [83].
On the other hand, QoS control can also be implemented based 011 measurement- 
based congestion control, by which each device periodically senses the channel and 
measure the channel congestion level based on predefined thresholds such as chan­
nel usage level [83]. number messages queue [84] and channel occupancy time [76]. 
The predefined thresholds play im portant role in the performance of the wireless 
network by monitor and detect congestion of communication channels.
Idie research in [76] uses channel occupancy time as predefined threshold. If 
channel occupancy time of CCH channel measured at a node is longer than a given 
predefine threshold, all beacon messages will be blocked immediately. Research 
in [84], a t hreshold for queue length in SCIIs channels is used. If the queue length 
of 11011-safety applications exceeds a predefine threshold, congestion is indicated 
and the preceding node is notified in order to decrease its transmission rate. To 
ensure performance of event-driven safety message, CCH communication channel 
should be controlled rather than SCIIs channels.
I11 [76], MAC blocking detection mechanism is used for immediate and aggres­
sive control of beacon message transmissions to  m itigate congestion, and adaptive 
traffic rate control is used for congestion avoidance. The MAC blocking detection
92
6.2 D esign o f  A p p lic a tio n  M essage  R a te  C o n tro l  Schem es
method applied in [76]. For example, if MAC blocking happens at a node due to 
excessively long channel occupancy time, the channel is considered as congested 
for event-driven safety messages. The congestion signal is sent to the application 
layer, triggering traffic rate control actions.
6.2 D es ig n  of A p p lic a t io n  M essa g e  R a te  C o n ­
t ro l  S chem es
6.2.1 D esign Goals
Similar to the objectives of centralized QoS control for infrastructured DSRC 
networks, the distributed QoS control schemes are designed with the following 
two goals:
• First of all to provide a highly available low latency channel for ESA mes­
sages;
• Secondly to maximize channel utilization for PSA messages which is im­
portant to build mutual awareness, provided th a t QoS for ESA messages is 
satisfied.
In order to  achieve the above goals, cross-layer design methodology is ap­
plied with short-term  message blocking used at the MAC layer and long-term 
additive increase multiplicative decrease (AIMD) method used by rate control 
schemes at the transport layer. An alternative option is to  implement the rate 
control schemes at MAC layer. As congestion control is traditionally regarded as 
a function of transport layer, we consider the implementation of the rate control 
schemes at the transport layer. Before we present two AIMD based adaptive rate 
control schemes in the next subsections, we briefly introduce MAC layer blocking 
mechanism.
For both rate control and MAC blocking, local channel busy time is used as 
the indicator of channel congestion level. A vehicle keeps monitoring the channel. 
If the sensed channel busy time in a monitoring window (e.g. a synchroniza­
tion interval) is higher than 50%, PSA message are blocked immediately from
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transm itting to the channel for the remaining of the monitoring window. W ith 
such MAC blocking mechanism it is possible to increase responsiveness to chan­
nel congestion and provide high channel availability for safety-critical messages. 
However, it is noted tha t MAC blocking alone can not achieve the second design 
goal as blocking of messages and channel congestion are likely to be synchronized.
6.2.2 A d ap tiv e  R a te  C o n tro l Schem e I
The first adaptive rate control scheme we proposed (shortened as ARCS-1) is 
based on AIMD method with two phases, namely fast s ta rt phase and congestion 
avoidance phase. These two phases of ARCS-1 are illustrated in Fig. 6.1 and 
described in more details.
6.2.2.1 F as t S ta r t  P h a se
For ARCS-J rate control starts in fast start phase when a vehicle node joins a 
vehicle network, bet, /? denote message rate for PSA in the unit of message 
per second (m . p s ). 7? is initially set to R m\n and increases by one for every T  
synchronization intervals. Assume th a t R mm <  R < 7?,nax, where R mm = 1 and 
R \nax =  Rk The rate increment stops when either message rate R  reaches to 
7?,nax or a congestion event occurs. Congestion event is independently detected 
by vehicles and occurs if the ratio of channel busy time to the duration of a SI is 
larger than a pre-defined threshold (e.g. 50%). When a congestion event occurs, 
half of the current traffic rate, 7?//ir, is recorded as a so-called fast s ta rt t hreshold, 
and PSA messages from the vehicles tha t detected congestion are blocked at the 
MAC layer for one SI. After one SI PSA messages are unblocked for those vehicles 
and those vehicles move to fast start phase operating from R mm.
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Figure 6.1: AIMD rate control scheme
6.2.2.2 C o n g es tio n  A vo idance  P h a se
After a vehicle enters fast start phase upon detection of congestion, it gradually 
increases message rate by one for every N nir Sis until it reaches the fast start 
threshold /?//,,. if no further congestion happens. Once message rate R  reaches 
the fast start threshold the vehicle node moves to congestion avoidance phase. 
During the congestion avoid phase, channel busy level in the previous Sis are 
monitored and recorded (denoted by Lci,). The channel busy level is taken into 
account in adjusting the time required for message rate to be increased by one 
nips. Let Ninc denote the number of Sis th a t is required to be waited for before 
message rate can be increased. N inc is updated in real time by the following 
formula:
N in e  = [(10 x Lcb) X {R,mnx -  R t h r ) / C a \ .
Here, C a denotes a configurable constant used for adjusting N inc . We set C n = 3 
in this section.
If the channel busy level is approaching channel congestion threshold, the 
tagged vehicle should choose to wait for long time before increase message rate 
in order to prevent congestion occurring too frequently. On the contrary short 
time is needed to wait for if channel busy level is low. For example, if L ^  =  50%
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and the latest =  2, we have N inc =  14, which means the vehicle needs to 
waits for 14 Sis to reach the next rate level. During this period if a congestion 
event occurs N inc is recalculated after PSA messages are unblocked. A flow chart 
of the proposed ARCS-J is presented in Fig. 6.2.
No
Y e s
No
C o n g e s t io n
Y e s
No
Y e s
Wai t  o n e  SI
Rthr updated
R = R + 1
Ninc=[(IOxLcb)x(Rmax-Rlhr)/Ca;
Figure 6.2: Adaptive rate control How chart
6.2.3 A d ap tiv e  R a te  C on tro l Schem e II
ARCS-1 is a little bit conservative as it tries to avoid channel congestion by intro­
ducing both fast start phase and congestion avoidance phases. The consequence 
is tha t while the message collision rate can be kept low the channel may not be 
fully utilized. Therefore we propose another adaptive rate control scheme (called 
ARCS-11), which has only one phase, namely fast recovery phase. It is more 
aggressive in increasing message rate compared to ARCS-I.
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Similarly when the channel busy time measured by a vehicle is higher than 
the pro-defined threshold, congestion is assumed to happen and MAC blocking is 
active for this vehicle in the next SI. As network topology is reasonably stable for 
short time period and message rates leading to channel congestion are reduced 
by half, congestion event may not happen quickly again. Therefore the vehicles 
that detected congestion may not need to enter the fast start phase. Instead the 
vehicles can move to the fast recovery directly, which is illustrated in Fig. 6.3. 
At the end of MAC blocking due to congestion events, the current message rate 
is set to the fast recovery threshold R thr directly, and then is increased for every 
N inc Sis. Here N inc is a configurable fixed number for ARCS-11. In our study it 
has been set to  1 to maximize channel utilization for PSA messages, as more PSA 
messages are broadcasted with higher message rate level. Fast recovery threshold 
Rthr is updated in the same way as in ARCS-I.
Fast recoveryC ongestion  control
<L>
H
Time
Synchronization interval
Figure 6.3: Fast recovery rate control scheme
6.3 S im u la t io n  R e s u l ts
We have implemented a discrete-event driven simulator to evaluate the proposed 
DSRC rate cont rol schemes. The simulated network topology represents an urban
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intersection with lane length of 350 m  but t here is no roadside AP to implement 
centralized QoS control. Both transmission and carrier sensing ranges are set 
to  be 200 m. The interference signal strength based physical model [85] is used 
to determine a successful reception of transmission. A configurable number of 
nodes are randomly placed with a uniform distribution over the lanes. Each 
PSA message has a fixed length of 300 bytes. IEEE 802.11}) is configured with 
initial backoff contention window W,nin= 2 8 for PSA messages and a physical data  
rate of 3 Mbps. Synchronization param eters are set as tsyn= 50 m s  and tcch= 35 
m s. In the simulations, each point is obtained by taking the average value of 20 
iterations.
ro 180  a)
E 160
a  140 rate 3 
rate 4 
rate 5  
rate 6 
rate 7 
rate 8 
rate 9  
rate 10  
♦  -  optim al
3 0  4 0  50
N u m b e r  of N o d e s
Figure 6.4: Average number of received messages.
6.3.1 F ixed  R a te  Schem e
We first study the performance of a fixed rate scheme, which simply set the 
message rate to a fixed rate for all vehicles in the network. Fig. 6.4 presents 
the number of successfully received messages in a second averaged over all the 
vehicles in the1 network, for the' the fixed rate scheme with message rates of 3 to 10 
nips. Also shown in Fig. 6.4 is an optimal rate scheme. The optimal rate scheme
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is designed simply by setting the message rate tha t maximizes the performance of 
fixed rate scheme for all vehicles for each scenario with fixed number of vehicles 
in the network. Obviously optimal rate scheme is only ideal for performance 
comparison purpose. It is not practical to be used in real systems. Due to the 
use of MAC layer blocking ESA messages are supposed to achieve high channel 
availability and can achieve good QoS. From 6.4 it can be observed tha t lixed 
rate scheme is not efficient in channel utilization without adapting message rate 
to t he number of vehicle nodes in the network. For example, in the case of 30 
vehicles in the network, fixed rate of 10 m ps has the highest number (250 nips) 
of successfully received messages, while fixed rate  of 3 nips has the lowest (80 
m p s ). But with the number of vehicles increased to 50, the number of received 
messages for fixed rate of 10 mps drops dram atically to 60 m ps. while fixed rate 
of 5 nips has the highest (220 nips). The results show that we need efficient rate 
control schemes that can adaptively adjust message rate to achieve the highest 
possible channel utilization for PSA messages.
6.3.2 A dap tive  R a te  C on tro l Schem es
Next we investigate the performances of adaptive control schemes by comparing 
them  to the fixed rate scheme and the optimal rate scheme. Fig. 6.5 presents 
the average number of successfully received messages for the schemes. Fixed rate 
scheme with rate of 4 mps and 8 m ps is compared. We can observe th a t both 
adaptive rate control schemes perform much better than the fixed rate scheme. 
They can achieve performance close to tha t of the optimal rate scheme for all 
the investigated network scenarios. ARCS-II is relatively better than  ARCS-1 in 
high density traffic circumstance (N  > 40), with a performance gain of 20% for 
70 vehicles. However this is not a surprise as ARCS-11 has been designed to be a 
little bit more aggressive than ARCS-1 in utilizing channel for PSA messages.
Fig. 6.6 presents simulation results of network wide averaged probability of 
successful packet reception (denoted by prec). As the optimal rate scheme th a t 
achieves the highest number of messages does not necessarily achieve the highest 
Prcc, Results of optima rate scheme is not presented in Fig. 6.6. It is observed tha t 
all the compared schemes can provide a reasonably good performance in term s of
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Figure 6.5: Comparison of two adaptive rate control schemes wit h optimal rate.
prec (which is around 0.9). But ARCS-I shows higher prec than ARCS-11, which 
lias been rewarded due to ARCS-I's conservativeness in increasing message rate 
and avoiding channel congestion. Therefore there is a tradeoff to be made for 
the two adaptive rate control schemes in term s of channel utilization (number of 
received messages) and probability of successful message reception.
Fig. 6.7 represents the network wide average probability that PSA messages 
are blocked at MAC in one SI. The metric of message blocking probability is 
im portant as vehicles that are blocked are not able to broadcast their positions 
and mutual awareness may be damaged. It is observed th a t the probability of 
MAC blocking tends to be zero with a fixed rate of 4 mps. However, for fixed 
rate of 8 m ps , the probability of MAC blocking increases rapidly with N  up to 
0.44, which is due to the lack of adaptation for increasing traffic load. ARCS-I 
has a relatively low MAC blocking probability even when N  increases. It is also 
shown tha t ARCS-II plays a trade-off between the MAC blocking time and the 
correct message reception.
Messages delay performance is presented in Fig. 6.8. Message delay increases 
with N  in general. Due to the constrains of N inc by previous channel busy time 
Lc\, and /?//„•, delay for ARCS-1 is relatively high compared to other schemes but
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Figure 6.7: Average probability of MAC layer message blocking.
is still less than 12 m s  On the oilier hand, ARCS-II achieves lower messages delay. 
The ARCS-II has relative low packet delay with the maximal sending rate.
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Figure 6.8: Average message delay.
6.4 C o n c lu s io n
In this chapter two distributed adaptive message rate control schemes are pro­
posed for ad hoc DSRC networks to control CC11 channel congestion and provide 
QoS for collaborative vehicle safety applications. Two classes of vehicle safety 
applications are considered, namely high priority emergency safety applications 
and low priority routine safety applications. However it is noted th a t the design 
of the distributed adaptive message rate control schemes can be extended to the 
networks with more than two classes of safety applications. The algorithm de­
sign objectives are set to provide highly available channel for emergency messages 
and try  to maximize channel utilization for low priority messages. For both dis­
tributed message rate control schemes local channel busy time has been used as 
the indicator of network congestion, and message rates are adaptively adjusted 
by the rate control schemes according to the CCI1 channel congestion levels. The 
difference between the two adaptive rate control schemes is that the first scheme 
is a little more conservative in term s of increasing message rate to avoid chan­
nel congestion. Simulation results dem onstrate the effectiveness of the proposed 
rate control schemes, which have achieved the design goals of improving channel
rate 4  
rate 8 
A R C S -I  
A R C S -I
20 4 0 60 70
1 0 2
6.4 C onc lus ion
utilization and providing good QoS for high priority safety applications. Both 
adaptive schemes performs much better than fixed rate scheme.
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Conclusion and F u tu re  W ork
Road safety and especially vehicle safety is a worldwide concern. Due to the 
advances in wireless communications recently there lias been increasing interest 
on applying vehicle communication and networking to collaborative vehicle safety 
applications to tackle vehicle safety problems. However the success of wireless 
communication and vehicle network based collaborative vehicle safety application 
will depend tightly 011 the QoS that can be provided by the vehicle networks.
This thesis presents a systematic study on the application of DSRC vehi­
cle networks to support collaborative vehicle safety applications with high QoS 
requirements. The focuses of this thesis are 011 the analysis of DSRC network 
QoS performances and limitations, design and evaluation of adaptive QoS con­
trol schemes for both centralized single hop infrastructured DSRC networks and 
distributed ad hoc DSRC networks. The main objectives have been set to provide 
a high availability and low latency channel for high priority safety applications 
and leave as much as possible channel time for low priority safety applications 
and non-safety applications. The major research activities and outcomes are 
summarized in this chapter. A proposal of future work is also presented.
7.1 C o nc lusion
In Chapter 2 a thorough review is presented 011 the competitive wireless tech­
nologies that can be used for collaborative vehicle safety applications. Vehicle
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ad hoc networking technologies are introduced. The main challenges associated 
with DSRC networks for vehicle safety applications are also analysed.
111 Chapter 3 the QoS performances of DSRC networks are evaluated with­
out employing any QoS control mechanisms. This part of work is to identify 
the potential problems with DSRC networks in term s of QoS provisioning for 
collaborative vehicle safety applications and provide insights into the design and 
optimization of adaptive QoS control schemes. Both analytic and simulation 
approaches are applied for the performance evaluation task. For the analytic 
approach single service priority and saturated  traffic load are assumed. A simple 
analytic model is proposed which can predict the m ajor performance measures of 
interests, such as message success probability, message delivery delay and channel 
throughput against the number of DSRC devices in the network. The im pact of 
MAC layer channel access param eters is modelled as well. Further simplifica­
tion of the analytic model is also presented. A system-level discrete-event driven 
simulator is also developed for the performance evaluation task. Both periociic 
safety applications and emergency safety applications are considered. From both 
analytic and simulation results it has been observed tha t the QoS performances 
provided by DSRC networks are acceptable with light traffic loads but tend to be 
worse and unacceptable with increasing traffic load. As the collaborative vehicle 
safety applications prove to be effective and gain large scale deployment, these 
applications are expected to generate heavy traffic. Therefore the results show 
clearly tha t there is a strong need of implementing effective QoS control schemes 
in DSRC networks in order to meet the QoS requirements posed by collaborative 
vehicle safety applications.
After the evaluation of QoS performances provided by DSRC networks with­
out QoS control. Chapter 4 presented the research work on the design of central­
ized QoS control for single hop infrastructured DSRC networks. The assumption 
of single hop infrastructured DSRC networks makes the QoS control problem 
simplified and centralized QoS control is a possible option. A framework for cen­
tralized QoS control in infrastructure DSRC networks was proposed, which is 
mainly consisted of an offline procedure and an online procedure. Offline proce­
dure is based on simulation approach and operated by the APs only, aiming to 
identify the best possible configurations of message rate and MAC layer channel
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access parameters for given number of vehicles. Due to the existing of multiple 
objectives optimization problem on balancing both overall network performances 
and individual safety application performances, a utility function is used in the 
offline procedure. With the best message rates and channel access param eters 
configurations identified by the offline procedure, online procedure is to apply 
these outcomes to configure the DSRC devices adaptively according to the real 
network operations. Based 011 the QoS control framework, two adaptive QoS con­
trol schemes with different utility functions are proposed, which can be used for 
different design preferences 011 the target QoS performances. Different target QoS 
performances may be required by different types of safety applications. Simula­
tion results showed that the design of utility functions can have a decisive impact 
011 the identified optimal configurations. But both adaptive control schemes have 
been observed to perform much better than the fixed rate schemes, especially 
when the network conditions may change (such as changing number of vehicles in 
the networks and QoS requirements from the road safety applications). Although 
the estimated number of vehicle nodes may not be accurate, it has been shown 
by simulations tha t the proposed adaptive congestion control schemes are robust 
in providing good QoS for practical operations.
The adaptive QoS control schemes proposed in Chapter 4 can largely improve 
QoS performances provided by DSRC networks compared to fixed rate  schemes. 
However, it is noted that the adaptive QoS control schemes does not provide any 
QoS guarantee for collaborative vehicles safety applications, as only application 
message rate and MAC layer channel access param eters are controlled by these 
QoS control schemes. As reliable message delivery is critical for collaborative 
vehicle safety applications, Chapter 5 extended the work presented in Chapter 
4 and investigated QoS guarantee problem for DSRC networks. A framework of 
providing guaranteed QoS for collaborative vehicle safety applications was pro­
posed for single hop infrastructured DSRC networks, which includes three major 
modules, namely adaptive application module, cooperative and adaptation mod­
ule, and MAC layer adaptation module. Then an enhanced centralized adaptive 
QoS control scheme was proposed in which the CCH interval configuration is 
jointly controlled with message rate and MAC channel access param eters. The 
additional control of CCH interval can maximize the QoS performances for noil-
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safety applications after that sufficient resources have been allocated to safety 
applications to ensure safety applications receive satisfactory QoS. Furthermore, 
the QoS guarantee issue for single hop DSRC network scenarios was studied with 
the additional control of transm it power. W ith the control of transm it power the 
APs can control the number of DSRC devices to be included in the transmission 
range. Therefore, QoS guarantee could be supported by the DSRC networks if 
the number of competing DSRC devices in the communication range of the APs 
can be strictly controlled. Simulation results dem onstrated the effectiveness of 
QoS guarantee by the control of message rate and transm it power. It is noted 
that with different utility functions the values of optimal param eters proposed 
by the two phases centralized QoS control scheme will be different. The con­
clusions obtained with the proposed scheme are dependent 011 the chosen utility 
functions. But t he proposed two phases centralized QoS control scheme is general 
and is applicable to different utility functions.
Chapter G extended the QoS control work for single hop infrastructured DSRC 
networks to ad hoc DSRC vehicle network scenarios. Over the ad hoc DSRC 
vehicle networks QoS control is much more challenging compared to infrastruc­
tured DSRC networks. In this chapter, distributed QoS control is investigated 
for ad hoc vehicle networks based collaborated vehicle safety applications. Two 
distributed adaptive message rate control algorithms are proposed for the QoS 
control purpose, in order to provide highly available channel to high priority 
emergency messages and improve channel utilization. Unlike the centralized QoS 
control schemes studied in the previous chapters, in the proposed distributed QoS 
control algorithms each vehicle monitors channel loads and independently controls 
message rate by a modified additive increase and multiplicative decrease (AIMD) 
method. Two classes of vehicle safety applications are considered, namely high 
priority emergency safety applications and low priority periodic safety applica­
tions. However, it is noted that the design of the distributed adaptive message 
rate control schemes can be extended to the networks with more than two classes 
of safety applications. The algorithm design objectives are set to provide highly 
available channel for emergency messages and try to maximize channel utilization 
for low priority messages. For both distributed message rate control schemes, lo­
cal channel busy time has been used as the indicator of network congestion,
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and message rates are adaptively adjusted by the rate control schemes according 
to the CCH channel congestion levels. System level diserete-event driven sim­
ulator was developed for performance evaluation of the distributed QoS control 
schemes. Simulation results dem onstrated the effectiveness of the proposed rate 
control schemes, which have achieved the design goals. Both adaptive QoS control 
schemes performed much better than fixed rate scheme.
7.2 F u tu re  W o rk
This thesis has presented an analysis, design and optimization of QoS control 
for DSRC networks in order to provide satisfactory QoS support to collaborative 
vehicle safety applications. Both single hop infrastructured DSRC network and 
ad hoc DSRC network scenarios are considered. The proposed adaptive QoS 
control schemes can largely outperform fixed rate schemes. It is believed th a t the 
research work and results presented in this thesis can help understand the QoS 
performances provided by DSRC1 networks for vehicle safety application, and also 
provide deep insights into advanced QoS control schemes.
However, it is noted tha t as DSRC network QoS control is a system wide 
research problem, there are still some interesting but challenging problems to be 
studied to provide a complete reliable QoS solution for collaborate vehicle safety 
applications. Below is a list of a few research issues th a t we think deserve to be 
further investigated from the research work undertaken in this thesis.
Firstly, simple and efficient performance analytical models can provide deep 
insights to the capability of DSRC networks on providing QoS for collaborative 
vehicle safety applications and the design of effective QoS control schemes. In 
Chapter 3 a simple analytic model was presented for single hop infrastructured 
DSRC networks to predict the DSRC network QoS performances. It is noted 
tha t saturated traffic model has been used for simplicity. Extending the ana­
lytical model to unsaturated traffic model and multiple service classes will be 
an interesting future research item. In addition, analytically modelling the QoS 
performances of DSRC networks in ad hoc network scenarios is an interesting but 
very challenging problem, which deserves further investigation.
Secondly, for single hop infrastructure DSRC networks, this thesis has pre­
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sented research work 011 the QoS control by the adaptation of message rate, MAC 
channel access parameters. CCH interval and transm it power. Good QoS perfor­
mance can be obtained for single hop infrastructure DSRC networks. However, 
for the ad hoc DSRC networks distributed QoS control is mainly focused on the 
message rate control. It is interesting to extend the existing research work to 
design distributed QoS control schemes with joint adaptation of message rate, 
CC1I interval and transm it power.
Lastly, the safety application messages are assumed to be broadcast to one 
hop neighbours only in this thesis. They are not forwarded to extended the 
reach of these safety application messages. Forwarding safety application mes­
sages over multiple hops is a possible research issue in the future. In addition, 
some reliable measures such as transm itting duplicate safety messages with one 
transmission opportunity may improve the reliability of the safety application 
messages. However the d , '' ate safety messages may increase the CCH channel 
congestion level. Therefore, it is interesting to see if the reliability measures can 
bring performance improvement and if so how to  adaptive control the reliable 
message transm it schemes.
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