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GIBBS MEASURES OVER LOCALLY TREE-LIKE GRAPHS AND
PERCOLATIVE ENTROPY OVER INFINITE REGULAR TREES
TIM AUSTIN AND MOUMANTI PODDER
Abstract. Consider a statistical physical model on the d-regular infinite tree
Td described by a set of interactions Φ. Let {Gn} be a sequence of finite graphs
with vertex sets Vn that locally converge to Td. From Φ one can construct a
sequence of corresponding models on the graphs Gn. Let {µn} be the resulting
Gibbs measures. Here we assume that {µn} converges to some limiting Gibbs
measure µ on Td in the local weak
∗ sense, and study the consequences of
this convergence for the specific entropies |Vn|−1H(µn). We show that the
limit supremum of |Vn|−1H(µn) is bounded above by the percolative entropy
Hperc(µ), a function of µ itself, and that |Vn|−1H(µn) actually converges to
Hperc(µ) in case Φ exhibits strong spatial mixing on Td. We discuss a few
examples of well-known models for which the latter result holds in the high
temperature regime.
1. Introduction
Many basic models of statistical physics are obtained by specifying an energy
function on a configuration space of the form AV , where A is a finite set of possi-
ble ‘single-particle states’ and V is a set of particles. Given the energy function,
one asks after its partition function or free energy, or forms the associated Gibbs
measure on AV and attempts to compute or estimate its marginals.
Many classical models, such as the Ising and Potts models, are constructed
using a graph G on V . Such models can be defined consistently for many different
graphs, and many important methods are based on comparing their behaviours
over different graphs.
Let d ≥ 1 be a fixed integer. In this paper we study a class of models that
can be defined consistently over either a finite d-regular graph or over the infinite
d-regular tree. In the latter setting the associated Gibbs states are defined by the
Dobrushin–Lanford–Ruelle conditions, and there may be several of them.
The main focus of this paper is the connection between the Shannon entropies of
the Gibbs measures on each of a sequence of large finite graphs, where the sequence
converges locally to an infinite regular tree, and a notion of entropy that applies
to a translation-invariant measure over the tree itself: percolative entropy, defined
below.
We study models in Ruelle’s thermodynamic formalism, and largely follow [8,
Chapter 1] for notation and terminology. Another reference which includes the
same background is [5].
Suppose first that the set of particles V is also finite. Let F be a family of
subsets of V . An interaction is a function Φ :
⋃
S∈F A
S → [−∞,∞). The Gibbs
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measure µΦ with respect to Φ is defined as
µΦ(ξ) =
1
ZΦ
exp
{∑
S∈F
Φ(ξS)
}
, ξ ∈ AV , (1.1)
where ξS is the projection of ξ to coordinates in S, and Z
Φ is the partition function
defined as
ZΦ =
∑
ξ∈AV
exp
{∑
S∈F
Φ(ξS)
}
. (1.2)
This Gibbs measure is well defined if at least one ξ ∈ AV has finite energy, i.e.∑
S∈F Φ(ξS) > −∞, and in this case µ is supported only on those configurations ξ
that have this property. We assume that at least one such ξ exists, in the rest of
the paper.
If V is infinite, this direct definition is not available, since the sums inside the
exponentials above are generally also infinite. In that case we define associated
Gibbs states as follows. Suppose now that F is a family of finite subsets of V which
is locally finite (that is, every element of V lies in only finitely many members
of F). Consider again an interaction Φ :
⋃
S∈F A
S → [−∞,∞). In order to
encompass models with hard-core constraints, we allow some sets F in F and
certain configurations ξF ∈ AF such that Φ(ξF ) = −∞. Let Ω be the set of all
configurations ξ in AV such that they have finite local energies, i.e. for every F ∈ F ,
we have Φ(ξF ) > −∞. It follows that in this case, for every positive integer s, we
have ∑
F∈F ,F⊆Td(s)
Φ(ξF ) > −∞.
Then a probability measure σ on AV is a Gibbs state for Φ if it is supported on Ω
and for every finite S ⊆ V one has
σS =
∫
AV \S
µS,η σV \S(dη), (1.3)
where σS is the image of σ under the projection map from A
V to AS , and µS,η is
defined as
µS,η(ξ) ∝ exp

∑
F∈F , F⊆S
Φ(ξF ) +
∑
F∈F
F∩S 6=∅,F∩Sc 6=∅
Φ((ξ ∨ η)F )
 ∀ ξ ∈ AS . (1.4)
In the last formula, ξ ∨ η is the element in AV which equals ξ when restricted to S
and equals η when restricted to Sc. The expression in (1.4) makes sense because
we only consider η ∈ ΩSc ⊆ A
Sc , where ΩSc is the projection of Ω onto A
Sc . The
quantity (ξ∨η)F is the restriction of ξ∨η to F . Since η ∈ ΩSc , there exists at least
one ξ ∈ AS for which the sum inside the exponential in (1.4) is finite.
Our main result concerns the following setup. We consider the infinite d-regular
tree Td and a sequence {Gn}n∈N of finite graphs locally converging to Td (see
Definition 2.1). Let Φ be an interaction on Td, and suppose that it has finite range
and is invariant under all graph automorphisms of Td. Then there is a natural way
to turn Φ into an interaction on each Gn: one identifies finite subsets of Gn with
finite subsets of Td using the graph structure, and then identifies the corresponding
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contributions to the interactions. For instance, the Ising model on Td gives rise to
the Ising model on each Gn at the same inverse temperature.
This procedure for constructing the Hamiltonians is given precisely in Definition
2.3. In that definition and the rest of the paper, we also allow more general inter-
actions that are invariant under fewer symmetries of Td. Specifically, we identify
Td with a Cayley graph of a certain free-product group Γ, and require that Φ be
invariant only under translations, not necessarily under rooted automorphisms. To
transport an interaction with only these fewer symmetries from Td to the graphs
Gn, one must endow each Gn with a directed edge-labeling by the generators of Γ
(although, to be precise, the directions of the edges are relevant only if d is odd).
This is used to specify the correct identification of subsets of Gn with subsets of
Td. This is explained carefully in Section 2.
In another sense, we also lose some generality as a result of imposing this extra
structure. In case d is odd, the group theoretic construction we use does not allow
us to consider arbitrary d-regular graphs, but only those that are 1-factorizable:
see construction (ii) in Section 2.
In the case of allowing hard-core constraints, we also assume that for every
Gn = (Vn, En) in the sequence, there exists some configuration ξ ∈ AVn such that
its energy is finite according to the interaction Φ. This allows the Gibbs measure
on Gn associated with Φ to be well defined.
Having transported Φ to an interaction on each Gn, let µn be the Gibbs mea-
sure thus obtained on Gn. We shall make the assumption that the sequence {µn}
converges in a local weak∗ sense to a Gibbs measure µ for Φ on Td. In the case
of full automorphism-invariance, the local weak∗ convergence of measures is taken
from [7]. The definition in our less symmetric setting appears previously in [1], and
is recalled in Definition 2.2 below. We denote this convergence by µn
lw∗
−−→ µ.
Assuming that µn
lw∗
−−→ µ, our interest is in finding an expression for the asymp-
totic behaviour of the specific entropies H(µn)/|Vn| in terms of µ. The candidate
that we study here is the percolative entropy Hperc(µ). To define this, let φ be a root
of Td (later identified with the identity in the group Γ), and for each p ∈ [0, 1] let θp
be the law of a random subset S of V (Td) which contains each vertex independently
with probability p. Then we define
Hperc(µ) :=
∫ 1
0
∫
S⊆V (Td)
Hµ
(
σφ|σS\{φ}
)
θp(dS)dp. (1.5)
In the integrand on the right, we consider a random configuration σ ∼ µ, and use the
conditional Shannon entropy of its value at φ given its restriction to S \ {φ}. This
formula is suggested by classical work in ergodic theory, where an analogous quan-
tity is known to equal the Kolmogorov–Sinai entropy of a probability-preserving
action of an amenable group [6, Theorem 3]. (It has been compared with the newer
notion of sofic entropy for actions of free groups, but we believe it does not agree
with sofic entropy in such generality.)
Our main result shows that percolative entropy is always an upper bound for
the growth rate of the finitary Shannon entropies, and that they are equal in case
the model exhibits strong spatial mixing (recalled in Definition 1.2 below).
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Theorem 1.1. Let µn denote the Gibbs measure on Gn derived from Φ for n ∈ N,
and assume µn
lw∗
−−→ µ. Then
lim sup
n→∞
1
|Vn|
H(µn) ≤ Hperc. (1.6)
If, moreover, Φ exhibits strong spatial mixing, then
lim
n→∞
1
|Vn|
H(µn) = Hperc. (1.7)
Several different definitions of strong spatial mixing already appear in the liter-
ature. Most works define it only for one or another specific model. In order to use
the thermodynamic formalism, we give a definition for general interactions.
Consider again a graph G = (V,E) and a finite set A. Let Φ be an interaction
over V . Another collection of functions Ψ = {Ψv : v ∈ V }, where Ψv : A → R, is
called a self-interaction (or, in some settings, an external field): it may be identified
with an interaction with the special property that it is nonzero only for singleton
subsets of V . Here we allow Ψ to take only finite values. By Φ + Ψ we mean the
interaction defined by
(Φ + Ψ)(ξS) =
{
Φ(ξv) + Ψ(ξv) if S = {v}, for v ∈ V,
Φ(ξS) if |S| > 1,
for S ∈ F , where we abuse notation slightly by writing ξ{v} as ξv. Let Td(r) denote
the closed ball of radius r about the root in the graph Td, and let Td(r)
c denote its
complement in V (Td).
Definition 1.2. A translation-invariant interaction Φ on Td exhibits strong spatial
mixing if the following condition is satisfied:
max
η,τ∈ΩTd(r)c
∣∣µΦ+Ψ,Td(r),η (σφ = a)− µΦ+Ψ,Td(r),τ (σφ = a)∣∣→ 0 as r →∞ (1.8)
for every a ∈ A, uniformly in Ψ. Here µΦ+Ψ,Td(r),η (similarly µΦ+Ψ,Td(r),τ) is the
conditional Gibbs measure corresponding to the interaction Φ + Ψ with boundary
conditions η (correspondingly τ), as defined in (1.4).
We consider η and τ only in ΩTd(r)c so that the conditional Gibbs measures in
(1.8) are well defined.
Several well-known models exhibit strong spatial mixing. These include the
Ising and Potts models at sufficiently high temperatures. Other examples are
independent-set and various colouring models, again in their uniqueness regimes.
Some of these examples are discussed in more detail in Section 4.
2. Cayley graphs and local weak∗ convergence in the context of
edge-coloured graphs
Let Gn = (Vn, En), n ∈ N, be a sequence of d-regular graphs, and let Un be the
uniform distribution on the vertex set Vn. For v ∈ Vn and r ≥ 0, let B(v, r) be the
closed ball of radius r about v for the graph metric on Gn.
Definition 2.1. We say that {Gn} locally converges to the regular infinite tree Td
if for any t ∈ N,
lim
n→∞
Un {v : B(v, t) ∼= Td(t)} = 1. (2.1)
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Once n is large, this means that most vertices v ∈ Vn are surrounded by a
large-radius ball B(v, r) which is isomorphic to the corresponding ball Td(r) in the
d-regular tree. This isomorphism is the basis for comparing a measure µn on A
Vn
(or rather its marginal on AB(v,r)) to a limiting measure µ on ATd (or rather its
marginal on ATd(r)).
To make this comparison precise, we must choose a particular isomorphism from
B(v, r) to Td(r). In case the limiting measure µ is invariant under rooted automor-
phisms of the tree, the choice is essentially irrelevant. However, in this paper we
allow a more generous class of models which do not have so much symmetry, and
so need to be careful about choosing these neighbourhood-isomorphisms.
In order to do this, we enhance the graphs Gn and the tree Td with some addi-
tional structure that makes the choice of isomorphism canonical. As a result, our
analysis also applies to some models that have less symmetry than Td itself.
The enhanced structure on our graphs is best described by identifying them with
certain Cayley or Schreier graphs of groups, and then colouring each edge according
to which generator produced it. We first describe the identification of Td with a
Cayley graph of a free group or free product. We then describe the corresponding
constructions for finite regular graphs. Background on Cayley graphs and free
groups can be found in [3].
We consider two different ways in which Td may be identified with a Cayley
graph. The first is simpler, but applies only when d is even. The second applies for
any d.
(1) Suppose d = 2k is even. Consider the free group generated by k generators,
which we denote by Γ = 〈s1, s2, . . . sk〉. Each si generates an infinite cyclic
group. The elements of Γ may be written as reduced words in s1, . . . , sk:
that is, words of the form sj1i1 s
j2
i2
. . . sjmim with j1, . . . , jm nonzero integers
and it 6= it+1 for all 1 ≤ t ≤ m− 1. Two reduced words are multiplied by
concatenating them and then removing cancellations until a new reduced
word remains. The identity element is the empty word, corresponding to
m = 0.
The Cayley graph Cay(Γ) corresponding to the generators s1, . . . , sk is
a graph with vertex set Γ. In this paper we regard it as a directed graph
with coloured edges in the following way. We connect the directed edge
from w to wsi for each 1 ≤ i ≤ k and each w ∈ Γ, and we assign the colour
si to this edge.
The underlying undirected graph of Cay(Γ) is isomorphic to the d-
regular tree. We always use an isomorphism that maps the identity element
of Γ to the root of the tree, although this does not specify the isomorphism
completely. Given any particular choice of isomorphism, we may carry the
directions and colours of the edges of Cay(Γ) to Td. Having done so,
each node of Td has k edges coloured s1, . . . sk emerging out of it, and k
edges coloured s1, . . . sk entering into it. This extra structure on Td then
uniquely determines the graph isomorphism that we used.
(2) For any d ∈ N, let Γ be the free product of the groups generated by
s1, . . . , sd, where s
2
i = e for every 1 ≤ i ≤ d. Here e denotes the identity
element. Then 〈si〉 is isomorphic to Z/2Z for each i. Elements of this
group Γ may be written as words of the form si1 . . . sim for m ∈ N ∪ {0},
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with it 6= it+1 for all 1 ≤ t ≤ m− 1. The group operation is concatenation
followed by removal of cancellations, as in (1).
The corresponding Cayley graph Cay(Γ) is now an undirected edge-
coloured graph on Γ. For every w ∈ Γ, w is connected by an undirected
edge to wsi for every 1 ≤ i ≤ d, and that edge is assigned the colour si.
There is no value in directing the edges of this Cayley graph, because we
have (wsi)si = ws
2
i = w, so each undirected edge would simply be given
both directions. The graph Cay(Γ) is isomorphic to the infinite d-regular
tree Td. As before, we always map the identity element to the root, and
then a particular choice of isomorphism is specified by the image of the
colouring on Td. In this colouring, each vertex of Td is incident upon one
edge of each of the colours s1, . . . sd.
Now consider a finite d-regular graph G = (V,E). Corresponding to (1) and (2)
above, we consider two ways of producing G from a collection of permutations of
V .
(i) If d = 2k, consider k permutations γ(1), . . . , γ(k) of V . The set E of edges
consists of all pairs {u, v} such that γ(i)(u) = v for some i. Each of these
edges {u, v} can now be labeled by the γ(i) that generated it, and also
directed from u to v. It may happen that a single undirected edge receives
multiple labels (in case v = γ(i)(u) = γ(j)(u) for some i 6= j) or receives
both directions (in case
(
γ(i)
)2
(u) = u). However, an arbitrary d-regular
graph may be generated by k permutations so that neither of these occurs:
first, write the edge set as a union of d families of disjoint cycles, and now
choose one permutation that generates each of those cycle-families. We will
henceforth consider d-regular graphs endowed with the extra structure of
these labels and directions.
Let Γ be as in construction (1) above, and fix an identification of Cay(Γ)
with Td. For any v ∈ V , the permutations γ(1), . . . , γ(k) specify a canonical
graph homomorphism from Td to G such that φ is mapped to v. To write
it explicitly, we first define a group homomorphism γ : Γ → Sym(V ) by
setting γ(si) = γ
(i). Then the desired graph homomorphism is given by
g 7→ γ(g)(v) for g ∈ Γ.
(ii) For arbitrary d, we may repeat the construction above, but now use d
permutations γ(1), . . . , γ(d) which have order 2: that is,
(
γ(i)
)2
(u) = u for
every i and u. This produces a d-regular graph provided γ(i)(u) 6= γ(j)(u)
whenever i 6= j. We may then label each edge by the unique γ(i) which
generated it.
This construction of G is equivalent to writing it as an edge-disjoint
union of d matchings. Unfortunately, not every d-regular graph may be
constructed this way: those that can are called 1-factorizable. The Pe-
tersen graph is a well-known 3-regular graph which is not 1-factorizable.
So at this point our paper loses some generality. We believe that other
constructions could be found to cover this gap, but do not pursue them
here.
Given the order-2 permutations γ(1), . . . , γ(d) and a vertex v ∈ V , and
letting Γ be the free product of copies of Z/2Z in construction (2) above,
we obtain a canonical group homomorphism γ : Γ → Sym(V ) by setting
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γ(si) := γ
(i). Then a graph homomorphism from Td to G which sends φ
to v is given by g 7→ γ(g)(v).
We now discuss local weak∗ convergence of measures in the presence of this
extra structure on our graphs. Compared with [7], our discussion is less general
in one respect but more general in another. On the one hand, we consider only
local convergence to trees, rather than the more general limit graphs allowed in [7].
But on the other hand, the structures described above on our graphs and trees are
not invariant under all automorphisms of Td. Nevertheless, no really new ideas are
needed.
Consider a finite graph G = (V,E) as described in (i) or (ii) above, and let
γ : Γ → Sym(V ) be the group homomorphism constructed there. Let A be any
finite set. For any ~x ∈ AV , any v ∈ V , and any r ∈ N, the pull-back name of radius
r of ~x at v is defined as
Πγ,rv (~x) =
(
xγ(g)(v)
)
g∈Td(r)
∈ ATd(r), (2.2)
where we identify Td(r) with the corresponding ball in Γ in order to define γ(g) for
g ∈ Td(r). The pull-back name of ~x at v is
Πγv (~x) =
(
xγ(g)(v)
)
g∈Td
∈ ATd , (2.3)
where we now identify Td with the whole of Γ.
Suppose now that {Gn}n is a sequence of d-regular graphs which converges
locally to Td, and let γn : Γ → Sym(Vn) be the corresponding sequence of group
homomorphisms. In the language of ergodic theory, such a sequence is an example
of a sofic approximation to Γ: see, for instance, [1] and the references given there.
Definition 2.2. Let µn be a probability measure on A
Vn for each n, and let µ be
a measure on ATd which is invariant under the action of Γ by left-translation of
the coordinates. Let Un be the uniform distribution on Vn. Then {µn} is said to
converge to µ in the local weak∗ sense, if
lim
n→∞
Un
{
v : ||(Πγn,rv )∗µn − µTd(r)||TV > ǫ
}
= 0 for every r > 0, (2.4)
where µTd(r) is the marginal of µ on Td(r).
Definition 2.2 gives the sense in which we will compare Gibbs measures over the
finite graphs Gn with Gibbs measures over Td. However, to know which Gibbs
measures enter that comparison, we must also explain the correspondence between
the Hamiltonians that generate them.
Thus, let Φ = (ΦF )F∈F be an interaction on the tree Td, and assume that it
has finite range and is invariant under all translations when Td is identified with
Γ, one of the groups considered in (1) or (2) above. Let G = (V,E) be a d-
regular graph endowed with edge colourings and (in case (i)) edge directions, and
let γ : Γ → Sym(V ) be the resulting group homomorphism. We next show how
to construct an interaction on G which corresponds to Φ. We then apply this
procedure to each Gn in a sequence locally converging to Td in order to obtain the
Gibbs measures µn.
First, let F0 ⊆ F be a transversal for the translation-action of Γ on the family
of subsets F . Since Φ has finite range, the family F0 is finite, and Φ is uniquely
determined by the subfamily (ΦF )F∈F0 by translation invariance. The choice of
transversal is a necessary part of our procedure for constructing new interactions
on finite d-regular graphs.
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Definition 2.3. We define the Hamiltonian UΦG on A
V as follows:
UΦG(σ) =
∑
v∈V
∑
F∈F0
Φ ((Πγv (σ))F ) . (2.5)
Here (Πγv (σ))F denotes the restriction of Π
γ
v (σ) ∈ A
V (Td) to F . The Gibbs measure
µG on A
V defined by
µG(σ) = Z
−1
G exp
{
UΦG(σ)
}
, where ZG =
∑
σ∈AV
exp
{
UΦG(σ)
}
, (2.6)
is the Gibbs measure derived from Φ.
This Gibbs measure is well defined if at least one σ ∈ AV has finite energy, i.e.
UΦG(σ) > −∞, and in this case µ is supported only on those configurations σ that
have this property. We assume that at least one such σ exists in the rest of the
paper.
3. Proof of the main result
We start with the proof of the upper bound (1.6).
Proof of Theorem 1.1, first part. For any enumeration of Vn, say v1, . . . , vn, the
chain rule for Shannon entropy gives
H(µn) =
n∑
i=1
Hµn
(
σvi |σv1 , . . . σvi−1
)
. (3.1)
We will use the average of these equalities over a uniform random choice of the
enumeration. To generate such a random ordering, fix one enumeration v1, . . . , vn,
and letX1, . . . , Xn be n independent random variables with distribution Uniform[0, 1].
The values of X1, . . . , Xn are almost surely distinct, and in that case the order of
those values in [0, 1] specifies an ordering of the indices 1, . . . , n. It is uniformly
random among all such orderings. Using the corresponding re-ordering of v1, . . . ,
vn, and taking an expectation, (3.1) gives
1
|Vn|
H(µn) =
1
|Vn|
EX1,...,Xn
[
n∑
i=1
Hµn
(
σvi |{σvj : Xj < Xi}
)]
=
1
|Vn|
n∑
i=1
EX1,...,Xn
[
Hµn
(
σvi |{σvj : Xj < Xi}
)]
=
1
|Vn|
n∑
i=1
EXi
[
EX1,...Xi−1,Xi+1,...Xn
[
Hµn
(
σvi |{σvj : Xj < Xi}
)]]
.
(3.2)
Beware that the summation from 1 to n in (3.2) is in the fixed order of v1, . . . , vn,
not the order specified by the values Xi.
Let us write θp for the law of a random subset of any given ground set which
contains each vertex independently with probability p. The particular ground set
in question will always be specified separately. When we condition on Xi = p, the
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set {vj : Xj < Xi} = {vj : Xj < p} has the same distribution as S \ vi when S is
drawn from θp with ground set Vn. Hence (3.2) leads to:
1
|Vn|
H(µn) =
1
|Vn|
n∑
i=1
∫ 1
0
∫
S⊆Vn
Hµn
(
σvi |σS\vi
)
dθpdp
=
∫ 1
0
∫
S⊆Vn
EI
[
Hµn
(
σI |σS\I
)]
dθpdp, (3.3)
where I is a random vertex with distribution Un.
Now let r ∈ N be arbitrary. By the data-processing inequality, we have
Hµn(σI |σS\I) ≤ Hµn(σI |σ(S∩B(I,r))\I). (3.4)
Substituting into (3.3) this gives
1
|Vn|
H(µn) ≤
∫ 1
0
∫
S⊆Vn
EI
[
Hµn
(
σI |σ(S∩B(I,r))\I
)]
dθpdp
=
∫ 1
0
EI
[∫
S⊆B(I,r)\I
Hµn (σI |σS) dθp
]
dp. (3.5)
Let V˜
(r)
n be the subset of vertices v of Gn such that B(v, r) ∼= Td(r). As de-
scribed in Section 2, if this isomorphism exists, it may be chosen uniquely so as to
respect the colours and directions of the edges. If v ∈ V˜
(r)
n , then we may use that
isomorphism to write∫
S⊆B(v,r)\v
Hµn(σv|σS)dθp =
∫
S⊆Td(r)\φ
H(Πγn,rv )∗µn(σφ|σS)dθp. (3.6)
Since Gn converges locally to Td, we have Un
(
V˜
(r)
n
)
= 1 − o(1). We may
therefore substitute (3.6) into (3.5) to obtain
1
|Vn|
H(µn) ≤
∫ 1
0
EI
[∫
S⊆Td(r)\φ
H(Πγn,r
I
)∗µn(σφ|σS)dθp
]
dp+ o(1). (3.7)
For each set S ⊆ Td(r) \φ, the expression Hν(σφ|σS) is a continuous function of
the measure ν on ATd(r)\φ. It is therefore uniformly continuous, since the space of
these measures is compact. The same therefore holds for the expression∫
S⊆Td(r)\φ
Hν(σφ|σS)dθp,
since it is an average of finitely many such functions. This expression is also always
bounded by log |A| which is the maximum Shannon entropy among all distributions
on A.
Since µn converges in the local weak
∗ sense to µ, we have
Un
{∥∥(Πγn,rv )∗µn − µTd(r)∥∥TV ≤ δ} = 1− o(1) (3.8)
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as n → ∞ for any δ > 0. In light of the continuity described above, this implies
that
Un
{
v :
∣∣∣∣∣
∫
S⊆Td(r)\φ
H(Πγn,rv )∗µn(σφ|σS)dθp −
∫
S⊆Td(r)\φ
HµTd(r)(σφ|σS)dθp
∣∣∣∣∣ ≤ ǫ
}
= 1− o(1)
as n→∞ for any ǫ > 0. Substituting into the right-hand side of (3.7), this gives
1
|Vn|
H(µn) ≤
∫ 1
0
∫
S⊆Td(r)\φ
HµTd(r)(σφ|σS)dθpdp+ o(1)
=
∫ 1
0
∫
S⊆V (Td)
Hµ(σφ|σ(S∩Td(r))\φ)dθpdp+ o(1).
For each fixed r we may let n→∞ above to obtain
lim sup
n→∞
1
|Vn|
H(µn) ≤
∫ 1
0
∫
S⊆V (Td)
Hµ(σφ|σ(S∩Td(r))\φ)dθpdp.
Finally, letting r → ∞, the integrand Hµ(σφ|σ(S∩Td(r))\φ) is always bounded by
log |A| and decreases pointwise to Hµ(σφ|σS\φ) as a function of S, so the above
estimate turns into
lim sup
n→∞
1
|Vn|
H(µn) ≤
∫ 1
0
∫
S⊆V (Td)
Hµ(σφ|σS\φ)dθpdp = Hperc(µ).

The proof of (1.7) is more delicate. We begin with some more notation and a
couple of preparatory lemmas.
First, let Ωn denote the set of all configurations ξ over Gn such that U
Φ
n (ξ) >
−∞, and for any W ⊆ Vn let Ωn,W be set of all ξ ∈ AW which have at least one
extension in Ωn. Also, for any r ∈ N, let
V˜ (r)n =
{
v ∈ Vn : B(v, r) ∼= Td(r)
}
The local convergence of {Gn} to Td implies that Un
(
V˜
(r)
n
)
= 1− o(1) as n→∞
for every r.
Lemma 3.1. Let r, l ∈ N. If v ∈ V˜
(r+l)
n and η ∈ Ωn,B(v,r)c, then there exists
ξ ∈ ΩTd(r)c such that
ξTd(r)c∩Td(r+l) = ηB(v,r)c∩B(v,r+l) (3.9)
up to the identification of the index sets given by the isomorphism B(v, r + l) ∼=
Td(r + l).
Proof. Let σ ∈ Ωn be any extension of η, and let ξ =
(
Πγnv (σ)
)
Td(r)c
, as defined in
(2.3). Then (3.9) follows at once from the isomorphism of B(v, r+ l) and Td(r+ l).
To complete the proof we show that Πγnv (σ) ∈ Ω, since this implies ξ ∈ ΩTd(r)c .
Consider any F ∈ F . Then we can write F as F0g for some g ∈ Γ and F0 ∈ F0,
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where F0 is the transversal defined before Definition 2.3. Then
(Πγnv (σ))F =
(
σγn(h)(v)
)
h∈F
=
(
σγn(hg)(v)
)
h∈F0
=
(
σγn(h)γn(g)(v)
)
h∈F0
=
(
Πγn
γn(g)(v)
(σ)
)
F0
,
Since σ ∈ Ωn, it follows that Φ
((
Πγnv (σ)
)
F
)
> −∞. 
Lemma 3.2. If Φ exhibits strong spatial mixing, then for any ǫ > 0 there is an
r ∈ N such that
Un
{
v : max
S⊆Vn\v, τ∈AVn , a∈A
∣∣µn (σv = a|τS)− µn (σv = a|τS∩B(v,r))∣∣ ≤ ǫ}→ 1
(3.10)
as n→∞.
Proof. There are two parts to the proof.
Part 1. First, we show that if Φ exhibits strong spatial mixing, then µn satisfies
another related condition. To formulate it, suppose that Ψ = {Ψv : v ∈ Vn} is any
given set of self-interactions on Gn, and write µn,Ψ for the Gibbs measure
µn,Ψ(σ) = Z
−1
n,Ψ exp
{
UΦn (σ) +
∑
v∈Vn
Ψv(σv)
}
. (3.11)
Observe that µΦn is supported on Ωn. We now prove the following:
For any ǫ > 0 there exist r ∈ N and a sequence of subsetsWn ⊆ Vn
such that
(i) Un(Wn) = 1− o(1) and
(ii) every v ∈ Wn satisfies
max
η,τ∈Ωn, a∈A
∣∣µn,Ψ (σv = a|ηB(v,r)c)− µn,Ψ (σv = a|τB(v,r)c)∣∣ < ǫ (3.12)
for any set of self-interactions Ψ on Gn.
Note the important feature that r and Wn are independent of the set of self-
interactions Ψ.
Since we assume that Φ :
⋃
F∈F A
F → [−∞,∞) has finite range, there is an
l ∈ N such that every F ∈ F satisfies
F ∩ Td(r) 6= ∅ =⇒ F ⊆ Td(r + l). (3.13)
Recall the formula (2.5) for UΦn (σ), and consider any v ∈ V˜
(r+l)
n . From (3.13) it
follows that if a summand Φ
((
Πγnv (σ)
)∣∣
F
)
in (2.5) involves any coordinates of the
restriction σB(v,r), then
{γn(g)(v) : g ∈ F} ⊆ B(v, r + l),
and therefore that summand depends only on the slightly larger restriction σB(v,r+l).
From this and the definitions of µn and µn,Ψ, it follows that the conditional measure
µn,Ψ
(
·|ηB(v,r)c
)
is really a function of only ηB(v,r)c∩B(v,r+l).
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Now let Θ = {Θw : w ∈ V (Td)} be any set of self-interactions on Td chosen so
that the isomorphism B(v, r + l) ∼= Td(r + l) identifies {Ψu : u ∈ B(v, r + l)} with
{Θw : w ∈ Td(r+ l)}. Then the same reasoning as above applies to the conditional
measures µΦ+Θ,Td(r),ζ over the tree itself. For any η ∈ Ωn,B(v,r)c , let ξ ∈ ΩTd(r)c be
provided by Lemma 3.1. Then we obtain
µn,Ψ
(
σv = a|ηB(v,r)c
)
= µn,Ψ
(
σv = a|ηB(v,r)c∩B(v,r+l)
)
= µΦ+Ψ,Td(r),ξ(σφ = a). (3.14)
By (3.14) and the strong spatial mixing of Φ, it follows that if r is sufficiently
large then for all v ∈ V˜
(r+l)
n we have
max
η,τ∈Ωn,a∈A
∣∣µn,Ψ (σv = a|ηB(v,r)c)− µn,Ψ (σv = a|τB(v,r)c)∣∣
= max
ξ,ζ∈ΩTd(r)c ,a∈A
∣∣µΦ+Ψ,Td(r),ξ(σφ = a)− µΦ+Ψ,Td(r),ζ(σφ = a)∣∣ ≤ ǫ.
Crucially, this r does not depend on n, since it is derived from Definition 1.2. Letting
Wn = V˜
(r+l)
n for this choice of r completes the proof of the desired condition.
Part 2. Fix ǫ > 0, and let r ∈ N and subsetsWn ⊆ Vn be given by the condition
proved in Part 1. We now show that, with this choice of r, all vertices in Wn also
satisfy the estimate inside (3.10).
So now suppose that v ∈ Vn, that S ⊆ Vn \ {v}, and that η ∈ AVn . Let us
abbreviate B = B(v, r), and let S1 = S ∩B. By the tower property of conditional
probability, we may express µn(σv = a|ηS) by first conditioning on all spins in
S ∪Bc, and then integrating over the values of those not in S. This gives
µn (σv = a|ηS) =
∫
AB
c
µn(σv = a|ηS1 , τBc) dµn (τBc |ηS) , (3.15)
and similarly
µn (σv = a|ηS1) =
∫
AB
c
µn(σv = a|ηS1 , τ
′
Bc) dµn (τ
′
Bc |ηS1) . (3.16)
Observe that the first of these integrals is concentrated on Ωn,Bc , while the second
may give positive mass to a larger set.
Now let c > 0 be a parameter, and consider the set of self interactions {Ψu : u ∈
Vn} given by
Ψu(a) =
{
c if u ∈ S1 and a = σu
0 otherwise.
(In particular, Ψu ≡ 0 for u ∈ Vn \ S1.) Then for any τBc ∈ AB
c
we obtain
µn (σv = a|ηS1 , τBc) = lim
c→∞
µn,Ψ (σv = a|τBc) .
In the case of allowing hard-core constraints, this is true only if τBc ∈ Ωn,Bc .
But that does not create a problem, since in (3.15) we integrate with respect to
dµn (τBc |ηS), which is concentrated on Ωn,Bc . A similar argument applies to (3.16).
Since (3.12) holds uniformly for all sets of self-interactions, we deduce from this
that
|µn(σv = a|ηS1 , τBc)− µn(σv = a|ηS1 , τ
′
Bc)| ≤ ǫ (3.17)
for all v ∈ Wn and τBc , τ
′
Bc ∈ Ωn,Bc .
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Combining (3.17) with (3.15) and (3.16), we obtain
|µn(σv = a|ηS)− µn(σv = a|ηS1)|
=
∣∣∣∣∫ µn(σv = a|ηS1 , τBc) dµn (τBc |ηS)− ∫ µn(σv = a|ηS1 , τ ′Bc) dµn (τ ′Bc |ηS1)∣∣∣∣
≤
∫∫
|µn(σv = a|ηS1 , τBc)− µn(σv = a|ηS1 , τ
′
Bc)| dµn (τBc |ηS) dµn (τ
′
Bc |ηS1)
≤ ǫ.
Since ǫ > 0 was arbitrary, this completes the proof. 
We can now prove that (1.7) holds in case Φ exhibits strong spatial mixing.
Proof of Theorem 1.1, second part. From the first part of the proof, we see we need
only establish equality in (3.5). To do this, we show that, for any ǫ > 0, there is an
r ∈ N such that∣∣∣∣ ∫ 1
0
∫
S⊆Vn
EI
[
Hµn
(
σI |σS\I
)]
dθpdp
−
∫ 1
0
∫
S⊆Vn
EI
[
Hµn
(
σI |σS∩B(I,r)\I
)]
dθpdp
∣∣∣∣ ≤ ǫ
for all n. Now, for every fixed v ∈ Vn and η ∈ AVn , the conditional entropy
Hµn
(
σv|σS\v = ηS\v
)
is a continuous and bounded function of the conditional distribution
µn(σv = · |σS\v = ηS\v),
and similarly
Hµn
(
σv|σS∩B(v,r)\v = ηS∩B(v,r)\v
)
is a continuous and bounded function of
µn(σv = · |σS∩B(v,r)\v = ηS∩B(V,r)\v).
Using this fact and Lemma 3.2, we can find a large R such that for all r ≥ R we
have ∣∣Hµn (σv|σS\v)−Hµn (σv|σS∩B(v,r)\v)∣∣ ≤ ǫ for all S ⊆ Vn
whenever v is in the high-probability set of that lemma. Averaging over v, this
gives
max
S⊆Vn
∣∣∣∣∣ 1|Vn| ∑
v∈Vn
Hµn
(
σv|σS\v
)
−
1
|Vn|
∑
v∈Vn
Hµn
(
σv|σS∩B(v,r)\v
)∣∣∣∣∣ ≤ ǫ+ o(1).
Finally, repeating the calculation that led to (3.3), the last estimate turns into∣∣∣∣∫
S⊆Vn
EI
[
Hµn
(
σI |σS\I
)]
dθp −
∫
S⊆Vn
EI
[
Hµn
(
σI |σS∩B(I,r)\I
)]
dθp
∣∣∣∣ ≤ ǫ+ o(1)
for any r ≥ R. This completes the proof. 
4. Examples
We discuss here a few examples of models that exhibit strong spatial mixing.
14 TIM AUSTIN AND MOUMANTI PODDER
4.1. Ising model. The Ising model on the tree Td has A = {1,−1} and F = E(Td),
the edge-set of Td. Let βΦ be the Ising interaction, where β is the inverse tem-
perature. This model exhibits strong spatial mixing for all β below the uniqueness
threshold. The uniqueness threshold of the Ising model can be found in part (a) of
Theorem 12.31 of [5]. The strong spatial mixing behaviour in this regime can be
deduced from Lemma 4.1 of [2], which states the following.
Lemma 4.1. Let T be a finite tree, and v 6= w vertices in V (T ). Let {βe : e ∈
E(T )} be ferromagnetic interactions on T , and let {Ψu : u ∈ V (T )} be finite-valued
external fields (self-interactions) at the vertices of T . Let µ+,Ψ (respectively µ−,Ψ)
denote the Gibbs measure with these interactions and external fields Ψ, conditioned
on σv = 1 (respectively σv = −1). Then, for fixed interactions βe and a ∈ A, the
difference
µ+,Ψ(σw = 1)− µ−,Ψ(σw = 1)
achieves its maximum when Ψ ≡ 0.
Now consider again the model on Td. Since interactions are only defined on
edges, each conditional probability µΦ+Ψ,Td(r),η (σφ = 1) is really a function of
ηTd(r)c∩Td(r+1), which is a configuration on the finite annulus between Td(r) and
Td(r + 1). Thus, if η, τ ∈ ATd(r)
c
differ at exactly one v ∈ Td(r)c ∩ Td(r + 1), then
Lemma 4.1 gives ∣∣µΦ+Ψ,Td(r),η (σφ = 1)− µΦ+Ψ,Td(r),τ (σφ = 1)∣∣
≤
∣∣µΦ,Td(r),η (σφ = 1)− µΦ,Td(r),τ (σφ = 1)∣∣ .
Since this is a ferromagnetic model, the more positive boundary condition must give
a larger probability of spin +1 at any other vertex, and therefore the last absolute
value is simply equal to
µΦ,Td(r),η (σφ = 1)− µΦ,Td(r),τ (σφ = 1) .
Now suppose we have two configurations η, τ ∈ ATd(r)
c
such that for every
v ∈ Td(r)c ∩ Td(r + 1) we have ηv ≥ τv. Let us define
∆(η, τ) = {v ∈ Td(r)
c ∩ Td(r + 1) : ηv > τv} ,
and let us enumerate the vertices in ∆(σ, τ) as v1, . . . , vN . Let τ
(1), . . . τ (N−1) be
the configurations defined as follows:
τ (1)(u) = τ(u) if and only if u 6= v1,
and for all 1 ≤ i ≤ N − 2,
τ (i+1)(u) = τ (i)(u) if and only if u 6= vi+1.
Set τ (0) = τ and τ (N) = η. Clearly, every consecutive pair (τ (i), τ (i+1)), 0 ≤ i ≤
N − 1, differs only at the single vertex vi+1. Hence the estimate above gives∣∣µΦ+Ψ,Td(r),τ (i+1) (σφ = 1)− µΦ+Ψ,Td(r),τ (i) (σφ = 1)∣∣
=µΦ+Ψ,Td(r),τ (i+1) (σφ = 1)− µΦ+Ψ,Td(r),τ (i) (σφ = 1)
≤µΦ,Td(r),τ (i+1) (σφ = 1)− µΦ,Td(r),τ (i) (σφ = 1) .
Summing over all 0 ≤ i ≤ N − 1, we get:
µΦ+Ψ,Td(r),η (σφ = 1)− µΦ+Ψ,Td(r),τ (σφ = 1)
≤ µΦ,Td(r),η (σφ = 1)− µΦ,Td(r),τ (σφ = 1) . (4.1)
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Now consider any two configurations η, τ ∈ ATd(r)
c
. Form a new configuration
ζ ∈ ATd(r)
c
such that for all u ∈ Td(r)c ∩ Td(r + 1), we have ζu = max{ηu, τu}.
Then the estimate above gives
µΦ+Ψ,Td(r),ζ (σφ = 1)− µΦ+Ψ,Td(r),η (σφ = 1)
≤ µΦ,Td(r),ζ (σφ = 1)− µΦ,Td(r),η (σφ = 1) , (4.2)
and
µΦ+Ψ,Td(r),ζ (σφ = 1)− µΦ+Ψ,Td(r),τ (σφ = 1)
≤ µΦ,Td(r),ζ (σφ = 1)− µΦ,Td(r),τ (σφ = 1) . (4.3)
If β lies in the uniqueness regime for this model, then the unique Gibbs mea-
sure must be trivial on the tail σ-algebra (see Theorem 7.7, part (a), of [5]), and
this implies that the upper bounds in (4.2) and (4.3) both tend to 0 as r → ∞.
Now (4.2) and (4.3) turn this into a uniform rate of convergence for all possible
self-interactions, as required for strong spatial mixing.
4.2. Independent set counting. For a finite graph G, this model is concerned
with counting independent subsets of vertices. See [10] for more background. An
activity parameter λ > 0 is fixed, and the probability of I, for every independent
set I ⊂ G, is λ|I|/Z, where
Z =
∑
I finite independent set
λ|I|.
To conform with the notation of the present paper, we identify a subset I ⊂ G
with its indicator function, thought of as a configuration σ ∈ {0, 1}V . If a vertex
v ∈ V appears in the random set I, or equivalently satisfies σv = 1, then we say v
is occupied.
The thermodynamic formalism gives the extension of this model to an infinite
graph G. For F we take the set of all edges and all vertices, i.e. F = E ∪ V . So,
for any S ∈ F , S can either be a singleton set, i.e. a vertex, or a pair {u, v} such
that {u, v} forms an edge of the graph. We define, for σ ∈ {0, 1}V and S = {v} a
vertex, the interaction
Φ(σS) =
{
logλ if σ(v) = 1,
0 if σ(v) = 0;
and for S = {u, v} an edge of the graph, we define
Φ(σS) =
{
−∞ if σ(u) = σ(v) = 1,
0 otherwise.
Let Λ ⊆ V be any given subset of vertices, and let η ∈ {0, 1}Λ be a configuration
over the vertices in Λ. If η is the indicator of an independent subset for the induced
graph on Λ, then we call it legitimate. In case V \ Λ is finite and v ∈ V \ Λ, let
µΦ,Λc,η (σv = 1) denote the conditional probability that v is occupied, given that
the configuration on Λ is η. The following result is taken from Proposition 2.5 of
[10].
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Proposition 4.2. When λ is less than λc(d) = (d−1)d−1/(d−2)d, the independent
set model on Td with activity parameter λ satisfies the following: for every v ∈ V ,
co-finite Λ ⊆ V \ {v}, and any two legitimate configurations η, τ on Λ,
|µΦ,Λc,η (σv = 1)− µΦ,Λc,τ (σv = 1)| = o (ρ(v,∆)) , (4.4)
where ∆ ⊆ Λ is the subset on which η and τ differ, and ρ(v,∆) is the distance
between v and ∆ in the graph G.
This does not give strong spatial mixing as in our Definition 1.2: rather, it gives
directly the variant of it in (3.17) which concerns conditional distributions with
two different boundary conditions. From this we can obtain Theorem 1.1 for this
model directly. It should also be straightforward to recover strong spatial mixing
for arbitrary finite self-interactions from this proposition.
4.3. Colouring of graphs. The q-colouring model considers proper colourings of
the vertices of a graph G = (V,E) by q colours: that is, colourings in which no
adjacent vertices have the same colour. It is discussed in detail in [4]. This is
another model with hard-core constraints: the interaction Φ is defined on edges
of the graph, and any configuration in which two adjacent vertices have the same
colour gets weight −∞. As a result, for any co-finite subset Λ of V and any proper
q-colouring η of the induced graph on Λ, the conditional distribution µΦ,Λc,η is the
uniform distribution on all proper q-colourings of G which extend η (unless there
are no such extensions, in which case η 6∈ ΩΛ and this conditional distribution is
not defined). The definition of strong spatial mixing in [4] is inspired by that in
[10]. The main result of [4] gives the following.
Proposition 4.3. For q ≥ 1+⌈c(d−1)⌉, where c ≈ 1.764 is the root of c = exp(1/c),
the infinite volume Gibbs measure µ on q-colourings of Td is unique and exhibits
the following property: for every co-finite Λ ⊆ V and v ∈ V \Λ, every colour i, and
every pair of colourings η, τ ∈ ΩΛ, we have
|µΦ,Λc,η (σv = i)− µΦ,Λc,τ (σv = i)| ≤ C exp(−aρ(v,∆))
for some positive constants C and a, where ∆ = {u ∈ Λ : ηu 6= τu}.
As for the independent set model, in our setting this leads directly to the esti-
mate (3.17), and hence to Theorem 1.1.
4.4. Potts model. Let us consider the Potts model with A = {0, 1, . . . q} and
F = E(Td), the edge set of Td. Let V := V (Td). The interaction is Φ(σe) = βδσu,σv
where the end points of edge e are u and v. For this model, the strong spatial mixing
behaviour can be shown, for sufficiently small β, using the same estimates as for
the Dobrushin uniqueness theorem. (We thank Elchanan Mossel for pointing this
out to us.)
We follow the treatment of Dobrushin’s theorem in [9]. Let us name the nodes of
V as φ = v0, v1, . . ., in a breadth-first manner starting at the root, where V (Td(r)) =
{v0, v1, . . . vN(r)}.
Fix an arbitrary set of self-interactions Ψ = {Ψv : v ∈ V }. In the following
exposition, for any finite S ⊆ V and η ∈ AV \S , we abbreviate the measure µΦ+Ψ,S,η
to µS,η for convenience of notation.
For any i, j ≥ 0, define
ρi,j =
1
2
sup
{
||µvj ,η − µvj ,γ || : η, γ ∈ A
V \{vj}, ηvk = γvk for all k 6= i
}
.
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Simple estimates show that for β sufficiently small we have
α := sup
j≥0
∑
i6=j
ρi,j < 1 (4.5)
uniformly over all choices of self-interaction Ψ. Also, for any g ∈ C
(
AV
)
, let
δvi(g) = sup {|g(σ)− g(γ)| : σvk = γvk for all k 6= i}, and let
∆(g) =
∞∑
i=0
δvi(g).
Next, for any j ≥ 0, any σ ∈ AV and any ω ∈ A, we define
(ω|vjσ)vk
{
= ω if j = k;
= σvk otherwise .
Then τvj : C
(
AV
)
→ C
(
AV
)
is defined as
τvj (g)(σ) =
∫
A
g
(
ω|vjσ
)
dµvj ,σV \{vj}(ω). (4.6)
For every 1 ≤ i ≤ N(r) and η ∈ ATd(r)
c
, the transformation τvi preserves the
measure µTd(r),η. To see this, let g ∈ C
(
AV
)
, and compute
τvig(σ ∨ η) =
∫
A
g (ω|vi(σ ∨ η)) dµvi,(σ∨η)V \{vi}
(ω)
= µvi,(σ∨η)V \{vi}
(g)
= E
[
g|FV \{vi}
]
(σ ∨ η),
where FS for S ⊆ V is the σ-field containing information about the spins on the
vertices of S, and E denotes conditional expectation according to the measure
µTd(r),η. By the tower property of conditional expectations, we get:
µTd(r),η (τvi(g)) = E
[
E
[
g|FV \{vi}
]
|FTd(r)c
]
(η)
= E
[
g|FTd(r)c
]
(η) = µTd(r),η(g). (4.7)
Applying this fact for i = N(r), N(r) − 1, . . . , 1 in turn, we obtain
µTd(r),η
(
τv0τv1 . . . τvN(r)g
)
= µTd(r),η(g). (4.8)
Now let us fix any a ∈ A and consider the particular function f ∈ C
(
AV
)
defined
by f(σ) = 1{σv0=a}
. For any positive integer n, iterating equation (4.8) gives
µTd(r),η
((
τv0 . . . τvN(r)
)n
f
)
= µTd(r),η(f) = µTd(r),η (σv0 = a) .
Therefore, for any positive integer n, we obtain the estimate
sup
η,ξ∈ATd(r)
c
∣∣µTd(r),η (σφ = a)− µTd(r),ξ (σφ = a)∣∣
= sup
η,ξ∈ATd(r)
c
∣∣µTd(r),η ((τv0τv1 . . . τvN(r))nf)− µTd(r),ξ ((τv0τv1 . . . τvN(r))nf)∣∣
≤ sup
η,ξ∈AV
∣∣(τv0τv1 . . . τvN(r))nf(η)− (τv0τv1 . . . τvN(r))nf(ξ)∣∣
≤ ∆
(
(τv0τv1 . . . τvN(r))
nf
)
(4.9)
On the other hand, since in the Potts models the interactions are edge-wise, it
follows from the definition of τvj that (τv0τv1 . . . τvN(r))
r′f depends only on σTd(r′)
18 TIM AUSTIN AND MOUMANTI PODDER
for each r′ ≤ r. We now combine this fact with [9, Equation (V.1.17)], obtaining
the following inequalities for each r′ ≤ r − 1:
∆
((
τv0τv1 . . . τvN(r)
)r′
f
)
≤ α
N(r)−1∑
i=0
δvi
((
τv0τv1 . . . τvN(r)
)r′−1
f
)
+
∞∑
N(r)+1
δvi
((
τv0τv1 . . . τvN(r)
)r′−1
f
)
+

N(r)−1∑
i=0
ρi,N(r)α+
∞∑
N(r)+1
ρi,N(r)
 δvN(r) ((τv0τv1 . . . τvN(r))r′−1 f)
≤ α∆
((
τv0τv1 . . . τvN(r)
)r′−1
f
)
. (4.10)
Concatenating these inequalities, we conclude that
∆
((
τv0τv1 . . . τvN(r)
)r−1
f
)
≤ αr−1
Combining this with (4.9), we deduce that
sup
η,ξ∈ATd(r)
c
∣∣µTd(r),η (σφ = a)− µTd(r),ξ (σφ = a)∣∣ ≤ αr−1.
Since α < 1 and this estimate is uniform in Ψ, this establishes the desired strong
spatial mixing for the Potts model on Td at sufficiently high temperature.
References
[1] Tim Austin. Additivity properties of sofic entropy and measures on model spaces. Forum
Math. Sigma, 4:e25, 79, 2016.
[2] Noam Berger, Claire Kenyon, Elchanan Mossel, and Yuval Peres. Glauber dynamics on trees
and hyperbolic graphs. Probability Theory and Related Fields, 131(3):311–340, 2005.
[3] Pierre de la Harpe. Topics in geometric group theory. Chicago Lectures in Mathematics.
University of Chicago Press, Chicago, IL, 2000.
[4] Qi Ge and Daniel Stefankovic. Strong spatial mixing of q-colorings on bethe lattices. arXiv
preprint arXiv:1102.2886, 2011.
[5] Hans-Otto Georgii. Gibbs measures and phase transitions, volume 9 of de Gruyter Studies
in Mathematics. Walter de Gruyter & Co., Berlin, second edition, 2011.
[6] John. C. Kieffer. A generalized Shannon-McMillan theorem for the action of an amenable
group on a probability space. Ann. Probability, 3(6):1031–1037, 1975.
[7] Andrea Montanari, Elchanan Mossel, and Allan Sly. The weak limit of Ising models on locally
tree-like graphs. Probab. Theory Related Fields, 152(1-2):31–51, 2012.
[8] David Ruelle. Thermodynamic formalism. Cambridge Mathematical Library. Cambridge Uni-
versity Press, Cambridge, second edition, 2004. The mathematical structures of equilibrium
statistical mechanics.
[9] Barry Simon. The statistical mechanics of lattice gases, volume 1. Princeton University Press,
2014.
[10] Dror Weitz. Counting independent sets up to the tree threshold. In STOC’06: Proceedings
of the 38th Annual ACM Symposium on Theory of Computing, pages 140–149. ACM, New
York, 2006.
PERCOLATIVE ENTROPY OVER INFINITE REGULAR TREES 19
Tim Austin, Courant Institute of Mathematical Sciences, New York University,
251 Mercer Street, New York, NY 10012, United States.
E-mail address: tim@cims.nyu.edu.
Moumanti Podder, Courant Institute of Mathematical Sciences, New York Uni-
versity, 251 Mercer Street, New York, NY 10012, United States.
E-mail address: mp3460@nyu.edu.
