Decomposition methods are currently one of the major methods for training support vector machines. They vary mainly according to different working set selections. Existing implementations and analysis usually consider some specific selection rules. In this article, we study Sequential Minimal Optimization (SMO)-type decomposition methods under a general and flexible way of choosing the two-element working set. Main results include: 1) a simple asymptotic convergence proof, 2) a general explanation of the shrinking and caching techniques, and 3) the linear convergence of the method.
I. INTRODUCTION
Given training vectors x i ∈ R n , i = 1, . . . , l, in two classes, and a vector y ∈ R l such that y i ∈ {1, −1}, the support vector machines (SVM) [1] , [6] require the solution of the following optimization problem:
where e is the vector of all ones, C < ∞ is the upper bound of all variables, and Q is an l by l symmetric matrix. Training vectors x i are mapped into a higher (maybe infinite) dimensional space by the function φ, Q ij ≡ y i y j K(x i , x j ) = y i y j φ(x i ) T φ(x j ), and K(x i , x j ) is the kernel function.
Then Q is a positive semi-definite (PSD) matrix. Occasionally some use kernel functions not in the form of φ(x i ) T φ(x j ), so Q may be indefinite. Here we consider such cases as well and hence require only Q to be symmetric.
Due to the density of the matrix Q, traditional optimization methods cannot be directly applied to solve (1) . Currently the decomposition method is one of the major methods to train SVM (e.g. [3] , [10] , [22] , [25] ). This method, an iterative procedure, considers only a small subset of variables per iteration. Denoted as B, this subset is called the working set. Since each iteration involves only |B| columns of the matrix Q, the memory problem is solved. 2 A special type of decomposition methods is the Sequential Minimal Optimization (SMO) [25] , which restricts B to have only two elements. Then in each iteration one solves a simple two-variable problem without needing optimization software. It is sketched in the following:
Algorithm 1 (SMO-type Decomposition methods)
1) Find α 1 as the initial feasible solution. Set k = 1.
2) If α k is an stationary point of (1) to be the optimal point of (2). Note that the set B changes from one iteration to another. To simplify the notation, we use B instead of B k . Algorithm 1 does not specify how to choose the working set B as there are many possible ways. Regarding the sub-problem (2), if Q is positive semi-definite, then it is convex and can be easily solved. For indefinite Q, the situation is more complicated, and we will address this issue in Section III.
If a proper working set is used in each iteration, the function value f (α k ) strictly decreases. However, this property does not imply that the sequence {α k } converges to a stationary point of (1) . Thus, proving the convergence of decomposition methods is usually a challenging task. Under certain rules for selecting the working set, the asymptotic convergence has been established (e.g. [16] , [2] , [9] , [20] ). These selections may allow an arbitrary working set size, so could be reduced to SMO-type methods when the size is limited to two.
In this article, we give a comprehensive study on SMO-type decomposition methods. The selection of the two-element working set B is under a very general setting. Thus, all results here apply to any SMO-type implementation whose selection falls into the category of consideration. In Section II, we discuss existing working set selections for SMO-type methods and propose a general scheme. Section III proves the asymptotic convergence and gives a comparison to former convergence studies. 3 Shrinking and caching are two effective techniques to speed up the decomposition methods. Earlier [18] has given the theoretical foundation of these two techniques, but requires some assumptions. In Section IV, we provide better and more general explanation without these assumptions. Convergence rates are another important issue which indicates how fast the method approaches an optimal solution.
We establish the linear convergence of the proposed method in Section V. All the above results hold not only for support vector classification, but also for regression and other variants of SVM. Such extensions are presented in Section VI. Finally, Section VII concludes this research work.
II. EXISTING AND NEW WORKING SET SELECTIONS FOR SMO-TYPE METHODS
In this Section, we discuss existing working set selections and then propose a general scheme for SMO-type methods.
A. Existing Selections
Currently a popular way to select the working set B is via the "maximal violating pair:"
WSS 1 (Working set selection via the "maximal violating pair")

1) Select
i ∈ arg max
where I up (α) ≡ {t | α t < C, y t = 1 or α t > 0, y t = −1}, and
2) Return B = {i, j}.
This working set was first proposed in [14] and has been used in, for example, the software LIBSVM [3] .
WSS 1 can be derived through the Karush-Kuhn-Tucker (KKT) optimality condition of (1): A vector α is a stationary point of (1) if and only if there is a number b and two nonnegative vectors λ and µ such that
where ∇f (α) ≡ Qα − e is the gradient of f (α). This condition can be rewritten as
Since y i = ±1, by defining I up (α) and I low (α) as in (3) , and rewriting (4)- (5) to have the range of b, a feasible α is a stationary point of (1) if and only if
where
Note that m(α) and M (α) are well defined except a rare situation where all y i = 1 (or −1). In this case the zero vector is the only feasible solution of (1), so the decomposition method stops at the first iteration.
Following [14] , we define a "violating pair" of the condition (6).
Definition 1 (Violating pair)
{i, j} is a "violating pair."
From (6), the indices {i, j} which most violate the condition are a natural choice of the working set.
They are called a "maximal violating pair" in WSS 1.
Violating pairs play an important role in making the decomposition methods work. We have For SMO-type methods, if Q is PSD, this theorem implies that B must be a violating pair.
Unfortunately, having a violating pair in B and then the strict decrease of f (α k ) do not guarantee the convergence to a stationary point. An interesting example from [13] is as follows. Given five 
the next three α are:
If we continue the same way in (7) for choosing the working set, the algorithm requires an infinite number of iterations. In addition, the sequence converges to a non-optimal point [2/3, 2/3, 2/3, 0, 2]
T with the objective value −10/3. Note that all working sets used are violating pairs.
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A careful look at the above procedure reveals why it fails to converge to the optimal solution. In (7), we have the following for the three consecutive iterations: Clearly, the selected B = {i, j}, though a violating pair, does not lead to the reduction of the
This discussion shows the importance of the maximal violating pair in the decomposition method. When such a pair is used as the working set (i.e. WSS 1), the convergence has been fully established in [16] and [17] . However, if B is not the maximal violating pair, it is unclear whether SMO-type methods still converge to a stationary point or not. Motivated from the above analysis, we conjecture that a "sufficiently violated" pair is enough and propose a general working set selection in the following subsection.
B. A General Working Set Selection for SMO-type Decomposition Methods
We propose choosing a "constant-factor" violating pair as the working set. That is, the difference between the two selected indices is larger than a constant fraction of that between the maximal violating pair.
WSS 2 (Working set selection: constant-factor violating pair)
1) Consider a fixed 0 < σ ≤ 1 for all iterations.
2) Select any
3) Return B = {i, j}.
Clearly (8) ensures the quality of the selected pair by linking it to the maximal violating pair. We can consider an even more general relationship between the two pairs:
WSS 3 (Working set selection: a generalization of WSS 2)
3) Return B = {i, j}. The condition h(x) ≤ x ensures that there is at least one pair {i, j} satisfying (9) . Clearly, h(x) = σx with 0 < σ ≤ 1 fulfills all required conditions and WSS 3 reduces to WSS 2. The function h can be in a more complicated form. For example, if
then it also satisfies all requirements.
In the rest of this paper, we mainly analyze the SMO-type method using WSS 3 for the working set selection. The only exception is the linear convergence analysis, which considers WSS 2.
III. ASYMPTOTIC CONVERGENCE
The decomposition method generates a sequence {α k }. If it is finite, then a stationary point has been obtained. Hence we consider only the case of an infinite sequence. In this section, we establish the asymptotic convergence of using WSS 3 for the working set selection. First we discuss the subproblem in Step 3) of Algorithm 1 with indefinite Q. How to solve it is related to the convergence proof.
A. Solving the sub-problem
Past convergence analysis usually requires an important property that the function value is sufficiently decreased: There is λ > 0 such that
If Q is positive semi-definite and the working set {i, j} is a violating pair, [17] has proved (11).
However, it is difficult to obtain the same result if Q is indefinite. Some such kernels are, for example,
is the edit distance of two strings x i and x j [5] . To obtain (11), [24] proposed modifying the sub-problem (2) to the following form:
where τ > 0 is a constant. Clearly, an optimal α k+1 B of (12) leads to
and then (11) . However, this change also causes differences to most SVM implementations, which consider positive semi-definite Q and use the sub-problem (2). Moreover, (12) may still be non-convex and possess more than one local minimum. Then for implementations, convex and non-convex cases may have to be handled separately. Therefore, we propose another way to solve the sub-problem where
1) The same sub-problem (2) is used when Q is positive definite (PD).
2) The sub-problem is always convex.
An SMO-type decomposition method with special handling on indefinite Q is in the following algorithm.
Algorithm 2 (Algorithm 1 with specific handling on indefinite Q)
Steps 1), 2), and 4) are the same as those in Algorithm 1.
Step 3') Let τ > 0 be a constant throughout all iterations, and define
a) If a > 0, then solve the sub-problem (2). Set α k+1 B
to be the optimal point of (2).
b) If a ≤ 0, then solve a modified sub-problem:
to be the optimal point of (14) .
The additional term in (14) has a coefficient (τ − a)/4 related to the matrix Q, but that in (12) does not. We will show later that our modification leads (14) to a convex optimization problem.
Next we discuss how to easily solve the two sub-problems (2) and (14) .
Substituting d i = −d j into the objective function leads to a one-variable optimization problem:
where L and U are lower and upper bounds of d j after including information on d i :
As a defined in (13) is the leading coefficient of the quadratic function (16), a > 0 if and only if the sub-problem (2) is strictly convex.
We then claim that
If
For other values of y i and y j , the situations are similar.
When the sub-problem (2) is not strictly convex, we consider (14) via adding an additional term.
Thus, by defining
and
problems (2) and (14) are essentially the following strictly convex optimization problem:
Moreover, a 1 > 0, a 2 > 0, L < 0, and U ≥ 0. The quadratic objective function is shown in Figure 1 and the optimum isd
Therefore, once a 1 is defined in (19) according to whether a > 0 or not, the two sub-problems can be easily solved by the same way (22) .
To check the decrease of the function value, the definition of the function g in (16),d j < 0 and a 1dj + a 2 ≥ 0 from (22), and Fig. 1 . Solving the convex sub-problem (21) Therefore, by defining
we have the following lemma:
Lemma 1 Assume in each iteration of Algorithm 2 the working set is a violating pair and let {α k }
be the sequence generated. Then (11) holds with λ defined in (23).
The above discussion is related to [19] , which examines how to solve (2) when it is non-convex.
Note that a = 0 may happen as long as Q is not PD (i.e., Q is PSD or indefinite). Then, (16) , becoming a linear function, is convex but not strictly convex. To have (11) , an additional term makes it quadratic. Given that the function is already convex, we of course hope that there is no need to modify (2) to (14) . The following theorem shows that if Q is PSD and τ < 2/C, the two sub-problems indeed have the same optimal solution. Therefore, for PSD Q, in a sense the sub-problem (2) is always used.
Theorem 2 Assume Q is PSD, the working set of Algorithm 2 is a violating pair, and τ ≤ 2
C . If a = 0, then the optimal solution of (14) is the same as that of (2) .
Proof: From (16) and a 2 > 0 in (20) , if a = 0, (2) has optimald j = L. For (14) and the transformed problem (21), a = 0 implies a 1 = τ . Moreover, since Q is PSD,
and hence φ(
Since {i, j} is a violating pair, y i − y j > 0 indicates that a 2 = y i − y j = 2. As τ ≤ 2 C , (22) implies thatd j = L is the optimal solution of (14) . Thus, we have shown that (2) and (14) have the same optimal point. Note that the derivation of a 2 = 2 here was first developed in [17] .
B. Proof of Asymptotic Convergence
Using (11), we then have the following lemma: 
Lemma 2 Assume the working set in each iteration of Algorithm 2 is a violating pair. If a subsequence
From {α k+1 } we can prove lim k→∞,k∈K α k+2 =ᾱ too. Therefore, lim k→∞,k∈K α k+s =ᾱ for any given s.
Since the feasible region of (1) is compact, there is at least one convergent subsequence of {α k }.
The following theorem shows that the limit point of any convergent subsequence is a stationary point of (1).
Theorem 3
Let {α k } be the infinite sequence generated by the SMO-type method Algorithm 2 using WSS 3. Then any limit point of {α k } is a stationary point of (1).
Proof: Assume thatᾱ is the limit point of any convergent subsequence {α k }, k ∈ K. Ifᾱ is not a stationary point of (1), it does not satisfy the optimality condition (6) . Thus, there is at least one maximal "violating pair":ī
such that
We further define
Lemma 2, the continuity of ∇f (α), and h( (26) imply that for any given r, there is k ∈ K such that for all k ∈ K, k ≥k:
For u = 0, . . . , r − 1,
If − y i ∇f (ᾱ) i > −y j ∇f (ᾱ) j and {i, j} is the working set at the (k + u)th iteration,
The derivation of (27)-(32) is similar, so we give only the details of (27) here. Lemma 2 implies sequences {α k }, {α k+1 }, . . . , {α k+r }, k ∈ K all converge toᾱ. The continuity of ∇f (α) and (26) imply that for any given 0 ≤ u ≤ r and the corresponding sequence {α k+u }, k ∈ K, there is k u such that (27) holds for all k ≥ k u , k ∈ K. As r is finite, by selectingk to be the largest of these k u , u = 0, . . . , r, (27) is valid for all u = 0, . . . , r. Next we derive (33) [16, Lemma IV.4 ]: Similar to the optimality condition (6) for problem (1) , for the sub-problem at the (k + u)th iteration, if problem (14) is considered and α B is a stationary point, then
is a stationary point of the sub-problem satisfying the above inequality.
then from (32) and (18)
However, −y i ∇f (ᾱ) i > −y j ∇f (ᾱ) j implies (30) for α k+u+1 , so there is a contradiction. If a > 0 and the sub-problem (2) is considered, (34) has no term
, so immediately we have a contradiction to (30).
For the convenience of writing the proof, we reorder indices ofᾱ so that
We also define
Clearly,
If {i, j} is selected at the (k + u)th iteration (u = 0, . . . , r), then we claim that
It is impossible that
violates (9) . If they are equal, then
With the property that h is strictly increasing, the first two inequalities come from (31) and (27) , while the last is fromī ∈ I up (ᾱ),j ∈ I low (ᾱ), (28) , and (29). Clearly, (39) contradicts (9), so (38) is valid.
Next we use a counting procedure to obtain the contradiction of (24) and (25) . From the kth to the (k + 1)st iteration, (38) and then (33) show that
For the first case, (28) implies i / ∈ I up (ᾱ) and hence i ∈ I low (ᾱ). From (29) and the selection rule
With j ∈ I low (α k ),
where −i + j ≤ −1 comes from (35). Similarly, for the second case,
With i ∈ I up (α k ),
From iteration (k + 1) to (k + 2), we can repeat the same argument. Note that (33) can still be used because (38) holds for working sets selected in iterations k to k+r. Using (40) and (41), in r ≡ l(l−1)
iterations, S 1 (k) + S 2 (k) is reduced to zero, a contradiction to (37). Therefore, the assumptions (24) and (25) are wrong and the proof is complete.
Moreover, if (1) has a unique optimal solution, then the whole sequence {α k } globally converges.
This happens, for example, when Q is PD.
Corollary 1
If Q is positive definite, {α k } globally converges to the unique minimum of (1).
Proof: Since Q is positive definite, (1) has a unique solution and we denote it asᾱ. Assume {α k } does not globally converge toᾱ. Then there is ǫ > 0 and an infinite subset K such that
Since {α k }, k ∈ K are in a compact space, there is a further subsequence converging to α * and α * −ᾱ ≥ ǫ. Since α * is an optimal solution according to Theorem 3, this contradicts thatᾱ is the unique global minimum.
For example, if the RBF kernel K(x i , x j ) = e −γ xi−xj 2 is used and all x i = x j , then Q is positive definite [21] and we have the result of Corollary 1.
We discuss the difference between the proof here and those in earlier convergence work. The work [16] considers a working set selection which allows more than two elements. When the size of the working set is restricted to two, the selection is reduced to WSS 1, the maximal violating pair. This proof in [17] has used a counting procedure by considering two sets related to {ī,j}, the maximal violating pair atᾱ:
Clearly, if WSS 1 is used,ī ∈ I up (α k ) andj ∈ I low (α k ) imply that the selected {i, j} must satisfy i ∈ I 1 (k) and j ∈ I 2 (k). Using (33) to show that |I 1 (k)| + |I 2 (k)| decreases to zero, we obtain a contradiction to the fact that
However, now we do not have i ∈ I 1 (k) and j ∈ I 2 (k) any more as our selection may not be the maximal violating pair. Therefore, a new counting scheme is developed. By arranging −y i ∇f (ᾱ) i in an ascending (descending) order, in (36), we count the sum of their ranks.
IV. STOPPING CONDITION, SHRINKING AND CACHING
In this section we discuss other important properties of the proposed method. In previous sections, Q is any symmetric matrix, but here we further require it to be positive semi-definite. To begin, the following theorem depicts some facts about the problem (1).
Theorem 4
Assume Q is positive semi-definite.
1)
Ifᾱ =α are any two optimal solutions of (1), then
2) If there is an optimal solutionᾱ satisfying m(ᾱ) < M (ᾱ), thenᾱ is the unique optimal solution of (1).
3) The following set is independent of any optimal solutionᾱ:
Moreover, problem (1) has unique and bounded optimal solutions at α i , i ∈ I.
Proof: Since Q is positive semi-definite, (1) is a convex programming problem andᾱ andα are both global optima. Then
As Q is PSD, Q can be factorized to LL T . Thus, L T (ᾱ −α) = 0 and hence Qᾱ = Qα. Then (42) follows.
To prove (43), we will show that
With optimality conditions M (ᾱ) ≥ m(ᾱ) and M (α) ≥ m(α), (43) holds.
Due to the symmetry, it is sufficient to show the first case of (45). If it is wrong, then
We then investigate different situations by comparing −y i ∇f (ᾱ) i with M (ᾱ) and m(α). If
With 0 ≤ᾱ i ≤ C,
If −y i ∇f (ᾱ) i ≤ m(α) < M (ᾱ), then i / ∈ I low (ᾱ) and
Hence, (48) still holds.
Other indices are in the following set
Hence (47) and (49) imply
Thus,
Since (48) implies each term in the above summation is non-negative,
Therefore,ᾱ =α. However, this contradicts the assumption that they are different optimal solutions.
Hence (46) is wrong and we have m(α) ≥ M (ᾱ) in (45). The proof of (43) is thus complete.
The second result of this theorem and the validity of the set I directly come from (43). Moreover, I is independent of any optimal solution.
For any optimal α, if i ∈ I and −y i ∇f (α) i > M (α) ≥ m(α), then, i / ∈ I up (α) and α i is the same as (47). Thus, the optimal α i is unique and bounded. The situation for −y i ∇f (α) i < m(α) is similar.
Lemma 3 in [12] has shown a result similar to (43), but the proof is more complicated. It involves both primal and dual SVM formulations. Using Theorem 4, in the rest of this section we derive more properties of the proposed SMO-type methods.
A. Stopping Condition and Finite Termination
As the decomposition method only asymptotically approaches an optimum, in practice, it terminates after satisfying a stopping condition. For example, we can pre-specify a small stopping tolerance ǫ > 0 and check if
has been satisfied or not. Though one can consider other stopping conditions, (51) is commonly used due to its closeness to the optimality condition (6) . To justify its validity as a stopping condition, we must make sure that under any given stopping tolerance ǫ > 0, the proposed decomposition method stops in a finite number of iterations. Thus, an infinite loop never happens. To have (51), one can prove a stronger condition:
This condition is not readily available as from the respective definitions of m(α) and M (α), it is unclear if they are continuous functions of α or not. Proving (52) will be the main result of this subsection.
The first study on the stopping condition of SMO-type methods is [11] . They consider a selection rule which involves the stopping tolerance, so the working set is a so-called ǫ − violating pair. Since our selection rule is independent of ǫ, their analysis cannot be applied here. Another work [18] proves (52) for WSS 1 under the assumption that the sequence {α k } globally converges. Here, for more general selection WSS 3, we prove (52) with positive semi-definite Q.
Theorem 5 Assume Q is positive semi-definite and the SMO-type decomposition method Algorithm 2 using WSS 3 generates an infinite sequence {α
Proof: We prove the theorem by contradiction and assume that the result (53) is wrong. Then, there is an infinite setK and a value ∆ > 0 such that
Since in the decomposition method m(α k ) > M (α k ), ∀k, (54) can be rewritten as
In thisK there is a further sub-sequence K so that lim k∈K,k→∞
As Q is positive semi-definite, from Theorem 4, ∇f (α k ) globally converges:
We then follow a similar counting strategy in Theorem 3. First we rewrite (55) as
We still require (27)-(33), but use (56) and (58) to extend (30) and (31) for all k ≥k (i.e., not only
Then the whole proof goes through except (39), in which we need m(α k+u )−M (α k+u ) ≥ ∆ ′ , ∀u = 0, . . . , r. This condition does not follow from (57), which holds for only a subsequence. Thus, in the following we further prove
Assume at one k
and {i, j} is the working set of this iteration.
As i ∈ I up (α k ′ ) and j ∈ I low (α k ′ ) from the selection rule, we have
Then according to (60), {i, j} and indices achieving m(α
have the same value of −y t ∇f (ᾱ) t and are all from the following set:
For elements not in this set, (59), (60), and (63) imply that
Similarly,
As we have explained that the working set is from the set (64), other components remain the same from iteration k ′ to k ′ + 1. Therefore, indices satisfying (65) and (66) have t / ∈ I up (α and the condition on h, we have
a contradiction to (57). Thus, the required condition (62) holds.
B. Shrinking and Caching
Shrinking and caching are two effective techniques to make the decomposition method faster. If an α k i remains at 0 or C for many iterations, eventually it may stay at the same value. Based on this principle, the shrinking technique [10] reduces the size of the optimization problem without considering some bounded variables. The decomposition method then works on a smaller problem which is less time consuming and requires less memory. In the end we add shrunken components back and check if an optimal solution of the original problem is obtained.
Another technique to reduce the training time is caching. Since Q may be too large to be stored, its elements are calculated as needed. We can allocate some space (called cache) to store recently use Q ij [10] . If in final iterations only few columns of Q are still needed and the cache contains them, we can save many kernel evaluations. [18, Theorem II.3] has proved that at the final iterations of using WSS 1, only a small subset of variables are still updated. Such a result supports the use of shrinking and caching techniques. However, this proof considers only any convergent subsequence of {α k } or assumes the global convergence. In this subsection, we provide a more general theory without such assumptions.
Theorem 6 Assume Q is positive semi-definite and the SMO-type method Algorithm 2 uses WSS 3.
Let I be the set defined in (44).
1)
There isk such that after k ≥k, every α k i , i ∈ I has reached the unique and bounded optimal solution. It remains the same in all subsequent iterations and i ∈ I is not in the following set:
2) If (1) has an optimal solutionᾱ satisfying m(ᾱ) < M (ᾱ), thenᾱ is the unique solution and the decomposition method reaches it in a finite number of iterations.
3) If {α k } is an infinite sequence, then the following two limits exist and are equal:
whereᾱ is any optimal solution. Thus, (68) is independent of any optimal solution.
Proof:
1) If the result is wrong, there is an indexī ∈ I and an infinite setK such that
whereαī is the unique optimal component according to Theorem 4. From Theorem 3, there is a further subset K ofK such that
is a stationary point. Moreover, Theorem 4 implies thatᾱ i , i ∈ I are unique optimal components.
Thus,ᾱī =αī.
Asī ∈ I, we first consider one of the two possible situations:
Thus,ī / ∈ I up (ᾱ). (69) then impliesī
For each j ∈ arg M (ᾱ), we have j ∈ I low (ᾱ). From (70), there isk such that
Thus, (72) and (73) imply
With (70), the continuity of ∇f (α), and (53), taking the limit on both sides of (74) obtains
This inequality violates (71), so there is a contradiction. For the other situation −yī∇f (ᾱ)ī < m(ᾱ), the proof is the same.
The proof that i ∈ I is not in the set (67) is similar. If the result is wrong, there is an index i ∈ I such that ∀k ∈ K,ī is in the set (67). Then (74) holds and causes a contradiction.
2) If the result does not hold, then {α k } is an infinite sequence. From Theorems 3 and 4,ᾱ is the unique optimal solution and {α k } globally converges to it.
Define
Using the first result of this theorem, after k is sufficiently large, arg m(α k ) and arg M (α k ) must be subsets of I 1 ∪ I 2 . Moreover, using (53), the continuity of ∇f (α), and the property lim k→∞ α k =ᾱ, there isk such that for all k ≥k, arg m(α k ) and arg M (α k ) are both subsets of I 1 (or I 2 ).
If at the kth iteration, arg m(α k ) and arg M (α k ) are both subsets of I 1 , then following the same argument in (63)- (64), we have the working set B ⊂ I 1 .
As the decomposition method maintains feasibility,
From (76) and the assumption that m(ᾱ) < M (ᾱ), everyᾱ i , i ∈ B satisfies i / ∈ I up (α). Thus, α i , i ∈ B is the same as (47). This and (77) then imply
If arg m(α k ) and arg M (α k ) are both subsets of I 2 , (78) still holds. Therefore,
a contradiction to the fact that {α k } converges toᾱ. Thus, the decomposition method must stop in a finite number of iterations.
3) Since {α k } is an infinite sequence, using the result of 2), problem (1) has no optimal solution α satisfying M (ᾱ) > m(ᾱ). From Theorem 4, we have
and this is independent of different optimal solutionsᾱ. From the result of 1), there isk such that for all k ≥k, i ∈ I is not in the set (67). Thus,
is a superset of (67) and hence
Though {α k } may not be globally convergent, {−y i ∇f (α k ) i }, i = 1, . . . , l, are according to (42). The limit of both sides of (81) are equal using (79), so (68) follows.
Theorem 6 implies that in many iterations, the SMO-type method involves only indices in I ′ . Thus, caching is very effective. This theorem also illustrates two possible shrinking implementations:
1) Elements not in the set (67) are removed.
2) Any α i which has stayed at the same bound for a certain number of iterations is removed.
The software LIBSVM [3] considers the former approach, while SV M light [10] uses the latter.
V. CONVERGENCE RATE
Though we have proved the asymptotic convergence, it is important to investigate how fast the method converges. Under some assumptions, [15] was the first to prove the linear convergence of certain decomposition methods. It allows the working set to have more than two elements and WSS 1 is a special case. Here we show that when the SMO-type working set selection is extended from WSS 1 to WSS 2, the same analysis holds. Since [15] was never published, we include here all details of the proof.
Note that WSS 3 uses a function h to control the quality of the selected pair. We will see in the proof that it may affect the convergence rate. Proving the linear convergence requires the condition (8), so results established in this section are for WSS 2 but not WSS 3.
First we make a few assumptions.
Assumption 1 Q is positive definite.
Then (1) is a strictly convex programming problem and hence has a unique global optimumᾱ.
By Theorem 6, after large enough iterations working sets are all from the set I ′ defined in (80).
From the optimality condition (6), the scalarb satisfiesb = m(ᾱ) = M (ᾱ), and the set I ′ corresponds to elements satisfying
From (4)- (5), another form of the optimality condition, ifᾱ i is not at a bound, (82) holds. We further assume that this is the only case that (82) happens.
Assumption 2 (Nondegeneracy)
For the optimal solutionᾱ, ∇f (ᾱ) i +by i = 0 if and only if 0 < α i < C.
This assumption, commonly used in optimization analysis, implies that indices of all boundedᾱ i are exactly the set I. Therefore, after enough iterations, Theorem 6 and Assumption 2 imply that all bounded variables are fixed and are not included in the working set. By treating these variables as constants, essentially we solve a problem with the following form:
where p is a vector by combining −e and other terms related to the bounded components. Moreover, 0 < α k i < C for all i even though we do not explicitly write down inequality constraints in (83). Then the optimal solutionᾱ with the correspondingb can be obtained by the following linear system:
In each iteration, we consider minimizing f (α
B , so the sub-problem (2) is written as
With the corresponding b k , this sub-problem is solved by the following equation:
Using (84),
By defining Y ≡ diag(y) to be a diagonal matrix with elements of y on the diagonal, and using
The purpose of checking Q(α k −ᾱ) is to see how close the current solution is to the optimal one.
Then (88) links it to −Y ∇f (α k ), a vector used for the working set selection. Remember that for finding violating pairs, we first sort −y i ∇f (α k ) i in an ascending order.
The following two theorems are main results on the linear convergence.
Theorem 7 Assume the SMO-type decomposition method uses WSS 2 for the working set selection.
If problem (1) satisfies Assumptions 1 and 2, then there are c < 1 andk such that for all k ≥k
Proof: First, Theorem 6 implies that there isk such that after k ≥k, the problem is reduced to (83). We then directly calculate the difference between the (k + 1)st and the kth iterations:
where (91) is from (86), (92) is from (87), (93) is by using the fact y (86), and the last equality is from (86) and (87). If we definê
where (90) becomes
From (88), we define
Thus, the selection rule (8) of WSS 2 implies
where {i, j} is the working set of the kth iteration.
We denote that min(eig(·)) and max(eig(·)) to be the minimal and maximal eigenvalues of a matrix, respectively. A further calculation of (95) shows
≥ min(eig(Q)) max
where {i, j} is working set (98)
where (98) is from Lemma 3, (99) is from (97), (100) is from Lemma 4, and (101) follows from (96).
Note that both lemmas are given in Appendix A.
Here we give more details about the derivation of (100): If v 1 v l ≤ 0, then of course
With y i = ±1,
we have
which implies (100).
Finally we can define a constant c as follows:
Note that the condition (8) h(x) ≤ x, linear rate is the best using our derivation.
The linear convergence of the objective function is as follows:
Theorem 8
Under the same assumptions of Theorem 7, there are c < 1 andk such that for all k ≥k,
Proof: We will show that for any k ≥k,
so the proof immediately follows from Theorem 7. Using (84),
Since we always keep the feasibility of α k , (103) comes from y T α k = y Tᾱ .
VI. EXTENSIONS
In this section we show that the same SMO-type methods can be applied to some variants of SVM.
A. Support Vector Regression and One-class SVM
First we extend (1) to the following general form:
where −∞ < L i < U i < ∞, i = 1, . . . , l, are lower and upper bounds, and Q is an l by l symmetric matrix. Clearly, if L i = 0, U i = C, and p = −e, then (104) reduces to (1) . The optimality condition is the same as (3) though in the definition of I up (α) and I low (α), 0 and C must be replaced by L i and U i , respectively. Therefore, SMO-type decomposition methods using WSS 2 or 3 can be applied to solve (104). A careful check shows that all results in Sections III-V hold for (104).
Problem (104) covers some SVM formulations such as support vector regression (SVR) [28] and one-class SVM [26] . Here we discuss SVR in detail. Given a set of data points {(x 1 , z 1 ), . . . , (x l , z l )} such that x i ∈ R n is an input vector and z i ∈ R 1 is a target output, support vector regression solves the following optimization problem:
, and ǫ > 0 is the width of the ǫ-insensitive tube.
We can rewrite (105) as
where y is a 2l by 1 vector with y i = 1, i = 1, . . . , l and y i = −1, i = l + 1, . . . , 2l. Thus (106) is in the form of (104) and an SMO-type method with WSS 3 can be applied. Moreover, the procedure asymptotically converges and possesses all properties in Section IV. An interesting issue is about Corollary 1, which requires the Hessian matrix
to be positive definite. This condition never holds as
is only positive semi-definite. Note that in Corollary 1, the positive definite Hessian is used to have a unique optimal solution. For SVR, [4, Lemma 4] proves that if ǫ > 0 and K is positive definite, then (106) has a unique solution. Thus, for SVR, Corollary 1 can be modified to require only that K is positive definite.
For the linear convergence result in Section V, Assumption 1 does not hold as now
positive definite. However, we will show that similar to Corollary 1, a positive definite K is sufficient.
Note that in Section V, the Hessian matrix of (83) is in fact Q I ′ I ′ as α i , i ∈ I can be removed after large enough iterations, where I and I ′ are defined as in (44) and (80) except that the set {1, . . . , l} is replaced by {1, . . . , 2l}. Then in the linear convergence proof we need Q I ′ I ′ to be invertible and this condition holds if Q is positive definite (i.e., Assumption 1). For SVR, this means
should be invertible. To prove it, we first claim that for any 1 ≤ i ≤ l, i and i + l are not both in the set I ′ .
As ǫ > 0 implies
the definition of I ′ directly leads to (107). We further definē I ′ ≡ an index vector by replacing any t, l ≤ t ≤ 2l in I ′ with t − l.
From (107), I
′ andĪ ′ have the same number of elements and furthermore,
is KĪ′Ī′ and
Therefore, by replacing Assumption 1 on the Hessian matrix with that on the kernel matrix, the linear convergence result holds for SVR. [27] is another SVM formulation which has a parameter ν instead of C. Its dual form is
B. Extension to ν-SVM ν-SVM
where e is the vector of all ones. Note that some use e T α ≥ ν as a constraint, but [4] and [7] have shown that decision functions are the same. Moreover, [4] proved that (110) is equivalent to problem (1) with certain C. It also discusses the decomposition method for training ν-SVM.
Via the KKT condition, a vectorᾱ is a stationary point of (110) if and only if there are two scalars ρ and b such that
By separating the case of y i = 1 and y i = −1, we obtain two conditions on −ρ + b and −ρ − b, respectively. Thus, similar to (6), there is the following optimality condition:
−y i ∇f (α) i , and
One can also define a violating pair as the following:
Definition 2 (Violating pair of (111)) If i ∈ I up (α), j ∈ I low (α), y i = y j , and −y i ∇f (α) i > −y j ∇f (α) j , then {i, j} is a "violating pair."
Clearly, the condition y i = y j is the main difference from Definition 1. In fact the selected pair B = {i, j} must satisfy y i = y j . If y i = y j , then the two linear equalities make the sub-problem have only one feasible point α k B . For the same y i and y j , the two equations in the sub-problem are identical, so we could move α k B to a better point. In addition, the sub-problem is then in the same form of (2), so the procedure in Section III-A directly works.
All working set selections discussed in Section II can be extended here. We modify WSS 3 as an example:
WSS 4 (Extension of WSS 3 for
Results in Sections III-IV hold with minor modifications. They are listed in the following without detailed proofs. For easier description, we let α p (α n ) be the sub-vector of α corresponding to positive (negative) samples.
Theorem 9
Let {α k } be the infinite sequence generated by the SMO-type decomposition method using WSS 4 for the working set selection. Then any limit point of {α k } is a stationary point of (110).
Theorem 10
1)
Ifᾱ =α are any two optimal solutions of (110), then
2) If there is an optimal solutionᾱ satisfying m p (ᾱ) < M p (ᾱ), thenᾱ p is unique for (110).
Similarly, if m n (ᾱ) < M n (ᾱ), thenᾱ n is unique.
3) The following sets are independent of any optimal solutionᾱ:
Moreover, problem (110) has unique and bounded optimal solutions at α i , i ∈ I p ∪ I n .
Theorem 11
Assume Q is positive semi-definite. Let {α k } be the infinite sequence generated by the
Theorem 12 Assume Q is positive semi-definite and the SMO-type method Algorithm 2 uses WSS 4.
Let I p and I n be the sets defined in (117) and (118). Define K p and K n to be iterations in which the working set is from positive and negative samples, respectively.
1)
There isk such that after k ≥k, every α k i , i ∈ I p ∪ I n has reached the unique and bounded optimal solution. For any i ∈ I p , there isk such that after k ≥k, k ∈ K p , i is not in the following set
The same result holds for the negative part.
2) If (110) has an optimal solutionᾱ satisfying m p (ᾱ) < M p (ᾱ) (m n (ᾱ) < M n (ᾱ)), thenᾱ p (ᾱ n ) is unique for (110) and the decomposition method reaches it in a finite number of iterations.
3) If {(α k ) p } is updated in infinitely many iterations, then the following two limits exist and are equal:
whereᾱ is any optimal solution. The same result holds for {(α k ) n }.
VII. DISCUSSION AND CONCLUSIONS
This paper gives a comprehensive study on SMO-type decomposition methods. Below we discuss some issues for future investigation.
A. Faster Training via a Better Selection Rule
Under the general framework discussed in this paper, we can design various selection rules for practical implementations. Among them, the one using the maximal violating pair has been widely applied in SVM software. It is important to develop better rules from the proposed framework as otherwise this article has only theoretical values. A working set selection which leads to faster training should:
1) reduce the number of iterations of the decomposition method. In other words, the convergence is faster; and 2) keep the cost of identifying the working set B similar to that of finding the maximal violating pair.
The challenge is that these two goals are often at odds with one another. For example, fewer iterations may not reduce the training time if the cost of working set selections is higher. We have proposed some rules with the above properties in [8] . This work shows that the "maximal violating pair" uses only the first-order information of the objective function, and derives a better selection rule using the second-order information. The new rule is a special case of WSS 2. The training time is generally shorter than that by the "maximal violating pair."
B. Necessary Conditions for the Convergence
Previous studies and the discussion in Section III provide "sufficient conditions" for the convergence of decomposition methods. That is, under given working set selections, we prove the convergence.
On the other hand, it is interesting to investigate the "necessary conditions." When the decomposition method converges, its working set selection satisfies which conditions.
We may think that WSS 3 is general enough so that every convergent SMO-type method satisfies the condition (9) . However, this may not be right. We suspect that even if some iterations select {i, j} without enough violation (i.e. −y i ∇f (α k ) i + y i ∇f (α k ) j < h(m(α k ) − M (α k ))), the method may still converge if other iterations have used appropriate working sets. Therefore, finding useful necessary conditions may be a challenging task.
It is worth mentioning another working set selection proposed in [23] . This work requires the following condition:
There is N > 0 such that for all k, any violating pair of α k is selected at least once in iterations k to k + N.
Clearly, a cyclic selection of {i, j} in every l(l − 1)/2 iterations satisfies (123):
{1, 2}, {1, 3}, . . . , {1, l}, {2, 3}, . . . , {l − 1, l}, where l is the number of data instances. With (123), the convergence proof in Theorem 3 becomes very simple. For the limit pointᾱ assumed not stationary, its maximal violating pair {ī,j} is also a violating pair at iteration k, where k ∈ K, k ≥k. According to (123), this pair {ī,j} ofᾱ must be selected at iteration k ′ , where k ≤ k ′ ≤ k + N . Then at the (k ′ + 1)st iteration, (28) and (29) implȳ
but (33) indicates thatī
Thus, immediately there is a contradiction. In a sense, (123) is a rule "designed" for the convergence proof.
The two conditions (9) and (123) on the working set selection are quite different, so neither is a necessary condition. From the counter-example in Section II we observed that the selected {i, j} has a much smaller violation than m(α k ) − M (α k ), and hence proposed WSS 2 and 3. This example also has a violating pair {4, 5} never selected, a situation opposite to (123). Thus both WSS 3 and the condition (123) attempt to remedy problems imposed from this counter-example, but they take very different directions. One focuses on issues related to the maximal violating pair, but the other requires that all current violating pairs are selected later in a finite number of iterations. We think in general the former leads to faster convergence as it more aggressively reduces the violation. However, this also complicates the convergence proof as a counting procedure in Theorem 3 must be involved in order to obtain the contradiction.
