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Введение 
В настоящее время технологии Big Data стали одним из доминирующих направлений в раз-
витии информационных технологий. Предполагается, что работа с колоссальными объемами не-
структурированных данных окажет наибольшее влияние на производство [1], госуправление [2], 
торговлю [3] и медицину [4].  
Благодаря методам интеллектуального анализа больших данных появилась возможность ис-
следования эффективности проводимой терапии при обработке всей доступной информации о 
практике лечения [5]. На основе анализа известных историй болезни и диагностики в практику 
врачей входит широкое использование систем поддержки принятия решений, позволяющих пре-
доставить доступ к опыту тысяч коллег по всей стране.  
Методы персонифицированной и профилактической медицины, основанные на удаленном 
мониторинге пациентов, приведут к существенному сокращению затрат и повышению качества 
жизни [6]. Распространение различных сенсоров активностей человеческого организма, подклю-
чаемых к гаджетам, позволяет сократить необходимость проведения лабораторных исследова-
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Введение. В настоящее время развитие технологий Big Data и методов интеллектуально-
го анализа больших данных открыло возможность исследования своевременности, доступно-
сти и эффективности проводимой терапии при обработке всей доступной информации о прак-
тике лечения. Методы персонифицированной и профилактической медицины, основанные на 
удаленном мониторинге пациентов и интеллектуальном анализе аналогичной практики лече-
ния, приведут к существенному сокращению затрат и повышению качества жизни. Одними из 
эффективных методов исследования данных о пациентах и их электронных медицинских карт 
являются методы машинного обучения. 
Цель исследования. Данное исследование направлено на построение модели управления 
потоком пациентов с сердечно-сосудистыми заболеваниями на основе анализа персонифици-
рованных карт данных больных. 
Материалы и методы. Определение прогноза на предмет обращения в поликлинику с 
заболеваниями сердца проведено методом логистической регрессии, алгоритмом построения 
деревьев решений ID3 и методом обучения ансамбля – случайные леса. В рамках эксперимен-
тального исследования проведена оценка эффективности применения рассмотренных методов 
для прогнозирования на основе анализа ROC-кривой и метрики AUC. 
Результаты. Эксперименты на массиве электронных персонифицированных данных о 
медицинских услугах в территориальном фонде обязательного медицинского страхования 
(ТФОМС) и медицинском информационно-аналитическом центре г. Оренбурга показали, что 
для краткосрочного прогнозирования на 1 месяц более высокие результаты показал алгоритм 
ID3 построения решающих деревьев, а при увеличении рассматриваемого периода до 3 меся-
цев более эффективным оказался метод логистической регрессии. 
Заключение. Предложенный подход к прогнозированию обращений пациентов позволя-
ет повысить качество управления клинико-организационной системой здравоохранения при 
оказании медицинской помощи, а также спланировать объем и количество отдельных меди-
цинских услуг. 
Ключевые слова: логистическая регрессия, деревья решений, случайный лес, сердечно-
сосудистые заболевания, алгоритмы обучения. 
 
 
Управление в социально-экономических системах 
Bulletin of the South Ural State University. Ser. Computer Technologies, Automatic Control, Radio Electronics. 
2020, vol. 20, no. 2, pp. 105–115 
106
ний, предотвратить неожиданные осложнения, а автоматическое напоминание о необходимости 
проведения самостоятельных лечебно-профилактических манипуляций повысит качество назна-
ченного лечения [7]. 
Одним из эффективных методов исследования данных о пациентах и их электронных меди-
цинских карт являются методы машинного обучения. В последнее десятилетие из-за недоступно-
сти персональных данных о пациентах методы, основанные на интуиции и эвристике, были ис-
пользованы для решения задач прогнозирования – постановки диагноза. В настоящее время каж-
дый пациент занесен в базу данных поликлиники и имеет свою историю посещений, которая по-
зволяет подсчитывать статистические характеристики, такие как среднее количество обращений 
с отдельными типами болезней, среднюю продолжительность пребывания в поликлинике, диаг-
нозы и другие. Благодаря накопленному массиву данных врачи могут отойти от эвристического 
определения болезни и, используя опыт коллег, быстрее, своевременнее, а главное – более точно 
поставить правильный диагноз [8]. 
Подходы к анализу данных, основанные на машинном обучении, включают в себя несколько 
хорошо известных методов решения проблем, которые позволяют анализировать несбалансиро-
ванные наборы данных для классификации и прогнозирования. К ним относят логистическую 
регрессию, скрытые марковские цепочки, деревья решений и случайные леса. Каждый из этих 
методов имеет свои преимущества перед аналогичными методами решения задач прогнозирова-
ния. Тем не менее стоит отметить, что сегодня в практике применения методов машинного обу-
чения встречаются примеры эффективности различных подходов, поэтому перед постановкой 
прогноза необходимо сравнить эффективность алгоритмов для рассматриваемого набора данных. 
 
1. Обзор исследований 
Исследованиями медицинских данных с целью прогнозирования, классификации и автомати-
зации внутренних процессов занимаются по всему миру. 
Авторский коллектив из Национального исследовательского университета Высшей школы 
экономики в публикации [9] рассматривает вопросы применения современных облачных техно-
логий при хранении и обработке кардиологической информации. В частности, в работе [10] ис-
следователя Е.Ю. Зиминой рассматриваются способы решения проблемы диагностики состояния 
здоровья сердца пациента с применением методов классификации Data Mining при обработке 
кардиологических данных. Кластерный анализ проводился на основе поиска схожих форм спек-
тров Фурье, полученных путем моделирования работы сердца при использовании разложения 
Ферми – Пласта – Улана. 
Авторы исследования [11] отмечают перспективность метода анализа больших данных (Big 
Data) при оценке качественных и количественных показателей фармакотерапии пациентов с ар-
териальной гипертензией. В рамках публикации [12] выполнен обзор методов и систем интеллек-
туального анализа медицинских данных, а также предложена архитектура и программная плат-
форма по анализу разнородных источников структурированных и неструктурированных данных.  
Диссертационное исследование [13] И.В. Степаняна посвящено разработке теоретических и 
методических аспектов риск-менеджмента с применением биоинформационных технологий для 
прогнозирования нарушения здоровья работников. Для проведения кластерного анализа в работе 
использовалась бионическая самоорганизующаяся сеть Кохонена. 
Авторы исследования [14] задаются вопросом применения методов машинного обучения для 
улучшения прогнозирования риска сердечно-сосудистых заболеваний, на основе обработки мас-
сивов клинических данных Clinical Practice Research Datalink (CPRD). Экспериментальные иссле-
дования показывают улучшение точности прогнозирования. Учёный Shankar M. Krishnan из Тех-
нологического института Уэнтворт (США) в работе [15] отмечает, что использование аналитики 
в сфере здравоохранения вместе с эффективной организацией, оптимизацией и анализом боль-
ших данных обеспечивает быстрое и точное диагностирование, а также снижение количества 
предотвратимых ошибок. 
В публикации [16] производится оценка глобального управления рисками сердечно-
сосудистых заболеваний в клинической практике среди врачей, разделённых на группы в соот-
ветствии с использованием обычной либо электронной поддержки для сбора и регистрации кли-
нических данных. 
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Таким образом, обзор исследований показал, что использование технологий машинного обу-
чения при обработке кардиологических данных с целью решения проблемы диагностики – один 
из наиболее актуальных вопросов в настоящий момент. 
Данное исследование направлено на построение модели управления потоком пациентов с 
сердечно-сосудистыми заболеваниями (ССЗ) на основе прогноза обращений в ближайший месяц 
или 3 месяца за медицинской помощью в поликлинику по поводу ССЗ при анализе электронных 
персонифицированных карт пациентов. 
Определение прогноза на предмет обращения в поликлинику с заболеваниями сердца осуще-
ствлено методом логистической регрессии, алгоритмом построения деревьев решений ID3 и ме-
тодом обучения ансамбля – случайные леса. В рамках экспериментального исследования прове-
дена оценка эффективности применения рассмотренных методов для прогнозирования на основе 
анализа ROC-кривой и метрики AUC. 
 
2. Постановка задачи 
Рассмотрим базу данных Территориального фонда ОМС по обращениям пациентов в поли-
клиники с ССЗ, которая содержит набор пациентов 1 2{ , ,..., }kU u u u  и записей, характеризую-
щих отдельно взятые посещения 1 2{ , ,..., }pC c c c . Исходный набор данных представлен табли-
цей и каждый столбец соответствует одной из следующих характеристик записи посещения:  
1. ID – код пациента; 
2. MO – код медицинской организации; 
3. CODE_MP – код медицинской помощи; 
4. DATE_IN – дата прихода в медицинское учреждение; 
5. DATE_OUT – дата выхода из медицинского учреждения; 
6. DLITELN – длительность лечения; 
7. MKB – код болезни по МКБ; 
8. POL – 1 – муж., 2 – жен.; 
9. VOZRAST – возраст текущий пациента; 
10. ATER – обнаружен ли атеросклероз при приеме пациента; 
11. ISHEM – обнаружена ли ишемия при приеме пациента; 
12. GIPER – обнаружена ли гипертония при приеме пациента; 
13. STENOK – обнаружена ли стенокардия при приеме пациента; 
14. INF_MIOK – обнаружен ли инфаркт миокарда при приеме пациента. 
На основе представленного исходного набора данных достаточно сложно оценивать прогноз 
прихода пациента с сердечно-сосудистыми заболеваниями через фиксированный промежуток 
времени и выбрать стратегии управления потоками пациентов. В связи с этим необходимо про-
вести подготовку данных. 
В необработанных данных, содержащихся в БД, сложно учитывать важный критерий для 
прогнозирования – время. Для его учета можно искусственно создать признаки, агрегирующие 
некоторые показатели пациентов за некоторый промежуток времени. Например, это может быть 
количество посещений за последние полгода. Признаки, идентифицирующие визит и сведения о 
пациенте, останутся неизменными. В настоящем исследовании собрана статистика по количеству 
посещений каждой болезни и классу болезни (по МКБ) за последние 3 и 6 месяцев. 
Отметим, что для более точного прогноза нужно исключить пациентов с отсутствующей 
электронной медицинской картой и пациентов, для которых невозможно проверить прогноз.  
В связи с этим информация о первых и последних записях в БД (с интервалом времени 6 мес.)  
не включена в исходный набор. 
Таким образом, в результате статистической обработки данных выделены следующие допол-
нительные признаки для прогнозирования обращений пациентов в поликлинику с заболеваниями 
сердца: 
1. MKБ – код болезни по МКБ-10 не детализированный; 
2. COUNT_CODE_MP – количества посещений по каждому типу учреждения за последние 
полгода; 
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3. BOOL_CODE_MP – было ли посещение по каждому типу учреждения за последние  
3 месяца; 
4. ATER_6M – сколько раз обнаружен атеросклероз при приеме пациента за последние 6 ме-
сяцев; 
5. ATER_3M – был ли обнаружен атеросклероз при приеме пациента за последние 3 месяца; 
6. ISHEM_6M – сколько раз обнаружена ишемия при приеме пациента за последние 6 месяцев; 
7. ISHEM_3M – была ли обнаружена ишемия при приеме пациента за последние 3 месяца; 
8. GIPER_6M – сколько раз обнаружена гипертония при приеме пациента за последние 6 ме-
сяцев; 
9. GIPER_3M – была ли обнаружена гипертония при приеме пациента за последние 3 месяца; 
10. STENOK_6M – сколько раз обнаружена стенокардия при приеме пациента за последние  
6 месяцев; 
11. STENOK_3M – была ли обнаружена стенокардия при приеме пациента за последние  
3 месяца; 
12. INF_MIOK_6M – сколько раз обнаружен инфаркт миокарда при приеме пациента за по-
следние 6 месяцев; 
13. INF_MIOK_3M – был ли обнаружен инфаркт миокарда при приеме пациента за послед-
ние 3 месяца; 
14. MKB_CLASS_COUNT_6M – сумма количеств обращений с разными классами болезней 
по МКБ за последние 6 месяцев; 
15. IS_AGAIN_1M – придет ли пациент в ближайший месяц после DATE_OUT или нет; 
16. MKB_CLASS_BOOL_3M – было ли обращение с разными классами болезней по МКБ  
за последние 3 месяца; 
17. MKB_CLASS_BOOL_1M – было ли обращение с разными классами болезней по МКБ  
за последний месяц. 
Поле MKB_CLASS_BOOL_1M и MKB_CLASS_BOOL_3M отвечает за повторное посещение 
пациента, при 0 – посещения нет, при 1 – посещение есть.  
Данные поля получены простым агрегированием с кодированием one-hot и bug-of-words. 
Данное исследование направлено на построение прогноза для пациента на предмет того, об-
ратится ли он в ближайший месяц или 3 месяца в поликлинику с сердечно-сосудистыми заболе-
ваниями на основе анализа персонифицированных карт. В связи с этим выходным полем для 
обучения классификатора является и MKB_HEART_BOOL_1M, и MKB_HEART_BOOL_3M. 
Пусть функция ( )iY f C  описывает определенный классификатор, который получает век-
тор характеристик посещений iC  пациента iu . 
Функция ( )if C  определяет некоторое значение {0;1}Y  , обратится ли пациент в ближайшие 
3 месяца в поликлинику с сердечно-сосудистыми заболеваниями. 
При определенных условиях значение Y  может быть преобразовано в вероятность того, что 
пациент обратится в поликлинику. В этом случае действует условие монотонности, означающее, 
что чем выше значение Y , тем выше вероятность его прихода. Необходимо найти такие парамет-
ры, при которых классификатор будет давать наилучшие вероятностные оценки с точки зрения 
выбранных метрик. 
В результате получаем задачу прогнозирования, которую будем решать с помощью метода 
логистической регрессии, алгоритма построения деревьев решений ID3 и метода обучения ан-
самбля – случайные леса. 
 
3. Интеллектуальные методы анализа данных 
Метод логистической регрессии 
Логистическая регрессия – это тип обобщенной линейной модели (GLM), которая использу-
ет логистическую функцию для прогнозирования бинарной характеристики на основе любого 
вида независимых входных параметров. 
Коэффициенты алгоритма логистической регрессии должны оцениваться на основе обучаю-
щей выборки с использованием метода оценки максимального правдоподобия, который является 
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самым распространенным алгоритмом обучения, используемым различными алгоритмами ма-
шинного обучения. 
Основная идея метода максимального правдоподобия для логистической регрессии состоит в 
том, что алгоритм ищет значения для коэффициентов логистической функции, которые сводят к 
минимуму ошибку в вероятностях, прогнозируемых моделью, по значениям в данных. 
Алгоритм построения решающего дерева ID3 
Алгоритм ID3 строит дерево решений по принципу сверху вниз. В алгоритме ID3 реализова-
на одна из разновидностей «жадного» поиска в пространстве всех возможных деревьев: он до-
бавляет поддерево к текущему дереву и продолжает поиск, не делая возвратов. Благодаря такому 
подходу алгоритм становится очень эффективным. При этом, однако, он сильно зависит от про-
цедуры выбора очередного свойства для тестирования. 
Можно считать, что каждое свойство объекта вносит в решение задачи классификации ка-
кой-то объем новой информации и сокращает неопределенность.  
В общем случае в теории информации энтропия вычисляется по формуле 
1




I P p p

                       (1) 
Алгоритм ID3 проводит выбор определенного свойства на роль корня текущего поддерева, 
основываясь на количестве информации, получаемой в результате его проверки: корнем подде-
рева выбирается то свойство, которое дает при проверке наибольшую информацию (больше все-
го сокращает неопределенность). 
Случайный лес (Random Forest) 
Случайный лес – это множество решающих деревьев. В задаче регрессии их ответы усредня-
ются, в задаче классификации принимается решение голосованием по большинству. Все деревья 
строятся независимо по следующей схеме. 
 Выбирается подвыборка обучающей выборки размера samplesize – по ней строится дерево 
(для каждого дерева – своя подвыборка). 
 Для построения каждого расщепления в дереве просматриваем max_features случайных 
признаков (для каждого нового расщепления – свои случайные признаки). 
 Выбираем наилучший признак и расщепление по нему (по заранее заданному критерию). 
Дерево строится, как правило, до исчерпания выборки (пока в листьях не останутся представите-
ли только одного класса), но в современных реализациях есть параметры, которые ограничивают 
высоту дерева, число объектов в листьях и число объектов в подвыборке, при котором проводит-
ся расщепление. 
Ясно, что такая схема построения соответствует главному принципу ансамблирования (по-
строению алгоритма машинного обучения на базе нескольких, в данном случае решающих де-
ревьев): базовые алгоритмы должны быть разнообразными (поэтому каждое дерево строится на 
своей обучающей выборке и при выборе расщеплений присутствует элемент случайности). 
 
4. Вычислительные эксперименты 
Вычислительные эксперименты, выполненные в работе, проводились на массиве электрон-
ных персонифицированных данных о медицинских услугах в Территориальном фонде обязатель-
ного медицинского страхования (ТФОМС) и медицинском информационно-аналитическом цен-
тре г. Оренбурга.  
Набор данных содержит информацию о посещениях пациентов, дополненную статисти-
ческими характеристиками, определенными выше, с отметкой о том, обратится ли пациент в 
медицинское учреждение с сердечно-сосудистыми заболеваниями в течение одного или трех 
месяцев.  
Анализ решающего дерева  
Стоит отметить, что преимуществом алгоритма построения решающего дерева ID3 является 
простота представления и интерпретируемость результатов. В связи с этим для подтверждения 
того, что построенный прогноз может соответствует реальному анамнезу, проанализируем по-
строенное дерево решений (рис. 1), выделив основные правила. 
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В соответствии с построенным деревом решений можно выделить наиболее важные обоб-
щающие правила: 
ЕСЛИ пациент не обращался последние 6 мес. с ССЗ  
ТО 
ЕСЛИ пациент не имеет гипертонии, атеросклероза и стенокардии  
ТО не придет в ближайшие 3 мес. с ССЗ 
ИНАЧЕ 
ЕСЛИ пациент имеет гипертонию / атеросклероз / стенокардию  
ТО придет ближайшие 3 мес. с ССЗ 
ИНАЧЕ 
ЕСЛИ пациент приходил последние 6 мес. больше 1 раза с ССЗ  
ЕСЛИ пациент не приходил последние 3 мес. с ССЗ  
ТО  
ЕСЛИ пациент имеет ишемию  
ТО придет ближайшие 3 мес. с ССЗ 
ИНАЧЕ не придет ближайшие 3 мес. с ССЗ 
ИНАЧЕ 
ЕСЛИ возраст больше 48  
ТО придет ближайшие 3 мес. с ССЗ 
ИНАЧЕ не придет ближайшие 3 мес. с ССЗ 
ИНАЧЕ пациент придет ближайшие 3 мес. с ССЗ. 
В связи с тем, что построенное дерево решений с достаточной точностью проводит класси-
фикацию обучающего множества по выходному признаку, то можно говорить об адекватности 
разработаннной модели. 
Сравнительный анализ эффективности алгоритмов  
В рамках данного исследования проведена оценка эффективности применения рассмотрен-
ных методов для прогнозирования посещений пациентов на основе анализа ROC-кривой и мет-
рики AUC.  
Прогноз строился отдельно для обращений в ближайший месяц (рис. 2) и 3 месяца (рис. 3) в 




Рис. 2. ROC-кривая для MKB_HEART_BOOL_1M 
Fig. 2. ROC curve for MKB_HEART_BOOL_1M 
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Fig. 3. ROC curve for MKB_HEART_BOOL_3M
 
Стоит отметить, что, согласно метрике 
гнозирования (AUC ID3 = 0,7642) на тестовом множестве для анализа обращений в ближайший 
месяц. Однако для прогнозирования на более долгий срок (3 месяца) более высокую точность 
показал метод построения логистической регрессии (
Кроме того, обратим внимание, что точность прогноза посещений на ближайший месяц (0,75)
ниже точности на ближайшие 3 месяца (0,84). Это связанно с тем, что обострение сердечно
сосудистых заболеваний происходит достаточно редко при регулярных обследованиях пацие
тов, и при увеличении рассматриваемого периода для прогноза точность должна увеличиваться. 
 
Заключение  
В рамках данного исследования построена модель управления потоком пациентов с серде
но-сосудистыми заболеваниями на основе прогноза обращения в ближайший месяц или
за медицинской помощью в поликлинику по поводу ССЗ при анализе электронных персониф
цированных карт пациентов. 
Определение прогноза осуществлено логистической регрессией, алгоритмом построения д
ревьев решений ID3 и методом обучения ансамбля 
Построенные модели показали хороший результат, так как имели высокую обобщающую 
способность и точность. В рамках экспериментального исследования проведена оценка эффе
тивности применения рассмотренных методов для прогнозирования обращений па
ликлиники на основе анализа ROC
Каждый из рассмотренных методов имеет свои преимущества перед аналогичными методами 
решения задач прогнозирования. Тем не менее стоит отметить, что для короткого временного 
периода прогнозирования (1 месяц) более высокие результаты показал алгоритм 
решающих деревьев, а при увеличении рассматриваемого периода до 3 месяцев наилучшие р
зультаты показал метод логистической регрессии. 
Предложенный подход к прогнозированию обращений
ство управления клинико-организационной системой здравоохранения при оказании медици
ской помощи, а также спланировать объем и количество отдельных медицинских услуг.
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Introduction. Currently, the development of Big Data technologies and methods of big data 
mining has opened up the possibility of investigating the timeliness, availability and effectiveness of 
therapy when processing all available information about the treatment practice. Personalized and 
preventive medicine methods based on remote monitoring of patients and intelligent analysis of 
similar treatment practices will lead to significant cost savings and improved quality of life. One of 
the most effective methods of studying patient data and their electronic medical records is machine 
learning methods. 
Aim. This study is aimed at building a model for managing the flow of patients with cardiovas-
cular diseases based on the analysis of personalized patient data maps. 
Materials and methods. The forecast for treatment of patients with heart diseases was deter-
mined using the method of logistic regression, the algorithm for building ID3 decision trees, and  
the method of training the ensemble – random forests. As part of the experimental study, the effec-
tiveness of the methods considered for forecasting was evaluated based on the analysis of the ROC 
curve and the AUC metric. 
Results. Experiments on an array of electronic personalized data about medical services in  
the territorial Fund of compulsory medical insurance (TFOMS) and the medical information and 
analytical center of Orenburg showed that for short-term forecasting for 1 month, the ID3 algorithm 
for constructing decision trees showed better results, and when the period under consideration was 
increased to 3 months, the method of logistic regression was more effective. 
Conclusion. The proposed approach to predicting patient requests allows us to improve  
the quality of management of the clinical and organizational health care system in the provision of 
medical care, as well as to plan the volume and number of individual medical services. 
Keywords: logistic regression, decision trees, random forest, cardiovascular diseases, learning 
algorithms. 
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