Spatially coarse-grained (or effective) versions of nonlinear partial differential equations must be closed with a model for the unresolved small scales. For systems that are known to display fractal scaling, we propose a model based on synthetically generating a scale-invariant field at small scales using fractal interpolation, and then analytically evaluating its effects on the large, resolved scales. The procedure is illustrated for the forced Burgers equation, solved numerically on a coarse grid. Detailed comparisons with direct simulation of the full Burgers equation and with an effective viscosity model are presented. [S0031-9007(96) PACS numbers: 47.53.+ n, 02.60. Lj, 47.27.Eq Many physical processes obey reliably known dynamical equations whose solutions involve a wide range of active length and time scales. This often makes analytical or direct numerical solution procedures impossible or, at best, impractical. Solving more economical "coarse-grained" versions of the equations can yield results that convey much of the important and practically relevant large-scale features of the full solution. However, unless the dynamical equations are linear, the success of such a program depends largely upon the realism with which the effects of unresolved phenomena are represented. For phenomena without "scale separation"-hydrodynamic turbulence [1] and domain growth in random media [2] are familiar examples-such modeling is a challenge.
Many physical processes obey reliably known dynamical equations whose solutions involve a wide range of active length and time scales. This often makes analytical or direct numerical solution procedures impossible or, at best, impractical. Solving more economical "coarse-grained" versions of the equations can yield results that convey much of the important and practically relevant large-scale features of the full solution. However, unless the dynamical equations are linear, the success of such a program depends largely upon the realism with which the effects of unresolved phenomena are represented. For phenomena without "scale separation"-hydrodynamic turbulence [1] and domain growth in random media [2] are familiar examples-such modeling is a challenge.
Within the general subject area of "nonlinear physics" dealing with complex phenomena lacking scale separation, abundant empirical observations have been made about scale invariance (or fractality) as some parameter approaches a critical value [3] . However, the crucial task of translating such observations into a workable mathematical framework that utilizes the dynamical equations (employing fractals in a predictive fashion) has proven to be quite difficult in most instances. In this Letter, we describe an approach that uses fractals to close coarse-grained, nonlinear partial differential equations (PDEs) that govern processes which display scale invariance (fractality) at small length scales. We begin by describing the basic idea in a general setting, but soon specialize it to a simple one-dimensional case, namely, the forced Burgers equation.
We begin with a field equation of the form 
where S ͓?͔ ϵ g N ͓a͔ 2 N ͓ã͔. This situation is encountered, for example, when coarse graining hydrodynamic equations to eliminate part of the spatial complexity of turbulence (large-eddy simulation) [4] .
The basic difficulty resides in expressing S as a function ofã. For this purpose, physical and/or statistical information about the small-scale field a 0 ϵ a 2ã is required. For instance, in kinetic theory one uses the assumption of scale separation between molecular and macroscopic variables to derive closures (e.g., derive Navier-Stokes from Boltzmann equation [5] ), with a posteriori verification that the equations derived do not lead to violation of the assumed scale separation (e.g., do not develop singularities). Our approach is based on using an assumption of scale invariance for the (restricted) set of phenomena which display self-similar (fractal) behavior. We will also verify the self-consistency of the resulting effective equations. The essence of the proposed method is to construct the unknown small-scale portion of the field a͑x, t͒ by "extrapolating" features of the coarse-grained fieldã͑x, t͒ to smaller and smaller scales. A mathematical tool which allows one to generate such a synthetic small-scale field is the so-called "fractal interpolation technique" [6] . It is based on a mapping W͓?͔ which transforms the features ofã at scales even coarser than D onto the complete signalã. More concretely, ifã represents the fieldã at some resolution D 0 . D, coarser than the basic resolution D, the mapping generatesã W͓ã͔. In order to generate a "synthetic" small-scale field, this mapping is simply iterated many more times; i.e., we generate a fractal field a f ͑x, t͒ lim n!`W ͑n͒ ͓ã͔ ϵ W͓W͓W͓· · · W͓ã͔ · · ·͔͔͔ (other means of generating synthetic turbulence have been proposed [7] , but fractal interpolation will be shown to be particularly well suited for our purposes). Once we have generated the full field, the unknown term g N ͓a͔ 2 N ͓ã͔ is evaluated according to its definition. One important element in our proposed approach is that we shall be able to evaluate this term analytically from the parameters of the mapping W (which depend onã and the fractal dimension), without the need to explicitly construct the small-scale field. (Notice that such an explicit or numerical construction would require a computational mesh at scales much smaller than D, eliminating the usefulness of coarse graining in the first place.) Once the unknown term g N ͓a͔ 2 N ͓ã͔ is expressed in terms ofã, it is replaced into the dynamical coarse-grained equation, which may then be solved.
While the method is, in principle, quite general, we now focus on a simple one-dimensional hydrodynamic problem, the randomly forced, viscous Burgers equation with periodic boundary conditions in the interval [0, 1] ≠u ≠t 1 ≠ ≠x
This equation is also the prototype of a class of equations that governs a range of phenomena, from stochastic growth of interfaces to directed polymers [2] . Recent work [8] shows that if the forcing has zero mean and a spectrum of the form ͗f͑k, v͒f͑k
, is white in time but has spatial correlations), Kolmogorov-like scaling of the resulting velocity is obtained ͑͗jû͑k͒j
, where h is a viscous cutoff scale. One also finds that the second-order structure function follows a scaling ͓͗u͑x 1 r͒ 2 u͑x͔͒ 2 ͘ ϳ r 2͞3 , which suggests that the fractal dimension of the signal u͑x͒ is D 5͞3 (not unlike the case of 3D turbulence [9] ). Therefore, this is an application where we know that asymptotically ͑n 0 ! 0͒ the solution at small scales is scale invariant. Our method explicitly uses this information to model the small-scale features of the system.
The effective equation for the coarse-grained 1D velocityũ͑x, t͒ is found by convolving Eq. (3) with a top-hat filter of size
where t e u 2 2ũ 2 . While one can certainly obtain numerical solutions to this equation by using an effective viscosity model, e.g., t 2n effũx , such a model can only be justified for cases with significant scale separation and has little basis in the present application.
Instead, let us employ the basic idea underlying fractal interpolation [6] , which is to replicate on smaller and smaller scales features ofũ present at a coarse scale.
Let us discretize the unit interval in D 21 segments, each centered at position x i . For simplicity, let us define a local coordinate j ͑x 2 x i21 ͒͞2D which goes from j 0 to j 1 between points x i21 to x i11 . The piecewise linear mapping to generate the locally fractal field in the interval ͓x i21 , x i11 ͔ is given by
The parameters a i,j and b i,j are related to the known velocities according to Figure 1 illustrates the first two steps of the construction process, as well as the 10th iteration of the map. Interestingly, it is now possible to evaluate, by recurrence, a variety of integrals of the fractal function. For instance, solving for
We set d i,1 2d i,2 , because then Eq. (6) shows that the integral (i.e., the synthetic velocity box filtered at scale 2D) reduces to the integral of the piecewise linear 
The flux A ͑ e u 3 2ũ 3 ͒͞3 2ũt and small-scale forcing f fu 2fũ are computed in a straightforward fashion with the technique outlined above [10] .´ 2n 0 ͓͑ g ≠u͞≠x͒ 2 2 ͑≠ũ͞≠x͒ 2 ͔ is the dissipation due to molecular viscosity and requires a more careful analysis since the fractal signal is not differentiable if d . 1͞2 (or 1 , D , 2, which is, of course, the interesting case). However, if we stop the iteration of the map at the nth step, i.e., we introduce a cutoff scale at h ϳ 2 2n D, we can evaluate integrals of ͑du f ͞dx͒ 2 and obtaiń
For forced Burgers equation with Kolmogorov scaling, the usual dimensional argument yields h C͑n 3 0 ͞´͒ 1͞4 , with C O͑1͒. Besides the geometric rules of our fractal interpolation scheme, this step is the only physical modeling required. Combining this (with C 1) and Eq. (9) we obtain an equation for the dissipation solely in terms of d and n 0 . As an aside, it can be easily shown
3 ) is the cross-over scaling at which a fractal signal dissipates energy even in the inviscid limit [11] . Different dissipation mechanisms (such as hyperviscosity) would lead to different expressions forí n Eq. (9) and to a different estimate for h. This, in turn, may affect the value of d.
In summary, we have a system of four equations (4), (7), (8) , and (9) in the four unknowns (ũ, t, d,´), and are now in a position to explore numerical solutions of these equations. We use a pseudospectral code on the unit interval to solve forũ͑x, t͒ and t͑x, t͒, using Fig. 2 show the time evolution of e g , averaged over three different realizations of the forcing.
In order to illustrate the impact of the fractal subgrid model, we also perform a simulation with t 0. As expected, the energy injected cannot be dissipated, and the simulation blows up (dash-dotted line). For purposes of comparison, we also perform a direct simulation [of Eq. modes and the same random forcing for the common, large-scale, modes. For the present value of n 0 the full simulation requires roughly 10 times the memory as compared with the model and takes 4 times longer per time step. As shown in Fig. 2 , solid line, the evolution of the global energy of the direct simulation and that of the coarse-grained simulations are quite close. Finally, we have performed a simulation where t is replaced by an effective viscosity term (which runs about 5 times faster than the full fractal model), with the eddy viscosity n eff 5.0 3 10 23 adjusted so as to dissipate energy at the rate predicted by the direct numerical simulation (DNS) (Fig. 2, triangles) . We have also compared energy spectra (inset, Fig. 2 ). The fractal model displays good agreement with the DNS up to a wave number k ϳ p͞2D, about half of the cutoff wave number. At the smallest octave of resolved scales, the spectrum of the coarse-grained simulation tends to fall somewhat above that of the direct simulation, an indication that the fractal model does not reproduce all the features of the small scales perfectly. However, this has to be contrasted with the much stronger departure of the eddy viscosity simulation which excessively damps the solution. While the spectrum can be made to approach the DNS using smaller values for the eddy viscosity, the energy decay rate becomes significantly smaller and no longer matches that of the DNS.
The fractal dimension calculated shows that the portion of the signal where d . 2 21͞3 , that is to say, where most of the dissipation takes place, covers in average only 25% of the space, with the computed h reaching down to 1.25 3 10 24 . This is consistent with the fact that for the present level of forcing we have found that D DNS ϳ 1.25 3 10 24 is the largest mesh size that can be used to solve Eq. (3) without modeling. Finally, in Fig. 3 we show a segment of the coarse-grained solutioñ u͑x, t͒, represented by the symbols (values at grid points). The solid line is an explicit construction of the synthetic FIG. 3 . Sample of large-scale field (squares) as computed from coarse-grained Burgers equation using the fractal model, and explicitly constructed small-scale field (solid curve) using d and n as obtained from the simulation.
small-scale signal using the fractal interpolation technique (iterating the mapping W i for n times, with n and d set to the locally computed values). As can be seen, values of n and´fluctuate greatly from one location to another, indicative of a high level of intermittency.
We stress again that during the simulation, we did not have to explicitly construct such a small-scale signal, because the fractal interpolation technique allows us to analytically evaluate their effect on the coarse scales directly. Asũ evolves in time, the synthetic small scales are "slaved" to the resolved ones, and evolve accordingly. The simulation proceeds at the coarse resolution, but the simulated dynamics ofũ are as if the signal contained all the small-scale fluctuations shown in the figure.
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