ABSTRACT Machine-to-machine (M2M) communications, which are considered as an integral part of the Internet of Things (IoT), are being more and more ubiquitous. Meanwhile, due to the advantages of cellular networks (e.g., excellent coverage and mobility/roaming support), cellular-enabled M2M communication is a promising solution for M2M-based applications. However, there are significant challenges in cellularenabled M2M communications due to the special features of M2M-based applications [e.g., massive concurrent uplink transmissions, small bursty traffic, and the high requirements of energy efficiency (EE)]. On the other hand, non-orthogonal multiple access (NOMA) can simultaneously serve multiple users at the same frequency and time by splitting different users in the power domain and thus increase the number of concurrent connections. In this paper, we propose an energy-efficient resource allocation scheme with hybrid time division multiple access (TDMA)-non-orthogonal multiple access (NOMA) for cellular-enabled M2M networks. First, we configure the user equipments (UEs) as the machine type communication gateways (MTCGs). Then, we propose our time sharing scheme. Next, we formulate the resource allocation problems as a noncooperative game. Finally, in order to obtain the optimal EE of machine type communication devices (MTCDs) and UEs in the game to confirm the power allocation, we transform each non-convex optimization problem into the convex form by using nonlinear fractional programming and solve the transformed problem by Dinkelbach's method and Lagrangian duality theory. The simulation results show that our scheme can dramatically shorten the total transmission time at the cost of a little more total energy when compared to the existing works.
I. INTRODUCTION
Machine-to-machine (M2M) communications, which are also known as the machine-type communications (MTC), refer to the intelligent communications among MTC devices (MTCDs) without or with very little human interventions. Cisco Visual Networking Index report predicts that the share of M2M connections will increase from 34 percent in 2017 to 51 percent by 2022, which will reach 14.6 billion M2M connections by 2022 [1] . In other words, M2M communications are being more and more ubiquitous. Typical M2M-based applications include smart grids (SG), smart cities, environment monitoring, health monitoring, industry automation, home automation, and so on [2] - [7] . As various machines or devices in a wide range of application area are universal infrastructure. Furthermore, cellular solutions offer excellent coverage, mobility/roaming support, good security, and ready-to-use infrastructure. As a result, cellular-enabled M2M communication is a more promising solution for M2M-based applications.
Hence, the communications between MTCDs and MTCSs are usually via the cellular network, while the inter-M2M device communications can be either via the cellular network or in ad-hoc mode. The M2M communications via the cellular network are also known as the 3GPP M2M communications, while those in ad-hoc mode or via other networks are also known as the General M2M communications [14] .
However, there are significant challenges in cellularenabled M2M communications due to the special features of M2M-based applications (e.g., massive concurrent uplink transmissions, small bursty traffic, and the high requirements of energy efficiency (EE) [2] ). Since MTCDs may be deployed in dangerous or non-reachable places, the batteries are hardly charged or replaced, and thus saving energy for MTCDs is very important. More crucially, when a large quantity of MTCDs send transmission requests to a cellular base station (BS) directly, the intense competition for radio resource may cause severe network congestion. An effective way to tackle this problem is to deploy MTC gateways (MTCGs) in cellular-enabled M2M networks [15] .
Nevertheless, it is still an open issue to choose what devices to act as the MTCGs. The deployment of specialized infrastructures will incur new network cost and complexity in cellular-enabled M2M networks [16] . Alternatively, electing MTCDs to become the MTCGs will bring more cost on air interfaces and more complexity on device design, since every MTCD should have the same configuration to face the possibility of being the MTCG. Moreover, beside an infrastructure or a MTCD, an MTCG could also be a mobile device (i.e., user equipment, UE) [17] . In home and office environments, there exists a certain number of UEs. Since UEs may have more computational power and storage space than MTCDs, it is recommended that configuring the UEs as the MTCGs in this environment [18] , [19] . Furthermore, there are a lot of existing researches for improving the performance of UEs (e.g., device-to-device (D2D) communications [20] - [22] ), which is also an advantage of UEs for being MTCGs.
On the other hand, non-orthogonal multiple access (NOMA) can simultaneously serve multiple users at the same frequency and time resource by splitting different users in the power domain [23] . Consequently, the NOMA-based access scheme yields a significant gain in spectrum efficiency (SE) over conventional orthogonal access method [24] - [27] . This favorable character makes NOMA to be a promising access solution for supporting the massive MTCDs in cellularenabled M2M networks. In conjunction with NOMA transmission, the joint use of superposition code at the transmitter and successive interference cancellation (SIC) at the receiver have been also studied [28] - [32] .
However, NOMA also has its limitation. To reduce the receiver complexity and error propagation due to SIC, it is reasonable for the same resource to be multiplexed by a small number (usually two to four) of devices [33] . Hence, it is necessary to combine the NOMA with the existing access technology (e.g., time division multiple access, TDMA). In this paper, we study and propose an energy-efficient resource allocation scheme with hybrid TDMA-NOMA for cellularenabled M2M networks.
The main contributions are as follows. 1) We propose a time sharing scheme with hybrid TDMA-NOMA in the resource allocation, where we let MTCDs reuse the time slots of UEs to exploit the character of the low power of MTCDs. Due to the NOMA and the reusing of time slots, the SE of MTCDs can be improved, where the problem of low SE brought from the massive deployment of MTCDs can be alleviated.
2) The proposed time sharing scheme is based on the orthogonal frequency division multiplexing (OFDM) in the long-term evolution-advanced (LTE-A) system, where it uses one subchannel in the frequency domain and is flexible in the time domain. Hence, the proposed scheme facilitates the scale expansion of cellular-enabled M2M networks either in the frequency domain or in the time domain. In other words, the proposed scheme contributes to the massive deployment of MTCDs. 3) We model the resource allocation problem among MTCDs and UEs as an upward cellular resource allocation non-cooperative game. Every UE and its serving MTCD group form a team. Each UE optimizes the EE of every member in its managing team, where the strong computational power of UEs can be exploited and the computational burden of MTCDs can be relieved. Since the optimization objective is EE and the UEs take charge of the computation of EE optimizations, the energy saving problems of MTCDs can be improved. 4) The proposed game-theoretic scheme also has a hybrid structure. The game is under the unified scheduling of the evolved Node B (eNB), individual UEs perform the EE optimization of every member in their teams under the maximum transmission power constraints and the quality of service (QoS) requirements in every round of the game. That is, the computational burden of the BS can be also relieved. 5) We also set upper limits of SE in the EE optimization of MTCDs to solve the SE fairness problem brought from different levels of intra-group interference due to the SIC. The remainder of this paper is organized as follows: In Section II, we give a brief overview of the state of the art. In Section III and IV, we introduce the system model of LTE-A-enabled M2M network architecture, the time sharing scheme and the corresponding problem formulation respectively. In Section V and VI, we discuss our energy-efficient resource allocation scheme in detail. We introduce the simulation parameters, results, and analyses in Section VII. Finally, we summarize our results and give the conclusions in Section VIII.
II. RELATED WORK
Since cellular networks offer excellent coverage, mobility/roaming support, good security, and ready-to-use infrastructure for M2M communications, many researches of resource allocation in cellular-enabled M2M networks have been attracted from industry and academia in recent years. For example, a joint scheduling and power allocation issue for M2M communications in uplink single-carrier frequencydivision multiple access (SC-FDMA)-based LTE-A networks was studied in [34] . A QoS-driven energy-efficient resource allocation for the uplink LTE networks in M2M/H2H(humanto-human) co-existence scenarios was investigated in [35] . A resource allocation scheme for M2M LTE networks, where LTE users, MTCDs, and relay nodes co-exist, was proposed in [36] .
On the other hand, some works devoted to exploiting NOMA to support the massive communication of MTCDs in the M2M network. In [37] , an uncoordinated non-orthogonal random access protocol, which is an enhancement to the recently introduced Slotted Aloha-NOMA (SAN) protocol, was presented to improve the network throughput. In [38] , a reconfigurable medium access control with the ability to choose a proper access scheme with the optimal configuration for devices based on the network status was proposed, and the network throughput was also improved.
As we can see the, most of the existing works considered either the cellular-enabled M2M networks or the M2M networks with NOMA. However, there are also some works considering combining the NOMA and the cellular-enabled M2M networks. In [39] , a new millimeter-wave NOMA (mmWave-NOMA) downlink transmission scheme based on a novel MTC pairing scheme for cellular M2M systems was designed and the outage probability was improved. In [40] , a novel random access and resource allocation scheme for the coexistence of NOMA-based and orthogonal multiple access (OMA)-based M2M communications was proposed to improve the number of successful data packet transmissions and guarantee the QoS.
However, none of the above works related to NOMA has taken the limited energy of MTCDs into consideration. The work in [41] proposed a novel architecture for M2M communications over cellular networks, where the K-mean clustering for machines as well as cluster head (CH) reselection method was applied to balance the power consumption within the machines to increase their battery life. The work in [42] studied and compared two energy efficient resource allocation schemes with nonlinear energy harvesting and two different multiple access strategies (i.e., NOMA and TDMA) for the cellular-enabled M2M network, where the energy consumption is reduced.
In the above works, only the work in [42] considered the energy efficient resource allocation in the cellular-enabled M2M networks. However, the resource allocation in [42] was given as a centralized algorithm, which only can be run on the BS side. And the UEs were not configured as MTCGs in [42] . On the one hand, the time cost of the algorithm is high when compared with the non-centralized algorithm. On the other hand, the computational burden of the BS was aggravated and the strong computational power of UEs was not exploited.
Besides, there are also some works of resource allocation considering reusing the spectrum resource of UEs for MTCDs in the cellular-enabled M2M networks. The work in [18] configured the UEs as the full-duplex (FD) relaying based gateways and reused the channels of UEs for MTCDs. The work in [43] studied the power control for cognitive M2M communications underlaying cellular network, where MTCDs reuse the licensed spectrum of UEs in an opportunistic and fair manner.
Thus, we propose an energy efficient resource allocation scheme with the algorithm in the hybrid architecture (i.e., a combined centralized and distributed algorithm) in this paper. Furthermore, to further exploit the character of low power of MTCDs, we consider reusing the time slots of UEs for MTCDs in the proposed scheme. That is, on the premise of guaranteeing the EE, we aim at not only lowering the time cost of the algorithm but also shortening the transmission time.
III. SYSTEM MODEL
For a general case, we consider a total of N MTCD groups 1 in an LTE-A system with an eNB, as shown in Fig. 1 . In MTCD group n(n = 1, 2, . . . , N ), the set of MTCDs is denoted as G n . And G = {G n |n = 1, 2, . . . , N } denotes the set of all MTCD groups. For every MTCD group n, there is a corresponding UE n to serve it. Also, U = {n|n = 1, 2, . . . , N } denotes the set of all UEs.
The LTE-A system allocates resource by resource blocks (RBs). The structure of an RB is illustrated in Fig. 2 . An RB consists of 84 resource elements (REs). An RE consists of an OFDM symbol in the time domain and a subcarrier in the frequency domain. Every OFDM symbol has a duration of 1/14 ms, and every subcarrier has a bandwidth of 15kHz. Hence, an RB consists of 0.5ms (i.e., the duration of 7 OFDM symbols) in the time domain and 180kHz (i.e., the bandwidth of 12 subcarriers) in the frequency domain.
Furthermore, two RBs form a scheduling block (SB) in the LTE-A system, which consists of a transmission time interval (TTI) in the time domain (i.e., 1 ms) and a subchannel with 12 subcarriers in the frequency domain.
In our resource allocation, the time sharing scheme is based on a subchannel in the frequency domain and a certain amount of TTIs in the time domain, which depends on the 1 Our works focus on the resource allocation of MTCD groups in the cellular-enabled M2M networks. The relatively simple grouping method will be used, such as, the K-means clustering in the simulations. We plan to study the better grouping method in the future works. transmission period. As depicted in Fig. 3 , one uplink transmission period T is divided into N equal slots which are denoted as t 1 , t 2 , . . . , t N , i.e., T = N n=1 t n . In every uplink transmission period, UE n transmits the decoded data to the eNB in t n , where the encoded data is simultaneously transmitted from the served MTCD group n following the NOMA principle in reused t m of the last uplink transmission period, and is decoded by applying SIC in UE n. Considering the LTE-A air interface of UEs is half duplex, we have m = n. To further exploit the benefit of reusing spectrum resource, we build our scheme with the design that the MTCD groups communicate with UEs by reusing the time slots of UEs instead of the independent time slots. Since MTCDs communicate with their corresponding UE in low power and short distance, it can be predicted that MTCDs would hardly cause or suffer severe interference. And for further improving the SE of MTCD groups, we allow them to reuse more than one time slot.
The achievable SE (defined as bits/s/Hz) of MTCD i in group n (i.e., i ∈ G n ) in one uplink transmission period is given by 
where p D j,n,m g D j,n represents the intra-group interference from MTCD j in group n to UE n in time t m . We assume that the MTCDs in group n (i.e., the set G n ) have been sorted
The signals of the MTCDs which are farer from the eNB in the same group will be decoded first. Thus, by applying SIC, the link from MTCD i in group n to UE n only suffer the intra-group interference from MTCDs with bigger indexes in the same group. s D n ,m p D j,n ,m g n j,n represents the inter-group interference from MTCD j in group n to UE n in time t m , i.e., n = n. I U i,n,m is the UE interference, which is given by
where p G m g n m represents the UE interference from UE m to UE n in time t m .
The achievable SE of UE n (i.e., n ∈ U ) in one uplink transmission period is given by
where p U n represents the transmission power of UE n. g e n represents the subchannel attenuation of the link from UE n to eNB. VOLUME 7, 2019 In (5), I D n is the MTCD interference, and is given by
where s D n ,n p D i,n ,n g n i,n represents the MTCD interference from MTCD i in MTCD group n to UE n in time t n .
The total power consumptions of MTCD i in group n and UE n are respectively given by T · p U n , and the circuit power of it, i.e., p U ,C n .
IV. PROBLEM FORMULATION
Since each device (i.e., one of MTCDs and UEs) is only interested in maximizing its individual benefit rationally and selfishly, we modeled a noncooperative game G to address the resource allocation problem, which can be denoted as the triplet G = T, S, E . T is the set of gamers (i.e., MTCDs and UEs) participating in the game. S is the set of possible strategies that gamers can take in the game. E is the set of gamers' utilities when they take any strategy in S.
To make the best of the computational power of UEs and save the energy of MTCDs, we let UEs participate in the game on behalf of their corresponding MTCD groups. Specifically, UEs take charge of computing the optimal strategies of them and their MTCD groups, while MTCDs just wait for receiving the game results which will be sent from UEs after the game. Hence, UE n and its MTCD group G n can be considered as Team n taking actions together in the game, i.e., T =
is the set of possible strategies of Team n. And
. . , N , m = n} specifies the possible strategies for MTCD group n to reuse different time slots.
, m = 1, 2, . . . , N , m = n} specifies the possible strategies of transmission power of MTCD group n. Similarly,
n } specifies the possible strategies of transmission power of UE n.
The utility function is defined as the EE (bits/J/Hz), which is the ratio of the SE to the total power consumption [44] . When we aim at maximizing the EE of every MTCD and
i,n and E U n are the EE of MTCD i in group n and UE n respectively and are given by
The corresponding EE optimization problems are formulated as
where
. . , N , m = n} are power constraint set and time slot selection constraint set for MTCD i in group n. C 4 are the power constraint. All of them are mentioned as strategy sets hereinbefore. C 3 and C 5 indicate the QoS constraints.
However, since all MTCDs in group n use the same strategy S D n , the serial of optimal S D n obtained by maximizing E D i,n (i.e., solving problem (11)) for i ∈ G n are conflicting. Thus, aiming at maximizing the average EE of MTCD group n would be a better approach. Accordingly,
n is the average EE of MTCD group n given by (13) . The corresponding rewritten EE optimization problem is given by (14) .
. . , N , m = n} and C 7 = {C i 7 |i ∈ G n } are power constraint set and QoS constraint set respectively.
There are challenges when optimizing the EE of MTCD i in group n and UE n by solving the above problems (12) and (14) respectively.
(a) C 1 is a constraint set of Boolean variables. (b) The SE fairness among MTCDs in group n cannot be guaranteed by maximizing E D n (i.e., solving problem (14)). (c) The objective functions are not convex. (d) There are a large number of constraints in problem (14) . Clearly, challenges (a), (c) and (d) means solving problems (12) and (14) by convex optimization theory is difficult, while challenge (b) indicates a potential problem in game G. In the next section, we will present our recourse allocation scheme to cope with the above challenges.
V. THE ENERGY-EFFICIENT RESOURCE ALLOCATION SCHEME
To cope with the above challenges, we introduce our energyefficient resource allocation scheme in this section. First, we revise the time sharing scheme by introducing constraint relaxation. Second, we guarantee the SE fairness among MTCDs in one group by estimating and distributing the maximum forwarding capability of UEs. Third, we transform the non-convex optimization problems into the convex form by nonlinear fractional programming, and solve the transformed problems by Dinkelbach's method and Lagrangian duality theory. Finally, we describe the architecture and analyze the Nash equilibrium of the noncooperative game.
A. REVISED TIME SHARING SCHEME We first deal with challenge (a). We relax s D n,m in constraint C 1 from a Boolean value to a real number between 0 and 1 (i.e., 0 ≤ s D n,m ≤ 1) to handle the problem like [45] . In this case, s D n,m can be explained as a time-sharing factor for N -1 MTCD groups (except MTCD group m) to utilize time slot t m . In other words, MTCD group n uses a part (i.e., s D n,m ) of every time slot t m except t n . A graphical representation for this approach is shown in Accordingly, problem (14) is rewritten as
From (15), we can find
> 0. That is to say, reusing slots as much part as possible will always benefit the EE of MTCDs. However, s D n,m should also meet 1≤n≤N n =m s D n,m = 1 for m = 1, 2, . . . , N [46] . Thus, it is not suggested to consider strategies S D n in game G. To tackle this problem, we can find out the appropriate S D n according to some evaluation strategies before the start of game G. Some evaluation methods will be given in the simulations. In other words, S D n is regarded as a set of constants in game G. Accordingly, (15) is rewritten as
where (16) is the optimization problem about the average EE of MTCD group n. Since S D n is considered as a constant set, we can further study the EE of every MTCD i in group n, which is rewritten from (9) and is given as (17) . And the corresponding EE optimization problem is rewritten from (11) and given as (18)
On the other hand, to keep off mathematically complex operation, we let UE n transmit with different power in every part of t n (see Appendix A for detail). Accordingly, (5) and (8) are rewritten as
where p U n,n is the transmission power of UE n in the part s D n ,n of t n . The corresponding strategy set is rewritten as
And I D n ,n is the MTCD interference in the part s D n ,n of t n ., which is rewritten from (6) and is given as (21) .
Accordingly, the EE optimization problem (12) should be rewritten as
where C 8 = {C n 8 |n = 1, 2, . . . , N , n = n} is the transmission power constrain set. So far, we have solved challenge (a) and transformed the EE optimization problems of MTCD i in group n and UE n (i.e., problems (18) and (22)) into the similar form by adjusting the architecture of game G. However, the architecture still needs further revising to meet challenge (b), which will be introduced in the next subsection.
B. FAIRNESS AMONG MTCDS IN ONE GROUP
In this subsection, we will address challenge (b). It is not difficult to see that MTCDs in the same group will suffer different levels of intra-group interference (i.e., (2)) due to the SIC in NOMA. Hence, the SE of MTCDs in the same group obtained by (18) will be widely divergent. To guarantee the SE fairness, we plan to set an upper limit to the SE in problem (18) . First, UE n should estimate its current maximum forwarding capability by C U n P U ,max n , which is obtained by (19) . Next, UE n distributes a part of C U n P U ,max n to every MTCD i in group n as the upper limit of SE, which is denoted as C D,max i,n and is given by
which indicates UE n allocates the forwarding capability according to the QoS requirement ratio. Then, (18) is rewritten as
Finally, since the maximum forwarding capability C U n P U ,max n will not be totally run out of in general., (22) is rewritten as
where P D, * i,n is the optimal P D i,n obtained by solving (24) . C U ,0 n is the required SE for UE n to transmit its own data (i.e., not the forwarding data). Note that for reducing interference to MTCDs, constraint C 10 is an equality constraint.
So far, we have addressed challenge (b). In the next subsection, we will meet challenges (c) and (d) to solve problems (24) and (25).
C. CONVEXIFICATION AND SOLUTION OF EE OPTIMIZATION PROBLEMS
To address challenge (c), we consider transforming the objective functions of (24) and (25) 
Next, there is the following theorem which can be easily proved in a similar way to [47] . 
Theorem 1 shows that if we can find a e D i,n satisfies max 
the new objective function is concave. To obtain a convex EE optimization problem, we just turn to study minimizing the new objective function in its minus form. Accordingly, (24) is rewritten as
Similarly, let e U , * n be the maximum EE of UE n, (25) is rewritten as
Now, the convexification of EE optimization problems is finished and challenge (c) is solved. Note that C 2 , C 3 , C 8 and C 10 are all convex sets. As for C 9 , even though it is not a convex set, we can still obtain the global optimal solution P D. * i,n using the convex optimization which will be introduced later.
As mentioned before, we want to find out the e D i,n and e U n with appropriate values to make the minimum values of (28) and (29) be 0. We can adopt an iterative algorithm to find them, which is known as Dinkelbach's method [47] . Taking (28) for example, e D i,n is set to be a very small positive number (e.g., e D i,n = 10 −4 ) in the beginning. Then, in every iteration, we solve (28) and check whether the minimum value is close to 0 enough (i.e., satisfies the precision However, we still need a method to solve problems (28) and (29) . Since the optimal solution P D. * i,n and P U , * n can be obtained by using convex optimization, we can adopt Lagrange duality theory to find them [48] . Still taking (28) for example, the associated Lagrangian function is given as follows. (30) β D i,n and γ D i,n are the Lagrange multipliers associated with C 3 and C 9 respectively. Note that C 2 is not considered in (30), which will be introduced later. According to the Lagrange duality theory, solving original problem (28) is equal to solving the dual problem (31) with constraint set C 2 .
To find the P D. * i,n , we need the Karush-Kuhn-Tucker (KKT) conditions, which associated with (31) is given by
The P D i,n which satisfies C 2 and (32) and minimizes (30) is the P D, * i,n . First, the P D i,n satisfies (32-1) is given by (33) .
Next, from the following Theorem 2, (33) can be rewritten asp
where C 2 will be satisfied and the meaning of [x] b a is given by (35) . Proof: Please refer to Appendix B. Theorem 2 also explains why C 2 is not considered in (30) . Accordingly, using Theorem 2 can avoid modeling the Lagrangian function associated with (28) with a large amount of inequation constraints (i.e. C 2 ) and can also avoid the corresponding complicated KKT conditions. In other words, challenge (d) is solved. 
We plug (37) into (1), and confirm whether there is a
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To find the appropriate β D i,n , we can use the gradient method [49] . The initial value of β D i,n is set to be 0, and is updated by (38) iteratively.
where µ D,β i,n is the positive step associated with β D i,n . The
indicates the positive gradient direction to find the maximum.
Similarly , we plug (39) into (1), and confirm whether there is a
To find the appropriate value, γ D i,n is set to be 0 initially, and is updated by (40) iteratively. Moreover, we can see that when C 9 works, the corresponding case is case (a) or (b). Thus, we can learn that all p D i,n,m given by (36) or (37) 
For clarity, the above process is also summarized as algorithm 2-a and 2-b, where L is the precision.
Algorithm 2-a Lagrange Duality for UEs
for i ∈ G n Output: minimum in (29) 1. α D n ← 0 2. while true do 3.
Calculate p U , * n ,n for n = 1, 2, . . . , N , n = n 4.
Calculate C U n P U , * n by (19) 5.
Update α D n by (43) 7.
else return the minimum of (29) using P U , * n 8.
end if 9. end while

D. GAME ARCHITECTURE AND NASH EQUILIBRIUM ANALYSIS
The noncooperative game G has a hybrid architecture. In the prepare phase, UEs collect the information (e.g. the location and the QoS) of their corresponding MTCD group first. Then, the eNB collects the location information of every team. Next, every UE receives the location information of other teams from the eNB and reports that it's prepared for the game. Last, the eNB declares the start of the formal stage after receiving all preparation reports from every UE.
In the formal stage, the game will repeat for many rounds. In every round, every UE receives the new game information from eNB first. Next, every UE estimates its maximum forwarding ability, and optimizes the EE of its MTCDs by Algorithm 1 and 2-a. Then, every UE optimizes its EE according to the optimal SE of its MTCDs by Algorithm 1 and 2-b. Last, every UE reports the new transmission power strategies (i.e., the current optimal transmission power strategies) of its team to the eNB.
Meanwhile, in the beginning of every round, the eNB will broadcasts the new collected game information to every UE, until the average transmission power of all teams is stable Output: the minimum in (28) 1.
by (1) 4
return the minimum of (28) by (1) 11.
return the minimum of (28) by (1) 20.
return the minimum of (28) end while 24. end if (i.e., changes very a little). Then, the game is over and a Nash equilibrium has been reached.
Definition 1: A Nash equilibrium in game G is a set of strategies that none of devices (neither MTCDs nor UEs) can unilaterally improve its EE performance by choosing a different strategy set.
Theorem 3: The optimal strategy set P D, * n , P U , * n |n = 1, 2, . . . , N } obtained by the proposed resource allocation scheme constitutes a Nash equilibrium in game G.
Proof: According to [50] , a Nash equilibrium exists if the utility function is continuous and quasi-concave, and the set of strategies is a nonempty compact convex subset of a Euclidean space. In our proposed noncooperative game G, the utility functions of MTCDs and UEs are given by the objective functions in (28) and (29), where left terms are affine functions and right terms are convex functions. Furthermore, the corresponding strategy sets C 2 , C 3 , C 8 and C 10 are all nonempty compact convex subsets of Euclidean spaces. And C 9 can be narrowed to be convex. Hence, it is easy to prove that a Nash equilibrium exists in our proposed noncooperative game. 
VI. SIMULATION RESULTS
In this section, the proposed energy-efficient resource allocation scheme with hybrid TDMA-NOMA, which is labeled as ''HTN'', is compared with the NOMA scheme in the existing work [42] , which is labeled as ''IPCTA-NOMA''. To this end, first, we summarized the simulation parameters as Table 1 , where the parameters values are based on [42] unless otherwise specified. The path loss model also refers to [42] and is given by 128.1 + 37.6log 10 
where n = n and the corresponding schemes are labeled as ''HTN-1'', ''HTN-2'' and ''HTN-3'' respectively. Clearly, (44) indicates an equal distribution of time t n for each MTCD group n . Since there is mutual interference between UE n and every MTCD group n in time t n , (45) consider the situation that the interference from the former to the latter is severer than that from the latter to the former, and (46) is on the contrary. To be specific, (45) indicates that the shorter distance between UE n and UE n (UE n is the signal receiver of MTCD group n ) leads to the severer interference from UE n to MTCD group n , hence a larger part of time t n will be allocated to MTCD group n (i.e., s D n ,n ). Similarly, (46) indicates that the shorter total distance between MTCD group n and the eNB (the eNB is the signal receiver of UE n) leads to the severer interference from MTCD group n to UEn, hence a smaller s D n ,n will be allocated. Last, to intuitively compare the simulation results, we consider the indicator ''total energy'' just like [42] , which can be converted from the EE and is given by (47) where D D i,n is the data of MTCD i in group n to be sent (D D i,n is in bits), which is known as the payload in [42] . B is the subchannel bandwidth. Similarly, we also compare the total time for transmitting all data, which is given by
where the total time is an average value since UEs and MTCDs transmit data simultaneously in a transmission period T . Note that in some simulations with extreme conditions, the QoS of some MTCDs will be unsatisfied, where we just mark those MTCDs and let them transmit with maximal power to maintain game G in HTNs.
A. CONVERGENCE BEHAVIORS On the one hand, we can find that the HTN-1 scheme converges with fluctuation. This phenomenon is reasonable. From (34) and (42) we can know that, the severer interference the MTCDs and UEs suffer, the smaller the optimal transmission powers are. When the transmission powers reduce, the mutual interference also reduce, and the new optimal transmission powers will increase and lead to the large interference again. However, the magnitude of the power change and the interference change will decrease with the game rounds (i.e., iterations). The transmission power and the EE will converge at last, and so do the total energy.
On the other hand, as depicted in Fig.5 , HTN-1 takes about twice the number of iterations as much as IPCTA-NOMA. However, in each iteration, our scheme can run on the distributed architecture. The EE optimization problems can be hand out to every UE, or can be considered as a series of subtasks run in the cloud computing architecture (e.g., C-RAN [51] ). Accordingly, twice the number of iterations doesn't mean that our scheme has the higher time cost. The more MTCD groups there are, the more beneficial our scheme is. Fig. 6 and Fig.7 show the total energy and the average transmission time of HTNs and IPCTA-NOMA corresponding to various required payload of each MTCD respectively. It is observed that with the growing required payload of each MTCD, both the total energy and the average transmission time of HTNs and IPCTA-NOMA increase. Moreover, IPCTA-NOMA outperforms HTNs in terms of the total energy. This is due to the fact that, compared to IPCTA-NOMA, there exists interference between MTCDs to UEs in HTNs, which lower the EE of UEs and MTCDs. However, on the other hand, HTNs outperforms IPCTA-NOMA in terms of the total transmission time. This is because we let MTCDs reuse the time slots of UEs in HTNs, which leads to a shorter total transmission time of HTNs when compared to that of IPCTA-NOMA.
B. REQUIRED PAYLOAD OF EACH MTCD
It is also found that the larger required payload of each MTCD, the more outperformance of HTNs in terms of the total transmission time and the more outperformance of IPCTA-NOMA in terms of the total energy. With the default setting of simulation parameters, the total energy of IPCTA-NOMA is 8.35%, 19.56% and 6.34% lower than that of HTN-1, HTN-2 and HTN-3 respectively, while the total transmission time of HTN-1, HTN-2 and HTN-3 is 87.14%, 61.51% and 78.53% lower than that of IPCTA-NOMA respectively. Thus, with the tradeoff between the total energy consumption and the total transmission time, we consider HTNs have the better performance. Furthermore, HTN-2 has the worst performance among HTNs. And compared with HTN-3, HTN-1 performs shorter total transmission time with the price of higher total energy consumption. Besides, IPCTA-NOMA will not always outperform HTNs in terms of the total energy, which will be shown in the next simulation results. Fig. 8 and Fig.9 show the total energy of HTNs and IPCTA-NOMA corresponding to various maximal transmission power of each UE when p D,C i,n = 0.5mW and p D,C i,n = 5mW respectively. From Fig. 8 and Fig.9 , we can see, IPCTA-NOMA outperforms HTNs in terms of the total energy in most cases when the circuit power of each MTCD is low i.e., p D,C i,n = 0.5mW, while HTNs outperforms IPCTA-NOMA in terms of the total energy when the circuit power of each UE is high, i.e., p D,C i,n = 5mW. According to the analysis in [42] , the total energy consumption of IPCTA-NOMA lies in the transmission power of MTCDs and the energy consumed by MTCGs to charge the MTCDs at low circuit power regime, while it lies in the circuit power of MTCDs and the charging consumption of MTCGs at high circuit power regime. In other words, the low transmission power of MTCDs lead to the low total energy consumption at low circuit power regime, while the high circuit power of MTCDs lead to the high total energy consumption at high circuit power regime. Thus, we consider that the reason why IPCTA-NOMA outperforms HTNs in terms of the total energy in most cases at low circuit power regime is also because we let MTCDs reuse the time slots of UEs in HTNs, and that causes the higher transmission power of MTCDs and UEs to resist the larger interference. Nevertheless, we consider that the reason why every HTN outperforms IPCTA-NOMA in terms of the total energy at high circuit power regime is because the HTNs have the shorter total transmission time, which has been shown in subsection B Furthermore, it is found that with the growing maximal transmission power of each MTCD, the total energy of every HTN decreases first and then increases, while the total energy of IPCTA-NOMA decreases all the time. According to the analysis in [42] , the monotone decreasing of the total energy in IPCTA-NOMA is due to the fact that a larger maximal transmission power of each UE ensures UEs can transmit with more power, and the required payload can be uploaded in a shorter time, which results in low total energy consumption. This analysis also applies to HTNs, where the decrease of the total energy in HTNs at low maximal transmission power validates the analysis. However, there exists interference from UEs to MTCDs in HTNs. When the transmission power of each UE is too large, the interference from UEs to MTCDs will be severe and results in the lower SE of MTCDs. As a result, the transmission time will be longer and results in high total energy consumption, which can be validated by the increase of the total energy in HTNs at high maximal transmission power.
C. MAXIMAL TRANSMISSION POWER OF EACH UE
It is also illustrated that HTN-2 always performs the highest in terms of total energy consumption among HTNs. HTN-1 outperforms HTN-3 in terms of The total energy when the maximal transmission power of each UE is low, i.e., p U ,max n ≤ 0.3W, while HTN-3 outperforms HTN-1 in terms of the total energy when the maximal transmission power of each UE is high, i.e., p U ,max n ≥ 0.5W. i,n = 5mW. Furthermore, it is found that the total energy of every HTN increases with the growing maximal transmission power of each MTCD, while the total energy of IPCTA-NOMA is on the contrary. This is also due to the fact that there exists interference from MTCDs to UEs in HTNs, but there is no such interference in IPCTA-NOMA. And the interference from MTCDs to UEs is severer relatively, such that the effect of large transmission power of MTCDs to improve their SE and shorten the transmission time is not significant. Accordingly, the larger transmission power always leads to the higher interference from MTCDs to UEs and the lower SE of UEs. As a result, the transmission time will be longer, which is on the contrary of IPCTA-NOMA.
D. MAXIMAL TRANSMISSION POWER OF EACH MTCD
It's also illustrated that HTN-2 always performs the highest total energy consumption among HTNs. In fact, according to the different trends of the total power of HTNs corresponding the various maximal transmission power of MTCDs and UEs, it can be concluded that the interference from MTCDs to UEs is usually severer than the interference from UEs to MTCDs. Thus, it is no wonder that HTN-2, which considers the situation that the interference from the UEs to the MTCDs is severer as described in the beginning of this section, always have the worst performance among HTNs in simulation results.
Moreover, HTN-1 outperforms HTN-3 in terms of the total energy when the maximal transmission power of each MTCD is low, i.e., p D,max i,n ≤ 1.5mW, while HTN-3 outperforms HTN-1 in terms of the total energy when the maximal transmission power of each MTCD is high, i.e., p D,max i,n ≥ 2mW. A similar result has been shown in the last subsection. In fact, since the interference from MTCDs to UEs is dominant, the HTN-3, which aims at mitigating this interference, will certainly perform the best effects. 
VII. CONCLUSION
In this paper, we propose an energy-efficient resource allocation scheme with Hybrid TDMA-NOMA in LTE-A-enabled M2M networks. First, we configure the UEs as the MTCGs. Then, we propose the improved time sharing scheme. Next, we formulate the resource allocation problems as a noncooperative game. Finally, in order to obtain the optimal EE of MTCDs and UEs in the game to confirm the power allocation, we transform each non-convex optimization problem into the convex form by using nonlinear fractional programming, and solve the transformed problem by Dinkelbach's method and Lagrangian duality theory.
The simulation results show that the total energy consumption of our scheme outperforms the existing works when the circuit power of each MTCD is low, or when the circuit power of each MTCD is high and the maximal transmission power of each UE is low. More importantly, our scheme outperforms the existing works in terms of the total transmission time. That is, even in the worst case, our scheme can dramatically shorten the total transmission time at the cost of a little more total energy when compared to the existing work, which is more suitable for supporting the numerous MTCDs in the time domain.
APPENDIX
A. DISADVANTAGES OF CONSTANT POWER IN T N FOR UE N
In this situation, the EE optimization problem for UE n is given by (12) , where C U n and p U ,t n are given by (49) and (50), which are rewritten by (19) and (20) with p U n ,n = p U n .
Following the discussion in subsection C of section V. The corresponding Lagrangian function is given by
Here we can see, finding a p U n p U ,max n 0 satisfying (52) is difficult. On the other hand, when p U n = p U n ,n , equation (52) at least has a solution set consists of
which is exactly (42) in our scheme.
B. PROOF OF THEOREM 2
If consider C 2 , the Lagrangian function associated (28) is given by 
