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On simplicial and central measures, 
and split faces. 
By 
lsvald Lima 
The main purpose of this paper is to study the facial 
structure of compact convex sets. The results we obtain are 
used to give characterizations of simplicial and central 
measures. 
In the first two sections we restrict our attention to 
the compact convex set of all probability measures on a com~ 
pact convex set. In section 1 it is shown that a probability 
measure is a simplicial measure if and only if the restriction 
of the barycenter map to the smallest face containing the 
measure is injective. 
It is well known that a compact convex set is a Choquet 
simplex if and only if the restriction of the barycenter map 
to the set of all maximal probability measures is injective. 
This is used in section 2 to show that the norm closure of a 
face in a compact Choquet simplex is a face. 
Section 3 contains some results on strongly disjointness 
and split faces. 
The last section is about central measures. We give 
characterizations of central measures and we show that every 
central measure is a simplicial measure. 
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Notation 
Let K be a compact convex set in a real locally convex 
Hausdorff vector space E • A(K) will denote the (real) affine 
continuous functions on K and C(K) the space of all (real) 
continuous functions on K • Without loss of generality we can 
assume that E = lin spanK and that K c H where H is a hyper-
plane in E and 0 /H. (See Theorem II.2.4. in [3].) 
If X is a Borel subset of K ~ we shall denote by M(X) 
the space of all signed Borel measures on K such that 
!~I(K'X) = 0, and by M~(X) the convex set of normalized posi-
tive measures in M(X) If X is compact, M(X) is a Banach 
space and M~(X) is w*-compact. (We will identity M(X) and 
C (X)-:~ when X is compact.) 
A signed measure ~ on K is said to be maximal or a boun-
dary measure if 1~1 is maximal in Choquet's ordering, < , of the 
positive measures M+(K) • The linear subspace of M(K) of all 
(signed) boundary measures is denoted by Q and Q1 = Q 0 M~(K) • 
If ~ E M~(K) , then the barycenter or resultant of ~ is the 
r 
unique point x = r(~l) E K such that if d !l = f(x) for all 
f E A(K) The map r: M~(K) .... K defined by !l _. r(u) is con-
tinuous, surjective and affine and the restriction of r to the 
face Q1 is also surjective. (See [3] or [15].) We shall write 
Mx for the set til E IVIt(K) : r(!l) = x} and Qx for Mx n Q1 , 
X E K • 
If S ~ K , then co(S) is the convex hull of S , and 
co(S) is the closed convex hull of S • If C is a convex set, 
6 0 will denote the set of extreme points in C (if any). 
e 
The reader is refered to [3] as a general reference on com-
pact convex sets. 
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1. Characterizations of simplicial neasures 
Definition: If S c K , the smallest face in K containing 
S will be denoted by face (S) • 
The following characterization of face (x) , x E K , is 
well known (see e.g. [1]). 
Proposition~: Let x E K • 
face (x) = !_I (a.x- (a.-1 )K) n K 
a.>1 
= [y E K: x=.ly+(1~.l)z for some z EK and a.2:1} 
a. a. 
~position 1~~: Let ~ E Mt(K) . Then we have: 
+ dv co face (~) = (v E M1 (K): v <<1-1 and d~ EL (~)} 
Proof: Let v E face (~) • Then by Proposition 1.1 there 
exist TIE Mt(K) and a. E <0, 1] such that 
~ = a. v + ( 1 -a.) lT 
If B c K is a Borel set, then !-l(B) > a.v(B) , and hence 
v << 1.1 with ~ E L00( f.l) • 
Suppose next that v E M~(K) and v << ~ with ~~ E L':O(f..l) • 
Let a. = 1 + ~~~~~~LX'(f..L) • 
Define a measure n by 
n(B) = (a.-1 )-1 (a. !l(B)- v(B)) 
for each Borel subset B of K • Then n E M~(K) and 
1 1 ~ = -v+(1--)n , such that v E face (~) • The proof is complete. 
a. a. 
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Proposition 1.3: Let 1.1 E M1(K) • Then we have 
face (l.l)norm = {v E M1(K) : v << 1.1} 
Proof: 1) Suppose v E M1(K) and v << 1.1 • 
Let f = ~EL1 (u) • For each n E (1,2, ••• } , define 
fn = (l.l(min(n,f)))-1 • min(n,f) , 
and define a measure lln by 
lln(B) = r f d1.1 j n 
B 
for each Borel set B cK. Then lln E face(ll). 
a.e. (!J.) , so fn _, f 
1 = llf \1 1( )= 
' n 'L 1.1 
and 
Thus we have: 
f (x) 
n 
... f(x) 
!\v-llnll = sup lv(h)-!.1 (h)l l\hll~1 n 
hEC(K) 
in L 1 ( 1.1) • 
= sup !Jh(f-f )dill< 1\f-f IIL1( ) .... 0 , as n _, :o. 
!lhll.:51 n - , n· 1.1 
hEC(K) 
(,,)norm. Hence v E face ,.... 
2) Suppose next that ----.,.~norm. v E face ( 1.1) For each Borel 
subset A of K such that ll(A) = 0 , we define a face F by 
F = { a E M1 ( K) : a (A) = 0 } 
Using regularity of Borel measures and Urysohn's lemma, we see 
that F is norm-closed. 
Thus 
F = {a E M1(K) a(A) = 0 for each Borel set in K with 
ll(A) = 0} 
is a norm-closed face. Clearly 1.1 E F 9 and a E F if and only 
if a << 1.1 • Hence ~-__,.-:-"norm v E face (1.1) ~ F. , and so v << 1.1 • This 
completes the proof. 
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Corollary 1.4: Let ~ E Mr(K) • Then face (~)norm is a 
face. 
It is well known that the w*-closure of a face of the Bauer 
simplex Mr(K) must be a face [1]. By Corollary 1.4. it follows 
that the corresponding statement is valid for the norm closure of 
face (~) • In Theorem 2.5. we shall prove that the norm closure 
of any face in Mr(K) is a face and in Corollary 2.7. we shall 
prove that the norm closure of any face in a compact simplex is 
a face. 
Definition: Let x E K and ~ E Mx • We shall say that ~ 
is simplicial if ~ is an extreme point in Mx 
If x E K and ~ E Mx we have that r- 1 (face(x)) is a 
face in Mr(K) containing ~ • Thus face (~) c r- 1 (face (x)) 
and hence r(face (~)) S face (x) • 
In the following theorem (i) <==> (ii) was first proved by 
Douglas [7]. 
Theorem 1.5: Let x E K and ~ E Mx. The following state-
ments are equivalent: 
(i) ~ is a simplicial measure. 
(ii) A(K) is dense in 1 L (~) • 
(iii) The restriction of r to face (~) is injective. 
(iv) For every v E Mx such that r(face (v)) ~ r(face (~)) ~ 
we have v < u • 
(v) The set [v EMx: v <~} is a face in Mx. 
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Proof: ( i) <=> ( ii) see [7] or [ 3]. 
(ii) => (iii) Suppose v1,v2 E face (~) and r(v 1 ) = r(v2 ) . 
Let f1,f2 E t::o( ~) be such that \)1 = f1·~ and \)2 = f2•\) • 
For every a E A(K) we have 
" Jaf 1 d~ a(r(v1)) = J ad v1 = 
and 
a(r(v2 )) = Jadv2 = r ja f 2 d~ 
such that 
0 = Ja(f1-f2 )d1J. • 
Since A(K) is dense in L1(~) 
' 
we have f1 = f2 a. e. (IJ.) 
' 
and hence \.'1 = \)2 . 
(iii) => (ii) Suppose r restricted to face (IJ.) is injective 
and that A(K) is not dense in L 1 (~) Then there exists a cp E Lco(IJ.) 
such that cp I 0 and Ja cp d~ = 0 for all a E A(K) • Now we 
have 
Jr.p1d~ 
and 
cp = cp1 - cp2 
= Jcp2d~ 
where ~o 1 , cp2 ~ 0 
Define measures 
\)2 = cp2·~ 
and we can suppose that 
and v2 by 
1 = 
Then v1 ,v2 E face (~) and r(v 1 ) = r(v2 ) even though v1 I v2 • 
Thus we have a contradiction. 
(iii) => (iv) Suppose v E Mx and r(fa.ce (v)) :;: r(face (~)) • 
Suppose 
n 
v = r: A·V· i=1 ~ ~ 
Each v. E face (v) , 
l 
where vi E M~(K) , Ai > 0 
so r(vi) E r(face (~)) , 
n 
and ~ A. = i=1 ~ 
i = 1, ••• ,n 
Thus we can find a 
i = 1, ••• ,n Now 
r(v) = x = r(u) • 
(unique) ~i 
n 
r( 2: A·~-)= i=1 ~ ~ 
such that 
n n 
.E1 A.. r(~.) = .Z1 A.. r(v.) = ~= ~ ~ ~= ~ ~ 
Since 11. E face (\1), i = 1, ••• ,n, and the ~ 
n 
1 • 
restriction of r to face (~) is injective, we have ~= Z A..~ .• i=1 ~ ~ 
From Corollary I.3.3. in [3] it follows that v < ll • 
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Obviously we have face (v.) c face (v) and 
l -
r(face (vi)) ~r(face (v)), i= 1,2. Suppose y E r(face (v)) • 
Then there exist n E <0,1] and rr1 ,rr2 E face (v) such that 
r(rr1 ) = y and 
Since v < ~ , there exist (by Corollary I.33. in C3]) ~ 1 ,~2 E 
such that r(u.) = r(rr.) , i = 1,2 , and 
l l 
Thus we have y E r(face (~)) . Hence 
r(face (v.)) c r(face (v)) c r(face (~)) 
l - -
i = 1,2 
and (v) ==> (i). Suppose u 1 ,~ 2 E Mx 
Then u1 ,u2 < ~ • Hence u1(f) = u2(f) = u(f) for all convex 
functions in C(K) Hence The proof is complete. 
Remark: The argument used to prove (iii) ==> (iv) in Theorem 
1.5. was also used by Wils in [22]. A related result observed by 
Wils [22],Lemma 3.19.] is the following proposition. 
Proposi tion_l.:..§.: Let !J, v E Mx • If \J < u , then 
r(face (v)) c r(face (~)) • 
Proof: See the proof of (iv) ==> (v) in Theorem 1.5. 
Corollary 1.7: Let u E Mx be simplicial. Then r(face (u)) 
=face (x) if and only if ~ is the unique maximal measure inMx. 
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Proof: Follows from Theorem 1.5. and Proposition 1.6. 
Remark. Let u E M~(K) and define B~ = [f E L:o(~) : f > 0 
and jfdu = 11 B 
11 
is a basis for the positive cone in 
and we can define a map rl'l • B _. K by '!""~ ! 11 
cp~ is affine and cpu has a unique extension to a linear functio-
nal co ~~: L (u) ... E • This map ~~ plays a central role in [22]. 
Proposition 1.8: Let x E K. Consider the following state-
ments: 
(i) Qx consists of a unique measure. 
( ii) For all y, z E K and A E [ 0, 1 ] such that x = AY + ( 1-A) z, 
Qx = A Qy + ( 1 -A ) Q z • 
(iii) fjface (x) is affine for every convex function f E C(K). 
Proof: (i) => (ii) is trivial. 
(ii) => (i) By Prop.I.6.12. in [3], there exists a simplicial 
~ E Qx • Obviously by (ii), we have r(face (u)) =face (x) • 
From Corollary 1.7. we can conclude that Qx = {~1 • 
( i) => (iii).. Let f E C (K) be a convex function. If y = face(lc), 
then it follows from (i) that Qy consists of a unique measure. 
Now (iii) follows from Prop.I.6.12. in (3]. 
(iii) ==> (i). Let ~ E Qx • Let 
crete measures such that IJ < u a. 
(u } c M be a net of dis-
' a. - X 
for all a. and IJ = lim !Ja. a. 
(w*-limit). (See [3 
' 
Prop. I. 2. 3. ] .) Let f E C(K) be a convex 
function. By Prop.I.3.5. in [3], to each ~a. 
' 
we can find a 
va. E Mx such that ua. < \)a. and \) (f) = u (f) • Going to a sub-a. a. 
net if necessary, we can assume va. _. v (w*) for some v E Mx • 
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If g E C(K) is a conves function, then 
v(g) = lim v (g) > lim ~ (g) = ~(g) 
a a - a a 
Hence u < v • Since ~ is a maximal we have ~ = v • Thus 
1-l(f) = lim v (f) = lim ~~(f) 
a. a. a. ..... 
If is affine on face (x) 
then since ~a. is discrete, ~a.(f) = f(x) Thus 1-l(f) = f(x) • 
If cr E Qx , then 
"' ~(f) = f(x) = cr(f) , all convex f E C(K) • 
Hence ~ = cr , and Q consists of a uninue measure. X ':1. The proof 
is complete. 
Remark: In the above proposition (i) ==> (iii) was first 
proved by K0hn in [11]. He left it as an open problem whether 
(iii) => (i) • 
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2. Characterization of split faces. 
Before stating the theorem characterizing split faces, we 
shall establish some results on faces in Mt(K) which may also 
be of inde~endent interest. 
Definition: If C is a convex set and F is a subset of C, 
then the set 
F' = U [G: G a face in C and G n F = ,0} 
is called the complementary set of F • 
Lemma 2.1: Let F I¢ be a face in Mt(K) , and let 
u E Mt(K) • Then 1-1 E F' if and only if 1-1 .t.. v for all v E F. 
Proof: 1) If u ~ v for all v E F , then obviously 
face (IJ.) n F = ¢ , so 11 E F' • 
2) Suppose next that there is a v E F such that 11 ! v • 
Let 
Then 
be the Lebesgue-decomposition of 
d~a 1 
Let f = dv EL (v) , and define 
B = [x EK: f(x) ~ !lfi!L1(v)J • 
r Clearly B is measurable and ifdv > 0 • 
<) 
Ll w.r.t. 
Define g = f•xB and h =Bf·xK,B Then g E L00(v) and 
\) . 
1J. = g•v+h•v+!J.s. Hence we have (v(g))- 1 •g•v E Fnface (\.!). 
Hence \l I F' , and the proof is complete. 
Corollary 2.2: If F I¢ is a face in Mt(K) , then F' 
is a face. 
Definition: Let C be a convex set and F a face of C • 
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We shall say that F is a split face of C if F 1 is a face of 
C and every x E C' (F U F') has a unique decomposition 
X = AY + ( 1 -A ) z y E F z E F ' and A E < 0 , 1 > 
Note that if F is a split face of C , then necessarily 
C = co(F tJ F 1 ) • For convex sets of the particular form M1(K) 9 
this is a sufficient condition that a face F be split. 
Corollary 2.3: Let F be a face in Mt(K) 
split face if and only if co(F U F') = M1(K) • 
Then F is a 
Proof: We only need to show that if ~ E co(FUF 1 ), (F UF'), 
then ~ has a unique decomposition after F and F 1 • Suppose 
!-1 2 ,v2 E F 1 and a. 9 A. E <0, 1> are such that 
l.l = AU 1 + (1-A)!-12 = a.v 1 + (1-a.)v2 • 
Since (A.!l 1-a.\J 1 ) .J..((1-A.)~ 2 - (1-a.)v2 ) , we have 
0 = ll>..~-t 1 -a.v 1 !!+ !1(1-A.)!-12 - (1-a.)v2 !1. 
Hence A. = a., 1-1 1 = v1 and l.l2 = v2 , and the proof is complete. 
Theorem 2.4: Let F I ¢ be a face in M1(K) 
a split face if and only if F is norm closed. 
Then F is 
Proof: 1) Suppose F is a split face. Define a function 
f: M1(K) _, [0,1] by setting f(x) =A , where A is given by 
x = AY + ( 1 -A ) z ; y E F , z E F 1 and A E [ 0 , 1 ] • 
The function f is affine, and it is elementary and well knovvn 
that f has a unique extension to a linear functional f' on 
M(K) • This f' is bounded on the unit ball in M(K) , and 
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hence f' is norm continuous. Thus, F = f'- 1(1) n M~(K) is 
norm closed. 
2) 
in [9] , 
Suppose F is norm closed. From the proof of Theorem 2.7. 
it follows that if ~ E M~(K) 9 then there exists v E F 
such that if ll = !la + lls is the Lebesgue-decomposition of ll 
w.r.t. v 9 then lls i. cr for all (J E F 0 Hence ll = 0 s or 
I' p-1 Ills, ·~s E F' by Lemma 2. 1. Now it is clear that M~(K) = 
co(FUF') 
' 
and the proof is complete. 
Remarks: Corollary 2.2., Corollary 2.3. and Theorem 2,4. 
are contained in the papers [2] of Alfsen and [6] of Asinow-Ellis. 
The proofs seems new apart from the first half of the proof of 
Theorem 2.4. The second half of Theorem 2.4. also follows from 
Prop.2.12. in [5]. 
Theorem 2.5: Let F f ¢ be a face in M~(K) . Then Fnorm 
is a face in M~(K) and F' = (Fnorm), • 
Proof: Let !l1,!l2 E M~(K) and ), E <0,1> be such that 
ll = ( ) -norm )q..t 1 + 1- /.. !.!2 E F • Let [!ln} c F be such that llll-!Jnll ... o, 
as n ... oo. Let ll = n llna + !..lns be the Lebesgue-decomposition of 
lln w.r.t. !..1 0 Then llllnsll ... 0 
' 
and !Ill - llnall ... 0 9 as n ... oo. 
By Proposition 1. 2. there is a f E L00( ll) such that f• \..l = ~ • 
Define measures vn by 
vn = ( u ( f ) ) - 1 • II 11 II • f • u + ' 'n s 
· na '''""'na' · na ~-'-
Then v E F and we have 
n 
11 -1-lna(f) I = lllf·llll- !!f·llnalll :S llf!lxllll-l..lna!l ... 0 , as n ... ro, 
Hence 
llu 1 - v II = llf·l..l- (l..l (f) )- 1 ·111-L !l•f•!..l - !..l II 
· · n' ·' na na· na ns 
< l!llnsl! + lifllcol!u-l..lnall + l1-llna(f)-1!11..lna1ll·llfl..lna11- 0' as 
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Thus ~1 E Fnorm 
' 
and Fnorm is a face. 
ObYiously we have (Fnorm), c F' • 
Let v E F' 
' 
and let ~ E Fnorm • Let {~n} cF be such 
that !Ill - lln II .... 0 as n .... en • Then 
11 v - ll !! ~ II v - un II - llll - lln II = 2 - 111-l- llnll .... 2 
' 
as n .... co. 
Hence !I v - ll !l = 2 , so v -'- ll • From Lemma 2. 1. it now follows 
that F' ~ (Fnorm), , and the proof is complete. 
It is well known that K is affinely homoemorphic to a w7~­
compact convex subset of A(K)*[3]. By the ~ topology on K 
we will mean the relative topology of K as a subset of the Banach 
space A(K)* • 
Lemma 2.6: Let K be a compact simplex. For each z E K , 
let llz be the unique measure in Qz Then for every x and 
every y E K , we have llx-yll = !lllx - 1-lyll· 
Proof: We have 
llx-yjj = sup I f(x) - f(y) I = 
\lfl\~1 
f E A(K) 
sup !1-lx(f)- !ly(f) I 
!lfll~1 
f E A(K) 
~ sup 1~-tx(f)- 1-ly(f) l = !lllx -llyll 
1\fl\~1 
f E C (K) 
Let e > 0 and let f E C(K) with !lfl\ < 1 be such that 
11 1-lx - !.ly!! ~ lllx (f) - lly ( f) ! + e: 
By Lemma 9.2. and Proposition 9.3. in [15] we can find convex 
functions g 1,g2 E C(K) and concave functions f 1,f2 E C(K) such 
that g1 ,g2 ~ f ~ f 1,f2 and 
lllx ( g 1 ) - llx ( f 1 ) I < e: 
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and 
By a theorem of Edwards [8] we can find a h E A(K) such that 
maks(-1,g 1 ~g2 ) ~ h ~ min(1~f 19 f2 ) • 
Thus 
and 
Hence 
\!~x- ~y'! =: !h(x)- h(y) I + 5e < Jlx-yl! + 5e . 
Since e was arbitrary, 
llx-ylj = IJu - 1.1 !I 
·' ' . 'X Y'' 
and the proof is complete. 
Oorollar~_g~: Let K be a compact simplex, and let F I ¢ 
be a face of K. Then Fnorm is a face of K, and F'= (Fnorm~,~ 
Proof: It is well known that Q1 is a norm closed face of 
Mt(K) • vVhen K is a compact simplex 9 r is a bijection between 
Q1 and K • From Lemma 2.6. it follows that a subset S of Q1 
is norm closed if and only if r(S) is norm closed. Now the 
Corollary follows from Theorem 2.5. 9 and the proof is complete. 
Theorem 2.8: (Alfsen 9 Asimow 9 Ellis) Let K be a compact 
simplex and let F I ¢ be a face of K • The following state-
ments are equivalent: 
(i) F is a split face. 
(ii) K = co(FUF') 
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(iii) F is norm closed. 
(iv) r- 1 (F) n Q1 is norm closed. 
(v) r- 1 (F) n Q1 is a split face. 
Proof: (i) <==> (v) is obvious since the restriction of r 
to Q1 is a bijection. 
(v) <==> (iv) follows from Theorem 2.4. 
(iv) <==> (iii) follows from Lemma 2.6. 
(i) ==> (ii) is trivial. 
(ii) ==> (v) follows from Corollary 2.3. 
The proof is complete. 
Remarks: 1. (i) <==> (ii) in Theorem 2.8. is first proved 
by Alfsen in [2]. (ii) <==> (iii) is first proved by Asimow-
Ellis in [6]. 
2. It is well known that M(K) is an order complete vector 
lattice. In order complete vector lattices 7 the notion of a band 
has a meaning. The notion of a band was introduced by Riesz (See 
[16] or [14]). It can be shown that the map F .... linspan F is 
a bijection (with inverse M .... M n M~(K)) between the split 
faces of M~(K) and the bands in M(K) • 
From Corollary 1.4. and Theorem 2.4. we get that if ~ E M~(K) ~ 
then the smallest band containing ~ is given by 
lin span(face (~)norm) = {v E M(K) : v << ~} • 
3. More results on split faces can be found in (3], [4], 
[6], [10], [12], [13], [17]. 
Example: Let K = [0,1] and define 
F = [u EM~(K): !-l([x}) =0, all xE [0,1]} 
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(i) F is a split face. Hence F is norm-closed. 
(ii) 
(iii) 
a F = ,0 • e 
F is a G~ 
(iv) It does not exist any Borel set B ~ [Oj1] such that 
~(B) = 1 for all ~ E F , and ~(B) = 0 for all ~ E F' • 
Proof: (i) is clear. 
(ii) aeF c oeMt(K) = {ex: x E [0, 1]} • Hence oeF = ,0 • 
(iii) See Proposition I.2.8. and Example 1.2.10. in [3]. 
( i v) is clear since [ex : x E [ 0, 1]} :=; F' • 
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3. Characterization of split faces by strongly disjointness 
Definition: Let B and D be two convex subsets of the 
vector space E ~ and let G = co(B U D) • We shall say that B 
and D are affinely independent if every x E G can be expressed 
by a unique convex combination 
x = /...y + ( 1-/...) z ~ y E B , z E D ~ /... E [ 0, 1) • 
Definition: Let C be a convex subset of the vector space 
E and let F,G be two faces of C . We shall say that F and 
G are strongly disjoint , and we shall write F 6 G , if F and 
G are affinely independent and if co(F U G) is a face of C • 
We shall say that two points x,y of C are strongly dis-
joint , and we shall write x 6 y , if face (x) b face (y) • 
In [12] the following was proved: 
Pro12osition 3. 1 : Let c be a convex subset of E and let 
F 1¢ be a face of c . The following statements are equivalent: 
(i) F is a split face. 
(ii) c = co(FUF') and if z E F' then F b face (z) 
(iii) c = co(FUF') and for every X E F and every y E F' 
' 
xby 
• 
Pro12osition 3.2: Let C be a linearly compact convex subset 
of E and let F I ¢ be a face of C • The following statements 
are equivalent: 
(i) F is a split face. 
(ii) C = co(F UF') and if z E F' , then co(F U face (z)) is 
a face of C • 
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(iii) C = co(F U F') and for every x E F and every y E F' 1 
co(face (x) lJ face (y)) is a face of C • 
Proof: Suppose G is a face of F such that if z E F' 
then co(GUface (z)) is a face of C Then it is enough to 
show that G and face (z) are affinely independent. 
exist 
Let x E 
y. E G 
l 
We may assume 
co(G '!face (z))' (G Uface (z)) 
, ui E face (z) and A.i E <0 1 1> 
x = A..y. + (1-A.. )u. l l l l 
that (1-A.2).::: (1-:\1) • Since 
and suppose there 
such that 
co(GUface ( u1 ) ) 
is a face, we have y2,u2 E co(G U face ( u1)) Hence u2 E face(~). 
i 
Suppose u2 I u1 • Then 
u1 = !3 u2 + ( 1 - ~ ) z ' 
for some Z' E c and some s E <0,1> • 
Let L be the line through u 1 and Then L n C is 
a closed interval, and face (u1 ) intersects the interior of 
L n C • Hence L n C c face (u1 ) • Without loss of generality, 
we may assume z' is an endpoint of the interval L n C • Then 
we have u 11 u2 I face (z') • Now 
[ 1-B( 1-A.1 )]-1 (A.2y2 + [( 1-A.2)- ~( 1 -A1 )]u2) 
= [1-~(1-A. 1 )J- 1 (A. 1 y 1 + (1-A. 1)(1-S)z') E co(G Uface (z')) • 
Hence u2 E face ( Z I ) . Thus we have obtained a contradiction. 
Hence u2 = u1 and we have: 
A.1 y 1 = A. 2y2 + [(1-),2)- (1-A. 1 )Ju2 
Hence A1 = A.2 and y1 = y2 
' 
and the proof is complete. 
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Definition: A measure ~ E M~(K) is said to be central if 
for any Borel set B c K such that A= ~(B) E<0,1>, the bary-
t f h b 1 -1 ( )-1 cen ers o t e proba i ity measures A ~IB and 1-A ~!K'B 
are strongly disjoint. 
Remark: The concept of a central measure was introduced by 
Sakai [18], [19] for C*-algebras, and extended by Wils [20],[21], 
[22] to general compact convex sets. See also Alfsen [3]. 
Theorem 3.3: Let F ~ 0 be a face in the compact convex 
set K . The following statements are equivalent: 
(i) F is a split face 
(ii) For each x E K, there exist y E F, z EF' and A E [0,1] 
such that x = AY + ( 1 -A) z and y b z • 
(iii) For each x E K 9 there exists a central measure v E Mx 
such that v = Av 1 +(1-A)v2 where A E [0,1], r(v1) E F 
and r( v2 ) E F' • 
(iv) If x E K and ~ E Qx , then ~ has a decomposition 
~ = A~ 1 + (1-A)u2 such that A E [0,1] , r(~ 1 ) E F and 
r(~2 ) E F' , and r(:....t 1 ) is fixed as ~ is varying through 
Qx • 
Proof: (i) => (ii) See Proposition 3.1. 
(ii) => (iii) It is seen that if x = A.y + ( 1-A) z with y E F , 
z E F' and yo z , then V=AE: +(1-A)e: y z fulfills the require-
ments to the measure v in (iii). 
(iii) => (iv) Let x E K and let 11 E Q ~'"" X • Let v E Mx satis-
fy the requirements of (iii). Since v is central we have by 
Corollary 4.7. that v < 1-1. (See also [22].) By Corollary I.3.3. 
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in [3] there exists ~ 1 ,~2 E Mr(K) such that v1 < ~ 1 , v 2 < ~2 
and 
Since v1 and v2 are in disjoint faces of Mr(K) J we 
have by Lemma 2.1. that v, J.. v2 • Thus we can find a Borel set 
BCK such that v1 (B) = 1 and v2(K,B) = 1 . Hence, since v 
is central, r(v 1 ) b r(v2 ) • No\v the uniqueness of r(u1) easily 
follows. 
(iv) => (i) It is clear that K = co(FUF') , and that every 
x E K has a unique decomposition after F and F' • Thus we 
only need to show that F' is convex. 
Suppose y1 ,y2 E F' , \ E <0,1> and 
Let v1 E Qy1 and v2 E Qy2 • Then v = \v1 + (1-\)v2 E Qy , and 
by (iv) 
where r(~ 1 ) E F , r(~2 ) E F' and a E <0,1> • By Proposition 
II.3.3. in [3], there exist o .. > 0 and rr .. E M+1 (K) such that lJ - lJ 
AV1 = 0 11TT11 + 012Ti12 ' ( 1-\)v2 = d21TT21 + 0 22TT22 
and 
Since a > 0 
' 
we have 011 + 021 > 0 • If 011 I o 
' 
we have 
r(rr11 ) E face (y 1) 
' 
and if 021 I 0 we have r(TT21) E face 
Thus face (r(~ 1 ))nF' I¢. This is a contradiction, so F' 
convex, and the proof is complete. 
Remark: Theorem 3.3. extends Theorem 2,17. in [10] and 
Theorem II.6.12. in [3]. 
(y2). 
is 
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The next result extends Theorem II.6.18. in [3]. 
Corollary 3.4: Let F c K be a face. The following state-
ments are equivalent: 
(i) F ~s a split face 
(ii) K = co(F UF') and for each f E A(K) ~ there exist a 
bounded affine function g on K such that g = f on F 
and g = 0 on F' • 
Proof: ( i ) = > ( ii ) K = co(FUF') follows from the defi-
nition of a split face. 
Suppose f E A(K) ~ and let X E K . Let l.l E Qx • By (iv) 
in Theorem 3.3. we have 
l.l = Al.l1 + ( 1-/c)!-12 
where r(l.l 1 ) E F and r(~..L 2 ) E F' • Define g(x) by 
g(x) = A. f(r(l.l 1 )) • 
By (iv) in Theorem 3.3. g is well-defined. Also g is bounded, 
affine and aatisfies g = f on F and g = 0 on F' 
(ii) => (i) Let g be an affine function on K such that 
g = 1 on F and g = 0 on F' Then g > 0 on K and g- 1 (0) 
F' = g-1(0). 
is 
a face disjoint from F containing F' so 
Hence F' is face. 
Let x E K' (F U F 1 ) and suppose 
X = A . y . + ( 1 -A. ) z . ' yl. E F' z . E F I ' A . E < 0 ' 1 >' i = 1 ' 2 • l l l l l l 
If y1 I y2 then there exist an f E A(K) such that f(y1) = 1 
' 
and f(y')) = 0 Let g be bounded and affine such that g = f 
"-
on F and g = 0 on F 1 Then g(x) = A. 1 • 1 = '-2·0 . This is a 
contradiction, so y1 = y 2 • Now it is easy to see that A. 1 = A. 2 
and z1 = z2 , and the proof is complete. 
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4. On properties of central measures 
We begin with some lemmas. 
Lemma 4.1: Let x1 ,x2 E K , A E <0, 1> and x = AX1 + (1-A)x2 • 
If the decomposition of x after face (x1) and face (x2 ) is 
unique, then face (x1 ) and face (x2 ) are affinely independent. 
Proof: Define G = co(face (x1 ) U face (x2 )) , and let z E G. 
We shall show that z has a unique decomposition after face (x1) 
and face (x2 ) • 
Since z E G, we can find o E [0,1] , y 1 E face (x1 ) and 
y2 E face (x2) such that 
z = oy1 + (1-a)y2 • 
Let ai < 0, 1] and u. 1. E face (x.) 1. be such that 
x. = a,.y. + ( 1-a. )u. 
' 
i = 1 '2. 1. 1. 1. 1. 1. 
Then 
Let 1 > e > 0 be such that A.a1 ~ oe and (1-A.)a2 ~ (1-o)e: • 
Then we have 
X = € Z + ( 1-e: )y 
where y E G n face (x) and 
( 1-e) y = ( Aa1- o e ) y 1 + ( ( 1-A) a.2 - ( 1-o) e) y 2 + A ( 1 -a 1 ) u1 + ( 1- A.) ( 1-a2)u2 • 
Suppose 
where y E [0,1] , y 3 E face (x1 ) and y 4 E face (x2 ) • We shall 
show that y = 0 and 
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Let ~ E [0,1] , v 1 E face (x1 ) and v 2 E face (x2 ) be such 
that 
Then we have 
x = eoy1 + (1-e)~v 1 + e(1-o)y2 + (1-e)(1-e)v2 
= eyy3 + (1-e)sv1 + e(1-y)y4 + (1-e)(1-S)v2 
Since x has a unique decomposition after face (x1 ) and 
face (x2 ) 9 we now get 
eo+(1-e)8 = ey+(1-e;)S 
and 
Hence 
0 = y and 
This shows that z has a unique decomposition after face (x1 ) 
and face (x2 ) , and the proof is complete. 
Lemma 4.2: Let x 19 x 2 E K , A. E <0 9 1> and x = A.x1 + (1-A.)x2 • 
If A.ex + (1-A.)ex < v for all v E Qx 9 then face (x) = 
1 2 
co(face (x1 ) Uface (x2 )) • 
Proof: We have to show that face (x) ~ co( face (x1 ) U face(X2)). 
Let z 1 E face (x). and let a E <0 9 1] and z 2 E face (x) 
be such that 
Define 
and let n E Qx be such that v < n • Since A.e:x1 + (1-A.)e:x2 < 1T9 
we can find 'Ti E Mx. 
l 
and Tl· E Mz. ([3; Corollary 1.3.3]), 
l l 
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i = 1,2 , such that 
TT = A.r 1 + (1-A.)r2 
= a.n1 + (1-a.)n2 
By Proposition II.3.3. in [3] there exist oi > 0 and TTi EM~(K), 
i = 1~ ••• ,4 , such that 
and 
Hence we have 
So z 1 E co (face (x1 ) U face (x2)) 9 and the proof is complete. 
The proof of the next two lemmas can be found in [3; Chap.II, 
§ 8 J. 
Lemma 4.3: Let ~ E M~(K) be a central measure, and let 
[B1 9 • • • 9 Bn} be a Borel 
<0, 1> for i = 1 , ••• , n 
then the measure 
\) = 
is central. 
partition 
If x. 
1. 
n 
1: A.. e:x. 
. 1 1. 1.= l 
of K such that "-i = ~(Bi) E 
= r(A.7 1 ~!B) for i = 1, ••• ,n J. I i 
Lemma 4.4: Let ~ E Mx be a central measure. Then there 
exist a net [~a} ~ Mx of discrete central measures such that 
u < 11 £or all 
·a. 1-'" 
Lemma 4.5: Let 
and ~ ~ ~ w* • 
a. 
n 
~ = 1: A. e:x E Mx 
. 1 1. . J.= 1. 
be a central measure. 
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m 
(A. l > 0 all i ) . If X = ~ 0:. .y. (a. > 0 all j ) ' then there 
exist y .. > 0 lJ - z .. E K (i lJ 
m 
L: y .. z .. j=1 lJ lJ 
j=1 J J J 
= 1, ••• ,n; j = 1 ~ ••• , m ) such that 
n 
'o:..y. = ~ y .. z .. 
J J i=1 lJ lJ 
If we define z .. = x when y .. = 0 , then the above decomposi-lJ lJ 
tion is unique. 
Proof: It is clear from the definition of a central measure 
that 
n 
face (x.) 
l 
is a split face in face (x) for each i • Thus 
co( U face (xi)) is a face (See Proposition 3.2. or [3;Corollary 
i=1 
II.6.8]) containing X and hence 
n 
face (x) =co( U face (x.)) • 
i=1 l 
For each y. , we can find y .. > 0 and z .. E face (x.) such J lJ - lJ l 
that 
and such that 
Also we have 
and 
n 
0:. .y . = ~ y. . z .. 
J J i=1 lJ lJ 
Z •. = X if lJ 
m n 
y .. = 0 • lJ 
n m 
X = l: ~ y .. j=1 i=1 lJ z .. = I: ~ y .. lJ i=1 j=1 lJ z .. lJ 
m 1 m ( I: y .. ) - ~ y. . z. . E face (x. ) • j=1 lJ j=1 lJ lJ l 
Since face (x.) 
1 
is a split face, we have 
m 
A..x. = ~ y .. z ..• 
l 1 j=1 1J lJ 
Once more we use the fact that face (xi) is a split face and 
that 
n 
o:jyj = i~1 yij z .. 1J 
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to conclude that y .. l.J and z .. l.J are uniquely determined. 
The proof is complete. 
The next proposition was first proved by Wils (See Prop.3.20 
in [22]). We will give a new proof based on Lemma 4.5. since the 
propositiou has a corollary that is important in the subseQ,uent 
work. 
Proposition 4.6: Let l.l~v E Mx and suppose l.l is a central 
measure. Then l.l and v has a least upper bound in the Choquet 
ordering < 
Proof: First we will suppose that l.l and v are discrete 9 
i.e. 
where all 
and define 
n 
2: A.. ex 
. -1 l -j l- -
A..,a..>O. 
l J Let 
Then we have l.l < e and v < 
Suppose n E Mx with l.l 
~ v = 
y .. 
l.J 
e • 
< n 
and 
and 
By Corollary I. 3. 3. in [3], there exist 
n 1 
n = r, A.. n. 
. 1 l l l= 
1 
n. > ex. 
l l 
and 
m 2 
n = r; a. . n. 
j=1 J J 
2 
rr. > ey. 
J J 
z .. 
l.J be as in Lemma 4.5. 
v < n • 
1 2 E Mr(K) such that n. ~n. l J 
By Proposition II.3.3. in [3], there exist Sij > 0 and ~jEMr(K) 
such that 
m 
2: p .. TT •• j=1 l.J l.J 
and 
Now we have 
and 
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n 
12 j3. • TT .. 
i=1 ~J ~J 
2 
a.. r(TT.) = a,. y. = 
J J J J 
m 
I: 8 .. r(rr .. ) j=1· ~J ~J 
n 
2:: ~- .r(rr .. ) 
i=1 ~J ~J 
and by the uniqueness statement in Lemma 4.5., we get r(rrij) = zij 
and p . . = y . . • Thus we have 9 < TI • ~J ~J 
Now let 1.1, v E Mx be arbitrary with 1-t central. Let 
[J..J.a} 9 [vp} be nets of discrete measures in ~ such tbat v 13-.v, l.la. -1.1, 
v 13 < v for all P , l.la. < J..J. for all a. and such that l.la. is 
central for all a. • 
For all a. and S 9 let 
such that and vs < 
Let 9 be a cluster point for 
ea.S be the least element in 
ea.i3 • 
[80.~} • 
If TT E Mx and J..J. < TT , v < TT , then l.la. < TT and vs < TT for all 
a,S 9 and hence 9 < TT 
a.S and e < TT • 
Let f E C (K) be a convex function and let € > 0 . There 
exist an a.o such that if a. > ao 9 then 
Since for every 3 ' U < e Vfe ha"<Te 
· a ai3 ' v 
Hence 
p(f) .:: 9(f) + € • 
Since e > 0 was arbitrary , ~ < 9 • In the same way we show 
that v < 8 • (In fact ea.S converges to 8. ) The proof is 
complete. 
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Corollarl_4.7: Let x E K and let !l E Mx be a central 
measure. Then !l < v for all v E Qx • 
Proposition 4.8: Let !l E Mx be a central measure. Then 
the set (v E Mx: !l < v} is a face of Mx. 
Proof: 
A.. > 0 all 
1 
Suppose 
A E <0,1>. 
r(rr.) = x. 
1 1 
Suppose is discrete, i.e. 
i 
n 
and ~ A.. = 1 
. 1 1 1= 
v = A.v 1 + (1-A.)v2 > 1-l where 
!l = A. e: . 1 1 
v1 ,v2 E Mx and 
where 
Since !l < v , we can find rr. 
1 
n 
E Mt(K) such that 
and v = ~A.. rr. (see Corollary I.3.3. in [3]). 
. 1 1 1 1= 
Proposition II.3.3. in [3], there exist o .. > 0 and rr .. E 1J - 1J 
such that 
and 
A. TT. = 
1 1 
n 
2 
:Eo .• TI •. j=1 1J 1J 
A.v 1 = I: o. 1 rr. 1 
. 1 1 1 1= 
(1-A.)v2 
Since A E <0, 1> , we have 
If oij f. 0 , then r(rrij) 
and 
E 
n 
:E 0 .. 
i=1 1J 
face 
n 
1- 0 
(x.) 1 
n 
= I: 0.2 
. 1 1 1= 
for j 
• 
Since 
A.r(v1) = A.x = i~1oi1 r(rri1) 
and 
n 
Tii1 
= 1 '2 
l.l 
(1-A.)r(v2 ) = (1-A.)x = i~ 1 oi 2 r(rri 2 ) , 
we have 
and 
. 
is central 
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Hence E;X· < TTi1 9 TTi2 and 1-l < v1,v2 • Thus {v EMx: IJ. < v} 
' J. 
is a face of Mx . 
Suppose next that IJ. is an arbitrary central measure in Mx. 
Let t!J.a.} be a net in Mx of discrete central measures converg-
ing to 1-l 
' 
and such that 1-la. < fl for all a. . Then we have 
{v E Mx : !J. < v} = n{v E Mx : !..l. < v} . 
a. a. 
Hence {v E Mx : ll < v} is a face. The proof is complete. 
Corollary 4.9: Every central measure is simplicial. 
Proof: We use Proposition 4.8 and argue as in ( v) => ( i) 
of the proof of Theorem 1.5. 
Remark: We also have a more elementary proof of Corollary 
4.9. It goes as follows: Suppose fl E Mx is central. Let 
and 
writing if necessary IJ. as 
where 
we can assume 
Let B c K 
and if f-11 (B) = 
1 A 1 A 
l..l. = (-+-h.t' + (---)IJ,2 2 2 1 2 2 
!-12 << IJ.1 • 
be a Borel set. If 
1 
' 
then !-l2(B) = 1 • 
By 
!-l1(B) = 0 
' 
then IJ.2(B) = 
If f.11(B) E <0, 1> 
' 
then 
0, 
an easy argument shows that f.l 1(B) = IJ. 2 (B) • Hence IJ. 1 = IJ. 2 = !-l, 
and 1-l is simplicial. 
Definition: If a subset S of K is a union of faces, then 
we shall say that S is a a-face. 
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Proposition 4.10: The subset of M~(K) of all central 
measures is a cr-face. 
Proof: Let ~ 1 ,~ 2 E M~(K) and let A E <0,1> be such that 
~ = /,~ 1 + (t-A)~2 is a central measure. Vle will show that ~ 1 
is a central measure. 
Let B be a Borel subset of K such that ~ 1 (B) E <0,1> • 
Then ~(B) E <0,1>. Hence 
Since 
and 
we have by Proposition 3.1. that 
The proof is complete. 
Definition: By a maximal central measure in Mx we shall 
mean a sentral measure that is maximal in Choquet's ordering amon~ 
the central measures in Mx • 
Remark: Wils has shovm that every x E K can be represented 
by a unique maximal central measure. (See [20],[21],[22] and [3].) 
In [22; ~rop.3.11] Wils showed that the subset of M~(K) of 
all maximal central measures is a cr-face. 
We shall write A(~) for the set 
~ = [B: B Borel set in K and ll(B) E <0, 1>} 
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Also for each B E A(~) we shall write: 
x1B = r(~ 1 B) and x 2B = r(~2B) • Furthermore we shall 
vrrite F(~l for the set 
Theorem 4.11: Let x E K and let ~ E Mx be such that 
~ < v for all v E Qx . The following statements are equivalent: 
(i) ~ is a central measure. 
face (x1B) n face (x2B) = ¢ for all (ii) 
(iii) 
(iv) 
face (F(~ 1 B)) n face (F(~2B)) = ¢ for 
If B E A(~) and cr E F(~ 1 B) and A 
cr ..1.. A • 
B E A(~) 
all B E A(~) 
E F(~2B) , then 
Proof: (i) => (ii) Follows from the definition of a 
central measure. 
( ii) => ( i) Let B E A(f..l) • We have to show that x 1Bb x 2B • 
By Lemma 4.1. and Lemma 4.2. it is enough to show that x has a 
unique decomposition after face (x1B) and face (x2B) • 
Let a E <0,1> and let ui ~face (xiB) 7 i = 1,2 , be such 
that 
Let 1l· E Qu . 
l i 
Hence l..l < \) • 
Then 
By Corollary I.3.3. in [3] there exist 
such that 
T . E Qx , i = 1 9 2 9 
1 iB 
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v = AB T 1 + ( 1 - '\,B ) T 2 ' 
and ~·:s < T. for i = 1,2 ~ ~ 
By Proposition II.3.3. in [3] there exist o1 , ••• ,o4 > 0 
and IT1 , ••• ,IT4 E M~(K) such that 
AB T 1 = o 1 IT 1 + o 2 IT 2 9 ( 1 - AB ) T 2 = o 3 IT 3 + o 4 IT 4 
and 
If o3 I 0 then 
r(IT3) E face (u1 ) n face (x2B) = ¢. 
Hence o3 = 0 . 
If o2 I 0 , then 
r(IT2) E face (u2) n face (x1B) I¢ . 
Hence o2 = 0 . 
Thus we have 
AB T 1 = a. Tl1 • 
Hence and u. = x.B ' ~ ~ i = 1,2 , and we have shown that 
x has a unique decomposition after face (x1B) and face (x2B) • 
(ii) => (iii) Follows from Lew~a 2.1. and from a simple argu-
ment by contradiction. 
(iii) => (ii) Assume (iii) is fulfilled and that for some 
B E A(!..t) , there is an u E face (x1B) fl face (x2B) • 
Let cr E Qu , and let 
such that 
A.. E <0,1] 
~ 
x 1.B = A..u + (1-A.. )u. 1 ~ ~ 
Let viE Qu. , i = 1,2 • Then we have 
~ 
A. cr + ( 1-A.. )v. E F(~.B) ~ ~ 1 1 
i = 1,2 0 
be 
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Hence a E. n face(F(uiB)) • 
2=1,2 
We have obtained a contradiction. Hence face (x1B) n face (x2B) =pi. 
(iii) => (iv) 
(iv) => (iii) 
Follows from Lemma 2.1. 
We have that 
face(F(u)) = U[face ( v) : v E F(!.l)} 
(See [ 1 ] ) • 
Let B E A(u) and suppose there is a v E face(F(~ 1 B)) n 
face(F(~2B)) • Then there exist a E F(~ 1 B) and A E F(~2B) 
such that \J E face (a)nface (/.) 
Lemma 2.1. we get that a i A . 
This completes the proof. 
n 
By Proposition 1.2. and 
Corollary 4.12: Let ~ = ~ A.ex E Mx (all A. > 0) • The 
i= 1 J_ i J_ 
following statements are equivalent: 
(i) ~ is central 
(ii) ~ < v for all 
for i I j 
v E Qx 9 and 
Proof: (i) => (ii) is clear. 
face (x.)nface (x.) = ¢ 
J_ J 
( ii) => ( i) We argue as in the proof of Lemma 4.2. to show 
n 
face (x) =co( U face (x.)) • That each face (xi) is a split 
i= 1 J_ 
face in face (x) is proved as (ii) ==> (i) in Theorem 4.11. was 
proved. 
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