This paper introduces a robust identification solution for the linear parameter varying Autoregressive Exogenous systems with outlier-contaminated outputs. The Laplace distribution with heavy tails and the expectation maximization algorithm are combined to build the robust system identification framework. To overcome the obstacles brought by the outliers, the Laplace distribution which can be decomposed into infinite Gaussian components, is applied to mathematically model the system noise. The problem of parameter estimation is solved using the expectation maximization algorithm, and the equations to infer the system model and noise parameters are simultaneously provided in the developed identification method. Finally, the verification tests performed on a numerical example and a mechanical unit are used to prove the validity of the developed identification method. INDEX TERMS Robust system identification, outlier-contaminated outputs, expectation-maximization algorithm, Laplace distribution.
I. INTRODUCTION
Nowadays the higher requirement is proposed for system model with the fast development of the model-based control technologies, such as the robust control, the self-adaptive control, the back-stepping control and so on [1]- [7] . In the past few decades, system identification (SI) is proved to be an efficient tool for process modelling and compared with the traditional modelling strategies, the main advantage of SI is that it can skip exploring the internal mechanism of a certain process or system [8] - [10] . In practical industries, it is often high-cost to figure out the inborn mechanism of a certain system, especially the large-scale or complicated systems [4] , [11] . But in the procedure of SI, this step is saved and the process model can be recovered from the collected process data under the pre-chosen principles [1] , [6] , [8] , [9] . That makes the SI much easier for practical implementation, therefore various approches for SI with different model structures have been proposed in the existing publications The associate editor coordinating the review of this manuscript and approving it for publication was Zhaojun Li . [8] , [12] - [15] . For example in [16] , Zhang et al. developed a refined subspace solution for the state-space systems based on the principal component analysis (PCA) . The interacting multiple model (IMM) with adaptive transition probability matrix was studied in [17] .
Among various model structures, the linear parameter varying (LPV) model occupies a special position. As indicated from its name, the LPV model has linear model structure and time-varying model parameters [18] - [20] . What's more important, the LPV model has admirable ability to accurately describe the nonlinear systems. Therefore the LPV model is often used for SI and numerous identification techniques about LPV systems have been proposed [1] , [2] , [18] , [20] - [23] . In the existing LPV SI techniques, the model parameters are often dependent on the scheduling variables. For a certain system, the scheduling variable is a physical variable which has direct impact on the system dynamics [24] . Generally, the existing SI techniques about LPV system can be divided into the multi-model (local) methods and the global methods [2] , [18] , [25] , [26] . The multimodel methods are usually established based on the idea of model decomposition. First the system is localized into a set of sub-models at the pre-selected working points; then at each sampling instant, the system output can be obtained by combining the outputs of sub-models with a weight function. Moreover the mathematical form of the weight function is often represented as a certain function of the scheduling variable, such as the exponential function, the polynomial function, the cubic spline function and so on. The idea of multi-model method for LPV SI was discussed in [25] , Jin et al. chose the Autoregressive Exogenous (ARX) models as the sub-models to represent the system local dynamics, then the system output was obtained with an exponential weight function. In [11] , Zhu et al. also benefited from the multi-model strategy and the employment of different weight functions was discussed in that work. In [26] , Deng and Huang performed the multi-model identification method with a set of nonlinear state-space (NSS) models. The local NSS models were firstly identified with the EM algorithm and the particle filter; then the system output was obtained through the exponential weight function. One of the main contributions of that work was estimating the hidden state variables with the particle filter. The comprehensive descriptions of multi-model identification methods can be found in [27] .
However how to choose the rational sub models and the weight function is a difficult problem for the multi-model methods and it will greatly affect the output estimation accuracy. That problem will not be encounted in the global LPV identification methods. In the existing global methods, the explicit global system model is obtained and the model parameters are often represented as the polynomial function of the scheduling variable [1] , [2] , [18] , [22] . The global identification of LPV system with Box-Jenkins models was studied in [1] . The efficient instrumental variable scheme was firstly extended for the LPV SI and the accurate parameter estimates were obtained. Based on the valuable work of [1] , Laurain et al. made constant improvements and the refined intrumental variable (RIV) scheme was introduced for the LPV Box-Jenkins models in [2] . In our previous work, the global identification of LPV ARX systems with uncertain scheduling variables was considered in [22] . The general NSS model was employed to describe the generation process of the scheduling variable. The EM algorithm in conjunction with the particle filter were used to construct the identification scheme. The problem of outliers was also discussed and the roubst Student's t-distribution was applied. But in that work, the main drawback is the analytical solution of the degree of freedom (DOF) parameter of the Student's t-distribution cannot be obtained.
In this work, the global identification of LPV ARX system with outlier-contaminated outputs is investigated and a robust identification algorithm is proposed. In practical settings, the real process data may be polluted by not only the Gaussian noise but also the outliers. Obviously the mixture of Gaussian noise and the outliers will greatly degrade the quality of process data, and it will increase the requirement of SI methods. Furthermore to avoid the drawback of Student's t-distribution, the Laplace distribution is applied to describe the mixed noise. Hence, the main contributions of current work lie in: 1) A robust identification solution for the LPV ARX systems with outlier-contaminated outputs is developed; 2) The decomposition of the Laplace distribution is employed in the identification process which assures the robustness of the proposed solution for outliers; 3) The equations to infer the parameters are obtained using the EM algorithm and the validity of the proposed solution is proved. The rest parts of this paper are arranged as: Section II makes a detailed statement of the considered identification problem. Section III provides the detailed derivations of the proposed algorithm. Section IV reveals the usefulness of the proposed algorithm with some verification tests. Section V gives the conclusions of current work.
II. PROBLEM STATEMENT A. THE CONSIDERED SYSTEM MODEL
Consider the following LPV ARX system represented as
and
where {s k , λ k , z k } k=1,2,··· ,N represent the input, noise and output sequences of the system, respectively; d −1 denotes the backward operator and d −1 s k = s k−1 ; v k is the measurable scheduling variable of the system; n e and n f are the known system orders; 
where m (v k ) and l (v k ) are the basis meromorphic functions. With the help of Eqs. (2) and (3), the considered LPV ARX model in Eq. (1) can be rewritten as
where
θ = [e 0 1 e 1 1 · · · e n α 1 e 0 2 e 1 2 · · · e n α n e f 0 
B. PROBLEM FORMULATION WITH THE LAPLACE DISTRIBUTION
In numerous existing identification methods, the system noise λ k is usually assumed to follow the Gaussian distribution. Those methods are efficient in certain settings and they can provide unbiased parameter estimates when the Gaussianassumption is satisfied. However, the performance of those methods may be degraded when the process data contains not only the Gaussian noise but also the outliers. Compared with the conventional Gaussian distribution, the Laplace distribution has longer tails and it exhibits great robustness for various types of outliers [28] . The profiles of the Gaussian and Laplace distribution distributions are compared in Fig. 1 . Mathematically speaking, the Laplace distribution can be factored into sacle mixture of infinite Gaussian distribution which makes it robust for the outliers. Therefore, the Laplace distribution is employed in this paper to ensure the robust performance of the proposed method and [28] 
where τ denotes the scale parameter of Laplace distribution. As exhibited in Eq. (4), the output variable z k has the same statistical property with the noise λ k and
Combined with the property of Laplace distribution, it can be obtained that [28] 
where N (z k |R T (v k )θ, w k ) can be seen as the sub-Gaussian distribution of the Laplace distribution Laplace(z k |R T (v k ) θ, τ ); p(w k |τ ) can be seen as the weight which assigned to each sub-Gaussian distribution; {w k } k=1,2,··· ,N are the auxiliary scale parameters and they are also seen as the variance of all the Gaussian components. In this work, the available process data set D obs contains the input variables s 1:N , scheduling variables v 1:N and output variables z 1:N such that D obs = {s 1:N , v 1:N , z 1:N }; the unavailable data set contains the auxiliary scale parameter w 1:N such that D mis = {w 1:N }; the parameter set P contains the model parameter θ and the scale parameter τ such that P = {θ, τ }. Therefore, the object of current work is to estimate the parameter P based on the available process data D obs with the system outputs contaminated with outliers.
III. DERIVATIONS OF THE DEVELOPED IDENTIFICATION METHOD A. BRIEF REVIST TO THE EM ALGORITHM
In this paper, the EM algorithm is employed to solve the above identification problem. The EM algorithm is actually an iterative optimization algorithm and it can provide precise maximum likelihood estimates (MLE) of the unknown model parameters [6] , [8] , [13] , [22] , [29] . Compared with the conventional MLE methods, the EM algorithm can still work smoothly and provide efficient parameter estimates when dealing with the hidden variable cases [6] , [8] , [13] . Therefore, the EM algorithm has been widely applied in the field of system identification. Two major steps named the expectation step (E-step) and the maximization step (M-step) are alternatively executed until the optimal parameter estimates obtained in the EM algorithm [22] , [29] . First in the E-step, the main task is to construct the target cost function (Q-function) as [15] , [29] Q(P|P m ) = E p(D mis |D obs ,P m ) {log p(D mis , D obs |P)}. (12) where the notation E B {A} represents the conditional expectation of A with respect to B; log p(D mis , D obs |P) represents the log-likelihood function of the system; P m represents the parameter estimates which are obtained in the mth iteration. Then in the M-step, the main task is to calculate the new parameter estimates by optimizing the Q-function as [18] , [29] 
Finally, the E-step and M-step are performed alternatively until the desired parameter estimates obtained [29] . 
where 
Similarly, the second term can be further decomposed as 
Then calculate the conditional expectation of log p(D mis , D obs |P) with respect to the hidden variable w k , the desired Q-function is constructed as
where C 2 is not associated with any parameter and Clearly the probability density function (PDF) p(w k |D obs , P m ) is necessary for further simplification of Q(P|P m ) and
which is the Generalized Inverse Gaussian (GIG) distribution. Then the first integral in Eq. (18) is calculated as
Similarly, the second integral in Eq. (18) is calculated as
With the help of Eqs. (21) and (22), the Q-function in Eq. (18) can be factored as
2) M-STEP
The main object of the M-step is to find the formulas to estimate all the elements in the parameter set P. Since only O 1 (θ ) depends on the model parameter θ , then the formula to estimate θ is derived as
Finally, the formula to estimate the parameter θ is
As shown in the above equation, the term 1 w k is treated as the weight assigned to each output z k . As calculated in Eq. (21), if z k is an outlier, the resulting weight 1 w k should be a small value which is very close to zero. Therefore the influence of outliers is suppressed. Similarly, the formula to estimate τ is derived as
Then the parameter τ is estimated as
The whole derivations of the developed algorithm is presented above and the equations to iteratively estimate the parameters θ and τ are also covered in the derivations. The main steps of the proposed algorithm are concluded in Fig. 2 .
IV. VERIFICATIONS A. THE NUMERICAL EXAMPLE 1) THE ROBUSTNESS TEST
First a numerical example is presented to test the basic ability of the proposed Algorithm 1. Consider the following LPV system with the ARX mdoel structure as
and 
The random Gaussian signal s k = −1 + 2N (0, 1) and the periodic signal v k = 0.5 sin(0.1π k) + 0.5 are selected as the input and scheduling signals, respectively. They are both used to excite the LPV system to generate the desired process data set. The collected input and scheduling signals are seen in Fig. 3a . However in order to test the robustness of the proposed Algorithm 1, the complicated measurement noise which is mixed by the common Gaussian noise and the outliers is added to the output data. That means the pure and noise-free output data is unavailable in this test, and the outlier-contaminated output data is used for the verification. The noise-free outputs and the outlier-contaminated outputs are compared in Fig. 3b . As seen in Fig. 3b , 10% outliers and the Gaussian noise with signal-to-noise ratio (SNR) 25dB are both added to the deteriorated output data. And the SNR is defined as SNR = 10 log(var(z k )/var(λ k )). After running the proposed Algorithm 1, the obtained parameter estimates are presented in Fig. 4 . Clearly the precise parameter estimates are obtained after about 20 iterations of the proposed Algorithm 1. Moreover, the trajectory of the scale parameter τ is also presented in Fig. 5 . It reveals that the estimated scale parameter τ can converge to the stationary point as well as the model parameters.
In order to comprehensively test the robust performance of the proposed Algorithm 1, four extra verification tests with different deteriorated outputs are designed as well. In order to obtain different deteriorated outputs, 5%, 10%, 20% and 30% percentages of outliers are mixed with the outputs, respectively. Finally the obtained parameter estimates of the above four tests are found in Fig. 6 . And also the corresponding scale parameters of the above four tests are given in Fig. 7 . From the above identification results, it can be found that 1) The proposed Algorithm 1 can produce satisfied parameter estimates with different data quality and all the identified parameters can converge closely to the true values; 2) However the identified parameter estimates tend to be much closer to the true values with the better data quality; 3) The performance of the proposed Algorithm 1 degrades when the process data quality becomes worse since the basic idea of SI is to reconstruct the process model only based on the process data, that indicates the accuracy of the estimated parameters depends on the process data quality; 4) The stationary point of the estimated scale parameter can reflect the data quality and obviously, the smaller scale parameter indicates the better data quality.
2) THE COMPARISON RESULTS
The comparison tests are also designed to reveal the usefulness of the proposed Algorithm 1. In [2] , the conventional instrumental variable (IV) method for linear time invariant (LTI) system identification was firstly investigated. Then the valuable IV method was extended to the LPV system identification and a refined instrumental variable (RIV) method was introduced. The RIV method was proved to be efficient and it can produce precise parameter estimations of the LPV systems. The comparative tests between the proposed Algorithm 1 and the RIV method are designed to check the performance of the proposed Algorithm 1. The comparison results with system outputs contaminated with 0% and 5% outliers are given in Figs. 8 and 9 , respectively. The Gaussian noise with SNR=30dB is also added to the output data in the above comparison test. From the comparison results presented above, it is clearly to find that 1) As exhibited in Fig. 8 , the parameter estimates of both methods are comparable when no outlier exists in the system output data and all the identified results can converge to the true values closely; 2) As exhibited in Fig. 9 , the performance of the RIV method degrades greatly while the proposed Algorithm 1 can still provide satisfied parameter estimates; 3) The validity and usefulness of the proposed Algorithm 1 are demonstrated in this comparison test.
B. AN OVERHEAD CRANE
In this part, the tests performed on an overhead crane is used to verify the proposed Algorithm 1. The diagrammatic sketch of a common overhead crane is presented in Fig. 10 . As seen in Fig. 10 , a horizontal force F(t) is directly acted on the cart. The load is connected to the cart with a varying cable L(t). m 1 and m 2 represent the mass of the cart and the load, respectively. R 2,x and R 2,y are the positions of the load in the X-and Y-direction, respectively; R 1,x is the position of the cart in the X-direction. When the value of the angle θ (t) is relative small, the position of the load can be mathematically expressed as [30] R 2,x = R 1,x − L(t)θ (t), R 2,y = −L(t).
(33) the velocity and acceleration of the load becomė
In the X-direction, the viscous friction force between the cart and the environment is modeled as F 1,x = c 1Ṙ1,x and the coefficient c 1 is chosen as c 1 = 2 Ns/m [30] . Similarly, the viscous friction forces between the load and the environment are modeled as F 2,x = c 2Ṙ2,x and F 2,y = c 2Ṙ2,y , the coefficient c 2 is chosen as c 2 = 0.1 Ns/m [30] . Then the dynamics of this mechanical system can be rewritten as [30] 
The external force F(t) is chosen as the input variable and random binary signal is utilized to excite the mechanical unit. The position R 1,x is chosen as the output variable and the cable length L(t) is the scheduling variable. In order to construct the training data set, the scheduling variable L(t) is chosen as L(t) = 0.5 sin(0.1π t) + 0.7 (36) N = 2000 output data points are collected to construct the training data set. 10% outliers are mixed with the output and the training data set is presented in Fig. 11 . After running the proposed Algorithm 1, the estimated LPV ARX model for the overhead crane is obtained. The unavailable noise-free outputs of the crane can be obtained by simulating the identified LPV ARX model. The outlier-contaminated outputs and the simulated noise-free output are compared in Fig. 12 . Moreover, the outputs estimation error (OEE) which is defined as OEE = var(z k −ẑ k ) var(z k ) × 100% is used to evaluate the estimation accuracy of the proposed Algorithm 1. The calculated OEE of the self-verification test is 1.3%. Furthermore another process dataset is also generated for the cross-validation and the identification results of the crossvalidation is provided in Fig. 13 . The calculated OEE is 2.4% which indicates that the dynamics of the mechanical system can be well captured by the identified model.
V. CONCLUSION
This paper focuses on the identification of LPV ARX system with outlier-contaminated outputs and a robust algorithm is proposed. The Laplace distribution instead of the traditional Gaussian distribution is applied to model the complicated measurement noise which is mixed by the outliers and the white noise. The heavy tails of the Laplace distribution makes it more tolerant for the outliers than the Gaussian distribution, and the robust identification algorithm is introduced based on this fact. The equations to iteratively infer the model parameters as well as the noise parameter are derived in the proposed algorithm. The verifications performed on a numerical example and a mechanical unit demonstrate the usefulness of the proposed algorithm.
