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Abstract
Given a set V of points in the plane, and a vector of distances d = (d0; d1; : : : ; dk−1), an
assignment f :V ! f1; 2; : : : ; tg is called d -feasible if jf(u)− f(v)j>i whenever the distance
between the points u and v is less than di. We think of the points in V as sites to which we are to
assign radio channels, subject to ‘frequency-distance’ constraints which ensure that interference
is not excessive. The span (d ;V ) is the least t for which there is such an assignment. We
investigate the span in the case when the distances are large: specically, we suppose that
d = dx where x = (x0; x1; : : : ; xk−1) is xed and d ! 1. We nd that as d ! 1, the ratio
(dx;V )=d2 tends to a limit, which is the product of the upper density of V and the ‘inverse
channel density’ (x) of x. Also we derive some partial results about the limiting value (x):
we nd for example, that (1; 1=
p
2)= 1 and (1; x; x)=
p
3=2max(1; x2=
p
3) for each 06x61.
Some of our upper bounds on  correspond to channel assignment methods that may be of
practical interest. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
In the channel assignment problem for cellular radio communication systems (see
for example [2]), we are to assign frequencies or channels to a given collection of
sites under constraints which ensure that the resulting interference will be accept-
able, and subject to these constraints we wish to minimise the range of channels
used. The channels are evenly spaced, and so may be taken to be the positive in-
tegers 1; 2; : : : . Interference arises when the same channel is re-used at sites that are
not suciently far apart | this is called ‘co-channel’ interference | and similarly
for rst adjacent channels and second adjacent channels and so on, with diminishing
eect.
In the most basic version of the channel assignment problem, we consider only
co-channel interference, and assume that we are given a threshold distance d or d0
such that interference will be acceptable as long as no channel is re-used at sites
less than distance d apart. Given a set V of points in the plane and given d> 0,
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let G(V; d) denote the graph with vertex set V in which distinct vertices u and v are
adjacent whenever the Euclidean distance d(u; v) between them is less than d. Our
basic version of the channel assignment problem involves colouring such ‘proximity’
graphs. We need to assign colours (radio channels or frequencies) to the points in V
(sites or cells or transmitters), using as few colours as possible but avoiding (excessive)
interference. Recall that a colouring of the vertices of a graph G is proper if adjacent
vertices always receive distinct colours. Thus we are interested in proper colourings of
the proximity graph G(V; d) using few colours. The least possible number of colours
is the chromatic number . This quantity is always at least the clique number | the
largest number of vertices which are pairwise adjacent.
In order to gain insight into the problem without getting lost in details, one might
consider the case when d is large. It turns out [6] that it is possible to make quite
precise statements in the limit as d ! 1: if the set V of points has upper density
 then the chromatic number (G(V; d)) satises (G(V; d))=d2 ! p3=2, and for
example the ratio of the chromatic number to the clique number tends to 2
p
3= 
1:103, assuming that the set V has nite positive upper density. (We will recall the
denition of upper density below.)
However, for channel assignment problems we need to consider more than just
co-channel interference, and more general trade-os between geographical distance and
channel separation. Suppose that we are given a non-zero vector d = (d0; d1; : : : ; dk−1)
of k>1 distances, where d0>d1>   >dk−1>0. We call such a vector a distance
k-vector. An assignment (colouring) f :V !f1; 2; : : : ; tg is called d -feasible if it sat-
ises the frequency-distance constraints
d(u; v)<di ) jf(u)− f(v)j>i
for each pair of distinct points u; v in V and for each i = 0; 1; : : : ; k − 1. The span
(d ;V ) is the least integer t for which there is such an assignment.
This frequency-distance model is a popular standard model for channel assignment,
see for example [2], with k typically equal to 2 or 3 or 4. Note that it is implicitly
assumed that all the transmitters have the same power, are omnidirectional, and are
located in an otherwise featureless plain. Signal propagation is isotropic and indepen-
dent of frequency. Also, receiver locations are not explicitly considered. Further, only
pairwise eects are considered (leading to binary constraints) | there is no attempt to
add up contributions to interference. However, even though it is still rather simplied,
the frequency-distance model does signicantly extend the basic proximity graph model
discussed earlier.
When k = 1, so that there is just one distance d0 given, we are back to colouring
proximity graphs as discussed above. For an example with k = 2, suppose that d =
(
p
2; 1) and the set V of sites is the set Z2 of integer points (i; j). Then we may
obtain a d -feasible assignment f :V ! f1; 2g from the natural 2-colouring of the sites:
indeed we may set f((i; j)) = 1 if i + j is odd, and =2 if i + j is even. Clearly,
the span (d ;V ) = 2 here. The values d0; d1; : : : are set with the intention that any
d -feasible assignment will lead to acceptable levels of interference. As discussed above,
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the d0-constraint limits co-channel interference, and similarly the d1-constraint limits
the contribution to the interference from rst adjacent channels. We wish to develop
an understanding of the quantity (d ;V ), and to nd methods to construct assignments
that achieve the span or close to it. Thus we are interested here in the ‘static channel
assignment problem with frequency-distance constraints’.
When the distances d0; d1; : : : are small, small changes in them (or in the set V )
can lead to large proportional changes in the span. In order to gain insight into the
problem without getting lost in details, as before we consider the case when the dis-
tances are large. Suppose then that d = dx where x = (x0; x1; : : : ; xk−1) is a xed
distance k-vector and d ! 1. Are there results for this case corresponding to the
above results on proximity graphs? We shall nd that indeed (dx;V )=d2 tends to a
limit as d ! 1, and we shall give some partial results about the limit; and we thus
obtain fresh insights into frequency-distance constraints in the channel assignment prob-
lem. The limit is specied as the product of the upper density of V and the ‘inverse
channel density’ (x) of the distance vector x. These results were rst presented at
the meeting Methods and Algorithms for Radio Channel Assignment, in Oxford in
April 1997.
We need to recall some denitions and to introduce some new ones. A set V of
points in the plane is discrete if any bounded subset of the plane contains only a nite
number of points of V . We shall restrict our attention to such sets, essentially without
loss of generality. Let V be any discrete set of points in the plane. For x> 0 let f(x)
be the supremum of the ratio jV \ Bj=(x2) over all open balls B of radius x. The
upper density of V is +(V ) = inf x>0f(x). For example, the set Z2 of integer points
has upper density 1; and more generally any lattice with fundamental cell of area a
has upper density 1=a. The denition could equally well be phrased in terms of squares
rather than balls, or indeed in terms of any ‘reasonable’ set with nite positive area {
see [6] and Section 3 below.
Now let x be a distance k-vector, that is x = (x0; x1; : : : ; xk−1), where x0>x1>   
>xk−1>0 and x0> 0. For each i=1; 2; : : : , the i-channel density i(x) is the supremum
of the upper density +(V ) over all sets V of points in the plane for which there is an
x-feasible assignment using channels 1; : : : ; i. The 1-channel density 1(1) is thus the
maximum density of a packing of pairwise disjoint unit-diameter circles in the plane;
and so 1(1) = 2=
p
3 and corresponds to taking V as the triangular lattice with unit
edge lengths. This is the classical result of Thue on packing circles in the plane |
see for example [7{9]. [We write (1) instead of ((1)) and so on.]
We shall be interested in particular in the 2-channel density 2(1; x1). This quantity
is the solution of the following red-blue-purple circle packing problem. We wish to
pack in the plane a pairwise disjoint family of red unit-diameter circles and a pairwise
disjoint family of blue unit-diameter circles, where a red and a blue circle may overlap,
forming a purple patch, but their centres must be at least distance x1 apart. What
is the maximum density of such a packing? [Equivalently we may think of packing
unit-diameter balls in R3, where the balls must be in two layers, one with centres on
the plane z = 0 and one with centres on the plane z = (1− x21)1=2.]
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The channel density (x) is the inmum over all positive integers i of i(x)=i. It is
not hard to see that (1)= 1(1) and so (1)= 2=
p
3; and that always 0<(x)<1.
Further, dene the inverse channel density (x) to be 1=(x).
2. Statement of results
The rst theorem is the central result in this paper.
Theorem 1. For any set V of points in the plane; and any distance k-vector x
(dx;V )=d2 ! +(V )(x) as d!1:
Thus in particular, for any set V of points in the plane with upper density 1, such
as the set of points of the unit square lattice, the ratio (dx;V )=d2 tends to the inverse
channel density (x) as d!1.
Let us note some basic properties of (x). Since (1)=2=
p
3 we have (1)=
p
3=2,
and so the above result includes the part of Theorem 1 of [6] concerning the chromatic
number. By rescaling, we can see that for any a> 0; i(ax)=i(x)=a2 and so (ax)=
a2(x). Thus we can often set x0 =1 without loss of generality. Also note that there is
an obvious monotonicity, so that if x6x0 then (x)6(x0); and a value 0 can always
be added or deleted from the end of a vector x without changing the value of . Let
us state one further basic property as a theorem.
Theorem 2. The channel density (x) and the inverse channel density (x) are con-
tinuous at each (non-zero) distance k-vector x= (x0; : : : ; xk−1).
The next six results, Theorems 3{8, concern values of the inverse channel density
(x), and so are ‘asymptotic’ in nature as far as the channel assignment problem is
concerned. We looked at 2(1; x) above in dierent ways. We shall see that in fact
(1; x)=2=2(1; x), which allows us to reduce a problem concerning many channels to
one involving just 2. Indeed, there is a general result for distance k-vectors x of the
form (1; x; : : : ; x).
Theorem 3. Let 06x61 and let x be the k-vector (1; x; : : : ; x). Then
(x) = k=k(x):
The k-vector of 1’s is easy to handle; and lower bounds on the span follow.
Theorem 4. For the k-vector of 1’s we have
(1; : : : ; 1) = k(1) = k
p
3=2:
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Theorem 5. For any distance k-vector x= (x0; : : : ; xk−1);
(x)>
p
3
2
maxf(j + 1)x2j : j = 0; : : : ; k − 1g:
The following is a rather isolated exact result, and thus perhaps of particular interest.
Theorem 6.
(1; 1=
p
2) = 1:
Another exact result is that (1; x) = (1) =
p
3=2 as long as 06x61=
p
3. This
follows easily from the next theorem. A rhombic number is a positive integer of the
form x2 + xy + y2 for (non-negative) integers x and y. These are the squares of the
distances between the lattice points of the unit triangular lattice, as noted for example
in [5]. The rst few rhombic numbers are 1,3,4,7,9,12,13,16,19,21.
Theorem 7. Let k be a rhombic number and let 06x61. Then for the k-vector
(1; x; : : : ; x) we have
(1; x; : : : ; x) =
p
3=2max(1; kx2):
Perhaps there is most interest in the case k=2, when we have just two distances d0
and d1. Our current knowledge on the value of (1; x) is summarised in the following
theorem { see also Fig. 1.
Theorem 8. We have the exact results from above; that (1; x)=
p
3=2 for 06x61=
p
3;
(1; 1=
p
2) = 1 and (1; 1) =
p
3. We have the lower bounds; that (1; x) is at leastp
3=2 for 1=
p
3<x631=4=2 ’ 0:658;
2x2 for 31=4=26x< 1=
p
2 ’ 0:707;
1 for 1=
p
2<x63−1=4 ’ 0:760;p
3x2 for 3−1=46x< 1:
Finally; we have the upper bounds; that (1; x) is at most
3
p
3
2
x2 for 1=
p
3<x64=
p
43 ’ 0:610;
2x
p
1− x2 for 4=
p
436x< 1=
p
2 ’ 0:707;
2
p
x2 − 1=4 for 1=
p
2<x< 1:
In the remainder of this section we present some non-asymptotic results, which,
given Theorem 1, extend some of the above asymptotic results. The rst has also been
noted elsewhere, for example in [1].
Theorem 9. For the k-vector (d; : : : ; d) where d> 0;
((d; : : : ; d);V ) = k(d;V )− k + 1:
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Fig. 1. Upper and lower bounds on (1; x).
Theorem 10. For any set V and any distance k-vector d = (d0; : : : ; dk−1);
(d ;V )>max
j
f+(V )(
p
3=2)(j + 1)d2j − jg;
where the maximum is over j = 0; : : : ; k − 1.
Lemma 5 in Section 4 below gives another lower bound for (d ;V ). Next we
give tightenings of Theorem 6 above in the special case of the square lattice, and of
Theorem 7 in the special case of the triangular lattice. [See [3] for related results.]
Theorem 11. Let S denote the unit square lattice. Then for any positive integer d
((
p
2d; d− 1); S)62d2;
and
((
p
2d; d); S)>2d2;
and so
(d(1; 1=
p
2); S) = d2 + O(d)
as d!1.
Theorem 12. Let k be a rhombic integer; let T denote the unit triangular lattice; and
let d be a positive integer. Then for the distance k-vector (k1=2d; d− 1; : : : ; d− 1) we
have
((k1=2d; d− 1; : : : ; d− 1);T ) = ((k1=2d);T ) = kd2:
The upper bound parts of the two theorems above (and elsewhere | see also the
proof of Theorem 8) come from a natural method for constructing assignments, which
may be of practical interest. It has the general form: tile the plane, walk through a
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tile adding k at each step, extend the assignment over the plane and adjust using a
k-colouring of the tiles. For example, the following algorithm (where k=2) yields the
upper bound in Theorem 11 for the unit square lattice.
Let d be a positive integer, and in the unit square lattice S consider the sublattice
dS, which consists of the points dz for z 2 S. Let g be the natural 2-colouring of
dS; that is, g((idx; jdy)) is 0 if i + j is even, and is 1 otherwise. The fundamental
parallelogram f(x; y): 06x<d; 06y<dg for dS contains d2 points of S, forming
the set F say. We may trace a path through the points in F (where consecutive points
are unit distance apart). Assign the values 0; 2; 4; : : : ; 2d2 − 2 to the points along the
path, forming the assignment f say on F . The assignments f for F and g for dS yield
a natural assignment h: S ! f0; 1; : : : ; 2d2−1g for S, as follows. Each point u2 S may
be written uniquely as v+w where v2F and w2dS: we set h(u)=f(v)+g(w). Then
h is (
p
2d; d− 1)-feasible, as we shall see in Section 4 below.
3. Densities
In this section we present some preliminary results on densities. It is easily seen that
upper density satises +(A [ B)6+(A) + +(B) for any discrete sets A and B of
points in the plane. It follows that for any distance k-vector x and any positive integers
i and j we have i+j(x)6i(x)+j(x). Thus the non-negative sequence 1(x); 2(x); : : :
is subadditive, and hence
i(x)=i ! inf
j
j(x)=j = (x)
as i !1.
Our denition of upper density could be called ‘upper density on balls’. We shall
need to use the fact that it could equally well be based on squares, or indeed on more
general sets in the plane. Let the ‘measuring set’ C be any bounded measurable set of
points in the plane which has a positive area (Lebesgue measure). For any discrete set
V of points in the plane, dene +(V; C) to be the supremum of the ratio jV \(t+C)j=
area(C) over all translates t+C of C. Also, dene +C (V )=inf x>0
+(V; xC), where xC
denotes the scaled set fxz: z 2Cg. Thus if B is an open unit ball, then by denition we
have +(V ) = +B (V ): [It is easily seen that 
+
C (V ) is nite if and only if 
+(V; xC)
is nite for each x> 0; and in this case the supremum in the denition is always
attained, so that we could say ‘maximum’ instead of ‘supremum’.]
We shall deduce the lemma below from a result in [6]. We let C denote the closure
of C, and int(C) denote the interior of C.
Lemma 1. Let C be any bounded measurable set in the plane such that C nC is null
(that is; has zero area) and C has positive area. Then; for any discrete set V of points
in the plane; +C (V ) equals the upper density 
+(V ) of V; and +(V; xC) ! +(V )
as x !1.
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We shall need here an analogous result for ‘lower density’. As before, let the mea-
suring set C be a bounded measurable set of points in the plane with positive area. For
any set V of points in the plane, dene −(V; C) to be the inmum of the ratio jV \
(t+C)j=area(C) over all translates t+C of C. Also, dene −C (V )=supx>0 −(V; xC),
and dene the lower density −(V ) of V to be −B (V ), where as before B is an open
unit ball.
Lemma 2. Let C be any bounded measurable set in the plane such that C n int(C)
is null and C has positive area. Then for any discrete set V of points in the plane;
−C (V ) equals the lower density 
−(V ) of V; and −(V; xC)! −(V ) as x !1.
The above two lemmas show that any bounded measurable set with positive area
and null boundary is a suitable measuring set. In order to prove these lemmas, it is
convenient to present rst some denitions concerning the ‘borders’ of a set of points
in the plane. We use the notation B(x; ) to denote the open ball centred at x with
radius . For any set G of points in the plane and any > 0, let the -neighbourhood
of G be G + B(O; ), that is the set of points y in the plane such that d(x; y)< for
some x2G; let the outer -border of G be the -neighbourhood of G less the set G;
and let the inner -border of G be the outer -border of the complement of G, that
is the set of points x2G such that d(x; y)< for some point y in the complement
of G. Also, let the -inside G of G be G less the inner -border of G, so that G
consists of the points x in G such that B(x; )G.
Note that the interior of G equals
S
>0 G
. Hence the area of G tends to the area
of int(G) as ! 0, and if G is bounded and open then the area of its inner -border
tends to 0 as  ! 0. Note also that, for any y> 0, (yG) = y(G=y): for yx2 (yG)
if and only if B(yx; )yG, if and only if B(x; =y)G, if and only if x2G=y, if
and only if yx2y(G=y).
Proof of Lemma 1. Let > 0. Suppose that C B(O; r). Then the set G=B(O; r+1)n C
is bounded and open. Hence there exists 0<< 1 such that the inner -border of G
has area less than . But the outer -border of C is contained in the union of the outer
-border of C and the null set C n C; and the outer -border of C is contained in the
inner -border of G. Thus the outer -border of C has area less than . Hence the
set C has a ‘small neighbourhood’ in the sense of [6], and the lemma follows from
Lemma 1 of that paper.
Proof of Lemma 2. Our proof will follow the lines of the proof in [6] of Lemma 1 of
that paper. Let D be another bounded set in the plane such that Dnint(D) is null
and D has positive area. We rst develop an upper bound for −D (V ). We may
assume without loss of generality that C and D both have area 1. Suppose that
DB(O; r). Fix x> 0. Let y> 0. Consider a translate t+yC of the scaled set yC such
that jV \ (t + yC)j = −(V; yC)y2. Further, consider the xr-inside of this set. Let
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W = (t + yC)xr = t + y(Cxr=y), and note that
area(W )=y2 = area(Cxr=y)! area(int(C)) = 1
as y !1.
Pick a random point w uniformly from W , and let R be the corresponding random
translate w + xD of xD. By our choice of W we have R t + yC. For any point v
in the plane, v2R if and only if w2 v − xD. Hence the probability that v2R is 0 if
v 62 t + yC, and is always at most x2=area(W ). Hence
−(V; xD)x26E(jV \ Rj)6jV \ (t + yC)jx2=area(W ):
So
−(V; xD)6−(V; yC)y2=area(W ):
Now let y !1 to see that
−(V; xD)6 lim inf
y!1 
−(V; yC):
But this holds for all x> 0 and so
−D (V )6 lim infy!1 
−(V; yC)6 lim sup
y!1
−(V; yC)6−C (V ):
But by interchanging C and D we have also −C (V )6
−
D (V ). Hence 
−
C (V ) = 
−
D (V ),
and −(V; xC)! −C (V ) as x !1.
Comment. The above two lemmas are in fact ‘best possible’, in the sense that, if C is a
bounded measurable set in the plane with positive area, then C satises the conclusion
of Lemma 1 if and only if C n C is null, and C satises the conclusion of Lemma 2
if and only if C n int(C) is null. Also, it would not make any dierence to our results
if for example we dened +(V; C) to be the supremum of the ratio jV \C0j=area(C)
over all sets C0 which are obtained from C by arbitrary isometries rather than just by
translations.
From the limiting results in the two lemmas above together with the observation that
always −(V; xC)6+(V; xC), we see that (as we should expect!) the lower density
−(V ) is always at most the upper density +(V ): if we have equality we say that V
has density equal to the common value. Recall that a lattice in the plane is the set of
all integer linear combinations ia+ jb of two given linearly independent vectors a and
b. It is easily seen that any lattice in the plane is discrete and has a density, which
equals the inverse of the area of the fundamental parallelogram fxa+yb: 06x; y< 1g.
The quantities r(x) were dened (at the end of the rst section) in terms of upper
densities. It will be important to us that they could equally well be dened in terms
of lower densities, as we now see. Let x = (x0; x1; : : : ; xk−1) be a distance k-vector.
For each i = 1; 2; : : : , the i-channel density i(x) was dened to be the supremum of
the upper density +(V ) over all sets V of points in the plane for which there is
an x-feasible assignment using channels 1; : : : ; i. Denote the collection of such sets V
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by F(x; i). Now temporarily dene −i (x) to be the supremum of the lower density
−(V ) over all sets V in F(x; i).
Lemma 3. We always have r(x) = −r (x):
Proof. Without loss of generality we may take x0 = 1. Let A2F(x; i), and
let 0<<+(A). It suces to show that there is a set B2F(x; i) such that
−(B)>+(A)− .
Now by Lemma 1 there exists x> 0 and an x  x square S such that
jA \ Sj>(+(A)− =2)(x + 1)2:
Let S^ be obtained from S by adding an empty border of width 12 around S. Tile the
plane with copies of S^, and let B be the set consisting of all the copies of the points
in A \ S. Note that the border is wide enough to ensure that B2F(x; i). Let y> 0,
and consider a (large) open y  y square Y . We have
jB \ Y j>(+(A)− =2)(x + 1)2(y2=(x + 1)2)− O(y)>(+(A)− )y2;
if y is suciently large. (Here we are considering x as xed.) Thus by Lemma 2,
−(B)>+(A)− , as required.
Comment. It may be shown that the suprema in the denitions of i(x) and −i (x)
are always achieved: that is, there is a set A2F(x; i) such that
−(A) = +(A) = i(x):
We close this section by showing that (x) and (x) are continuous functions of x,
as stated earlier.
Proof of Theorem 2. It suces to show that (x) is continuous. Observe that if > 0
and jyi − xij<xi for each i = 0; 1; : : : ; k − 1 then (1− )xi <yi < (1 + )xi, and so
(1 + )−2(x)<(y)< (1− )−2(x):
This shows that  is continuous at each distance k-vector x with xk−1> 0. The fol-
lowing lemma (together with the obvious monotonicity) now completes the proof of
the theorem.
Lemma 4. Consider a distance k-vector x with x0 = 1. Let > 0. Then there exists
> 0 such that (y)>(x)− ; where yi =max(xi; ) for each i = 0; : : : ; k − 1.
Note that we are interested only in the special case of this result where xk−1 = 0,
and indeed the result is trivial otherwise.
Proof. We already have seen that i+j(x)6i(x) + j(x), that is i(x) is subadditive,
and so i(x)=i ! inf jj(x)=j = (x) as i ! 1. Now note that i+(k−1)+j(x)>
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i(x) + j(x): Dene i(x) = i(x)− k−1(x): Then
i+j(x) = i+j(x)− k−1(x)
> i+(k−1)+j(x)− 2k−1(x)
> i(x) + j(x)− 2k−1(x)
= i(x) + j(x):
Thus i(x) is superadditive, and so i(x)=i ! supj j(x)=j as i ! 1, and this limit
must equal (x). Hence, for each positive integer i we have
(x)>(i(x)− k−1(x))=i: (1)
[This result (1) may be compared with Theorem 3: recall that (x)6i(x)=i by
denition of .]
Let i0 be suciently large that (2+ k−1(x))=i0<. Since i0 (x)>i0(x), there is a
set A with an x-feasible assignment using channels 1; : : : ; i0 such that +(A)>i0(x)−1:
We may now proceed as in the proof of Lemma 3 above. By Lemma 1 there exists
x> 0 and an x  x square S such that
jA \ Sj>(i0(x)− 2)(x + 1)2:
Let S^ be obtained from S by adding an empty border of width 12 around S. Tile
the plane with copies of S^, and let B be the set consisting of all the copies of the
points in A \ S. Then B has an x-feasible assignment using channels 1; : : : ; i0, and
+(B)>i0(x) − 2. Further the minimum distance between two distinct points of B
is strictly positive: let it be > 0. Let yi =max(xi; ) for each i = 0; : : : ; k − 1. Then
i0 (y)>
+(B)>i0(x)− 2: Hence, by (1),
(y)> (i0 (y)− k−1(y))=i0
> (i0(x)− 2− k−1(x))=i0
> (x)− ;
as required.
4. Main proofs
The two lemmas that follow will establish Theorem 1.
Lemma 5. Let V be a discrete set of points in the plane; and let x be a distance
k-vector. Then; for any positive integer r and any d> 0;
(dx;V )>d2+(V )(r=r(x))− (r − 1);
and so
lim inf
d!1
(dx;V )=d2>+(V )=(x):
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Proof. Let t be a positive integer, and suppose that there is a dx-feasible assignment
using channels 1; : : : ; t. Write t=ar+b, where a>0 and 16b6r. Then V is contained
in the union of a + 1 sets, which each have a dx-feasible assignment using channels
1; : : : ; r, and hence have upper density at most r(dx) = r(x)=d2. Hence +(V )6
(a+ 1)r(x)=d2, and so
t>(a+ 1)r − (r − 1)>d2+(V )(r=r(x))− (r − 1):
To deduce the last part of the lemma, let > 0 and choose a positive integer r such
that (x)>(r(x)=r)(1− ): Then by the above,
(dx;V )=d2>+(V )(1=(x))(1− )− (r − 1)=d2;
and the result follows.
Lemma 6. Let V be a discrete set of points in the plane; and let x = (x0; : : : ; xk−1)
be a distance k-vector. Then
lim sup
d!1
(dx;V )=d26+(V )=(x):
Proof. The plan of the proof is roughly as follows. Suppose for convenience that
+(V )=1. Take a small > 0 and a large integer r > 0. There is a set A^ of points in
the plane which has a (1 + )x-feasible assignment using channels 1; : : : ; r and which
has lower density nearly as big as r=r(x). Given a large d> 0, form a set At from a
little more than (1=r)d2 disjoint translated copies of A^, so that At has a (1+)x-feasible
assignment using only a little more than the rst (r=r)d26(1=)d2 channels, and At
has lower density greater than d2. Then the scaled set dAt has a (1 + )dx-feasible
assignment using the same channels. Also, dAt has lower density greater than 1 (which
is the upper density of V ), and so we can transfer the assignment for dAt to one for
V . We thus obtain a dx-feasible assignment for V , using only a little more than the
rst (1=)d2 channels.
Now let us start the proof proper. Note that we may assume without loss of generality
that xk−1> 0, as any trailing 0’s in the vector x are irrelevant. Suppose rst that
+(V ) = 1 | we shall see that the general case will follow easily. Let > 0 be such
that (1 + )1362. Let r be a positive integer suciently large that (k − 1)=r < . By
Lemma 3 there is a set ~A of points which has an x-feasible assignment using channels
1; : : : ; r and is such that −( ~A)>r=(1 + ), where we write r for r(x). Then by
Lemma 2, there exists ~a> 0 such that for all b> ~a and all b b squares B
j ~A \ Bj>rb2=(1 + )2:
Let A0 = (1 + )2 ~A and a0 = (1 + )2 ~a. Then A0 has a (1 + )2x-feasible assignment
using channels 1; : : : ; r. Also, if b>a0 and B is a b b square, then
jA0 \ Bj=
 ~A \

1
1 + 
2
B
>rb2=(1 + )6:
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Next we shall form a set A^ by making suitable small perturbations of the points in
A0 so that no two of the points dier by a rational vector. (We could avoid this step
if we were willing to work with multisets.) Let > 0 be such that 6xk−1=2 and
a0 − 2>a0=(1 + ). There are points (xv: v2A0) such that each xv is in the open ball
B(O; ), the points v^ = v + xv for v2A0 are distinct, and no two dier by a rational
vector. To see this, we could consider independent random variables (Xv: v2A0) each
uniformly distributed over the open ball B(O; ). Let A^ be the set of all the points
v^= v+ xv for v2A0.
Then A^ has a (1 + )x-feasible assignment using channels 1; : : : ; r. For let f: A0 !
f1; : : : ; rg be a (1 + )2x-feasible assignment for A0, and dene f^(v^) to be f(v) for
v2A0. Let u^ and v^ be distinct points in A^, corresponding to the distinct points u and
v in A0, and suppose that d(u^; v^)< (1 + )xi. Then
d(u; v)<d(u^; v^) + 2< (1 + )xi + xk−1< (1 + )2xi;
and so
i< jf(u)− f(v)j= jf^(u^)− f^(v^)j:
Thus f^ is an assignment for A^ as required. Also, let a^ = a0 + 2. Suppose that b>a^
and B is a b  b square. By considering the (b − 2)  (b − 2) square B0 with the
same centre as B, we see that
jA^ \ Bj>jA0 \ B0j>r(b− 2)2=(1 + )6>rb2=(1 + )8:
Let b0> 0 be a constant such that for all b>b0, all b  b squares B contain at
least b2=(1 + ) integral points. Also let s be a positive integer suciently large that
s>a^ + 2b0, rs2>2 and 2b0=s6. We have now xed quantities ; r; A^; a^; b0 and s
which we shall need below, for the next stage of the proof.
For each positive integer t, let
Tt =

1
t
Z2

\ [0; s)2 =

i
t
;
j
t

: 06i; j6st − 1

;
and let At= A^+Tt . The set At is the disjoint union of the s2t2 translates A1; A2; : : : ; As
2t2
of A^. (The translates Aj are pairwise disjoint since no two points in A^ dier by a rational
vector.) Recall that A^ has a (1 + )x-feasible assignment using channels 1; : : : ; r. Thus
there is a (1 + )x-feasible assignment for A1 [ A2 using channels 1; : : : ; r for A1 and
channels r+ k; : : : ; 2r+ k− 1 for A2, and leaving the k− 1 channels r+1; : : : ; r+ k− 1
unused. More generally, by using the r channels (j − 1)(r + k − 1) + 1; : : : ; (j − 1)
(r + k − 1) + r for Aj and leaving unused the channels (j− 1)(r + k − 1) + r + 1; : : : ;
j(r + k − 1); we may see that
((1 + )x;At)6s2t2(r + k − 1)6s2t2r(1 + ):
We shall need to choose t so that the lower density of the set At is just suciently
large.
240 C. McDiarmid /Discrete Mathematics 223 (2000) 227{251
Fig. 2. The squares B and C.
Claim. For each positive integer t; for all b>b0=t; and for all b b squares B;
jAt \ Bj>rb2s2t2=(1 + )12:
Proof. Let B be a b b square, where b0=t6b62b0=t. It suces to show that
jAt \ Bj>rb2s2t2=(1 + )12;
since we could subdivide a larger square into such squares. Suppose that B is the
square [y1; y2)  [z1; z2) where y2 − y1 = b = z2 − z1: Let C be the (s − b)  (s − b)
square [y0; y1]  [z0; z1] where y1 − y0 = z1 − z0 = s − b(> 0) | see Fig. 2. Since
s− b>s− 2b0>a^, we have
jA^ \ Cj>r(s− b)2=(1 + )8>rs2=(1 + )11:
For the latter inequality, we used the facts that b=s62b0=s6, and that (1 − )2>
(1 + )−3 since 0<61=3. Now let u2 A^ \ C. Then B− u [0; s)2, so
jfv2Tt : u+ v2Bgj = jTt \ (B− u)j
= jZ2 \ t(B− u)j
> b2t2=(1 + );
since tb>b0. Hence
jAt \ Bj = jf(u; v)2 A^ Tt : u+ v2Bgj
> jA^ \ Cjb2t2=(1 + )
> rb2s2t2=(1 + )12:
This completes the proof of the claim.
Now let us return to the main part of the proof of the lemma, for the case when
+(V )=1. Consider a (large) positive number d>1. Let t= t(d) be the least positive
integer such that
rs2t2=(1 + )12>(1 + )d2:
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Note that t=
(d), but t6d since rs2>2 and (1+ )1362. (By the Claim, the scaled
set dAt has lower density at least 1+ , and so we are on the path sketched out at the
start of the proof.)
Let c>b0 be such that for all b>c and all b b squares B we have
jV \ Bj6(1 + )b2:
Let b=c=t. Consider a bb square B and the corresponding dbdb square dB. Since
db= (d=t)c>c, we have
jV \ dBj6(1 + )d2b2:
Also, since b>b0=t the Claim gives
jdAt \ dBj= jAt \ Bj>rb2s2t2=(1 + )12>(1 + )d2b2:
Consider a tiling of the plane with db  db squares. In each of the squares, the
number of points in V is at most the number in dAt . Hence, with w=
p
2db, there is
a w-wobbling injection from V into dAt (that is, an injection  : V ! dAt such that
d(v; (v))6w for all v2V ). Thus
(dx;V )6(dx+ (2w)1;dAt) = (x+ (2w=d)1;At):
But 2w=d=2
p
2c=t, and t=
(d). Therefore, for d suciently large, we have 2w=d<
xk−1: then x+ (2w=d)16(1 + )x, and so
(dx;V )6((1 + )x;At)6s2t2r(1 + ):
But by the choice of t we have s2t26(1 + )14(1=r)d2 for d suciently large, and
then
(dx;V )=d26(1 + )15(r=r)6(1 + )15(1=(x)):
It follows that
lim sup
d!1
(dx;V )=d261=(x);
as required.
We have now shown that the result of the lemma holds if +(V )= 1. Suppose now
more generally that 0<+(V )<1. Let =p+(V ), so that +(V ) = 1. Then, by
the case just proved with upper density 1,
lim sup
d!1
(dx;V )=d2 = 2 lim sup
d!1
((d)x; V )=(d)2
6 2(1=(x))
= +(V )=(x);
and so the result still holds. When +(V ) is innite there is nothing to prove, so it
remains only to consider the case when +(V ) = 0. For each positive integer n, let
Vn = V [ nZ2. Then +(Vn) = n−2. Hence, by the above we have
lim sup
d!1
(dx;V )=d26 lim sup
d!1
(dx;Vn)=d26n−2=(x);
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and so
lim sup
d!1
(dx;V )=d2 = 0;
as required.
Proof of Theorem 3. We may assume that x> 0. For any positive integer t we have
tk(x)6tk(x). Thus it will suce for us to show that tk(x)>tk(x), for then
(x) = lim
t!1 tk(x)=(tk) = k(x)=k:
Let 0<< 1. There is a set A of points such that +(A)>(1 − )k(x) and
A2F(x; k), that is there is an x-feasible assignment f : A! f1; : : : ; kg. Clearly +(A)
is nite. There exist y1; : : : ; yt in the ball B(O; x=2) such that the t sets A+y1; : : : ; A+yt
are pairwise disjoint. [Once y1; : : : ; yj−1 have been picked there are only countably
many values for yj to be avoided.] Let U be the union of these sets A + yj and let
V = (1=(1− ))U . We shall see that +(V )>t(1− )3k(x), and V 2F(x; tk). It will
then follow that tk(x)>tk(x), as required.
For each r > 0 there is a ball B(zr; r) such that
jA \ B(zr; r)j>+(A)r2>(1− )k(x)r2:
Then
jU \ B(zr; r + x)j>tjA \ B(zr; r)j>t(1− )k(x)(r + x)2(r=(r + x))2:
On letting r !1 and using Lemma 1 we obtain
+(V ) = (1− )2+(U )>(1− )3tk(x):
It remains to show that V 2F(x; tk): Let g : U ! f1; : : : ; tkg be the assignment for
U obtained by setting
g(a+ yj) = f(a) + (j − 1)k for a2A:
Let z1 and z2 be distinct points in U , with z1 = a1 + yj1 and z2 = a2 + yj2 where
a1; a2 2A. If g(z1)=g(z2) then f(a1)=f(a2) and j1=j2; and so d(z1; z2)=d(a1; a2)>x0=
1. If 0< jg(z1) − g(z2)j<k, then a1 6= a2, and so d(z1; z2)>d(a1; a2) − jjyj1 jj −
jjyj2 jj>(1− )x. Hence the assignment g for U is (1− )x-feasible. Thus U 2F((1−
)x; tk) and so V 2F(x; tk): This completes the proof of the theorem.
Each of Theorems 4{7 may either be proved directly or via its non-asymptotic
counterpart in Theorems 9{12: we choose the latter route here, as this leads to shorter
proofs overall. After that, we complete the story by proving Theorem 8.
Proof of Theorem 9. Denote ((d; : : : ; d);V ) by t. Let f : V ! f0; 1; : : : ; (d;V )−1g
be a d-feasible assignment for V . Then kf is a (d; : : : ; d)-feasible assignment for V ,
and so t6k(d;V )− k + 1.
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Conversely, consider a (d; : : : ; d)-feasible assignment g : V ! f0; 1; : : : ; t−1g for V ,
which minimises the number of distinct channels actually used (that is, in the image
g(V )) which are not divisible by k. Then g uses only channels that are divisible by
k: for if not then let i be the smallest channel used which is not divisible by k, let
i0 be the largest integer less than i which is divisible by k, and for each v2V with
g(v) = i re-set g(v) to i0 | we thus obtain a contradiction to the choice of g. But
now the function (1=k)g is d-feasible for V , and so (d;V )6(t − 1)=k + 1, that is
t>k(d;V )− k + 1.
Proof of Theorem 4. We apply Theorem 9 to the unit square lattice S. Let 1 denote
the k-vector of 1’s. Then as d!1
(d1; S)=d2 ! (1)
by Theorem 1, and by Theorem 9
(d1; S)=d2 = k(d; S)=d2 + O(1=d2)! k(1):
Proof of Theorem 10. Let j2f0; 1; : : : ; k − 1g and let 1 denote the (j + 1)-vector
of 1’s. Then
(d ;V )>(dj1;V ) = (j + 1)(dj;V )− j;
by Theorem 9. But (dj;V )>+(V )(
p
3=2)d2j by Theorem 1 of [6] or by Lemma 5
above with r = 1.
Proof of Theorem 5. We apply Theorem 10 to the unit square lattice S. Thus
(dx; S)=d2>max
j
f(
p
3=2)(j + 1)x2j − j=d2g:
So
(x) = lim
d!1
(dx; S)=d2>(
p
3=2)max
j
f(j + 1)x2j g;
as required.
In order to prove Theorem 11 we shall need the following lemma.
Lemma 7.
2(1; 1=
p
2)62:
This lemma may look intuitively obvious: the natural 2-colouring of the scaled square
lattice (1=
p
2)Z2 is ‘clearly’ optimal. We postpone the proof of the lemma to the next
section. We have already seen that 2(1; 1=
p
2)>2; so now we have by Theorem 3
that
(1; 1=
p
2) = 2(1; 1=
p
2)=2 = 1: (2)
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Proof of Theorem 11. In order to prove the upper bound, it suces to show that the
assignment h described at the end of Section 2 is (
p
2d; d− 1)-feasible.
Consider any two distinct points u and u0 in S, where u = v + w and u0 = v0 + w0
with v; v0 2F and w; w0 2dS. If h(u)= h(u0) then v= v0 and g(w)= g(w0) but w 6= w0:
thus d(u; u0)=d(w; w0)>
p
2d. If jh(u)− h(u0)j=1 then g(w) 6= g(w0) so w 6= w0, and
either v= v0 or v and v0 are neighbours on the path in F ; and so d(u; u0)>d(w; w0)−
d(v; v0)>d−1. Thus the assignment h is indeed a (p2d; d−1)-feasible assignment for
the square lattice S, with span 2d2. Note that we may rephrase what we have shown
as ((d; d=
p
2− 1); S)6d2 for any d> 0 such that d=p2 is an integer.
Now let us prove the lower bound. Let us in fact show that ((d; d=
p
2); S)>d2 for
any d> 0 such that d2 is an integer. Note rst that by Lemmas 5 and 7 we have
((d; d=
p
2); S)>d2(2=2(1; 1=
p
2))− 1 = d2 − 1:
We shall use the method of proof of Lemma 5 to show that we do not need the
unwanted term ‘−1’. Let a be a non-negative integer, let  be 0 or 1, let t = 2a+ ,
and suppose that there is a (d; d=
p
2)-feasible assignment for S using (a subset of) the
channels 1; : : : ; t. We may argue as before to see that
1 = +(S)6a2(d; d=
p
2) + (d) = (2a+ (2=
p
3))=d2:
Hence 2a+(2=
p
3) is at least the integer d2, and so t=2a+ >d2, as required.
Proof of Theorem 6. This is immediate from Theorems 1 and 11, or from the Eq. (2)
above.
Proof of Theorem 12. The lower bound is easy: we have
((k1=2d; d− 1; : : : ; d− 1);T )>(k1=2d;T ) = kd2(1;T ) = kd2;
by earlier results. For the upper bound we use the same method as for the square
lattice. Consider the scaled lattice dT . By Theorem 3 of [6], there is a (k1=2d)-feasible
assignment g : dT ! f0; 1; : : : ; k − 1g for dT . A fundamental region of dT contains
exactly d2 points of T , say the set F of points of T , through which we may walk using
edges of the lattice graph of T . Label these points 0; k; 2k; : : : ; (d2 − 1)k as we meet
them, giving the function f on F . As before, we use f and g to form an assignment h
as desired. Each point u2T may be uniquely written as v+w where v2F and w2dT :
we set h(u) =f(v) + g(w). Clearly the assignment h uses channels 0; 1; : : : ; kd2 − 1. It
remains to check that h satises the appropriate constraints.
Consider any two distinct points u and u0 in T , where u = v + w and u0 = v0 + w0
with v; v0 2F and w; w0 2dT . If h(u)= h(u0) then v= v0 and g(w)= g(w0) but w 6= w0:
thus d(u; u0) = d(w; w0)>k1=2d. If 16jh(u) − h(u0)j6k − 1 then g(w) 6= g(w0) so
again w 6= w0, and either v = v0 or v and v0 are neighbours on the path in F ; and
so d(u; u0)>d(w; w0) − d(v; v0)>d − 1. Thus h is a (k1=2d; d − 1; : : : ; d − 1)-feasible
assignment for the lattice T , as required.
Proof of Theorem 7. The lower bound is straightforward, since we have
(1; x; : : : ; x)>(1) =
p
3=2;
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and
(1; x; : : : ; x)>(x; x; : : : ; x) = x2(1; 1; : : : ; 1) = x2k(1) = (
p
3=2)kx2
by Theorem 4. For the upper bound, note that by Theorem 12,
(d(k1=2; 1; : : : ; 1);T ) = kd2 + O(d):
Thus (k1=2; 1; : : : ; 1) = (
p
3=2)k by Theorem 1 since T has density 2=
p
3, and so
(1; k−1=2; : : : ; k−1=2) = (
p
3=2): Hence if x6k−1=2 then
(1; x; : : : ; x)6(1; k−1=2; : : : ; k−1=2) = (
p
3=2);
and if x>k−1=2 then
(1; x; : : : ; x)6(k1=2x; x; : : : ; x) = kx2(1; k−1=2; : : : ; k−1=2) = (
p
3=2)kx2:
Proof of Theorem 8. The exact results follow immediately from Theorems 7, 4
and 6.
Now we prove the lower bounds. Of course (1; x)>(1)>
p
3=2 for each 06x61.
For 0<x61=
p
2,
1 = (1; 1=
p
2)6(1=(
p
2x); 1=
p
2) = (2x2)−1(1; x);
and so (1; x)>2x2: Observe that 2x2>
p
3=2 for x>31=4=2  0:658:
For x>1=
p
2 we have (1; x)>(1; 1=
p
2) = 1: Finally, for any 0<x61 we may
use a scaling argument as above: we have
p
3 = (1; 1)6(1=x; 1) = (1=x)2(1; x);
and so (1; x)>
p
3x2. Observe that
p
3x2>1 for x>31=4  0:760:
Next we shall prove upper bounds. We have already seen that (1; x) =
p
3=2 for
06x61=
p
3. In particular, if we x x1 = 1=
p
3, we have (1; x1) =
p
3=2. Hence, for
x16x61 we have
(1; x)6(x=x1; x) = (x=x1)2(1; x1) = (3
p
3=2)x2:
Next we consider the case 1=26x61=
p
2. Let y= (1− x2)1=2, and note that y>x and
x2+y2=1. Let Rx denote the rectangular lattice spanned by (x; 0) and (0; y), that is the
set of all points (ix; jy) for integers i and j. [When x=1=
p
2 this is the square lattice,
with unit diagonals.] This lattice has fundamental parallelogram of area xy, and so has
density equal to (xy)−1. There is a natural 2-colouring f of the lattice Rx, where we
let f((ix; jy))=0 if i+ j is even, and f((ix; jy))=1 if i+ j is odd. It is easy to check
that f is (1; x)-feasible. This shows that 2(1; x)>(xy)−1, and so by Theorem 3
(1; x) = 2=2(1; x)62xy = 2x(1− x2)1=2:
Observe that 2x(1 − x2)1=26(3p3=2)x2 when x>4=p43  0:610: [Let us check the
shape of the function g(x)=2x(1−x2)1=2 on (1=2; 1=p2). Note that g(1=p2)=1. Also,
g0(x) = 2(1− x2)−1=2(1− 2x2)> 0 and g00(x) = 2x(1− x2)−3=2(−3 + 2x2)< 0, so that
g is strictly increasing and concave.]
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The last case to consider is when 1=
p
26x61. Consider an isosceles triangle which
has two sides of length x with common end point at the origin, and one side of length
1 with end points u and v say. Let Lx denote the lattice spanned by u and v, that is
Lx is the set of all integer linear combinations iu + jv. (If x = 1=
p
2 then Lx is the
square lattice with unit diagonals, and if x = 1 we have a unit triangular lattice.) The
lattice Lx has fundamental parallelogram of area (x2− 14 )1=2. As above, there is a natural
2-colouring f of Lx, where we let f(iu+ jv)=0 if i+ j is even, and f(iu+ jv)=1 if
i+ j is odd; and as above, it is easy to check that f is (1; x)-feasible. This shows that
2(1; x)>(x2− 14 )−1=2, and so (1; x)62(x2− 14 )1=2. (The function g(x)=2(x2−1=4)1=2
on (1=
p
2; 1) satises g(1=
p
2) = 1 and g(1) =
p
3. Also g0(x) = 2x(x2 − 1=4)−1=2> 0
and g00(x) =−1=2(x2 − 1=4)−3=2< 0, and so g is strictly increasing and concave.)
For 1=26x61, the method described at the end of Section 2 will yield a good
assignment for the corresponding lattice Rx or Lx. For any positive integer d we obtain
a (d; dx − 1)-feasible assignment with span 2d2.
5. The square case
We have already seen that 2(1; 1=
p
2)>2. In this section we shall prove Lemma 7,
namely that 2(1; 1=
p
2)62.
Let V be a discrete set of points in the plane, and let f :V ! f1; 2g be a (1; 1=p2)-
feasible assignment for V . We must show that +(V )62. For each point u2V let
P(u) denote the corresponding Voronoi polygon; that is, P(u) is the set of points x in
the plane such that d(x; u)6d(x; v) for each v2V . We shall show that each bounded
Voronoi polygon has area at least 1=2, which implies the desired result. We shall do
this by proving an even more ‘local’ result. Given a non-collinear triple of points ABC,
we let ratio(ABC) be the ratio of the area of the triangle ABC to the angle \ABC at
B, ignoring any signs.
Claim. Let the point O2V have bounded Voronoi polygon P(O); and consider an
edge of the polygon with end points B0 and B. Then
ratio(B0OB)>1=4:
It will follow immediately from the claim that the polygon P(O) has area at least
1=2. Thus it remains only to establish the claim.
Proof of the Claim. We may assume without loss of generality that O is the origin
(0; 0), and that the relevant point of V on the other side of the edge B0B is A= (0; a)
where a> 0. Thus B0B is a segment of the perpendicular bisector y = a=2 of the line
OA. Let B=(xB; a=2) and B0=(xB0 ; a=2), where xB0 <xB. We may assume that xB > 0,
again without loss of generality. Let ~B denote the midpoint (0; a=2) of the line OA.
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Fig. 3. B is the circumcentre Z(C) of triangle OAC.
It should be clear from Fig. 3, and is not hard to spell out a proof, that the following
is true. For points X = (x; a=2), (i) ratio(XOB) is an increasing function of x for
06x<xB and so is minimised at X = ~B, and (ii) ratio( ~BOX ) is an increasing function
of x for x> 0. We shall show that
ratio( ~BOB)>1=4: (3)
If xB0>0 it will then follow from (i) above that ratio(B0OB)>1=4. If xB0 < 0 then
by symmetry we will also have ratio( ~BOB0)>1=4, and so again ratio(B0OB)>1=4.
Thus it suces to prove inequality (3).
It follows from (ii) above (by considering x ! 0) that ratio( ~BOB)>a2=8, and this
value is at least 1=4 if a>
p
(2=). Thus we may restrict our attention to the case
when 1=
p
26a6
p
(2=), (so that 0:7<a< 0:8). It follows that f(A) 6= f(O) since
a< 1. Also, we may assume that xB6a=2, for if xB>a=2 then by (ii)
ratio( ~BOB)>
1
2
a
2
2
(=4) = a2=2> 1
4 :
In order to prove the desired inequality (3), by the observation (ii) above, for a given
value of a with 1=
p
26a6
p
(2=) we want a lower bound on the x-coordinate xB
of B.
For any point Q=(xQ; yQ) with xQ > 0, let Z=Z(Q)=(xZ ; a=2) be the circumcentre of
the triangle OAQ. Thus Z is the common point of intersection of the three perpendicular
bisectors of the sides of this triangle. Note that xZ > 0. Let the next edge of the
Voronoi polygon P(O) clockwise from the current one (that is, also incident with
B) have relevant point C = (xC; yC) in V . Then xC > 0 and B is the point Z(C).
Also, the Euclidean distance d(O;C) is at least 1=
p
2. Further, yC>0, since otherwise
xB = xZ(C)> 12 (1=
p
2)>a=2.
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Let D = (xD; yD) be the (unique) point such that d(O;D) = 1=
p
2, d(A;D) = 1
and xD > 0. We shall show now that xZ(C)>xZ(D). We may assume without loss of
generality that the point C has been placed so as to minimise xZ(C). By considering
reections in the line y=a=2, it follows that we may also assume without loss of gen-
erality that the point C has yC6a=2, and so d(O;C)>1=
p
2 and d(A; C)>1. (Recall
that f(A) 6= f(O).) Then d(O;C) = 1=p2 (or else we could rotate C clockwise about
A and thus decrease xZ(C)); and d(A; C) = 1 (or else we could rotate C anticlockwise
about O and thus again decrease xZ(C)). But now C must be the point D.
To complete the proof it now suces to show that ratio( ~BOB)>1=4, where B =
Z(D). Let us use b to denote xB. Then
ratio( ~BOB) = (ab=4)=tan−1(2b=a):
So we are to show that, for the appropriate values of a, we have ab>tan−1(2b=a);
that is we are to show that
tan (ab)>2b=a for 1p
2
6a6
r
2
 : (4)
We use some elementary manipulations. Let  denote the angle \AOD. Then the
midpoint D0 of OD is (1=2
p
2)(sin ; cos ), and the lines BD0 and OD are orthogonal,
and so
a
2 − 12p2 cos 
b− 1
2
p
2
sin 
=−tan ;
which yields
b=
1−p2a cos 
2
p
2 sin 
:
Also
cos =
a2 − 12p
2a
and so
sin2 =
− 14 + 3a2 − a4
2a2
:
Hence by the above
b=
a( 32 − a2)
(−1 + 12a2 − 4a4)1=2 :
Thus
b
a
=
3
2 − y
(−1 + 12y − 4y2)1=2 = g(y)
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say, where y = a2 and so 126y62=. In terms of g and y, inequality (4) may be
written as
tan (yg(y))>2g(y) for 1
2
6y6
2
 : (5)
It remains now to prove (5).
Note that g( 12 )=
1
2 and g(y)> 0 on the interval (
1
2 ; 2=). Let us show that yg(y)6
1
4
on the interval. To prove this inequality, we need to show that
2y(3− 2y)6(−1 + 12y − 4y2)1=2;
that is, the quartic p(y)>0 for 126y62=, where
p(y) =−1 + 12y − 40y2 + 48y3 − 16y4:
This is routine to check: for example we may see that p( 12 )=0 and the cubic p
0(y)> 0
on the interval. Thus we have 0< yg(y)< =4 for 126y62=.
Now tan (x)>2(x−=4)+1 for 06x< =2. Hence, in order to prove (5) it suces
to show that, for 126y62=,
2g(y)(y − 1)>=2− 1
that is,
(3− 2y)(y − 1)>(=2− 1)(−1 + 12y − 4y2)1=2:
If we square both sides of this last inequality we see that it holds if (and only if) the
quartic q(y)>0 for 1=26y62=, where
q(y) = (10− + 2=4)− 3(8 + 2+ 2)y + 2(4 + 10+ 52)y2
−4(2 + 3)y3 + 42y4:
This last step is routine to check: for example we may see that q( 12 )=0 and the cubic
q0(y)> 0 on the interval. This completes the proof of Lemma 7.
6. Concluding remarks and open questions
We have investigated the behaviour of the span  for channel assignment problems
specied by frequency distance constraints, in the limiting case when the distances are
large. We found that as d ! 1, the ratio (dx;V )=d2 tends to a limit, which is the
product of the upper density of the set of points V and the inverse channel density
(x) of the constraint vector x. Also we found some partial results about (x). Much
further work remains to be done: we might ask (a) how useful are these results, (b)
whether we can improve and rene them, and (c) whether we can extend them.
(a) The central practical question concerns how much we can learn from our asymp-
totic results about ‘real’ problems of channel assignment with frequency distance con-
straints. The main theorem, Theorem 1, shows that
(dx;V ) = +(V )(x)d2 + o(d2)
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as d ! 1. When can the error term be improved to O(d)? For example, is this true
whenever V is a lattice? How small is the error for practical problems? Does this
approach lead to useful estimates of the span, or bounds on the span?
(b) One improvement that would obviously be desirable is to determine more val-
ues (x) exactly, or at least to improve the upper and lower bounds in Theorem 8
where these dier. Perhaps some of the upper bounds in fact give the correct value?
All our upper bounds on spans come from ‘lattice packings’. Is it true in particular
say that for any 06x61 there is a set V which has a (1; x)-feasible assignment using
channels 1 and 2, which has density 2(1; x), and which is a union of a nite collec-
tion of translates of a lattice? When is (x) strictly increasing in some or all of its
coordinates? For example, if 3−1=26x1<x0161, is (1; x1)<(1; x
0
1)? For one more
renement, it would be nice to nd a more elegant proof of Lemma 7 (which shows
that 2(1; 1=
p
2)62).
(c) Finally let us consider extensions. Suppose that the distance between two sites u
and v is not necessarily given exactly by the Euclidean distance d(u; v). For example,
the sites may be at varying heights but we have been considering only their projection
on to the horizontal plane, or the distances may represent ‘eective’ distances in terms
of signal attenuation. The asymptotic results above will not be aected, as long as
the ‘distorted’ distance d0(u; v) is asymptotically equal to the Euclidean distance, in
the following sense. Given two functions f and g dened on a set A and taking
non-negative real values, we call f and g asymptotically equal if for any > 0 there
is a c such that for each a2A both f(a)6(1+ )g(a) + c and g(a)6(1+ )f(a) + c.
Similarly, the asymptotic results will not be aected if we allow sites to demand more
than one channel, if we make the natural modications to the denitions. For example,
we dene upper density by counting the total number of channels demanded within a
ball rather than just the number of sites. Details are given in [4].
However, suppose we consider more major changes. Are there interesting results
for dimensions other than 2, or for norms other than the Euclidean norm? Do the
methods used here lead to useful approximation algorithms? What can we say if we
move beyond binary constraints, or consider dynamic or directional models?
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