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INTRODUCT ION
The term energy harvesting describes the ability of a low-power elec-
tronic system to obtain all the electrical energy it needs to operate, or
part of it, directly from the surrounding environment1.
This capability is required in an increasing number of spatially-dis-
tributed computing applications, notably in the fields of remote sens-
ing and ubiquitous computing. These applications often require the
placement of low-power electronic systems in locations where a wired
connection to them is physically impossible, or would be consider-
ably uneconomic. The absence of this connection makes necessary to
find different ways to both power these systems and to communicate
with them. Usually these needs result in the following requirements
for the remote electronic systems: to be self-sufficient from an ener-
getic point of view, and to be able to communicate wirelessly. While
present technology provides many alternatives to fulfill the latter req-
uisite, the most widespread solution to meet the former is to equip the
system with a battery pack. It should however be noted that batteries
are energy reservoirs with finite capacity: in order to keep the pow-
ered system operational for an indefinite time, periodic maintenance
to recharge or replace the battery pack is required. Nevertheless, the
same difficulties encountered in reaching the remote systems with ca-
bles often arise again with regard to the maintenance interventions,
which can likewise prove to be highly impractical for physical or eco-
nomic reasons.
It is precisely in these situations that the implementation of energy
harvesting techniques can make a key contribution in enabling the
self-sustainability of these remote systems. If the electronic system is
capable of collecting the energy it needs directly from the surround-
ing environment, it can potentially achieve an unlimited operating life
time. Compromise solutions are also possible: if there are no physical
impediments preventing the execution of maintenance interventions,
the system can collect from the environment just a portion of the over-
all energy it requires to operate, drawing the missing part from a bat-
tery. In this way the battery load can be heavily reduced, as well as the
frequency of the required maintenance actions.
1 Expressions such as energy scavenging or power harvesting can also be found in literature
to convey the same concept. Nevertheless, the usage of energy harvesting has become
prominent over time, and this is currently the most widespread form.
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In a world where electronic systems are becoming more and more
pervasive and untethered, and considering the increasing demand of
remote sensing infrastructures to improve the monitoring and the con-
trol of novel scenarios, the implementation of energy harvesting tech-
niques is instrumental in enabling many high business potential ap-
plications. This is undoubtedly one of the reasons for the research on
this topic gaining momentum over the last decade. Similarly, the offer
by many electronic components manufacturers of products and solu-
tions expressly designed for energy harvesting applications has grown
noticeably, in the same time span.
The most investigated issues in this field address in the first instance
the optimization of energy harvesting systems (so-called energy har-
vesters) according chiefly to the metrics outlined below.
power generation and efficiency
The energy harvester must be able to collect the largest possi-
ble amount of energy from the ambient energy sources, for the
widest possible range of expected operating conditions, while
meeting the application requirements in terms of size and cost.
This often leads to a barely positive overall energy budget: this
explains why the power management circuits, besides keeping
their own power consumption as low as possible, must ensure
the maximum possible efficiency during the processing and the
temporary storage of the harvested energy.
reliability
Considering that the ultimate goal of an energy harvester is to
make an electronic system operate indefinitely, it must ensure
both a high availability on the short term, and a high durability
on the long one. The former is often jeopardized by the mis-
match between the power generation and consumption profiles,
caused by the significant and unpredictable variations peculiar
of many ambient energy sources, which lead to a power outage
probability greater than zero. An adequate level of local energy
buffering allows to preserve the service level provided by the har-
vester, whereas the choice of using maintenance-free components
improves its durability.
flexibility
The design of an energy harvester is often tailored to the requi-
sites of a specific use case. However, to boost the widespread
adoption of a harvesting solution, it is best if it provides a mini-
mum level of modularity and configurability, letting the user to
set it to work in an optimal way with a certain range of trans-
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ducers, of load systems, and in presence of ambient sources with
various characteristics.
Furthermore, there is a strong interest in investigating the applicabil-
ity of energy harvesting systems, or just of the principles and design
strategies typical of this technology, to pioneering application scenar-
ios.
During the Ph.D. research activity, we have tackled all the issues
listed above, and have proposed solutions to improve the current state
of the art in these respects. The specific contributions are presented
and discussed in the following.
• We have designed and implemented a novel airflow energy har-
vester, in collaboration with the Microelectronics Research Group
of the University of Bologna, with the purpose of obtaining power
generation capabilities comparable to those of similar systems
described in literature, but with a substantially smaller size. The
power density of a number of different miniature wind genera-
tors has been measured to select the best performing transducer,
and particular attention has been devoted to the optimization of
the power management circuit in terms of efficiency and power
saving, under the vast majority of operating conditions.
• To fulfill a collaboration request coming from the ISTEC-CNR insti-
tute and from its spin-off company IPECC, both active in the re-
search on piezoceramic materials, we have implemented a vibra-
tional harvester building upon the architecture of the previous
system. This has proven to be very flexible in accommodating
a wide range of piezoceramic transducers and vibration charac-
teristics, while still guaranteeing the maximum power genera-
tion. Moreover, the harvester has been made fully autonomous
through the addition of an expressly designed cold-booting cir-
cuit.
• As part of the EU FP7 ICT-AGRI STRATOS European research project,
we have investigated the applicability of self-powered wireless
sensor nodes to heavy duty and agricultural machinery, a topic
seldom addressed even in recent scientific literature. The energy
budget which could be reached by these devices in such envi-
ronment has been analyzed, with the support of original exper-
imental data on the vibration spectra available on the spot, and
supposing to employ commercial off-the-shelf vibrational trans-
ducers.
4 introduction
• Since many remote monitoring applications often set strict re-
quirements on the minimum availability of each wireless sensing
node, we have designed and implemented an energy harvesting
system which permits to achieve a very low outage probability.
The proposed modular architecture, developed during a collab-
oration with the Microelectronics Research Group of the Univer-
sity of Bologna, can collect energy from an arbitrary number of
hot-pluggable harvesting subsystems in a concurrent and inde-
pendent way, allowing each subsystem to harness a different am-
bient source. Besides, the energy buffering capabilities of the
system have been extended by means of a rechargeable battery,
to provide additional protection against long periods of ambient
energy shortage. A simulation framework has been expressly de-
veloped to analyze the behavior of this multi-source harvester
under real-world operating conditions.
• To fulfill a collaboration request coming from the IMEM-CNR insti-
tute, active in the research on semiconductors for photovoltaic ap-
plications, we have applied the principles and design strategies
typical of multi-source harvesters to design a power supply sys-
tem capable of maximizing the self-consumption of locally gener-
ated photovoltaic electricity to supply a single appliance, while
providing the same reliability of a conventional grid-connected
power supply. In particular, we focused on ground-source heat
pump systems as target appliances, and thus investigated the
effectiveness of the proposed design through the analysis of orig-
inal data on the typical power consumption of these systems,
obtained by means of a simulation framework provided by the
Department of Architecture of the University of Ferrara.
The remainder of the dissertation is organized as follows. The first
Part collects the Chapters dealing with harvesters harnessing a single
energy source. Chapter 1 gives an overview about energy harvesting
systems, illustrating their principal features and the key design chal-
lenges still open. The airflow energy harvester developed in the first
part of my research activity is presented in Chapter 2. With an over-
all volume of just 300 cm3, it features a miniature horizontal-axis tur-
bine, and a clever control circuit cutting down power consumption in
absence of airflow. This architecture lays the foundations of the vibra-
tional energy harvester described in Chapter 3, introducing an original
cold-booting circuit to achieve full autonomy. The analysis on energy
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harvesting from vibrations continues in Chapter 4, which presents at-
tractive results on the applicability of vibrational harvesters to power
wireless sensor nodes placed on-board agricultural machinery. The
Chapters belonging to the second Part discuss instead systems with
multiple energy sources as input. Chapter 5 tackles the problem of col-
lecting energy from multiple harvesting subsystems at the same time,
and illustrates the design of a scalable multi-source architecture for ap-
plications with strict availability requirements. The application of clas-
sic energy harvesting design principles to larger scale systems leads
to the grid-assisted photovoltaic power supply proposed in Chapter 6,
expressly designed to improve the self-sustainability of ground-source
heat pumps. Finally, conclusions are drawn, reporting the main re-
search contributions that have been discussed throughout this disser-
tation.

1 ENERGY HARVEST ING — ANOVERV IEW
The increasing availability of computing and sensing solutions based
on miniature, very low power electronic devices has played an instru-
mental role in the rise of a steadily growing number of remote sensing
applications. The coming decade will see the rapid diffusion of dis-
tributed standalone embedded systems, where devices are required to
operate unattended for decades, and users should just deploy and forget
about them.
However, the demand for more and more pervasive sensing sys-
tems, to be deployed in hardly reachable locations (sometimes even
embedded inside solid structures), comes up against the problems af-
fecting conventional battery-based supply strategies, which require pe-
riodic maintenance: limited lifetime, self-discharge, limited number
of recharge cycles, and long-term environmental impact. The need
for completely autonomous systems to employ in such high-market-
potential application areas has fostered research activity on alternative
power supply solutions, and in recent years energy harvesting has been
acknowledged as one of the most promising technologies to achieve
this goal.
Underlying energy harvesting techniques is the idea of obtaining the
energy needed to power an electronic device directly from its operating
environment, through the conversion of some form of ambient energy
to electrical energy.
The first markets for this technology are applications where di-
rect energy supply from the power grid is not possible (or would
be strongly limiting for the application) and the periodic replacement
of batteries would be too expensive, such as building and home au-
tomation, military and avionic devices, communication and location
devices. Harvesting will facilitate the diffusion of sensing solutions
based on small, low-power embedded systems, such as wireless sen-
sor networks [1, 2]. In these situations, relying on energy sources freely
provided by the operating environment and available on the spot is
highly desirable.
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1.1 ambient energy sources
Depending on the operating environment and on the application sce-
nario, different energy sources can be available, and different energy
conversion techniques can be adopted to harness them. For example,
considering wearable applications, body heat, vibrations and human
movement can be appropriate for the purpose [3], whereas sunlight
and wind can provide enough energy for almost all outdoor applica-
tions [4]. Every energy source has distinctive characteristics in terms
of controllability, predictability and magnitude: all these factors are
relevant for the choice of the most suited source for a certain appli-
cation [5]. In particular, the magnitude can be expressed in terms
of harvestable power surface density, i.e. the harvestable power per
unit of area of the harvesting device. A tabular comparison of differ-
ent energy harvesting methods on the basis of this parameter can be
found, for instance, in [6].
1.2 harvesting systems architecture
Energy harvesters can usually be modeled with the diagram shown in
Figure 1.
Figure 1. Typical architecture of a standalone energy harvesting system.
energy transducer
A device performing the conversion from a particular kind of am-
bient energy (kinetic, electromagnetic, thermal, etc.) to electrical
energy.
maximum-power-point tracking (mppt) circuit
A circuit which adjusts dynamically the operational parameters
of the conversion device in response to the variations of the avail-
able energy level, in order to let it convert the maximum possible
amount of power in every condition. At the same time, it trans-
fers the harvested energy to the energy storage device.
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energy storage device
A device which stores the generated electrical energy, and act
as an energy buffer between the ambient source and the load
system.
interface circuit
A circuit providing a stable, regulated and (as long as possible)
uninterrupted voltage to the electronic system to be supplied, to
ensure its correct operation.
control circuit
A circuit which supervises the operation of each subcircuit, and
manages the transitions between operating modes.
1.3 design challenges
An energy harvester can be considered as an interface between one
or several energy suppliers (the renewable ambient energy sources)
and one or several energy consumers or loads, i.e. the systems to
be powered. The real challenge in the design of energy harvesting
systems is to provide a continuous and stable power supply to the
load in spite of the adverse availability characteristics of the energy
sources, while keeping at the same time the harvester size and cost as
low as possible.
1.3.1 Power generation and efficiency
Energy density, efficiency, size and cost of the harvester are the pri-
mary design metrics to compare each solution. In fact, to satisfy the
power needs of the embedded system while keeping the harvesting
device as small as possible, the optimization of the harvesting process
becomes crucial.
Another critical issue is to address the variability of environmental
energy sources. Indeed, for every input energy level, the electrical load
of the harvesting device which maximizes the generated power can in
general be different. The direct connection of the harvesting device to
the energy storage device often does not provide the maximum har-
vesting efficiency, therefore the harvesting system should continually
perform a maximum power point tracking (MPPT), by adjusting the op-
erating point (i.e. the impedance measured at the harvesting device
output terminals) to maximize the power generation at every working
condition. The design of the MPPT circuit requires the characterization
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of the harvesting device output impedance for different input energy
levels and the choice of the technique to modify the load shown at its
terminals. The MPPT algorithm, then, can be implemented in hardware,
through an expressly designed analogue circuit, or executed as a piece
of software by a microcontroller or a digital signal processor (DSP).
Furthermore, the power conversion and transfer from the energy
transducer to the load system should be performed with the maxi-
mum efficiency and the least possible power overhead in most condi-
tions, through the optimization of each power processing block and
of the whole architecture. In particular, the circuits which convey the
power from a section of the system to another one (e.g. dc/dc con-
verters) should lose the least possible amount of energy during the
transfer, and the power consumption of the control circuitry should be
negligible when compared to the power delivered to the load.
1.3.2 Reliability
The harvesting system should comprise a properly sized energy stor-
age device, working as a buffer between the variable power consump-
tion of the load system and the wide dynamic range and discontinu-
ous nature of the ambient source, without the need for periodic main-
tenance. This requires the harvester to store the collected energy in
devices working as energy reservoirs, to be filled as much as possible
when the ambient sources are available and to be slowly emptied to
power the load when they are not.
Different devices can be used for storing the harvested energy: su-
percapacitors and rechargeable batteries are the typical options. The
choice should consider the estimated power budget of the whole sys-
tem (given by the power requirements of the embedded system, the
characteristics of the exploited energy source and the efficiency of the
harvesting system) against the desired level of service continuity.
The absence of predefined charge and discharge profiles and thus
their higher power density, the possibility of precisely estimating the
state-of-charge from the voltage across them, and their high maximum
recharging cycle life time, make the supercapacitors the best choice for
this task [7]. However, when compared to batteries, they still provide a
much lower energy density: this can be a limiting factor if the harvester
is expected to continue powering the load even during long periods
of ambient energy shortage, or if maximum operational reliability is
required. The adoption of batteries comes at the cost of additional
circuitry, to protect them from overcharging or undercharging.
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1.3.3 Flexibility
Several aspects must be taken into account for the design of an energy
harvester: the load system average power consumption, the desired
level of service continuity, possible constraints on size and cost, the
typical availability level and magnitude of the relevant energy source
at the expected deployment place, etc. As a consequence, the applica-
tion strongly affects the design choices: however, in order to reduce as
much as possible the design effort for systems to be employed in sim-
ilar applications, the harvester should be designed with some degree
of flexibility and modularity, allowing for slight changes of some of its
parts or in its operating conditions.

Part I
S INGLE -SOURCE HARVEST ING SYSTEMS

2 A IRFLOW ENERGY HARVESTER
2.1 introduction
This chapter focuses on airflow as a feasible energy source to meet the
energy needs of a small autonomous embedded system. A novel wind
energy harvester is presented, featuring an overall volume smaller than
300 cm3. It consists of a small turbine-based wind generator and a
highly efficient maximum power point tracking (MPPT) circuit, based
upon a dc/dc buck-boost converter expressly designed for the purpose.
The generated energy is stored in a supercapacitor and an additional
buck-boost converter is used to provide a constant dc output voltage.
This harvester has been designed as a module of the multi-source
energy harvester described in Chapter 5 on page 77, so the analogue
control circuitry of the harvester has been thought to be powered by
a secondary battery with 3.6 V nominal voltage. Experimental results
show that the wind generator boosts efficiency over a wide range of
operating conditions.
The remainder of the chapter is organized as follows. In the next
Section 2.2 we review the related works, whereas Section 2.3 lists the
contributions and innovations that this work proposes. The descrip-
tion of the chosen wind generator, its characterization and modeling,
and its performance are reported in Section 2.4. The MPPT circuit is the
subject of Section 2.5, which details the design process we followed to
optimize the efficiency of the buck-boost converter and presents the ar-
chitecture of the control circuit. Section 2.6 illustrates the testing proce-
dure of the implemented harvester and shows the experimental results
thus obtained, which prove to be very adherent to those expected on
the basis of computer simulations. Finally, Section 2.7 concludes the
chapter.
2.2 related works
Although the design of self-powered embedded systems is a recent
challenge, the research activity in this area is very active and several
harvesters using various environmental sources have been proposed.
For example, [8] reviews the latest progress in kinetic energy har-
15
16 airflow energy harvester
vesting for wearable and mobile applications, [9] designs integrated
microgenerators exploiting micro-electro-mechanical systems (MEMSs),
whereas [10] presents a compact and wearable photovoltaic scavenger
for indoor applications.
2.2.1 Wind energy harvesting
Small scale wind energy harvesting is still quite unexplored and few
wind-flow harvesters with a size in the order of 1 dm3 have been pre-
sented in literature, even though research in this field can leverage on
the experience in designing energy generators with large and medium
turbines, which is almost consolidated [11]. First prototypes were pro-
posed in [12], where piezoelectric bimorphs elements are used to gen-
erate electricity through the rotation of three horizontal-axis wind tur-
bines with a diameter of 12.7 cm each. Although they partially overlap,
the whole system occupies a volume greater than 25 cm× 18 cm× 7 cm.
The authors state that it can generate continuously 5 mW with an aver-
age wind speed of 16.1 km/h, and that the cut-in speed of the windmill
is of about 8.7 km/h. The energy density in [12] is lower in compar-
ison with the results presented in this work. The authors of [13] try
instead to extend the battery life in a wind speed sensing application
exploiting the same cup anemometer used to perform the measure-
ments, connecting to its shaft an axial-flux brushless generator. The
two round plates making up the latter have a diameter of 7.6 cm, while
the cup anemometer is probably larger. Also at high speed winds
(more than 30 km/h) the generated power remains below 1 mW. This
poor result is mainly due to the low efficiency of the cup anemometer
as a wind generator.
Ambimax [14] is a multi-source energy harvester equipped with a
wind energy harvesting subsystem. Its authors employ a commer-
cial off-the-shelf (COTS) wind turbine, called Windlab Junior [15]. This
horizontal-axis turbine-based generator is 38.5 cm high, 38.5 cm wide
and 21 cm deep, and is capable of generating 0.5 W at 2000 rpm; from
the paper it can be deduced that it is expected to generate 200 mW
with a wind speed of 36 km/h. This considerable power level is proba-
bly due to the large area swept by the relatively long blades and to the
favorable test conditions. However, the optimization of the efficiency
of the wind energy harvesting subsystem is not thoroughly addressed
in this work.
Another multi-source harvesting solution featuring a small-sized
wind generator is the one presented in [16]. This system exploits a
Savonius wind turbine with a swept area of 120 cm2, capable of gener-
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ating about 36 mW at a wind speed of 16.8 km/h, in maximum power
point (MPP) conditions.
Finally, an interesting commercial wind harvesting solution is mi-
croWindbelt [17] by Humdinger. This wind generator bases its func-
tioning on the aeroelastic flutter principle, instead of using a tur-
bine: this allows the whole system to be very small, with a size
of just 13 cm× 3 cm× 2.5 cm. At the generator terminals, before the
ac/dc power conditioning stage, power levels of 0.2 mW and 2 mW
have been measured with wind speeds of 12.6 km/h and 19.8 km/h,
respectively. Although the losses due to the following power stage are
not included, these power levels are rather relevant though, if we take
into account the very small size of the device. The cut-in speed of
microWindbelt is 10.8 km/h.
2.2.2 Maximum-power-point tracking
With specific regard to the design methodology, there are several works
dealing with the problem of maximizing the power generated by a
harvesting device through the optimization of each stage of the circuit.
Modeling the energy generator is one of the most difficult steps and it
is important for any kind of environmental energy transducer. For ex-
ample, the authors of [18] achieved vibrational energy harvesting with
very low power dissipation starting from a small-deflection model of
the vibrating piezoelectric cantilever. In the same way, [19] presented
a compact and accurate model of small-size photovoltaic cells to max-
imize the efficiency of solar harvesters for self-powered systems. The
model allowed the authors to propose a design methodology for scav-
enging circuits.
Maximum power point trackers and dc/dc circuits are also very im-
portant optimization targets. Much effort has been invested in dynami-
cally matching the impedance at the generator output, to maximize the
energy converted with minimum energy loss. The work [20] has been
one of the firsts to address this issue. It proposes to implement the
MPPT through a dc/dc switching converter operating in fixed-frequency
discontinuous current mode (FF DCM), and a control circuit capable of
varying some of the converter parameters. In this way it is possible to
adjust the converter input resistance, setting its value as a function of
the power level generated by the harvesting device. Whereas in this
work the authors use a DSP-based power greedy control circuit to track
the MPP and change the input resistance, in a following paper [21] they
manage to obtain the same functionalities with a lower-consumption
dedicated analogue circuit.
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In some favorable cases, the output resistance of the harvesting de-
vice does not change significantly when the environmental power level
varies, so a fixed load resistance is sufficient to achieve the impedance
matching in every condition. This enables an additional simplifica-
tion of the converter control circuit, which does not have to track
the MPP and requires one-time calibration. This situation character-
izes works [22–25], and will be encountered in the present work as
well.
In particular, [22] contains a brief survey of the suitability of differ-
ent converter topologies (buck-boost, boost, and buck) to achieve the
desired matching. This work highlights how the boost (or buck) con-
verter operating in FF DCM is valuable only when the input voltage is
much smaller (larger) than the output voltage, whereas the buck-boost
converter can provide true resistor emulation independently of the in-
put and output voltage. Therefore, the choice of the most suitable
converter topology depends on the voltage characteristic of the partic-
ular application. In [23, 25], e.g., a buck-boost converter is selected,
whereas in [20, 21] a buck converter is used. In [22] a comparison
between the boost and the buck-boost topologies is also performed.
2.3 contributions
The aim of the work presented in this chapter is to develop a very-
small-size wind energy harvester providing a highly effective solution
to collect freely available wind power. To achieve this goal, this chapter
presents the following contributions.
• We thoroughly characterize and model the wind generator per-
formance, to identify the conditions which maximize power gen-
eration. The selected turbine can generate up to 10 mW with a
wind speed of 16 km/h, despite having a smaller size than [12]
and [13]. The cut-in speed is lower than 8.6 km/h.
• We expressly design and optimize a buck-boost converter based
MPPT circuit, to emulate at the wind generator output the resis-
tive load which maximizes its performance. The adopted de-
sign methodology enhances the solution proposed by [22] and
is aimed to the minimization of the power losses of the oper-
ating devices. After the selection of the components with the
most suitable characteristics to build the converter, the values of
other converter parameters are chosen through extensive com-
puter simulations and the comparison of the resulting efficiency
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plots. This procedure allows to make the best design choices on
the basis of the expected operating conditions of the harvester.
• The architecture of the circuit controlling the converter operation
is carefully designed to minimize the power consumption as well,
while using COTS components. An ultra-low-power comparator
is used to disconnect the oscillator circut from the power sup-
ply when the wind is absent, avoiding the converter to continue
switching when it is not needed.
• The results of the tests carried out on the implemented harve-
ster attest the effectiveness of the applied design methodology,
as they are very similar to those obtained through the numerical
simulations. The measured efficiency of the converter is always
greater than 81 % for output voltages above 0.8 V, with peaks
of 87 %.
2.4 wind generators characterization
With the expression turbine-based wind generator we identify a device
capable of converting the kinetic energy of an airflow into electrical
energy by means of a turbine. We focused on the permanent-magnet
version, the most suitable for low power levels. The characteristics
of both the electrical generator and the mechanical turbine play an
important role in determining the wind generator overall performance,
in terms of efficiency, reliability and cost.
For micro-size systems as the one we present, we considered basi-
cally two types of wind turbines, namely horizontal-axis and vertical-
axis generators. Horizontal-axis wind turbines (HAWTs) are generally
more efficient than vertical-axis wind turbines (VAWTs), nevertheless
VAWTs are simpler and can be found with several rotor designs (e.g.
Darrieus, Savonius, . . . ). Savonius rotors, for example, present some
advantages over HAWTs, such as they do not need to move on the hor-
izontal plane when the wind shifts.
2.4.1 Savonius generators
In the first instance, we investigated the suitability of small Savonius
turbines (like the one displayed in Figure 2a) for our purpose. We
used a little three-phase motor as electrical generator (Figure 2b), and
a three-phase rectifier bridge with Schottky diodes to get a dc volt-
age from the ac waveforms (Figure 2c). Then we tested their perfor-
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(a) Plastic Savonius turbine (b) Disassembled motor
(c) Rectifier circuit



















Medium speed (∼15 km/h)
High speed (∼17 km/h)
(d) Test results
Figure 2. On the first row: the self-built small vertical-axis wind turbine,
and the inrunner brushless generator coupled with it. On the sec-
ond row: the three-phase bridge rectifier employed to obtain a dc
voltage from the ac waveform provided by the generator. On the
third row: outcome of the tests executed on a self-built vertical-
axis wind turbine with a size below 1 dm3. A maximum power of
about 1.3 mW has been obtained, with an airflow speed of 17 km/h.
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mance as wind generators at different wind flow speeds, varying sev-
eral times the resistive load at the rectifier output.
The results of the tests are reported in Figure 2d. As the plot shows
clearly, we managed to obtain an output power of 1.3 mW with an
airflow speed of about 17 km/h. Moreover, the condition for the maxi-
mization of the generated power seems to be the presence of a load of
about 150Ω at the output of the rectifier.
2.4.2 Horizontal-axis wind turbine
(a) Deployment example (b) Close-up (c) Disassembled view
Figure 3. The miniature four-blade plastic horizontal-axis wind turbine tested during the turbine
selection phase of the harvester design.
Afterwards, we focused on a HAWT model, a four-blade plastic tur-
bine with a diameter of just 6.3 cm, shown in Figure 3. The generator is
composed of a single-phase coil, which encloses the magnets integral
with the rotating shaft attached to the turbine.
Figure 4. Circuit diagram of the single-phase full-wave rectifier used to con-
vert the wind generator output voltage from ac to dc.
The circuit used to convert the generated ac supply voltage to a
dc voltage is a typical single-phase full-wave rectifier, with a diode
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bridge followed by a filter capacitor (Figure 4). BAT47 Schottky diodes
have been selected for the bridge, in order to minimize voltage drop
and power losses. The filter capacitor value (220 µF) is the result of a
tradeoff between the minimization of the voltage ripple and the ability
of the output voltage to follow closely enough the wind speed varia-
tions. This last requirement is important if one wants to use the rec-
tifier output voltage as the feedback signal for the MPPT circuit: the
latter should modify its operation according to actual environmental
energy level, so a delay in the feedback chain is undesirable.
For the characterization of the wind generator we used three air-
flow speeds as reported in the second column of Table 1. The mea-
surements, made at the rectifier output port, take automatically into
account the power losses caused by the diode bridge, and their varia-
tions in response to different input power levels.
Table 1. Data regarding the characterization and modeling of the wind tur-
bine used for our harvester.
Cases
Airflow speed PW,max p1 = RL,opt p2
(km/h) (mW) (V/A = Ω) (V)
Low speed 8.6 2.02 715 2.40
Medium speed 15.1 7.93 559 4.21
High speed 16.8 9.95 549 4.68
The outcome of the measurements on the HAWT model is displayed
in Figure 5. This plot reports the experimental samples of the wind
generator V-I characteristics, parametrized by the level of input power
which depends on the airflow speed. Generally, for a fixed airflow
speed, there is a load value that maximizes the power supplied by the
wind generator. Notice that with an airflow speed of about 17 km/h,
it’s possible to generate up to about 9.7 mW: this power level is well
above those obtained by [12, 13]. To summarize, the HAWT model can
generate up to 7 times more power with respect to the vertical one we
built, using the same wind speed. Thus we continued the design of
the harvester considering this model of turbine.
The results we have obtained with this generator, first disclosed
in [C1], have been taken into account in a later independent review
article, which has compared them to the performance of other airflow
generators in literature [26]. The comparison outcome is reported in
Figure 6. It can be observed that our generator performance in terms of
power density (power per unit cross-sectional area) is among the best
ones, with an efficiency CP very close to the best-performing turbine
based device ([27], CP = 0.1). Efficiency CP is defined as CP = P0/Pr,
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Figure 5. The data obtained from the characterization of the HAWT displayed
on a VW-IW plot, together with the fitting curves resulting from the
proposed analytic model. The solid black curves represent constant
power levels: from left to right, the power levels associated to the
three curves are 2.02 mW, 7.93 mW, and 9.95 mW (see Table 1).
where P0 is the available power of the airflow hitting the cross-sectional
area, whereas Pr is the electric power generated by the device (and
subtracted to the airflow). It can be shown that a maximum value
CP = 0.593 exists, which takes the name of Betz limit [28]. However,
the comparison in Figure 6 is not completely fair, because the same
graph reports both the performance of generators comprising a recti-
fier circuit (like ours), and those of generators with a not-yet-rectified,
ac output voltage (like [26]). This means that the actual efficiency CP
of our generator is higher than the one plotted in Figure 6, because it
should not be calculated using the PW power values listed in Table 1
(which take into account the power losses of the rectifier). It should be
calculated instead from Pr power values taken directly at the ends of
the brushless generator, in absence of a rectifier circuit.
Focusing back on Figure 5, the rectilinear position of the three groups
of data points on this plot suggests the possibility of modeling the gen-
erator behavior at a fixed input power level with a linear model of the
following type:
VW = −p1 IW + p2 , (1)















Figure 6. Performance comparison for airflow generators reported in the literature, plotted as
electrical output power per unit cross-sectional area as a function of free stream flow
speed. Both turbine-based (solid symbols) and non-turbine (open symbols) designs are
included. In all cases the area used is the entire cross-sectional area presented to the flow.
Source: [26].
where VW and IW are the output voltage and current of the wind gen-
erator, whereas p1 and p2 are two fitting parameters whose values are
dependent on the input power level, hence on the wind speed. After
performing a least mean squares fitting, we obtain the values reported
in Table 1 for parameters p1 and p2 and the lines in Figure 5, superim-
posed on the experimental data points.
Now, it’s possible to use the model to get a better estimate of the re-
sistance value which optimizes the power generation at a fixed airflow
speed. Knowing that the output power is given by PW = VW IW and
using Equation (1), we obtain that:
PW = −p1 I2W + p2 IW . (2)
Differentiating the previous equation it’s easy to determine the cur-
rent value which maximizes the output power, and consequently the
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= p1 . (5)
Another interesting result synthetically describing the dependence
of the generated power on the ambient energy level (through p1 and p2
values) and the load resistance can be found putting Equation (2) in a





Table 1 reports the values of PW,max and RL,opt corresponding to the
a wind flow speeds used to characterize the turbine. It is immediate
to observe that the optimal load resistance value lies between 549Ω
and 715Ω for all the tested airflow speeds. The narrowness of this
range implies that, if a fixed load resistance value is chosen within this
range, the the power generated for any input power level will be close
to the maximum one.
The choice of the exact value for the load resistance is based on
which operating condition one wants to optimize. The trend noticeable
in Table 1 is a slight decrease in RL,opt when the airflow speed increases:
considering that our characterization stops at an airflow speed corre-
sponding to a “gentle breeze” in the Beaufort scale [28], we expect the
RL,opt value to further decrease at higher wind speeds. Our tradeoff
choice is thus a resistance value of 550Ω for the load of the rectifier:
it allows the generation of nearly the maximum possible power with
light winds (which are also the most frequent ones) without penalizing
too much the harvesting at higher wind speeds.
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Considering the model of the wind turbine used in our harvester, the
condition which maximizes the power supplied by the wind generator
(rectifier included) is approximated assuming the presence of a fixed
load resistance of about 550Ω. The transfer of the energy to the se-
lected storage device is independent on the level of energy already
stored into it.
Note that in such case there is no real “tracking” of the maximum
power point, because the condition for the maximization of the gener-
ated power is only slightly dependent on the input power level. This
particularity brings some advantages. In the first place, the absence
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Figure 7. Circuit diagram of the considered buck-boost converter.
of feedback control circuitry reduces the system complexity and the
implementation costs. Moreover, this means no additional power con-
sumption too. If a more sophisticated MPPT circuit, able to modify
precisely its input resistance in response to operating conditions varia-
tions, were employed, it would consume more power than that earned
thanks to its more accurate form of tracking (with respect to the ap-
proximate condition we have chosen). Indeed, even if we consider the
case of worst mismatch between RL,opt and the chosen value of 500Ω
(happening with the lowest airflow speed, see Table 1), the power lost
because of the mismatch is just the 2 % of the PW,max value, quan-
tifiable in 40 µW. The power consumption of a more sophisticated
MPPT circuit would hardly be below this power level.
In Section 2.2 we reviewed some works dealing with the emulation
of a constant resistance. They all adopt a dc/dc converter operated
in fixed-frequency discontinuous current mode (FF DCM), and this so-
lution seems suitable to our case as well. In our context, both input
and output voltages can reach about the same level. The converter
input voltage is the output voltage of the rectifier, which can be of
some volts as soon as the wind strengthens, whereas the converter out-
put voltage is the voltage across the supercapacitor, which can range
from 0 V to 5 V according to the amount of energy already stored. For
these reasons, we have chosen to employ a buck-boost converter op-
erated in FF DCM to satisfy the condition for the maximization of the
power supplied by the wind generator.
2.5.1 Buck-boost converter
The circuit diagram of the considered buck-boost converter is shown in
Figure 7. The qualitative waveforms of all relevant electrical quantities
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Figure 8. Qualitative waveforms of all relevant electrical quantities of the
dc/dc buck-boost converter shown in Figure 7, when operating in
fixed-frequency discontinuous current mode (FF DCM).
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of the converter operating in FF DCM are reported in Figure 8. For a
thorough investigation of converter operation in this mode, see [34].
Referring to Figure 8, T1 is the time interval in which the metal-
oxide-semiconductor field-effect transistor (MOSFET) is in conduction,
T2 is the time it takes to the inductor to transfer all the energy stored
during T1 to the supercapacitor while the MOSFET is off, and T3 is the
remaining time before the start of the next period. The overall period
length is denoted by T.
Modeling the MOSFET and the diode as ideal switches and integrat-
ing the basic relation vL = L diLdt regarding the converter inductor, it’s









The waveform of the current i1, drawn from the rectifier at the end
of the wind generator, is equal to that of iL during T1, but it’s zero
during the intervals T2 and T3. The expression of its average value is
then:







The average power entering the converter is given by PIN,avg = VW I1,avg.
















Indicating with RIN,eq the equivalent input resistance of the converter,











We have demonstrated that the buck-boost converter operating in
FF DCM shows a fixed average input equivalent resistance, only de-
pendent on the inductance value and on two time parameters which
wholly characterize the waveform of the gate drive signal. This feature
is illustrated also by classic textbooks on power electronics, as [35], as
well as by [22, 23].
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Design for maximum efficiency
The possibility of choosing the values of L, T1, and T corresponds to
having three degrees of freedom. However, there is only the following
relationship to satisfy:
RIN,eq = RL,opt = 550Ω ; (12)
this implies that two of these parameters can be arbitrarily set by the
designer. A good way to take advantage of this possibility is to choose
for L, T1, and T the values which minimize the power losses due to the
components comprising the converter, thus maximizing its efficiency.
This approach is used also by [22].
To evaluate the conduction losses of the MOSFET, the inductor, and
the diode, and the switching losses of the MOSFET, respectively, the
following equations can be used:

































where Ron is the drain-source on-state resistance of the n-channel MOSFET,
Resr is the parasitic equivalent series resistance of the inductor, n is
the ideality factor of the diode, Vt is the thermal voltage, IS is the
reverse bias saturation current of the diode, and Coss is the MOSFET
output capacitance. The expression indicated for PD,cond has been ob-
tained considering the waveform of the current through the diode
(see Figure 8 during the time interval T2) and the consequent wave-
form of the forward voltage, given by the classic Shockley equation






; some terms have then been neglected be-
cause IS  IPK. The full derivation of Equation (15) is detailed in
Appendix A.
Note that in the expression of the MOSFET switching losses PS,sw,
the power consumed by the MOSFET driving circuit to charge the gate
capacitance at every cycle hasn’t been included. Indeed this power is
provided by the secondary battery and not by the converter input port,
so it’s not relevant to the conversion efficiency we are considering.
As Equations (13) to (16) shows, the losses depend on the three pa-
rameters we must choose as well as on quantities characterizing the
used components. Hence, also the devices must be selected carefully
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Table 2. Relevant electrical characteristics of the components selected to im-
plement the buck-boost converter.
Component Features
n-channel MOSFET
Ron = 65 mΩ at VGS = 3.6 V, ID = 2 A
Qg = 2.4 nC at VGS = 3.6 V, ID = 4 A
Coss = 80 pC at VGS = 0 V, VDS = 6 V
Schottky diode
VD = 0.25 V at ID = 60 mA
IR = 10 µA at VR = 5 V
to maximize the efficiency. The inductor should have the smallest pos-
sible Resr: this requires a thicker conductor, which makes the inductor
quite larger. The MOSFET should have both a low Ron and a low Coss:
a tradoff between the two is mandatory, as lower Ron can be achieved
widening the transistor, therefore increasing the parasitic capacitaces
and the gate charge Qg. The diode should have the smallest possible
forward voltage at the IPK current level: this is often associated with
higher reverse bias leakage currents, which is undesirable.
After a thorough comparative research, we selected the components
listed in Table 2. Both the MOSFET and the Schottky diode are inte-
grated in the same package, the NTMD4884NF by On Semiconductor.
Note that at this design stage it’s not possible to choose a particular in-
ductor only on the basis of its Resr: in fact the Resr value of an inductor
is strictly related to its inductance value, so the choice of the inductor
must consider both features at the same time. The next paragraph will
explain how this can be accomplished.
Simulation
The selection of the best values for parameters L, T1, and T has been
performed through computer simulations. Equations (13) to (16) have
been implemented in a Matlab script and their sum, giving the total
power loss, has been calculated assigning many different couples of
values to parameters L and T1; each time, the value of T has been ob-
tained from the condition summarized by Equation (12), using Equa-
tion (11). Many simulations have been carried out varying the input
power level and the voltage considered for the output supercapacitor.
This allows to evaluate the efficiency performance of the converter for
the widest possible range of operating conditions. At each change of
the inductance value L, also the Resr value has been modified according
to a table containing the L–Resr correspondances for a wide selection
of the best inductor families available on market.
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The result of some of these simulations are shown in Figure 9. It can
be easily observed that on the right side the plot stops abruptly: this is
because the values of L and T1 corresponding to the points in the lower
rightmost triangular area of the plot wouldn’t allow the converter to
operate in discontinuous current mode (DCM), making T1 + T2 > T.
Changing the operating conditions (VO and PIN), the borderline be-
tween DCM and non-DCM operation moves, as does the maximum ef-
ficiency point, denoted by the star symbol. In any case, however, the
maximum efficiency point is always quite near to the borderline. There-
fore, the choice of the best values for L and T1 should correspond to
a point as near as possible to the area where the maximum efficiency
point lies more often, but remaining on the left of the borderline for
the widest possible range of operating conditions. In general, the risk
of crossing the borderline is higher in presence of great input power
levels and a low voltage across the output supercapacitor.
After the comparison of a large set of plots obtained from the simu-
lation of several different operating conditions, the tradeoff values of
330 µH and about 6.5 µs have been chosen for L and T1, respectively. To
satisfy the condition of Equation (12), a period T = 35.2 µs is required,
corresponding to f = 1/T = 28.4 kHz. The selected inductor is the
ELC11D331F by Panasonic, which features an Resr of just 350 mΩ.
Once the circuit has been physically implemented, only the adjust-
ment of parameters T and T1 remains possible, because L is the in-
dutance value of an untunable inductor and thus it’s fixed. In this
situation, just one of the three degrees of freedom initially available
remains, as we have now two conditions to satisfy: Equation (12) and
L = 330 µH. Therefore, it’s actually possible to modify arbitrarily just
one of the two parameters T and T1, because the other must be tuned
accordingly to Equation (12). Supposing to change the value of T while
adjusting accordingly T1, it’s possible to obtain through a computer
simulation the plot shown in Figure 10. It displays how the estimated
conversion efficiency changes with respect to the operating frequency
and the voltage across the supercapacitor, assuming again the lowest
airflow speed. Checking the position of f = 28.4 kHz on this plot, we
can observe that it’s in the middle of the range of frequencies which
maximize the efficiency-increase-to-voltage-increase ratio: this means
that this choice of f allows on average to reach better efficiencies at
lower output voltages.
Picturing the plot of Figure 10 in 3D and slicing it by a fixed fre-
quency value, we would obtain a 2D plot showing the conversion ef-
ficiency as a function of the output voltage, for a given input power
level and operating frequency. Considering an f value around 30 kHz,








































































































































































































































































(f ) VO = 3.5 V, PIN = 9.8 mW
Figure 9. Simulation results of the efficiency performance of the converter for the a wide range of
operating conditions (VO and PIN). The maximum efficiency point of each plot is denoted
by the star symbol. The efficiency achieved by the final implementation (which uses
L = 330 µH and T1 = 6.5 µs) is denoted by a circle.






























Figure 10. Contour plot of the conversion efficiency corresponding to differ-
ent values of f and VO, once L = 330 µH has been chosen. For
this simulation we supposed PIN = 2.0 mW, obtainable with the
lowest speed used for our tests and with RL = RIN,eq = 550Ω.
we can see that the simulated conversion efficiency is greater than 75 %
already at VO = 1 V; it exceeds 90 % at about VO = 3 V.
2.5.2 Control circuit
The converter requires a circuit driving the gate of the MOSFET with
a voltage square wave of period T and duty cycle equal to T1/T. To
maximize the harvester overall efficiency, this circuit should consume
the least possible power. Besides an accurate design of the circuit itself,
an architectural-level strategy to cut down its power consumption is to
cut its power supply every time that the speed of the airflow is not
high enough to make the turbine turn, i.e. during wind calms.
The main problem arising in the implementation of this solution is
how to sense the voltage at the output of the rectifier, which signals
clearly whether the turbine is spinning or not. As Figure 7 shows,
indeed, the voltage VW is floating, i.e. none of the two electric poten-
tials to which it is referred is the ground one. For this reason it’s not
possible to use a comparator powered by a ground-referred supply to
directly compare this voltage to a threshold.
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Figure 11. Qualitative diagram of the circuit which controls the operation of
the buck-boost converter.
A simple and clever solution to this difficulty comes from a feature
of the circuit in Figure 7. Applying the Kirchhoff’s voltage law to the
mesh including the MOSFET, the inductor and the rectifier output, we
obtain that:
vDS + vL = VW (17)
where vDS is the drain to source voltage of the MOSFET. The first two
quantities are denoted lowercase because they vary during each cycle
of the converter, whereas VW remains practically constants over con-
secutive cycles, on the short term. If we average the previous equation
on a period T, we get:
〈vDS〉T + 〈vL〉T = 〈VW〉T = VW (18)
Remembering that in presence of periodic waveforms the average volt-
age across an inductor is zero, we obtain the following result:
VDS,avg = 〈vDS〉T = 1T
∫ t0+T
t0
vDS(τ)dτ = VW (19)
It’s thus possible to measure VW performing an average of the drain-
source voltage. The simplest way to implement this feature is through
a low-pass filter connected between the MOSFET drain and the ground.
The cutoff frequency of the filter must be quite smaller than the switch-
ing frequency of the converter (of the order of 10 kHz), but high enough
to allow the filter output voltage to follow the airflow speed varia-
tions (around some hertz) without a substantial delay. A value in the
range 10 Hz to 100 Hz should be suitable for the cutoff frequency of
this filter.
This is exactly the function of the R1-C4 network positioned at the
beginning of the control circuit we designed, shown in Figure 11. As
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Figure 7 displays, the SENSE input is connected to the drain of the
MOSFET. Through this filtering stage, the voltage VW is reproduced at
the non-inverting input of U1. The output of U1 becomes high when
VW is greater than a threshold voltage Vthr of about 200 mV; this value
is high enough to protect against unwanted noise-induced commuta-
tions. For the integrated circuit (IC) U1 we used an ultra-low power
comparator with integrated reference voltage, the LTC1440 by Linear
Technology. It consumes less than 3.7 µA over its full temperature op-
erating range, but its output stage is capable of sourcing up to 40 mA.
For these reasons it’s the ideal device to monitor the presence of the
wind and to power accordingly the oscillator stage which drives the
MOSFET gate terminal.
The oscillator circuit is schematically represented on the right side
of Figure 11. From a functional point of view, it’s based on a 555 timer
connected for astable operation. The frequency and the duty cycle of
the square wave generated at the output port are determined by the
values of R2, R3, and C5 through the equations reported, e.g., in the
datasheet [36]. Choosing a convenient fixed value for C5, the possibil-
ity of setting just the R2 and R3 values is sufficient to achieve the de-
sired range of frequencies and duty cycles. In the implementation, we
used for U2 an ICM7555 by Intersil, which is a complementary metal–ox-
ide–semiconductor (CMOS) (hence lower-power) version of the classic
555 IC.
One limit of this 555-based solution is that it constrains the duty cycle
to be greater than 50 %, whereas we need lower values. A possible
workaround to solve this problem is to put a simple CMOS inverter at
the output of the 555 timer, which also acts as a buffer to provide a
smooth driving waveform to the converter MOSFET.
Overall, the only device of the control circuit independently pow-
ered is the comparator U1. It receives the needed energy from the
secondary battery belonging to the architecture of the multi-source
energy harvester which comprises the present wind energy harvester
(see Chapter 5).
2.6 experimental results
The assembled multi-source energy harvester is displayed in Figure 12.
The whole printed circuit board (PCB) area is of just 9.7 cm× 5.7 cm.
After checking the smooth functioning of all the present sub-circuits,
we carried out some tests to evaluate the real performance of the de-
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Figure 12. Picture of the assembled multi-source energy harvester. The wind
energy harvesting section is on the rightmost side: from top down-
wards, the radial electrolytic capacitor C1, the radial inductor L,
the trimmer R3 and the supercapacitor C2 are clearly recogniz-
able.
signed MPPT circuit and thus to verify the accuracy of the expectations
provided by the simulations.
The aim of these tests is to measure the efficiency η of the converter
for different values of its output voltage VO, i.e. the voltage across
the supercapacitor C2. To obtain these data, we start discharging com-
pletely C2. Then we apply at the input port of the converter a fixed
voltage VW,1, provided by a dc power supply previously set to simu-
late the presence of the wind generator hit by the airflow. In this way
the converter begins its operation and C2 starts charging. Afterwards,
at known time instants, we measure the output voltage.
We use a dc power supply connected to the rectifier input instead
of the real wind generator to avoid shifts of the operating conditions
due to the turbulence of a fan-generated airflow, which would alter the
experiment results. The dc voltage of the power supply has been set




= 1.04 V ; (20)
the previous equation can be found using Equation (1) together with
VW = RL IW. p1,1 and p2,1 are the values of p1 and p2 corresponding to
the lower speed used in our tests (see Table 1).
From the knowledge of the voltage VO at two time instants t0
and t1 = t0 + ∆t (so that t1 > t0), and using the well-known relation
EC(t) = (1/2)C v2C(t) which expresses the energy stored in a capacitor
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of capacity C, it is possible to determine the average power supplied











With t∗ and V∗O we denote the time instant or the output voltage to
which one wants to relate this specific value of PO: e.g., t∗ could be
assumed equal to (t1 + t0)/2, but also to t1 or t0, on the basis of the
convention adopted. We were interested in the η(VO) relationship, so
we linked each time the average output power to the voltage V∗O =
[VO(t1) +VO(t0)]/2.
Once PO(V∗O) has been determined, it is possible to obtain the effi-






where PIN is calculated as RIN,eq V2W,1.
Through the calculation of η(V∗O) for some V
∗
O values, corresponding
to consecutive time intervals, it is possible to obtain a sampling of the
real η(VO) curve. In theory, a more frequent measure of VO should
permit a better approximation of the η(VO) curve, but in practice this
can lead to a more jagged progression of the data due to transitional
deviations in the converter operation and in the supercapacitor behav-
ior.
We executed several tests of this kind, changing each time the switch-
ing frequency of the converter, and adjusting accordingly T1 to sat-
isfy Equation (12), to verify the converter performance forecast by Fig-
ure 10. The results of some of these experiments are summarized by
Figure 13. As expected, when C2 is less charged the efficiency is lower
but increases more quickly than when VO is above 1 V. The switch-
ing frequency that makes the converter perform better for most volt-
ages approaches the one we identified on the basis of the simulations,
i.e. 28 kHz.
Despite this slight mismatch between simulated and experimental
results, the efficiency with f = 28 kHz remains satisfying for the whole
tested VO range: it’s always above 81 % when VO is higher than 0.8 V,
with a maximum value of 87 %, which is very near to that expected
from the simulations.
These data have been confirmed by field experiments. With an aver-
age wind speed of 16 km/h, the harvester can continuously generate
an average power of 8.3 mW, with a conversion efficiency around 84 %.
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Figure 13. Plot of the measured efficiency in function of the measured out-
put voltage, for different values of the switching frequency of the
implemented converter. The power level applied at the converter
input port during the tests is equal to the one obtainable using the
lowest wind-flow speed used in our tests.
2.7 concluding remarks
A highly efficient energy harvester which exploits a micro wind tur-
bine has been discussed in this chapter. It outperforms the ones pro-
posed by similar works: it is able to supply up to 10 mW with an air-
flow speed of about 16 km/h, despite a turbine diameter of just 6.3 cm.
A detailed design methodology, aimed at the minimization of its power
losses, has been presented to achieve a fully analogue, highly efficient,
very-small-scale wind scavenger. The plots resulting from the numer-
ical simulations have been validated through experimental tests exe-
cuted on the implemented harvester. Considering the expected operat-
ing conditions, designers can be aided by simulation results to evaluate
all the relevant tradeoffs and to tailor the harvester to the application
specific requirements.
3 V IBRAT IONAL ENERGYHARVESTER
This chapter presents a self-autonomous piezoceramic energy harve-
sting system, capable of efficiently collecting vibrational energy from
the operating environment and providing a dependable power supply
to a wireless sensing node. Such nodes allow to build autonomous
wireless sensor networks (WSNs) which are particularly suited to per-
form monitoring tasks in a number of different application areas, such
as structural health, machine condition, traffic and railway condition
monitoring for safety purposes [2, 37, 38]. The circuit architecture out-
performs similar solutions available in literature in terms of standby
power consumption, cold-starting ability and in-the-field customiza-
tion, to accommodate a wide range of operating conditions and piezo-
electric transducers. The soundness of the design has been experimen-
tally assessed on the harvester prototype with a thorough analysis of
the efficiency of all the circuits involved in the power processing chain.
3.1 introduction
Several piezoelectic energy harvesters appeared in recent literature,
each addressing a particular fraction of the wide application range
of this technology, which can be broken down according to various
criteria: size, achievable output power, integration level, piezoelectric
transducer characteristics, expected source for the mechanical excita-
tion, etc. [39]. With regard to the interface towards the operating envi-
ronment, the present system takes advantage of the piezoelectric prop-
erties of a custom built ceramic cantilever beam to perform the elec-
tromechanical energy conversion. Electromagnetic and electrostatic
principles can be applied for this purpose as well: the choice of the
most suitable transducer technology is strongly affected by the char-
acteristics of the specific application [40, 41]. Section 4.3.1 on page 54
will review the main features of piezoelectric and electromagnetic gen-
erators.
As for the electronic portion of the harvester, the circuit has been
designed to operate reliably and efficiently in a wide range of operat-
ing conditions and to support different system configurations, with the
aim of overcoming the limitations of similar systems recently proposed
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in literature, which will be discussed shortly [23, 25]. By means of two
simple hardware tuning controls, the user can set up the harvester to
work at its maximum efficiency with various piezoelectric or piezoce-
ramic devices and in presence of several vibration levels, thus accom-
modating many different applications and deployment sites through
in-the-field configuration capabilities. A clever bootstrap circuit en-
ables the system to cold-start even after the exhaustion of energy re-
serves, coping with possible long periods of ambient energy shortage.
A completely analogue control circuit, based on few ultra-low-power
components, permits to keep both parasitic power consumption and
implementation costs as low as possible. Finally, the use of a super-
capacitor as system energy reservoir instead of a battery is another
key point in rendering this harvester a flexible, self-contained, highly
durable solution to supply any low power embedded system requiring
a dc voltage under 5 V.
3.2 system architecture
The schematic diagram of the proposed harvesting system is shown
in Figure 14. The following subsections will give more details on the
role of each functional block.
3.2.1 Front-end
The conversion of mechanical energy available in the operating envi-
ronment to electrical energy is performed by a piezoelectric or piezoce-
ramic device (piezo device from here on). When this device is subjected
to vibrations, it generates an ac voltage, which is then rectified by a
full wave Schottky diode bridge. Compared to other possible imple-
mentations (some alternatives are discussed in [9, 18, 25]), this rectifier
provides a good efficiency without the added cost, complexity and
power consumption overhead of other solutions.
In order to determine the load conditions maximizing the front-end
output power, some tests must be performed at the output port of this
block with varying load resistance RL, at some fixed vibration levels.
These measurements usually show that, for each excitation level, there
is a load resistance value RL,opt which maximizes the generated power.
According to the type of piezo device, the optimal resistance values
for different excitation levels can turn out to be significantly different
(as in the present case, see Section 3.3) or approximately equal (as
in [23]). For convenience, we will refer to these two behaviors as type D
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Figure 14. Architecture of the piezoceramic energy harvester, complete with the implementation of
each functional block.
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and type E front-ends, respectively. The fact that transducer devices
can present either one of these behaviors is a well-known issue in the
field of energy harvesting, and has been introduced in Section 2.2 on
page 15.
3.2.2 Resistance matching circuit
The resistance matching block has basically two tasks: 1) to ensure that
the front-end generates the maximum possible power under most of
the expected operating conditions, and 2) to transfer the energy from
the front-end to the energy storage device with the highest possible
efficiency. On the grounds of the front-end characterization, the fulfill-
ment of the first point requires this block to show a particular input
resistance value when a certain vibration level is present.
Recalling the contents of Section 2.5.1 on page 26, such requirements
can be accomplished by using of a dc/dc converter. Among the pos-
sible converter topologies, the buck-boost one has the inherent advan-
tage of being able to emulate a specific input resistance value inde-
pendent from input and output voltages, when operated in DCM [35].
For this reason the resistance matching circuit has been implemented
through a buck-boost converter — a solution already adopted for the
harvester presented in Chapter 2.






while the condition guaranteeing its operation in DCM is




where D and f are the duty cycle and frequency of the square wave-
form which drives Q1, respectively. In order to maximize the front-end
output power, D and f must be properly set to make RIN,avg equal to
the desired RL,opt value, determined through the front-end character-
ization. The actual converter components (and especially L1 value,
concurring to set RIN,avg) have been selected through the procedure de-
scribed in Section 2.5.1 on page 26, for the purpose of maximizing the
circuit efficiency and flexibility with respect to RIN,avg choice.
The converter output is connected to supercapacitor C2, which con-
stitutes the energy storage device of the harvesting system. It supplies
the harvester control circuit, as well as the load embedded system by
means of the integrated buck-boost converter U3 (an LTC3530 by Lin-
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ear Technology), which offers an adjustable output voltage and a very
high efficiency (usually greater than 85 %).
3.2.3 Control circuit
The control circuit plays a major role in the harvester design, as it
enables the other functional blocks to operate at their maximum effi-
ciency in a wide range of operating condition, while keeping its own
power consumption as low as possible.
During normal operation, when VO is high enough to reliably power
the control circuit, the detector circuit supplies the driver only when
some vibrational energy is available. If there is no ambient energy at
the harvester input, then the only components drawing some current
from the supercapacitor are two ultra-low-power comparators with ref-
erence (LTC1540 by Linear Technology), which determine an overall cur-
rent consumption of just 1 µA.
The bootstrap circuit recovers the system operation when the super-
capacitor is completely empty, a condition which can occur after a long
period of ambient energy shortage. When VO is lower than Vthr2 = 2 V,
all other control subcircuits are not powered, and the supercapacitor
gets connected to the rectifier output. In this way the incoming energy
recharges directly the energy storage device, restoring the minimum
energy level required by the control circuit to work properly. The abil-
ity to recover from the condition of completely depleted energy reser-
voir, usually known as cold start, makes this harvester a completely
autonomous supply system.
The driver circuit, drawing on the one described in Section 2.5.2 on
page 33, is built upon a low-power version of the popular 555 timer,
based on CMOS technology, connected to operate in astable mode. In
this configuration, the frequency f and duty cycle D of the square
waveform driving the converter are set by R2, R3 and C5 values, through
the relationships reported in the data sheet of the device. Since R2 and
R3 are implemented by two potentiometers, the control circuit allows
the user to tune the converter parameters, especially RIN,avg, at any
time.
This feature increases noticeably the flexibility of the proposed har-
vesting system in comparison with similar solutions currently avail-
able in literature. The authors of [25] do not provide any detail on the
circuit employed to drive the converter, while in [23] the driving wave-
form is generated by a low power crystal clock, which definitively sets
the values of f and D. According to Equation (23), this last implemen-
tation enables the emulation of a single RIN,avg value, so it can match
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the output resistance of a previously selected type E front-end or the
output resistance of a generic type D front-end when subjected to a par-
ticular vibration amplitude level, if there is a fortuitous match with the
only value emulated by the converter. In contrast, the present driver
is able to match the output resistance of whatever type E front-end, or
that of any type D front-end subjected to a freely selectable vibration
amplitude, without employing any dynamic maximum power point
tracking (MPPT) technique. Once the piezo device has been defined
and the prevailing amplitude of the vibrations in the deployment site
has been measured, the RIN,avg which maximizes the front-end effi-
ciency can be easily set through R2 and R3 potentiometers. The same
procedure can be applied to accomodate possible changes regarding
the piezo device or the deployment site, which may be needed during
the system life span. Figure 15 reports the diagram of this procedure.
Figure 15. Design flow for the choice of the most suitable maximum power point tracking (MPPT)
policy according to the characteristics of the specific application.
The flexibility of the proposed driver is further enhanced by the
possibility of ensuring the DCM converter operation for a large range
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of excitation levels. To ensure a certain VP,max/VO ratio, Equation (24)
can be solved to determine the needed value for D; then, considering
the desired RIN,avg, the solution of Equation (23) gives the value of f .
The opportunity to set both RIN,avg and VP,max at the same time brings
another advantage over the solution adopted in [23], where fixed D =
45 % guarantees DCM operation only when VP < 1.2 VO.
3.3 experimental results
3.3.1 System prototype
The prototype shown in Figure 16 implements the system described in
Section 3.2, and has been employed to assess the performance of the
proposed architecture.
(a) (b)
Figure 16. Prototype of the proposed energy harvester, composed of: (a) the custom piezoceramic
cantilever beam, and (b) the electronic circuit board.
The mechanical-to-electrical energy conversion is performed by the
cantilever beam of Figure 16a. It is a custom trimorph piezoceramic
device, composed of two 300 µm thick layers of soft lead zirconate
titanate (PZT) material separated by a 150 µm thick passive layer in-
between. The global device size is 40 mm× 16.5 mm× 0.75 mm, and
its resonance frequency is equal to 337 Hz. The electronic circuit in Fig-
ure 16b, corresponding to the schematic depicted in Figure 14, has
been designed with testability and ease of assembly in mind, rather
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than miniaturization: this is why it features several through-hole com-
ponents, which lead to an overall size of 75 mm× 55 mm.
Figure 17. The test bench used to check the prototype operation and to mea-
sure its harvesting performances.
3.3.2 Test setup
The experiments have been conducted with the aid of the equipment
shown in Figure 17. Apart from the oscilloscope (a measurement de-
vice) and the harvester prototype (the device under test), the purpose
of all other instruments is to generate a mechanical excitation with se-
lectable and repeatable characteristics, to provide the harvester with
a well-known energy source. The function generator (HP 33 120A) pro-
duces a sine voltage waveform, with a frequency equal to the reso-
nance frequency of the piezoceramic device, and a selectable peak-
to-peak amplitude VS. This low-power voltage signal is fed into the
power amplifier (Brüel & Kjær 2712, set to provide constant voltage
characteristics and maximum gain), which in turn drives the shaker
(Brüel & Kjær 4808) with a higher-power version of the original sine
wave. In this way, the oscillatory movement that the shaker transmits
to the piezoceramic cantilever beam (constrained by one end to the
threaded shaft of the shaker) has the same frequency of the function
generator output waveform, and a variable amplitude dependent on
VS setting.
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Figure 18. Circuit for the characterization of the front-end power generation
capabilities under varying excitation and load conditions.
(a) (b)
Figure 19. Front-end output power plotted as a function of the load resistance RL, and measured
for two different excitation levels: (a) VS = 0.3 V, and (b) VS = 1 V.
3.3.3 Front-end power generation
The first measurements have addressed the front-end characterization,
to investigate its power generation capabilities and how they are af-
fected by shifts in operating conditions. Using the circuit shown in Fig-
ure 18, the power dissipated on RL has been measured with varying
excitation levels (obtained through different VS settings) and RL values.
The outcome of these experiments is reported in Figure 19, for two dif-
ferent vibration amplitudes. It can be easily observed that the gener-
ated power increases noticeably with the vibration amplitude, and that
in both cases there is a load resistance value which maximizes the gen-
erated power: RL,opt = 2.6 kΩ when VS = 0.3 V, and RL,opt = 9.1 kΩ
when VS = 1 V. Since the optimal load resistance changes considerably
for different excitation levels, the front-end featuring the custom piezo-
ceramic device can be categorized as type D. The comparison between
these data and the results of similar experiments, with the load resis-
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tance directly connected to the ends of the piezo device, has provided
an indirect measurement of the rectifier efficiency, which lies around
70 % in most conditions. The front-end characterization, if performed
with the expected vibration amplitude at the actual deployment site,
provides the RIN,avg = RL,opt value that the resistance matching circuit
should emulate to obtain the highest possible power.
3.3.4 Resistance matching circuit efficiency
The subsequent measurements have been focused on the custom de-
signed buck-boost converter, and follow the approach already outlined
in Section 2.6 on page 35. Beyond serving as the resistance match-
ing circuit, this block plays a central role in the power path (it relays
the energy from the front-end to supercapacitor C2 = 1 F), therefore
the maximization of its efficiency is of paramount importance. In or-
der to achieve the best performance in this respect, some experiments
have been carried out to fine-tune the converter operating parameters,
i.e. the timings of its driving waveform, which can be set adjusting R2
and R3. By changing each time the switching frequency f (and adjust-
ing the duty cycle D accordingly to maintain the desired RIN,avg value,
as required by Equation (23)), it is possible to obtain the converter ef-
ficiency figures for different frequency options. The results of such
measurements are reported in Figure 20, for two different vibration
amplitudes.
The first interesting thing to notice is that the efficiency drops slightly
at the higher excitation level, regardless of the switching frequency
and output voltage. This can be easily explained considering that in
this case the current flowing from the front-end to the supercapacitor
is larger, and remembering that the conduction losses of all converter
components (Q1, L1, and D5) are proportional to the square of the peak
inductor current (see Equations (13) to (16) on page 29). Secondly, for
both excitations, the efficiency increases with the output voltage: in
all probability this is due to the inversely proportional relationship be-
tween D1 conduction losses and VO. Thirdly, it can be observed that
the switching frequency ensuring the higher efficiency for most VO val-
ues is around f = 30 kHz, in both situations: so this seems to be the
setting which provides the best converter performance over a wide
range of operating conditions.
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(a)
(b)
Figure 20. Efficiency η of the custom-designed buck-boost converter plotted
as a function of the converter output voltage VO (across superca-
pacitor C2), and measured for some converter switching frequency
values f in the range 5 kHz to 100 kHz and for two different exci-
tation levels: (a) VS = 0.3 V, and (b) VS = 1 V.
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3.4 concluding remarks
The system presented in this chapter fulfils many of the typical re-
quirements for an energy harvester. Its architecture implements ef-
fective power saving strategies, and the choice of a supercapacitor
as the energy storage device ensures a potentially unlimited lifetime.
The cold-starting capability provided by the original bootstrap circuit
makes the system truly autonomous, even when there is no stored
energy left.
In addition to these core features, the circuit offers great flexibility
and customization options. In particular, it can be configured to oper-
ate effectively with any piezoelectric transducer and to supply any low
power electronic system, once their characteristics are known. The ex-
periments on the prototype have proven that the design choices made
to guarantee this flexibility do not affect the global performance of the
harvester, which exhibits very good efficiency figures for vibrations of
moderate amplitude — the most commonly found in real applications.
In order to further enhance the adaptability of the circuit to excita-
tions with unpredictable characteristics, research activity on this harve-
sting architecture is still ongoing, with the aim of providing the system
with dynamic maximum power point tracking (MPPT) capabilities.
4 SELF-POWERED SENSORS FORAGR ICULTURAL MACH INERY
Performance request, needs for fleet management, vehicle safety and
diagnosis control strategies, ask for a continuous increase in vehicle
functionalities and work variables observability and controllability. Self-
powered wireless sensors, capable of collecting the power they con-
sume directly from the vibrations available on the spot, could play
a key role in enabling the sensorization of all those parts of heavy
duty machines and trailed vehicles which cannot be connected through
wires. This chapter investigates the applicability of self-powered wire-
less sensor nodes to heavy duty machinery by analyzing the energy
budget which can be reached by these devices in such operating en-
vironment. A survey of possible sensor design is presented, to exam-
ine the energy requirements for signal transduction and wireless data
transmission, and to highlight most relevant design issues affecting
power consumption. Two representative case studies are then consid-
ered, to estimate with the support of original experimental data the
amount of energy that can be generated by placing state-of-the-art off-
the-shelf energy transducers on the gearbox of a baler and on the rear
chassis of a tractor. By comparing the amounts of generated and re-
quired energy, the feasibility of self-powered wireless sensors in the
context of heavy duty machines is demonstrated.
4.1 introduction
Sensors constitute today the fundamental building block of many tech-
niques aiming at improving the safety, performance, efficiency of heavy
duty and agricultural machines, such as fleet management and preci-
sion farming. However, despite the ever-increasing advancements in
this field, the placement of sensors on heavy duty and agricultural ma-
chinery is often still bound to those spots which can be reached by
a cable. The use of wireless sensors instead of wired ones can play
a key role in enhancing and widening the vehicle observability and
controllability [42, 43].
Wireless communication technologies enable new solutions in terms
of sensorization of drivelines, chassis, trailed vehicles and mountable
working equipment, for both heavy duty machines and agricultural
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machines and equipment. This sensorization technique would simplify
the connection between the machine and the trailer or the equipment,
but primarily would allow the sensorization of elements that are tra-
ditionally non sensorized, like shafts and other rotating parts, and all
other elements difficult to be connected through wires. Last but not
least, this technique would permit the retrofit of existing vehicles too,
increasing the control paradigm, the diagnosis (both local and remote)
and the performance of existing fleets. Major advantages stemming
from the adoption of such technology encompass enhanced condition
monitoring and process control, increase in machine operational safety,
reduction of machine break-downs and maintenance costs thanks to
distributed diagnostics, reduction in cabling costs.
One of the major hindrances to the adoption of this sensorization
solution is the issue of the power supply of wireless nodes. Each node
needs a dedicated power source, which is usually a disposable battery,
and thus needs periodic replacement. Besides the significant mainte-
nance costs, this requires the wireless sensor node to be installed in a
spot easily accessible to the operator, limiting heavily the freedom in
the placement of the device. This problem can be widely mitigated or
even fully solved by using self-powered wireless sensors, able to gen-
erate by themselves the energy they need to operate, collecting it from
the environment.
On board heavy duty and agricultural machinery there is plenty of
dispersed energy in the form of vibrations [44]. This energy could be
easily converted to electrical energy by means of expressly designed
transducers, capable to generate a current if stimulated by vibration
sources in a definite range of frequencies (see Chapter 3 for an exam-
ple). Due to known vibration frequency ranges of engines, gearboxes
and transmissions, and due to vibration frequencies of chassis of off-
road and, more in general, heavy duty vehicles, it is possible to design
series of sensors capable to self-sustain their needs from the energetic
point of view.
This chapter investigates the applicability of self-powered wireless
sensor nodes to heavy duty machinery by analyzing the energy bud-
get which can be reached by these devices when operating in such
environment. A survey of applicable transducers is presented, along
with some data on their performance when employed in similar ap-
plications, as reported by relevant related works. The design of very
low power wireless sensing platforms is addressed as well, to examine
the energy requirements for signal acquisition and wireless data trans-
mission, and to highlight most relevant design issues affecting power
consumption, such as those related to the wireless protocol. Two rep-
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resentative case studies are then considered, to estimate with the sup-
port of original experimental data the amount of energy that can be
generated by placing state-of-the-art energy transducers on the gear-
box of a baler and on the rear chassis of a tractor. The feasibility of
the sensorization solution is finally evaluated by comparing the level
of generated energy with that of consumed energy.
4.2 system architecture
Taking into account the power consumption constraints affecting sen-
sor nodes and the limited area which must be covered by the network,
the wireless network topology best suited for the comprehensive sen-
sorization of vehicles, implements and equipment working together is
the star topology.
Figure 21. Architecture of a self-powered wireless sensor node. Red arrows
denote the power path, whereas yellow arrows show the path of
data signals.
As shown in Figure 21, the system is thus composed of the following
devices: 1) a group of self-powered sensor nodes, which acquire the
sensor information and transmit measured data via a wireless link at
fixed time instants, and 2) a unique central data collector, placed on
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the main vehicle and powered from the battery of the latter, which
collects the data sent by the sensor nodes and forwards them over the
vehicle communication bus, which is usually a controller area network
(CAN) bus.
4.3 design guidelines for self-sustainability
In order to actually ensure the autonomous operation of a self-powered
wireless sensor node, the design of each subsystem must be done in a
power-aware fashion, taking into account every aspect which could af-
fect the overall power consumption of the node. This section analyzes
the energy requirements of each subsystem, addressing relevant de-
sign issues and highlighting the tradeoffs between lowering the power
consumption and meeting the application requirements.
4.3.1 Energy transducer
The environment on board agricultural machines, trailed implements
and working equipment typically provides several energy sources
which could be harnessed to generate electric power, e.g. sunlight,
temperature differences, and vibrations. Among these alternatives, vi-
brations represent the source with the best availability and predictabil-
ity characteristics in this environment [44], and thus the choice of ex-
ploiting vibrations to power the sensor nodes is the most convenient
one.
According to recent literature on kinetic energy harvesting, the most
effective mechanisms to generate electricity from vibrations are piezo-
electric transduction and electromagnetic transduction [1, 40]. The for-
mer technique takes advantage of the piezoelectric properties of some
materials, able to generate electrical charge in response to the deforma-
tion and the consequent mechanical strain induced by the vibrations.
The transducer discussed in Chapter 3 takes advantage of this tech-
nology. The latter technique exploits instead the electromagnetic in-
duction principle, so the transducer utilizes the change in the relative
displacement of a permanent magnet with respect to a conductor coil
to generate an electric current.
Inertial generators are the best suited mechanical systems to maxi-
mize the coupling between the vibration energy source and the trans-
duction mechanism. Such systems possess a resonant frequency, which
can be designed to match the characteristic frequency of the applica-
tion environment. Devices performing the electromechanical conver-
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sion by means of piezoelectric or piezoceramic materials are commonly
utilized in applications featuring a predominant vibration frequency in
the 1 Hz to 200 Hz range. A cantilever structure with piezoelectric ma-
terial attached to the top and bottom surfaces is usually employed for
this kind of conversion: it provides a low resonant frequency, which
can be further reduced by adding a mass at the end of the beam. On
the other hand, electromagnetic transducers are often used to convert
vibrations at frequencies between 10 Hz and 10 kHz [40].
Off-road machines, trailers and working equipment provide many
vibration sources, such as engine, power transmission system, axles,
hydraulic circuit, power take-off (PTO), and chassis as well. Each of
these elements generates vibrations with a specific spectrum, i.e. with
different amplitudes at different frequencies. Considering that the ef-
fectiveness of inertial generators is maximum when they are excited
at a specific frequency (their resonant frequency), the most attractive
points for the placement of a sensor node powered by an inertial gener-
ator are those featuring vibrations with a large amplitude in a narrow
frequency bandwidth. Designing the generator so that its resonant fre-
quency lies in the middle of this narrow bandwidth ensures that it will
always operate with the maximum efficiency, in that specific place.
There are some works in literature dealing with vibration energy
harvesting on agricultural machinery. According to the authors of [45],
the vibrations generated by many implements, when connected to
different farm tractors, have often frequencies around 1 kHz, and ac-
celerations up to 2 gRMS (where gRMS is the root-mean-square (RMS)
value of an acceleration expressed in units of standard gravity gn =
980.665 cm/s2). By means of an off-the-shelf piezoelectric transducer,
they managed to generate 724 µW at 2.0 gRMS, 167 µW at 1.0 gRMS, and
32 µW at 0.5 gRMS. The authors of [46] generated an average power
of 200 µW from vibrations at a frequency of 60 Hz, with a piezoelec-
tric transducer (rectifier circuit included) attached to the rear end of a
forage wagon.
4.3.2 Hardware architecture
The hardware architecture of the self-powered wireless sensor node is
strongly affected by both the application requirements and the avail-
ability characteristics of the vibrations on the spot, and should be tai-
lored accordingly.
The simplest case is when the sensor is required to operate only
when the vibrations are present. In such situation there is no need to
include a rechargeable battery in the design: only short-term energy
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buffering is needed, so a supercapacitor can be chosen as the only
energy storage device. This solution brings significant advantages in
terms of lifetime of the node, because the maximum number of charge
and discharge cycles borne by a supercapacitor is much higher than
that of a rechargeable battery. However, this solution requires the
power management block to include a bootstrap circuit, to be able to
resume operation even when the supercapacitor is completely empty,
after a long period of absence of vibrations. The harvesting system
described in Chapter 3 provides a good example of this kind of archi-
tecture.
If instead the sensor node must remain operational even when the
vibrations are not available, then the energy density provided by a
supercapacitor alone could not suffice to the system needs: it depends
on how long it should operate in absence of the ambient energy source,
and on how strong the vibrations are when they are present. In this
case a rechargeable battery could be added as energy storage device. In
order to reduce the maintenance interventions to replace the battery as
much as possible, the power management system should be designed
to limit the number of recharge or discharge cycles, letting them take
place only when the supercapacitor is completely empty or completely
full, respectively. An implementation of this kind is presented in [45].
Aside from the policy implemented by the power management cir-
cuit and the available energy storage devices, also the processing and
sensing units affect the system power consumption. As far as the appli-
cation requirements allow it, the sensing unit should be implemented
with the technology consuming the least possible amount of power,
while keeping the sensor performance above an acceptable threshold.
The processing unit, usually implemented by a microcontroller, or a
system-on-chip (SoC) including the radio transceiver as well, can in-
stead play a key role in overall power saving. Besides entering a sleep
mode at fixed time intervals, it can also interface with state-of-the-art
power management ICs to selectively enable or disable the power sup-
ply to each block of the sensor node, in order to prevent any standby
current to flow when it is not needed. It can even implement advanced
task management policies, in order to perform different tasks at differ-
ent rates according to the power level available from the transducers
and/or from the energy storage devices.
To provide some examples on the power consumption of state-of-the-
art processing and sensing unit, a low-power microcontroller such as
the MSP430 by Texas Instruments consumes about 250 µA when run-
ning at 1 MHz, and about 500 nA in sleep mode. Instead, a high-
precision temperature sensor like the ADT7301 by Analog Devices con-
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sumes about 10 µA in active mode, and about 200 nA in power-down
mode.
4.3.3 Wireless protocol
The wireless transmission of data packets can affect the overall power
consumption of the sensor node in a significant way, because the radio-
frequency (rf) transceiver is one of the circuits drawing the largest cur-
rent in the system. Several parameters are decisive in this respect.
Considering the physical layer of the protocol, the output power
setting of the power amplifier should be carefully selected, according
to the wireless link budget which ensures a reliable communication
between the specific node and the central data collector. Considering
the overall size of a heavy-duty vehicle, even if a trailer is attached, the
distance between an arbitrarily placed node and the central collector
should be within few meters or tens of meters, and so it could be
enough for the self-powered node to transmit with a power lower than
the maximum allowed one. However, the fading affecting the wireless
channel should also be taken into account, especially if the position of
the obstacles along the path between the two nodes can change during
the working session [47]. Besides, if there isn’t the risk of exceeding
the bandwidth allowed by regulations for the frequency band of choice,
the bitrate should be kept as high as possible, in order to shorten the
on-time of the transceiver power amplifier. Keeping transmitted data
packet as short as possible also helps in this respect.
The data link layer of the protocol has an effect on power consump-
tion too. The requirements of the application in terms of reliability,
fault-tolerance, real-time constraints have a direct impact on the length
of data packets, on the number and length of service packets needed to
maintain synchronization between the nodes or to acknowledge recep-
tion of data, and on the need for the transceiver to remain in receiving
mode for some time intervals, beyond transmitting packets. A good
overview of these compromises can be found in [46], whereas a de-
tailed review of protocols suitable to low power wireless sensor nodes
is presented in [2].
To provide an example of the energy needed for a wireless trans-
mission, a transceiver like the CC2500 by Texas Instruments consumes
about Epkt = 19 µJ to transmit a 9-byte data packet, in the following
conditions: supply voltage Vcc = 1.8 V, bitrate Sb = 500 kbps, rf output
power −10 dBm, with a self-calibration phase before the beginning of
the transmission [46]. Figure 22 reports the profile of the transceiver
supply current during the transmission of such a packet, and enables
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Figure 22. Variation over time of the supply current of the CC2500 rf
transceiver, recorded during the transmission of a data packet
with a data payload of 9 bytes and an overhead of 12 bytes, given
by the preamble bits plus the syncronization word. Operating
conditions and transceiver configuration: supply voltage 1.8 V, bi-
trate 500 kbps, rf output power −10 dBm, with a self-calibration
phase before the beginning of the transmission. Source: [46].
to determine the contribution of each portion of the transmission pro-
cess to the overall per-packet energy consumption. The energy Eb
spent by the transceiver for the actual transmission of a single bit is
given by




(1.8 V) · (12.2 mA)
(500 kbps)
= 43.9 nJ
where Ptx and Itx are the power and the current consumed by the
transceiver during transmission, respectively, whereas Tbit is the time
it takes to transmit a single bit at bitrate Sb. The energy Epl needed to
transmit just the 9-byte user data payload can now be calculated
Epl = Eb · 8 · 9 = 3.16 µJ
as well as the energetic overhead Eoh spent for the self-calibration
phase and the transmission of the preamble bits and the syncroniza-
tion word
Eoh = Epkt − Epl = 15.8 µJ
Comparing Epkt with Eoh and Epl, it can be easily observed that a
very large percentage (83 %) of the energy used to transmit a packet
is not spent for the actual transmission of user data. This is especially
evident for short payloads such as the one considered above; indeed,









Eoh + 8 N Eb
(25)
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increases towards unity with increasing payload length N (in bytes).
This holds true regardless of the specific transceiver.
These considerations demonstrate that, from an energetic point of
view, it is much more efficient to transmit longer packets less fre-
quently, than transmitting fewer bytes at a time but at a higher pace.
If the application has not real-time constraints, it is thus advisable to
wait a longer time interval between two consecutive packet transmis-
sions, gathering a larger amount of data to send within each packet.
Figure 36 in Section 4.4.4 will show how sending longer packets less
frequently allows to increase the average data rate without affecting
the average power consumption.
4.4 case studies
In order to assess the feasibility of in-vehicle sensorization by means of
self-powered wireless sensor nodes, two case studies based on original
experimental data are presented in this section.
4.4.1 Baler gearbox
A baler has been considered as an example of trailed implement. Apart
from the vibrations induced by the movement of the implement when
trailed by the tractor, another attractive vibration source is the gearbox
connected to the tractor PTO by means of a drive shaft. This vibration
source is available for the whole duration of the implement operation,
i.e. as long as the PTO of the tractor is active and the implement is
attached to it.
Figure 23. Cross-sectional view of gearbox model no. 292.218.00 manufactured
by Comer Industries Spa, designed for baler applications.
To investigate the spectrum of the vibrations generated by such a
device, the gearbox model no. 292.218.00 by Comer Industries Spa has
been analyzed. The cross-sectional view of this device is displayed
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in Figure 23. This bevel gearing is composed of a pinion with Np =
14 teeth, which drives two gears with Ng = 29 teeth each, normally
connected to the roller and the cutter of the baler. The ratio of this
gearbox is thus Mg = Ng/Np = 2.07.
(a) Without gear load
(b) With gear load
Figure 24. Typical vibration spectra of a gearbox, in presence of different
load conditions.
The knowledge of these mechanical details and of the pinion speed
(equal to the standard PTO rotational speed of 540 rpm) allows to pre-
dict the characteristics of the vibration spectrum of this device. Accord-
ing to the classic theory for gearbox vibration analyses [48], some vibra-
tions are expected to appear at the pinion rotational frequency frp =
9 Hz and at the gear rotational frequency frg = frp/Mg = 4.43 Hz, but
most of them are expected to occur at the gear mesh frequency fm,1 =
frp Np = frg Ng = 126 Hz and possibly at multiples of this frequency,
as shown in Figure 24a. If the load on the output shafts is increased,
a substantial increase in the intensity of vibrations occurring at fre-
quency fm,1 is expected (see Figure 24b). It should be noticed that an
additional mesh frequency fm,2 is present, because in the test setup
(described in the next paragraph) each output shaft is connected to
an oil pump by means of a roller chain and a sprocket-wheel with
Ns = 26 teeth: this determines fm,2 = frg Ns = 113 Hz. Figure 25
schematically summarizes the relationships between these quantities,
and the expected vibration frequencies.
The test assembly is reported in Figure 26. The gearbox input shaft
is driven at the standard PTO rotational speed of 540 rpm by means of
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Figure 25.
Diagram of the gearbox assem-
bly, with the detail of the ro-
tational frequency of each part,
and of the resulting mesh fre-
quencies. Each gear is repre-
sented by a box, reporting the
numer of teeth of the gear.
an electric motor, whereas each of the two output shafts is connected
to an oil pump, which can simulate a fixed power load by means of hy-
draulic braking action. As shown in Figure 26b, three accelerometers
have been fastened onto the gearbox enclosure, each pointing in one
of the three directions set by the conventional three-dimensional refer-
ence system. To fully evaluate the spectrum of vibrations under dif-
ferent operating condition, the acceleration measurements have been
taken at three load levels, emulated by means of the two oil pumps:
1) no load, 2) 10 kW on an output shaft and 20 kW on the other one
(30 kW total), and 3) 20 kW on an output shaft and 40 kW on the other
one (60 kW total).
The vibration spectra as measured on the Z axis are plotted in Fig-
ure 27. These spectra are very similar to the expected ones (see Fig-
ure 24): most vibrations concentrate at few discrete frequencies (so-
called spectral lines), and the strongest vibrations occur at 113 Hz, which
is equal to fm,2, one of the two mesh frequencies. At this frequency,
the acceleration is around 0.5 gRMS in absence of load, and rises up (as
expected) to 0.9 gRMS in presence of a 30 kW total load. The spectra
measured on X and Y axes have the same shape of those taken on the
Z axis, i.e. they feature the same spectral lines, but the acceleration
intensity is lower.
According to the remarks of Section 4.3.1, a kinetic energy harvester
can effectively collect the energy of vibrations with such a frequency
distribution: it will suffice to choose or design a transducer with a reso-
nant frequency equal to fm,2 = 113 Hz, at which the gearbox generates
most vibrations. Besides, this value falls within the typical range of
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(a)
(b) Close-up of the placement of acceleration sensors
Figure 26. Set-up for the measurement of the vibrations generated by a baler gearbox.
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(a) Load: none
(b) Load: 10 kW on a shaft and 20 kW on the other (30 kW total)
(c) Load: 20 kW on a shaft and 40 kW on the other (60 kW total)
Figure 27. Vibration spectra measured on the baler gearbox along Z axis, at
different load conditions.
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frequencies addressed by most kinetic harvster, both piezoelectric and
electromagnetic ones.
(a) (b) Power output spectrum
Figure 28. PMG17 vibration energy harvester. Source: [49].
To provide an estimate of how much electric power can be generated
by harvesting vibrations with such characteristics, a specific harvester
can be considered. Among current state-of-the-art harvester imple-
mentations, as proposed in both commercial and research fields, one
of the transducers most suited to this application is the PMG17 manu-
factured by Perpetuum Ltd, shown in Figure 28a. The original pur-
pose of this device is to harness the most prevalent vibrations found
on grid-powered electrical machines, which are at twice the line fre-
quency. This explains why the device is marketed in two versions:
the PMG17-100 is suitable to be used in countries where the line fre-
quency is 50 Hz, whereas the PMG17-120 resonant frequency is at 120 Hz,
i.e. at twice the frequency of a 60 Hz line. The resonant frequency
of the latter model is very close to the prevalent vibration frequency
measured on the baler gearbox, and so this device is suitable to be
employed in the case under discussion. According to the power out-
put spectrum provided by the manufacturer, presented in Figure 28b,
the PMG17-120 can generate about 10 mW at (113 Hz; 0.5 gRMS), and
about 25 mW at (113 Hz; 0.9 gRMS).
4.4.2 Tractor chassis
To evaluate the characteristics of the vibrations available on these parts,
vibration data measured on a John Deere 6910 tractor with suspended
front axle have been analyzed. These data, reported in Figure 29, have
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Figure 29. Vibration spectra measured on the chassis of a John Deere 6910
tractor driven at 40 km/h over a smooth artificial test track, as de-
fined by ISO 5008 International Standard (see Figure 30). Courtesy
of Deere & Company.
Figure 30. Smooth artificial test track, compliant with ISO 5008 International
Standard [50].
been taken with the tractor driven at a speed of 40 km/h over an artifi-
cial test track compliant with the provisions of ISO 5008 International
Standard [50], which specifies the methods for the measurement of
whole-body vibration of the operator. This Standard defines the char-
acteristics of two kinds of artificial test tracks, a smoother one and a
rougher one: the spectrum in Figure 29 has been measured with the
tractor driven on the smoother one (see Figure 30). These test con-
ditions ensure the repeatability of the measurements and permit the
comparison of the results with other data taken in the same conditions.
It can be observed that the vibrations on unsprung elements like
the front axle and the rear axle/chassis are quite relevant. In partic-
ular, focusing on the data regarding the rear axle/chassis, there is a
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narrow frequency band around 2.5 Hz where most vibrations concen-
trate, and where the overall acceleration intensity is higher, with a peak
around 0.114 gRMS.
Figure 31. DuraAct piezoceramic patch transducer attached to a sensor
board.
According to the remarks of Section 4.3.1, the electromechanical
transducers most suited to harvest vibrations at such a low frequency
are the piezoelectric ones. In current research literature there are few
implementations of piezoelectric or piezoceramic harvesters working
at this frequency, and none of them has been characterized with a vi-
bration intensity similar to the one available on the rear axle/chassis
of the tractor. To give an estimate of the electrical power which could
be collected in such situation, a commercial piezoceramic transducer
DuraAct P-876.A12 has been considered, because its manufacturer PI Ce-
ramic GmbH provides the characterization of this device in operating
conditions near to those of interest [51]. The transducer is shown in
Figure 31.
Recalling the contents of Section 3.2.1 on page 40, the electric power P
generated by a piezoelectric transducer is a function of both the vibra-
tion characteristics (i.e. vibration frequency f and vibration intensity,
which can be expressed as acceleration a or displacement D) and the
load impedance RL: this can be expressed with notations P( f , a, RL)
or P( f , D, RL). As displayed in Figure 32, the manufacturer provides a
set of curves P( f = 2.0 Hz, DPP, RL) for some discrete values of peak-to-
peak displacement DPP (Figure 32a), and a set of P( f , DPP = 5 mm, RL)
curves for some discrete values of frequency f (Figure 32b). The objec-
tive of this study is to determine the maximum of the P( f = 2.0 Hz,
aRMS = 0.114 gRMS, RL) curve: this information is not directly available
inside the plots provided by the manufacturer, but it can be obtain
from them through a short analysis.
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(a) Varying displacement (b) Varying frequency
Figure 32. Power generation capabilities of the DuraAct P-876.A12 piezoceramic transducer accord-
ing to load resistance, and their trends when the displacement amplitude or the vibra-
tion frequency changes. Source: [52].
The first step is to calculate the displacement value from the known
vibration characteristics. Considering the classic equations which de-
scribe a simple harmonic motion, in terms of displacement s(t), speed
v(t), and acceleration a(t)
s(t) = DP sin(2pi f t)
v(t) = s˙(t) = 2pi f DP cos(2pi f t)
a(t) = s¨(t) = − 4pi2 f 2 DP︸ ︷︷ ︸
= aPK
sin(2pi f t) = −aPK sin(2pi f t)
a first relationship between the peak displacement DP and the peak
acceleration aPK can be found. By taking into account that DPP =
2 DP and aRMS = aPK/
√









The value DPP = 12.8 mm is above the maximum displacement con-
sidered in Figure 32a (5 mm), so an extrapolation based on available
data is required in order to obtain a power value for such a displace-
ment. Firstly, it can be observed from Figure 32a that, for f = 2.0 Hz,
an optimum load resistance value R2.0 HzL,opt  1.1 MΩ exists which max-
imizes power generation regardless of displacement. Since the objec-
tive is to determine the maximum power that DuraAct P-876.A12 can
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generate when subjected to the vibrations of a tractor chassis, the
dependence of the generated power P on the load resistance RL can
be temporarily overlooked by considering RL = R2.0 HzL,opt . Focusing
on the P( f = 2.0 Hz, DPP, RL = R2.0 HzL,opt ) data set, the relationship be-
tween P and DPP can be easily explored, and the extrapolation for
DPP = 12.8 mm can be performed.
Figure 33. Graph of P( f , DPP, RL) as a function of DPP, when f = 2.0 Hz and
RL = R2.0 HzL,opt ' 1.1 MΩ. Except for point (P, DPP) = (0, 0), the
plotted data points correspond to the maxima of the three curves
shown in Figure 32a.
Reporting the P( f = 2.0 Hz, DPP, RL = R2.0 HzL,opt ) data points available
from Figure 32a on a P-DPP chart like the one in Figure 33, their place-
ments confirms that a quadratic relationship between the two quanti-
ties is very likely to exist [52]. The fitting of these data points by means
of a quadratic polinomial leads to equation
P( f = 2.0 Hz, DPP, RL = R2.0 HzL,opt ) ∼= 14.1 D2PP + 0.0113 DPP
which allows to extrapolate the generated power when DPP = 12.8 mm
P( f = 2.0 Hz, DPP = 12.8 mm, RL = R2.0 HzL,opt ) ∼= 2.45 mW
However the vibration on the tractor chassis is not at frequency
f = 2.0 Hz, but instead at f = 2.5 Hz. The last step is thus to ob-
tain P( f = 2.5 Hz, DPP = 12.8 mm, RL = R2.5 HzL,opt ) from P( f = 2.0 Hz,
DPP = 12.8 mm, RL = R2.0 HzL,opt ).
It can be observed from Figure 32b that, for a fixed displace-
ment, the maximum power obtainable from the DuraAct P-876.A12 in-
creases linearly with the vibration frequency [52]. So P( f = 2.5 Hz,
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DPP = 12.8 mm, RL = R2.5 HzL,opt ) can be obtained by means of the propor-
tion




P( f = 2.0 Hz, DPP = 12.8 mm, RL = R2.0 HzL,opt )
2.0 Hz
which gives the final result
P( f = 2.5 Hz, DPP = 12.8 mm, RL = R2.5 HzL,opt ) ' 3.0 mW
Summing up, the DuraAct P-876.A12 piezoceramic transducer can
generate about 3.0 mW when working with (2.5 Hz; 0.114 gRMS) vibra-
tions.
4.4.3 Energy budget
Power levels estimated in the two previous case studies refer to the
electrical power directly available at the ends of the transducer, which
is usually in the form of an ac voltage. Before being usable by the
sensing, processing and communication units of the sensor node, this
power must undergo some processing in the power management cir-
cuit. Since the power conversions taking place in this block have an
efficiency lower than unity, the power actually available to the core
units of the sensor node is lower than the power generated by the
transducer.
In order to give a realistic estimate of the losses occurring in the
power management circuit, a typical processing chain like the one pre-
sented in Chapter 3 can been considered. Usually the ac voltage at
the end of the transducer is first converted to dc by means of a diode
rectifier, which can employ either Schottky diodes or silicon diodes in
relation to the amplitude of the ac waveform to be rectified. Then, in
order to maximize the power output of the transducer, a dc/dc con-
verter is often found, to perform the MPPT function. At this stage, the
power can be stored inside the energy storage device. When this power
is used to supply the sensing, processing and communication units on
the node, an additional dc/dc converter is usually needed to provide a
reliable supply voltage to the components.
If this sequence of processing steps is applied to the power levels
estimated in the two previous case studies, considering for each step
a realistic conversion efficiency value, then the power levels actually
available for core electronics of the sensor node can be obtained. The
detail of the conversion steps for the two case studies is depicted in
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(a) Sensor node placed on the baler gearbox
(b) Sensor node placed on the tractor chassis
Figure 34. Line diagram of the power distribution in the sensor node, for the
two placement options addressed in this study.
Figure 34. It can be observed that the usable power when harvesting
the vibrations on the baler gearbox ranges from 5.24 mW when the
gearbox is not loaded, to 13.1 mW when it has a 30 kW power load.
When harvesting vibrations from the tractor chassis, the usable power
is around 1.3 mW.
Despite a reduction of about 50 % in both cases from the raw power
at the ends of the transducer, these levels of usable power are rather
higher than those recorded by the authors of [45, 46] on other agri-
cultural machines, and can fully enable the autonomous powering of
state-of-the-art wireless sensors.
4.4.4 Wireless data rate
To obtain an estimate of the average wireless data rate obtainable with
such power levels, the consumption of a reference wireless sensing
platform can be considered. A good example of a state-of-the-art wire-
less node is provided by [53]. This platform is based on the ICs de-
scribed in Sections 4.3.2 and 4.3.3, and its architecture is depicted in
Figure 35. According to the authors, this system can achieve a power
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consumption Pslp of just 4.73 µW when in sleep mode. Instead, the
power consumption of the CC2500 transceiver during the transmission
phase has already been discussed in Section 4.3.3.
Figure 35. Hardware architecture of the reference wireless sensing platform
considered for the estimate of the wireless data rate. Source: [53].
This sensor node is designed to simply transmit periodically a wire-
less packet containing the latest data measured by the on-board sen-
sors. Therefore its operating cycle (with period T) is composed as
follows: the node sleeps for a time interval Tslp, then it wakes up, it
performs the measurements, it sends the wireless packet with the new
data, and then it goes back to sleep for another time interval Tslp. The





Emeas + Epkt + Pslp Tslp
Tact + Tslp
where Eact = Emeas + Epkt and Tact are the energy and the time that the
node spends in active mode, respectively: Emeas is the energy used to
make the new measurements, whereas Epkt is the energy consumed to
send the wireless packet.
Usually the duty cycle of this kind of nodes is very low, so we can
consider T ∼= Tslp because Tslp  Tact. Besides, the energy spent for the
wireless transmission is much higher than that required to make the
measurements, so we can consider Eact ∼= Epkt because Epkt  Emeas.
Based on these motivations, the previous equation can be reduced to:






This expression clearly highlights how the average power consumption
increases with increasing packet rate (1/Tslp), or with increasing per-
packet energy, or with increasing sleep mode power consumption. The































































Figure 36. Relationships between the average power consumption P of the reference wireless sens-
ing platform, the packet transmission rate, and the payload length, considering the
transmission parameters listed in the caption of Figure 22. Power levels P1, P2 and P3
are defined in Table 3.
former of these three relationships is plotted in Figure 36a, for different
payload lengths.
Using Equation (25) and the symbols introduced in Section 4.3.3,
Equation (26) can be further rewritten as
P ∼= Eoh + 8 N Eb
Tslp






where Rb = N/Tslp represents the average data transmission rate. The
relationship between P and Rb is plotted in Figure 36b, for different
payload lengths. This graph clearly highlights how sending longer
packets less frequently allows to increase the average data rate without
bearing on the power consumption.
Supposing now to power the reference wireless sensor with the
energy harvesting systems introduced in Sections 4.4.1 to 4.4.3, we
obtain the wireless transmission performances listed in Table 3. These
results are also highlighted in Figure 36 with the symbols P1, P2 and
P3, corresponding to the usable power levels available from three con-
sidered placement options (see table).
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Table 3. Summary of the information regarding the case studies addressed in this chapter.
Harvester location
Baler gearbox




Vibration frequency 113 Hz 113 Hz 2.5 Hz
Vibration intensity 0.9 gRMS 0.5 gRMS 0.114 gRMS
Proposed transducer PMG17-120 PMG17-120
DuraAct
P-876.A12
Transducer type Electromagnetic Electromagnetic Piezoceramic
Maximum generated
power
25 mW 20 mW 3.0 mW








Rectifier efficiency1 70 % 70 % 60 %
Global conversion
efficiency2
52 % 52 % 45 %
Usable power P1 = 13 mW P2 = 5.2 mW P3 = 1.3 mW
Minimum time interval
between transmissions3
1.5 ms 3.6 ms 15 ms
Maximum achievable
average data rate3
48 kbit/s 20 kbit/s 4.8 kbit/s
1 Estimated from available literature.
2 Considering for each architectural block the efficiency values reported in Figure 34.
3 Considering packets with a data payload of 9 bytes, and the transmission parameters listed in the
caption of Figure 22.
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4.5 concluding remarks
This chapter deals with the applicability of self-powered wireless sen-
sors to heavy duty and agricultural machines, addressing many of the
tradeoffs relevant to the design and the deployment of this sensoriza-
tion solution.
This study highlights how the survival of a self-powered device,
when placed on a specific part of the equipment, is strongly related
to the vibration characteristics in that spot (in terms of spectral dis-
tribution, intensity, and variability with the working conditions of the
equipment), to the electromechanical transducer employed, and to the
power consumption characteristics of the sensing node. To ensure the
reliable operation of the wireless sensor node, also in relation to the
requirements of the target application, a careful planning of the sensor
deployment is required.
Through the analysis of original experimental data on vibration spec-
tra available on a baler gearbox and on a tractor chassis, and the estima-
tion of the electrical power which could be generated in both cases, this
work proves the existence of spots on agricultural machinery which
provide a substantial amount of vibrations, capable to fully power a
wireless sensor node and to let it sustain data throughputs compliant
with the requirements of many real-time sensing applications.
Part II
MULT I -SOURCE HARVEST ING SYSTEMS

5 MULT I -SOURCE ENERGYHARVESTER
5.1 introduction
This chapter presents a multi-source, multi-storage energy harve-
sting architecture expressly designed to achieve autonomous opera-
tion and to constitute a dependable power source for low power ap-
plications (< 100 mW). The proposed architecture is highly modular,
supercapacitor-based and supports an arbitrary number of energy har-
vesting subsystems which can also be hot-plugged. The exploitation
of several ambient energy sources in a concurrent and autonomous
way improves the system reliability by reducing its dependence on the
availability changes of each energy source.
During sustained periods of ambient energy shortage, the system
operativeness is guaranteed by the presence of a nickel-metal hydride
(NiMH) or lithium-ion (Li-ion) rechargeable battery. The power man-
agement circuit is designed to protect both battery types from over-
charging and undercharging conditions, and when the battery inter-
vention is required its energy is drawn in a pulsed way: a strategy
that helps prolonging the battery autonomy [54]. Besides its flexibility
and dependability, the implementation is fully analogue and requires
relatively few ultra-low-power components: this minimizes the power
consumption of the harvesting system itself, as well as its cost.
An energy harvester implementing the proposed architecture will
be presented as well. It is targeted at stationary outdoor applications,
and thus features two harvesting subsystems which collect the energy
provided by wind flow and solar radiation. To simulate the system
behavior and to plan its deployment in a specific site, a useful design
framework has been implemented in Matlab simulation environment.
It allows an in-depth analysis of the harvester operation under differ-
ent environmental conditions, and validates the effectiveness of the
design.
5.2 related works
While energy harvesting from a single energy source has been often
investigated in literature (see [1] for a comprehensive and up-to-date
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survey, and the first Part of the present dissertation), there are fewer
works dealing with the issue of energy collection from several sources
at the same time and aimed at powering an electronic system with
small average power requirements (around 100 mW or below). An up-
to-date comprehensive review on this subject can be found in [55].
A well-known multi-source energy harvester is Ambimax [14]. It is
targeted to power a WSN node in an outdoor environment, and re-
lies on solar radiation and wind flow to collect the needed energy.
As in our case, the system architecture is rather modular, thanks to
a diode-based power ORing strategy. It includes a Li-ion battery as
well, performing as backup energy reservoir: however, the continuous
connection of the battery to the load during long periods of ambient
energy shortage is not optimal, because a pulsed absorption from the
battery (like the one implemented in our system) helps prolonging the
battery autonomy [54].
Another work addressing WSN nodes in an outdoor environment
is [16]. Both solar radiation and wind flow are exploited by this sys-
tem too, but also the energy coming from water flow is harvested. The
energy flow from each energy harvesting subsystem to the battery
is controlled by a microcontroller: this brings some advantages, like
the possibility of performing periodically a complete charge-discharge
cycle to recover the battery after a high number of incomplete ones,
but has a negative impact on the system modularity. To add another
energy harvesting subsystem, for example, the software run by the mi-
crocontroller needs to be updated, and additional control signals must
be available.
With regard to the architecture of the power management subsys-
tem, two more works are worth to mention. The first one is pre-
sented in [56]: it is still at an early development stage, but contains
an interesting idea. The authors of this work propose a multi-source,
multi-storage and multi-load energy harvesting architecture based on
a single multiple-input and multiple-output dc/dc converter, which
automatically collects the energy from the sources and redistributes
it among the storage devices and the loads. From a theoretical point
of view the system is promising, however the only implementation by
the authors relies on an externally powered field-programmable gate
array (FPGA): this setup prevents the identification of any possible im-
plementation issue and an analysis on the actual power consumption
due to the harvesting system itself.
The second one is the work presented in [57]. Although this har-
vester relies only on the energy coming from the solar radiation, its
storage subsystem features three supercapacitors, to improve the sys-
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Figure 37. Architecture of the multi-source energy harvester.
tem reliability during the cold booting phase. Here the power path is
dynamically managed by a set of MOSFETs, driven by a microcontroller-
based control circuit. The MOSFET-based power ORing solution ensures
the minimization of the parasitic power consumption along the power
path. However, the whole system is quite complex and features also re-
dundant blocks (like four dc/dc converters) which affect considerably
power consumption and cost.
Finally, we report the existence of a commercial multi-source energy
harvester, the EH-Link™ by MicroStrain, Inc. [58]. It is able to inter-
face with several types of electrical generators (e.g. from vibrations,
temperature differences, etc.), but the technical information disclosed
by the manufacturer are too few to enable a fair comparison with the
works mentioned above. However, at the moment the number of in-
puts is limited to three, and cannot be extended; besides, it does not
seem possible to use the harvesting capabilities of the system for pur-
poses different from the powering of the wireless node integrated in
the system.
5.3 system architecture
The architecture of the proposed multi-source energy harvesting sys-
tem is depicted in Figure 37.
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5.3.1 Energy harvesting subsystems
The energy harvesters at the first stage of the system provide the ca-
pability to convert certain kinds of ambient energy to electrical energy,
and to store it temporarily for future usage. Although Figure 37 shows
just two energy harvesting subsystems, the proposed architecture sup-
ports an arbitrary number of energy harvesters, which can all be con-
nected to the power management circuit in a very straightforward man-
ner, which will be detailed in the following sections.
With regard to stationary outdoor applications, the ones we are in-
terested in, the energy sources most suited to be harnessed are so-
lar radiation and wind, because of their wide availability and high
power density [4]. These two sources, besides their property of being
renewable, are also complementary to some extent: strong winds occur
more frequently during night-time or when the weather is bad, than
in sunny days [11]. For these reason, we have chosen to exploit these
two ambient energy sources: this choice is in line with works [14, 16]
already recalled in Section 5.2.
For the design, the development and the subsequent numerical sim-
ulation of the system, we considered as reference energy harvesters the
airflow harvester presented in Chapter 2, and the highly optimized so-
lar energy harvester described in [59]. The latter system relies on a
small size photovoltaic (PV) panel with an area of just 112 cm2. The
PV panel conversion efficiency is kept as high as possible at any time
by a clever MPPT circuit (thoroughly addressed in [60]), which is self-
powered by a pilot cell: this allows the harvester to cold boot, i.e. to
start working even when the output supercapacitor is empty.
5.3.2 Power management circuit
Through a simple diode-based power ORing strategy, the energy har-
vesting subsystems operate independently of each other: this also per-
mits to hot-plug additional harvesting subsystems without the need
of reconfiguring anything. Still, they can contribute at the same time,
all together, to the replenishment of the system energy reservoirs. The
main reservoir is a supercapacitor, while the second, optional, is a
rechargeable battery. Both NiMH and Li-ion batteries are supported
by the overcharge and undercharge protection circuits: however, the
charge-discharge profile of NiMH batteries is best suited to the pro-
posed battery control circuit. When the ambient sources provide more
power than required by the load, part of the energy stored in the
main reservoir is used to recharge the battery. The battery energy
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is used only when the charge of the main reservoir falls below an ad-
justable threshold. The embedded system is powered by a buck-boost
dc/dc converter, providing a stable output voltage of 3.3 V. The input
of this converter is directly connected to the main reservoir. To pro-
tect the battery from reaching an undercharging condition, the final
dc/dc converter and thus the system are shutdown when the battery
voltage falls below an adjustable threshold.
5.4 power management policy
A functional scheme of the power management circuit is shown in Fig-
ure 38. It should be noted that this diagram is a simplified version
of the actual schematic of the circuit: as indicated in the lower part
of the figure, many of the used symbols represent the functionality of
more complex sub-circuits. This choice has been made to simplify the
comprehension of the high level operation of the circuit, without di-
verting the reader’s attention with negligible implementation details.
The sub-circuits U1, U2, U3, and U4 are based on an ultra-low-power
comparator, the LTC1440 by Linear Technology; the reference included
in this device has been employed to generate the desired threshold
voltages Voc, Vuc, and Vi, as well as to adjust the hysteresis of the
comparator circuit. The logic functions performed by U5 and U6 have
been implemented through low power, CMOS-based logic gates: in the
context of Figure 38, they both operate as AND gates. The symbol
associated to U7 and U8 represents a circuit operating as a monos-
table multivibrator. Finally, the switch S1 has been implemented with
an integrated programmable current-limiting switch, while a properly
sized, low on-resistance MOSFET implements S2.
The supercapacitor C0 plays a key role in the proposed architecture:
it works as the energy buffer from which the final dc/dc converter U9
draws the energy to power the load. Every energy flow present inside
the whole energy harvester, goes through this supercapacitor: (i) the
one coming from the connected harvesting subsystems, (ii) the one
coming from the battery when the environment does not provide a
sufficient amount of energy, (iii) the one recharging the battery when
the environment provides overabundant power, and finally (iv) the one









Figure 38. Functional scheme of the power management subsystem.
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5.4.1 Harvesting subsystems interface
The power management circuit interfaces to the several energy harve-
sting subsystems with the diode-based power ORing solution shown
on the left of Figure 38. This kind of connection ensures that C0 is
always charged by the harvesting subsystem with the highest output
voltage and the presence of a diode on each line prevents the exchange
of energy between different harvesting subsystems, and makes each of
them completely independent from the others.
With respect to other power ORing solutions based on MOSFETs [61],
the only drawback of the diode-based one is the parasitic power con-
sumption caused by the forward voltage drop on the diode, when the
current flows from a harvesting subsystem to C0. To minimize this un-
wanted power consumption, we use very low forward voltage Schot-
tky diodes to implement the power ORing connection. Considering the
low current levels through these diodes (below tens of milliampere),
the power overhead is comparable or below the one determined by
a MOSFET-based ORing solution, which requires an additional driving
circuit as well. Besides, the diode-based solution provides additional
advantages, in terms of self-synchronization, low complexity and cost.
A proper sizing of the harvesting subsystem output supercapacitors
(C1, C2, . . . ) is required to ensure that each of them equally contributes
on average to replenish C0. For example, considering an architecture
with just two energy sources, the value of C1 and C2 should satisfy
the relationship P1/C1 = P2/C2, where P1 (or P2) is the average power
generated by the first (or second) harvesting subsystem.
5.4.2 Battery control
The battery can connect to supercapacitor C0, the main energy reser-
voir, through one of the switches S1 or S2. While S1 allows C0 to
recharge the battery, S2 allows the battery to recharge C0: thus, in each
switch, the current always flows in just one direction. As the battery
cannot be recharged with a current greater than a certain value, S1 is
current limited with an adjustable limit value, while S2 is not.
The recharge process is supervised by the recharge control circuit, and
it starts when the following two conditions are satisfied: (1) the bat-
tery voltage VB is lower than the overcharge threshold voltage Voc, and
(2) the voltage across the main reservoir Va is greater than VB+100 mV.
The comparator circuits U1 and U2 respectively determine the satisfac-
tion of these conditions: both are configured to have a 100 mV hystere-
sis, but while in U1 the hysteresis is symmetrical, in U2 it is shifted by a
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quantity slightly greater than the width of the hysteresis itself. This en-
sures that the output of U2 is never asserted when Va is lower than VB,
otherwise the battery would recharge the supercapacitor. When both
conditions are met, also the output of U5 becomes asserted: this trig-
gers the monostable circuit U7, which maintains S1 closed for an ad-
justable time interval of some seconds.
The role of U7 is to keep S1 closed for a time interval long enough
to allow the completion of the charge redistribution transient involv-
ing C0 and the battery: indeed, if U5 drove S1 directly, the transient
would be interrupted too early, because U5 output remains asserted
for a very short time. This behavior is caused by the significant inter-
nal parasitic resistance of the supercapacitor, which makes Va increase
steeply when S1 becomes closed, and this condition leads to the imme-
diate deassertion of U2 output.
If the overcharge condition is reached, U1 prevents the battery to
charge further. This means that, if the harvested power continues ex-
ceeding the power needed by the load, Va is free to increase propor-
tionally. To avoid Va reaching the maximum voltage rating of C0, a
Zener diode D0 is placed in parallel to C0: when Va reaches the Zener
voltage (around 5 V), it cannot increase further, so the energy in ex-
cess coming from the harvesting subsystems is dissipated by D0. The
capacity and the maximum voltage rating of C0 should be selected to
make the reaching of this stage very rare.
The discharge process works very similarly to the recharge one:
when (1) the battery voltage VB is greater than the undercharge thresh-
old voltage Vuc and (2) Va falls below the discharge start threshold Vi,
then S2 remains active for a certain, adjustable time interval. Vi should
be set to a level above the minimum input voltage supported by U9, to
ensure its continuous operation. To avoid deep discharging the battery,
the output of U3 is connected directly to the shutdown pin of U9: if VB
falls below Vuc the power going to the load is cut off until the harvester
collects enough ambient energy to recharge the battery over the level
set by U3 hysteresis.
5.5 simulation results
The prototype shown in Figure 39 implements the proposed system.
Both solar and wind energy harvesting subsystems have been fully
characterized, as reported in [59] and in Chapter 2. The functionality
of the power management circuit described in the previous section has
been experimentally tested as well.
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Figure 39. Prototype of the multi-source energy harvester.
To assess the overall harvesting capabilities of the whole multi-source
energy harvester, and to verify whether it would be suited to a certain
low power application before actually deploying the devices, we have
developed a Matlab simulation framework to numerically evaluate the
behavior of the harvester. The simulator allows the user to specify the
time sequence of the data regarding the environmental variables rel-
evant to the harvesting subsystems (e.g. solar radiation, wind speed,
etc.) measured in a certain time interval in the site of interest, as well as
the expected power consumption profile of the load system (e.g. a sys-
tem which periodically becomes active, with a known duty cycle). On
the basis of these input data and of the operating parameters specified
for the harvesting system (like voltage thresholds, device parameters,
etc.), the framework determines the system behaviour together with
the current and voltage waveforms in the most relevant nodes of the
circuit.
The program is very useful to plan the actual deployment of the
harvesting system and it is able to anticipate the harvester performance
in a particular operating environment with adequate accuracy, along
with the dependencies on system parameters (e.g. the capacity of the
supercapacitors, the voltage thresholds in the battery management sub-
circuits, the connection of an additional harvesting subsystem, etc.).
To aid the reader in understanding the system behavior detailed in
the previous section and to report an example of the simulator capa-
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bilities, we used the simulation script described above to generate the
plots shown in Figure 40.
The meteorological data considered for this simulation have actu-
ally been gathered on October 24, 2007 at the Grand-St-Bernard pass,
at 2400 m above sea level between Italy and Switzerland. These data
and the system parameters have been expressly set to make the sim-
ulated system perform the highest possible number of transitions, to
highlight its operation. As shown in Figure 40a and Figure 40b, the
selected day was quite windy and cloudy. To further reduce the im-
pact of the solar harvesting subsystem, the PV panel size has been
lowered to just 60 cm2. The starting voltage across the supercapaci-
tors at the output of the wind harvesting subsystem (C1 = 1 F) and of
the solar harvesting subsystem (C2 = 50 F) have been set to unlikely
values, i.e. rather lower than the voltage across C0 (see the left of Fig-
ure 40e). Vi has been set to 2 V, while the system to be powered con-
sumes 100 mW for 1 s every 30 s, and has a standby power of 0.1 mW.
The waveforms on Figure 40e permit to distinguish the changes in
the harvester operation. At the start of the simulation, during T1,
C1 and C2 are quite discharged with respect to C0, so they cannot
provide any energy to the main reservoir. This causes the battery to
activate, and to sustain alone the power consumption of the load: a
steady current flows outside the battery (Figure 40d), and the battery
discharges linearly (Figure 40f).
At the end of T1 the wind appears, and C1 recharges until when it
can provide some energy to C0. During T2 only the power coming from
the wind harvesting subsystem is present, but it is not enough to sus-
tain alone the whole power needs of the load (indeed in Figure 40c the
harvested power remains on average below the average output power
level). So the battery intervention is still required and the battery con-
tinues discharging.
Before the end of T2, the sun appears and C2 starts charging. How-
ever, even if the total harvested power exceeds the output power, just
a part of it can be relayed to C0, because C2 has not reached the level
of C0 yet. So, before the end of T2, the harvested power going to C0
is still coming from the wind subsystem only, and this determines the
spike observable in Figure 40e around the 9th hour. During T3, Va in-
creases because of significant wind flow: the wind energy is sufficient
to keep Va above Vi, so the battery stops delivering current. Va contin-
ues increasing thanks to the wind flow until it reaches VB+100 mV: the
recharge process starts and during T4, C0 keeps recharging the battery
in a pulsed way. However, the average recharge current is low, because
the energy excess provided by the wind subsystem is quite low.
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Figure 40. Plots resulting from the system simulation in Matlab. (a) Wind speed data collected on
October 24, 2007 at the Grand-St-Bernard pass [62] (dashed: average value). (b) Solar
radiation data collected on October 24, 2007 at the Grand-St-Bernard pass [62] (dashed:
average value). (c) Power harvested by each of the two energy harvesting subsystem
(blue: wind - red: solar), their sum giving the total harvested power (green), and the
average output power consumed by the load (dashed). (d) Current flowing inside (out-
side) the battery, when positive (negative). (e) Waveforms of the voltages across the
supercapacitors present in the system (blue: across C1 (wind) – red: across C2 (solar) –
green: across C0). (f) Battery charge, in percentage.
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When C2 reaches the level of C0, both harvesters contribute to the
recharge of the battery, during T5. At the end of T5, the battery is
fully charged, and the overcharge protection circuit U1 prevents the
battery from further charging. For this reason, during T6, Va is free to
increase above the battery level. At the start of T7, Va reaches the Zener
diode threshold, so the energy in excess coming from the harvesting
subsystems is wasted on D0. Finally, during T8, input and the output
power levels are very similar, thus Va remains quite steady.
5.6 concluding remarks
In this chapter we have presented an effective multi-source, multi-
storage energy harvesting architecture. Its straightforward, fully ana-
logue design based on ultra-low-power components makes it a very
efficient and cost-effective solution to enable the autonomous opera-
tion of low power applications. Its modular design and power ORing
strategy permits to harvest ambient energy from an arbitrary num-
ber of different sources through hot-pluggable harvesting subsystems.
The possibility of collecting energy from a high number of different
generators improves the system reliability by reducing the impact of
the availability variations affecting each energy source. The system,
based on supercapacitor, can also accommodate a rechargeable battery,
to ensure a continuous power supply to the load system even during
long periods of ambient energy shortage. The battery is protected from
overcharges and undercharges, and is recharged when the operating
environment provides more power than required by the load.
The implemented harvesting system has been presented along with
an expressly developed simulation framework. It enables the designer
to assess the harvester suitability to a certain application through sim-
ulating the system behavior in realistic operating conditions, specified
for example by meteorological data or by the power profile of the sys-
tem to be powered. Finally, this tool is also useful to evaluate the effects
of different system parameters on the system overall performance.
6 GR ID -ASS ISTED PV POWERSUPPLY FOR GSHP SYSTEMS
In recent years the diffusion of distributed generation systems has un-
dergone a considerable growth, driven by their increasing cost-effec-
tiveness and by more stringent regulations on energetic efficiency of
buildings. The study discussed in this chapter jointly addresses two
major issues, affecting two of the highest-market-potential microgener-
ation technologies: the high running costs of ground-source heat pump
(GSHP) systems, and the forthcoming unprofitability of feeding into the
grid the electricity generated by small-sized photovoltaic (PV) arrays,
frequently installed on residential and commercial buildings. To take
advantage of the availability of both technologies in the same build-
ing, a novel power supply system is presented, aimed at fulfilling the
GSHP electricity requirements by self-consuming all the energy gener-
ated by the solar array, and complementing it with mains electricity.
After an in depth analysis of the supply system architecture and oper-
ation, power consumption profiles resulting from the simulation of a
real GSHP are investigated. Beyond highlighting primary design issues
of such integrated system, this study demonstrates the suitability of
the proposed solution to enhance self-sustainability of GSHP systems,
and its instrumentality in reducing the consumption of non-renewable
energy for cooling purposes in tropical and subtropical climates.
6.1 introduction
6.1.1 Ground-source heat pump systems
Ground-source heat pump (GSHP) systems constitute one of the most
promising technologies to provide thermal comfort in an environmen-
tally sustainable way. Space heating and cooling currently account
for 68 % of the annual energy consumption of a European house-
hold, and about 88 % of this energy comes from non-renewable energy
sources [63, 64]. In order to reduce the global ecological footprint, it
is paramount to lower these figures through the adoption of greener
heating, ventilation and air conditioning (HVAC) equipment, and the
wide application of sustainable architecture principles.
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Energy requirements of a GSHP system usually subdivide as follows:
about 75 % of the energy is collected from the environment (i.e. from
the ground), whereas the remaining 25 % must be provided as electric
energy [65]. Supplying the latter through the conventional power grid
has two major drawbacks. Firstly, just 20 % of electrical energy in Eu-
rope is produced by renewable energy sources, so the share of renew-
able primary energy in the consumption of a grid-powered GSHP sys-
tem cannot exceed 80 % [66]. Besides, considering the electric power
consumption of this kind of systems compared to common household
appliances, powering a heat pump with grid electricity can be rather
expensive. Pricing systems adopted by Italian electric companies, for
example, penalize heavy household consumption (the price per kWh
increases with increasing total consumption) with the view to discour-
aging energy wasting, without considering that large part of it may be
due to the adoption of low environmental impact equipment such as
heat pumps [67, 68].
In the light of these considerations, supplying a GSHP system with
electricity locally produced by means of a microgeneration equipment
becomes an attractive option, as it allows to cut down both the running
costs and the environmental impact of this space conditioning solution.
6.1.2 PV electricity: current trends
In the context of residential and commercial buildings, photovoltaic
(PV) systems are currently the most widespread technology for dis-
tributed generation of renewable electricity. Owing to the provisions
of the incentive policies put into effect by many countries to promote
the adoption of PV systems, most present PV installations are designed
to feed into the grid either all of the produced energy, or just the por-
tion exceeding local instantaneous consumption. Both these schemes
use the grid as energy buffer, to temporally decouple the energy gen-
eration and consumption stages. At the present time, this approach is
progressively losing its attractiveness, for both technical and economic
reasons. From a technical standpoint, distributed production of renew-
able electricity from fluctuating environmental energy sources causes
intermittent and rather unpredictable energy flows being fed into the
grid: when the contributions of this kind grow beyond a certain thresh-
old, serious imbalances between power supply and demand are likely
to occur, jeopardizing grid stability [69, 70]. Besides, profitability of
such schemes is strongly dependent on the relation between the price
the utility pays for the fed-in energy, and the grid electricity rates. Due
to the favorable feed-in tariffs introduced by many countries as part of
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PV incentive policies, the value of fed-in energy currently exceeds that
of the energy purchased from the grid. As a consequence, selling all
the locally produced electricity to the electric utility is often the most
convenient option, for the time being. However, the natural degression
of feed-in tariffs combined with the steady rise in grid electricity rates
are expected to reverse the relation between these values within a few
years time span: Figure 41, which presents the progression of these
quantities for the German case, clearly highlights this trends.
Figure 41. Comparison of utility rates and feed-in tariffs for solar electricity
in Germany. Source: [71].
One of the most promising techniques to address both these issues
is to shift the assignment of the energy buffering task from the utility
grid to local energy storage devices (such as rechargeable batteries),
embracing a paradigm typical of stand-alone systems. The advantage
of this choice becomes evident when comparing the two plots in Fig-
ure 42. Both graphs report the typical power consumption profile of a
four-person household in Germany, and the power generation profile
of a 5 kWp PV plant [72]. Figure 42a shows how the power coming
from the PV plant is employed in a classic grid-connected system. Just
a fraction (approximately 30 %) of the PV power is consumed directly
(so called natural self-consumption), while most of it is fed into the
grid. Grid electricity then fulfills the household power needs during
the consumption peak in the evening, and during the night.
Figure 42b shows instead how the PV power can be managed in
presence of a local energy storage. During daylight hours, beyond
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(a) Grid-connected PV system without local energy storage
(b) Grid-connected PV system with local energy storage
Figure 42. Daily profiles of the power generated by a 5 kWp PV plant, and of the power consumed
by a four-person household in Germany, highlighting the differences in the management
of the PV energy in (a) absence or (b) presence of a local energy storage. Source: [72].
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natural self-consumption, a significant part of the PV energy is now
stored on the spot (the percentage depends on the capacity of the local
storage), and can be employed to cover a large portion of the house-
hold power needs when the natural self-consumption is no more avail-
able. This allows to minimize the interactions with the utility grid, to
keep the value of the locally generated energy always equal to that of
grid electricity [73]. Thanks to these features, there is a growing inter-
est in distributed generation solutions implementing self-consumption
strategies, both in research and commercial fields [74, 75]. At present,
few countries actively foster self-consumption of PV electricity through
their incentive schemes, but more are expected to follow current trend-
setters, which are Germany, Italy and United Kingdom [76, 77].
6.1.3 Contributions
This work investigates a novel integration strategy between GSHP and
PV technologies, with the aim of making the most of their joint adop-
tion within a single residential or commercial building. Focusing on
this particular category of buildings and of inhabitants, it often hap-
pens that restrictions on physically accessible space or on available
budget compel to install solar arrays of just few square meters. In this
case, instead of setting up the PV system to feed the generated energy
into the grid (which would require to enter into a contract with a local
electric company, to certify the system compliancy to all relevant safety
regulations, etc.), employing all produced electricity to supply a single,
power-greedy domestic load, such as a GSHP system, can prove to be a
cost-effective and straightforward solution.
Figure 43. Qualitative diagram of the proposed power supply architecture.
This is precisely the purpose of the power supply system presented
in this chapter, which has been designed to entirely fulfill the electric-
ity requirements of a GSHP system by self-consuming all the energy
generated by an on-site solar array, and complementing it with mains
electricity. According to latest trends in distributed generation systems,
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all the energy produced by PV modules is either consumed directly or
stored in a battery bank for usage at a later time: the proposed supply
architecture, in its purest version, does not feed any energy into the
grid, and behaves like a common electric load towards it (Figure 43).
A multiple input, single output flyback converter has been chosen to
efficiently combine the energy coming from the three energy sources
(grid, solar array, and battery bank), which can thus contribute to the
power supply of the GSHP system in an independent and concurrent
way. The state machine implemented by the control circuit is designed
to give the maximum priority to the usage of the energy coming from
the PV array, while assigning a lower priority to the battery bank, and
the lowest priority level to mains electricity. As a result, this system
layout is able to combine the benefits of an enhanced self-consumption
strategy with the reliability of conventional grid-powered supply sys-
tems.
In the following Section 6.2, an in depth analysis of the proposed
architecture and of its operation modes will be presented, with focus
on key design tradeoffs. Subsequently, the results of specific studies on
power consumption profiles of real GSHP systems will be discussed in
Section 6.3, to both verify the suitability of this power supply system
to the intended scope of application and to highlight primary points of
attention which should be taken into account during the preliminary
design phase of such integrated space conditioning solution.
6.2 power supply system
The diagram of the proposed power supply is shown in Figure 44.
6.2.1 Architecture
The system inputs are a single-phase ac line (common in residential
and commercial buildings), a solar array, and a battery (or a battery
bank). The system output is the electric system to be powered, which
can be either a dc load (option 1) or an ac load (options 2 and 3).
Before being fed to the following power processing block, the grid
ac voltage is rectified by the rectification (ac/dc) and power factor cor-
rection (PFC) stage. This circuit can be implemented with passive or
active devices, according to the power handling and efficiency require-
ments set by the specific application. The presence of this stage ensures
a unidirectional energy flow, from the grid to the power supply.
6.2powersupplysystem
95Figure 44. Schematic diagram of the proposed power supply system, with three alternatives for the load and the load interface.
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The core functional block of the architecture is the multiple-input
flyback converter. Each of the switch couples (S1, D1), (S2, D1), and
(S3, D1) constitutes a conventional flyback converter, so the multiple-
input converter can be thought as three single-input converters sharing
the same secondary side. By driving each converter in an interleaved
way with the others, all energy sources can potentially supply current
to the load at each switching cycle of the multi-input converter, with-
out interfering with each other. This topology allows to get energy
from all sources at virtually the same time, regardless of how low the
voltages on the primary sides can be. An in-depth analysis of the op-
eration of such converter can be found in [78].
Switches S1, S2, S3 and S4 can be implemented with either MOSFETs
or insulated-gate bipolar transistors (IGBTs): the choice must be done in
relation to the power handling and switching frequency requirements
set by the application. Switch S4 is intended to work as a synchronous
rectifier, so it must be activated when D1 is on in order to reduce the
diode conduction losses [79]. Capacitors C1, C2, C3 and C4 are needed
to smooth out the steep current waveforms at all converter ports. Ac-
tual implementation of the converter probably requires a snubber cir-
cuit in parallel with each of the three windings on the transformer pri-
mary side. By properly selecting turn ratios N1:N4, N2:N4 and N3:N4
and the timings of the interleaved driving waveforms for switches S1,
S2 and S3, it is possible to accommodate solar arrays and batteries with
various characteristics [80]. A charge controller can let the solar array
to safely recharge the battery, when the power budget of the whole
system allows it.
According to the specific application, there are three options for the
load interface. 1) If the load operates on dc voltage and there is no
need to feed surplus energy back to the grid, then a direct connection
between the converter output and the load is the most efficient solu-
tion. 2) If the load operates on ac voltage and there is no need to feed
surplus energy back to the grid, then a stand-alone inverter must be
interposed between the converter output and the load. 3) If the load
operates on ac voltage and feeding surplus energy back to the grid is
desired, then a grid-tie inverter must be used to connect the converter
output to the load, and a contactor must be added to let excess energy
flow back to the grid. The choice of feeding the surplus energy back
to the grid or not depends on the mismatch degree between the power
generation profile of the solar array and power consumption profile
of the load. Further details on this topic will be provided in the next
section.
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(a) Grid-assisted mode (b) Self-sufficient mode
(c) Battery charging mode (d) Grid supply mode
Figure 45. Schematic representation of power flows in the different operation
modes of the proposed power supply. Grid supply mode is avail-
able only if the system adopts the load and load interface option
n. 3 (see Figure 44).
The control block supervises the operation of each subcircuit, and
manages the transitions between operating modes. Using voltage and
current sensing devices, it can estimate in real-time the power gener-
ated by the solar array and that drawn by the load system, and adapt
the circuit operation accordingly, calculating also how much energy
must be taken from the grid and/or from the battery to regulate the
output voltage on C4. One of its tasks is to perform the maximum
power point tracking (MPPT) of the solar array, by adjusting the switch-
ing time of S2 and the activation time of the charge controller. If option
n. 3 is selected for the load interface, the control block is also in charge
of the inverter synchronization with the grid frequency, and of the
contactor activation.
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6.2.2 Operation
The operating modes of the proposed power supply are depicted in
Figure 45. Let pL(t) be the instantaneous power consumed by the load
system, pG(t) the instantaneous power supplied by the grid to the load,
pPV(t) the instantaneous power generated by the solar array, pBI(t) the
instantaneous power supplied to the battery by the solar array through
the charge controller, and pBO(t) the instantaneous power supplied by
the battery to the load system. Note that pBI(t) can never exceed a
certain value pmaxBI (t): when the battery is not full, p
max
BI (t) = P
max
BI
due to the battery maximum charge rate; when the battery is full,
pmaxBI (t) = 0. Likewise, pBO(t) can never exceed a certain value p
max
BO (t):
when the battery is not empty, pmaxBO (t) = P
max
BO due to the battery max-
imum discharge rate; when the battery has no residual energy stored,
pmaxBO (t) = 0.
(a) Grid-assisted mode: when pPV(t) < pL(t) and pPV(t) + pmaxBO (t) <
pL(t), the grid must contribute providing the missing part of the
energy needed to fulfill the load power consumption. In this
mode the number of active energy sources can range from one
(the grid alone) to three (if both the solar array and the battery
can provide some energy).
(b) Self-sufficient mode: when pPV(t) < pL(t) but pPV(t) + pmaxBO (t) >
pL(t), the solar array and the battery can supply the load without
the help of the grid. However, the energy coming from the solar
array is not enough to recharge the battery. In this mode the
active inputs to the converter can only be the solar array and the
battery.
(c) Battery charging mode: as soon as pPV(t) > pL(t), the solar array
can supply the load alone. Besides, if the battery is not fully
charged, it can recharge the battery with power pBI(t) = pPV(t)−
pL(t). In case pPV(t) > pL(t) + pmaxBI (t), if load interface option
n. 3 has been chosen, the contactor can be activated to let the
excess PV energy flow into the grid. In this mode two of the three
inputs of the converter are inactive, so the converter operation is
identical to that of a single-input flyback converter.
(d) Grid supply mode: if option n. 3 is selected for the load inter-
face, when the battery is fully charged and pPV(t) is still greater
than pL(t), then the contactor can be activated, and the energy
not consumed by the load is fed into the grid. In this mode the
converter works exactly as in Battery charging mode.
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6.3 case study: gshp system
To verify the suitability of the proposed power supply system to the
intended scope of application, assess its effectiveness, and identify pri-
mary design issues, a specific study on power consumption profiles of
a real GSHP system has been made.
6.3.1 Simulation scenario
In order to get realistic data on this subject, the GSHP system simulation
framework presented in [81] has been employed. Starting from data
about the building, the geographical location, the space conditioning
system and its activation policy, the program calculates the value over
time (with a resolution of 1 h) of many parameters concerning the heat
pump operation, during the year. Thanks to this software, the electric-
ity consumption of the heat pump and of the circulating pump can be
determined as well, with good accuracy.
In the considered simulation scenario, the building is a medium-
sized house, with an indoor volume of 400 m3, located in an Italian
city with a humid subtropical climate. The house is supposed to have
a very good energy performance, with a maximum energy require-
ment in heating around 13 kWh/(m3 year) in the said location. The
heat pump system is coupled to a closed-loop horizontal ground heat
exchanger, and is programmed to ensure a preset indoor temperature
of 20 ◦C during winter and of 26 ◦C during summer. The heat pump
works according to a hourly schedule, which is different for workdays
and for the weekend, consistently with the expected occupancy of the
house. The full list of the values adopted for the simulation parameters
is reported in Table 4.
6.3.2 Hourly profiles analysis
Two samples of the simulation results are shown in Figure 46 and
Figure 47. The plots present the hourly power consumption of the
GSHP system over a time span of two days, during heating operation
in wintertime and cooling operation in summertime, respectively. The
narrowness of the deviations of indoor temperature from the target val-
ues proves the suitability of the considered activation schedule, in both
space conditioning modes. However, the intermittent activation of the
heat pump causes slightly high peaks in electric power consumption,
reaching 1.2 kW in winter and 450 W in summer. These values are fun-
damental to the design of the power supply system, as they set specific
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Table 4. Simulation parameters for the considered scenario
Parameter Value
Building
Building type Terraced house
Indoor building heated volume 400 m3
Building surface for heat transfer to indoor build-
ing heated volume ratio (shape ratio)
0.5 m−1
Full equivalent transmittance related to energy
performance and climate zone of the building
1 W/(m2 K)
Indoor building heated volume to wall volume
ratio
0.3
Wall density 900 kg/m3
Wall specific heat capacity 1200 J/(kg K)
Indoor target temperature during wintertime 20 ◦C
Indoor target temperature during summertime 26 ◦C
Ground-source heat pump system




Ground heat exchanger depth underground 2.49 m
Compressor irreversibility coefficient 80%
Condenser heat transfer coefficient 85%
Running COP (coefficient of performance) 3.0 ÷ 4.8
Morning operating hours, Monday to Friday 5 AM – 9 AM
Evening operating hours, Monday to Friday 5 PM – 10 PM
Operating hours, Saturday and Sunday 7 AM – 11 PM
Climate zone
Location Ferrara, Italy
Heating degree days 2326 degree days
Daily maximum temperature, yearly maximum 38 ◦C
Daily maximum temperature, yearly minimum 6 ◦C
Daily minimum temperature, yearly maximum 28 ◦C
Daily minimum temperature, yearly minimum −5 ◦C
Underground temperature range (depth: 2.5 m) 10 ◦C ÷ 19 ◦C
Heating operation period Oct. 15th – Apr. 30th
Cooling operation period Jul. 1st – Sep. 30th
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Figure 46. Simulation outcomes for two consecutive days (Friday and Satur-
day) during the coldest period of the year (end of January): out-
door temperature, indoor temperature, and hourly average power
consumption of the considered GSHP system in heating mode.
requirements on the instantaneous power handling capabilities of the
circuit.
6.3.3 Annual profile analysis
Further considerations on the sizing and the design of the power sup-
ply system can be made by comparing the annual power consumption
profile of the GSHP system with that of a PV array installed on the same
building served by the heat pump. These data are plotted in Figure 48.
In the considered simulation scenario, heating proves to be the most
power consuming operating mode, with daily peaks in energy usage
up to 13 kWh during the coldest period of the year. In summer, daily
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Figure 47. Simulation outcomes for two consecutive days (Friday and Satur-
day) during the hottest period of the year (beginning of July): out-
door temperature, indoor temperature, and hourly average power
consumption of the considered GSHP system in cooling mode.
peaks are at least 50 % lower than in winter. The mismatch between
generation and consumption curves turns out to be fairly considerable.
The correspondence of the period of maximum generation with a local
maximum in the consumption curve is a good feature, however two
unfavorable circumstances can be identified: 1) throughout the winter,
the solar array is able to supply just a fraction of the needed power,
and 2) during spring and autumn the PV system generates much more
energy than that required by the heat pump.
In such a situation, sizing the solar array to ensure it can supply
the heat pump by itself during summer can be a cost-effective design
choice, and suitable to allow the installation of the PV modules on the
same building. Taking into account that energy demand is higher dur-
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Figure 48. Comparison between the annual profile of the daily electricity con-
sumption of the considered GSHP system, and the expected energy
generation profile for a 800 Wp solar array (South oriented, tilt an-
gle 30°) installed on the roof of the same building served by the
GSHP system.
ing weekends, and for the purpose of keeping the cost of the PV array
as low as possible, the weekly peak in electricity consumption can be
considered as the reference value for the system sizing, instead of the
daily one: this would require a slight increase in the capacity of the bat-
tery bank, to enable the storage of more energy throughout the week
to build up a reserve for the weekend.
Focusing on the scenario considered for this simulation, for exam-
ple, the maximum weekly energy consumption in summer occurs in
the first week of July, when about 22.3 kWh are spent for air condition-
ing. To fully meet this weekly energy requirement, a 800 kWp solar
array can suffice, as it would produce about 26.8 kWh in the same
period: the generation of 20 % more energy than strictly necessary al-
lows for the intrinsic losses of the power supply system. With an area
requirement ranging between 7 m2 and 8 m2 (according to the technol-
ogy of the PV panels), the implementation of a PV plant with such a
size should be rather affordable, both in terms of initial investment
and of compatibility with building-integrated photovoltaic (BIPV) solu-
tions [82, 83].
There are two alternatives to make a profitable use of the electricity
generated during the extended periods of heat pump inactivity, occur-
ring in spring and autumn. One is to use the load interface option
n. 3, as presented in the previous section: this enables to feed the
energy not used by the heat pump into the grid of the building, where
it can be consumed by other domestic appliances, or sold to the elec-
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tric utility (this would require to enter into a contract with the electric
utility). A more attractive alternative is to use this energy surplus to
make the heat pump perform a so called seasonal storage of heat in the
ground. It is possible for this systems to store energy in the ground
over the summer months, when heating loads are minimal, and to re-
trieve this energy during the winter months, when higher loads occur.
The energy stored in the ground increases the overall performance
of the system, as well as the coefficient of performance of the heat
pump [84, 85].
It is important to highlight that all relevant design choices presented
so far are strictly related to the climate zone under investigation. Ac-
cording to the location of the building, the GSHP consumption profile
can vary significantly, along with the relative repartition of heating and
cooling loads. In countries belonging to subtropical or tropical regions,
for example, cooling loads largely exceed heating ones: in those areas
the power consumption profile of a heat pump would likely resemble
the PV power generation curve, and nearly all the generated electricity
could be consumed for air conditioning purposes, cutting down the
annual demand for mains electricity.
6.4 concluding remarks
In this chapter a novel power supply system has been presented, aimed
at reducing the running costs of a GSHP system by self-consuming all
the renewable energy generated by a small-sized solar array, installed
on the same building served by the heat pump. BIPV solutions are
particularly suitable for this purpose.
Although the power supply architecture can be tailored to supply ei-
ther an ac load or a dc load, working with the latter category allows to
reach the maximum efficiency, as the inverter stage is not required in
this circumstance. For the time being, there are very few heat pumps
designed to operate on a dc power supply available on the market.
However, with the progressive diffusion of dc microgrid implementa-
tions, more dc appliances are expected to appear.
The analysis of the electricity usage profiles resulting from the simu-
lation of a real GSHP system has highlighted the most important design
choices a designer should focus on. Hourly, daily and yearly energy
consumption curves provide useful indications on the requirements of
the power conversion circuit, the battery bank and the whole architec-
ture, respectively.
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The effectiveness of the proposed solution strongly depends on the
considered climate zone. In tropical and subtropical regions, the joint
adoption of GSHP systems and of this PV power supply system on a
large scale could play a key role in cutting down the consumption
of energy from non-renewable sources for air conditioning purposes.
In case of significant mismatch between the annual generation and
consumption curves, seasonal storage of thermal energy in the ground
can prove a good solution to exploit all generated electricity.

CONCLUS IONS
The continuous advances in IC fabrication technologies, circuit design,
and networking techniques enable the integration of an increasing
number of functionalities in ever smaller devices. This trend deter-
mines the multiplication of possible application scenarios for tiny em-
bedded systems such as wireless sensors, whose utilization has grown
more and more pervasive. However, the operating life time of such
systems, when placed in locations not allowing a wired connection to
a dependable power supply infrastructure, is still heavily limited by
the finite capacity of currently available accumulators, whose technol-
ogy has not improved at the same pace of the electronic systems they
supply.
Energy harvesting techniques constitute a real solution to power un-
tethered computing platforms in this kind of spatially-distributed ap-
plications. By converting part of the energy freely available in the
surrounding environment to electrical energy, the operating life of the
system can be extended considerably, potentially for an unlimited time.
In recent years an increasing number of researchers have investigated
this possibility. The applications which can benefit from the imple-
mentation of energy harvesting techniques are very heterogeneous, as
well as the topic of energetic self-sufficiency is of interest to a broad
range of research fields. Thanks to the interdisciplinary vocation of
the IMAMOTER-CNR institute which hosted me during the Ph.D. course,
I had the opportunity to confront issues coming from various techni-
cal areas during my research activity, and to collaborate with several
research institutions, universities and innovative companies at both na-
tional and international level.
In this dissertation we have discussed our results about the study
and design of systems capable of harvesting energy from various re-
generative sources. We started with the design of an airflow energy
harvester, focusing on the optimization of its power generation and ef-
ficiency performances, and obtaining superior results with respect to
similar works in literature. Then we dealt with the improvement of
this architecture to implement a fully autonomous vibrational harve-
ster, featuring uncommon in-the-field configuration capabilities. After-
wards we investigated the applicability of self-powered wireless sensor
nodes to heavy duty and agricultural machinery, finding attractive vi-
bration sources capable of providing enough power to sustain remark-
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able data transmission rates. To address remote monitoring applica-
tions with stringent needs in terms of power supply availability, we
presented a truly flexible multi-source energy harvester, along with a
simulation framework expressly developed to anticipate the harvester
performance when placed in a specific operating environment. Fur-
thermore, the design strategies allowing energy harvesters to fully ex-
ploit the locally generated power can be profitably applied in the field
of distributed electricity generation from renewable energy sources,
to enhance the self-consumption capabilities of microgeneration sys-
tems. Based on this motivation, we finally proposed a grid-assisted
photovoltaic power supply to improve the self-sustainability of ground-
source heat pumps, and analyzed original data on the consumption
profiles of these innovative space-conditioning systems to assess the
effectiveness of the design.
In conclusion, energy harvesting techniques have the potential to
enable many cutting-edge applications, especially in remote sensing
and pervasive computing areas, which can bring innovations in several
fields of human activity. In this thesis we have contributed tackling
some of the numerous open research challenges still hampering the
widespread adoption of this technology.
A D IODE CONDUCT ION LOSSES
Equation (15) has been proposed on page 29 to represent the conduc-
tion losses of the diode of a buck-boost dc/dc converter working in
fixed-frequency discontinuous current mode (FF DCM), and is reported
below for the reader’s convenience.
PD,cond =











This appendix details the original derivation of this equation.
a.1 analytical model
As shown in Figure 8, during T2 time interval the diode is turned on
and the current flowing through it decreases linearly over time (sup-
posing that the VO output voltage does not change during this time
interval). This behavior can be expressed analytically with the follow-
ing equation:
iD(t) = IPK − VOL t (27)
The instantaneous power consumed by the diode is given by
pD(t) = vD(t) iD(t) (28)
When the diode is forward-biased, the relationship between diode




nVt − 1) (29)
where IS is the reverse bias saturation current, Vt = kTq is the thermal
voltage, and n is a constant whose value depends on the material and
the physical structure of the diode [86]. From this equation the inverse
relationship can be obtained:






which expresses the diode voltage as a funtion of the diode current.
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Considering Equation (27) as the shape of the diode current, and us-
ing the just found relationship, the instantaneous power can be rewrit-
ten as
pD(t) = nVt ln
( IPK − VOL t + IS
IS
)[
IPK − VOL t
]
(t ∈ T2) (31)
For the purpose of studying the power losses of the converter pre-
sented in Section 2.5.1 on page 26, the average power consumed by the
diode during the switching period T is the most relevant quantity to
determine. By definition, this is given by
PD,av = 〈pD(t)〉T , 1T
∫ t0+T
t0
pD(τ)dτ with arbitrary t0 (32)
By neglecting the power losses occurring when the diode is reverse
biased (which are much smaller than those occurring when the diode










A good approximation of the dependance of the average power on
the parameters of both the circuit and the device can be obtained by






( IPK − VOL τ + IS
IS
)[
IPK − VOL τ
]
dτ (34)
The integration can now be performed. After applying the substitution
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The following additional substitution can be applied
x = α+ IS dx = dα
to proceed with the integration:
PD,av ∼= G + K2
∫ IS+IPK
IS









+ I2S ln x
]IS+IPK
IS
























− IS IPK + I2S ln
( IPK + IS
IS
)]
The substitution of the constant G with its expanded expression
leads to















































This equation provides a good approximation of the power con-
sumed on average by the diode of the converter described on page 26
as a function of the operating point of the circuit (determined by pa-
rameters T, L, VO, IPK, and Vt) and of the device characteristics (pa-
rameters n and IS). The next section presents a method to determine
the value of the latter two parameters for a real, specific device.
Finally, Equation (35) can be further simplified by taking into ac-




























and this is precisely the form of Equation (15) as presented on page 29.
1 Typical IS values are in the hundreds of nanoamperes (an example will be shown
in the next section), whereas typical IPK values in our application are in the tens of
milliamperes. For example, considering an air flow speed of just 8.6 km/h and using
the values L = 330 µH and T1 = 6.5 µs resulting from the simulations presented
in Section 2.5.1 on page 30, a value of about 20 mA can be calculated for IPK with
Equation (7) on page 28.






















Figure 49. Comparison between (a) the forward I-V characteristics of a SL03 Schottky diode by
Vishay as reported on the device datasheet [87], and (b) the plot of the iD-vD relationship
modeled by Equation (29), with n = 1 and IS = 600 nA as parameter values. For currents
below 70 mA and junction temperatures around 25 ◦C, this model allows to accurately
reproduce the behavior of the real device.
a.2 model fitting
The value of parameters n and IS for a specific diode can be derived
from the information provided by the device datasheet.
On the datasheet of diode devices it is very common to find a semi-
log plot reporting the typical forward I-V characteristics of the diode
for different junction temperatures, like the one shown in Figure 49a. It
can be observed that each curve is linear up to a certain current value,
and then it exhibits a saturation effect for higher currents, which is
caused by the intrinsic series resistance of the device and by the high
injection level [88]. The model provided by Equation (29) is valid for
relatively low values of current density (which are those of interest in
our application), and it is indeed suitable to describe the linear piece




) ∼= ln iD(t) = vD(t)nVt + ln IS when iD(t) IS (37)
which highlights that the logarithm of the forward current has a linear
dependence on the forward voltage.
In order to estimate parameters n and IS, it is sufficient to find the
couple of values which enable to obtain the same graph (for the linear
portion only) appearing on the datasheet once they are inserted in the
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previous equation. This can be easily accomplished with the help of
a numerical computing environment such as Matlab, which allows to
plot the iD-vD relationship on a semi-log graph with the same axes of
the one on the datasheet, and to observe how a change in the value of a
parameter graphically affects the position of the line on the chart. After
a series of tries and subsequent adjustments, the couple of values for n
and IS which make the Matlab plot appearance identical to the linear
portion of the datasheet characteristic, can be eventually spotted.
Figure 49 shows an application example of this parameter estimation
methodology. The aim is to obtain the value of n and IS for a SL03 Schot-
tky diode by Vishay, when its junction temperature is around 25 ◦C.
The typical forward I-V characteristics of this device as reported by
its datasheet are shown in Figure 49a. Considering that the SL03 is a
Schottky diode and that the currents of interest are in the range of
milliamperes or tens of milliamperes, the value of the ideality factor n
is expected to be 1, according to the physics of this device [88]. A
Matlab script has been prepared to plot Equation (29) on a semi-log
graph with the same axes of Figure 49a, considering n = 1 and ar-
bitrary IS. After some trials with different IS values, the plot shown
in Figure 49b was obtained using IS = 600 nA. This chart provides a
perfect match with the linear portion of the I-V curve shown on the
device datasheet for a junction temperature of 25 ◦C, and consequently
values n = 1 and IS = 600 nA can be considered to model the behavior
of this specific diode.
Finally, it is important to remind that both Equation (15) and the pa-
rameter estimation methodology presented in this section build on the
hypothesis that the forward I-V characteristic of the diode is described
by Equation (29). For this reason, the results provided by Equation (15)
are valid just as long as the forward current remains below the limit
value beyond which this model starts losing accuracy (about 70 mA in
the example above), and just as long as the junction temperature keeps
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