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1. Introduction
The idea of studying the stability of functional equations started with a problem posed by S.M. Ulam concerning the
approximate homomorphisms between groups (see [16,17]) and a partial solution to the problem provided by D.H. Hyers [7].
During last years many papers treating the stability of functional equations have appeared; in a great number of them
the authors use the direct method for proving the stability – the Hyers sequences (see, e.g., [8,15]). In fact, the main tool
in all these results is to study at ﬁrst the stability of a suitable single variable equation. In [5], G.L. Forti gave quite a
general approach (see also [4,6]) from which we can derive many stability results without repeating all the time the same
procedure. However, his result cannot be applied for each functional equation. The present approach enables us to study
several equations not covered by earlier results.
While studying the stability of the orthogonal additivity [3] we came across the following functional inequality in a
single variable∥∥8 f (x) − 3 f (2x) + f (−2x)∥∥ ε. (1.1)
It appeared while looking for some approximations without splitting the functions in their odd and even parts, as usually it
is done in many cases. Such an idea was already used, e.g., in [11] or in [2], where the inequality∥∥ f (2x) − 3 f (x) − f (−x)∥∥ ε(x) (1.2)
was considered. In fact, the form of the expressions on the left-hand side appears naturally when we know the form of the
solutions of the equation whose stability we prove.
While proving the Hyers–Ulam stability of some particular functional equations using the direct method, depending on
the assumptions, we come across one of the approximations: ‖ f (x)− 12 f (2x)‖ ε(x) or ‖ f (x)− 2 f ( 12 x)‖ ε(x). Also when
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case the forms of the expressions will not look so similar as in the case of two summands.
In the present paper we will consider more general forms than (1.1) or (1.2), namely∥∥2a2 f (x) − (a + 1) f (ax) + (a − 1) f (−ax)∥∥ ε(x), (1.3)∥∥∥∥ f (ax) − a2 + a2 f (x) − a2 − a2 f (−x)
∥∥∥∥ ε(x), (1.4)
where a is a positive integer different from 1. One can easily observe that we get (1.1) and (1.2) as special cases of (1.3)
and (1.4), respectively, with a = 2. In fact, both of the above inequalities can be written in one, still more general, form.
And from such a result we will start the second section. Later on, in Section 3, we give several applications of the results
obtained in Section 2, which give some improvements to the approximations known so far.
For the sake of simplicity we provide our results for functions with values in Banach spaces, but with some small
additional assumptions they can be formulated in complete metric spaces or sequentially complete linear topological spaces.
2. Main results
Theorem 2.1. Let X be a nonempty set with an involution denoted by −, and (Y ,‖ · ‖) be a Banach space. Assume that f : X → Y
satisﬁes the condition∥∥ f (x) − α f (h(x))− β f (−h(x))∥∥ δ(x), x ∈ X, (2.1)
where α and β are real constants, and h : X → X, δ : X → [0,∞) are such that h is odd (i.e., h(−x) = −h(x) for all x ∈ X ) and the
series
∑∞
n=0[|αn|δ(hn(x)) + |βn|δ(−hn(x))] with
α0 := 1, αn := 1
2
[
(α + β)n + (α − β)n], n ∈N,
β0 := 0, βn := 1
2
[
(α + β)n − (α − β)n], n ∈N
(and where hn denotes the n-th iterate of the function h), is convergent for any x ∈ X. Then there exists a uniquely determined function
g : X → Y such that
g(x) = αg(h(x))+ βg(−h(x)), x ∈ X, (2.2)
and ∥∥ f (x) − g(x)∥∥ ∞∑
i=0
[|αi|δ(hi(x))+ |βi|δ(−hi(x))], x ∈ X . (2.3)
Proof. By induction we will prove that for all n ∈N,∥∥ f (x) − αn f (hn(x))− βn f (−hn(x))∥∥ γn(x), x ∈ X, (2.4)
where
γn(x) :=
n−1∑
i=0
[|αi|δ(hi(x))+ |βi|δ(−hi(x))], x ∈ X, n ∈N.
First, observe that for any m,n ∈N0 :=N∪ {0},
αn+1 = ααn + ββn, βn+1 = αβn + βαn, (2.5)
and
αn+m = αmαn + βmβn, βn+m = αmβn + βmαn. (2.6)
From the deﬁnition of sequences (αn) and (βn) we also have
αnαmβnβm = 1
16
[
(α + β)2n − (α − β)2n][(α + β)2m − (α − β)2m], n,m ∈N,
whence
αnαmβnβm  0, n,m ∈N0, (2.7)
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any n ∈N both αn and βn have the same sign, or always they have opposite signs.
Further, (2.4) for n = 1 gives (2.1), and by the induction hypothesis, (2.1) applied for hn(x) and −hn(x), and by virtue of
(2.5) we can write∥∥ f (x) − αn+1 f (hn+1(x))− βn+1 f (−hn+1(x))∥∥

∥∥ f (x) − αn f (hn(x))− βn f (−hn(x))∥∥
+ |αn|
∥∥ f (hn(x))− α f (hn+1(x))− β f (−hn+1(x))∥∥
+ |βn|
∥∥ f (−hn(x))− α f (−hn+1(x))− β f (hn+1(x))∥∥

n−1∑
i=0
[|αi |δ(hi(x))+ |βi|δ(−hi(x))]+ |αn|δ(hn(x))+ |βn|δ(−hn(x))
=
n∑
i=0
[|αi|δ(hi(x))+ |βi|δ(−hi(x))].
Since the series
∑∞
i=0[|αi|δ(hi(x)) + |βi |δ(−hi(x))] is convergent for any x ∈ X , on account of (2.4) and by virtue of the
completeness of Y , we may deﬁne
g(x) := lim
n→∞
[
αn f
(
hn(x)
)+ βn f (−hn(x))], x ∈ X, (2.8)
and we have (2.3).
In order to verify that g satisﬁes (2.2) we compute:
αg
(
h(x)
)+ βg(−h(x))
= α lim
n→∞
[
αn f
(
hn+1(x)
)+ βn f (−hn+1(x))]+ β lim
n→∞
[
αn f
(−hn+1(x))+ βn f (hn+1(x))]
= lim
n→∞
[
(ααn + ββn) f
(
hn+1(x)
)+ (αβn + βαn) f (−hn+1(x))]= g(x).
For the proof of the uniqueness of g , assume that g¯ : X → Y is another function satisfying (2.2) and (2.3). Then g − g¯
also satisﬁes (2.2) and
∥∥g(x) − g¯(x)∥∥ 2 ∞∑
i=0
[|αi|δ(hi(x))+ |βi|δ(−hi(x))], x ∈ X . (2.9)
Moreover, g − g¯ satisﬁes (2.1) and, consequently, (2.4) with δ ≡ 0, whence
g(x) − g¯(x) = αn
[
g
(
hn(x)
)− g¯(hn(x))]+ βn[g(−hn(x))− g¯(−hn(x))], x ∈ X, (2.10)
and on account of (2.10), (2.9), (2.7) and (2.6) we can write∥∥g(x) − g¯(x)∥∥ |αn|∥∥g(hn(x))− g¯(hn(x))∥∥+ |βn|∥∥g(−hn(x))− g¯(−hn(x))∥∥
 2|αn|
∞∑
i=0
[|αi |δ(hi+n(x))+ |βi|δ(−hi+n(x))]+ 2|βn| ∞∑
i=0
[|αi |δ(−hi+n(x))+ |βi|δ(hi+n(x))]
= 2
∞∑
i=0
[(|αiαn| + |βiβn|)δ(hi+n(x))+ (|αiβn| + |βiαn|)δ(−hi+n(x))]
= 2
∞∑
i=0
[(|αiαn + βiβn|)δ(hi+n(x))+ (|αiβn + βiαn|)δ(−hi+n(x))]
= 2
∞∑
i=0
[|αi+n|δ(hi+n(x))+ |βi+n|δ(−hi+n(x))]
= 2
∞∑
j=n
[|α j|δ(h j(x))+ |β j|δ(−h j(x))]
for any x ∈ X and n ∈N, which yields g = g¯ and completes the proof. 
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Such a general approach for the domain enables us to use Theorem 2.1 also for the equations satisﬁed on a restricted
domain (cf. [1]).
In what follows, we present some special cases of Theorem 2.1 with the results (still quite general) which can be easily
applied for several particular functional equations.
Corollary 2.1. Let (X,+) be a group and (Y ,‖ · ‖) be a Banach space. Assume that f : X → Y satisﬁes the condition∥∥∥∥ f (x) − a + 12a2 f (ax) + a − 12a2 f (−ax)
∥∥∥∥ δ(x), x ∈ X, (2.11)
where a is a positive integer different from 1 and δ : X → [0,∞) is such that the series ∑∞i=0 1ai δ(aix) is convergent for any x ∈ X.
Then there exists a uniquely determined function g : X → Y such that for all x ∈ X one has
g(x) = a + 1
2a2
g(ax) − a − 1
2a2
g(−ax), (2.12)
and ∥∥ f (x) − g(x)∥∥(x) + Λ(x), (2.13)
where
(x) := 1
2
∞∑
i=0
1
ai
[
δ
(
aix
)+ δ(−aix)], x ∈ X,
Λ(x) := 1
2
∞∑
i=0
1
a2i
[
δ
(
aix
)− δ(−aix)], x ∈ X .
Moreover, g is of the form
g(x) := lim
n→∞
(
an + 1
2a2n
f
(
anx
)− an − 1
2a2n
f
(−anx)), x ∈ X . (2.14)
Proof. It is enough to apply Theorem 2.1 with α := 1+a
2a2
, β := 1−a
2a2
and h(x) := ax, x ∈ X . It is easy to see then that
αn := 1+ a
n
2a2n
, βn := 1− a
n
2a2n
, n ∈N.
Since the series
∑∞
i=0 1ai δ(a
ix) is convergent, so do
∑∞
i=0 1a2i δ(a
ix), and by Theorem 2.1, there exists a uniquely determined
g : X → Y such that g satisﬁes (2.12) and
∥∥ f (x) − g(x)∥∥ ∞∑
i=0
[∣∣∣∣1+ ai2a2i
∣∣∣∣δ(aix)+ ∣∣∣∣1− ai2a2i
∣∣∣∣δ(−aix)]
=
∞∑
i=0
1
2a2i
[
δ
(
aix
)− δ(−aix)]+ ∞∑
i=0
1
2ai
[
δ
(
aix
)+ δ(−aix)]
= Λ(x) + (x).
The form of g follows from (2.8). 
Remark 2.2. In Corollary 2.1 we may assume that a is an integer different from −1, 0, 1 since changing a for −a does
not change inequality (2.11). We must then assume that the series
∑∞
i=0 1|a|i δ(|a|i x) is convergent for any x ∈ X . As a
consequence, we get all the assertions with |a| in the place of a.
Corollary 2.2. Let (X,+) be a group and (Y ,‖ · ‖) be a Banach space. Assume that f : X → Y satisﬁes the condition∥∥∥∥ f (x) − a + 12 f (ax) + a − 12 f (−ax)
∥∥∥∥ δ, x ∈ X, (2.15)2a 2a
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g : X → Y such that for all x ∈ X one has (2.12) and∥∥ f (x) − g(x)∥∥ |a|δ|a| − 1 . (2.16)
Proof. We make use of Corollary 2.1 and Remark 2.2. Since function δ is now constant, then (x) = |a||a|−1 δ for x ∈ X and
Λ(x) ≡ 0. 
Remark 2.3. Function g from the assertion of Corollary 2.2 has the form
g(x) := lim
n→∞
( |a|n + 1
2a2n
f
(|a|nx)− |a|n − 1
2a2n
f
(−|a|nx)), x ∈ X .
Remark 2.4. Corollaries 2.1 and 2.2 (as well as the forthcoming Corollary 2.3) will remain true if X is a real linear space
and a is an arbitrary real number with |a| > 1.
If in the expression f (x)− a+1
2a2
f (ax)+ a−1
2a2
f (−ax) from (2.11) we exchange a for 1a , we obtain the second group of results
announced in the Introduction. The next corollary covers this case. As remarked already before, it is enough to present the
result for positive values of a only.
Corollary 2.3. Let a be a positive integer different from 1, (X,+) be a group uniquely divisible by a, and let (Y ,‖ · ‖) be a Banach
space. Assume that f : X → Y satisﬁes the condition∥∥∥∥ f (x) − a2 + a2 f
(
1
a
x
)
− a
2 − a
2
f
(
−1
a
x
)∥∥∥∥ δ(x), x ∈ X, (2.17)
where δ : X → [0,∞) is such that the series ∑∞i=0 a2iδ( 1ai x) is convergent for any x ∈ X. Then there exists a uniquely determined
function g : X → Y such that for all x ∈ X one has
g(x) = a
2 + a
2
g
(
1
a
x
)
+ a
2 − a
2
g
(
−1
a
x
)
(2.18)
and ∥∥ f (x) − g(x)∥∥ ˜(x) + Λ˜(x), (2.19)
where
˜(x) := 1
2
∞∑
i=0
a2i
[
δ
(
1
ai
x
)
+ δ
(
− 1
ai
x
)]
, x ∈ X,
Λ˜(x) := 1
2
∞∑
i=0
ai
[
δ
(
1
ai
x
)
− δ
(
− 1
ai
x
)]
, x ∈ X .
Moreover, g is of the form
g(x) := lim
n→∞
[
a2n + an
2
f
(
1
an
x
)
+ a
2n − an
2
f
(
− 1
an
x
)]
, x ∈ X .
Proof. The assertion we get by applying Theorem 2.1 with α := a2+a2 , β := a
2−a
2 and h(x) := 1a x, x ∈ X . It is easy to see then
that
αn := a
2n + an
2
, βn := a
2n − an
2
, n ∈N.
Since the series
∑∞
i=0 a2iδ( 1ai x) is convergent, so do
∑∞
i=0 aiδ( 1ai x), and by Theorem 2.1, there exists a uniquely determined
g : X → Y such that g satisﬁes (2.18) and
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i=0
[∣∣∣∣a2i + ai2
∣∣∣∣δ( 1ai x
)
+
∣∣∣∣a2i − ai2
∣∣∣∣δ(− 1ai x
)]
=
∞∑
i=0
a2i
2
[
δ
(
1
ai
x
)
+ δ
(
− 1
ai
x
)]
+
∞∑
i=0
ai
2
[
δ
(
1
ai
x
)
− δ
(
− 1
ai
x
)]
= ˜(x) + Λ˜(x).
The form of g follows from (2.8). 
Remark 2.5. A special case of Corollary 2.3 for a = 2 was proved in [2, Lemma 1].
Remark 2.6. The above tools are to be used in the situations, where the functions involved can be split into non-vanishing
odd and even parts. And the advantage of the method provided here is that non-splitting of the functions into parts gives
usually better approximations.
For studying (2.11) or (2.17) with functional right-hand sides (see Corollaries 2.1 or 2.3, respectively), we may use the
above tools if the series
∞∑
i=0
1
ai
δ
(
aix
)
or
∞∑
i=0
a2iδ
(
1
ai
x
)
, (2.20)
in the respective cases, are convergent for any x ∈ X (we assume that a > 1).
The “splitting method” needs the assumption that both one of the series
∑∞
i=0 1ai δ(a
ix) or
∑∞
i=0 aiδ( 1ai x) is convergent
and one of the series
∑∞
i=0 a2iδ( 1ai x) or
∑∞
i=0 1a2i δ(a
ix) is convergent for any x ∈ X (the next section gives a number of
references for several functional equations). So it can be used in four situations.
The method provided in the present paper may be applied to all those situations but one, where both series∑∞
i=0 aiδ( 1ai x) and
∑∞
i=0 1a2i δ(a
ix) are convergent for any x ∈ X , since the convergence of none of them implies (with a > 1)
the convergence of one of the series (2.20).
3. Applications
In this section we give some applications of Corollaries 2.1, 2.2 and 2.3 for proving the stability of several functional
equations.
3.1. Orthogonal Cauchy equation
We recall here the result from [3].
Theorem 3.1. Let (X,+) be a uniquely 2-divisible Abelian group and let ⊥ be a binary relation deﬁned on X with the properties:
(α) if x, y ∈ X and x ⊥ y, then we have x ⊥ −y, −x ⊥ y and 2x ⊥ 2y;
(β) for every x ∈ X, there exists a y ∈ X such that x ⊥ y and x+ y ⊥ x− y.
Further, let (Y ,‖ · ‖) be a (real or complex) Banach space. Given an ε  0, let f : X → Y be a mapping such that for all x, y ∈ X one
has
x ⊥ y implies ∥∥ f (x+ y) − f (x) − f (y)∥∥ ε. (3.1)
Then there exists a mapping g : X → Y such that
x ⊥ y implies g(x+ y) = g(x) + g(y), (3.2)
and ∥∥ f (x) − g(x)∥∥ 5ε, x ∈ X . (3.3)
Moreover, such mapping g is unique on X.
Proof. The proof is done in [3]. We want to underline here only the use of Corollary 2.2 with a = 2 and δ = 52 . 
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We devote this subsection to the stability of the Drygas functional equation, i.e., the equation of the form
f (x+ y) + f (x− y) = 2 f (x) + f (y) + f (−y).
The stability of this equation with the use of the direct method was shown by several authors (cf., e.g., [2,12,18]) and the
best approximating constant was 32ε.
Theorem 3.2. Let (X,+) be a group and (Y ,‖ · ‖) be a Banach space. Given an ε  0, assume that f : X → Y satisﬁes the condition∥∥ f (x+ y) + f (x− y) − 2 f (x) − f (y) − f (−y)∥∥ ε, x, y ∈ X . (3.4)
Then there exists a uniquely determined function g : X → Y such that
g(x) = 2
9
g(3x) − 1
9
g(−3x), x ∈ X, (3.5)
and ∥∥ f (x) − g(x)∥∥ ε, x ∈ X . (3.6)
Moreover, if X is Abelian, then g satisﬁes
g(x+ y) + g(x− y) = 2g(x) + g(y) + g(−y), x, y ∈ X . (3.7)
Proof. We show that f satisﬁes (2.15) with a = 3. Substitute in the sequel (2x, x), (x,2x), (−x,−2x) and (x, x) in the place
of (x, y) in (3.4) in order to obtain∥∥ f (3x) − 2 f (2x) − f (−x)∥∥ ε, x ∈ X,∥∥ f (3x) + f (−x) − 2 f (x) − f (2x) − f (−2x)∥∥ ε, x ∈ X,∥∥− f (−3x) − f (x) + 2 f (−x) + f (−2x) + f (2x)∥∥ ε, x ∈ X,
2
∥∥ f (2x) + f (0) − 3 f (x) − f (−x)∥∥ 2ε, x ∈ X .
The above approximations together with ‖ f (0)‖ 12ε give∥∥2 f (3x) − f (−3x) − 9 f (x)∥∥ 6ε, x ∈ X,
whence∥∥∥∥ f (x) − 29 f (3x) + 19 f (−3x)
∥∥∥∥ 23ε, x ∈ X,
i.e., we have (2.15) with a = 3 and δ = 23ε. On account of Corollary 2.2 there exists a uniquely determined function g : X → Y
satisfying (3.5) and (3.6).
In order to show that if X is Abelian, then g satisﬁes (3.7), apply (3.4) for 3nx, 3n y and then for −3nx, −3n y. As a
consequence, for all x, y ∈ X and n ∈N we obtain∥∥∥∥3n + 12 · 9n [ f (3nx+ 3n y)+ f (3nx− 3n y)− 2 f (3nx)− f (3n y)− f (−3n y)]
− 3
n − 1
2 · 9n
[
f
(−3nx− 3n y)+ f (−3nx+ 3n y)− 2 f (−3nx)− f (−3n y)− f (3n y)]∥∥∥∥ 13n ε.
Letting n tend to inﬁnity, by (2.14) (with a = 3) and commutativity of X we get our assertion. 
Remark 3.1. Instead of assuming that X is Abelian in Theorem 3.2 we may assume that f satisﬁes conditions
f
(
3nx+ 3n y)= f (3n(x+ y)) and f (−3nx− 3n y)= f (−3n(x+ y))
for all x, y ∈ X and n ∈N, which means that it is enough to have, e.g., the Kannappan’s condition
f (x+ y + z) = f (x+ z + y), x, y, z ∈ X . (3.8)
If we do not want to involve function f in the assumption about the domain, we may assume stronger conditions to
those just mentioned (but still weaker than commutativity of X ), namely
3nx+ 3n y = 3n(x+ y) and −3nx− 3n y = −3n(x+ y)
for all x, y ∈ X and n ∈N.
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In this part of the paper we provide the reader with another approach in comparison to that from [9] in proving the
stability of the title functional equation.
Theorem 3.3. Let (X,+) be a uniquely 2-divisible group and (Y ,‖ · ‖) be a Banach space. Assume that f : X → Y satisﬁes the
condition∥∥ f (x+ ay) + af (x− y) − f (x− ay) − af (x+ y)∥∥ ε, x, y ∈ X, (3.9)
where a is an integer different from −1, 0, 1 and ε is a nonnegative constant. Then there exists a uniquely determined function
g : X → Y satisfying (2.12) and such that∥∥ f (x) − f (0) − g(x)∥∥ 2+ 3|a|
2|a|(|a| − 1)ε, x ∈ X . (3.10)
Moreover, if X is Abelian, then g satisﬁes
g(x+ ay) + ag(x− y) = g(x− ay) + ag(x+ y), x, y ∈ X . (3.11)
Proof. Observe ﬁrst that without loss of generality we may assume that f (0) = 0.
We will prove that (3.9) implies (2.15) with δ = 2+3|a|
2a2
ε. To this end, substitute (−x,−x) and then (−ax, x) in the place
of (x, y) in (3.9), in order to get∥∥ f ((a − 1)x)+ af (−2x) − f (−(a + 1)x)∥∥ ε, x ∈ X,∥∥af (−(a + 1)x)− f (−2ax) − af (−(a − 1)x)∥∥ ε, x ∈ X .
First from the above inequalities multiplied by |a| and the second one lead to∥∥af ((a − 1)x)+ a2 f (−2x) − f (−2ax) − af (−(a − 1)x)∥∥ (1+ |a|)ε, x ∈ X,
and this inequality together with the one with x changed for −x give∥∥a2 f (2x) + a2 f (−2x) − f (2ax) − f (−2ax)∥∥ 2(1+ |a|)ε, x ∈ X,
whence, on account of the unique 2-divisibility of X we obtain∥∥a2 f (x) + a2 f (−x) − f (ax) − f (−ax)∥∥ 2(1+ |a|)ε, x ∈ X . (3.12)
Substitute x = 0 in (3.9) in order to get∥∥ f (ax) + af (−x) − f (−ax) − af (x)∥∥ ε, x ∈ X .
The above equation multiplied by |a| and (3.12) yield∥∥2a2 f (x) − (a + 1) f (ax) + (a − 1) f (−ax)∥∥ (2+ 3|a|)ε, x ∈ X, (3.13)
so, we have got (2.15) with δ = 2+3|a|
2a2
ε.
From Corollary 2.2 there exists a uniquely determined function g : X → Y , satisfying (2.12) and (3.10).
It remains to show that if X is Abelian, then g satisﬁes (3.11). By (3.9) applied for anx, an y and then for −anx, −an y, for
all x, y ∈ X and n ∈N we obtain∥∥∥∥an + 12a2n [ f (anx+ an+1 y)+ af (anx− an y)− f (anx− an+1 y)− af (anx+ an y)]
− a
n − 1
2a2n
[
f
(−anx− an+1 y)+ af (−anx+ an y)− f (−anx+ an+1 y)− af (−anx− an y)]∥∥∥∥
 1
an
ε.
Letting n tend to inﬁnity, by (2.14) and commutativity of X we get our assertion. 
J. Sikorska / J. Math. Anal. Appl. 372 (2010) 99–109 107Remark 3.2. Without assuming the unique 2-divisibility of X in Theorem 3.3 we would obtain∥∥2a2 f (2x) − (a + 1) f (2ax) + (a − 1) f (−2ax)∥∥ (2+ 3|a|)ε, x ∈ X,
instead of (3.13), so we would get∥∥∥∥ f (2x) − a + 12a2 f (2ax) + a − 12a2 f (−2ax)
∥∥∥∥ 2+ 3|a|2a2 ε, x ∈ X .
This by Corollary 2.2 would give the existence of g such that both conditions (2.12) and (2.16) with δ = 2+3|a|
2a2
ε are satisﬁed
on 2X .
Remark 3.3. Instead of assuming that X is Abelian in Theorem 3.3 we may assume that f satisﬁes conditions
f
(
anx+ an y)= f (an(x+ y)) and f (−anx− an y)= f (−an(x+ y))
for all x, y ∈ X and n ∈N, which means that it is enough to have, as in Remark 3.1, e.g., the Kannappan’s condition (3.8), or
we may assume that
anx+ an y = an(x+ y) and −anx− an y = −an(x+ y)
for all x, y ∈ X and n ∈N.
As a corollary from Theorem 3.3 we get its particular case for a = 3. Such a problem was treated in the paper [10],
where the authors obtained 43ε as an approximating constant.
Corollary 3.1. Let (X,+) be a uniquely 2-divisible group and (Y ,‖ · ‖) be a Banach space. Assume that f : X → Y satisﬁes the
condition∥∥ f (x+ 3y) + 3 f (x− y) − f (x− 3y) − 3 f (x+ y)∥∥ ε, x, y ∈ X,
where ε is a nonnegative constant. Then there exists a uniquely determined function g : X → Y satisfying (3.5) and such that∥∥ f (x) − f (0) − g(x)∥∥ 11
12
ε, x ∈ X .
Moreover, if X is Abelian, then g satisﬁes
g(x+ 3y) + 3g(x− y) = g(x− 3y) + 3g(x+ y), x, y ∈ X .
3.4. Equation f (x+ y + z) + f (x) + f (y) + f (z) = f (x+ y) + f (y + z) + f (z + x)
The stability problem of the title equation was treated in [2,11] with 3ε as an approximating constant.
Theorem 3.4. Let (X,+) be a group and (Y ,‖ · ‖) be a Banach space. Given an ε  0, assume that f : X → Y satisﬁes the condition∥∥ f (x+ y + z) + f (x) + f (y) + f (z) − f (x+ y) − f (y + z) − f (z + x)∥∥ ε, x, y, z ∈ X . (3.14)
Then there exists a uniquely determined function g : X → Y such that
g(x) = 3
8
g(2x) − 1
8
g(−2x), x ∈ X, (3.15)
and ∥∥ f (x) − g(x)∥∥ 2ε, x ∈ X . (3.16)
Moreover, if X is Abelian, then g satisﬁes
g(x+ y + z) + g(x) + g(y) + g(z) = g(x+ y) + g(y + z) + g(z + x), x, y, z ∈ X . (3.17)
Proof. We show that f satisﬁes (2.15) with a = 2. Substitute y = x and z = −x in (3.4) in order to obtain∥∥3 f (x) + f (−x) − f (2x) − 2 f (0)∥∥ ε, x ∈ X . (3.18)
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Consequently, (3.18) and (3.19) together with ‖ f (0)‖ ε yield∥∥3 f (2x) − f (−2x) − 8 f (x)∥∥ 8ε, x ∈ X,
whence we have (2.15) with a = 2 and δ = ε. The ﬁrst part of the assertion we get from Corollary 2.2 and the rest is going
along the same lines as in the proofs of the previous theorems. 
3.5. Equation 9 f ( x+y+z3 ) + f (x) + f (y) + f (z) = 4[ f ( x+y2 ) + f ( y+z2 ) + f ( z+x2 )]
The stability problem of the title equation was treated as well as the solutions of it were given in [13] (see also [14]).
Studying the Hyers–Ulam stability Y.W. Lee obtained 724ε as an approximating constant.
Theorem 3.5. Let (X,+) be a group uniquely divisible by 2 and by 3 and let (Y ,‖ · ‖) be a Banach space. Given an ε  0, assume that
f : X → Y satisﬁes for all x, y, z ∈ X the condition∥∥∥∥9 f( x+ y + z3
)
+ f (x) + f (y) + f (z) − 4
[
f
(
x+ y
2
)
+ f
(
y + z
2
)
+ f
(
z + x
2
)]∥∥∥∥ ε. (3.20)
Then there exists a uniquely determined function g : X → Y satisfying (3.5) and such that∥∥ f (x) − f (0) − g(x)∥∥ 1
6
ε, x ∈ X . (3.21)
Moreover, if X is Abelian, then g satisﬁes
9g
(
x+ y + z
3
)
+ g(x) + g(y) + g(z) = 4
[
g
(
x+ y
2
)
+ g
(
y + z
2
)
+ g
(
z + x
2
)]
(3.22)
for all x, y, z ∈ X.
Proof. Without loss of the generality we may assume that f (0) = 0. Substitute 3x, 3x, −3x in the place of x, y, y, respec-
tively, in (3.20) in order to obtain∥∥9 f (x) − 2 f (3x) + f (−3x)∥∥ ε, x ∈ X,
whence f satisﬁes (2.15) with a = 3 and δ = 19ε. The ﬁrst part of the assertion we get from Corollary 2.2 and the rest is
going along the same lines as in the proofs of the previous theorems. 
For the sake of simplicity, we have restricted ourselves to applications of the main results to the classical Hyers–Ulam
stability, i.e., with the given difference approximated by a constant. The following theorem gives a result on a general
stability of (3.22).
Theorem 3.6. Let (X,+) be a group uniquely divisible by 2 and by 3 and let (Y ,‖ · ‖) be a Banach space. Given a function ϕ : X →
[0,∞), assume that f : X → Y satisﬁes for all x, y, z ∈ X the condition∥∥∥∥9 f( x+ y + z3
)
+ f (x) + f (y) + f (z) − 4
[
f
(
x+ y
2
)
+ f
(
y + z
2
)
+ f
(
z + x
2
)]∥∥∥∥ ϕ(x, y, z). (3.23)
If (a)
∑∞
i=0 13i ϕ(3
i x,3i x,−3i x) is convergent for any x ∈ X or (b)∑∞i=0 9iϕ( 13i x, 13i x,− 13i x) is convergent for any x ∈ X, then there
exists a uniquely determined function g : X → Y satisfying (3.5) and such that∥∥ f (x) − f (0) − g(x)∥∥ 1
6
P (x) + 1
2
Q (x), x ∈ X, (3.24)
where
P (x) =
{∑∞
i=1 13i [ϕ(3i x,3i x,−3i x) + ϕ(−3i x,−3i x,3i x)] in case (a),∑∞
i=0 3i[ϕ( 13i x, 13i x,− 13i x) − ϕ(− 13i x,− 13i x, 13i x)] in case (b),
Q (x) =
{∑∞
i=1 19i [ϕ(3i x,3i x,−3i x) − ϕ(−3i x,−3i x,3i x)] in case (a),∑∞
i=0 9i[ϕ( 13i x, 13i x,− 13i x) + ϕ(− 13i x,− 13i x, 13i x)] in case (b).
Moreover, if (X,+) is commutative and limn→∞ 13n ϕ(3nx,3n y,3nz) = 0 in case (a) or limn→∞ 9nϕ( 13n x, 13n y, 13n z) = 0 in case (b),
then g satisﬁes (3.22).
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if X is Abelian and respective limits are equal to zero, then g satisﬁes (3.22).
Indeed, in case (a), by (3.23) applied for 3nx, 3n y, 3nz and then for −3nx, −3n y, −3nz, for all x, y, z ∈ X and n ∈ N we
obtain∥∥∥∥3n + 12 · 9n
{
9 f
(
3nx+ 3n y + 3nz
3
)
+ f (3nx)+ f (3n y)+ f (3nz)
− 4
[
f
(
3nx+ 3n y
2
)
+ f
(
3n y + 3nz
2
)
+ f
(
3nz + 3nx
2
)]}
− 3
n − 1
2 · 9n
{
9 f
(−3nx− 3n y − 3nz
3
)
+ f (−3nx)+ f (−3n y)+ f (−3nz)
− 4
[
f
(−3nx− 3n y
2
)
+ f
(−3n y − 3nz
2
)
+ f
(−3nz − 3nx
2
)]}∥∥∥∥
 3
n + 1
2 · 9n ϕ
(
3nx,3n y,3nz
)+ 3n − 1
2 · 9n ϕ
(−3nx,−3n y,−3nz).
Since limn→∞ 13n ϕ(3
nx,3n y,3nz) = 0 for any x, y, z ∈ X , so do limn→∞ 19n ϕ(3nx,3n y,3nz) = 0. Hence, letting n tend to
inﬁnity, by (2.14) (with a = 3) and commutativity of X we get our assertion in case (a). Case (b) needs analogous computa-
tions. 
Remark 3.4. If we know only that
∑∞
i=0 19i ϕ(3
i x,3i x,−3i x) and ∑∞i=0 3iϕ( 13i x, 13i x,− 13i x) are convergent for any x ∈ X , then
we also have a stability result, but such a case needs separate treatments for the odd and even parts of function f as in [13]
(cf. Remark 2.6).
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