A Modified Multiple OLS (m$^2$OLS) Algorithm for Signal Recovery in
  Compressive Sensing by Mukhopadhyay, Samrat et al.
ar
X
iv
:1
51
1.
08
57
5v
4 
 [c
s.I
T]
  1
 A
ug
 20
18
1
A Modified Multiple OLS (m2OLS) Algorithm for
Signal Recovery in Compressive Sensing
Samrat Mukhopadhyay1, Student Member, IEEE, Siddhartha Satpathi 2, and Mrityunjoy Chakraborty3, Senior
Member, IEEE
Abstract
Orthogonal least square (OLS) is an important sparse signal recovery algorithm in compressive sensing, which enjoys superior
probability of success over other well known recovery algorithms under conditions of correlated measurement matrices. Multiple
OLS (mOLS) is a recently proposed improved version of OLS which selects multiple candidates per iteration by generalizing the
greedy selection principle used in OLS and enjoys faster convergence than OLS. In this paper, we present a refined version of the
mOLS algorithm where at each step of iteration, we first preselect a submatrix of the measurement matrix suitably and then apply
the mOLS computations to the chosen submatrix. Since mOLS now works only on a submatrix and not on the overall matrix,
computations reduce drastically. Convergence of the algorithm, however, requires to ensure passage of true candidates through
the two stages of preselection and mOLS based selection successively. This paper presents convergence conditions for both noisy
and noise free signal models. The proposed algorithm enjoys faster convergence properties similar to mOLS, at a much reduced
computational complexity.
Index Terms
Compressive Sensing, mOLS, restricted isometry property
I. INTRODUCTION
Signal recovery in compressive sensing (CS) requires evaluation of the sparsest solution to an underdetermined set of
equations y = Φx, where Φ ∈ Rm×n (m << n) is the so-called measurement matrix and y is the m× 1 observation vector.
It is usually presumed that the sparsest solution is K-sparse, i.e., not more than K elements of x are non-zero, and also
that the sparsest solution is unique which can be ensured by maintaining every 2K columns of Φ as linearly independent.
There exist a popular class of algorithms in literature called greedy algorithms, which obtain the sparsest x by iteratively
constructing the support set of x (i.e., the set of indices of non-zero elements in x) via some greedy principles. Orthogonal
Matching Pursuit(OMP) [1] is a prominent algorithm in this category, which, at each step of iteration, enlarges a partially
constructed support set by appending a column of Φ that is most strongly correlated with a residual vector, and updates the
residual vector by projecting y on the column space of the sub-matrix of Φ indexed by the updated support set, and then
taking the projection error. Tropp and Gilbert [1] have shown that OMP can recover the original sparse vector from a few
measurements with exceedingly high probability when the measurement matrix has i.i.d Gaussian entries. OMP was extended
by Wang et al [2] to the generalized orthogonal matching pursuit (gOMP)where at the indentification stage, multiple columns
are selected based on the correlation of the columns of matrix Φ with the residual vector, which allows gOMP to enjoy faster
convergence compared to OMP.
It has, however, been shown recently by Soussen et al [3] that the probability of success in OMP reduces sharply as
the correlation between the columns of Φ increases, and for measurement matrices with correlated entries, another greedy
algorithm, namely, the Orthogonal Least Squares (OLS) [4] enjoys much higher probability of recovery of the sparse signal
than OMP. OLS is computationally similar to OMP except for a more expensive greedy selection step. Here, at each step of
iteration, the partial support set already evaluated is augmented by an index i which minimizes the energy (i.e., the l2 norm)
of the resulting residual vector.
An improved version of OLS called multiple OLS (mOLS) has been proposed recently by Wang et al [5], where unlike
OLS, a total of L (L > 1) indices are appended to the existing partial support set by suitably generalizing the greedy principle
used in OLS. As L indices are chosen each time, possibility of selection of multiple “true” candidates in each iteration increases
and thus, the probability of convergence in much fewer iterations than OLS becomes significantly high.
In this paper, we present a refinement of the mOLS algorithm, named as modified mOLS (m2OLS), where, at each step
of iteration, we first pre-select a total of, say, N columns of Φ by evaluating the correlation between the columns of Φ with
the current residual vector and choosing the N largest (in magnitude) of them. The steps of mOLS are then applied to this
pre-selected set of columns. Here the preselection strategy is identical to the identification strategy of gOMP so that chances of
selection of multiple “true” candidates in the pre-selected set is expected to be high. Furthermore, as the mOLS subsequently
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2works on this preselected set of columns and not on the entire matrix Φ, to determine a subset of L columns (L < N ),
computational costs reduce drastically compared to conventional mOLS. This is also confirmed by our simulation studies.
Derivation of conditions of convergence for the proposed algorithm is, however, tricky, as it requires to ensure simultaneous
passage of at least one true candidate fromΦ to the pre-selected set and then, from the pre-selected set to the mOLS determined
subset at every iteration step. This paper presents convergence conditions of the proposed algorithm for the cases of both noise
free and noisy observations. It also presents the computational steps of an efficient implementation of both mOLS and m2OLS,
and brings out the computational superiority of m2OLS over mOLS analytically. Detailed simulation results in support of the
claims made are also presented.
II. PRELIMINARIES
The following notations have been used throughout the paper :‘t’ in superscript indicates transposition of matrices /
vectors.Φ ∈ Rm×n denotes the measurement matrix (m < n) and the i th column of Φ is denoted by φi, i = 1, 2, · · · , n. All
the columns of Φ are assumed to have unit l2 norm, i.e., ‖φi‖2 = 1, which is a common assumption in the literature [1], [5].
H denotes the set of all the indices {1, 2, · · · , n}. K indicates the sparsity level of x, i.e., not more than K elements of x are
non-zero. T denotes the true support set of x, i.e., T = {i ∈ H|[x]i 6= 0}. For any S ⊆ H, xS denotes the vector x restricted
to S, i.e., xS consists of those entries of x that have indices belonging to S. Similarly, ΦS denotes the submatrix of Φ formed
with the columns of Φ restricted to the index set S. If ΦS has full column rank of |S| (|S| < m), then the Moore-Penrose
pseudo-inverse of ΦS is given by Φ
†
S = (Φ
t
SΦS)
−1ΦtS . PS = ΦSΦ
†
S denotes the orthogonal projection operator associated
with span(ΦS) and P
⊥
S = I − PS denotes the orthogonal projection operator on the orthogonal complement of span(ΦS).
For any set S ⊆ H, the matrix P⊥SΦ is denoted by AS . For a given sparsity order K and a given matrix Φ, it can be shown
that there exists a real, positive constant δK such that Φ satisfies the following “Restricted Isometry Property (RIP)” for all
K-sparse x :
(1 − δK)‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δK)‖x‖22.
The constant δK is called the restricted isometry constant (RIC)[6] of the matrix Φ for order K . Clearly, it is the minimum
such constant for which the RIP is satisfied. Note that if δK < 1, x 6= 0 for a K-sparse x implies ‖Φx‖2 6= 0 and thus,
Φx 6= 0, meaning every K columns of Φ are linearly independent. The RIC gives a measure of near unitariness of Φ (smaller
the RIC is, closer Φ will be to being unitary). Convergence conditions of recovery algorithms in CS are usually given in terms
of upper bounds on the RIC.
III. PROPOSED ALGORITHM
Input: measurement vector y ∈ Rm, sensing matrix Φ ∈ Rm×n; sparsity level K;
number of indices preselected N ; number of indices chosen in identification
step, L(L ≤ N, L ≤ K), prespecified residual threshold ǫ;
Initialize: counter k = 0, residue r0 = y, estimated support set, T 0 = ∅, set
selected by preselection step S0 = ∅,
While (‖rk‖2 ≥ ǫ and k < K)
k = k + 1
Preselect: Sk is the set containing indices corresponding to the N largest
absolute entries of Φtrk−1
Identify: hk = argmin
Λ⊂Sk:|Λ|=L
∑
i∈Λ
‖P⊥
Tk−1∪{i}
y‖22
Augment: T k = T k−1 ∪ hk
Estimate: xk = argmin
u:u∈Rn, supp(u)=Tk
‖y −Φu‖2
Update: rk = y −Φxk
(Note : Computation of xk for 1 ≤ k ≤ K requires every LK columns
of Φ to be linearly independent which is guaranteed by the proposed RIC
bound)
End While
Output: estimated support set Tˆ = argmax
Λ:|Λ|=K
‖xkΛ‖2 and K-sparse signal xˆ
satisfying xˆ
Tˆ
= Φ†
Tˆ
y, xˆH\Tˆ = 0
TABLE I: Proposed m2OLS ALGORITHM
The proposed m2OLS algorithm is described in Table. I. At any k-th step of iteration (k ≥ 1), assume a residual signal vector
rk−1 and a partially constructed support set T k−1 have already been computed (r0 = y and T 0 = ∅). In the preselection stage,
N columns of Φ are identified that have largest (in magnitude) correlations with rk−1 by picking up the N largest absolute
3entries of Φtrk−1, and the set Sk containing the corresponding indices is selected. This is followed by the identification stage,
where
∑
i∈Λ ‖P⊥Tk−1∪{i}y‖22 is evaluated for all subsets Λ of Sk having L elements, and selecting the subset hk for which this
is minimum. This is the greedy selection stage, which is carried out in practice [5] by computing
|φtirk−1|
‖P⊥
Tk−1
φi‖2 for all i ∈ Sk
and selecting the indices corresponding to the L largest of them. The partial support set is then updated to T k by taking set
union of T k−1 and hk, and the residual vector is updated to rk by computing P⊥Tky.
Note that in conventional mOLS algorithm, at a k-th step of iteration (k ≥ 1), one has to compute |φtirk−1|‖P⊥
Tk−1
φi‖2 for all
i ∈ H \ T k−1, involving a total of n− (k− 1)L columns, i.e., φi’s. In contrast, in the proposed m2OLS algorithm, the above
computation is restricted only to the preselected set of N elements, which results in significant reduction of computational
complexity.
A. Lemmas (Existing)
The following lemmas will be useful for the analysis of the proposed algorithm.
Lemma 3.1 (Monotonicity, Lemma 1 of [7]). If a measurement matrix satisfies RIP of orders K1,K2 and K1 ≤ K2, then
δK1 ≤ δK2 .
Lemma 3.2 (Consequence of RIP [8]). For any subset Λ ⊆ H, and for any vector u ∈ Rn,
(1− δ|Λ|)‖uΛ‖2 ≤ ‖ΦtΛΦΛuΛ‖2 ≤ (1 + δ|Λ|)‖uΛ‖2.
Lemma 3.3 (Proposition 3.1 in [8]). For any Λ ⊆ H, and for any vector u ∈ Rm
‖ΦtΛu‖2 ≤
√
1 + δ|Λ|‖u‖2.
Lemma 3.4 (Lemma 1 of [7]). If x ∈ Rn is a vector with support S1, and S1 ∩ S2 = ∅, then,
‖ΦtS2Φx‖2 ≤ δ|S1|+|S2|‖x‖2.
Lemma 3.5 (Lemma 3 of [9]). If I1, I2 ⊂ H such that I1 ∩ I2 = ∅ and δ|I2| < 1, then, ∀u ∈ Rn such that supp(u) ⊆ I2,(
1−
(
δ|I1|+|I2|
1− δ|I1|+|I2|
)2)
‖Φu‖22 ≤ ‖AI1u‖22 ≤ (1 + δ|I1|+|I2|)‖Φu‖22,
and, (
1− δ|I1|+|I2|
1− δ|I1|+|I2|
)
‖u‖22 ≤ ‖AI1u‖22 ≤ (1 + δ|I1|+|I2|)‖u‖22.
IV. SIGNAL RECOVERY USING M2OLS ALGORITHM
In this section, we obtain convergence conditions for the proposed m2OLS algorithm. In particular, we derive conditions
for selection of at least one correct index at each iteration, which guarantees recovery of a K-sparse signal by the m2OLS
algorithm in a maximum of K iterations.
Unlike mOLS, proving convergence is, however, trickier in the proposed m2OLS algorithm because of the presence of two
selection stages at every iteration, namely, preselection and identification. In order that the proposed algorithm converges in
K steps or less, it is essential to ensure that at each step of iteration, at least one true support index i first gets selected
in Sk and then, gets passed on from Sk to hk. In the following, we present the convergence conditions for m2OLS in two
cases, with and without the presence of measurement noise. For the noiseless measurement model the measurement vector y
satisfies y = Φx, with a unique K-sparse vector x. For the noisy measurement model, the measurement vector is assumed
to be contaminated by an additive noise vector, i.e., y = Φx+ e. The convergence conditions for noiseless and noisy cases
are given in Theorems 4.1 and Theorem 4.2 below. Both these theorems use Lemma 4.1, which in turn uses the following
definition : T˜K = {i ∈ H |φi ∈ span(ΦTk)}. Note that T k ⊆ T˜K and for i ∈ T˜K , ‖P⊥Tkφi‖2 = 0,
〈
φi, r
k
〉
= 0. It should
be mentioned that the first result of Lemma 4.1 is not any new result, and similar result has already been discussed in the
context of OLS [3], [10], and mOLS [5]. However, we provide an additional observation in the following lemma that concerns
the identification step of m2OLS.
Lemma 4.1. At the (k + 1)th iteration, the identification step chooses the set
hk+1 = argmax
Λ:Λ⊂Sk+1,|Λ|=L
∑
i∈Λ
a2i ,
4where ai =
|〈φi,rk〉|
‖P⊥
Tk
φi‖2 if i ∈ Sk+1 \ T˜K , and ai = 0 for i ∈ Sk+1 ∩ T˜K . Further, if
gk+1 = argmax
Λ:Λ⊂Sk+1,|Λ|=L
∑
i∈Λ
ai,
then,
∑
i∈hk+1 ai =
∑
i∈gk+1 ai.
Proof. The first part of this lemma is a direct consequence of Proposition 1 of [5]. For the second part, let l ∈ hk+1 be an
index, so that, al ≤ ar, ∀r ∈ hk+1 (i.e. al = min{ar| r ∈ hk+1}). Clearly, al ≥ aj ∀j ∈ Sk+1 \ hk+1, as otherwise, if
∃ aj ∈ Sk+1 \ hk+1 so that al < aj , we have a2l < a2j . Then constructing the set Hk+1 as Hk+1 = hk+1 ∪ {j} \ {l}, we
have,
∑
i∈hk+1 a
2
i <
∑
i∈Hk+1 a
2
i , which is a contradiction. The above means that ∀i ∈ hk+1, ai ≥ aj , ∀j ∈ Sk+1 \ hk+1.
Thus, for any S ⊆ Sk+1, |S| = L, ∑i∈hk+1 ai ≥ ∑i∈S ai, and thus, ∑i∈hk+1 ai ≥ ∑i∈gk+1 ai. Again, from the definition
of gk+1,
∑
i∈gk+1 ai ≥
∑
i∈hk+1 ai. This proves the desired equality. 
Our main results regarding the signal recovery performance of the m2OLS algorithm is stated in the following two theorems.
Theorem 4.1. The m2OLS algorithm can recover a K sparse vector x ∈ Rn perfectly from the measurement vector y =
Φx, y ∈ Rm, m < n within K iterations, if
δLK+N−L+1 <
√
L√
K + L+
√
L
(1)
is satisfied by matrix Φ.
Proof. Given in Appendix A. 
To describe recovery performance of m2OLS in presence of noise, we use the following performance measures [5]:
• snr := ‖Φx‖
2
2
‖e‖2
2
,
• minimum-to-average-ratio (MAR) [11], κ = minj∈T |xj |‖x‖2/
√
K
.
Theorem 4.2. Under the noisy measurement model, m2OLS is guaranteed to collect all the indices of the the true support set
T within K iterations, if the sensing matrix Φ satisfies equation (1) and the snr satisfies the following condition:
√
snr >
(1 + δR)(
√
L+
√
K)
√
K
κ
(√
L(1− 2δR)− δR
√
K
) , (2)
where R = LK +N − L+ 1.
Proof. Given in Appendix A. 
Note that the m2OLS algorithms reduces to the gOMP algorithm when N = L. Theorem 4.1 suggests that for N = L,
the m2OLS algorithm can recover the true support of any K-sparse signal from noiseless measurements within K if the
sensing matrix satisfies δNK+1 <
1√
K/N+1+1
, where N ≥ 1. Recently Wen et al [12] have established that, with N ≥ 1,
δNK+1 <
1√
K/N+1
is a sharp sufficient condition for gOMP to exactly recover K-sparse signals from noiseless measurements
within K iterations. We see that for large K/N ratio,
√
K/N + 1 + 1 ≈√K/N + 1, which shows that the bound provided
in Theorem 4.1 is nearly sharp when N = L. Moreover, in our analysis When N > 1, and L = 1, the bound in Theorem 4.1
reduces to δK+N <
1√
K+1+1
, whereas, the recent paper [13] suggests the sufficient condition δK+1 <
1√
K+1
for the OLS to
recover perfectly a K-sparse signal from noiseless measurements within K iterations. Again, the right hand side of the bound
suggested in Theorem 4.1 is very close to the one established in [13] for large K . However, the left hand side of the inequality
contains δK+N in our case, which can be much larger than δK+1, and thus makes our condition stricter than that of the one
obtained in [13]. However, since in m2OLS the operations of mOLS are performed on a smaller preselected set of indices to
reduce computational cost, intuitively it is expected that the sensing matrix must satisfy some stricter RIP condition in order
to yield recovery performance competitive to that of mOLS.
Our proof of the theorems 4.1 and 4.2 mainly follows the ideas of the analysis of gOMP [2, Theorem 4.2] and mOLS [5,
Theorem 3] where sufficient conditions for recovery of signal support of a K-sparse signal from noisy measurements by
running the algorithm no more than K iterations were established. The proof uses mathematical induction, where we first find
out a sufficient condition for success by m2OLS in the first iteration, and then assuming that m2OLS is successful in each of
the previous k(1 ≤ k ≤ K − 1) iterations, we find out conditions sufficient for success at the (k + 1)th iteration. However,
unlike gOMP or mOLS, finding out the condition for success at any iteration for m2OLS requires ensuring that first at least
one true index is captured in the preselection step, which is identical to the gOMP identification step, and then further ensuring
5that at least one of these captured true indices should be recaptured by the identification step, which is identical to the mOLS
identification step. Thus any iteration of m2OLS is successful if the sufficient conditions for both these steps are satisfied.
Finally, the sufficient conditions for any general iteration k(2 ≤ k ≤ K), and the condition for iteration 1 is combined to
obtain the final condition for successful recovery of support within K iterations.
The steps in our proof are partly similar to the steps in the proof of Theorem 3 in Wang et al [5], and we have frequently
used certain steps in the proof of Theorem 1 in the paper of Li et al [14], specifically [14, Eq.(25),(26)] and Eq. (9) of Satpathi
et al [9]. However, our analysis have differed from these analysis during the analysis of first iteration of m2OLS, where unlike
Wang et al [2], and Li et al [14] we have given the analysis both for the cases 1 ≤ N ≤ K , and N > K . Furthermore, in the
identification step we have used Lemma 3.5 which have produced bound on ‖P⊥Tkφi‖22 tighter than the one that follows from
[5, Eq.(E.7)], which has been used in the subsequent analysis of m2OLS.
V. COMPARATIVE ANALYSIS OF COMPUTATIONAL COMPLEXITIES OF MOLS AND M2OLS
By restricting the steps of mOLS to a pre-selected subset of columns of Φ, the proposed m2OLS algorithm achieves
considerable computational simplicity over mOLS. In this section, we analyze the computational steps involved in both mOLS
and m2OLS at the (k + 1)th iteration (i.e., assuming that k iterations of either algorithm have been completed), and compare
their computational costs in terms of number of floating point operations (flops) required.
A. Computational steps of mOLS (in iteration k + 1)
Step 1 (Absolute correlation calculation) : Here
∣∣〈φi, rk〉∣∣ is calculated ∀i ∈ H\T k, where the vector rk was precomputed
at the end of the kth step. We initialize r0 = y.
Step 2 (Identification) : In this step, mOLS first calculates the ratios
|〈φi,rk〉|
‖P⊥
Tk
φi‖2 , ∀i ∈ H\T k. Since ∀i ∈ H\T k, the numerator
was calculated in Step 1, only the denominator needs to be calculated. However, as will be discussed later, at the end of each
kth step, the norms ‖P⊥Tkφi‖2, i ∈ H \ T k are calculated and stored, which provides the denominators in the above ratios.
This means, the above computation requires simply a division operation per ratio and a total of (n−Lk) divisions. This step
is followed by finding the L largest of the above ratios, and appending the corresponding columns to the previously estimated
subset of columns, ΦTk , thereby generating ΦTk+1 (for k = 0, T
k = ∅ and thus, ΦTk = ∅).
Step 3 (Modified Gram Schmidt) : This step finds an orthonormal basis for span (ΦTk+1). Assuming that an orthonormal
basis {u1, · · · , u|Tk|} for span (ΦTk) has already been computed at the kth step, an efficient way to realize this will
be to employ the well known Modified Gram Schmidt (MGS) procedure [15], which first computes P⊥Tkφi, i ∈ hk+1
using the above precomputed orthonormal basis and then, orthonormalizes them recursively, generating the orthonormal set
{u|T |k+1, · · · , u|Tk+1|}.
Step 4 (Precomputation of orthogonal projection error norm) : At the (k + 1)th step, after MGS is used to construct an
orthonormal basis for span (ΦTk+1), the norms ‖P⊥Tk+1φi‖2, i ∈ H \ T k+1, are computed using the following recursive
relation, for use in the identification step of (k + 2)th step:
‖P⊥Tk+1φi‖22 = ‖P⊥Tkφi‖22 −
|Tk+1|∑
j=|Tk|+1
|〈φi,uj〉|2 . (3)
Step 4 (Calculation of rk+1) : Finally mOLS calculates the residual vector rk+1 as follows:
rk+1 = rk −
|Tk+1|∑
j=|Tk|+1
〈y,uj〉uj . (4)
B. Computational steps of m2OLS (in iteration k + 1)
Step 1 (Preselection): In this step, similar to mOLS, the absolute correlations
∣∣〈φi, rk〉∣∣ are calculated using the vector rk
which is precomputed at the end of the kth step. Then the indices corresponding to the N largest absolute correlations are
selected to form the set Sk+1.
Step 2 (Identification): The identification step calculates the ratios
|〈φi,rk〉|
‖P⊥
Tk
φi‖2 , ∀i ∈ Sk+1, for which the numerators are already
known from Step 1 and the denominators are calculated as per the following:
‖P⊥Tkφi‖22 = ‖φi‖22 −
|Tk|∑
j=1
|〈φi,uj〉|2 , (5)
where, as in mOLS, {u1, · · · , u|T |k} is the orthonormal basis formed for span (ΦTk) using MGS at step k. For the first
step k = 0, T k = ∅, and thus ‖P⊥T 0φi‖2 = ‖φi‖2, i ∈ H. It is assumed that the norms ‖φi‖2 are all precomputed (taken
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Fig. 2: No. of iterations for exact recovery vs sparsity.
to be unity in this paper). This computation is followed by N divisions as required to form the above ratios. Following this,
the indices corresponding to the largest L of the N ratios are determined and the corresponding columns are appended to the
previously estimated set of columns ΦTk to obtain ΦTk+1 .
Step 3 (Modified Gram Schmidt): This step is identical to the MGS step in mOLS, which generates an orthonormal basis
for span (ΦTk+1).
Step 4 (Computation of rk+1): As in mOLS, the residual rk+1 is updated using Eq. (4).
Comparison between computational complexities of mOLS and m2OLS: While certain operations like MGS, computation
of absolute correlation and the residual rk are same in both mOLS and m2OLS, the major computational difference between
them lies in the following : at the end of every (k+1)th step, the mOLS computes ‖P⊥Tk+1φi‖22 ∀i ∈ H\T k+1 using recursion
of the form (3). If computation of |〈φi,uj〉|2 has a complexity of r flops, this requires a total of (n − L(k + 1))(Lr + 1)
flops. Additionally, mOLS requires (n − Lk) divisions to compute the ratios |〈φi,r
k〉|
‖P⊥
Tk
φi‖2 , ∀i ∈ H \ T k. The m2OLS, on the
other hand, calculates |〈φi,uj〉|2 only for i ∈ Sk+1, following (5), involving at the most just N and not (n− Lk) columns.
The summation on the RHS of (5), however, has Lk terms, meaning this step requires a total of N(Lkr+2) flops (including
the N divisions to compute
|〈φi,rk〉|
‖P⊥
Tk
φi‖2 , ∀i ∈ Sk+1). Clearly, mOLS will require more computations than m2OLS as long as
1 < (n−Lk)(Lr+2)−L(Lr+1)N(Lkr+2) ≈ n−Lk−LNk , or, equivalently, for k < n−LN+L . Thus, for large n and / or small K , as k ≤ K , the
mOLS will have significantly higher computational overhead as compared to m2OLS at each iteration k and the difference in
cumulative computational cost over all iterations put together will be huge. Even when the sparsity K is larger (2K < m),
the actual number of iterations, say, J required for convergence by both mOLS and m2OLS is usually much less than K and
the above difference continues. In case of large K and J close to K , the mOLS will require more computations than m2OLS
for k upto certain value, beyond which m2OLS will start having more computations and thus, the difference in cumulative
computational cost between mOLS and m2OLS will start reducing with k. This means, for large K , we have a reasonably
large range of J for which the overall computational cost of mOLS remains substantially higher than that of m2OLS. The
above comparative assessment of mOLS and m2OLS in terms of computations required is also validated by simulation studies
as presented in the next section.
VI. SIMULATION RESULTS
For simulation, we constructed measurement matrices with correlated entries, as used by Soussen et al [3]. For this, first a
matrix A is formed such that aij = [A]ij is given by aij = nij + tj where nij ∼ N (0, 1/m) i.i.d. ∀i, j, tj ∼ U [0, τ ]∀j, and
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Fig. 3: Mean runtime vs sparsity.
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Fig. 5: Mean runtime vs sparsity (mOLS and m2OLS) for different N .
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Fig. 6: Mean Square Error (MSE) vs SNR (K = 30)
{nij} is statistically independent of {tk}, ∀i, j, k. The measurement matrix Φ is then constructed from A as φij = aij/‖aj‖2,
where φij = [Φ]ij and ai denotes the i-th column of A. Note that in the construction process for Φ, the random variables
nij play the role of additive i.i.d. noise process, added to the elements of a rank 1 matrix, with columns {ti1}ni=1, where 1
denotes a m× 1 vector with all entries equal to one. If the value of τ becomes large as compared to the variance 1/m of nij ,
then the matrix Φ resembles a rank 1 matrix with normalized columns. For all the simulations, the values of m, n were fixed
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Fig. 7: Mean Square Error (MSE) vs SNR (K = 30, N = 70, L = 3) for different values of ǫ
at 500, 800 respectively while the sparsity K was varied. The nonzero elements of x were drawn randomly from i.i.d Gaussian
distribution and τ was chosen to have values either 0 or 8. Note that higher the value of τ , more will be the correlation (taken
as the absolute value of the inner product, which is a measure of coherence) between the columns of Φ. Thus, τ = 0 produces
a matrix with uncorrelated columns while τ = 8 produces a matrix with reasonably correlated columns. Furthermore, different
values for the window sizes for the preselection stage (N ) of m2OLS and the identification stages (L) of both mOLS and
m2OLS were used for the simulation. Particularly, the values {60, 70, 80} were used for N , and {1, 3, 5} were used for L.
Moreover, we used different values for Ng, the number of indices identified at the identification stage of gOMP, from the set
{1, 5, 10}.
For each value of K , the gOMP, mOLS and m2OLS were run till they converge or upto the K-th step of iteration, whichever
is earlier, and the experiment was conducted 500 times. To evaluate the performance of the algorithms, three performance
metrics were considered, namely, recovery probability, mean number of iterations (≤ K) for convergence and mean runtime.
Of these the recovery probability was obtained by counting the number of times out of the 500 trials each algorithm converges,
while for the other two, averaging was done over the 500 trials [1]. In the first simulation exercise, the recovery probabilities
are plotted against K . The plots, shown in Fig. 1(a) and (b) for τ = 0 and τ = 8 respectively, suggest that even for highly
correlated dictionaries (τ = 8), the probability of recovery exhibited by m2OLS is identical to mOLS over the entire sparsity
range considered, and both of them outmatch the recovery probability performance of gOMP. However, it is observed from
Fig. 1b that for the correlated dictionary the recovery probability of the gOMP does increase with the increase of Ng. The
second simulation exercise evaluates the average no. of iterations required by the two algorithms for exact recovery for each
value of K . The corresponding results, shown in Fig. 2(a) and (b) for τ = 0 and τ = 8 respectively, reveal that for the
uncorrelated case (τ = 0), both mOLS and m2OLS algorithms require the same average number of iterations for successful
recovery, and it is only under τ = 8 that as K increases beyond a point, there is a marginal increase in the average number of
iterations in m2OLS over mOLS. On the other hand gOMP requires relatively smaller number of iterations for τ = 0 and for
τ = 8 the required number of iterations increase with increase in Ng. In our third exercise, we evaluated the average of total
runtime for all three algorithms, against K . The corresponding results are shown in Fig. 3(a) and (b) and the results for mOLS
and m2OLS are shown in Fig. 4, for τ = 0 and τ = 8 respectively. The figures demonstrate the superiority of the proposed
m2OLS algorithm over mOLS as well as gOMP, as the former is seen to require much less running time than mOLS for both
values of τ , and has runtime closer to gOMP for τ = 0, and less than gOMP for τ = 8. The results also illustrate that the
runtime of m2OLS decreases with increasing L while maintaining lesser runtime than mOLS. This validates the conjectures
made at the end of Sec V regarding the reduced computational overhead of m2OLS over a large range of sparsity values. The
plots also suggest that for τ = 8, while gOMP with large Ng can exhibit probability of recovery performance almost as good
as mOLS (as demonstrated by Fig. 1b ), the runtime is significantly higher compared to m2OLS. This is because as the plots
in Fig. 2b suggest, for larger Ng gOMP requires much larger number of iterations for convergence than mOLS and m
2OLS
even when Ng is high, making its runtime higher. We also plot in Fig. 5 runtimes for mOLS and m
2OLS for different N with
L = 3 fixed. The results here demonstrate that the runtime of m2OLS can be controlled by changing the preselection step
size N , which is intuitively expected. In our fourth exercise, we ran the mOLS and m2OLS algorithms with measurements
corrupted by additive Gaussian noise with varying SNR (as defined in Sec IV). The mean square error (MSE) is computed as
‖xˆ−x‖22 where x is the original vector and xˆ is its estimate as produced by the algorithm. As a benchmark, the MSE of the
Oracle estimator is plotted, where the Oracle estimator computes the least squares estimate of the optimal vector in presence
of noise. For this experiment we consider N = 70, L = 1, 3, 5. The plots in Fig. 7(a) and (b) demonstrate that for uncorrelated
dictionaries (τ = 0) the two algorithms exhibit almost the same performance, while for correlated dictionaries (τ = 8), m2OLS
has actually a slightly better MSE performance than mOLS for different values of L. Also, the performance of mOLS as well
9as m2OLS is for L = 1 is the best in the low SNR region and the worst in the high SNR region. This is because when L = 1,
mOLS and m2OLS incurs smaller error than for L = 3, 5, where larger error occurs because of selection of larger number of
incorrect indices. We also experiment with the sensitivity of the MSE performances of the mOLS and m2OLS algorithms with
respect to the parameter ǫ on which the termination of the mOLS and m2OLS algorithms depend on. We fix N = 70, L = 3,
and take the values of ǫ as ǫ = η‖ν‖2, where ν is the measurement noise vector, and η ∈ {0, 100, 200}. We observe from the
Fig. 7a and 7b that for both the uncorrelated and correlated dictionaries, the MSE of m2OLS is smaller than that of mOLS.
Furthermore, early termination (high ǫ) increases the MSE of m2OLS in the high SNR region when τ = 0, whereas the MSE
of mOLS increases in an even lower SNR region. Moreover, in the correlated dictionary, early termination reduces MSE of
both mOLS and m2OLS in low SNR region, and increases it for high SNR region.
VII. CONCLUSION
In this paper we have proposed a greedy algorithm for sparse signal recovery which preselects a few (N ) possibly “good”
indices according to correlation of the respective columns of the measurement matrix with a residual vector, and then uses an
mOLS step to identify a subset of these indices (of size L) to be included in the estimated support set. We have carried out
a theoretical analysis of the algorithm using RIP and have shown that for the noiseless signal model, if the sensing matrix
satisfies the RIP condition δLK+N−L+1 <
√
L√
L+
√
L+K
, then the m2OLS algorithm is guaranteed to exactly recover a K sparse
unknown vector, satisfying the measurement model, within K steps. We further extended our analysis to a noisy measurement
setup and worked out bounds on the measurement SNR analytically, which guarantees exact recovery of the support of the
unknown sparse vector within K iterations. We have also presented the computational steps of both mOLS and m2OLS in a
MGS based efficient implementation and carried out a comparative analysis of their computational complexities, which showed
that m2OLS enjoys significantly reduced computational overhead compared to mOLS, especially for large n and / or small
K . Finally, through numerical simulations, we have verified that the introduction of the preselection step indeed leads to less
computation time, and that the recovery performance of m2OLS in terms of recovery probability and number of iterations for
success is highly competitive with mOLS for a wide range of parameter values.
APPENDIX
1) Success at the first iteration: At the first iteration, the conditions for success are S1 ∩ T 6= ∅, and h1 ∩ T 6= ∅. In order
to have these satisfied, we first observe the following:
Lemma 1.1.
1√
N
‖ΦtS1y‖2 ≥
1√
K
‖ΦtTy‖2, (N ≤ K) (6)
‖ΦtS1y‖2 ≥ ‖ΦtTy‖2, (N > K) (7)
1√
L
‖ΦtT 1y‖2 ≥
1√
K
‖ΦtTy‖2. (8)
Proof. The proof is given in Appendix 3. 
Now, from (6) and (7) above,
‖ΦtS1y‖2 ≥ min
{
1,
√
N
K
}
‖ΦtTy‖2
= min
{
1,
√
N
K
}
‖ΦtTΦTxT +ΦtTe‖2
≥ min
{
1,
√
N
K
}[‖ΦtTΦTxT ‖2 − ‖ΦtTe‖2]
(a)
≥ min
{
1,
√
N
K
}[
(1− δK)‖x‖2 −
√
1 + δK‖e‖2
]
,
where the inequalities in step (a) follow from Lemmas 3.2 and 3.3, respectively. If S1 ∩ T = ∅, then,
‖ΦtS1y‖2 = ‖ΦtS1ΦTxT +ΦtS1e‖2
(b)
≤ δN+K‖x‖2 +
√
1 + δN‖e‖2,
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where the inequalities in step (b) follow from Lemmas 3.4, and 3.3, respectively. Hence S1 ∩ T 6= ∅ is guaranteed if
δN+K‖x‖2 +
√
1 + δN‖e‖2 < min
{
1,
√
N
K
}[
(1 − δK)‖x‖2 −
√
1 + δK‖e‖2
]
. (9)
Again, in a similar manner as above,
‖ΦtT 1y‖2 ≥
√
L
K
‖ΦtTy‖2 =
√
L
K
‖ΦtTΦTxT +ΦtTe‖2
≥
√
L
K
[
(1− δK)‖x‖2 −
√
1 + δK‖e‖2
]
.
If T 1 ∩ T = ∅, we have
‖ΦtT 1y‖2 = ‖ΦtT 1ΦTxT +ΦtT 1e‖2
≤ δL+K‖x‖2 +
√
1 + δL‖e‖2. (10)
Hence, given that S1 ∩ T 6= ∅, T 1 ∩ T 6= ∅ is guaranteed, if
δL+K‖x‖2 +
√
1 + δL‖e‖2 <
√
L
K
[
(1− δK)‖x‖2 −
√
1 + δK‖e‖2
]
. (11)
Since, N ≥ L and K ≥ L (by assumption), we have δN+K ≥ δL+K , and
√
L
K ≤ min
{
1,
√
N
K
}
. Therefore, a sufficient
condition for simultaneous satisfaction of (9) and (11) (i.e., for success at first iteration) can be stated as follows:
δN+K‖x‖2 +
√
1 + δN‖e‖2 <
√
L
K
[
(1− δK)‖x‖2 −
√
1 + δK‖e‖2
]
,
or, equivalently,
⇔ ‖x‖2
(√
L(1− δK)−
√
KδN+K
)
> ‖e‖2
(√
K
√
1 + δN +
√
L
√
1 + δK
)
. (12)
Note that as the RHS of (12) is positive, satisfaction of the above first requires the LHS to be positive.
• Noiseless case: For this, we have e = 0. The inequality (12) then leads to
δN+K <
√
L
K
(1− δK).
Since, δK < δN+K , the above is satisfied if the following condition holds:
δN+K <
√
L
K
(1− δK+N )
⇔ δN+K <
√
L/
(√
L+
√
K
)
. (13)
• Noisy case (i.e. ‖e‖2 > 0): For this, first the LHS of (12) must be positive which is guaranteed under (13). Subject to
this, we need to condition the ratio
‖x‖2
‖e‖2 appropriately so that (12) is satisfied. Note that since δN+K ≥ max{δN , δK},
(12) is ensured under the following condition:
‖x‖2
(√
L(1− δN+K)−
√
KδN+K
)
> ‖e‖2
√
1 + δN+K
(√
K +
√
L
)
.
The above leads to the following condition on
‖x‖2
‖e‖2 for the first iteration to be successful under noisy observation
‖x‖2
‖e‖2 >
√
1 + δN+K(
√
L+
√
K)√
L− (√L+√K)δN+K
. (14)
11
2) Success at (k + 1)th iteration: We assume that in each of the previous k (k < K) iterations, at least one correct index
was selected, meaning, if |T ∩ T k| = ck, then ck ≥ k. Let ck < K . Also define mk := |Sk ∩ T \ T k|, k ≥ 1, meaning,
mi ≥ 1, 1 ≤ i ≤ k. For success of the (k+1)th iteration, we require Sk+1∩T \T k 6= ∅, and hk+1∩T \T k 6= ∅ simultaneously,
as this will ensure selection of at least one new true index at the (k + 1)-th iteration.
Condition to ensure Sk+1 ∩ T \ T k 6= ∅ : First consider the set H \ (T \ T k). If |H \ (T \ T k)| < N , then, the condition
Sk+1 ∩ T \ T k 6= ∅ is satisfied trivially. We therefore consider cases where ∣∣H \ (T \ T k)∣∣ ≥ N , for which we define the
following:
• W k+1 := argmax
S⊂H\(T\Tk): |S|=N
‖ΦtSrk‖2.
• αkN := mini∈Wk+1
∣∣〈φi, rk〉∣∣.
• βk1 := maxi∈T\Tk
∣∣〈φi, rk〉∣∣.
Clearly, Sk+1 ∩ T \ T k 6= ∅, if βk1 > αkN . It is easy to see that
αkN ≤
‖ΦtWk+1rk‖2√
N
=
‖ΦtWk+1\Tkrk‖2√
N
,
since rk is orthogonal to the columns of ΦTk . Now, using the derivation of [9, Eq.(9)], it is straightforward to derive that
rk = ΦT∪Tkx
′
T∪Tk +P
⊥
Tke, (15)
where we have expressed the projection PTkΦT\TkxT\Tk as a linear combination of the columns of ΦTk , i.e., as ΦTkuTk
for some uTk ∈ RLk, and,
x′T∪Tk =
[
xT\Tk
−uTk
]
.
Then, using the expression for rk from Eq. (15) and using steps similar to the analysis for [14, Eq.(26)], it follows that
αkN ≤
1√
N
(
δN+Lk+K−ck‖x′T∪Tk‖2 +
√
1 + δN‖e‖2
)
. (16)
On the other hand,
βk1 ≥
1√
K − ck
‖ΦtT\Tkrk‖2.
Again, using the expression for rk from Eq. (15) and steps similar to the analysis for [14, Eq.(25)] it follows that,
βk1 ≥
(1− δLk+K−ck)‖x′T∪Tk‖2 −
√
1 + δLk+K−ck‖e‖2√
K − ck
(17)
Then, from (16) and (17), it follows that Sk+1 ∩ T 6= ∅ if(
(1 − δLK−L+1)‖x′T∪Tk‖2 −
√
1 + δLK−L+1‖e‖2
)
√
K − ck
>
(
δN+LK−L+1‖x′T∪Tk‖2 +
√
1 + δN‖e‖2
)
√
N
. (18)
where we have used the fact that 1 ≤ k ≤ ck and k ≤ K−1, implying, Lk+K−ck ≤ (L−1)k+K ≤ (L−1)(K−1)+K =
LK − L+ 1, and the monotonicity of the RIC.
Condition to ensure hk+1∩T \T k 6= ∅ : First consider the set Sk+1 \ (T \T k). If |Sk+1 \ (T \T k)| < L, then the condition
hk+1 ∩ T \ T k 6= ∅ is satisfied trivially. Therefore, we consider cases where |Sk+1 \ (T \ T k)| ≥ L. Then, using the definition
of ai, i ∈ Sk+1 as given in Lemma 4.1, we define the following :
• V k+1 = argmax
S⊂Sk+1\(T\Tk):|S|=L
∑
i∈S
ai.
• uk1 := max
i∈Sk+1∩T\Tk
ai ≡ max
i∈Sk+1∩T
ai.
• vkL = min
i∈V k+1
ai.
From Lemma 4.1, uk1 > v
k
L will ensure h
k+1 ∩ T \ T k 6= ∅. Now,
uk1 = max
i∈Sk+1∩T
ai = max
i∈(Sk+1∩T )\T˜K
ai
≥ max
i∈(Sk+1∩T )\T˜K
∣∣〈φi, rk〉∣∣ (since ‖P⊥Tkφi‖2 ≤ ‖φi‖2 = 1)
≥ max
i∈T
∣∣〈φi, rk〉∣∣ (from the definition of Sk+1 and T˜K)
≥
‖ΦtT\Tkrk‖2√
K − ck
(since
〈
φi, r
k
〉
= 0 for i ∈ T k).
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Now, recalling that rk = ΦT∪Tkx′T∪Tk +P
⊥
Tke and using steps similar to those used for [14, Eq.(25)] we have,
‖ΦtT\Tkrk‖2 ≥ (1− δLk+K−ck)‖x′T∪Tk‖2 −
√
1 + δLk+K−ck‖e‖2
≥ (1− δLK−L+1)‖x′T∪Tk‖2 −
√
1 + δLK−L+1‖e‖2,
Thus,
uk1 ≥
1√
K − ck
[
(1− δLK−L+1)‖x′T∪Tk‖2 −
√
1 + δLK−L+1‖e‖2
]
. (19)
On the other hand
vkL = min
i∈V k+1
ai
≤ 1√
L
√ ∑
i∈V k+1
a2i
≤ 1√
L
√ ∑
i∈Sk+1\(T\Tk)
a2i (∵ V
k+1 ⊂ Sk+1 \ (T \ T k))
=
1√
L
√ ∑
i∈Sk+1\T
a2i
≤
1√
L
‖ΦtSk+1\Trk‖2
mini∈Sk+1\(T∪T˜K) ‖P⊥Tkφi‖2
. (20)
Now, φi ∀i ∈ H can be written as Φνi, where νi is the i-th column of the n × n identity matrix. Then, noting that
supp(νi) = {i} with |{i}| = 1, for i ∈ Sk+1 \ (T ∪ T˜K),
‖P⊥Tkφi‖22 = ‖ATkνi‖22
Lemma 3.5≥
(
1−
(
δLk+1
1− δLk+1
)2)
‖φi‖22
≥
(
1−
(
δLK−L+1
1− δLK−L+1
)2)
, (21)
since, ‖φi‖2 = 1 and k ≤ K − 1 (note that application of Lemma 3.5 requires δ1 < 1, which is trivially satisfied by the
proposed sufficient condition (1)). Also, using the expression for rk from Eq. (15) and using steps similar to the ones used to
obtain [14, Eq.(26)], we obtain
‖ΦtSk+1\T rk‖2 ≤ δLk+K+N−mk+1−ck‖x′T∪Tk‖2 +
√
1 + δN−mk+1‖e‖2
≤ δN+LK−L+1‖x′T∪Tk‖2 +
√
1 + δN+LK−L+1‖e‖2,
Then, noting that δLK−L+1 < δLK+N−L+1,
vkL <
δLK+N−L+1‖x′T∪Tk‖2 +
√
1 + δLK+N−L+1‖e‖2√
L
(
1−
(
δLK+N−L+1
1−δLK+N−L+1
)2) . (22)
In order to ensure that the denominator of the RHS of above remains real, we need δLK+N−L+1 < 1/2. This is seen to be
satisfied trivially by the proposed sufficient condition (1). For brevity, let us also denote LK +N − L+ 1 by R.
From Eq. (19), and Eq. (22), a sufficient condition to ensure hk+1 ∩ T 6= ∅ is given by
1√
K − ck
[
(1− δR)‖x′T∪Tk‖2 −
√
1 + δR‖e‖2
]
≥ δR‖x
′
T∪Tk‖2 +
√
1 + δR‖e‖2√
L
(
1−
(
δR
1−δR
)2) . (23)
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Thus, from Eq (18) and Eq (23), a sufficient condition for success at the (k + 1)th iteration will be as follows :
1√
K − ck
[
(1− δR)‖x′T∪Tk‖2 −
√
1 + δR‖e‖2
]
≥ max


1√
N
,
1√
L
(
1−
(
δR
1−δR
)2)


×
(
δR‖x′T∪Tk‖2 +
√
1 + δR‖e‖2
)
. (24)
Since L
(
1−
(
δR
1−δR
)2)
< L ≤ N , the above sufficient condition for success at the k+1-th step boils down to the following
:
1√
K − ck
[
(1− δR)‖x′T∪Tk‖2 −
√
1 + δR‖e‖2
]
≥ δR‖x
′
T∪Tk‖2 +
√
1 + δR‖e‖2√
L
(
1−
(
δR
1−δR
)2) . (25)
We now derive sufficient conditions for success at kth step, (k ≥ 2), in the noiseless and noisy measurement scenarios.
• For the noiseless case, putting e = 0 in both sides of the inequality in Eq (25), we obtain a sufficient condition for
success in the noiseless case as:
1√
K − ck
(1− δR) ≥ δR√
L
(
1−
(
δR
1−δR
)2) .
Using γ := δR1−δR , the above condition is seen to be satisfied if the following holds:√
L(1− γ2) > γ
√
K − ck
⇔ γ <
√
L
L+K − ck
⇔ δLK+N−L+1 <
√
L√
L+
√
L+K − ck
. (26)
The above condition is ensured for all k ≥ 2, if the following condition is satisfied,
δLK+N−L+1 <
√
L√
L+
√
L+K
(< 1/2). (27)
• For the noisy case, Eq. (25) is satisfied if the following is satisfied:
‖x′T∪Tk‖2
‖e‖2 ≥
√
(1 + γ)(1 + 2γ)
(√
K − ck +
√
L(1− γ2)
)
√
L(1− γ2)− γ√K − ck
, (28)
with the condition in Eq. (26) assumed to hold. The above lower bound can be simplified further by noting that
RHS of (24) <√
(1 + γ)(1 + 2γ)
√
K +
√
L(1− γ2)√
L(1− γ2)− γ√K
=
√
1
1− δR ·
1 + δR
1− δR ·
√
K(1−δR)+
√
L(1−2δR)
1−δR√
L(1−2δR)−δR
√
K
1−δR
=
√
1 + δR
1− δR
√
K(1− δR) +
√
L(1− 2δR)√
L(1− 2δR)− δR
√
K
<
√
1 + δR(
√
K +
√
L)√
L(1− 2δR)− δR
√
K
,
since
√
L(1− 2δR) <
√
L(1− δR). Thus, a modified condition for success at the (k + 1)th iteration which also implies
(28) is given by
‖x′T∪Tk‖2
‖e‖2 >
√
1 + δR(
√
K +
√
L)√
L(1− 2δR)− δR
√
K
. (29)
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Next, from the definition of κ (section IV),
‖x′T∪Tk‖2 ≥ ‖xT\Tk‖2 ≥ |T \ T k|minj∈T |xj |
= ‖x‖2 · κ ·
√
K − ck
K
>
‖x‖2 · κ√
K
,
since minj∈T\Tk |xj | ≥ minj∈T |xj | and ck < K . Combining with Eq. (29), we obtain a sufficient condition for successful
recovery at the k-th step, k ≥ 2 in the noisy measurement scenario as
‖x‖2
‖e‖2 >
√
1 + δR(
√
K +
√
L)
√
K
κ(
√
L(1− 2δR)− δR
√
K)
, (30)
along with the condition in Eq (27).
3) Condition for overall success: The condition for overall success is obtained by combining the conditions for success for
k = 1 and for k ≥ 2, and is given below.
• For the noiseless scenario, a sufficient condition for overall success has to comply with both the conditions in Eq (13) and
Eq (27). Since R− (N +K) = (L− 1)(K − 1) ≥ 0, as both L, K are positive integers, we see that the condition in Eq (27)
implies the condition in Eq (13). Thus the condition in Eq (27) serves as a sufficient condition for overall success in noiseless
scenario. This proves Theorem 4.1.
• For the noisy case, the conditions given by (14) and (30), along with the conditions given by (13), and (27) are sufficient.
Of these, we have already seen that (27) implies (13). On the other hand, it is easy to check that the numerator of the RHS
of (30) is larger than that of the RHS of (14). Further,
(1− 2δLK+N−L+1)− (1− δN+K)2 = −δ2N+K + 2(δN+K − δN+LK−L+1) < 0,
which implies that the denominator of the RHS of (30) is smaller than that of the RHS of (14). Moreover, by definition,
κ < 1. The overall implication of these is that the condition in (30) implies the condition in (14). Finally, noting that
‖Φx‖2 ≤
√
1 + δK‖x‖2 <
√
1 + δLK+N−L+1‖x‖2, the condition stated in Theorem (4.2), along with the condition in
Theorem (4.1) are sufficient for overall successful recovery. This proves Theorem 4.2.
Proof. Let N ≤ K . Then, according to the definition of S1(with r0 given by y), we have for all Λ ⊂ T such that |Λ| = N ,
‖ΦtS1y‖22 ≥‖ΦtΛy‖22.
Since there are
(
K
N
)
such subsets of T , labelled, Λi, 1 ≤ i ≤
(
K
N
)
, we have
(
K
N
)
‖ΦtS1y‖22 ≥
(KN)∑
i=1
‖ΦtΛiy‖22. (31)
Now, take any j ∈ T , and note that it appears in one of the Λi’s in exactly
(
K−1
N−1
)
different ways. Thus, from the summation
in Eq. (31), we find, (
K
N
)
‖ΦtS1y‖22 ≥
(
K − 1
N − 1
)
‖ΦtTy‖22
=⇒ ‖ΦtS1y‖22 ≥
N
K
‖ΦtTy‖22,
from which Eq. (6) follows.
Now, let N > K . Then, we can take any subset Σ ⊂ {1, 2, · · · , n}, such that |Σ| = N and T ⊂ Σ. Then, from definition,
‖ΦtS1y‖22 ≥ ‖ΦtΣy‖22 ≥ ‖ΦtTy‖22 from which Eq. (7) follows.
To prove Eq. (8), first note that T 0 = ∅ and thus, P⊥T 0∪{i}y = P⊥{i}y = y − 〈y,φi〉‖φi‖22 φi = y − 〈y,φi〉y (since ‖φ‖2 = 1),
which means, ‖P⊥T 0∪{i}y‖22 =
〈
P⊥T 0∪{i}y,y
〉
= ‖y‖22 − |〈y,φi〉|2. This means that T 1 consists of indices corresponding to
the largest L absolute values |〈φi,y〉|2, for i ∈ S1. But since S1 consists of indices corresponding to the N largest absolute
values |〈φi,y〉|2 with i ∈ {1, 2, · · · , n} =: H, and since N ≥ L, we have, mini∈T 1 |〈φi,y〉|2 ≥ maxi∈H\T 1 |〈φi,y〉|2. Since,
L ≤ K , for each Γ ⊂ T , such that |Γ| = L, we have
‖ΦtT 1y‖22 ≥ ‖ΦtΓy‖22
Since there are
(
K
L
)
such subsets, we can write(
K
L
)
‖ΦtT 1y‖22 ≥
∑
Γ:Γ⊂T, |Γ|=L
‖ΦtΓy‖22
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Now any index i ∈ T is contained in exactly (K−1L−1) of such L cardinality subsets. Hence(
K
L
)
‖ΦtT 1y‖22 ≥
(
K − 1
L− 1
)
‖ΦtTy‖22,
from which Eq. (8) follows. 
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