Abstract. Let X be a bounded operator on the Hardy space H 2 of the unit circle. It has been a longstanding problem to determine whether the condition that TūXT u − X is compact for every inner function u implies that X is a compact perturbation of a Toeplitz operator. We show that the answer is affirmative.
Introduction
Let T be the unit circle {z ∈ C : |z| = 1} and let dm be the Lebesgue measure on T with the normalization m(T) = 1. We will simply write L p for L p (T, dm), 1 ≤ p ≤ ∞. Recall that the Hardy space H 2 is the closure of the linear span of {z n : n = 0, 1, 2, ...} in L 2 , where z denotes the coordinate function on T. Let P : L 2 → H 2 be the orthogonal projection. For any f ∈ L ∞ , the Toeplitz operator T f is defined by the formula
There is a very simple characterization of Toeplitz operators due to Brown and Halmos [1] ; namely, a bounded operator B on H 2 is a Toeplitz operator if and only if it satisfies the equation
TzBT z = B.
Given this fact, it is natural to ask, how does one characterize compact perturbations of Toeplitz operators? In other words, how does one characterize operators of the form T f + K, where f ∈ L ∞ and K is a compact operator on H 2 ? An answer was proposed in Douglas's influential textbook [3] . Observe that if u is an inner function, then TūT f T u = T |u| 2 f = T f for every f ∈ L ∞ . Thus if X is an operator of the form X = T f + K, where f ∈ L ∞ and K is compact, then for each inner function u the difference TūXT u − X is necessarily a compact operator. Douglas asks, does the converse hold true? That is, if X is a bounded operator on H 2 which has the property that
TūXT u − X is compact for every inner function u, does it follow that X = T f + K for some f ∈ L ∞ and compact K? This is one of the famous "double-asterisk" problems in [3] (see pages xii and 207).
In the years since the publication of [3] , the closest to the solution of this problem was a result due to Davidson [2] . Davidson showed that if X has the property that [X, T h ] is compact for every h ∈ H ∞ , then X = T f + K, where f ∈ L ∞ and K is compact. This result has the implication that the essential commutant of the full Toeplitz algebra is T (QC).
By a well-known theorem of Marshall [8] [9] . Consequently, the condition that [X, T u ] is compact for every inner function u is stronger than the condition that TūXT u −X is compact for every inner function u.
Thus when the second edition of Douglas's book was published in 1998, this "TūXT u − X" problem still carried the double asterisk [4, page 184] , signifying that a solution was still being sought.
We will settle the issue in this paper.
So how do we prove this theorem? Naively, one would start with the weak limit X 0 of a subsequence of {Tzn XT z n } and try to prove that X − X 0 is compact. After all, if X has the desired form T f + K, then X − X 0 recovers K. The problem with this naive approach is that we do not see how to prove the compactness of X − X 0 . In some sense, our approach is just a slight modification of the naive approach. Instead of the inner functions z n , we use w n defined in (1.1) below. Although one can think of w n as a modification of z n , we will see that this modification makes a qualitative difference. In Section 1 we establish an easy proposition which reduces the proof of Theorem 1 to the proof of the compactness of a very specific operator constructed using w n . This sets the course for the rest of the proof. The next step, which takes up Section 2, is to extract a more user-friendly " -δ" condition from the condition that TūXT u − X is compact for every inner function u. In Section 3 we use the " -δ" condition and other relevant facts to prove the compactness of that specific operator. We conclude the paper with a remark in Section 4.
A sequence of Blaschke products
For the rest of the paper we fix a positive number 0 < α < 1. For each n ∈ N, define
The zeros of w n are precisely the n-th roots of α.
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For a compact operator K, it is well known that Tzn K → 0 as n → ∞. Thus KT z n = Tzn K * also tends to 0 as n → ∞. Since f n ∞ ≤ 1 + α, the lemma follows.
We 
Proof. We have 
2. An " -δ" condition
In this paper the only inner functions we need are Blaschke products. Furthermore, most of the work involves finite Blaschke products, using the infinite Blaschke product only once. Given a finite Blaschke product
where n ∈ N, θ ∈ R, and |a j | < 1 for j = 1, ..., n, we define
(1 − |a j |). For the finite Blaschke product w n defined by (1.1), we have
The point here is that, as n → ∞, R(w n ) has a finite limit log(α −1 ). In contrast,
For the rest of the paper, let F denote the collection of finite Blaschke products.
(i) Then for every bounded operator A on H 2 we have the strong convergence
(ii) For every bounded operator A on H 2 and every b ∈ F we have
.., a n are the zeros of b, counting multiplicity.
In other words, the inequality 
, the above gives us the strong convergence
To prove (ii), let b ∈ F also be given. Let E and F be the orthogonal projections from H 2 onto the range of T b and the kernel of Tb, respectively. Since b is a finite Blaschke product, we have rank(F ) < ∞. Thus, applying (i) to A * as well as to A, we have
On the other hand, T b is an isometry that maps H 2 onto EH 2 . Therefore
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Consequently
Tb(Tb
Combining this with (2.3), (ii) follows.
Lemma 5. Let X be a bounded operator on
Proof. Suppose the contrary. Then there would be an > 0 such that for every k ∈ N, there is a b k ∈ F satisfying the conditions
Replacing b k by τ k b k with an appropriate τ k ∈ T if necessary, we may assume that
for every k ∈ N. We will complete the proof by showing that such a sequence {b k } leads to a contradiction. We claim that there exists a strictly increasing sequence of natural numbers k(1) < k(2) < ... < k(j) < ... and a family of finite-rank orthogonal projections {F j : j ∈ N} which are mutually orthogonal, i.e.,
for every j ∈ N, where
We will find these sequences inductively. We begin with an arbitrary k(1) ≥ 1 and an arbitrary orthogonal projection F 1 with rank(F 1 ) < ∞. Suppose that j ≥ 1 and that we have selected k(1) < ... < k(j) and finite-rank orthogonal projections F 1 , ..., F j which are mutually orthogonal. To select k(j + 1) and F j+1 , we set
By this limit and by the combination of Lemma 4(ii) and (2.5), there exists a
The operator Tb
XT b k(j+1) − X is compact by assumption. Thus there exists a finite-rank orthogonal projection G j+1 such that G j+1 ≥ G j and such that
and (2.14)
is an orthogonal projection, and F j+1 is obviously orthogonal to F 1 , ..., F j . Now (2.7) follows from the combination of (2.13), (2.11) and (2.12). Similarly, (2.8) follows from (2.11) and (2.14), and (2.9) follows from (2.12) and (2.15). Thus we have inductively produced sequences {k(j)} and {F j } such that (2.7-2.9) hold for every j ≥ 1.
For each j ≥ 1, define
which is, of course, a compact operator. By (2.8) and (2.9),
is compact. Because the F j 's are mutually orthogonal, the sum
converges in the strong operator topology. If {f j+1 } is a sequence of unit vectors such that f j+1 ∈ F j+1 H 2 for every j, then the sequence {f j+1 } weakly converges to 0. Thus (2.7) guarantees that S is not a compact operator.
Using induction, it is easy to see that for every n ∈ N,
From the preceding paragraph it is obvious that we have the strong convergence Tv j (Tb
Conditions (2.4) and (2.6) ensure the existence of the infinite Blaschke product
Furthermore, these conditions guarantee the strong operator convergence 
Since K is compact while S is not, this contradicts the assumption on X.
Estimates
For each n ∈ N, let Φ n denote the collection of the n-th roots of α. Given any subset G of T, we also define
In the case Φ n (G) = ∅, w n,G is understood to mean the constant function 1.
Lemma 6. There exists a constant 0 < C < ∞ such that the inequality
holds for all real numbers r, µ, s, t satisfying the conditions 0 < r < 1, 0 < |µ−s| ≤ 3π/2 and 0 < |µ − t| ≤ 3π/2.
Proof. Writing τ 1 = e i(s−µ) and τ 2 = e i(t−µ) , we have
where the ≤ follows from the elementary fact that 2|1 − rτ | ≥ |1 − τ | for all τ ∈ T and 0 < r < 1. To estimate the numerator above, note that there is a constant 0 < C 1 < ∞ such that |1 − e ix | ≤ C 1 |x| for all x ∈ R. For the denominator, note that the value
1 − e iy y is greater than 0. This completes the proof.
For each pair of k ∈ N and j ∈ Z we define the closed arc
Lemma 7.
There exists a constant 0 < C 7 < ∞ such that the following estimate
, we can write z = e 2πix and z = e 2πiy with
with an ∈ Z such that
Applying Lemma 5, we find that
.., τ m ∈ T, we have
Hence, writing C 1 for 9CC , from (3.1) and (3.2) we deduce
under our assumptions. Substituting this in (3.3), the lemma follows.
Suppose that A is a bounded operator on a Hilbert space H. Recall that the essential norm of A is defined by the formula
Proposition 8. Let A be a bounded operator on H 2 such that [A, T ϕ ] is compact for every ϕ ∈ C(T). Then there exists a γ ∈ T such that the inequality
Proof. We use Douglas's localization technique [3] . Let K denote the collection of compact operators on H 2 . Let T (C(T)) be the C * -algebra generated by {T ϕ : ϕ ∈ C(T)}. Let D be the C * -algebra generated by A and T (C(T)). Finally, for each τ ∈ T, let I τ denote the ideal in D generated by {T ϕ : ϕ(τ ) = 0 and ϕ ∈ C(T)}. By the well-known properties of T (C(T)), we have I τ ⊃ K for every τ ∈ T.
Since T (C(T))/K is contained in the center of D/K, it follows from [3, Theorem 7 .47] that τ ∈T (I τ /K) = {0}. Therefore τ ∈T I τ = K and, by an elementary C * -algebraic argument,
Hence there exists a γ ∈ T such that
Suppose that ξ ∈ C(T) and that ξ(γ) = 1. Then A − T ξ A ∈ I γ . Therefore
Since I γ ⊃ K, this implies (3.4).
We have now arrived at the main step in the proof of Theorem 1.
Proposition 9.
Suppose that Y is a bounded operator on H 2 satisfing the following two conditions:
Proof. There exists a strictly increasing sequence n(1) < ... < n(ν) < ... of natural numbers such that the weak limit
exists. To complete the proof, according to Proposition 3, it suffices to show that the operator Y − Z is compact. To prove this, we assume the contrary, i.e., 
We set a = c 32 Y .
For each k ≥ 1, define the open arc
By a standard construction, for each k ≥ 1 there is a function ψ k satisfying the following conditions:
By (3.6) and (2), we have
for every k ≥ 1. By (1) and (3), the function log ψ k belongs to C ∞ (T). Hence the function
which is analytic on D = {z : |z| < 1}, has a continuous extension to the closed unit discD. Define
Then g k is analytic on D, continuous onD, and
Hence T ψ k = Tḡ k T g k and we can rewrite (3.7) as
Since g k is continuous on T, the commutator [
Since the operator norm dominates the essential norm, this gives us
for every k ≥ 1. Next we will replace the w n(ν) in (3.9) with b k,ν ∈ F such that R(b k,ν ) is small. To do this we first pick an integer M ≥ 3 such that
where C 7 is the constant provided by Lemma 7. For each k ≥ 3, define
For k ≥ 3 and ν ≥ 1, define We will show that there is an N ≥ 3 such that (1 − |ω|) = (1 − α 1/n(ν) )card(Φ n(ν) (H k ))
where C = sup n≥1 n(1 − α 1/n ). To estimate card(Φ n(ν) (H k )), note that for any n ∈ N, ∈ Z and −∞ < x < y < ∞, we have /n ∈ [x, y] if and only if ∈ [nx, ny]. Therefore
Thus if we pick N ≥ 3 such that 2 −N C (2M + 1) ≤ δ 0 /2, then (3.13) holds. This completes the proof of the proposition.
Proof of Theorem 1. This follows immediately from Lemma 5 and Proposition 9.
