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QUANTITATIVE RECURRENCE PROPERTIES IN CONFORMAL
ITERATED FUNCTION SYSTEMS
S. SEURET∗ AND B. W. WANG
Abstract. Let Λ be a countable index set and S = {φi : i ∈ Λ} be a conformal
iterated function system on [0, 1]d satisfying the open set condition. Denote by
J the attractor of S. With each sequence (w1,w2, ...) ∈ ΛN is associated a unique
point x ∈ [0, 1]d . Let J∗ denote the set of points of J with unique coding, and
define the mapping T : J∗ → J∗ by T x = T (w1,w2,w3...) = (w2,w3, ...). In this
paper, we consider the quantitative recurrence properties related to the dynamical
system (J∗,T ). More precisely, let f : [0, 1]d → R+ be a positive function and
R( f ) := {x ∈ J∗ : |T n x − x| < e−S n f (x), for infinitely many n ∈ N},
where S n f (x) is the nth Birkhoff sum associated with the potential f . In other
words, R( f ) contains the points x whose orbits return close to x infinitely of-
ten, with a rate varying along time. Under some conditions, we prove that the
Hausdorff dimension of R( f ) is given by inf{s ≥ 0 : P(T,−s( f + log |T ′|)) ≤ 0},
where P is the pressure function and T ′ is the derivative of T . We present some
applications of the main theorem to Diophantine approximations.
1. Introduction
Diophantine analysis in a dynamical system yields an important way to under-
stand the asymptotic behavior of the orbits of the system. The pioneer work of
Poincare´ states that in a measure theoretic dynamical system, almost all orbits will
return to the initial point infinitely many times. In a metric space (X, d) endowed
with a transformation T : X → X and a T -invariant Borel probability measure µ,
for µ-almost all x ∈ X, one has
lim inf
n→∞ d(T
nx, x) = 0. (1.1)
It should be emphasized that Poincare´’s recurrence theorem is only qualitative in
nature; it does not address the problem of the rate of convergence in (1.1). This
leads to the study on the so-called quantitative properties of Poincare´’s recurrence
theorem [5] or a type of shrinking target problems [13].
One can distinguish three “shrinking target” problems:
• Shrinking target problems with given targets: let {zn}n≥1 be a sequence
of elements in X and ψ : N × X → R+. One is interested in the points
whose orbits are well approximated by the sequence {zn} with speed ψ, i.e.
the set
S (T, ψ) :=
{
x ∈ X : |T nx − zn| < ψ(n, x), i.o. n ∈ N
}
.
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This can be interpreted as a dynamical version of the classic Diophan-
tine approximation [25]. References on this subject include Chernov &
Kleinbock [7], Maucourant [20], Galatolo & Kim [12], Tseng [28] and
Ferna´ndez, Melia´n & Pestana [11], and computations of Hausdorff dimen-
sions are found in Hill & Velani [13, 14], Stratmann & Urban´ski [26],
Urban´ski [29] and Reeve [24], for instance.
• Covering problems: In this case, given y0 ∈ X, one is interested in the
points which are well approximated by the orbit of y0, i.e.
C(T, ψ) :=
{
x ∈ X : |T ny0 − x| < ψ(n, x), i.o. n ∈ N
}
.
This is a dynamical version of the famous Dvoretzky covering problem
[8], see Fan, Schmeling & Troubetzkoy [10] and Liao & Seuret [17] for
the value of the Hausdorff dimension of C(T, ψ) for finite Markov maps T .
• Quantitative Poincare´ recurrence properties: Let ψ : N×X → R+. One
focuses on the points x whose orbits come back closer and closer to x at a
rate ψ possibly depending on x, i.e. the set
R(T, ψ) :=
{
x ∈ X : |T nx − x| < ψ(n, x), i.o. n ∈ N
}
.
In this paper, we focus on the third question. As far as the size in measure of
R(T, ψ) is concerned, Boshernitzan obtained the following outstanding result for
general systems.
Theorem A (Boshernitzan [5]). Let (X, T, µ, d) be a measure dynamical system
with a metric d. Assume that, for some α > 0, the α-dimensional Hausdorff mea-
sure Hα of the space X is σ-finite. Then for µ-almost all x ∈ X,
lim inf
n→∞ n
1
α d(T n x, x) < ∞. (1.2)
If, moreover, Hα(X) = 0, then for µ-almost all x ∈ X,
lim inf
n→∞ n
1
α d(T n x, x) = 0.
Later, Barreira and Saussol [4] showed that the exponent α in (1.2) is related to
the lower local dimension of x. Tan and Wang [27] considered the size of R(T, ψ)
in Hausdorff dimension when (X, T ) is the system of beta expansion.
In this current work, we consider the quantitative Poincare´ recurrence question
in the setting of conformal iterated function systems. Before formulating our main
result, let us recall the notation of conformal iterated function system (for a detailed
survey on infinite IFS, see the works of Mauldin and Urban´ski [21, 22, 23]).
Definition 1.1. Let (X, d) be a complete metric space. Let Λ be a countable index
set with at least two elements and let S = {φi : [0, 1]d → [0, 1]d , i ∈ Λ} be a
collection of injective contractions from [0, 1]d into [0, 1]d .
The system S is supposed to be uniformly contractive, i.e. there exists 0 < ρ < 1
such that for every i ∈ Λ and for every pair of points x, y ∈ X,
d(φi(x), φi(y)) ≤ ρ · d(x, y). (1.3)
Any such collectionS of contractions is called an iterated function system (denoted
by IFS for brevity).
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We are particularly interested in the properties of the limit set defined by such
a system. We can define this set as the image of the coding space under a coding
map as follows. Let Λ∗ =
⋃
n≥1 Λn, the space of finite words, and Λ∞ = ΛN
the collection of all infinite words with each letter in Λ. For w ∈ Λn, n ≥ 1, let
φw = φw1 ◦ φw2 ◦ . . . ◦ φwn . If w ∈ Λ∗ ∪ ΛN and the integer n ≥ 1 does not exceed
the length of w, we denote by w|n the word (w1,w2, . . . ,wn). Given w ∈ Λ∞, since
the diameters of the compact sets φw|n(X) (n ≥ 1) converge to zero, the set⋂
n≥1
φw|n(X)
is a singleton and therefore, its element π(w) defines the coding map π : Λ∞ → X.
We call w ∈ ΛN the code of x if π(w) = x. The main object in the IFS theory is the
limit set defined as:
J = π(Λ∞) =
⋃
w∈Λ∞
⋂
n≥1
φw|n(X) =
⋂
n≥1
⋃
w:w∈Λn
φw(X).
Following the standard definitions (of Mauldin and Urban´ski for instance), we
introduce the open set condition and the property for an IFS to be conformal, which
provides us a natural framework to work with.
Definition 1.2. An IFS S = {φi : X → X, i ∈ Λ} is said to satisfy the open set
condition (OSC) when there exists a nonempty open set U ⊂ X (in the topology of
X) such that
∀ i ∈ Λ, φi(U) ⊂ U, and φi(U) ∩ φ j(U) = ∅ whenever i , j.
An IFS S is conformal if the following conditions are satisfied:
(1) X ⊂ Rd for some d ≥ 1,
(2) S satisfies the OSC with U = IntRd (X).
(3) There exists an open connected set X ⊂ V ⊂ Rd such that all maps φi, i ∈ Λ,
extend to C1 conformal diffeomorphisms of V into V.
(4) There exist γ, l > 0 such that for every x ∈ ∂X ⊂ Rd, there exists an open
cone Cx with vertex x, central angle of Lebesgue measure γ, and altitude
l, such that Cx ⊂ Int(X).
(5) Bounded Distortion Property (BDP). There exists K ≥ 1 such that for every
points x, y ∈ V and w ∈ Λ∗∣∣∣φ′w(x)∣∣∣ ≤ K∣∣∣φ′w(y)∣∣∣, (1.4)
where φ′w is the differential of φw and |φ′w(x)| is the norm of φ′w(x).
From now on, we work with X = [0, 1]d, d ≥ 1, endowed with the euclidian
norm | · |.
For infinite IFS, the limit set J is not necessarily compact, and many points x
may have multiple codings, i.e. there exist w , w′ ∈ ΛN such that π(w) = π(w′) =
x.
Definition 1.3. We denote by J∗ ⊂ J the set of points x ∈ J with unique coding.
We keep in mind that the set J \ J∗ shall be relatively small when compared to
J and J∗ when the IFS is conformal.
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A natural transformation T : J∗ → J∗ can be defined as follows. Without
causing any confusion, for each x ∈ J∗, we write
x = [w1,w2, . . .] when π(w) = x.
For any x ∈ J∗, define
T : x ∈ J∗ 7−→ T x = T ([w1,w2,w3, . . .]) := [w2,w3, . . .].
The transformation T can just be viewed as the shift map in a subset of the
coding space ΛN.
It is clear that for any x = (w1,w2, . . .) ∈ J∗, φw1 ◦ T (x) = x. So, we adopt the
convention that the differential of T is given by
T ′(x) =
(
φ′w1(T x)
)−1
, when x = [w1,w2, . . .].
In this paper, we consider the quantitative recurrence properties in the system
(J∗, T ) generated by a conformal iterated function system S. Our aim is to study
the set
R( f ) :=
{
x ∈ J∗ : |T nx − x| < e−S n f (x) for infinitely many n ∈ N
}
,
where S n f (x) denotes the ergodic sum associated with f : [0, 1]d → R+ a positive
function, defined by
S n f (x) := f (x) + . . . + f (T n−1(x)).
We study potentials f satisfying the standard tempered distortion property.
Definition 1.4. Let f : J → R be a function. The n-th variation of f , denoted by
Varn( f ), is defined as
Varn( f ) := sup
w∈Λn: x,y ∈ In(w)
| f (x) − f (y)|.
A function f : J → R is said to fulfill the tempered distortion property if
Var1( f ) < ∞ and Varn( f ) → 0 as n → ∞. (1.5)
We prove the following.
Theorem 1.5. Let S be a conformal IFS, and let f : [0, 1]d → R+ be a positive
function. Assume that:
(H1) f fulfills the tempered distortion property (1.5).
(H2) Denoting
s( f ) = inf {s ≥ 0 : P(T,−s(log |T ′| + f )) ≤ 0}, (1.6)
where P is the pressure function associated with the IFS S (see Definition
2.2), one has s( f ) > dimH(J \ J∗).
Then
dimH R( f ) = s( f ).
Let us make some comments on our result:
• (H1) is a standard assumption on potentials.
• Observe that (H2) implies s( f ) > 0. When s( f ) = 0, it is always the truth
that dimH R( f ) = 0 (see Section 3 for the upper bound of the dimension of
R2( f ) which contains R( f )).
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• The Hausdorff dimension of R( f ) is given in terms of the pressure function.
This emphasizes our dynamical construction.
• Our assumption (H2) is mandatory in our approach since in our proof, we
build a Cantor set sitting on J, not on J∗. However, (H2) asserts that the
points we are interested in (with quantitative recurrence properties) form a
set with larger dimension than the points with multiple codings, and thus
the Cantor set sitting on J is the one giving the right dimension to R( f ).
• Assumption (H2) is obviously verified when d = 1, since in this case points
with multiple codings in conformal IFS are known to be countable, or for
IFS satisfying a strong open set condition. There are many other examples
for which the dimension of J \ J∗ is controlled (in terms of Hausdorff
dimension), but of course, for general IFS, (H2) may be difficult to check.
Our article is organized as follows. Section 2 contains some preliminary results.
In Sections 3 and 4, we prove respectively the upper and the lower bound for the
Hausdorff dimension of R( f ). In Section 5 we give some applications of our results
to some “exotic” sets related to Diophantine approximations.
2. Preliminaries
In this section, we define the cylinder set, present some well known results on
the pressure function, and give a modification in defining R( f ).
For any I ⊂ [0, 1]d , |I| stands for the diameter of I.
2.1. Cylinders. For each (w1, . . . ,wn) ∈ Λn, we call
In(w1, . . . ,wn) =
x ∈ J :
 ∃w
′ = (w′1,w′2, ...) ∈ ΛN such that π(w′) = x
and ∀ 1 ≤ i ≤ n, w′i = wi

a cylinder of order n or an nth order cylinder, which is the collection of the points
in J whose symbolic representations begin by (w1, . . . ,wn).
For any x ∈ J∗, denote by In(x) the nth order cylinder containing x.
Assume that x ∈ J∗, so that x = [w1,w2, · · · ] for some unique w = (w1,w2, ...) ∈
ΛN. For each n ≥ 1, set ξ = [wn+1,wn+2, ...] ∈ J∗. It is clear that T n◦φ(w1 ,··· ,wn)(ξ) =
ξ. This follows that
|(T n)′(x)| = |φ′(w1 ,··· ,wn)(ξ)|−1, with x = φw1,··· ,wn(ξ).
So by the bounded distortion property (1.4), we have that for any n ≥ 1 and w ∈ Λn,
K−1 ≤
∣∣∣∣∣∣∣
|φ′(w1 ,··· ,wn)(ξ1)|−1
|φ′(w1 ,··· ,wn)(ξ2)|−1
∣∣∣∣∣∣∣ ≤ K, for all ξ1, ξ2 ∈ X, (2.1)
and
K−1 ≤
∣∣∣∣∣ (T
n)′(x1)
(T n)′(x2)
∣∣∣∣∣ ≤ K, for all x1, x2 ∈ In(w) ∩ J∗. (2.2)
We call (2.2) the bounded distortion property of T , which provides us with a
good control on the diameter of a cylinder.
Recall that for the conformal IFS S, K is the constant appearing in the bounded
distortion property (1.4) and ρ is the uniform bound (1.3) for the contraction ratios
of the mappings (φi)i∈Λ.
Proposition 2.1. For any n ≥ 1 and (w1, . . . ,wn) ∈ Λn, the following holds:
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(1) For any x ∈ In(w1, . . . ,wn), the diameter of In(w1, . . . ,wn) satisfies
K−1|φ′(w1,...,wn)(x)|−1 ≤
∣∣∣In(w1, . . . ,wn)∣∣∣ ≤ K|φ′(w1 ,...,wn)(x)|−1. (2.3)
(2) For every 1 ≤ k ≤ n,
K−1 ≤ |In(w1, . . . ,wn)||Ik(w1, . . . ,wk)| · |In−k(wk+1, . . . ,wn)| ≤ K.
(3) One always has |In(w1, . . . ,wn)| ≤ ρn.
Remark 1. We choose to take the same constant K > 1 in all the bounded distortion-
like inequalities, to facilitate the notations.
We end with another remark about the definition of T that will help us with our
readability.
Remark 2. When x ∈ In(w), T (x) is not uniquely defined, since a point x may have
multiple codings. But when there is no possible confusion, i.e. when we explicitly
mention that x ∈ In(w), we will denote by T nx the point (φw)−1(x). This slight
abuse of notation will ease our definitions. In particular, when x ∈ In(w),
• (2.1) and (2.2) coincide.
• if ψ : J → R is any function and any x = [w1,w2, · · · ] ∈ J, the Birkhoff
sum S nψ(x) means
S nψ(x) = ψ(x) + ψ((φw1)−1)(x) + ψ((φ(w1,w2))−1)(x) + ... + ψ((φ(w1 ,w2,...,wn−1))−1)(x),
which coincides with
S nψ(x) = ψ(x) + ψ(T x) + ... + ψ(T n−1x)
when x ∈ J∗.
2.2. Pressure function. The topological pressure function P(T, ψ), with a poten-
tial ψ, for a conformal iterated function system is defined as follows:
P(T, ψ) = lim
n→∞
1
n
log
∑
w:w∈Λn
sup
x∈In(w)
{
eS nψ(x)
}
. (2.4)
The existence of the limit follows from the sub-multiplicativity property: for any
w ∈ Λn and v ∈ Λm,
sup
x∈In+m(w,v)
{
eS n+mψ(x)
} ≤ sup
x∈In(w)
{
eS nψ(x)
} · sup
x∈Im(v)
{
eS mψ(x)
}
.
In the following, only the potential ψs = −s( f +log |T ′|) with s ≥ 0 is concerned.
It is easy to check that this mapping ψs satisfies the tempered distribution property
(1.5). In this case, it is classical to see that the limit in (2.4) is the same when
the supremum over x ∈ In(w) is replaced by eS nψ(x), for any choice of x ∈ In(w).
Hence, in the sequel, when we need to take a point x in In(w) = In(w1, . . . ,wn), we
use the generic notation x = [w] = [w1, . . . ,wn]. Finally,
Definition 2.2. The pressure function reduces to the following form:
P(T, ψs) = lim
n→∞
1
n
log
∑
w∈Λn
(∣∣∣(T n)′([w])∣∣∣−1e−S n f ([w]))s , (2.5)
where we use the abuse of notation (T n)′([w]) to express (φw)−1(x) for some point
x ∈ In(w).
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Let A be a finite subset of Λ, and let
JA =
{
x ∈ J : ∃ w ∈ AN such that π(w) = x
}
.
Then (JA∩J∗, T ) is a sub-system of (J∗, T ). We also define the pressure function
restricted naturally associated with JA as:
PA(T, ψs) = lim
n→∞
1
n
log
∑
(w1,...,wn)∈An
(∣∣∣(T n)′([w])∣∣∣−1e−S n f ([w]))s .
Applying the tempered distortion property of the potential ψs, we have the fol-
lowing continuity property of the pressure function.
Proposition 2.3 ([21]). One has
(1) Let (ψns )n≥1 be a sequence of functions converging to ψs in the supremum
norm. Then limn→∞ P(T, ψns ) = P(T, ψs)
(2) One has
P(T, ψs) = sup
{
PA(T, ψs) : A is a finite subset of Λ
}
.
2.3. Refinement on R( f ) and simplification of the problem. In this short sec-
tion, we will give some modifications on R( f ) at first, and then explain that The-
orem 1.5 can be deduced by restricting S being only a finite conformal iterated
function system.
Let us introduce the sets
R1( f ) :=
{
x ∈ J : |T nx − x| < e−S n f (x) for infinitely many n ∈ N
}
,
and
R2( f ) =
∞⋂
N=1
∞⋃
n=N
⋃
(w1,...,wn)∈Λn
{
x ∈ In(w1, . . . ,wn) : |T nx − x| < e−S n f ([w1,...,wn])
}
.
Recall that in the two preceding formulae, T nx stands for (φw)−1(x) when x < J∗.
In particular, the sets R1( f ) and R2( f ) are included in J (not in J∗), and the set
we are really interested in, R( f ), is included in R1( f ). More precisely, it consists
exactly in the points belonging to R1( f ) and J∗ simultaneously.
In the definition of R( f ) and R1( f ), the shrinking speed e−S n f (x) depends on x.
This makes the things a little uneasy to manage since x has not been determined
yet. We relax the dependence of the shrinking speed on x as follows. Fix ε > 0.
By the tempered distortion property of f , there exists an integer N0 = N(ε, f ) such
that for any n ≥ N0,∣∣∣S n f (x) − S n f (y)∣∣∣ < nε, ∀ w ∈ Λn, x, y ∈ In(w). (2.6)
It follows from the inequality (2.6) that one has the successive embedding
for every ε > 0, R2( f + ε) ⊂ R1( f ) ⊂ R2( f − ε). (2.7)
Applying the continuity of the pressure function (Proposition 2.3 (1)), in order to
prove that the Hausdorff dimension of R1( f ) is equal to s( f ) (defined by formula
(1.6)), it suffices to show that
dimH R2( f ) = s( f ). (2.8)
Let us explain why this is enough to get Theorem 1.5. Assume that (2.8) is
proved. Obviously, this property combined with (2.7) imply that dimH R1( f ) =
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s( f ). By our assumption (H2), which states that the Hausdorff dimension of J \ J∗
(the set of points with multiple codings) is strictly less than s( f ), it follows that
necessarily
dimH((J \ J∗) ∩ R1( f )) < dimH(J \ J∗) = s( f ).
This yields that
dimH(J∗ ∩ R1( f )) = s( f ).
Recalling that J∗ ∩ R1( f ) = R( f ), this concludes the proof of Theorem 1.5.
A last simplification consists in applying the second item of Proposition 2.3,
which authorizes us to restrict ourselves to finite confomal systems. Finally, Theo-
rem 1.5 will follow if we can show the following result.
Theorem 2.4. Let S be a finite conformal IFS on [0, 1]d . Assume that f has tem-
pered distortion property. The Hausdorff dimension of R2( f ) is s( f ) = inf{s ≥ 0 :
P(T,−s(log |T ′| + f )) = 0}.
3. Upper bound for the Hausdorff dimension of R2( f )
Recall that now Λ is supposed to be a finite set of indices.
The argument on the upper bound of dimH R2( f ) is quite standard by using its
natural covering systems. Recall that
R2( f ) =
∞⋂
N=1
∞⋃
n=N
⋃
(w1 ,...,wn)∈Λn
Jn(w1, . . . ,wn), (3.1)
where
Jn(w1, . . . ,wn) =
{
x ∈ In(w1, . . . ,wn) :
∣∣∣T nx − x∣∣∣ < e−S n f ([w1 ,...,wn])}. (3.2)
One needs to keep in mind that T nx stands for (φ(w1,...,wn))−1(x) when x ∈ In(w1, . . . ,wn),
even when x < J∗. Then for each N ≥ 1, the collection of sets{
Jn(w1, . . . ,wn) : (w1, . . . ,wn) ∈ Λn, n ≥ N
}
is a natural covering system of R2( f ). Now we estimate the diameter of Jn(w1, . . . ,wn)
for any (w1, . . . ,wn) ∈ Λn.
Lemma 3.1. For any n ≥ 1 large enough and w = (w1, . . . ,wn) ∈ Λn,∣∣∣Jn(w1, . . . ,wn)∣∣∣ ≤ 2K∣∣∣(T n)′([w1, . . . ,wn])∣∣∣−1 · e−S n f ([w1 ,...,wn]).
Proof. Fix n ≥ 3 and w = (w1, . . . ,wn) ∈ Λn, and consider y = [w∞] the infinite
word with a periodic symbol representation of period w. By construction, y ∈ In(w)
and T n(y) = y, hence y ∈ Jn(w). For any other point x ∈ Jn(w), the triangle
inequality gives that
|T nx − T ny| ≤ |T nx − x| + |x − y| + |y − T ny| ≤ e−S n f ([w1 ,...,wn]) + |x − y|.
Here, T n means (φw)−1, which is an expansive mapping (essentially due to (1.3)).
If x˜ = T nx and y˜ = T ny, one has
|x − y| = |φw(x˜) − φw(y˜)| ≤ sup
z∈In(w)
|φ′w(z)| · |x˜ − y˜| = sup
z∈In(w)
|(T n)′(z)|−1 · |T nx − T ny|.
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From the last two inequalities, we deduce that
|x − y| <

 sup
z∈In(w)
|(T n)′(z)|−1

−1
− 1

−1
· e−S n f ([w1 ,...,wn]).
The term supz∈In(w) |(T n)′(z)|−1 is large since φ−1w is expansive, thus for n large,
|x − y| < 2 sup
z∈In(w)
∣∣∣(T n)′(z)∣∣∣−1 · e−S n f ([w1 ,...,wn]),
and the result follows by the bounded distortion property (2.1) and (2.2). 
We conclude now regarding the upper bound for the Hausdorff dimension of
R2( f ). By Lemma 3.1, and using{
Jn(w1, . . . ,wn) : (w1, . . . ,wn) ∈ Λn, n ≥ N
}
as covering of R2( f ), the s-dimensional Hausdorff measure H s of R2( f ) can be
estimated as
H s(R2( f )) ≤ lim inf
N→∞
∞∑
n=N
∑
w∈Λn
∣∣∣Jn(w)∣∣∣s
≤ (2K)s lim inf
N→∞
∞∑
n=N
∑
w∈Λn
(∣∣∣(T n)′([w])∣∣∣−1 · e−S n f ([w]))s .
Thus by the definitions of the pressure function P (2.5) and s( f ) (2.8), the above
estimation yields that for every fixed s > s( f ), the s-dimensional Hausdorff mea-
sure H s(R2( f )) is zero. This gives that dimH R2( f ) ≤ s. Since this holds true for
every s > s( f ), the conclusion follows.
4. Lower bound for the Hausdorff dimension of R2( f )
4.1. Preliminaries. Let us introduce
η := min{|φ′i(x)| : x ∈ J, i ∈ Λ} and ηm = min
{
|Im(w)| : w ∈ Λm
}
, (4.1)
and recall that
ρ := max{|φ′i(x)| : x ∈ J, i ∈ Λ} < 1.
Since S is a finite conformal iterated function system, by the bounded distortion
property (1.4), we have η > 0 (and thus ηm > 0). Besides Proposition 2.1 on the
diameter of a cylinder, we also have that
η ≤ |In(w1, . . . ,wn)||In−1(w1, . . . ,wn−1)| ≤ 1 (4.2)
for any (w1, . . . ,wn) ∈ Λn and n ≥ 1. Moreover, since S is finite and f satisfies the
tempered distortion, we have
‖ f ‖∞ = sup{| f (x)| : x ∈ J} < ∞.
Now we define some numbers which are closely connected with the dimension
of R2( f ).
By the definitions of the pressure function P and s( f ), the following is a standard
result.
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Proposition 4.1. For each n ≥ 1, define sn( f ) as the unique solution to∑
(w1 ,...,wn)∈Λn
(∣∣∣(T n)′([w])∣∣∣−1 · e−S n f ([w]))s = 1. (4.3)
Then limn→∞ sn( f ) = s( f ).
The lower bound of the Hausdorff dimension of R2( f ) will be estimated by using
the classical mass distribution principle. For this purpose, we are going to construct
a Cantor set F∞ inside R2( f ) and simultaneously a probability measure µ supported
on F∞, with the correct scaling behavior. More precisely we are going to show that,
for every x ∈ F∞, the lower local dimension of µ at x satisfies
lim inf
r→0
log µ(B(x, r))
log r
≥ s( f ).
Then by the mass distribution principle [9, Proposition 4.2], we conclude that
dimH F∞ ≥ s( f ).
This yields Theorem 2.4, and as we explained in Section 2.3, this also finishes the
proof of Theorem 1.5.
A general idea to find points in R2( f ) (defined by (3.1) and (3.2)) is outlined in
the following fact which was also used in [27] in order to study the quantitative
recurrence properties in beta expansions:
Two points x and y are close when their symbolic representations share a com-
mon prefix for a long run. As far as the points x and y = T nx are concerned, they
are close enough when there is a repetitive prefix in the symbolic representation of
x.
Utilizing the above idea, we present a way to realize the event Jn(w1, . . . ,wn)
rigorously.
Lemma 4.2. Let w ∈ Λ∗ be a finite word of length n and r > 0. Write w = w∞ the
infinite periodic word with periodic pattern w. Consider the unique integer t such
that
|It(w)| < r ≤ |It−1(w)|.
Then for any x ∈ In+t(w), one has∣∣∣T nx − x∣∣∣ ≤ |It(w)| < r.
Let w∗ be the word w|t. Then,
|In+t(ww∗)| ≥ K−1ηr|In(w)|. (4.4)
Lemma 4.2 will be used along the proof of Theorem 2.4.
Proof. Again, notice that T n means φ−1w when x ∈ In+t(w). For any x ∈ In+t(w), by
the periodicity of w, we have T nx ∈ It(w). This means that both x and T nx are in
the same cylinder It(w). Trivially,∣∣∣T nx − x∣∣∣ ≤ |It(w)| < r.
If w∗ = w|t, by construction, one has
|T nx − x| < r, for all x ∈ In+t(ww∗),
and by Proposition 2.1 and (4.2) that
|In+t(ww∗)| ≥ K−1|In(w)| · |It(w∗)| ≥ K−1|In(w)| · ηr.
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
We will also use repeatedly the following lemma.
Lemma 4.3. There exists a constant η˜ > 0 (depending on the dimension d only)
such that for every large integer m, for every finite word v ∈ Λ∗ of length t ≥ 0,
there exists a subfamily Γ(v) of Λm such that∑
w∈Γ(v)
(∣∣∣(T m)′([w])∣∣∣−1 · e−S m f ([w]))sm( f ) ≥ η˜, (4.5)
and additionally, for any w,w′ ∈ Γ(v) with w , w′, the distance between It+m(vw)
and It+m(vw′) is larger than ηm|It(v)|.
Proof. Recall the definitions (4.1) and (4.3) of ηm and sm( f ).
Let us recall a geometric consequence of bounded distortion property:
φw
(
B(x, r)
)
⊃ B
(
φw(x), K−1|φ′w|r
)
(4.6)
for every x ∈ X, every 0 < r ≤ dist(X, ∂U) and every word w ∈ Λ∗.
Let It(v) be a cylinder of order t and let
S(v) =
{
It+m(v,w) : w ∈ Λm
}
.
We first prove that there exists a partition of S(v) by at most (33Kd)d families
inside each of which the members are apart from each other with a distance at least
ηm|It(v)|. The proof uses the same ideas as the Besicovitch’s covering lemma [19].
Assume that we are given as many as possible “baskets” {Fi}i≥1. We will put
the elements in S into these baskets one by one in the following way. At first
we arrange the elements in S according to their diameters in a decreasing order,
denoted by L1, L2, . . .. The process begins as follows.
Put L1 to F1. If L2 lies apart from L1 with a distance larger than ηm|It(v)|, put L2
into F1, otherwise put it into F2. Assume that L1, L2, . . . , Lk have already been put
into a finite number of baskets denoted by F1, . . . ,Fi0 . If exist, choose the smallest
integer 1 ≤ i ≤ i0 such that Lk+1 lies apart from every element in Fi with a distance
larger than ηm|It(v)|, and then put Lk+1 into Fi. If such an integer i does not exist,
put Lk+1 into the new basket Fi0+1. In this way, we give a partition of S.
Further we prove that at most κ = (33Kd)d many baskets are used. Assume on
the contrary that the baskets F1, . . . ,Fκ,Fκ+1 are all nonempty. Let L be the first
element put into Fκ+1. By the process above, at this moment, the first κ baskets
{Fi, 1 ≤ i ≤ κ} are all nonempty and the diameters of the elements in these baskets
are all greater than that of L. Moveover, since L is put into a new basket Fκ+1, for
each 1 ≤ i ≤ κ, there exists an element denoted by It+m(v,wi) ∈ Fi lying within a
distance less than ηm|It(v)| from L.
Write r = |L| ≥ ηm|It(v)| and L ⊂ B(x0, r) for some x0 ∈ X. Then
It+m(v,wi) ∩ B(x0, 2r) , ∅, for all 1 ≤ i ≤ κ.
Fix one integer 1 ≤ i ≤ κ. We will construct a ball inside It+m(v,wi) lying close to
the ball B(x0, 2r).
Let r1 = 1/4|φ′v,wi |−1r. Since r = |L| ≤ |It+m(v,wi)|, r1 ≤ 1/4. Let y0 ∈ [0, 1]d
such that
φv,wi (y0) ∈ It+m(v,wi) ∩ B(x0, 2r).
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Since r1 is small, there is enough room for us to find a cube Ci in (0, 1)d with
sidelength r1 and one vertex y1 lying within a distance ≤ r1 from y0. On one hand,
by (4.6), the set φv,wi(Ci) contains a ball Bi with radius ≥ 18K r inside φv,w1 ((0, 1)d).
On the other hand, this ball Bi lies close to B(x0, 2r) in the following sense: for any
y ∈ Ci,
|φv,wi(y) − x0| ≤ |φv,wi (y) − φv,wi(y1)| + |φv,wi (y1) − φv,wi (y0)| + |φv,wi (y0) − x0|
≤
√
d|φ′v,wi |r1 + |φ′v,wi |r1 + 2r
=
√
dr/4 + r/4 + 2r ≤ 4dr.
As a result, Bi ⊂ B(x0, 4dr).
Finally, for each 1 ≤ i ≤ κ, we have constructed a ball Bi with radius ≥ 18K r
inside φv,w1 ((0, 1)d) and contained in B(x0, 4dr). By the open set condition, all
these balls {Bi : 1 ≤ i ≤ κ} are disjoint. Thus, a simple volume argument yields
that
κ · ( 1
8K
r)dVol(B(0, 1)) ≤
κ∑
i=1
Vol(Bi) ≤ Vol(B(x0, 4dr)) ≤ (4dr)dVol(B(0, 1)).
This follows that κ ≤ (32dK)d , a contradiction.
The latter proves that the cylinders S(v) can by divided into at most (33Kd)d
families (Fi) of pairwise disjoint balls. Hence, at least for one family Fi, one
necessarily has∑
w∈Λm:It+m(v,w)∈Fi
(∣∣∣(T m)′([w])∣∣∣−1 ·e−S m f ([w]))sm( f )
≥ 1(33Kd)d
∑
w∈Λm
(∣∣∣(T m)′([w])∣∣∣−1 ·e−S m f ([w]))sm( f ) ≥ 1(33Kd)d ,
where the definition (4.3) of sm( f ) has been used. This proves the lemma by choos-
ing η˜ = 1(33Kd)d . 
4.2. The Cantor subset. We define a Cantor subset F∞ of R2( f ) level by level.
Recall that necessarily s( f ) > 0 due to our assumption (H2). From another point
of view, there is nothing need to be proven when s( f ) = 0, since the dimension of
R2( f ) is always bounded from above by s( f ) (see Section 3).
Now, fix a small positive number
0 < ε < 1
2
min(s( f ),− log ρ),
where ρ is given by (1.3). Then choose a large integer m such that for any n ≥ m,
the following four conditions are fulfilled:
• for every word w of length n and every x, y ∈ In(w),
|S n f (x) − S n f (y)| ≤ εn, (4.7)
followed by the tempered distortion property of f .
• one has
|sm( f ) − s( f )| < ε. (4.8)
followed by Proposition 4.1.
QUANTITATIVE RECURRENCE IN CONFORMAL IFS 13
• for every w ∈ Λm,(∣∣∣(T mw )′([w])∣∣∣−1 · e−S m f ([w])
) 4ε
− log ρ ≤ K−2e−3mε. (4.9)
• m is so large that
emε ≥ K2. (4.10)
Observe that the third inequality can be realized since
∣∣∣(T mw )′([w])∣∣∣−1 ≤ ρm and
f is positive. More precisely,(∣∣∣(T mw )′([w])∣∣∣−1 · e−S m f ([w])
) 4ε
− log ρ ≤ (ρm) 4ε− log ρ ≤ e−4mε.
From now on the integer m is fixed ensuring that (4.7), (4.8), (4.9) and (4.10)
are all fulfilled.
4.2.1. Level 1 of the Cantor set. Let n0 ≥ 1 be an integer such that (2K)−1η−n0 ≥ 2,
t0 = 1 and let m1 be a multiple of m such that
m1 ≥ n0 + t0 and n0 + t0‖ f ‖∞ ≤ m1ε.
We write
m1 = ℓ1m.
Applying Lemma 4.3 to v = ∅ gives us a subfamily Γ(∅) ⊂ Λm of words such
that the cylinders {Im(w1),w1 ∈ Γ(∅)} are far away from each other, and satisfy
(4.5). Then, we define a sequence of sub-cylinders of v = ∅: First let Γ1 = Γ(∅) and
define
F
(1)
1 =
{
Im(w1) : w1 ∈ Γ1
}
.
Assume that for every 1 ≤ i ≤ ℓ, a finite set of words Γi of length m has been
constructed, and that the collection of cylinders of order ℓm
F
(ℓ)
1 =
{
Iℓm(w1, . . . ,wℓ) : for every 1 ≤ i ≤ ℓ, wi ∈ Γi
}
has been defined. Then for each word v = (w1, . . . ,wℓ) ∈ ∏ℓi=1 Γi of length ℓm,
applying Lemma 4.3 to v gives us a family Γℓ+1 of words of length m (i.e. Γℓ+1 ⊂
Λm). Then one sets
F
(ℓ+1)
1 =
{
I(ℓ+1)m(w1, . . . ,wℓ,wℓ+1) : for every 1 ≤ i ≤ ℓ + 1, wi ∈ Γi
}
.
Iterating this procedure until ℓ = ℓ1, we obtain the collection of cylinders of order
ℓ1m = m1 as
F
(ℓ1)
1 =
{
Im1 (w1, . . . ,wℓ1) : for every 1 ≤ i ≤ ℓ1, wi ∈ Γi
}
.
Further, for each (w1, . . . ,wℓ1) with wi ∈ Γi (1 ≤ i ≤ ℓ1), we apply Lemma 4.2
to the word
w(1) = (w1, . . . ,wℓ1) and r = e−S m1 f ([w
(1)]),
to get a word w(1,∗) of length t1, satisfying the conditions of Lemma 4.2, i.e.
Im1+t1 (w(1),w(1,∗)) ⊂ Jm1(w(1)),∣∣∣Im1+t1 (w(1),w(1,∗))∣∣∣ ≥ K−1η∣∣∣Im1 (w(1))∣∣∣ · e−S m1 f ([w(1)]).
Recall the definition (3.2) of Jn(w).
Finally, let us set n1 = m1 + t1 and define
F1 =
{
In1 (w(1),w(1,∗)) : w(1) = (w1, · · · ,wℓ1) and ∀ 1 ≤ j ≤ ℓ1, w j ∈ Γ j
}
,
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a collection of cylinders, and
G1 =
{
(w(1),w(1,∗)) : w(1) = (w1, · · · ,wℓ1) and ∀ 1 ≤ j ≤ ℓ1, w j ∈ Γ j
}
,
a collection of words corresponding to the cylinders in F1. Both of them are called
the first level of the Cantor set if no confusions arise.
Remark 3. Note that the family Γi depends on the previous families Γ1, · · · , Γi−1.
For simplicity, we don’t emphasis this dependence in notation.
Remark 4. Pay attention to the fact that the length of w(1,∗) (i.e. the integer t1)
depends on w(1) in Lemma 4.2. Thus for different words w(1), the integer n1 may
be different. We omit the dependence in the notation for clarity, but one needs to
keep that property in mind. Nevertheless, there is a uniform upper bound for these
integers t1. More precisely, by the choice of t1 in Lemma 4.2 we have
e−m1‖ f ‖∞ ≤ e−S m1 f ([w(1)]) ≤ |It1−1
((w(1))∞)| ≤ Kρt1−1.
This yields
t1 ≤ −m1‖ f ‖∞ log ρ + 1.
4.2.2. k-th level of the Cantor set. Assume that the (k−1)th level Fk−1, a collection
of cylinders, and simultaneously Gk−1, a collection of words corresponding to the
cylinders in Fk−1, of the Cantor set have been constructed.
We can choose mk such that mk is a multiple of m so large that if
n˜k−1 := max{nk−1 : nk−1 is associated with the order of a cylinder in Fk−1},
(4.11)
then
mk/k ≥ n˜k−1 and n˜k−1(1 + ‖ f ‖∞) ≤ mkε. (4.12)
We write
mk = mℓk.
Let ε(k−1) be a word in Gk−1, and Ink−1(ε(k−1)) the corresponding cylinder in Fk−1.
We start by applying Lemma 4.3 to the word v = ε(k−1) to get a subfamily
Γ1(ε(k−1)) ⊂ Λm satisfying the conditions of that lemma. Further, one sets
F
(1)
k
(
ε(k−1)
)
=
{
Ink−1+m(ε(k−1),w1) : w1 ∈ Γ1(ε(k−1))
}
.
As we did for the first step of the construction of the Cantor set, we assume that the
finite sets of words (Γi(ε(k−1)))i=1,...,ℓ of length m have been constructed, and that
the collection of cylinders of order nk−1 + ℓm
F
(ℓ)
k
(
ε(k−1)
)
=
{
Ink−1+ℓm(ε(k−1),w1, . . . ,wℓ) : ∀ 1 ≤ i ≤ ℓ, wi ∈ Γi(ε(k−1))
}
has been defined. Then for each word v = (ε(k−1),w1, . . . ,wℓ) with (w1, . . . ,wℓ) ∈∏ℓ
i=1 Γi(ε(k−1)) of length nk−1 + ℓm, applying Lemma 4.3 to v gives us a family
Γℓ+1(ε(k−1)) of words of length m, and one defines
F
(ℓ+1)
k
(
ε(k−1)
)
=
{
Ink−1+(ℓ+1)m(ε(k−1),w1, . . . ,wℓ+1) : ∀ 1 ≤ i ≤ ℓ + 1, wi ∈ Γi(ε(k−1))
}
.
Iterating this procedure until ℓ = ℓk, we obtain the collection of cylinders of order
nk−1 + mk
F
(ℓk)
k
(
ε(k−1)
)
=
{
Ink−1+mk (ε(k−1),w1, . . . ,wℓk ) : ∀ 1 ≤ i ≤ ℓk, wi ∈ Γi(ε(k−1))
}
.
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Remark 5. Observe that by Lemma 4.3 any two different cylinders
Ink−1+ℓm(ε(k−1),w1, . . . ,wℓ−1,wℓ) and Ink−1+ℓm(ε(k−1),w1, . . . ,wℓ−1,w′ℓ)
in F(ℓ)k
(
ε(k−1)
)
are separated by a distance at least ηm
∣∣∣Ink−1+m(ℓ−1)(ε(k−1),w1, . . . ,wℓ−1)∣∣∣.
Next, for every word ε(k−1) and every (w1, . . . ,wℓk ) with wi ∈ Γi(ε(k−1)) (1 ≤ i ≤
ℓk), applying Lemma 4.2 to
w(k) = (ε(k−1),w1, . . . ,wℓk ) and r = e−S nk−1+mk f ([w
(k)]) (4.13)
gives us a word w(k,∗) of length tk satisfying the conditions of Lemma 4.2, i.e.
Ink−1+mk+tk (w(k),w(k,∗)) ⊂ Jnk−1+mk (w(k)), (4.14)∣∣∣Ink−1+mk+tk (w(k),w(k,∗))∣∣∣ ≥ K−1η∣∣∣Ink−1+mk (w(k))∣∣∣ · e−S nk−1+mk f ([w(k)]).
Finally we introduce
Gk
(
ε(k−1)
)
=
(w(k),w(k,∗)) :
 w
(k) = (ε(k−1),w1, · · · ,wℓk)
with wi ∈ Γi(ε(k−1)), 1 ≤ i ≤ ℓk
 ,
and
Fk
(
ε(k−1)
)
=
{
Ink−1+mk+tk (w(k),w(k,∗)) : (w(k),w(k,∗)) ∈ Gk
(
ε(k−1)
)}
.
Definition 4.4. The kth level of the Cantor set is defined as
Fk =
⋃
ε(k−1)∈Gk−1
Fk
(
ε(k−1)
)
, Gk =
⋃
ε(k−1)∈Gk−1
Gk
(
ε(k−1)
)
.
Remark 6. As we noticed for G1, it is important to remember that we omit some
dependence in our notations. Every family of words Γℓ(ε(k−1)) depends on the
proceeding families Γi(ε(k−1)), i ≤ ℓ − 1. Similarly, the integer tk depends on w(k).
As before, there is a uniform upper bound for the integers tk. By Lemma 4.2 and
our choice (4.13) one has
e−(nk−1+mk)‖ f ‖∞ ≤ e−S nk−1+mk f ([w(k)]) ≤ |Itk−1
((w(k))∞)| ≤ Kρtk−1,
which gives
tk ≤ −(nk−1 + mk)‖ f ‖∞ log ρ + 1.
Remark 7. Observe that, although the words of Gk do not have the same length,
our choices (4.11) and (4.12) impose that for every k ≥ 2, words belonging to Gk
have lengths greater than all the words of Gk−1.
4.2.3. The Cantor set, and its first property.
Definition 4.5. The Cantor set F∞ is defined as
F∞ =
⋂
k≥1
⋃
Ink (ε(k))∈Fk
Ink (ε(k)) =
⋂
k≥1
⋃
ε(k)∈Gk
Ink (ε(k)).
Note that each word in Gk−1 is the prefix of some word in Gk. So we define G∞
as the limit of the sequence of the families {Gk}k≥1. Then each word in G∞ can be
expressed as
[w(1)1 , · · · ,w
(1)
ℓ1
,w(1,∗),w(2)1 , · · · ,w
(2)
ℓ2
,w(2,∗), · · · ,w(k)1 , · · · ,w
(k)
ℓk
,w(k,∗), · · · ].
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We also write G∞ formally as
G∞ =
⋂
k≥1
⋃
ε(k)∈Gk
ε(k).
The first lemma shows that the set F∞ is sitting on the right set of points.
Lemma 4.6. One has F∞ ⊂ R2( f ).
Proof. This is obvious since, by (4.14), any point x ∈ F∞ belongs to an infinite
number of cylinders Jn(w). 
The next lemma says that a point x ∈ F∞ may have multiple representations but
it corresponds only one word in G∞.
Lemma 4.7. For any x ∈ F∞, there exists a unique word ε(∞) ∈ G∞, such that
x = π(ε(∞)).
Proof. This follows from the fact that in the construction of F∞, the cylinders of a
fixed generation of the Cantor set are well separated. Indeed, if ε(k)1 and ε
(k)
2 belong
to Gk, either they have different “father” cylinders ε(k−1)1 and ε
(k−1)
2 , and Remark 5
applies to the distance between cylinders of generation k−1, or they have the same
father cylinder ε(k−1) and Remark 5 applies with cylinders of generation k. 
At last, we give a notation:
• For each ε(∞) ∈ G∞ and n ≥ 1, call In(ε(∞)) a basic cylinder of order n.
• For each x ∈ F∞, if it corresponds to ε∞ ∈ G∞, the cylinder containing x is
chosen to be the cylinder In(ε(∞)), i.e. In(x) := In(ε(∞)).
4.3. Supporting measure. For any finite word v ∈ Λ∗, let Γ(v) be the subfamily
of Λm chosen in Lemma 4.3 with respect to the word v. Then define s = sm,v as the
unique solution to the equation∑
w∈Γ(v)
(∣∣∣(T m)′([w])∣∣∣−1 · e−S m f ([w]))s = 1. (4.15)
We omit the dependence in f for sm,v for brevity.
We will use this equality to spread the mass of a cylinder In(v) to some of its
sub-cylinders In+m(vw).
Lemma 4.8. There exists a constant C independent of ε and v such that if sm,v is
defined by (4.15), then
0 ≤ sm( f ) − sm,v ≤ Cε.
Proof. We gather the information about the parameters. Fix one finite word v and
the associated family Γ(v). Let us denote αw =
∣∣∣(T m)′([w])∣∣∣−1 · e−S m f ([w]) for every
w ∈ Γ(v). We see that (4.15) implies
1 =
∑
w∈Γ(v)
α
sm,v
w =
∑
w∈Γ(v)
α
sm( f )
w α
sm,v−sm( f )
w ≥

∑
w∈Γ(v)
α
sm( f )
w
min{αsm,v−sm( f )w : w ∈ Γ(v)}.
Combining the last inequality with (4.5), it follows that
max{αsm( f )−sm,vw : w ∈ Γ(v)} ≥ η˜.
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By (4.9), one has (
K−2e−3mε
) − log ρ
4ε (sm( f )−sm,v) ≥ η˜.
Taking logarithm of both sides, one obtains
0 ≤ sm( f ) − sm,v ≤ ε 4 log η˜− log ρ(−2 log K − 3mε) ≤ ε
4 log η˜
log ρ log K .
Hence the result follows with C = 4 log η˜log ρ log K > 0. 
As we remarked after Lemma 4.7, for any x ∈ F∞, let In(x) = In(ǫ(∞)) where
ǫ(∞) is the unique word in G∞ corresponding to x.
We are now going to construct a measure supported on F∞. We write every
x ∈ F∞ as
x = [w(1)1 , . . . ,w
(1)
ℓ1
,w(1,∗),w(2)1 , . . . ,w
(2)
ℓ2
,w(2,∗), . . . ,w(k)1 , . . . ,w
(k)
ℓk
,w(k,∗), . . .]
= [ε(k−1),w(k)1 , . . . ,w
(k)
ℓk
,w(k,∗), . . .].
4.3.1. Measure of µ(In(x)) when n ≤ n1.
(a1) Consider a word (w(1)1 , . . . ,w(1)ℓ1 ) in
∏ℓ1
ℓ=1 Γℓ. For every 2 ≤ ℓ ≤ ℓ1, let s
(1)
ℓ
be the solution to (4.15) with respect to the word v = (w(1)1 , . . . ,w(1)ℓ−1). We set s(1)1
as the solution to (4.15) with respect to the word v = ∅.
When n = ℓm, for the word w˜(1)
ℓ
= (w(1)1 , . . . ,w(1)ℓ ) of length ℓm, set
µ(In(w˜(1)ℓ )) =
ℓ∏
i=1
(∣∣∣(T m)′([w(1)i ])∣∣∣−1 · e−S m f ([w(1)i ])
)s(1)i
.
This definition is consistent. More precisely, let Γℓ+1 := Γℓ+1(w˜(1)ℓ ) defined by
Lemma 4.3 with respect to w˜(1)
ℓ
. Then
∑
w∈Γℓ+1
µ(In(w˜(1)ℓ ,w)) =
∑
w∈Γℓ+1
ℓ∏
i=1
(∣∣∣(T m)′([w(1)i ])∣∣∣−1 · e−S m f ([w(1)i ])
)s(1)i
×
(∣∣∣(T m)′([w])∣∣∣−1 · e−S m f ([w]))s(1)ℓ+1
=
ℓ∏
i=1
(∣∣∣(T m)′([w(1)i ])∣∣∣−1 · e−S m f ([w(1)i ])
)s(1)i
×
∑
w∈Γℓ+1
(∣∣∣(T m)′([w])∣∣∣−1 · e−S m f ([w]))s(1)ℓ+1 (4.16)
=
ℓ∏
i=1
(∣∣∣(T m)′([w(1)i ])∣∣∣−1 · e−S m f ([w(1)i ])
)s(1)i
= µ(In(w˜(1)ℓ )),
where we used that (4.16) is equal to 1 by the definition of s(1)
ℓ+1 (4.15).
(a2) When n = ℓm + i with 0 ≤ ℓ < ℓ1 and 0 < i < m, the measure of a cylinder
associated with a word w of length n is simply defined as
µ(In(w)) =
∑
w˜
(1)
ℓ+1∈
∏ℓ+1
i=1 Γi: I(ℓ+1)m(w˜(1)ℓ+1)⊂In(w)
µ
(
I(ℓ+1)m(w˜(1)ℓ+1)
)
,
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i.e. the total mass of its offspring of order (ℓ + 1)m. This ensures the consistency
of our definition of the measure µ on all cylinders associated with words of length
≤ m1.
(a3) Now fix a word w˜(1)
ℓ1
= (w(1)1 , . . . ,w(1)ℓ1 ) in
∏ℓ1
ℓ=1 Γℓ, and consider the longer
word (w˜(1)
ℓ1
,w(1,∗)) = (w(1),w(1,∗)). For every m1 < n ≤ m1 + t1, the measure µ will
charge only one cylinder inside Im1 (w(1)), and thus the mass will stay the same.
More precisely, for every m1 < n ≤ m1 + t1, we set
µ
(
In(w(1),w(1,∗))
)
= µ(Im1(w(1))) =
ℓ1∏
i=1
(∣∣∣(T m)′([w(1)i ])∣∣∣−1 · e−S m f ([w(1)i ])
)s(1)i
.
This definition is consistent, because the cylinders Iℓ1m(w˜(1)) with w˜(1)ℓ1 ∈
∏ℓ1
ℓ=1 Γℓ
are disjoint and well separated.
4.3.2. Measure of µ(In(x)) when nk−1 < n ≤ nk.
Now we define the measure µ inductively, by using the same method as above.
Assume that for every word ε(k−1) ∈ Gk−1 the measure µ(In(ε(k−1))) has been
defined, for all n ≤ nk−1. We explain the way of constructing the measure on finer
cylinders.
We fix ε(k−1) ∈ Gk−1.
(b1) Consider a word (w(k)1 , . . . ,w(k)ℓk ) in
∏ℓk
ℓ=1 Γℓ(ε(k−1)). For every 2 ≤ ℓ ≤ ℓk,
let s(k)
ℓ
be the solution to (4.15) with respect to the word v = (ε(k−1),w(k)1 , . . . ,w(k)ℓ−1).
We set s(k)1 as the solution to (4.15) with respect to the word v = ε(k−1).
When n = nk−1 + ℓm, for the word w˜(k)ℓ = (w(k)1 , . . . ,w(k)ℓ ) of length ℓm, set
µ
(
In(ε(k−1), w˜(k)ℓ )
)
= µ
(
Ink−1(ε(k−1))
) ℓ∏
i=1
(∣∣∣(T m)′([w(k)i ])∣∣∣−1 · e−S m f ([w(k)i ])
)s(k)i
. (4.17)
This definition is consistent for the exact same reason as in Subsection 4.3.1.
Let Γℓ+1 := Γℓ+1(ε(k−1), w˜(k)ℓ ) defined by Lemma 4.3 with respect to (ε(k−1), w˜(k)ℓ ).
Then we have∑
w∈Γℓ+1
µ
(
In(ε(k−1), w˜(k)ℓ ,w)
)
=µ
(
Ink−1 (ε(k−1))
)
×
∑
w∈Γℓ+1
ℓ∏
i=1
(∣∣∣(T m)′([w(k)i ])∣∣∣−1 · e−S m f ([w(k)i ])
)s(k)i
×
(∣∣∣(T m)′([w])∣∣∣−1 · e−S m f ([w]))s(k)ℓ+1
=µ
(
Ink−1 (ε(k−1))
)
×
ℓ∏
i=1
(∣∣∣(T m)′([w(k)i ])∣∣∣−1 · e−S m f ([w(k)i ])
)s(k1)i
×
∑
w∈Γℓ+1
(∣∣∣(T m)′([w])∣∣∣−1 · e−S m f ([w]))s(k)ℓ+1
=µ
(
In(ε(k−1), w˜(k)ℓ )
)
,
where for the last equality we used the definition of s(k)
ℓ+1 (4.15).
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(b2) When n = nk−1 + ℓm + i with 0 ≤ ℓ < ℓk and 0 < i < m, the measure of a
cylinder associated with a word w of length n is
µ(In(w)) =
∑
w˜
(k)
ℓ+1∈
∏ℓ+1
i=1 Γi(ε(k−1)): Ink−1+(ℓ+1)m(ε(k−1),w˜
(k)
ℓ+1)⊂In(w)
µ
(
Ink−1+(ℓ+1)m(ε(k−1), w˜(k)ℓ+1)
)
,
i.e. the total mass of its offspring of order nk−1 + (ℓ + 1)m. This ensures the con-
sistency of our definition of the measure µ on all cylinders included in Ink−1 (ε(k−1))
associated with words of length ≤ nk−1 + mk.
(b3) It remains us to take care of the words of length between nk−1 + mk and
nk. Fix a word w˜(k)ℓk = (w
(k)
1 , . . . ,w
(k)
ℓk
) in ∏ℓk
ℓ=1 Γℓ(ε(k−1)), and consider the longer
word (ε(k−1), w˜(k)
ℓk
,w(k,∗)) = (w(k),w(k,∗)). For every nk−1 + mk < n ≤ nk−1 + mk + tk,
the measure µ will charge only one cylinder inside Ink−1+mk (ε(k−1), w˜(k)ℓk ): for every
nk−1 + mk < n ≤ nk−1 + mk + tk, we set
µ
(
In(w(k),w(k,∗))
)
= µ
(
Ink−1+mk (ε(k−1), w˜(k)ℓk )
)
.
This definition is consistent, because the cylinders associated with the words
(ε(k−1), w˜(k)
ℓk
) with w˜(k)
ℓk
∈∏ℓk
ℓ=1 Γℓ(ε(k−1)) are disjoint and well separated.
4.3.3. Conclusion.
The measure we have built satisfies the Kolmogorov’s Consistency Condition,
as we checked it along the construction through the definitions of the mass on the
disjoint cylinders of each generation Fk of the Cantor set F∞. Hence, it can be
uniquely extended into a Borel probability measure supported on F∞.
4.4. Diameters of basic cylinders. Recall that basic cylinders are those In(ǫ(∞))
with ǫ(∞) ∈ G∞. Now we estimate their diameters. Write x ∈ F∞ as
x = [w(1)1 , . . . ,w
(1)
ℓ1
,w(1,∗), . . . ,w(k)1 , . . . ,w
(k)
ℓk
,w(k,∗), . . .]
and as before for each k ≥ 1, let
w(k) = [w(1)1 , . . . ,w
(1)
ℓ1
,w(1,∗), . . . ,w(k)1 , . . . ,w
(k)
ℓk
] = [ε(k−1),w(k)1 , . . . ,w
(k)
ℓk
].
and nk−1 the length of the word ε(k−1) and nk−1 + ℓkm the length of the word w(k).
(l1) When n = nk: By (4.4) and (4.13), we have
|Ink (x)| ≥ K−1η|Ink−1+mk (x)| · e−S nk−1+mk f ([w
(k)]).
In addition, one has by Proposition 2.1
|Ink−1+mk (x)| ≥ K−1|Ink−1+(mk−m)(x)| · |Im(w(k)ℓk )|
≥ K−2|Ink−1+(mk−2m)(x)| · |Im(w(k)ℓk−1)| · |Im(w
(k)
ℓk
)|
≥ ...
≥ K−ℓk |Ink−1 (x)| ·
ℓk∏
ℓ=1
|Im(w(k)ℓ )|.
By (2.3), one also has for every ℓ
|Im(w(k)ℓ )| ≥ K−1|(T m)′(w(k)ℓ )|−1.
Moreover, by the tempered distortion (4.7) of f , we have
S nk−1+mk f ([w(k)]) ≤ nk−1‖ f ‖∞ + S mk f ([w(k)1 , . . . ,w(k)ℓk ]).
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and
∣∣∣∣S ℓkm f ([w(k)1 , . . . ,w(k)ℓk ]) −
ℓk∑
j=1
S m f ([w(k)j ])
∣∣∣∣ ≤ ℓkmε = mkε.
One deduces that
|Ink (x)| ≥ηK−2ℓk−1|Ink−1 (x)| ·

ℓk∏
ℓ=1
|(T m)′(w(k)
ℓ
)|−1e−S m f ([w(k)j ])
 · e−nk−1‖ f ‖∞−mkε.
Recalling (4.12) and (4.9), (4.10), one has
|Ink (x)| ≥ |Ink−1 (x)| ·

ℓk∏
ℓ=1
|(T m)′(wℓ)|−1e−S m f ([w
(k)
j ])

1+ 4ε− log ρ
.
Then by iteration we arrive that
|Ink (x)| ≥
k∏
j=1

ℓ j∏
ℓ=1
∣∣∣(T m)′([w( j)
ℓ
])
∣∣∣−1 · e−S m f ([w( j)ℓ ])

1+ 4ε− log ρ
. (4.18)
(l2) When n = nk−1 + ℓ′m, with 1 ≤ ℓ′ ≤ ℓk: By Proposition 2.1, we have
|In(x)| ≥ K−1|Ink−1 (x)| · K−ℓ
′
ℓ′∏
ℓ=1
∣∣∣(T m)([w(k)
ℓ
])
∣∣∣−1.
By (4.9), one has for every w ∈ Λm
K−1 ≥
(∣∣∣(T mw )′([w])∣∣∣−1 · e−S m f ([w])
) 4ε
− log ρ
e3mε.
Hence, using (4.10), one deduces that
|In(x)| ≥
k−1∏
j=1

ℓ j∏
ℓ=1
∣∣∣(T m)′([w( j)
ℓ
])
∣∣∣−1 · e−S m f ([w( jℓ ])

1+ 4ε− log ρ
×

ℓ′∏
ℓ=1
∣∣∣(T m)′([w(k)
ℓ
])
∣∣∣−1 · e−S m f ([w(k)ℓ ])

1+ 4ε− log ρ
. (4.19)
(l3) When n = nk−1 + ℓ′m + i for 0 ≤ ℓ′ < ℓk and 1 ≤ i < m: In this case, we
need only to see that
ηm ≤ |In(x)||Ink−1+ℓ′m(x)|
≤ 1. (4.20)
4.5. Ho¨lder exponent of µ. We consider the measure µ on basic cylinders in the
construction of the Cantor set F∞. Let n = nk−1 + ℓ′m, with 0 ≤ ℓ′ < ℓk. We use
(4.17) to see that
µ
(
In(x)
)
=
k−1∏
i=1
ℓi∏
ℓ=1
(∣∣∣(T m)′([w(i)
ℓ
])
∣∣∣−1 · e−S m f ([w(i)ℓ ]))s(i)ℓ
×
ℓ′∏
ℓ=1
(∣∣∣(T m)′([w(k)
ℓ
])
∣∣∣−1 · e−S m f ([w(k)ℓ ]))s(k)ℓ .
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We apply (4.8) and Lemma 4.8 to see that every real number s(i)
ℓ
appearing in
the above product satisfies
|s(i)
ℓ
− s( f )| ≤ |s(i)
ℓ
− sm( f )| + |sm( f ) − s( f )| ≤ (C + 1)ε.
By (4.18) and (4.19) and the inequality above, one gets directly that
µ
(
In(x)
)
≤ |In(x)|sε , where sε := s( f ) − (C + 1)ε1 + 4ε− log ρ
.
Up to a constant M depending on the IFS and the integer m only, due to (4.20),
if n = nk−1 + ℓ′m + i, with 0 ≤ ℓ′ < ℓk and 0 ≤ i ≤ m, one has
µ
(
In(x)
)
≤ M|In(x)|sε . (4.21)
Finally, for the cylinders In(x) with nk−1 + mk < n ≤ nk − 1, the inequality is
obvious since
µ(In(x)) = µ(Ink (x)) ≤ |Ink (x)|sε ≤ |In(x)|sε .
We have checked that (4.21) holds true on the basic cylinders appearing in the
construction of the Cantor set F∞. It remains us to cheek that it holds for all balls
B(x, r) ⊂ [0, 1]d .
Consider one such ball B(x, r) such that µ(B(x, r)) > 0. Let us denote by k the
unique generation such that B(x, r) intersects at least two basic cylinders of level k
in the construction of the Cantor set F∞ and only one of level k − 1.
Now let ℓ be the largest integer such that B(x, r) intersects only one cylinder I of
order nk−1 + ℓm. Observe that with this definition one may have ℓ ∈ {0, 1, ..., ℓk −
1}. The maximality of ℓ ensures us that B(x, r) intersects at least two sub-basic
cylinders of order nk−1 + (ℓ + 1)m. Thus the diameter of the ball B(x, r) must be
larger than the gap between these basic cylinders.
As a result, by Lemma 4.3 (see also Remark 5), one has
|B(x, r)| ≥ ηm|I| and µ(B(x, r)) ≤ µ(I) ≤ M|I|sε ,
thus
µ(B(x, r)) ≤ (Mη−sεm )|B(x, r)|sε .
In conclusion, (4.21) holds true for any ball B(x, r) ⊂ [0, 1]d up to the modification
of the constant M into Mη−sεm .
The mass distribution principle yields that
dimH F∞ ≥ sε.
Since dimH R2( f ) ≥ dimH F∞ and limε→0 sε = s( f ), the conclusion follows, and
Theorem 2.4 is proved.
5. Applications
Roughly speaking, the set R( f ) concerns the distribution of periodic points, so
Theorem 1.5 can be applied to study some Diophantine problems. In particular
we apply Theorem 1.5 to prove a result concerning the approximation of reals by
quadratic algebraic numbers with purely periodic continued fraction expansions;
when apply Theorem 1.5 to the 3-adic expansion on triadic Cantor set, we can
answer (partially) a question posed by K. Mahler [18].
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5.1. Recurrence properties in b-adic expansion. Let b ≥ 2 be an integer and T
the b-adic expansion given by T x = bx − ⌊bx⌋ for x ∈ [0, 1]. Then the system
([0, 1], T ) can be viewed as a conformal IFS with
S =
{
φi(x) = x + ib : 0 ≤ i < b
}
.
Following from Boshernitzan’s result [5], for almost all x ∈ [0, 1],
lim inf
n→∞ n|T
nx − x| < ∞.
If we take f (x) = t log b as potential in Theorem 1.5, one gets the following from
Theorem 1.5:
Theorem 5.1. For any t ≥ 0, the Hausdorff dimension of the set{
x ∈ [0, 1] : |T nx − x| < b−tn, for infinitely many n ∈ N
}
,
is 1/(1 + t).
It is immediate since in this case P(T,−s(log |T ′| + f )) = 1 − s(1 + t).
Let us take another example: Choosing b = 2 and the potential f equal to f (x) =
t log b1 [0,1/2)(x), we get the following “exotic” result, where the approximation rate
of a point x depends on the frequency of zeros in its dyadic decomposition.
Theorem 5.2. For every x ∈ [0, 1] with unique dyadic decomposition x = x1x2...
with xn ∈ {0, 1}, let ξn(x) = #{1 ≤ i ≤ n : xi = 0} be the number of zeros amongst
the first n digits of x. For any t ≥ 0, the Hausdorff dimension of the set{
x ∈ [0, 1] : |T nx − x| < b−tφn(x) for infinitely many n ∈ N
}
,
is the unique solution to the equation 1 + 2ts = 2s(t+1).
An immediate computation shows that
P(T,−s(log |T ′| + f )) = log
(
2−s(t+1)(1 + 2ts)
)
.
5.2. Recurrence properties in continued fraction system. The system of con-
tinued fraction is given by
T0 = 0, T x = 1/x − ⌊1/x⌋, x ∈ [0, 1),
It is a classic conformal iterated function system generated by
S =
{
φi(x) = 1/(i + x) : i ∈ N
}
.
Theorem 1.5 applies to this system.
5.3. Approximation by purely periodic quadratic numbers. Let A˜2 denote the
class of quadratic algebraic numbers in [0, 1] with purely periodic continued frac-
tions. Instead of approximating reals by rationals, we consider the approximation
of reals by elements in A˜2.
The elements in A˜2 are closely related to the reduced rationals in the following
sense:
(i). For each x ∈ A˜2, let x = [(a1, . . . , an)∞] be its continued fraction expansion.
With x is naturally associated a reduced rational number pn/qn = [a1, . . . , an].
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(ii). For each irreducible rational p/q, let p/q = [a1, . . . , an] with an ≥ 2 or
p/q = [a1, . . . , an − 1, 1] be the two continued fraction expansion of p/q. Then the
rational p/q determines two elements in A˜2, namely
x1 = [(a1, . . . , an)∞], x2 = [(a1, . . . , an − 1, 1)∞].
We call x1, x2 the elements in A˜2 induced by p/q.
For each q ∈ N, let
Aq =
{
x ∈ A˜2 : x is induced by p/q for some p ∈ N with (p, q) = 1
}
.
Obviously, ♯Aq ≤ 2q.
For any τ ≥ 0, we introduce the set
D(τ) =
{
x ∈ [0, 1] : d(x,Aq) < q−2(τ+1), for infinitely many q ∈ N
}
,
of real numbers approximated at a given rate by purely quadratic numbers. If Aq
is replaced by the set {p/q : 0 ≤ p ≤ q}, then the set D(τ) is just the classic
Jarnı´k-Besicovitch set.
Theorem 5.3. For any τ ≥ 2, dimH D(τ) = 1/(τ + 1).
Proof. The upper bound of dimH D(τ) is obtained using the natural covering system
of D(τ) and also noticing that ♯Aq ≤ 2q.
For the lower bound, fix ε > 0 and consider f (x) = (τ + ε) log |T ′(x)| for any
ε > 0 and the associated set R( f ). Notice that
R( f ) ⊂
∞⋂
N=1
∞⋃
n=N
⋃
(a1,...,an)∈Nn
Jn(a1, . . . , an),
where
Jn(a1, . . . , an) =
{
x ∈ In(a1, . . . , an) : |T nx − x| < 1/2qn(x)−2τ
}
.
For each (a1, . . . , an) ∈ Nn, let x0 = [(a1, . . . , an)∞]. Then x0 ∈ Aqn(x0). For each
x ∈ Jn(a1, . . . , an), qn(x) = qn(x0). Then by the triangle inequality, we have
|T nx − x| ≥ |T nx − T nx0| − |T nx0 − x0| − |x0 − x|
= |(T n)′(ξ)| · |x − x0| − |x − x0|
≥ 1
2
q2n(x)|x − x0|.
Thus
d(x,Aqn(x)) ≤ qn(x)−2(1+τ) .
This shows that R( f ) ⊂ D(τ). 
One can compare the dimension of D(τ) with that of the set of τ-well approx-
imable points by rationals [15] and that of the set of τ-well approximable points by
quadratic algebraic numbers [1].
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5.4. Recurrence properties in triadic Cantor set and a Mahler’s question. Let
C be the triadic Cantor set which C can be viewed as the attractor of the finite
iterated function system
φ1(x) = x3 , φ2(x) =
2 + x
3
, x ∈ [0, 1].
Define the corresponding map T : C → C as T x = 3x mod 1.
Following from Boshernitzan’s result [5], for almost all x ∈ C with respect to
the Cantor measure,
lim inf
n→∞ n
H |T nx − x| < ∞, where H = log 2log 3 .
While following from Theorem 1.5, we have
Theorem 5.4. For any t > 0, the Hausdorff dimension of the set
R( f ) =
{
x ∈ C : |T nx − x| < 3−tn, for infinitely many n ∈ N
}
,
is H/(t + 1).
This result can also be applied to answer a question posed by K. Mahler [18]:
whether there exist well approximable points, except Liouville numbers, on tri-
adic Cantor set? This was affirmatively answered by Levesley, Salp & Velani [16],
Bugeaud [6] and independently by Barral & Seuret [2, 3]. As far as the Haus-
dorff dimension of the set of the well approximable points in triadic Cantor sets is
concerned, we can obtain the same result as in [16]:
Corollary 5.5. The set of well approximable points in triadic Cantor set is of Haus-
dorff dimension at least log 22 log 3 .
Proof. For any t > 0, the set R( f ) in Theorem 5.4 can be rewritten as
R( f ) =
{
x ∈ C : ‖(3n − 1)x‖ < 3−tn, i.o. n ∈ N
}
.
When t > 1, R( f ) is a subset of (t + 1)-well approximable points in C, and
Theorem 5.4 yields dimH R( f ) = H/(t+1). Letting t tend to 1 yields the result. 
There is a small difference with [16, 6, 2, 3], where they restrict their attention
to approximate the points in C by rationals p/q with q ∈ {3n : n ∈ N}, Corollary
5.5 indicates that one can also use rationals with periodic 3-adic expansion{ i1
3 + . . . +
in
3n +
i1
3n+1
+ . . . +
in
32n
+ . . . : ik = 0 or 2, for all 1 ≤ k ≤ n, n ∈ N
}
to approximate the points in C and the same dimensional result as in [16, 6] holds.
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