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Περίληψη
Η διpiλωµατική αυτή εργασία ασχολείται µε την ταξινόµηση piολλαpiλών
αρχείων ήχου, piου έχουν καταγραφεί σε διάφορες ευρωpiαϊκές µεγάλες
piόλεις, σε διαφορετικούς χώρους, όpiως µετρό, αεροδρόµιο, τραµ κλpi.
Για το σκοpiό αυτό χρησιµοpiοιήθηκαν ταξινοµητές ϐασισµένοι σε Γκα-
ουσιανά µοντέλα µίξης και σε συνελικτικά νευρωνικά δίκτυα. Για την
υλοpiοίηση των ταξινοµητών αυτών, χρησιµοpiοιήθηκε η ϐάση δεδοµένων
του piανεpiιστηµίου Τεχνολογίας του Τάµpiερε (TUT), piου αpiοτελείται αpiό
ηχογραφήσεις σε piοικίλες ακουστικές σκηνές.
Abstract
This diploma thesis deals with the classification of multiple audio files
recorded in various Europeanmajor cities in different locations such as
metro, airport, tram, etc. For this purpose, classifiers based on Gaus-
sian mixture models and convolutional neural networks were used.
For the implementation of these classifiers, the TUT (Tampere Univer-
sity of Technology) database was used, consisting of recordings in a
variety of acoustic scenes.
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Κεφάλαιο 1
Εισαγωγή
1.1 Ταξινόµηση ακουστικών σκηνών
Η ταξινόµηση ακουστικών σκηνών αpiοτελεί σηµαντικό ϑέµα στον το-
µέα τις piεριβαλλοντικής ταξινόµησης και αναγνώρισης, ως ένα γενικό
piρόβληµα κατάταξης piου ϑέτει τα ϑεµέλια για την εpiίγνωση του piεριβάλ-
λοντος σε συσκευές, ϱοµpiότ και piολλές άλλες εφαρµογές. Το piρόβληµα
της ταξινόµησης ακουστικών σκηνών δεν είναι καινούργιο, αλλά έχει έρ-
ϑει στο piροσκήνιο µέσα στην τελευταία δεκαετία. Σε αυτό το διάστηµα, οι
piροσεγγίσεις µηχανών µάθησης piου χρησιµοpiοιήθηκαν ώστε να λυθεί
το piρόβληµα αυτό έχουν αλλάξει δραµατικά, µε την ϐαθιά µάθηση να
είναι αυτή τη στιγµή η piιο δηµοφιλής piροσέγγιση [16]. Ωστόσο, οι ήχοι
του piεριβάλλοντος αλλάζουν συνεχώς στο piέρασµα του χρόνου. ∆ηλα-
δή, ο ίδιος ήχος δεν ϑα συµβεί αpiαραίτητα ξανά. Οι άνθρωpiοι µpiορούν
να ανταpiοκρίνονται ευέλικτα σε µηδαµινές διαφορές των ήχων, ανάλογα
µε την εµpiειρία τους, piράγµα piου είναι τροµερά δύσκολο να αυτοµατο-
piοιηθεί µε υpiολογιστές [14]. ΄Εχουν piροταθεί και αξιολογηθεί διάφορα
ακουστικά και οpiτικά χαρακτηριστικά. ΄Οµως, λίγες µελέτες έχουν διε-
ϱευνήσει το σύνολο ακουστικών και οpiτικών χαρακτηριστικών για την
ταξινόµηση ακουστικών σκηνών [17].
1.2 Σκοpiός της διpiλωµατικής
Στις µέρες µας, η ταξινόµηση ακουστικών σκηνών είναι ένα piολύ ση-
µαντικό εργαλείο στον κλάδο της Αναγνώρισης Προτύpiων. Σκοpiός της
διpiλωµατικής αυτής είναι να µελετηθούν διάφοροι ταξινοµητές και δι-
άφορες τεχνικές, ώστε να αυξήσουµε τα piοσοστά εpiιτυχίας της κατάταξης
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αυτής. Καθώς ο κλάδος των νευρωνικών δικτύων είναι ακόµη καινούρ-
γιος και εξελίσσεται ϱαγδαία, στη διpiλωµατική αυτή έγκειται η ανάpiτυξη
ενός συστήµατος για την κατάταξη αρχείων ήχου σε συγκεκριµένες ακου-
στικές σκηνές. Εpiοµένως, δηµιουργήθηκαν δύο συστήµατα. Το ένα ϐα-
σίζεται σε συνελικτικό νευρωνικό δίκτυο και το άλλο ϐασίζεται σε γκαου-
σιανό µοντέλο µίξης. Για την υλοpiοίηση του κώδικα, χρησιµοpiοιήθηκε
η ϐιβλιοθήκη dcase_util, σε piρογραµµατιστική γλώσσα python.
1.3 Βάση δεδοµένων
Η ϐάση δεδοµένων piου χρησιµοpiοιήθηκε σε αυτή τη διpiλωµατική είναι η
TUT Urban Acoustic Scenes 2018, η οpiοία ηχογραφήθηκε σε 6 µεγάλες
ευρωpiαϊκές piόλεις. Για κάθε κατηγορία σκηνών, οι ηχογραφήσεις έγιναν
σε διαφορετικές piεριοχές. Για κάθε piεριοχή ηχογραφήσεων, υpiάρχουν
5-6 λεpiτά ήχου. Οι αρχικές ηχογραφήσεις χωρίστηκαν σε τµήµατα ήχου
µε διάρκεια 10 δευτερολέpiτων, τα οpiοία piαρέχονται ως ξεχωριστά αρχε-
ία.
Η κύρια συσκευή ηχογράφησης αpiοτελείται αpiό Soundman OKM I-
I Klassik/studio A3, αpiό electret binaural microphone και αpiό ένα
Zoom F8 µηχάνηµα εγγραφής ήχου, τα οpiοία χρησιµοpiοιούν 48kHz
ϱυθµό δειγµατοληψίας και 24 bit ανάλυση [18]. Τα µικρόφωνα είναι
ειδικά σχεδιασµένα να µοιάζουν µε ακουστικά, τα οpiοία τοpiοθετούνται
στα αυτιά. Αυτό έχει σαν αpiοτέλεσµα, ο ήχος να µοιάζει αρκετά στον ήχο
piου ϕτάνει στο ανθρώpiινο ακουστικό σύστηµα του ατόµου piου ϕοράει
τον εξοpiλισµό.
Η ϐάση αυτή, ηχογραφήθηκε αpiό το Tampere University of Technology
τη χρονική piερίοδο 01/2018 - 03/2018. Η συλλογή δεδοµένων χρηµα-
τοδοτήθηκε αpiό το ευρωpiαϊκό συµβούλιο έρευνας (European Research
Council).
Χρησιµοpiοιήθηκε ένα σύνολο δεδοµένων, το TUT Urban Acoustic Sce-
nes 2018 development dataset, το οpiοίο αpiοτελείται αpiό 24 ώρες ήχου,
ισορροpiηµένες µεταξύ των κατηγοριών.
Στον διαγωνισµό του DCASE 2018, piραγµατοpiοιήθηκαν αρκετά piει-
ϱάµατα. ΄Ενα piαράδειγµα, το οpiοίο είναι piαρόµοιο µε αυτή την piτυχια-
κή, είναι τα piειράµατα piου έγιναν αpiό τουςMatthias, Dorfer, Bernhard,
Lehner, Hamid, Eghbalzadeh κ.α., οι οpiοίοι συνεργάζονταν µε το Ινστι-
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τούτο Υpiολογιστικής Αντίληψης (CPJKU), Johannes Kepler University
Linz, Austria. Η υλοpiοίησή τους αφορούσε ένα σύνολο αpiό συνελικτικά
νευρωνικά δίκτυα και τα piοσοστά εpiιτυχίας τους ήταν 80.5% [19].
1.4 Οργάνωση της διpiλωµατικής
Η διpiλωµατική χωρίζεται σε 6 κεφάλαια σχετικά µε το ϑέµα της ταξινόµη-
σης αρχείων ήχου σε συγκεκριµένες ακουστικές σκηνές, όpiου σε κάθε
κεφάλαιο αναλύεται ένα συγκεκριµένο ϑέµα. Πιο συγκεκριµένα:
• Κεφάλαιο 2: Περιέχει όλη τη ϑεωρία και την piληροφορία piου υpiάρ-
χει στη συγκεκριµένη διpiλωµατική, σχετικά µε τον τρόpiο λύσης
του piροβλήµατος της κατάταξης ακουστικών σκηνών. Σε αυτό το
κεφάλαιο αναλύεται η piρο-εpiεξεργασία των αρχείων ήχου και η ϑε-
ωρία της εξαγωγής χαρακτηριστικών ϕασµατικών συντελεστών συ-
χνότητας Μελ (MFCCs). Εpiιpiροσθέτως, δίνονται εpiιpiλέον piληρο-
ϕορίες για τα µοντέλα piου χρησιµοpiοιούνται, δηλαδή για το συνε-
λικτικό νευρωνικό δίκτυο και το γκαουσιανό µοντέλο µίξης, καθώς
και piερισσότερο µαθηµατικό υpiόβαθρο, για την καλύτερη κατανόη-
σή τους.
• Κεφάλαιο 3: Γίνεται αναφορά στο piρωτότυpiο σύστηµα του DCASE
2018 – Task1A, piάνω στο οpiοίο στηρίζεται αυτή η διpiλωµατική. Θα
αναφερθούν οι τεχνικές piου χρησιµοpiοιεί και τα χαρακτηριστικά
των ηχητικών σηµάτων. Ακόµα, ϑα υpiάρχουν σχετικοί piίνακες µε τα
piοσοστά εpiιτυχίας του piρωτότυpiου συστήµατος σε κάθε κατηγορία,
αλλά και κατά µέσο όρο.
• Κεφάλαιο 4: Εδώ piαρουσιάζονται εκτενέστερα όλα τα εργαλεία και
όλες οι υλοpiοιήσεις για την εκτέλεση των piειραµάτων. Περιγράφο-
νται όλες οι ϐιβλιοθήκες piου χρησιµοpiοιήθηκαν για τα αρχεία py-
thon, piου ϐοήθησαν στην piρο-εpiεξεργασία του ήχου, στους ταξινο-
µητές, στο piρωτότυpiο σύστηµα και γενικότερα σε ό,τι αρχείο python
δούλεψα. Στη συνέχεια, piαρουσιάζονται οι piίνακες αpiοτελεσµάτων.
• Κεφάλαιο 5: Παρουσιάζονται σε διαγράµµατα οι συγκρίσεις µεταξύ
των µοντέλων piου χρησιµοpiοιήθηκαν κατά την υλοpiοίηση του piει-
ϱάµατος. Στη συνέχεια, σχολιάζονται και οι δυσκολίες piου αντιµε-
τώpiισα για τις piιο ϐέλτιστες λύσεις.
• Κεφάλαιο 6: Στο τελευταίο κεφάλαιο, γίνεται µία ανασκόpiηση της
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διpiλωµατικής εργασίας και piαρουσιάζονται υλοpiοιήσεις piου ϑα
ϕέρουν καλύτερα αpiοτελέσµατα στο µέλλον.
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Κεφάλαιο 2
Εξαγωγή χαρακτηριστικών /
Ταξινοµητές
Υpiάρχουν αρκετοί τρόpiοι για να γίνει η εξαγωγή των χαρακτηριστικών
των αρχείων ήχου, όpiως log-mel ενέργειες, ϕασµατικοί συντελεστές συ-
χνότητας Mel, νοηµατικό ϕάσµα ισχύος, µετασχηµατισµός constant-Q
(CQT) κ.α. Κάθε τρόpiος εξαγωγής έχει τα δικά του χαρακτηριστικά. Η
εpiιλογή των κατάλληλων χαρακτηριστικών είναι piερίpiλοκη, διότι ϑέλου-
µε να ϐρούµε την καλύτερη δυνατή λύση. Αpiό τη στιγµή piου έχουµε
να κάνουµε µε αρχεία ήχου, στην υλοpiοίησή µου χρησιµοpiοίησα ϕα-
σµατικούς συντελεστές συχνότητας Mel. ΄Οµως, piριν αpiό την εξαγωγή
των χαρακτηριστικών, γίνεται η piρο-εpiεξεργασία των αρχείων ήχου και
η αύξηση των δεδοµένων. Με τον τρόpiο αυτό, ϐοηθάµε το µοντέλο µας
να γίνει piιο ανθεκτικό σε λάθη και piιο ευέλικτο. Σηµειώνεται piως η
αύξηση αυτή γίνεται µε διάφορους χειρισµούς του υpiάρχοντος συνόλου
δεδοµένων και δεν χρησιµοpiοιούνται εξωτερικά σύνολα.
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Σχήµα 2.1: Μέθοδοι εξαγωγής χαρακτηριστικών αρχείων ήχου. Λήφθηκε αpiό το [1]
2.1 Αύξηση δεδοµένων
Το piρώτο ϐήµα piου ακολούθησα, piριν την piροεpiεξεργασία είναι η αύξη-
ση των δεδοµένων µου. Για κάθε αρχείο ήχου του συνόλου δεδοµένων,
piροσpiάθησα να του αλλάξω συγκεκριµένα χαρακτηριστικά, όpiως η µε-
τατόpiιση του τόνου και η piροσθήκη λευκού ϑορύβου.
• Μετατόpiιση τόνου: Η µετατόpiιση του τόνου του ήχου, µpiορεί να
γίνει µε δύο ϐήµατα. Το piρώτο είναι το τέντωµα του ήχου, κατά το
οpiοίο «σpiάµε» το αρχείο ήχου σε εpiικαλυpiτόµενα bits και τα δια-
µορφώνουµε ώστε να είναι ακόµη piιο εpiικαλυpiτόµενα, αν ϑέλουµε
να µικρύνουµε το µήκος του αρχείου ήχου ή να είναι λιγότερο εpiι-
καλυpiτόµενα, αν ϑέλουµε να το µεγαλώσουµε.
Σχήµα 2.2: Οpiτική αναpiαράσταση της µεθόδου µετατόpiισης τόνου του αρχείου ήχου.
Λήφθηκε αpiό το [2]
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Το δεύτερο ϐήµα είναι η µεταβολή της ταχύτητας του ήχου. Σε piε-
ϱίpiτωση piου ϑέλουµε υψηλότερο τόνο, τότε αυξάνουµε την ταχύτητα
του ήχου ώστε το τελικό αρχείο να έχει ίδια διάρκεια µε το κανονικό,
αλλά υψηλότερο τόνο λόγω της µεγαλύτερης ταχύτητας.
• Προσθήκη λευκού ϑορύβου: Ο λευκός ϑόρυβος είναι ένας τύpiος ϑο-
ϱύβου piου piαράγεται αν συνδυάσουµε τους ήχους όλων των δια-
ϕορετικών συχνοτήτων µαζί. Παρόλο piου στις piερισσότερες piερι-
piτώσεις ϑέλουµε να µειώσουµε όσο γίνεται piερισσότερο τον ϑόρυβο
των ήχων, το να piροσθέσουµε λευκό ϑόρυβο µας ϐοηθάει αρκετά σε
piεριpiτώσεις αστικών ήχων. Για piαράδειγµα, ας piάρουµε δύο κατη-
γορίες αpiό το DCASE. Μία είναι το metro-station και η άλλη είναι
το airport. Και στις δύο piεριpiτώσεις, συναντάµε ϑόρυβο στο ϐάθος,
όpiως οι συνοµιλίες των ανθρώpiων, τα ϐήµατά τους κλpi. Εµείς, ε-
piειδή ϑέλουµε να ταξινοµήσουµε τα αρχεία ήχου στις κατηγορίες
αυτές, είναι εµφανές, piως όταν έχουµε κοινούς ήχους σε διαφορε-
τικές κατηγορίες, υpiάρχει piερίpiτωση αpiοτυχίας. Εpiοµένως, καθα-
ϱίζουµε τον ϑόρυβο στο ϐάθος και κρατάµε τον ϐασικό ήχο, piου στο
metro-station είναι το µετρό και στο airport είναι το αεροpiλάνο. Ε-
piοµένως, piροσθέτουµε ελάχιστο λευκό ϑόρυβο, ώστε να καλύψουµε
τον ϑόρυβο στο ϐάθος, αλλά να µην καλύψουµε και τον ϐασικό ήχο.
2.2 Προ-εpiεξεργασία αρχείων ήχου
Στη συνέχεια, piριν την εξαγωγή χαρακτηριστικών, είναι η piρο-εpiεξεργασία
ήχου. Γίνεται δηλαδή µια αλλαγή στα χαρακτηριστικά piου ϕέρει το η-
χητικό σήµα. Αυτές οι αλλαγές γίνονται κυρίως για την αφαίρεση ανεpiι-
ϑύµητων τµηµάτων, ανεpiιθύµητων συχνοτήτων και οτιδήpiοτε µας είναι
αδιάφορο και αρνητικό για την εξαγωγή των αpiοτελεσµάτων.
Αρχικά, γίνεται υpiοδειγµατοληψία του ϱυθµού δειγµατοληψίας του αρ-
χείου. Αpiό τα χαρακτηριστικά του µικροφώνου, το αρχείο ήχου έχει
48kHz ϱυθµό δειγµατοληψίας και κατεβαίνει στα 44.1kHz. Αυτό γίνε-
ται, διότι στις υψηλές συχνότητες υpiάρχει σχεδόν µηδενική piληροφορία,
κάτι piου δεν µας χρησιµεύει.
Εpiίσης, υpiάρχουν δύο piαράµετροι piου piρέpiει να ϑέσουµε. Η µία είναι
το µέγεθος του piαραθύρου. Με αυτό το piαράθυρο, «σpiάµε» το σήµα
σε µικρά piλαίσια, δηλαδή µικρά χρονικά διαστήµατα. Θέτω το µέγεθος
piαραθύρου σε 40ms. Αυτό σηµαίνει ότι σε ένα αρχείο ήχου µε ϱυθµό
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δειγµατοληψίας 44.1kHz και µέγεθος piαραθύρου 40ms, το µέγεθος των
piλαισίων είναι 0.04 × 44100 = 1764 δείγµατα. Η εpiόµενη piαράµετρος
είναι το µέγεθος του ϐήµατος. ΄Ενα ϐήµα ενός piλαισίου είναι συνήθως
10ms, αλλά στη συγκεκριµένη διpiλωµατική αλλάζει σε 20ms. Αυτό
εpiιτρέpiει να υpiάρχει µία εpiικάλυψη σε κάθε piλαίσιο. Η εξαγωγή των
χαρακτηριστικών γίνεται, στη συνέχεια, σε κάθε piλαίσιο του αρχείου
ήχου.
2.3 Φασµατικοί συντελεστές συχνότητας Mel
Μετά την αύξηση των δεδοµένων και την piρο-εpiεξεργασία των αρχείων
ήχου, σειρά έχει η εξαγωγή των χαρακτηριστικών. Οι ϕασµατικοί συντε-
λεστές συχνότητας Mel είναι ευρέως γνωστοί και χρησιµοpiοιούνται για
την αυτόµατη οµιλία και την αναγνώριση ϕωνής. Παρουσιάστηκαν α-
piό τους Davis και Mermelstein τη δεκαετία του ’80 και είναι αρκετά
χρήσιµοι αpiό τότε. Συνοpiτικά, τα ϐήµατα piου ακολουθούνται είναι τα
εξής :
1. Πλαισίωση του σήµατος σε µικρότερα piλαίσια
2. Για κάθε piλαίσιο υpiολογίζεται η εκτίµηση του piεριοδογράµµατος
του ϕάσµατος ισχύος
3. Εφαρµογή των mel ϕίλτρων στο ϕάσµα ισχύος, piρόσθεση της ενέρ-
γειας σε κάθε ϕίλτρο
4. Παίρνουµε τον λογάριθµο όλων των ενεργειών των ϕίλτρων
5. Παίρνουµε τον διακριτό µετασχηµατισµό συνηµιτόνου (DCT).
6. Κρατάµε τους συντελεστές του διακριτού µετασχηµατισµού συνηµι-
τόνου 2-13 και τους υpiόλοιpiους τους διαγράφουµε.
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Σχήµα 2.3: Οpiτική αναpiαράσταση των ϐηµάτων για τους ϕασµατικούς συντελεστές
συχνότητας Mel. Λήφθηκε αpiό το [3]
Ο τύpiος για να µετατρέψουµε την συχνότητα σε κλίµακα Mel είναι :
M(f ) = 1125 × ln(1 + f100)
Ο τύpiος για να µετατρέψουµε αpiό κλίµακα Mel σε συχνότητα είναι :
M−1(m) = 700 × e m1125−1
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Σχήµα 2.4: ∆ιαγράµµατα piλάτους-συχνότητας για την κατανόηση των ϕίλτρων και των
piαραθύρων. (a) Ολόκληρο το ϕίλτρο, (b) piαράδειγµα ϕάσµατος ισχύος ενός piλαισίου
ήχου, (c) ϕίλτρο 8 του ϕίλτρου, (d) ϕάσµα ισχύος µε χρήση piαραθύρου και του ϕίλτρου
8, (e) ϕίλτρο 20, (f) ϕάσµα ισχύος µε χρήση piαραθύρου και του ϕίλτρου 20. Λήφθηκε
αpiό το [4]
Στη συγκεκριµένη υλοpiοίηση, ο τύpiος piαραθύρου piου χρησιµοpiοιε-
ίται είναι ασύµµετρο Hamming piαράθυρο. Ο τύpiος για το Hamming
piαράθυρο είναι :
w[n] = 0.54 − 0.46 × cos(2pi × n
N
),0 ≤ n ≤ N
Το µέγεθος του piαραθύρου δίνεται αpiό τη σχέση: L = N + 1
2.4 Βαθιά µάθηση και νευρωνικά δίκτυα
2.4.1 Θεωρητικό υpiόβαθρο
Νευρωνικό δίκτυο ονοµάζεται ένα κύκλωµα διασυνδεδεµένων νευρώνων.
Πρόκειται για ένα αφηρηµένο αλγοριθµικό κατασκεύασµα το οpiοίο ε-
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µpiίpiτει στον τοµέα της υpiολογιστικής νοηµοσύνης, όταν στόχος του
νευρωνικού δικτύου είναι η εpiίλυση κάpiοιου υpiολογιστικού piροβλήµα-
τος [20].
Οι Warren McCulloch και Walter Pitts (1943) δηµιούργησαν ένα υpiο-
λογιστικό µοντέλο για νευρωνικά δίκτυα piου ϐασίζεται σε µαθηµατικά
και αλγόριθµους και ονοµάζεται λογική κατωφλίου. Αυτό το µοντέλο
άνοιξε το δρόµο για την έρευνα νευρωνικών δικτύων για να χωριστεί σε
δύο piροσεγγίσεις. Μια piροσέγγιση εpiικεντρώθηκε στις ϐιολογικές διερ-
γασίες στον εγκέφαλο, ενώ η άλλη εpiικεντρώθηκε στην εφαρµογή των
νευρωνικών δικτύων στην τεχνητή νοηµοσύνη. Αυτό το έργο οδήγησε
στην εργασία σε δίκτυα νυερώνων και τη σύνδεσή τους µε µαθηµατικά
µοντέλα υpiολογισµού [21].
Σχήµα 2.5: Σχεδιάγραµµα ϐιολογικού νευρώνα (αριστερά) και σχεδιάγραµµα τεχνη-
τού νευρώνα (δεξιά). Φαίνεται η σχέση µεταξύ τους και το piώς piροέκυψε ο τεχνητός
νευρώνας αpiό τον ϐιολογικό νευρώνα. Λήφθηκε αpiό το [5]
2.4.2 Συνελικτικά νευρωνικά δίκτυα
΄Ενα συνελικτικό νευρωνικό δίκτυο αpiοτελείται αpiό ένα εpiίpiεδο εισόδου
και ένα εpiίpiεδο εξόδου. Ενδιάµεσα, µpiορούν να υpiάρχουν piολλαpiλά
κρυφά εpiίpiεδα. Τα κρυφά εpiίpiεδα ενός συνελικτικού νευρωνικού δι-
κτύου τυpiικά αpiοτελούνται αpiό συνελικτικά εpiίpiεδα, εpiίpiεδα διορθω-
µένης γραµµικής µονάδας (ReLU), όpiως συνάρτηση ενεργοpiοίησης, ε-
piίpiεδα pooling, piλήρως συνδεδεµένα εpiίpiεδα και εpiίpiεδα κανονικοpiο-
ίησης.
Μpiορούν να χρησιµοpiοιηθούν για αναγνώριση εικόνας, ανάλυση ϐίντεο,
εpiεξεργασία ϕυσικής γλώσσας, ανακάλυψη ϕαρµάκων κ.α. [22]
16
Σχήµα 2.6: Οpiτική αναpiαράσταση ενός συνελικτικού νευρωνικού δικτύου. Λήφθηκε
αpiό το [6]
2.4.3 Γκαουσιανό µοντέλο µίξης
Στην piραγµατική Ϲωή, piολλές ϐάσεις δεδοµένων µpiορούν να µοντελο-
piοιηθούν µε γκαουσιανή κατανοµή. Εpiοµένως, είναι ϕυσικό να υpiο-
ϑέσουµε ότι οι συστάδες piροέρχονται αpiό διαφορετικές γκαουσιανές κα-
τανοµές. ΄Η διαφορετικά, γίνεται piροσpiάθεια να µοντελοpiοιηθεί η ϐάση
δεδοµένων ως ένα µείγµα διαφόρων γκαουσιανών κατανοµών.
Σε µία διάσταση, η συνάρτηση piυκνότητας piιθανότητας µιας γκαουσια-
νής κατανοµής δίνεται αpiό τον τύpiο:
G(X |µ, σ) = 1
σ
√
2pi
e−
−x−µ2
2σ2
όpiου µ και σ2 είναι η µέση τιµή και η διασpiορά της κατανοµής αντίστοι-
χα [23].
Τα γκαουσιανά µοντέλα µίξης είναι ουσιαστικά piιθανολογικά µοντέλα
για την αντιpiροσώpiευση των κατανεµηµένων υpiοpiληθυσµών σε έναν συ-
νολικό piληθυσµό. Τα µοντέλα µίξης δεν αpiαιτούν να µάθουµε σε piοιον
υpiοpiληθυσµό ανήκει ένα σηµείο δεδοµένων. Αυτό εpiιτρέpiει στο µοντέλο
να µαθαίνει αυτόµατα τους υpiοpiληθυσµούς. ∆εδοµένου ότι η εκχώρηση
υpiοpiληθυσµού δεν είναι γνωστή, αυτό αpiοτελεί µία µορφή µη εpiοpiτευ-
όµενης µάθησης [24].
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Σχήµα 2.7: Οpiτική αναpiαράσταση ενός γκαουσιανού µοντέλου µίξης. Λήφθηκε αpiό
το [7]
2.5 Χαρακτηριστικά των µοντέλων
Σε αυτή την ενότητα, piαρουσιάζονται τα κύρια χαρακτηριστικά των δύο
µοντέλων piου χρησιµοpiοίησα, δηλαδή του συνελικτικού νευρωνικού δι-
κτύου, και του γκαουσιανιού µοντέλου µίξης, καθώς και µερικές εpiι-
piλέον λεpiτοµέρειες.
2.5.1 Χαρακτηριστικά Συνελικτικού Νευρωνικού ∆ικτύου
΄Ενα συνελικτικό νευρωνικό δίκτυο, όpiως piροαναφέραµε, αpiοτελείται α-
piό µία σειρά αpiό διαφορετικά εpiίpiεδα. Το κάθε εpiίpiεδο έχει και µια
ξεχωριστή δουλειά piου του ανατίθεται, ώστε να κάνει τα αρχεία ήχου
piιο κατανοητά και piιο αναγνωρίσιµα. Σαν είσοδο δέχεται την ¨αναpiα-
ϱάσταση¨ του ηχητικού αρχείου, piου είναι το ϕασµατογράφηµά του.
Αυτό piροέρχεται αpiό την εξαγωγή των χαρακτηριστικών και συγκεκρι-
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µένα αpiό τους ϕασµατικούς συντελεστές συχνότητας Mel. Ως έξοδο, το
συνελικτικό νευρωνικό δίκτυο δίνει ένα συγκεκριµένο αpiοτέλεσµα, µία
συγκεκριµένη κλάση. Αυτή η κλάση piροκύpiτει αpiό την piρόβλεψη της
σειράς των εpiιpiέδων, αpiό τα οpiοία piερνάει το ϕασµατογράφηµα. Το
µέγεθος του συνόλου δεδοµένων, το µέγεθος των αρχείων, ο ϑόρυβος
piου υpiάρχει µέσα σε αυτό, ακόµα και οι συχνότητες piου αναγράφονται,
µpiορούν να εpiηρεάσουν αισθητά το τελικό αpiοτέλεσµα. Μpiορούµε όµως
να οδηγηθούµε σε όσο το δυνατόν καλύτερο piοσοστό εpiιτυχίας ανάλογα
µε τα εpiίpiεδα piου χρησιµοpiοιούµε στο συνελικτικό νευρωνικό δίκτυο.
Αυτό αpiαιτεί αρκετή εµpiειρία και καλή γνώση των εpiιpiέδων αυτών. Συ-
γκεκριµένα, τα εpiίpiεδα αυτά είναι τα εξής :
Συνελικτικό εpiίpiεδο: Αντί να εστιάζουµε σε ένα pixel του ϕασµατο-
γραφήµατος κάθε ϕορά, το συνελικτικό εpiίpiεδο piαίρνει τετραγω-
νικούς piίνακες αpiό pixels και τα piερνάει µέσα αpiό ένα ϕίλτρο.
Το µέγεθος του ϕίλτρου είναι στην κρίση του piρογραµµατιστή. Το
ϕίλτρο αυτό είναι εpiίσης τετραγωνικός piίνακας, µικρότερο αpiό το
ϕασµατόγραµµα και ίσο µε το σύνολο των pixels piου εστιάζουµε
κάθε ϕορά.
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Σχήµα 2.8: Οpiτική αναpiαράσταση ενός συνελικτικού εpiιpiέδου. Εδώ έχουµε µία ει-
κόνα 30 x 30 pixels και το ϕίλτρο 3 x 3 pixels. Πολλαpiλασιάζουµε το συγκεκριµένο
κοµµάτι αpiό pixels της εικόνας µε το ϕίλτρο piου έχουµε ϑέσει και στο τέλος piροσθέτου-
µε όλα τα αpiοτελέσµατα, ώστε να καταλήξουµε στην έξοδο (output volume). Λήφθηκε
αpiό το [8]
Εpiίpiεδο Pooling: Το εpiίpiεδο Pooling είναι υpiεύθυνο για τη µείωση του
χωρικού µεγέθους των συνελιγµένων χαρακτηριστικών. Αυτό σηµα-
ίνει ότι µειώνει την υpiολογιστική ενέργεια piου αpiαιτείται για την
εpiεξεργασία των δεδοµένων, µέσω της µείωσης των διαστάσεων. Υ-
piάρχουν δύο ήδη εpiιpiέδων Pooling. Το piρώτο είναι τοMax Pooling,
το οpiοίο εpiιστρέφει τη µέγιστη τιµή αpiό το τµήµα της εικόνας piου
καλύpiτεται αpiό τον piυρήνα. Το δεύτερο είναι το Average Pooling,
το οpiοίο εpiιστρέφει τη µέση τιµή όλων των τιµών αpiό το τµήµα της
εικόνας piου καλύpiτεται αpiό τον piυρήνα.
20
Σχήµα 2.9: Οpiτική αναpiαράσταση των λειτουργιών των τύpiων του εpiιpiέδου Pooling.
Λήφθηκε αpiό το [9]
Εpiίpiεδο Dropout: Αυτό το εpiίpiεδο είναι υpiεύθυνο για να αpiοφεύγεται
όσο το δυνατόν piερισσότερο η υpiερφόρτωση του δικτύου µας. Σε
κάθε στάδιο εκpiαίδευσης, ατοµικοί κόµβοι είτε αpiοσύρονται αpiό το
δίκτυο µε piιθανότητα 1-p, είτε µένουν µε piιθανότητα p, έτσι ώστε
να piαραµείνει ένα µειωµένο δίκτυο. Το εpiίpiεδο Dropout αναγκάζει
ένα νευρωνικό δίκτυο να µάθει piιο ανθεκτικά χαρακτηριστικά piου
είναι χρήσιµα, σε συνδυασµό µε piολλά διαφορετικά τυχαία υpiο-
σύνολα των άλλων νευρώνων. Σχεδόν διpiλασιάζει τον αριθµό των
εpiαναλήψεων piου αpiαιτούνται για την σύγκλιση. Ωστόσο, ο χρόνος
εκpiαίδευσης για κάθε στάδιο είναι µικρότερος.
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Σχήµα 2.10: Βλέpiουµε δύο δίκτυα. ΄Ενα piου δεν έχει χρησιµοpiοιηθεί το εpiίpiεδο
Dropout (αριστερά) και ένα piου έχει χρησιµοpiοιηθεί (δεξιά). Λήφθηκε αpiό το [10]
Εpiίpiεδο ισοpiέδωσης: Εδώ, έχοντας τον piίνακα εξόδου του σταδίου
Pooling, τον µετατρέpiουµε σε µία στήλη, δηλαδή τον κάνουµε ε-
piίpiεδο. Ο κύριος λόγος piου γίνεται αυτό, είναι εpiειδή ϑα χρειαστεί
να εισάγουµε αυτά τα δεδοµένα στο νευρωνικό δίκτυο ξανά.
Σχήµα 2.11: Οpiτική αναpiαράσταση της λειτουργίας του εpiιpiέδου ισοpiέδωσης. Λήφθη-
κε αpiό το [11]
Πυκνό εpiίpiεδο / Πλήρως συνδεδεµένο εpiίpiεδο: Παρόλο piου υpiάρ-
χουν δύο ονόµατα για το συγκεκριµένο εpiίpiεδο, η δουλειά τους ε-
ίναι η ίδια. Το εpiίpiεδο αυτό αφορά µία γραµµική λειτουργία, στην
οpiοία κάθε είσοδος συνδέεται µε κάθε έξοδο. Γενικά ακολουθείται
αpiό µία µη γραµµική συνάρτηση ενεργοpiοίησης (όpiως η ανορθω-
µένη γραµµική µονάδα - ReLU). ΄Ενα piλήρως συνδεδεµένο εpiίpiεδο,
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χρησιµοpiοιείται για να αλλάξει τις διαστάσεις του διανύσµατος ει-
σόδου. Μαθηµατικά µιλώντας, εφαρµόζει piεριστροφή, κλιµάκωση
και µετασχηµατισµό µετατόpiισης στο διάνυσµα αυτό.
Σχήµα 2.12: Η δοµή ενός piυκνού / piλήρως συνδεδεµένου δικτύου (a) (b) και η εξάρ-
τηση των δεδοµένων (c). Λήφθηκε αpiό το [12]
2.5.2 Χαρακτηριστικά Γκαουσιανού Μοντέλου Μίξης
΄Ενα γκαουσιανό µοντέλο µίξης είναι ένα piιθανοτικό µοντέλο piου υpiο-
ϑέτει ότι όλα τα σηµεία δεδοµένων piαράγονται αpiό ένα µείγµα ενός piεpiε-
ϱασµένου αριθµού γκαουσιανών κατανοµών µε άγνωστες piαραµέτρους.
Μpiορούµε να σκεφτούµε τα µοντέλα µίξης ως γενικευµένη οµαδοpiοίηση
για να ενσωµατώσουµε piληροφορίες σχετικά µε τη δοµή συν-διασpiοράς
των δεδοµένων καθώς και τα κέντρα των κρυφών Γκαουσιανών.
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Κεφάλαιο 3
Ανάλυση χαρακτηριστικών
piρωτότυpiου συστήµατος
3.1 Σύνολο δεδοµένων
Το σύνολο δεδοµένων piου χρησιµοpiοίησα, είναι το TUT Urban Acou-
stic Scenes 2018 development dataset. Αpiοτελείται αpiό 24 ώρες ήχου,
χωρισµένο σε 8640 τµήµατα των 10 δευτερολέpiτων. Σε κάθε ακουστική
σκηνή αντιστοιχούν 864 τµήµατα ήχου, δηλαδή 144 λεpiτά. Πιο συγκε-
κριµένα, τα τµήµατα ήχου για κάθε ακουστική σκηνή σε κάθε piόλη,
ϕαίνονται στον piαρακάτω piίνακα.
Barcelona Helsinki London Paris Stockholm Vienna Total
Airport 128 149 145 156 158 128 864
Bus 144 144 144 144 144 144 864
Metro 144 144 144 144 144 144 864
Metro station 141 144 146 144 145 144 864
Park 144 144 144 144 144 144 864
Public square 144 144 144 144 144 144 864
Shopping mall 144 144 144 144 144 144 864
Street pedestrian 145 145 145 144 145 140 864
Street traffic 144 144 144 144 144 144 864
Tram 143 145 144 144 144 144 864
Πίνακας 3.1: ∆ιαχωρισµός τµηµάτων ήχου στις ακουστικές σκηνές και στις piόλεις
Σηµειώνεται ότι όλες οι piληροφορίες για τα αρχεία ήχου, όpiως σε piοια
ακουστική σκηνή ανήκουν, piοια είναι η piηγή τους κ.α., είναι αpiοθη-
κευµένες σε αρχεία *.csv. Κάθε αλλαγή και χειρισµός των ήχων piερνάει
µέσα αpiό αυτά τα αρχεία.
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3.2 ∆ιασταυρωµένη εpiικύρωση αpiοτελεσµάτων µε τη
µέθοδο K-fold
Η συγκεκριµένη τεχνική, χρησιµοpiοιείται για καλύτερο χειρισµό του
συνόλου δεδοµένων. Πιο συγκεκριµένα, η διασταυρωµένη εpiικύρωση
αpiοτελεσµάτων µε τη µέθοδο K-fold χωρίζει ένα δοσµένο σύνολο δεδο-
µένων σε Κ διαφορετικά υpiοσύνολα, όpiου το κάθε υpiοσύνολο ϑα χρη-
σιµοpiοιηθεί κάpiοια στιγµή για εξέταση. Για piαράδειγµα, αν έχουµε 5
υpiοσύνολα (1,2,3,4,5), τότε στην piρώτη εpiανάληψη ϑα χρησιµοpiοιηθο-
ύν τα (1,2,3,4) ως σύνολο µάθησης και το 5 ως σύνολο εξέτασης.
Σχήµα 3.1: ∆ιασταυρωµένη εpiικύρωση αpiοτελεσµάτων µε 5-fold. Λήφθηκε αpiό το [13]
3.3 Πρωτότυpiο σύστηµα
Το piρωτότυpiο σύστηµα έχει υλοpiοιηθεί αpiό τους δηµιουργούς του DCA-
SE 2018 challenge και συγκεκριµένα αpiό τον Toni Heittola. Βασίζεται
κατά κύριο λόγο στη ϐιβλιοθήκη dcase_util της γλώσσας python, η οpiοία
piεριέχει όλα τα χαρακτηριστικά για την εpiεξεργασία ήχου, εξαγωγή δε-
δοµένων, τα χαρακτηριστικά ήχου, τη ϐιβλιοθήκη Keras, η οpiοία αφορά
τα µοντέλα µάθησης κ.α. Το piρωτότυpiο σύστηµα χωρίζει το σύνολο σε
2 υpiοσύνολα. Το ένα είναι το υpiοσύνολο εκpiαίδευσης του µοντέλου, το
οpiοίο αpiοτελείται αpiό το 70% του αρχικού συνόλου δεδοµένων. Το άλλο
είναι το υpiοσύνολο εκτίµησης και αpiοτελείται αpiό το υpiόλοιpiο 30%, το
οpiοίο εpiιλέχτηκε µε τέτοιο τρόpiο, ώστε τα δύο υpiοσύνολα να µην έχουν
τµήµατα ήχου αpiό την ίδια τοpiοθεσία, αλλά να έχουν δεδοµένα αpiό κάθε
piόλη. Η εpiίδοση του µοντέλου εκτιµάται στο υpiοσύνολο εκτίµησης µετά
αpiό κάθε epoch και η καλύτερη εpiίδοση εpiιλέγεται στο τέλος. ΄Ολες οι
piαράµετροι και οι τεχνικές υpiάρχουν σε ένα αρχείο .yaml, αpiό το οpiοίο
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τις piαίρνει το piρωτότυpiο σύστηµα.
Αρχικά, ελέγχει αν υpiάρχουν τα δεδοµένα και αν δεν υpiάρχουν, τα κα-
τεβάζει. Στη συνέχεια, piερνάει όλα τα αρχεία ήχου αpiό τις εξής συναρ-
τήσεις :
• do_feature _extraction: Η συνάρτηση αυτή piαίρνει όλες τις piαρα-
µέτρους piου έχουν δοθεί στο αρχέιο .yaml, οι οpiοίες αφορούν την
εξαγωγή των χαρακτηριστικών. Μέσα σε αυτά, είναι η υpiοδειγµα-
τοληψία, οι ϕασµατικοί συντελεστές συχνότητας Mel, το µέγεθος
ϐήµατος, το µέγεθος και ο τύpiος piαραθύρου και ο τύpiος του ϕα-
σµατογραφήµατος. Υpiάρχουν piολλές ακόµη piαράµετροι piου µpiο-
ϱούν να χρησιµοpiοιηθούν, ωστόσο το piρωτότυpiο σύστηµα, δεν τις
χρησιµοpiοιεί.
• do_normalization: Σε αυτή τη συνάρτηση, όλα τα δεδοµένα piερνάνε
αpiό ένα εpiίpiεδο κανονικοpiοίησης. Αυτό σηµαίνει ότι γίνεται κα-
νονικοpiοίηση στις συχνότητες, στο piλάτος κλpi. των αρχείων ήχου.
Ο λόγος piου το κάνουµε αυτό, είναι ώστε να µη διαφέρουν αρκετά
αυτά τα χαρακτηριστικά των ήχων, για να είναι piιο κατανοητά στο
µοντέλο µάθησης piου χρησιµοpiοιούµε. ∆εν ϑέλουµε να χαλάµε
χρόνο και υpiολογισµούς σε τέτοιες αpiοκλίσεις.
• do_learning: Η piιο σηµαντική συνάρτηση, είναι αυτή της εκµάθη-
σης του µοντέλου. Εδώ γίνονται αλλαγές στους τύpiους µοντέλων,
στα χαρακτηριστικά τους, στις εpiαναλήψεις και γενικά σε οτιδήpiο-
τε χρειάζεται να αλλάξει ώστε να έχουµε καλύτερα αpiοτελέσµα-
τα. Σε αυτό το σηµείο χρησιµοpiοιείται το υpiοσύνολο εκpiαίδευσης.
Το piρωτότυpiο σύστηµα χρησιµοpiοιεί ένα συνελικτικό νευρωνικό
δίκτυο, το οpiοίο αpiοτελείται αρχικά αpiό δύο εpiίpiεδα. Το piρώτο
χρησιµοpiοιεί :
1. Συνελικτικό εpiίpiεδο, µε piυρήνα 7 x 7 και αριθµό ϕίλτρων 32.
Το συγκεκριµένο εpiίpiεδο, εpiειδή είναι το piρώτο, piρέpiει να
piεριέχει και τις διαστάσεις της εισόδου (στη συγκεκριµένη piε-
ϱίpiτωση 40 x 500)
2. Κανονικοpiοίηση piαρτίδας
3. Συνάρτηση ενεργοpiοίησης, µε την τεχνική της διορθωµένης
γραµµικής µονάδας
4. 2D Max Pooling, µεγέθους 5 x 5
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5. Dropout, µε µείωση κατά 30%
Το δεύτερο χρησιµοpiοιεί :
1. Συνελικτικό εpiίpiεδο, µε piυρήνα 7 x 7 και αριθµό ϕίλτρων 64
2. Κανονικοpiοίηση piαρτίδας
3. Συνάρτηση ενεργοpiοίησης, µε την τεχνική της διορθωµένης
γραµµικής µονάδας
4. 2D Max Pooling, µεγέθους 4 x 100
5. Dropout, µε µείωση κατά 30%
Στη συνέχεια, υpiάρχει το εpiίpiεδο Flatten, το piλήρως συνδεδεµένο
εpiίpiεδο, το οpiοίο αpiοτελείται αpiό:
1. Πυκνό δίκτυο, µε αριθµό µονάδων 100
2. Συνάρτηση ενεργοpiοίησης ReLU
3. Εpiίpiεδο Dropout, µε piοσοστό µείωσης 30%
Τέλος, το συνελικτικό δίκτυο του piρωτότυpiου συστήµατος χρησι-
µοpiοιεί συνάρτηση ενεργοpiοίησης µε την τεχνική softmax. Αυτή
η µέθοδος χρησιµοpiοιείται piάντα στο τέλος και µας δίνει τις piιθα-
νότητες να υpiάρχει το αρχείο ήχου σε κάθε µία αpiό τις ακουστικές
σκηνές. Πιο συγκεκριµένα, έχει ως είσοδο έναν piίνακα µε αριθµο-
ύς, µετατρέpiει αυτούς τους αριθµούς σε piιθανότητες µε άθροισµα 1
και δίνει σαν έξοδο ένα διάνυσµα piου αντιpiροσωpiεύει τις κατανοµές
piιθανοτήτων µιας λίστας piιθανών αpiοτελεσµάτων.
Η αρχιτεκτονική του συνελικτικού νευωρικού δικτύου, ϕαίνεται στο
piαρακάτω σχήµα.
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Σχήµα 3.2: Αρχιτεκτονική piρωτότυpiου συστήµατος. Λήφθηκε αpiό το [14]
• do_testing: Σε αυτό το στάδιο, η εκpiαίδευση του µοντέλου έχει τε-
λειώσει και piερνάµε στο σηµείο της εξέτασης. Σε αυτό το σηµείο,
χρησιµοpiοιείται το υpiοσύνολο εκτίµησης. Η διαφορά µε την ε-
κτίµηση µετά αpiό κάθε epoch, είναι ότι τα αρχεία ήχου δε ϕέρουν
καµία piληροφορία σχετικά µε την ακουστική σκηνή στην οpiοία η-
χογραφήθηκαν. Είναι κατά κάpiοιο τρόpiο άγνωστα στο µοντέλο.
Τα αpiοτελέσµατα αpiοθηκεύονται ώστε να piεράσουν στο εpiόµενο
στάδιο.
• do_evaluation: Η τελευταία συνάρτηση είναι και αυτή piου µας δείχνει
οpiτικά τα piοσοστά εpiιτυχίας του µοντέλου µας. Παίρνει ώς είσοδο
τα αpiοτελέσµατα αpiό την συνάρτηση do_testing και τα αpiοτυpiώνει
στην οθόνη. Χρησιµοpiοιείται το εργαλείο sed_eval, το οpiοίο είναι
ϐιβλιοθήκη της python. Μας δίνει το piοσοστό εpiιτυχίας σε κάθε
ακουστική σκηνή και στο τέλος το µέσο όρο των piοσοστών αυτών.
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Το σύστηµα εκτελέστηκε 10 ϕορές και εξήγαγε τα αpiοτελέσµατα
piου ϕαίνονται στον piαρακάτω piίνακα.
Acoustic Scene Development set
Airport 72.9%
Bus 62.9%
Metro 51.2%
Metro station 55.4%
Park 79.1%
Public square 40.1%
Shopping mall 49.6%
Street pedestrian 50.0%
Street traffic 80.5%
Tram 55.1%
Average 59.7(±0.7)%
Πίνακας 3.2: Αpiοτελέσµατα piειράµατος του piρωτότυpiου συστήµατος
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Κεφάλαιο 4
Πειράµατα κι αpiοτελέσµατα
Σε αυτό το κεφάλαιο piαραθέτονται όλα τα χαρακτηριστικά piου χρησι-
µοpiοίησα, δηλαδή όλες οι αλλαγές piου έκανα στο piρωτότυpiο σύστη-
µα. Αρχικά, ξεκίνησα µε την αύξηση δεδοµένων. Στη συνέχεια, έγιναν
οι εξαγωγές χαρακτηριστικών. Στο piιο σηµαντικό στάδιο, αυτό της εκ-
µάθησης, έφτιαξα δύο διαφορετικά µοντέλα, ένα συνελικτικό νευρωνικό
δίκτυο και ένα γκαουσιανό µοντέλο µίξης. Χρησιµοpiοίησα διασταυρω-
µένη εpiικύρωση αpiοτελεσµάτων µε 5-fold.
4.1 Χαρακτηριστικά αρχείων ήχου και µοντέλων
Πιο συγκεκριµένα, τα αρχεία είναι τύpiου *.wav και έχουν ϱυθµό δειγ-
µατοληψίας 44.1kHz και ανάλυση 24 bits. Για τους ϕασµατικούς συ-
ντελεστές συχνότητας Mel, χρησιµοpiοιώ 128 Ϲώνες Mel, µέγεθος FFT
piαραθύρου 2048, ελάχιστη συχνότητα στις Ϲώνες Mel 0Hz και µέγιστη
22050Hz. Στη συνέχεια, χώρισα τα αρχεία ήχου αpiό ένα κανάλι stereo
σε δύο κανάλια mono. Το piρώτο κανάλι είναι το αριστερό και το δεύτερο
το δεξί. Στη συνέχεια, piρόσθεσα λευκό ϑόρυβο στα αρχεία και µετατόpiισα
τον τόνο τους. Σηµειώνεται ότι δηµιουργήθηκαν διαφορετικοί ϕάκελοι
για κάθε αλλαγή. ∆ηλαδή, υpiάρχουν συνολικά 4 ϕάκελοι :
1. Αρχεία stereo
2. Αρχεία stereo µε µετατόpiιση τόνου.
3. Αρχεία stereo µε λευκό ϑόρυβο.
4. Αρχεία mono χωρισµένα σε αριστερό και δεξί κανάλι
Παρακάτω, piαρουσιάζονται piιο αναλυτικά τα ϐήµατα piου ακολούθησα
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για τα piειράµατά µου. Φαίνονται οι διαχωρισµοί, η αύξηση των δε-
δοµένων, καθώς και η αρχιτεκτονική των µοντέλων piου χρησιµοpiοίη-
σα.
4.1.1 Συνελικτικό Νευρωνικό ∆ίκτυο
Το piρώτο µοντέλο piου χρησιµοpiοιώ, είναι ένα συνελικτικό νευρωνικό
δίκτυο. Αpiοτελείται αpiό 3 συνελικτικά δίκτυα, και αpiό τα piλήρως συν-
δεδεµένα εpiίpiεδα. Η αρχιτεκτονική ϕαίνεται στο σχήµα piαρακάτω.
Σχήµα 4.1: Αρχιτεκτονική συνελικτικού νευρωνικού δικτύου piου χρησιµοpiοίησα.
4.1.2 Γκαουσιανό Μοντέλο µίξης
Το δεύτερο µοντέλο είναι το γκαουσιανό µοντέλο µίξης. Σε αυτό, χρησι-
µοpiοιώ 8 συνιστώσες.
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4.2 Πίνακες αpiοτελεσµάτων
Τα αpiοτελέσµατα κάθε µοντέλου για κάθε διαφορετικό σύνολο δεδο-
µένων, ϕαίνονται στους piαρακάτω piίνακες. Χρησιµοpiοίησα υpiολογιστή
µε κάρτα γραφικών Gigabyte GTX 1060 6GB και µνήµη RAM 16GB. Οι
χρόνοι για κάθε διαφορετικό piείραµα ήταν οι εξής :
stereo stereo/pitch shift stereo/white noise Left/Right channels
CNN ∼ 5h ∼ 10h ∼ 10h ∼ 7h30m
GMM ∼ 7h ∼ 13h ∼ 13h ∼ 12h
Πίνακας 4.1: Χρόνοι εκpiαίδευσης piου χρειάστηκαν για να τρέξει το κάθε µοντέλο
χρησιµοpiοιώντας το κάθε σύνολο δεδοµένων
4.2.1 Συνελικτικό νευρωνικό δίκτυο µε stereo σύνολο δεδοµένων
Αυτός ο συνδυασµός ήταν ο αρχικός, σε αυτόν δηλαδή piου έκανα όλες
τις αλλαγές στα αρχεία ήχου και στην αρχιτεκτονική του συνελικτικο-
ύ νευρωνικού δικτύου µου. Μετά αpiό αρκετές αλλαγές, κατέληξα στο
σύστηµα piου αναφέρεται piροηγουµένως. Το τελικό αpiοτέλεσµα είναι
68.4% εpiιτυχία. Το καλύτερο Fold ήταν το δεύτερο µε piοσοστό 70.5%.
Η ακουστική σκηνή µε τη µεγαλύτερη εpiιτυχία ήταν η park µε 86.1%,
ενώ η σκηνή µε τη µικρότερη εpiιτυχία ήταν η metro µε 52.3%.
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Scene Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average
Airport 60.2% 66.3% 69.8% 83.1% 69.8% 69.8%
Bus 75.6% 81.6% 66.7% 80.5% 94.8% 79.8%
Metro 57.2% 44.5% 46.8% 49.7% 63.4% 52.3%
Metro station 46.4% 63.8% 46.6% 59.2% 54.6% 54.1%
Park 74.4% 81.6% 90.8% 93.7% 90.2% 86.1%
Public square 63.1% 73.0% 72.4% 50.0% 44.8% 60.7%
Shopping mall 86.3% 67.2% 72.4% 78.7% 47.1% 70.4%
Street pedestrian 39.0% 79.2% 73.4% 52.6% 61.8% 61.2%
Street traffic 85.1% 82.2% 89.7% 92.5% 75.9% 85.1%
Tram 62.5% 66.1% 75.3% 61.5% 58.0% 64.7%
Average 65.0% 70.5% 70.4% 70.2% 66.1% 68.4%
Πίνακας 4.2: Συνελικτικό νευρωνικό δίκτυο / stereo
4.2.2 Συνελικτικό νευρωνικό δίκτυο µε stereo/pitch shift σύνο-
λο δεδοµένων
Σε αυτόν τον συνδυασµό, είχα 63.0% εpiιτυχία. Το καλύτερο Fold ήταν το
τρίτο µε piοσοστό 66.0%. Η ακουστική σκηνή µε τη µεγαλύτερη εpiιτυχία
ήταν η street_traffic µε 81.6%, ενώ η σκηνή µε τη µικρότερη εpiιτυ-
χία ήταν η metro µε 45.4%. Παρατηρούµε αύξηση στη σκηνή airport,
ωστόσο, στις υpiόλοιpiες υpiάρχει µείωση.
Scene Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average
Airport 70.5% 70.3% 85.2% 69.5% 69.2% 72.9%
Bus 69.6% 75.9% 71.8% 78.2% 89.7% 77.0%
Metro 47.4% 51.7% 42.2% 38.2% 47.7% 45.4%
Metro station 51.8% 66.7% 44.5% 47.7% 48.6% 51.9%
Park 72.9% 74.1% 91.1% 88.8% 73.9% 80.2%
Public square 52.1% 53.4% 50.9% 39.1% 48.6% 48.8%
Shopping mall 89.9% 64.7% 66.7% 82.2% 40.2% 68.7%
Street pedestrian 41.0% 60.7% 56.1% 35.0% 42.5% 47.0%
Street traffic 78.0% 82.8% 83.0% 92.5% 71.8% 81.6%
Tram 62.5% 51.1% 69.0% 37.6% 61.8% 56.4%
Average 63.6% 65.1% 66.0% 60.9% 59.4% 63.0%
Πίνακας 4.3: Συνελικτικό νευρωνικό δίκτυο / stereo - pitch shift
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4.2.3 Συνελικτικό νευρωνικό δίκτυο µε stereo/white noise σύνο-
λο δεδοµένων
Σε αυτόν τον συνδυασµό piαρατηρούµε τα µικρότερα piοσοστά σε σχέση
µε τα υpiόλοιpiα. Είναι χαµηλότερο και αpiό το piρωτότυpiο. Εδώ piαρουσι-
άζει 54.2% εpiιτυχία µε καλύτερο Fold το τέταρτο µε 56.6%. Η ακουστική
σκηνή µε τη µεγαλύτερη εpiιτυχία ήταν η airport µε 85.1% µε σηµαντι-
κή αύξηση αpiό τις δύο piροηγούµενες υλοpiοιήσεις, ενώ η σκηνή µε τη
µικρότερη εpiιτυχία ήταν η street_pedestrian µε 21.5%.
Scene Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average
Airport 83.2% 80.5% 94.2% 83.1% 84.3% 85.1%
Bus 68.5% 62.9% 70.1% 77.3% 89.1% 73.6%
Metro 41.3% 45.1% 40.8% 34.1% 45.9% 41.4%
Metro station 46.7% 41.1% 41.4% 31.3% 39.9% 40.1%
Park 62.5% 60.1% 78.4% 87.9% 80.7% 73.9%
Public square 30.7% 37.6% 29.9% 19.8% 15.5% 26.7%
Shopping mall 70.5% 47.4% 52.0% 62.4% 37.9% 54.0%
Street pedestrian 14.8% 18.2% 24.0% 20.5% 30.1% 21.5%
Street traffic 80.1% 74.1% 77.3% 88.8% 76.7% 79.4%
Tram 42.0% 31.3% 48.6% 60.3% 47.7% 46.0%
Average 54.0% 49.8% 55.7% 56.6% 54.8% 54.2%
Πίνακας 4.4: Συνελικτικό νευρωνικό δίκτυο / stereo - white noise
4.2.4 Συνελικτικό νευρωνικό δίκτυο µε σύνολο δεδοµένων χωρι-
σµένο σε αριστερό και δεξί κανάλι
Εδώ τα piοσοστά είναι καλύτερα αpiο τα δύο piροηγούµενα συστήµατα,
αλλά χειρότερα αpiό το stereo. Ο συνδυασµός αυτός έχει piοσοστό εpiιτυ-
χίας 65.2% µε καλύτερο Fold το τρίτο µε 67.7%. Η ακουστική σκηνή µε
τη µεγαλύτερη εpiιτυχία ήταν η street_traffic µε 85.2%, ενώ η σκηνή µε
τη µικρότερη εpiιτυχία ήταν η metro_station µε 50.6%.
34
Scene Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average
Airport 66.5% 73.8% 85.2% 83.1% 76.7% 77.1%
Bus 51.5% 83.3% 74.4% 68.4% 92.5% 74.0%
Metro 61.6% 40.5% 51.2% 57.2% 74.1% 56.9%
Metro station 47.6% 64.4% 46.0% 49.7% 45.1% 50.6%
Park 69.9% 75.6% 87.9% 83.9% 77.9% 79.0%
Public square 46.1% 59.8% 54.3% 41.1% 59.8% 52.2%
Shopping mall 75.3% 67.2% 62.9% 75.0% 61.5% 68.4%
Street pedestrian 51.7% 44.2% 54.3% 55.5% 48.0% 50.8%
Street traffic 83.9% 89.1% 88.5% 91.1% 73.6% 85.2%
Tram 62.2% 48.6% 72.7% 52.6% 54.3% 58.1%
Average 61.6% 64.6% 67.7% 65.8% 66.4% 65.2%
Πίνακας 4.5: Συνελικτικό νευρωνικό δίκτυο / Left-Right channels
4.2.5 Γκαουσιανό µοντέλο µίξης µε stereo σύνολο δεδοµένων
Το εpiόµενο µοντέλο είναι το γκαουσιανό µοντέλο µίξης. Σε αυτόν τον
συνδυασµό έχουµε εpiιτυχία 78.36% µε καλύτερο Fold το δεύτερο µε
82.09%. Η ακουστική σκηνή µε τη µεγαλύτερη εpiιτυχία ήταν η stre-
et_traffic µε 91.29%, ενώ η σκηνή µε τη µικρότερη εpiιτυχία ήταν η
metro_station µε 58.27%.
Scene Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average
Airport 82.39% 81.40% 83.14% 88.37% 76.74% 82.41%
Bus 85.71% 93.10% 82.18% 81.03% 95.40% 87.49%
Metro 83.82% 83.82% 74.57% 75.72% 83.72% 80.33%
Metro station 66.07% 55.17% 63.79% 55.75% 50.57% 58.27%
Park 76.79% 91.95% 94.83% 87.36% 93.68% 88.92%
Public square 66.67% 79.31% 74.14% 49.43% 38.51% 61.61%
Shopping mall 79.76% 73.56% 81.03% 86.21% 70.11% 78.14%
Street pedestrian 54.07% 81.50% 81.50% 87.86% 74.57% 75.90%
Street traffic 87.50% 94.25% 92.53% 95.40% 86.78% 91.29%
Tram 68.45% 86.78% 85.06% 85.06% 70.69% 79.21%
Average 75.12% 82.09% 81.28% 79.22% 74.08% 78.36%
Πίνακας 4.6: Γκαουσιανό µοντέλο µίξης / stereo
4.2.6 Γκαουσιανό µοντέλο µίξης µε stereo/pitch shift σύνολο δε-
δοµένων
Ο συνδυασµός αυτός piαρουσιάζει piοσοστά µικρότερα αpiο τον piροηγο-
ύµενο. Το piοσοστό εpiιτυχίας του είναι 65.62%. Το Fold µε το µεγα-
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λύτερο piοσοστό είναι το δεύτερο µε 66.69%. Η ακουστική σκηνή µε
τη µεγαλύτερη εpiιτυχία ήταν η park µε 87.19%, ενώ η σκηνή µε τη
µικρότερη εpiιτυχία ήταν η metro_station µε 46.30%.
Scene Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average
Airport 59.94% 63.95% 66.28% 61.92% 59.59% 62.34%
Bus 73.21% 76.15% 58.33% 66.95% 84.77% 71.88%
Metro 69.65% 67.05% 54.62% 60.40% 62.79% 62.90%
Metro station 47.32% 48.85% 45.40% 41.09% 48.85% 46.30%
Park 76.49% 89.94% 89.66% 85.63% 94.25% 87.19%
Public square 55.06% 59.48% 59.77% 35.06% 28.45% 47.56%
Shopping mall 84.52% 69.83% 66.95% 79.31% 72.13% 74.55%
Street pedestrian 35.76% 53.76% 59.83% 73.12% 61.27% 56.75%
Street traffic 85.12% 81.03% 86.21% 92.53% 83.62% 85.70%
Tram 56.25% 56.90% 68.39% 67.53% 56.03% 61.02%
Average 64.33% 66.69% 65.54% 66.35% 65.18% 65.62%
Πίνακας 4.7: Γκαουσιανό µοντέλο µίξης / stereo-pitch shift
4.2.7 Γκαουσιανό µοντέλο µίξης µε stereo/white noise σύνολο
δεδοµένων
Σε αυτό το συνδυασµό, και piάλι έχουµε µικρά piοσοστά εpiιτυχίας, όpiως
και στο συνελικτικο νευρωνικό δίκτυο µε λευκό ϑόρυβο. Το piοσοστό
εpiιτυχίας είναι 57/09% µε καλύτερο Fold το δεύτερο µε 58.28%. Η
ακουστική σκηνή µε τη µεγαλύτερη εpiιτυχία ήταν η bus µε 78.51%, ενώ
η σκηνή µε τη µικρότερη εpiιτυχία ήταν ηmetro_station µε 40.39%.
Scene Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average
Airport 49.43% 75.58% 72.67% 68.90% 58.72% 65.06%
Bus 76.19% 84.48% 63.22% 72.41% 96.26% 78.51%
Metro 68.21% 63.29% 45.09% 56.65% 47.97% 56.24%
Metro station 31.55% 47.70% 41.67% 36.49% 44.54% 40.39%
Park 41.96% 49.71% 94.25% 89.08% 49.43% 64.89%
Public square 60.42% 58.91% 35.92% 31.61% 31.61% 43.69%
Shopping mall 88.69% 35.06% 48.85% 41.95% 60.63% 55.04%
Street pedestrian 27.03% 41.91% 43.93% 41.33% 51.16% 41.07%
Street traffic 75.30% 70.98% 65.23% 90.80% 75.29% 75.52%
Tram 50.00% 55.17% 59.20% 45.69% 42.24% 50.46%
Average 56.88% 58.28% 57.00% 57.49% 55.78% 57.09%
Πίνακας 4.8: Γκαουσιανό µοντέλο µίξης / stereo - white noise
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4.2.8 Γκαουσιανό µοντέλο µίξης µε σύνολο δεδοµένων χωρισµένο
σε αριστερό και δεξί κανάλι
Ο συγκεκριµένος συνδυασµός έχει σχεδόν ίδια piοσοστά µε το stereo
σύνολο δεδοµένων. Το καλύτερο Fold ήταν το τρίτο µε piοσοστό εpiιτυ-
χίας 77.36%. Η ακουστική σκηνή µε τη µεγαλύτερη εpiιτυχία ήταν η
street_traffic µε 89.41%, ενώ η σκηνή µε τη µικρότερη εpiιτυχία ήταν η
metro_station µε 55.59%.
Scene Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average
Airport 74.15% 81.69% 77.62% 83.72% 74.13% 78.26%
Bus 83.63% 92.82% 79.89% 82.12% 95.40% 86.78%
Metro 75.14% 80.06% 68.50% 75.72% 87.50% 77.38%
Metro station 60.12% 58.91% 55.75% 50.86% 52.30% 55.59%
Park 80.06% 86.21% 92.24% 87.36% 94.54% 88.08%
Public square 63.99% 75.00% 71.84% 54.60% 42.24% 61.53%
Shopping mall 70.54% 61,21% 74.14% 80.46% 72.99% 71.87%
Street pedestrian 48.84% 77.17% 76.88% 80.35% 74.28% 71.50%
Street traffic 89.29% 86.78% 90.52% 93.97% 86.49% 89.41%
Tram 68.45% 70.69% 86.21% 79.02% 63.79% 73.63%
Average 71.42% 77.05% 77.36% 76.82% 74.37% 75.40%
Πίνακας 4.9: Γκαουσιανό µοντέλο µίξης / Left-Right channels
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Κεφάλαιο 5
Συµpiεράσµατα και δυσκολίες
5.1 Συµpiεράσµατα
Καθώς έχουν σηµειωθεί τα αpiοτελέσµατα, σε αυτό το κεφάλαιο γίνεται
η σύγκρισή τους. ∆ίνονται διαγράµµατα σχετικά µε τα piοσοστά piου
εpiιτεύχθηκαν σε κάθε µοντέλο για κάθε κατηγορία συνόλου δεδοµένων.
Συνολικά, έχουµε αpiοτελέσµατα αpiό 8 διαφορετικές υλοpiοιήσεις.
Αρχικά, ϑα γίνει σύγκριση των µοντέλων piου χρησιµοpiοιήθηκαν. Ως
αpiοτέλεσµα, ϑα χρησιµοpiοιηθούν τα τελικά piοσοστά εpiιτυχίας για κάθε
σύνολο δεδοµένων. Αυτά, ϕαίνονται στον piαρακάτω piίνακα.
stereo stereo/pitch shift stereo/white noise Left/Right channels
CNN 68.4% 63.0% 54.2% 65.2%
GMM 78.36% 65.62% 57.02% 75.40%
Πίνακας 5.1: Τελικά piοσοστά για τα δύο µοντέλα για κάθε σύνολο δεδοµένων
Σε αυτόν τον piίνακα, piαρατηρούµε αρχικά, piως το γκαουσιανό µοντέλο
µίξης λειτουργεί καλύτερα για τα συγκεκριµένα χαρακτηριστικά ήχου
αpiό το συνελικτικό νευρωνικό δίκτυο. Φαίνεται piως σε όλα τα σύνο-
λα δεδοµένων, piαρουσιάζει µεγαλύτερα piοσοστά. Ωστόσο, καταναλώνει
piερισσότερο χρόνο αpiό το συνελικτικό νευρωνικό δίκτυο.
΄Εpiειτα, piαρατηρούµε piως στην κατηγορία του συνόλου µε τον λευκό
ϑόρυβο, και τα δύο µοντέλα piέφτουν αρκετά χαµηλά και piιο συγκεκρι-
µένα, χαµηλότερα αpiό το piρωτότυpiο σύστηµα (59.7%). Αυτό σηµαίνει
piως, piαρότι η piρόσθεση λευκού ϑορύβου λειτουργεί σε κάpiοια piειράµα-
τα, στο συγκεκριµένο υpiολειτουργεί.
Εpiίσης, piαρατηρούµε οτι και στα δύο µοντέλα, τα καλύτερα piοσοστά
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piαρουσιάζονται µε το κανονικό σύνολο δεδοµένων, piου δίνεται αpiο το
DCASE. Παρακάτω, αναpiαριστώνται τα piοσοστά αυτά σε διαγράµµατα,
για την καλύτερη κατανόηση της σύγκρισής τους.
Στο piρώτο διάγραµµα, γίνεται σύγκριση των µοντέλων piου χρησιµοpiοι-
ήθηκαν σε σχέση µε τα σύνολα δεδοµένων.
Σχήµα 5.1: ∆ιάγραµµα αpiοτελεσµάτων µοντέλων / συνόλων δεδοµένων. ∆ηµιουργήθη-
κε αpiό το [15]
Στο εpiόµενο διάγραµµα, γίνεται σύγκριση των αpiοτελεσµάτων µε ϐάση
τις ακουστικές σκηνές για κάθε σύνολο δεδοµένων στο συνελικτικό νευ-
ϱωνικό δίκτυο.
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Σχήµα 5.2: ∆ιάγραµµα αpiοτελεσµάτων ακουστικών σκηνών / συνόλων δεδοµένων στο
συνελικτικό νευρωνικό δίκτυο. ∆ηµιουργήθηκε αpiό το [15]
Παρακάτω, ϕαίνονται τα piοσοστά για κάθε ακουστική σκηνή µε τη χρήση
των συνόλων δεδοµένων στο γκαουσιανό µοντέλο µίξης.
Σχήµα 5.3: ∆ιάγραµµα αpiοτελεσµάτων ακουστικών σκηνών / συνόλων δεδοµένων στο
γκαουσιανό µοντέλο µίξης. ∆ηµιουργήθηκε αpiό το [15]
Τέλος, γίνεται σύγκριση των µοντέλων µε ϐάση τις ακουστικές σκηνές,
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στο piιο εpiιτυχηµένο σύνολο δεδοµένων, δηλαδή το stereo.
Σχήµα 5.4: ∆ιάγραµµα αpiοτελεσµάτων µοντέλου / ακουστικών σκηνών στο σύνολο
δεδοµένων stereo. ∆ηµιουργήθηκε αpiό το [15]
5.2 ∆υσκολίες
Αρχικά, η piρώτη δυσκολία piου αντιµετώpiισα σχετικά µε τις υλοpiοιήσεις
µου, ήταν η piερίpiλοκη διαχείρηση του piρωτότυpiου κώδικα του DCASE
2018. Ο κώδικας αυτός χρησιµοpiοιεί την ϐιβλιοθήκη dcase_util, αpiό
την οpiοία διαχειρίζεται το µεγαλύτερο µέρος των ενεργειών του (εξαγωγή
χαρακτηριστικών, κανονικοpiοίηση, εκpiαίδευση µοντέλου κ.α.). ΄Ηταν,
λοιpiόν, piερίpiλοκη και χρονοβόρα η εξοικείωση µε τη συγκεκριµένη ϐι-
ϐλιοθήκη.
Πριν την µεταχείριση του piρωτότυpiου κώδικα του DCASE 2018, σκο-
piός µου ήταν να ϕτιάξω αpiό την αρχή ένα δικό µου µοντέλο, µε όσα
ήδη γνώριζα. Αυτό, ϕυσικά, ήταν ως ένα σηµείο piιο εύκολο, διότι δια-
χειριζόµουν ϐιβλιοθήκες piου ήταν ήδη γνωστές. Ωστόσο, δυσκολεύτηκα
αρκετά να εισάγω την ϐιβλιοθήκη sed_eval, την οpiοία έpiρεpiε να χρησι-
µοpiοιήσω για την εκτίµηση της εκpiαίδευσης των µοντέλων µου. ΄Ετσι,
ϑα είχα µία σύγκριση µε τα αpiοτελέσµατα των οµάδων piου δούλεψαν
piάνω στη συγκεκριµένη εργασία.
Το σηµείο piου µε δυσκόλεψε piερισσότερο ήταν η αρχιτεκτονική των
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µοντέλων µου. Καθώς άλλαζα συνεχώς τις piαραµέτρους για να εξάγω
καλύτερα αpiοτελέσµατα, έpiρεpiε να τρέχω τον κώδικά µου αρκετές ϕο-
ϱές. Κάθε τρέξιµο αpiαιτούσε αρκετό χρόνο και piολλές ϕορές δεν υpiήρχε
κάpiοια ϐελτίωση.
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Κεφάλαιο 6
Μελλοντικές κατευθύνσεις
έρευνας
6.1 Ανασκόpiηση της διpiλωµατικής
Σε αυτή τη διpiλωµατική διερευνήθηκε το piρόβληµα της κατάταξης αρ-
χείων ήχου σε δοσµένες ακουστικές σκηνές. Για τον σκοpiό αυτό χρησι-
µοpiοιήθηκαν τα αρχεία αpiο το DCASE 2018 - Task1A. Πάνω σε αυτά
τα αρχεία έγιναν διάφορες αλλαγές ως piρος την αρχιτεκτονική του µο-
ντέλου, την εξαγωγή των χαρακτηριστικών των αρχείων ήχου κ.α.
Η εργασία ξεκίνησε µε την piεριγραφή του piροβλήµατος, καθώς και µε
την ανασκόpiηση της λειτουργίας του DCASE. Στη συνέχεια, δόθηκε το α-
piαραίτητο ϑεωρητικό υpiόβαθρο όλων των λειτουργιών και χαρακτηριστι-
κών piου χρησιµοpiοιήθηκαν. ΄Εγινε µία εκτενής αναφορά στα νευρωνικά
δίκτυα και στους ϕασµατικούς συντελεστές συχνότητας Mel.
Στο piειραµατικό σκέλος της εργασίας, έγιναν αλλαγές µε τη σειρά στα
εξής :
1. Εξαγωγή χαρακτηριστικών των αρχείων ήχου
2. ∆ιασταυρωµένη εpiικύρωση αpiοτελεσµάτων µε τη µέθοδο K-fold
3. Μοντέλα piου χρησιµοpiοιήθηκαν
4. Αρχιτεκτονική του κάθε µοντέλου
΄Εpiειτα, piαρουσιάστηκαν σε piίνακες τα αpiοτελέσµατα όλων των συνδυα-
σµών των µοντέλων µε τα διάφορα σύνολα δεδοµένων. ΄Εγινε σχολια-
σµός για κάθε piίνακα, δηλαδή σε piοια ακουστική σκηνή ϐρίσκονται τα
καλύτερα και τα χειρότερα piοσοστά, καθώς και σύγκριση των αpiοτελε-
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σµάτων µε τους υpiόλοιpiους piίνακες. Εpiιpiροσθέτως, piαρουσιάστηκαν
διαγράµµατα για την καλύτερη κατανόηση των piοσοστών. ΄Εγινε, δη-
λαδή, µία οpiτική αναpiαράσταση των συγκρίσεων των µοντέλων και των
ακουστικών σκηνών.
Τέλος, ϐγήκαν διάφορα συµpiεράσµατα για την piειραµατική αυτή ερ-
γασία και αναφέρθηκαν όσες δυσκολίες αντιµετώpiισα στην piαρούσα δι-
piλωµατική.
6.2 Μελλοντικές κατευθύνσεις έρευνας
Στη συγκεκριµένη διpiλωµατική εργασία, τα αpiοτελέσµατα των piειρα-
µάτων piου piαρουσιάστηκαν ήταν κυρίως ϑετικά. Ωστόσο, υpiάρχουν αρ-
κετά piεριθώρια ϐελτίωσης των piοσοστών. Ορισµένες µελλοντικές κατευ-
ϑύνσεις αναγράφονται piαρακάτω:
• Υλοpiοίηση διαφορετικών ταξινοµητών, piέρα αpiό το συνελικτικό νευ-
ϱωνικό δίκτυο και το γκαουσιανό µοντέλο µίξης.
• Εξαγωγή διαφορετικών χαρακτηριστικών, καθώς και εφαρµογή διαφο-
ϱετικών αρχιτεκτονικών των µοντέλων
• Εφαρµογή της µεθόδου συνόλου, η οpiοία δέχεται piερισσότερα αpiό
ένα µοντέλα, τα συνδυάζει και στο τέλος εξάγει αpiοτελέσµατα µε
ϐάση την τακτική αpiόφασης. Η συγκεκριµένη υλοpiοίηση χρησιµο-
piοιήθηκε αpiό τις piερισσότερες οµάδες piου συµµετείχαν στο διαγω-
νισµό του DCASE. Παρόλο piου είναι piερίpiλοκη µέθοδος, ϐοηθάει
piολύ στην εξαγωγή των αpiοτελεσµάτων.
• Εφαρµογή των µοντέλων piου υλοpiοιήθηκαν σε διαφορετικά σύνολα
δεδοµένων, µε διαφορετικά χαρακτηριστικά µηχανηµάτων εγγρα-
ϕής.
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