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Abstract. We discuss extensions of intensity based models for pricing credit
risk and derivative securities to the simulation and valuation of portfolios. The
stochasticity in interest rates, credit spreads (default intensities) and rating mi-
grations are incorporated in a uni¯ed framework. Scenarios of future prices of all
securities are calculated in a risk-neutral world. The calculated prices are consis-
tent with observed prices and the term structure of default free and defaultable
interest rates. Three applications are discussed: (i) study of the inter-temporal
price sensitivity of credit bonds to changes in interest rates, default probabilities,
recovery rates and rating migration, (ii) portfolio simulations with attribution of
changes to credit events and interest rates and, (iii) tracking of corporate bond
indices.
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11 Introduction
The pricing of securities and the valuation of portfolios of assets sensitive to
market risk is well studied in both academia and industry. The integration of
market (interest rate) and credit risk in a common framework is, however, still
in its infancy. Traditional approaches for evaluating and managing (market) risk
are based on strong assumptions such as the normality of the return distribu-
tion. Although these methods became industrial standard in the RiskMetrics
methodology and are widely accepted for a number of applications they are
clearly inadequate for credit risk assessment and management as a number of
assumptions break down. The distribution of credit losses can be described by
a large chance of small earnings and a very small probability of large investment
losses. They are non-normal and heavily skewed. The causes of these losses are
many and complex in nature. Credit risk can be described as the risk that one of
the trading counterparties does not ful¯ll their obligations on a certain date or
at any time beyond. Losses may result from a counterparty default or a change
in the market value due to credit migration. In general, credit risk for a single
instrument may be decomposed into default risk, migration risk and security
speci¯c risks causing idiosyncratic spread changes.
Tools such as CREDITRISK+ form Credit Suisse Financial Products, Cred-
itMetrics from JP Morgan, Credit Portfolio View from McKinsey & Co (Wilson,
1997a, 1997b ) or KMV's Portfolio Manager (Kaelhofer, 1996) allow to obtain
important insights about the credit risk involved but a number of important
aspects are missing. CREDITRISK+ for example is a so called \Default Mode"
model and assesses credit risk due to default losses only, but without taking into
consideration important market information such as credit quality (rating) and
the term structure of credit spreads. The default event is modelled using the
expected historical default rates. The system enables a user to calculate the loss
distribution analytically, but for valuation problems that need to be consistent
with current market prices, the approach is inappropriate. CreditMetrics is a
typical \Mark-to-Market" model. It allows us to calculate the present value of a
portfolio of credit risk sensitive assets dependent on credit risk only. Market risk
is not incorporated explicitly. As a result, no other risks apart from credit risk
can be assessed and have impact on the valuation of the portfolio. Furthermore,
current prices calculated in CreditMetrics may not be consistent with quoted
market prices.
Over the last years, low government bond yields and reduced liquidity of govern-
ment debt has attracted investors to higher yielding corporate securities. This
strong increase in demand for corporate bonds and credit risk sensitive securities,
combined with a signi¯cant growth in the credit derivatives markets, requires
pricing models and portfolio risk management models that incorporate the credit
risk element explicitly. From an enterprise wide risk management point of view,
the need for the integration of market and credit risk was recognized after the
Russian crisis (August 1998) and the \°ight to quality" that followed. In ad-
2dition, the credit derivative market is growing fast too, and credit derivatives
make large and important risks tradeable and hence take a step towards market
completion as well as e±cient risk allocation (SchÄ onbucher, 1999).
These are quite a few examples that motivate the integration of market and
credit risk as well as the incorporation of credit risky securities and their deriva-
tives in portfolio management in a uni¯ed framework. E®ective valuation and
simulation models, consistent with ¯nancial pricing theory, need to be developed.
In this report, we discuss the extension of currently available pricing models for
credit risky securities for portfolio valuation and simulation purposes. Stochas-
ticity in interest rates, credit spreads (default intensities) and rating migrations
are incorporated in a uni¯ed framework. This allows to obtain present and fu-
ture prices in an arbitrage free manner. Calculated prices are consistent with
observed prices and the term structure of default free and defaultable interest
rates. Furthermore, alternative methods for the simulation of credit events are
discussed.
The paper is organised as follows. In section 2 we summarize the requirements
on an integrated market and credit risk simulation and valuation framework.
Section 3 suggests an approach for incorporating components of pricing mod-
els for credit risky securities in an integrated simulation framework. Section
4 discusses several applications and illustrates the e±ciency of the developed
framework in addressing the applications and section 5 o®ers some concluding
remarks. An appendix containing further details on pricing models for credit
risky securities used in this paper is available from the authors on request.
2 Requirements on integrated market and credit
risk simulation models
Although arbitrage free pricing models for credit risky securities were studied
in detail during the last few years (see Jarrow and Turnbull, 1995, Lando, 1998,
Du±e and Singleton, 1999 and SchÄ onbucher, 1998) they cannot be directly ap-
plied to the valuation of credit risky portfolios at a future point in time. In this
section we discuss a number of aspects that should be addressed when extending
pricing models for portfolio simulation and valuation purposes. By valuation we
mean the estimation of the portfolio value at the end of a holding period. This
value is of course conditional on market parameters like interest rates, credit
spreads, defaults and rating quality that prevails at the end of the holding pe-
riod and the valuation is carried out in a simulation environment. Mulvey and
Zenios (1994) suggest the use of forward looking simulations in the context of
¯xed income portfolio management, an approach that has been embodied in the
Market-to-Future framework of Dembo et al. (2000). The several characteristics
of a portfolio simulation framework are as follows:
31. Integrate disparate sources of risk
The simulation model should generate outcomes that are consistent with em-
pirical observations. For example, all bonds should be priced and evaluated in
a uni¯ed non-arbitrage framework and should be consistent with today's term
structure. The dynamics of state variables should be °exible enough to cap-
ture empirical observations. Furthermore, multiple risks should be considered
together. Ignoring individual risks or concentrating them in a single risk ad-
justment factor may introduce inconsistencies. For example, assuming that the
empirically observed term credit spread1 is assumed to be due to default risk
only and ignoring the fact that in reality a fraction of the spread may be due to
liquidity or migration risk may a®ect the default probability and hence the valu-
ation results signi¯cantly. Considering a number of risks in a uni¯ed framework
allows us to assess the sensitivity of the portfolio to the individual components
and hence assess the signi¯cance of the various risks involved.
2. Capture correlations amongst disparate risk factors
When multiple risks are considered simultaneously it is important to capture cor-
relations amongst them. For example, empirical observations show a signi¯cant
correlation between the credit spreads or default intensity of corporate bonds
and interest rates. When dealing with a portfolio of credit risky securities the
model must capture the correlation between the entities, too. Again, empirical
results show that there is signi¯cant correlation between defaults and migrations
(especially for securities in the same industrial sector).
3. Risk-neutral pricing and real probability of extreme events
An important consideration for the extension of pricing models for valuation
purposes is the di®erence between the risk-neutral probability measure and the
real, observed probability measure.2 Although the pricing of securities is done
under a risk neutral probability measure, assessing a portfolio at a future point
in time should be done under the real objective measure. The valuation requires
future (at time ¹ T) security prices, calculated in a risk neutral framework de-
pending on the realisation of some state variables, e.g., interest rates or credit
spreads at time ¹ T. It is necessary to simulate the state variable until time ¹ T
under the objective measure, whereas the pricing at time ¹ T takes into account
the risk neutral dynamics of the state variables for time t > ¹ T.
4. Computational tractability
Finally, because of the complex nature of credit risk, analytic results are rare
1Term credit spread is the spread in yields between a risk-free treasury security and an
otherwise equivalent credit risky security.
2This point is important as it may not be of similar signi¯cance in a market risk context.
The reason is that when considering market risk only, risk horizons are likely to be much
shorter compared to problems involving credit risk. Typically the horizon for market risk is
around a few days, whereas credit risky problems consider horizons typically more than a year.
For short horizons, the assumption that the risk-neutral probability measure and the observed
measure are indistinguishable holds as a good ¯rst approximation, see Kijima and Muromachi
(2000).
4and simulation approaches are usually the only outlet. The computational com-
plexity involved must be traded o® for practical considerations with assumptions
about state variables driving security prices (e.g. rating, interest rate, default in-
tensity, recovery rate, etc.). The speci¯cation of the dynamics of these variables
is important as for example assuming a simple stochastic process like the Gaus-
sian process for the short rate leads to closed form solutions for some securities
but also implies that the short rate may become negative. This may break down
the requirement of consistency with empirical observations and theory. On the
other hand, closed form solutions may be necessary if large portfolios are to be
simulated and therefore the assumption may be acceptable. The models should
also be possible to calibrate using data that are available easily in the market.
3 Integrating stochastic intensity and rating
models for scenario generation
In this section we present our approach to simulate a portfolio of interest rate
and credit risk sensitive assets over a short risk horizon ¹ T. The modelling of
credit risky security prices can be categorized into two di®erent approaches;
(1) structural models and (2) intensity models. Structural models date back to
Black and Scholes (1973) and Merton (1974). The idea is based on determining
the default time by an underlying di®usion process describing the value of the
¯rm. Default occurs when the process hits a certain boundary. The value of the
contingent claim is derived using option pricing theory.
Intensity models on the contrary model the time of default as a totally in-
accessible stopping time with an intensity capturing the idea that the timing of
default takes the bondholders by surprise. This approach does not de¯ne the
default event based on the ¯rm's value, but derives instead the probability of
the event as the instantaneous likelihood of default, called hazard rate.3 Usu-
ally the time of default is modelled as the ¯rst jump of a point process with a
given intensity (hazard rate). The point process frequently employed in prac-
tice is a Poisson process with intensity ¸. If ¸ is assumed to be random and
conditional on the path the resulting process is a time-inhomogeneous Poisson
process, called a Cox process. The probability of a jump of a point process with
an intensity is approximately proportional to the length of the time interval (for
small intervals) which is one of the main reasons for using these processes (see
for example Br¶ emaud, 1981). A special case of intensity models are rating based
models where the stochastic intensity is modelled in its simplest way as ¯nite
state space Markov Chain representing, e.g., the credit rating.
An overview of both approaches can be found in Lando (1998), Jarrow (1998)
and SchÄ onbucher (2000). Elements of intensity based models are used in the
simulation framework and the main results related to the current paper can be
found in the appendix which is available from the authors on request.
3This is a measure of the propensity of default per unit of time and is widely used in the
insurance literature.
5In addition to the approach we propose, two models were recently brought
to our attention that extend pricing models for risk management purposes. Ki-
jima et al. (2000) extend the rating based model of Jarrow, Lando and Turn-
bull (1997) to the multivariate asset case by incorporating correlated migration
processes. The rating migrations (and defaults) of each security or issuer are
simulated under the objective probability measure according to their model and
given the state at time ¹ T the price of the security is obtained consistently with
the Jarrow, Lando and Turnbull pricing framework. Their main contribution is
the single index extension of the Markov model to the multiple asset case which
allows to assess the impact of credit event correlation explicitly. The model
is an interesting extension of the Jarrow, Lando and Turnbull pricing frame-
work, however it su®ers some drawbacks. In their example interest rates are
not stochastic and correlation between interest rates and default probabilities is
not captured generally. Furthermore the model su®ers from the same drawbacks
as the Jarrow, Lando and Turnbull pricing model. A signi¯cant assumption is
that credit spreads change only when rating changes happen, whereas in reality,
spreads are stochastic even within a given rating class. Especially if we consider
a portfolio of investment grade bonds, stochasticity in interest rates and credit
spreads should be considered. Lando (1998) extends the Jarrow, Lando and
Turnbull model towards this direction in the context of pricing a single security
by introducing stochastically varying transition intensities. This implies as well
uncertainty in spread movements, however, the link between the model stochas-
ticity and the observed spread movements is weak. Furthermore the estimation
of the dynamics of the underlying di®usion processes from risky bond prices only
is almost impossible and bond option prices are required (see Arvanities et al.
1999).
Alternatively, Kijima and Muromachi (2000) develop another risk manage-
ment model based on a stochastic default intensity model (the \Recovery of
Treasury model") introduced by Jarrow and Turnbull (1995). The model incor-
porates stochastic interest rate and default intensity processes in a theoretically
consistent way and allows to assess the relative importance of interest rates and
default processes in an integrated framework. Defaults are sampled from the
intensity processes under the real probability measure. However the approach
lacks as well some of the requirements outlined in the previous section. Rating
migrations are not captured which may a®ect results especially if a portfolio of
investment grade bonds is considered. Hazard rate processes are not directly
observable and estimation problems may occur, especially if a process has to be
estimated for small issuers with only few bonds issued.
In contrast to these contributions our approach incorporates elements of both
rating based models and stochastic intensity models in a simulation framework.
Generally since our interest is in scenario generation, we should be able to per-
turb any assumption on recovery, spreads or rating migration to extend the
state space. The model is developed as a scenario generation tool for stochastic
portfolio optimisation problems, and some results in this direction are given in
section 4.3. In the next section we describe in detail the simulation model based
on an example of simulating a corporate bond index, the Merril Lynch Euro
6Dollar index. The aim is to obtain a set of scenarios of holding period returns
for each bond in the index over a short risk horizon ¹ T (usually 1 to 3 months)
in the spirit of Mulvey and Zenios (1994). Furthermore, we include illustrative
examples considering the sensitivity of the bond price dynamics with respect to
di®erent risk factors and analyze the distribution of the future portfolio value
W ¹ T at the risk horizon ¹ T.
3.1 The general simulation framework
In this section we describe all components of our simulation framework and give
an overview of the system. The simulation of the index portfolio and the as-
sessment of the performance at the risk horizon ¹ T necessities the incorporation
of a number of risks simultanously. Corporate bonds are exposed to changes in
interest rates and credit spreads (or intensities), rating migrations, default risk
and the corresponding recovery uncertainty. The main idea of our approach is
to incorporate stochastic interest rates and credit spreads with a migration pro-
cess based on observable data. The framework is °exible enough to be used for
other instruments exposed to the same or some of the risks such as asset swaps,
default swaps or credit spread products. The main components of the simula-
tion are models of the uncertainty in interest rates and credit spreads (possibly
correlated), an intensity based pricing model, and a set of migration processes
describing possibly correlated rating transitions of the underlying securities.
The general simulation framework ¯rst generates interest rate and credit
spread (or intensity) scenarios. These are economic scenarios and apply to all
securities in a given rating class. Securities are then priced conditional on the
economic scenario according to an intensity based pricing model with each se-
curity's rating and default scenarios simulated through time. These additional
simulations generate rating scenarios that are idiosyncratic for each security or
rating class. In the event of default the recovery payment is also simulated.
3.1.1 The dynamics of the economic variables
Generally the default free spot rate r(t) is modelled as
dr(t) = ^ ¹r(r;t) dt + ¾r(r;t) d ^ Wr(t) (1)
where d ^ Wr(t) denote the standard Wiener process under the real measure P.
This process is useful for scenario generation, however, for pricing purposes we
need to consider the process under the risk neutral measure Q. The risk neutral
dynamics is obtained by introducing a market price of risk °r(t) with
^ ¹r(r;t) = ¹r(r;t) + °r(t)¾r(r;t):
The risk neutral process is then
dr(t) = ¹r(r;t) dt + ¾r(r;t) dWr(t) (2)
with dWr(t) = d ^ Wr(t) + °r(t)dt under Q.
7In addition to the spot rate process, we model the short credit spread or
intensity according to a stochastic intensity model chosen. For example we may
model the short credit spread direcly according to the Recovery of Market value
model (see Du±e and Singleton, 1999 and SchÄ onbucher, 1998) if we consider
only securities that do not require the separation of the default probability from
the recovery payment in default (e.g. credit spread products). Alternatively
if the actual default event and corresponding recovery payment is important,
the framework is still valid if we assume a recovery model with corresponding
recovery rates and model the stochastic intensity which implies stochastically
varying credit spreads.
In our model, a di®erent credit spread or intensity process is considered for
each rating class k = 1;:::;K ¡ 1 where 1 denote the highest (Aaa) rating,
K ¡ 1 denotes the lowest rating (Caa-C) and K denotes the default state. The
corresponding spread or intensity processes are denoted by hk(t) and are assumed
to follow
dhk(t) = ^ ¹k(h;t) dt + ¾k(h;t) d ^ Wk(t): (3)
under the objective measure P. Again, the risk neutral process can be obtained
by introducing the market price of risk which represents a shift in the drift
component of the process.
In addition the correlation between the processes is captured by correlating
the Wiener terms, i.e.
dWi(t) dWj(t) = ½ijdt
where i;j 2 fr;1;:::;K ¡ 1g.
3.1.2 Pricing results
Given the speci¯cations above of the short rate and the default process triggered
by a jump process with a given intensity h(t) := hk(t), a number of authors de-
rived valuation results for credit risky securities, in particular risky zero-coupon
bonds. Some of the results are given next, mainly di®ering in the assumption
about the recovery payment if default happens.
Zero-Recovery (ZR)
The bondholder receives nothing in the event of default, see for example Litter-
man and Iben (1991). For most practical problems zero recovery is unrealistic.











where the bond face value of 1 is discounted with a risk adjusted short rate
rt + ht.
Recovery of Treasury (RT)
In the event of default the bond holder receives an exogenously speci¯ed fraction
c (possibly random) of the value of the otherwise equivalent default-free bond.
8The price at time t of a defaultable zero-coupon bond with maturity T is given
as
vRT(t;T) = c p(t;T) + (1 ¡ c) vZR(t;T); (5)
where p(t;T) denotes the price at time t of an equivalent risk-free zero coupon
bond with maturity T.
Recovery of Face Value (RFV)
The creditor receives a fraction 1 ¡ ¼ (possibly random) of face value immedi-
ately upon default. The price at time t of a defaultable zero-coupon bond with
maturity T is given as













Recovery of Market Value (RMV)
The default payo® is speci¯ed as a fraction 1 ¡ L (possibly random) of the pre-
default value of the risky bond. The price of a defaultable bond at time t with
maturity T is obtained as









This model is due to Du±e and Singleton (1999) and has gained acceptance
as it gives a nice representation of the credit spread process st = L¸t. Many
numerical studies on risky security and swap pricing are based on this model,
see for example Nielsen and Ronn (1997).
Depending on the form of the stochastic processes and the correlation structure,
closed form solutions may be obtained for some models and various securities
(see, e.g., Kijima, 2000).
3.1.3 Current and future portfolio valuation
Given the dynamics of the risk free rates and spreads above we de¯ne the present













n (0;Tn) denotes the
current price of bond n with maturity Tn and ·n
0 is the current rating of bond n,
i.e. ·n
0 2 f1;:::;K ¡ 1g. The bond index superscript n is dropped when there







9where Fn(t) denotes the coupon (plus principal amount at maturity Tn). The
zero-coupon bond price v·0
n (0;Tn) is given according to the chosen recovery
model by (26), (28), (29) or (31), respectively. For example, if we assume the
fractional recovery model and model the credit spread directly (i.e. L = 1), this
price is given as
v·0








where the credit spread process is given as h(t) := h·0(t) according the current
credit quality of bond n. Therefore, this price is a function of the current rating,
which is observable, and the future evolution of interest rates and credit spreads
under Q.
Similarily, the value of the portfolio at a risk horizon ¹ T is given as
W ¹ T =
N X
n=1
wn P· ¹ T
n (¹ T;Tn) (11)
where ¹ T · maxnTn is assumed when securities have maturities longer than one
year. Our risk horizon is short, usually 1 to 3 months.4 P
· ¹ T
n (¹ T;Tn) denotes now
the price of coupon bond n at time ¹ T and is given as
P· ¹ T





The corresponding zero coupon bond price v
· ¹ T
n (¹ T;Tn) depends on the level of
interest rates r( ¹ T) and credit spreads h· ¹ T(¹ T) at the risk horizon ¹ T, the further
evolution of r(t) and h· ¹ T(t) under Q after ¹ T and until maturity, i.e. ¹ T · t · Tn,
and the credit rating · ¹ T of bond n at the risk horizon ¹ T. This price is given
according to the underlying pricing model. Following the previous example, this
price is given for h(t) := h· ¹ T(t) similarly to equation (10) as
v· ¹ T









3.1.4 Credit events: Rating migrations and defaults
The future credit rating · ¹ T of each bond is simulated according to the actual
migration process under P. Defaults are modelled when the process hits the
absorbing state K.5 As we simulate the portfolio of assets, we should consider
correlation between the migrations and defaults of di®erent bonds. We do not
introduce this correlation in the numerical examples of section 4. However, we
could follow the approach in Lando (1999) where correlation is introduced by
4If a longer risk horizon is considered, an assumption about the reinvestment of the inter-
mediate cash°ows is required such as reinvesting in a default free money market account.
5Note that if only default or no-default situations are of interest (as in the default mode
models), we can alternatively simulate the default and survival events from the intensity process
and capture correlation amongst default events via correlating the di®erent intensity processes
(see, e.g., Kijima and Muromachi (2000).
10considering a single state expanding Markov chain with KN states (exponential
growth with the number of state variables). Alternatively, Kijima et al. (2000)
considers a multivariate Markov chain · = f·t = (·1
t;:::;·N




t¡1 of the Markov chains ·n are assumed to be a function
of a single common factor and an independent factor speci¯c to each ¯rm. This
approach is more tractable as the size grows only linearly.
If no correlations are considered, the rating transitions are simulated ac-
cording to a transition matrix describing the Markov chain under P. Figure 1
illustrates the branching scheme between the rating classes. Note that default
is modelled as an absorbing state of the Markov process and once being in de-









t =0 1 2 3 4
Figure 1: Transitions between di®erent rating classes.
may assume one of the recovery models introduced earlier. Note, however, that
whereas in the context of pricing the expected recovery rate is su±cient, uncer-
tainty in recovery rates is important in a simulation context, and in particular
for modelling collaterized loan (CLO) and bond (CBO) obligations.
3.1.5 An overview of the simulation framework
The simulation is carried out as follows (see also Figure 2):
i) Simulate under the real probability measure a set of economic sce-
narios ­e = f1;2;:::;Seg of the default free short rate r(t) and the
credit spread or intensity processes hk(t) for 0 · t · ¹ T and for each
rating k = 1;:::;K ¡ 1. We denote these outcomes as rl(t) and
hl
k(t), respectively, where l denotes and element of ­e.
ii) Simulate a set of rating scenarios ­r = 1;2;:::;Sr, i.e., the ratings
·t of each bond n = 1;:::;N, at time t (0 · t · ¹ T) according to
a Markov model. We denote the credit rating of each bond under
scenario l where l is an element of ­r by ·l
t.
11Market Data
- market prices of bonds
- default free and defaultable
term structures






- intensity based model
- parameter estimates of stochastic
processes
- historical spread, default data
- implied from prices
Credit Event Model
- correlated Markov Chains
- recovery model
- recovery rates 
-historical or implied
Simulation models: real 
probabilities (Monte Carlo or 
lattice)
- default free short rate
- credit spreads
- credit migrations and defaults
- recovery payments 
Security Pricing: risk-neutral 
probabilities
(Closed form, Monte Carlo or lattice)
- valuation of current portfolio
- risk adjustment factors
- cashflow generators (coupon payments, 
derivative payoffs, fees etc.)
Applications
- dynamic price evolution
- holding period return calculations, 
- stochastic programming – optimisation
- Index Tracking, ALM
- future portfolio valuation (distributions, VaR)
Figure 2: An overview of the general simulation framework




n (¹ T;Tn) of each bond n for each rating sce-
nario in ­r and each economic scenario in ­e. We therefore ob-









n (¹ T;Tn)) are calculated according
to the chosen pricing model (equations (12) and (13) for example).
This calculation may require the simulation of the dynamics of in-
terest rates r(t) and credit spreads or intensities hk(t) under the
risk neutral measure for ¹ T · t · maxnTn and for each rating
k = 1;:::;K ¡ 1 conditional on the simulation of step (i), if no
closed form solutions are available.
iv) The simulation outcome can be used to valuate a portfolio at a future
point in time (i.e., calculation of W ¹ T for every scenario and Value at
Risk assessment thereafter), to assess the dynamics of prices or to
generate scenario trees for stochastic portfolio optimisation models.
In words, given input data on the individual securities, term structures on default
free and defaultable bonds of di®erent ratings and the rating transition prob-
abilities, we simulate a set of economic scenarios for interest rates and credit
12spreads. In addition we simulate a set of rating and default scenarios re°ecting
migrations. Given that bond n at time ¹ T is in rating · ¹ T we need to obtain the
price of this bond conditioned on the state of the economic scenarios at ¹ T and
according to the evolution of the state variables under the risk neutral measure
Q from time ¹ T onwards.
This simulation framework describes the valuation or subsequent holding pe-
riod return calculation at one future point in time (the risk horizon ¹ T). If we are
interested in the dynamic evolution of holding period returns or intertemporal
portfolio value distributions, the outlined approach needs to be modi¯ed slightly.
In particular (ii) and (iii) need to be modi¯ed such that for a given sample path
of r(t) and hk(t) for 0 · t · ¹ T and k = 1;:::;K ¡ 1, we start a simulation of
the evolution of the state variables under Q at each node along the sample path
for pricing purposes. This seemingly simple adjustment leads to a signi¯cant
increase in computational complexity as it amounts to a simulation on top of a
simulation, if no closed form results are available.
3.2 Data requirements
We are going to apply the model to simulate corporate bonds in the Merril Lynch
Euro Dollar index, and develop an index tracking model. The Merril Lynch Euro
Dollar index contained about 450 securities on January 31, 1997. The number
of securities increased to more that 1000 by August 31, 2000 with a big jump
in March 2000 from 665 to 975 securities. Approximately 84% of the portfolio
value is hold in bonds rated Aa or higher on January 31, 1999.
Given a set of historical prices through time, we estimate the default free and
defaultable term structures according to a chosen level of aggregation applying
spline models that capture various shapes of the term structures (e.g., Nelson
and Siegel, 1987). In our example we aggregate the data by rating class and
estimate the corresponding risk-free and risky term structures.
Term structures were ¯tted for every month in the 44-month period of Jan-
uary 1997 to August 2000. Figure 3 shows the Aa defaultable term structures for
maturities of one to ten years estimated during this period. These term struc-
tures and corresponding spread curves are useful for backtesting the performance
of the model (see section 4.3) when a simulation is repeated dynamically through
time according to the observed term structures at that time. In general, how-
ever, the term structures need not be estimated from the underlying bond data
but can be obtained from an alternative source such as Bloomberg. In addition
they can be used to infer the parameters of the underlying stochastic processes
for the default free short rate and the spread or intensity processes of an un-
derlying stochastic intensity model. This procedure of relying on pre-estimated
term structures may better re°ect the true dynamics of the underlying factors
and smooth out noise in the observed prices, see e.g. DÄ ullmann and Windfuhr
(1999). Further details about parameter estimation can be found in Singleton
(1999) and Du±e and Singleton (1997).






























































































































































































































































Figure 3: The ¯tted term structures of Aa defaultable bonds during the period Jan. 1997 to
Aug. 2000 for maturities of 1 to 10 years.
Markov chain frequently used in rating based pricing models (see Jarrow, Lando
and Turnbull, 1997). We use the one year rating transition matrix published by
Moody's.6 The matrix contains usually a state NR for transitions to a not rated
state but no subsequent default or reentrance statistics are provided. Following
Jarrow, Lando and Turnbull (1997) we eliminate the NR column of the matrix
by adjusting the rest of the matrix. Table 1 reports the scaled average one year
transition probabilities (1980 to 1998) used throughout.
Aaa Aa A Baa Ba B Caa ¡ C Default
Aaa 0.8866 0.1029 0.0102 0.0000 0.0003 0.0000 0.0000 0.0000
Aa 0.0108 0.8870 0.0955 0.0034 0.0015 0.0015 0.0000 0.0003
A 0.0006 0.0288 0.9021 0.0592 0.0074 0.0018 0.0001 0.0001
Baa 0.0005 0.0034 0.0707 0.8524 0.0605 0.0101 0.0008 0.0016
Ba 0.0003 0.0008 0.0056 0.0568 0.8357 0.0808 0.0054 0.0146
B 0.0001 0.0004 0.0017 0.0065 0.0659 0.8270 0.0276 0.0706
Caa ¡ C 0.0000 0.0000 0.0066 0.0105 0.0305 0.0611 0.6297 0.2616
Default 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000
Table 1: Scaled average 1-year transitation matrix (1980 - 1998).
3.3 Implementation details
In this section we describe the implementation of the general framework and
present some results for illustration. The pricing and simulation is based on
6Alternatively matrices published by Standard & Poor's or KMV may be used as well.
Results on the impact of di®erent transition matrices in the context of international bond
portfolios are given in Bucay and Rosen (1999).
14a tree implementation leading to great °exibility in pricing a large range of
securities e±ciently, however we assume implicitly a zero market price of risk in
the simulation of the state variable under P.
3.3.1 A tree implementation for credit spreads
We use the tree implementation method of SchÄ onbucher (1999) which was devel-
oped to price a range of credit risky securities (e.g. callable bonds, interest rate
swaps, default swaps, credit spread option, asset swaptions etc.), especially if
no closed form solutions are available. The approach developed is based on the
two-factor Hull and White (1994) model for default-free interest rates where one
of the factors is taken to be the credit spread. Although based on a Gaussian-
setup, the model can be easily extended to the non-Gaussian framework avoiding
negative interest rates and credit spreads.
The general short rate process is assumed to follows the extended Vasicek
(1977) model and given under Q as
dr(t) = (kr(t) ¡ arr(t))dt + ¾r(t)dWr(t); (14)
with a constant ar, mean reversion kr(t), and spot volatility function ¾r(t). The
advantage of the Gaussian model is that the solution r(t) is known explicitly (see
for example Kijima (2000) for details) as a Gauss-Markov process that is normal
and hence may become negative. However the tree implementation allows us to
de¯ne the spot rate r alternatively as a function f(x) of an underlying Gaussian
process
dx(t) = (kx(t) ¡ axx(t))dt + ¾x(t)dWx(t) (15)
such that the interpretation of x as the short rate is lost. For example, specifying
r = f(x) = ex (16)
gives the Black and Karasinski (1992) model. This model has the advantage
that positive interest rates are ensured.
Similarily the dynamics of the credit spread (or intensity) processes h(t) is
assumed to follow a mean reverting Gaussian process
h(t) = (kh(t) ¡ ahh(t))dt + ¾h(t)dWh(t) (17)
with corresponding parameters kh(t), ah and ¾h(t). Again, positive credit
spreads can be assured if h(t) is given as a function h = f(x) of an unobservable
state variable x following a Gaussian process as in (15).
Correlation between the Brownian motions Wr and Wh is captured and as-
sumed to be constant with
dWr dWh = ½dt:
SchÄ onbucher (1999) extends the Hull and White tree building procedure to in-
corporate a default branching mechanism. After constructing a tree for the
default free short rate and the default intensity, the tree has to be linked with
a consistent recovery model. Looking at one timestep [t;t + ¢t[, there is ¯rst
15a branch to default and the tree continues only in the survival node with the
evolution of interest rates and default intensities. Hence at each node in the
tree, the current default free and defaultable security prices are known. Given
default, the corresponding expected recovery payment needs to be attached.
The calibration method does ¯t the tree simultaneously to the default free
and the defaultable term structure of bond prices and volatilities. Hence we
obtain a three-dimensional tree (time, default free spot rate, and credit spread)
which can be used for pricing default free and credit risky securities in a single
no-arbitrage framework.
3.3.2 Portfolio valuation
The current portfolio value is given by equation (8). The credit risky bond prices
P·0
n (0;Tn) and the corresponding risky zero-coupon bond prices v·0
n (tc;Tn) for
0 · tc · Tn can be calculated using the tree built in the previous section. As our
portfolio only contains investment grade bonds, we build a tree for each rating
class, i.e. Aaa, Aa, A, Baa.7
When we price each bond according to its current rating ·0 on the corre-
sponding tree, we observe usually a small di®erence between the observed bond
prices and the prices obtained from the model. In order to match currently ob-
served market prices, we need to incorporate some risk adjustment factors such
as, for example, the option adjusted spread (OAS) or option adjusted premium
(OAP); see Babbel and Zenios (1992). Table 2 reports the average OAS, the
standard deviation, and the market quotes of the OAS for all securities (in bp)
in a given rating class observed in the index after pricing on January 31, 1999.
We notice that the average OAS is quite small compared to market quotes indi-
cating the accuracy of our model. Note that high quality bonds are less volatile
and trade closer to the corresponding term structure curve and as a result the
OAS is smaller compared to lower ratings.
Rating No.Securities Avg. OAS Std.Dev. Mkt.Quotes
Aaa 287 -2.2 14 54
Aa 244 -2.4 18 62
A 84 5.1 29 112
Baa 16 17 209 340
Table 2: Option adjusted spread (OAS) statistic in bp for 31 January 1999.
3.3.3 Scenario generation
In the current implementation we use the tree not just for pricing purposes but
sample in addition a set of economic scenarios for the default free short rate and
7We do not capture the correlation between the credit spread processes directly, however
correlation is introduced via the correlation to the common state variable of the default free
short rate.
16the credit spreads from the trees. Conditional on an interest rate path r(t) we
sample the corresponding risky path as each branch in the combined tree de-
scribes the credit spreads h(t) conditional on the interest rate path r(t). For short
risk horizons we sample from the risk neutral lattice assuming that the risk neu-
tral measure is indistinguishable from the observed measure. This is a good ¯rst
approximation (see Kijima and Muromachi, 2000) and was done demonstrated
to work well in the context of scenario generation for stochastic programming
(see Mulvey and Zenios, 1994). For extended risk horizons, however, a market
price of risk needs to be taken into consideration and the change of measure may
be important. Sampling from the lattice may lead to signi¯cant computational
advantages. If, for example, securities with early exercise features (e.g., callable
bonds) are considered (and no closed form solutions exist), pure Monte-Carlo
methods may require prohibitively higher computational costs8. Another advan-
tage is that we can observe along each sample path the fair, arbitrage free price
at the corresponding node in the tree which reduces computational complexity
signi¯cantly, especially for generating a set of scenarios through time.
For comparison, the general simulation approach of section 3.1.5 requires to
start a new simulation of the risk neutral dynamics at each node along each
scenario sample path to calculate the fair arbitrage free prices. However, if plain
vanilla corporate bonds are considered and closed form solutions are available
(as in the Gaussian framework of Kijima 2000) the simulation can be reduced
to sampling paths from the interest rate and spread processes (under P). The
prices can be then calculated knowing the outcome of this state variables at the
risk horizon ¹ T.
We incorporate rating transitions and defaults by modelling the rating migration
process as a Markov chain with absorbing default state and sample a set of rating
scenarios using Moody's historical rating and default information (see Table 1).
We do not consider correlation between assets and simulate therefore the rating
migrations and defaults for each bond independently. Technically we sample the
time of the next credit event using the generator matrix of the Markov process
and when a credit event takes place we sample the nature of the event, i.e.,
migration to another state or default. In the event of default, we calculate the
recovery payment according to the recover assumption and expected recovery
rate chosen in the intensity based pricing model. Alternatively we may use a
di®erent recovery model in the simulation context and sample the recovery rate
randomly according to the speci¯ed distribution (frequently a beta distribution
is used in practice) as the real world recovery model may be di®erent than the
risk neutral speci¯cation used for pricing purposes.
Evaluating each bond for all rating scenarios under each economic scenario ne-
cessities the fair prices of all bonds conditional on credit ratings. So far, each
bond is priced under the assumption that the bond will stay in its initial rating
class ·0. Introducing the chance of rating changes and defaults requires the
8This may be important depending on the market we are interested in, as for some markets
the majority of corporate issues is callable.
17fair prices of each of the bonds under the new rating category along the path.
Hence, in addition to the pricing of each bond n = 1;:::;N on the corresponding
·0-tree, we need to obtain each bond fair prices given the set of rating states
´n ½ f1;:::;Kg that the bond reaches during the risk-horizon ¹ T under all sce-
narios. Given this set of scenarios of rating states for each bond, we price this
bond on the corresponding risky tree consistent with todays term structure9.
We assume that after migrating to a di®erent state, the bond is priced at its
fair value (at the curve) and do not take any risk premia adjustment into con-
sideration. Given the price of each security under all scenarios, we calculate the
holding period returns for each bond n under scenario s.
4 Applications
4.1 Dynamic price evolution - Asset price sensitivity
In this section we present some results on the price sensitivity of corporate
coupon bearing bonds to market and credit events such as interest rate or spread
changes, migrations, and defaults. We consider a Aaa rated bond on January 31,
1999. This bond matures on May 9, 2001 and pays an annual coupon of 7.5%.
In the prevailed default free rate of that time (around 5:5% for a 10-year bond)
this security trades at a premium but the price converges to par at maturity.
Figure 4 shows four price paths of the bond under di®erent interest rate and
credit spread scenarios where the jumps in the paths re°ect coupon payments.

























































































































































































































Figure 4: Price path of a typical Aaa rated coupon bond under alternative interest rate and
credit spread scenarios
In scenario 1, the short rate path is the same, however the short credit spread
path is increasing. Scenario 2 represents a more extreme scenario when both,
interest rates and credit spreads are increasing along the path. Scenario 3 di®ers
from scenario 2 such that after 12 months of increasing interest rates and credit
spreads, interest rates stay at the high level and credit spreads decrease each
9The term structures of defaultable non-investment grade securities were obtained from
Bloomberg.
18month. The ¯gure shows that our model captures the sensitivity of defaultable
bond prices to both, changes in interest rates and changes in credit spreads.
Figure 5 shows the price path under the economic scenario 0 but with chang-
ing rating scenarios. The bond initially rated Aaa gets downgraded to A in
July 1999 and further downgraded to Baa in December 2000. The ¯gure shows
that a downgrade causes jumps in the bond price that will be re°ected in the
calculation of the holding period returns of the bonds. However, as long as the



























































































































































































































Figure 5: Impact of rating migrations to the price path of a coupon bond.
of default, however this property does not hold anymore. Figure 6 shows three
di®erent default scenarios. After downgrading in period six, the bond defaults
in period eleven and we recover 20%, 40% or 60% of the pre-default value of the





















































































































































































































































Figure 6: Price path of a bond in a default scenario with recovery amounts of 20%, 40% and
60% of the pre-default value.
4.2 Future portfolio valuation
Simulating the bond prices under the current framework and calculating the
holding period returns of each security can be used to obtain the distribution of
19a portfolio of market and credit risk sensitive assets at a future point in time or
dynamically across time. Given these distributions, the portfolio can be assessed
using risk measures such as VaR. In the following we brie°y discuss the impact of
rating and default scenarios on a portfolio of bonds. We start by investigating
the impact of credit events and changes in the underlying risk factors on the
future value of a single bond. We consider a Baa rated bond (maturity May 19,
2003, coupon 6.75% annual). Figure 7 shows the distribution of the bond values
at a risk horizon of 8 months when 500 economic and 1000 rating scenarios are
sampled for a total of 500000 scenarios. One distribution includes rating changes
and defaults (zero-recovery is assumed) whereas the other distribution excludes



















credit events no credit events
Figure 7: Bond value distribution of a Baa rated bond at a risk horizon of 8 months with
and without migrations and defaults considered under 500 interest rate and credit spread and
1000 rating scenarios.
with the credit events has an extremely long left tail. The value of this bond does
not drop to 0 as a coupon payment was received before default happened in the
worst case scenario at tbe left end of tail. Figure 8 shows a similar distribution
for a typical Aaa rated bond (maturity January 22, 2004, coupon 5.25%) under
the same number of scenarios.
Similarly we can obtain the distribution of a portfolio of bonds given the
holdings of each bond in the portfolio. In Figure 9 we consider a portfolio
containing all Baa rated bonds in the index on January 31, 1999. For this risky
portfolio, we observe at the risk horizon of 8 months a fat tailed distribution.
We assume that the value of the portfolio is worth $100 at the beginning. This
distribution is again generated using 500 economic and 1000 rating scenarios.
In the case of default of a bond zero recovery is assumed. Comparing however
the tail of the portfolio in Figure 9 and the tail of a typical bond in Figure 7
we see that portfolio losses are much lower, due to the limited exposure of the
portfolio to a single bond. Figure 10 shows the distribution of the portfolio value
for di®erent scenario sets. One distribution is generated using 1000 credit event






















Figure 8: Distribution of the value of a Aaa rated bond at a risk horizon of 8 months with























Figure 9: Distribution of a Baa rated bond portfolio values at the end of the 8 months risk
horizon under 500 economic and 1000 rating scenarios.
in credit spreads and interest rates has a big impact on the distribution. The
(square) dots indicate the distribution of the same portfolio if we simulate the
portfolio under the economic scenarios only, ignoring rating scenarios.
These results showe the impact of credit event and economic scenarios on
distributions of bond and portfolio values. However further analysis is necessary
considering correlation aspects and the volatility of the individual components
(e.g., spread process or market risk volatility). The distribution in Figure 10
can alternatively be viewed in an environment where market risk is not present
(zero volatility in the short rate process) indicating the signi¯cance impact of
parameter estimates on market values10.
10All processes were assumed to follow the Gaussian speci¯cation in this section. The pa-
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Figure 10: Baa-portfolio under one economic and 1000 rating scenarios compared 500 eco-
nomic scenarios, only.
4.3 Stochastic optimisation - Index tracking
We apply the model as a scenario generation tool in the context of scenario
optimisation to solve an index tracking problem using the linear program dis-
cussed in Worzel, Vassiadou-Zeniou and Zenios (1994). We backtest the model
performance in tracking the Merril Lynch Euro Dollar index over a period of
18 months from January 1999 to July 2000. Each month, we run the scenario
generation and calculate the holding period returns for a holding period of three
months. The portfolio is rebalanced according to the optimal solution of the
tracking model and the performance is assessed ex poste at the end of each
month. Figure 11 shows the performance of the scenario generator when applied
in the backtesting study. The realized index return is plotted in addition to the
range of returns the scenario sets cover (vertical lines) for the period of April
1999 to July 2000. At each point in time the scenario set was generated using
only information that was available 3 months earlier. Throughout the back-
testing period the scenario generator seems to produce results that contain the
realized returns in each timeperiod. Figure 12 shows the growth of an initial
investment of $100 when we assume we invest directly in the index and in a
portfolio following the scenario optimization. Transaction costs are considered
in the case of the portfolio generated by the optimizer while the index returns
are without transaction costs. On the same ¯gure the ex-poste observed annu-
alized tracking error is shown. The ¯gure is typical for the performance of the
model which was tested under several settings. The historical Sharpe ratio for
the tracking portfolio is 0.714.
5 Conclusion
In this paper we develop a new simulation framework for portfolios of market and
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Figure 12: Performance of the tracking model versus the index and the corresponding track-
ing errors.
(or default intensities) is captured using intensity based pricing models linked
with a rating migration process based on historically observed data. As a result,
security prices are modelled consistently with observed market prices and term
structures. The sensitivity of prices to the risk factors (and their parameteriza-
tion) such as interest rates, credit spreads, migrations or default events can be
assessed either simultaneously or in isolation from each other. The framework
is implemented using multiple trees where each tree describes the evolution of
short spot rates and short credit spreads, each of them modelled in a single
factor Gaussian setting. However the tree implementation method (following
SchÄ onbucher 1999) allows to overcome the problem of negative rates with posi-
tive probabilities. Future research will be required, however, in the extension of
the models to multiple factors to su±ciently capture the behavior of real mar-
kets. Furthermore, the correlation between interest rates and spreads and the
migration process is not captured and research is necessary in this direction;
especially the multi-entity extension of stochastic rating based models may be
of interest.
23The e±cacy of the model was discussed for di®erent examples and especially its
application for dynamic risk management problems which is of special interest
for practitioners. The calculation of the portfolio value distribution at a future
point in time particularly interesting. For low quality portfolios the distribution
is often non-unimodal and only the whole distribution allows us to understand
the (credit) risk involved correctly. We discussed the problem of tracking corpo-
rate bond indices via simulation and optimisation models and the integration of
numerous decisions in a single model. The validity of the model is shown in the
ex-poste backtesting analysis. The same ideas can be carried forward to broader
asset and liability management problems where market and credit risk should
be considered on both sides of the balance sheet. Furthermore, this framework
allows to include more complex securities such as credit derivatives so that their
impact for practical risk management can be investigated.
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26Appendix
A The pricing of credit risky securities
The modelling of credit risky security prices can be categorized into two di®erent
approaches; (1) structural models and (2) intensity models. Structural models,
sometimes called fundamental models or ¯rm value models, date back to Black
and Scholes (1973) and Merton (1974). The idea is based on determining the
default time by an underlying di®usion process describing the value of the ¯rm.
Default occurs when the process hits a certain boundary. The value of the
contingent claim is derived using option pricing theory. A number of authors
follow this approach, amongst them recently Longsta® and Schwartz (1995) and
Das (1995).
Intensity models are also called reduced form or relative credit models. The
time of default is modelled as a totally inaccessible stopping time with an in-
tensity capturing the idea that the timing of default takes the bondholders by
surprise. This approach does not de¯ne the default event based on the ¯rm's
value, but derives instead the probability of the event as the instantaneous like-
lihood of default, called hazard rate.11 An overview of both approaches can be
found in Lando (1998), Jarrow (1998) and SchÄ onbucher (2000). A special case
of reduced form models are rating based models where the stochastic intensity
is modelled in its simplest way as ¯nite state space Markov Chain representing,
e.g., the credit rating.
A.1 Basic terminology
A default risky or credit risky security is a pair (Z;T Z) consisting of a random
variable Z and a stopping time T Z at which Z is paid. The price process ¦Z(t)





t r(s)dsZ j Ft
´
(18)
with the expectation taken under the risk neutral measure Q given the ¯ltration
Ft of currently available information at time t.12 EQ
t (¢) will be used instead
11This is a measure of the propensity of default per unit of time and is widely used in the
insurance literature.
12In all models, uncertainty is modeled using a probability space (­, F, P) and a ¯ltration
F = (Ft)0·t·T satisfying the usual conditions (see Jacod and Shiryaev (1988) for details) of
right-continuity and completeness. The sigma-¯eld F0 is assumed to be trivial and FT = F
27of EQ(¢ j Ft) to simplify notation for the rest of the paper. The defaultable
contingent claim Z can be de¯ned in more detail as a pair [(Y;T);(¨;¿)] of
contingent claims. (Y,T) is the obligation of the issuer to pay Y at time T and
the claim (¨;¿) de¯nes the stopping time ¿ at which the issuer defaults and the
claimholders receive the recovery payment of ¨. In this framework, the company
in ¯nancial distress is assumed to get liquidated and hence default may occur
exactly once in the lifetime of a bond. Z can be expressed as
Z = Y 1f¿>Tg + ¨ 1f¿·Tg (19)
where 1f¿<Tg is the indicator function which is equal to one if default happens
before time T and zero otherwise. The stopping time T Z is de¯ned as T Z =

















Y 1f¿>Tg + ¨T 1f¿·Tg
¢´
(21)
where ¨T = ¨ e
R T
¿ r(s)ds. In this expression the recovery payment is assumed to
be made at maturity T. The important parts of the model are the instantaneous
short rate process r(t), the time of default ¿, and the recovery payment ¨. We
discuss all three components next.13
A.1.1 Modelling the default free term structure
The short rate process r(t) can be modelled following any of the term-structure
models well known from the literature. Basically it is possible to model the
short rate process directly (via a Markov state space vector) as for example in
the Vasicek (1977) or Cox, Ingersoll and Ross (1985) models (and its extensions).
Alternatively the term structure of forward rates may be modelled as in Heath,
Jarrow and Morton (1992).
A.1.2 Modelling the default event: Time of default
In reduced form approaches, the time of default is usually modelled as the ¯rst
jump of a point process with a given intensity. The point process usually em-
ployed in practice is a process whose only jump is the ¯rst jump of a Poisson
process with intensity ¸. A multiple default approach is given in SchÄ onbucher
for a ¯nite time horizont T. (­, F, P, F) is a ¯ltered probability space and all processes are
assumed to be de¯ned on the space adapted to the ¯ltration F. The expression is then derived
by applying the risk neutral valuation methodology. For a general introduction to risk neutral
valuation see Bingham and Kiesel (1998)
13The outlined framework is su±cient when only payo®s at default and survival are con-
sidered. However, many defaultable claims have more complex payo® structures and the
framework may be extended by a process ¹ Y 1f¿>sg for 0 · s · T Z representing a payo® that
stops when default happens.
28(1998, 2000). If ¸ is assumed to be random and conditional on the path the
resulting process is a time-inhomogeneous Poisson process, called a Cox process.
The reason for using processes like Poisson or Cox processes is that they have
intensities. The probability of a jump of a point process with an intensity is ap-
proximately proportional to the length of the time interval (for small intervals),
see for example Br¶ emaud (1981).
A.1.3 Modelling the default event: Recovery payments
If default happens, there are a number of di®erent ways to model the recovery
payment and obtain analytically tractable models.
Zero-Recovery (ZR)
The bondholder receives nothing in the event of default. Zero recovery was as-
sumed in the early papers on defaultable bond prices, see for example Litterman
and Iben (1991). For most practical problems, zero recovery is unrealistic.
Recovery of Treasury (RT)
In the event of default, the bond holder receives an exogenously speci¯ed frac-
tion (possibly random) of the value of the otherwise equivalent default-free bond.
The amount is thus independent of the value of the risky security.
Recovery of Face Value (RFV)
The creditor receives a fraction (possibly random) of face value immediately
upon default.
Recovery of Market Value (RMV)
The default payo® is speci¯ed as a fraction (possibly random) of the pre-default
value of the risky bond.
After this broad overview of the components of credit risk models we outline
some important results and pricing models based on a stochastic default inten-
sity process or rating information.
A.2 Stochastic Intensity Approaches
We start with some key pricing results assuming di®erent recovey mechanisms.
These results are mainly due to Jarrow and Turnbull (1995), Lando (1998) and
Du±e and Singleton (1999).
In the following, the time of default ¿ is generated by a Cox process with stochas-
tic intensity ¸. The random intensity ¸ is presented as ¸(t)= ¸t = ¸(Xt) in most
applications under consideration where X is a stochastic process and ¸ a non-
negative continuous function. The process X represents the dynamics of the
state variables driving the intensity of the jump process. The state variables
may include the default free interest rates, stock prices, credit ratings, time or
29any other relevant variable. The speci¯cation of the default process as a Cox
process precludes a dependence of the default intensity on previous defaults and
ensures totally inaccessible stopping times ¿ as the times of default.










where E1 is a unit exponential random variable independent of the state variables
X. The unconditional survival probability is given as




0 ¸(Xs)ds j Ft
´
: (23)
The construction of the ¯st jump of a Cox process and the fact that the proba-
bility of a jump is proportional to the length of the interval implies that, given
survival up to time t and the history of X, the probability of default within the
next small interval ¢t is equivalent to
Q
³
default in(t;t + ¢t)
´
= ¸t¢t + o(¢t): (24)
Combining equation (20) and (21) with the time to default model above and with
the di®erent recovery assumptions we obtain the following pricing relations.
Zero Recovery
Zero recovery implies ¨ = 0 and the payo® Z simpli¯es to Z = Y 1f¿>Tg. The
price of a defaultable security with recovery payo® Y at time T is given by
¦ZR








As a special case, the price of a defaultable zero-coupon bond with maturity T










This is the bond face value of one discounted with a risk adjusted short rate
rt + ¸t.
Recovery of Treasury
This recovery assumption results in a contingent claim payo® in the default event
of ¨ = c¦Y (t), i.e. a fraction c of the price of an otherwise equivalent default
free security. The existence of a money market account and the assumption of
continuous reinvestment gives ¨T = cY . Hence Z = Y 1f¿>Tg + cY 1f¿·Tg and
the valuation formula is given by
¦RT
Z (t) = c ¦Y (t) + (1 ¡ c) ¦ZR
Z (t): (27)
30The price at time t of a defaultable zero-coupon bond with maturity T is given
as
vRT(t;T) = c p(t;T) + (1 ¡ c) vZR(t;T); (28)
where p(t;T) denote the price of a risk-free zero coupon bond at time t with
maturity T.
Recovery of Face value
Recovery of face value and a constant bankcruptcy cost ¼ implies ¨ = 1 ¡ ¼.
The defaultable contingent claim Z = Y 1f¿>Tg + (1 ¡ ¼)1f¿·Tg results in the
valuation formula













One numerical integration is required under this assumption.
Recovery of Market value
This model assumes recovery of a fraction (1¡Lt) of the pre-default value of the
claim. Du±e and Singleton (1999) show that the price of a defaultable claim is
given under some technical assumptions by
¦RMV









with the default adjusted short rate process
Rs = rs + ¸sLs:
Intuitively the result can be explained as follows. Receiving a fraction (1¡Lt) of
the predefault value is equivalent (from a pricing point of view) to receiving the
full pre-default value with probability (1 ¡ Lt) and receiving 0 with probability
Lt. This can be viewed as a default process with a thinned default intensity ¸Lt.
The price of a defaultable bond at time t with maturity T is obtained as in the
zero recovery case (26) with the thinned default intensity









This model has gained acceptance as it gives a nice representation of the credit
spread process st = Lt¸t. Many numerical studies in risky security and swap
pricing are based on the Du±e and Singleton model, see for example Nielsen
and Ronn (1997).
A.3 Rating based Models
Thus far the prices of defaultable securities have assumed to be driven by the de-
fault intensity and recovery rate only. We now incorporate rating and migration
information in the pricing models. In risk analysis it is important to get fu-
ture prices conditional on the rating that prevails at the risk horizon and rating
31migrations (and their associated probabilities) are important. Pricing models
based on rating transitions were introduced by Lando (1998) and Jarrow, Lando
and Turnbull (1997).
The mathematical framework is that of a continuous time Markov chain.
This is a simple way to have stochastically varying default intensities and hence
a special case of the intensity framework. The migration process is typically
modelled as a Markov chain f·t : 0 · t · Tg with ¯nite state space S =





q11 q12 ::: q1K










qij ¸ 0 for all i;j is the probability that the Markov chain currently in state i
will be in state j at the next period. State S = 1 represents a high quality rating,
such as Aaa, and state K ¡ 1 denotes a low quality rating, such as Caa ¡ C,
in Standard and Poors rating notation. State K represents default and is an
absorbing state and
PK
j=1 qij = 1, for all i 2 S.
Similar to Poisson processes, the transition probability from state i to state
j in a small time interval ¢t is approximately proportional to ¢t,
P(·t+¢t = j j ·t = i) = ¸ij¢t; (33)
where ¸ij is the i;j-th element of the K£K generator matrix ¤ of the continuous





¸11 ¸12 ::: ¸1K










The diagonal elements (probabilities of staying in the same rating class) are
given by
P(·t+¢t = i j ·t = i) = 1 ¡
X
j6=i
¸ij¢t =: 1 + ¸ii¢t; (35)
and therefore ¸ii = ¡
P
j6=i ¸ij for all i;j = 1;2;:::;K. Hence, rating based
models can be seen as a special case of the intensity framework where random-
ness in the default arrival is simply modelled by a Markov chain. The default
event is modelled as the ¯rst time the Markov chain hits an absorbing state, the
default state. As a result, spreads vary when rating changes happen.
The dynamics of credit ratings and defaults are speci¯ed under the measure






q11(t;T) q12(t;T) ::: q1K(t;T)





qK¡1 1(t;T) qK¡1 2(t;T) ::: qKK(t;T)






where qij(t;T) represents the probability of going from state i at time t to state
j at time T. Once the chain is in state K it will remain there as indicated by
the last row of the matrix. Given this assumption, the time of default ¿i of a
bond that is currently (i.e. time t) in rating i is de¯ned as
¿i := inf(s ¸ t : ·s = K): (37)
The price of a bond at time t with maturity T is given, assuming independence
of the migration process from the short rates, as
vi(t;T) = p(t;T)
¡
c + (1 ¡ c)Si(t;T)
¢
: (38)
Si(t;T) = Q(¿i > T j ¿i ¸ t) =
P
j6=i qij(t;T) = 1 ¡ qiK(t;T) is the survival
probability under the measure Q.
It is important to note that the empirical transition matrix ^ Q as well as the
generator ^ ¤ are de¯ned under the real probability measure. For example, Ki-
jima et al. (2000) and Lando (1999) propose low level modi¯cations of the matrix
to match probabilities implied by prices.
The main characteristics of this model is that the underlying generator matrix
is constant. This is appropriate for stripping risky bonds or pricing securities
where migration risk and not spread volatility is important. However, in reality
spreads are not constant unless the rating changes as even within a credit rating
class stochastic spread changes can be observed. Accordingly, Lando (1998) ex-
tends the model to include stochastically varying transition intensities. There,
the generator matrix ¤ is presented as ¤ := ¤(X) where X represents some
state variable following the ideas of section 1.2. This model accounts better for
the dynamics in credit spreads, however the estimation of the dynamics of the
underlying di®usion processes from risky bond prices only is almost impossible
(see Arvanities et al., 1999).
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