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LOCAL UNIQUENESS OF m-BUBBLING SEQUENCES FOR THE
GEL’FAND EQUATION.
DANIELE BARTOLUCCI(†), ALEKS JEVNIKAR, YOUNGAE LEE, ANDWEN YANG(‡)
ABSTRACT. We consider the Gel’fand problem,

∆wε + ε2hewε = 0 in Ω,
wε = 0 on ∂Ω,
where h is a nonnegative function in Ω ⊂ R2. Under suitable assumptions on h
and Ω, we prove the local uniqueness of m−bubbling solutions for any ε > 0
small enough.
Keywords: Gel’fand equation, local uniqueness, blow up solutions.
1. Introduction
We are concerned with the Gel’fand problem,

−∆wn = ε2nhewn in Ω,
wn = 0 on ∂Ω,
(1.1)
where Ω ⊂ R2 is a smooth and bounded domain, lim
n→+∞ εn → 0, and
h(x) = hˆ(x) exp(−4pi
ℓ
∑
i=1
αiG(x, pi)) ≥ 0, hˆ > 0, hˆ ∈ C∞(Ω). (1.2)
Here pi’s are distinct points in Ω, αi > −1 for any i = 1, · · · , ℓ and G(x, p) is the
Green function satisfying,
−∆G(x, p)=δp in Ω, G(x, p) = 0 on ∂Ω.
The equation in (1.1) and its mean field type analogue (1.3) below, have a long his-
tory in pure and applied mathematics, ranging from conformal geometry, thermal
ignition models, kinetic and mean field models in statistical mechanics, chemio-
taxis dynamics and gauge field theories, see for example [8, 10, 20, 31, 32, 33] and
references therein. Therefore a huge work has been done to understand these
equations. The literature is so large that it is impossible to provide a complete
list and we just refer to to [3, 4, 5, 9, 12, 13, 14, 15, 16, 21, 22, 23, 25, 26, 28, 30] and
the references quoted therein. Among many other things, an interesting property
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of these problems is the lack of compactness [9] which in turn causes non unique-
ness of solutions for ε > 0. As a consequence the global bifurcation diagram is
in general very rich and complicated [14], [26] and solutions may be degenerate.
Here we say that a solution of (1.1) is degenerate if the corresponding linearized
problem (see (1.11) below) admits a non trivial solution. This is why it is impor-
tant to understand where we can recover uniqueness and non degeneracy in the
bifurcation diagram.
In this paper, we consider a sequence of bubbling solutions wn of (1.1) with
n → +∞.
Definition 1.1. A sequence of solutions wn of (1.1), is said to be an m−bubbling (or blow
up) sequence if
ε2nhe
wn ⇀ 8pi
m
∑
j=1
δqj as n → +∞,
weakly in the sense of measures in Ω, where {q1, · · · , qm} ⊂ Ω are m distinct points
satisfying {q1, · · · , qm} ∩ {p1, · · · , pℓ} = ∅. The points qj are said to be the blow up
points and {q1, · · · , qm} the blow up set.
Remark 1.1. It is well known [22, 23, 26], that if wn of (1.1) is an m−bubbling sequence,
then ε2n
∫
Ω
hewn → 8mpi as n → +∞.
By letting λn := ε2n
∫
Ω
hewn , we see that (1.1) takes the form of the well known
mean field equation [10],

−∆un = λn he
un∫
Ω
heun
in Ω,
un = 0 on ∂Ω.
(1.3)
Let us shortly discuss some results about (1.3). Let
R(x, y) = G(x, y) +
1
2pi
log |x− y|,
be the regular part of the Green function G(x, y). For fixed
q = (q1, · · · , qm) ∈ Ω× · · · × Ω,
we set,
G∗j (x) = 8piR(x, qj) + 8pi ∑
l 6=j
G(x, ql), (1.4)
l(q) =
m
∑
j=1
(
∆ log h(qj)
)
h(qj)e
G∗j (qj), (1.5)
and
fq,j(x) = 8pi
[
R(x, qj)− R(qj, qj) + ∑
l 6=j
(G(x, ql)− G(qj, ql))
]
+ log
h(x)
h(qj)
. (1.6)
We will denote by Br(q) the ball of radius r centred at q ∈ Ω. For the case m ≥ 2
we fix a constant r0 ∈ (0, 12 ) and a family of open sets Ωj satisfying Ωl ∩Ωj = ∅ if
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l 6= j, ⋃mj=1 Ωj = Ω, B2r0(qj) ⊂ Ωj, j = 1, · · · ,m. Then, let us define,
D(q) = lim
r→0
m
∑
j=1
h(qj)e
G∗j (qj)
(∫
Ωj\Brj (qj)
eΦ j(x,q)dx− pi
r2j
)
, (1.7)
where Ω1 = Ω if m = 1, rj = r
√
8h(qj)e
G∗j (qj) and
Φj(x, q) = 8pi
m
∑
l=1
G(x, ql)− G∗j (qj) + log h(x)− log h(qj). (1.8)
To describe the location of the blow up points, we introduce the following func-
tion. For (x1, · · · , xm) ∈ Ω × · · · ×Ω we define,
fm(x1, x2, · · · , xm) =
m
∑
j=1
[
log(h(xj)) + 4piR(xj, xj)
]
+ 4pi ∑
l 6=j
G(xl, xj), (1.9)
and let D2Ω fm be its Hessian matrix on Ω. The function fm is also known in lit-
erature as the m−vortex Hamiltonian [27]. It is also well known [13, 26] that the
blow up points vector q = (q1, · · · , qm) is a critical point of fm. In this paper, we
deal with critical points of the function fm whose Hessian matrix D
2
Ω fm is non-
degenerate.
In view of Remark 1.1, we see that, if un is anm-bubbling sequence of (1.3), then
λn → 8mpi. We say that local uniqueness of m-bubbling sequences of (1.3) holds if
the following is true:
for a fixed critical point q = (q1, · · · , qm) of fm, if there exists two m-bubbling se-
quences u
(1)
n , u
(2)
n of (1.3) with the same λn and whose blow up set is {q1, · · · , qm},
then, if λn is close enough to 8pim, it holds u
(1)
n ≡ u(2)n .
Actually, Lin and Yan in [24] have initiated the study of the local uniqueness of
m-bubbling sequences for the Chern-Simons-Higgs equation. Inspired by that
approach, in [6, 7] the authors of this work proved local uniqueness and non-
degeneracy of m-bubbling sequences of (1.3). More precisely, we have the follow-
ing:
Theorem 1A ([6, 7]). Let q = (q1, · · · , qm) be a critical point of fm such that qj ∈
Ω \ {p1, · · · , pℓ}, j = 1, · · · ,m and det(D2Ω fm(q)) 6= 0. Assume that either ℓ(q) 6= 0
or D(q) 6= 0. Then the following facts hold true:
(i) Local uniqueness with respect to λn: Let u
(1)
n and u
(2)
n be two sequence of solutions of
(1.3) with fixed λn. If λn is sufficiently close to 8mpi, then u
(1)
n ≡ u(2)n .
(ii) Non-degeneracy with respect to λn: If λn is sufficiently close to 8mpi, then the lin-
earized problem for (1.3),

∆φn + λn
heun∫
Ω
heundy
(
φn −
∫
Ω
heunφndy∫
Ω
heundy
)
= 0 in Ω,
φn = 0 on ∂Ω,
(1.10)
admits only the trivial solution φn ≡ 0.
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We note that for a fixed constant λn in Theorem 1A, the corresponding
(ε
(i)
n )
2 =
λn∫
Ω
heu
(i)
n
might be different for i = 1, 2. Interestingly enough, it turns out that if ε2n =
λn∫
Ω
heun
is regarded as the main fixed parameter instead of λn, then the quantities D(q)
and l(q) are no longer important as they happen to be if λn is held fixed. This
difference is caused by the difference in the linearized operators. Indeed, for a
fixed λn, the corresponding linearized problem is (1.10), but for a fixed εn, we
have the following linearized problem:

∆φn + ε2nhe
wnφn = 0 in Ω,
φn = 0 on ∂Ω.
(1.11)
The non-degeneracy of the latter problem with respect to εn > 0 is already well
known [17, 18, 28]:
Theorem 1B ([17, 18, 28]). Let wn be an m−bubbling sequence of (1.1) whose blow up
set is {q1, · · · , qm} ⊂ Ω \ {p1, · · · , pℓ}, where q = (q1, · · · , qm) is a critical point of fm
such that det(D2Ω fm(q)) 6= 0. If εn > 0 is sufficiently small, then the linearized problem
(1.11) admits only the trivial solution φn ≡ 0.
On the other hand, the local uniqueness of m-bubbling sequences for (1.1) has
remained a long standing open problem. Indeed, compared to the non-degeneracy
argument, one has to face a truly new difficulty when comparing different bub-
bling sequences for (1.1), see the discussion later on. The aim of the present paper
is to overcome this difficulty and solve the local uniqueness problem. More pre-
cisely, motivated by Theorem 1B and [24, 6], it is natural to ask whether or not the
local uniqueness of m-bubbling sequences for (1.1) with respect to εn > 0 holds
as well even if we do not assume that either ℓ(q) 6= 0 or D(q) 6= 0. Indeed, it
turns out that, whenever there exist two solutions w
(1)
εn andw
(2)
εn of (1.1) sharing the
same value of εn > 0, and the same blow up set {q1, · · · , qm} ⊂ Ω \ {p1, · · · , pℓ},
then we only need the non-degenerate assumption of the Hessian matrix D2Ω fm at
{q1, · · · , qm} to prove that w(1)εn = w(2)εn for any εn small enough.
Theorem 1.1. Let w
(i)
εn , i = 1, 2 be two m−bubbling sequences of (1.1), with the same
εn > 0 and the same blow up set {q1, · · · , qm} ∩ {p1, · · · , pℓ} = ∅, where q is a critical
point of fm and assume that D
2
Ω fm is non-degenerate. If εn > 0 is sufficiently small, then
w
(1)
εn = w
(2)
εn .
Compared to Theorem 1A, we note that in Theorem 1.1, for εn > 0 fixed, then
the corresponding values of λ
(i)
n = ε
2
n
∫
Ω
hew
(i)
n dx may be different for i = 1, 2.
To prove Theorem 1.1 we will analyse the asymptotic behavior of the normal-
ized difference,
ξn =
w
(1)
εn −w(2)εn
‖w(1)εn −w(2)εn ‖L∞(Ω)
.
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By using the refined estimates in [13], we will see that near each blow up point qj,
and after a suitable scaling, then ξn converges to an entire solution of the linearized
problem associated to the Liouville equation:
∆v+ ev = 0 in R2,
∫
R2
ev < +∞. (1.12)
The solutions of (1.12) are classified and take the following form, see [12],
v(z) = vµ,a(z) = log
8eµ
(1+ eµ|z+ a|2)2 , µ ∈ R, a = (a1, a2) ∈ R
2. (1.13)
The linearized operator L relative to v0,0 is determined by,
Lφ := ∆φ +
8
(1+ |z|2)2 φ in R
2. (1.14)
It is well known that the kernel of L has real dimension 3 with eigenfunctions
Y0,Y1,Y2, where,
Y0(z) =
1− |z|2
1+ |z|2 =
∂vµ,a
∂µ
∣∣∣
(µ,a)=(0,0)
,
Y1(z) =
z1
1+ |z|2 = −
1
4
∂vµ,a
∂a1
∣∣∣
(µ,a)=(0,0)
,
Y2(z) =
z2
1+ |z|2 = −
1
4
∂vµ,a
∂a2
∣∣∣
(µ,a)=(0,0)
.
After a suitable scaling, we shall see that the projections of ξn on Y0,Y1,Y2 com-
pletely describe the behavior of ξn near the blow up point. In addition we can
show that the projections of ξn on Y0 associated to each blow up point coincides
and that ξn will converge to the corresponding (uniquely defined) Fourier coeffi-
cient far away from blow up points.
By using a suitably defined Pohozaev identity and in view of the non-degeneracy
of D2Ω fm, we will show that the projections on the translation kernels (Y1,Y2) as-
sociate to each blow up point is zero. On the other side, for the projection on Y0,
we notice that after normalization and away from the blow up points, the limit
of the function ξn tends to some harmonic function in Ω with Dirichlet boundary
condition. As a consequence, we will see that ξn converges to 0 outside the blow
up area, which proves that the projection on Y0 is 0. Therefore all those projections
vanish which yield the desired result. We point out that this is different from the
previous works [24] and [6, 7], where one is bound to use the assumptions about
l(q) and D(q) to show that the projection along Y0 vanishes.
This paper is organized as follows. In section 2, we review some known sharp
estimates for blow up solutions of (1.3). In section 3 we prove Theorem 1.1 and
leave some technical results in the Appendix.
2. PRELIMINARIES
In this section we shall list some of the results which will be used below. By
setting,
λn = ε
2
n
∫
Ω
hewn . (2.1)
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we see that un:= wn is an m−bubbling sequence of

∆un + λn
heun∫
Ω
heun
= 0 in Ω,
un = 0 on ∂Ω,
(2.2)
which blows up at qj /∈ {p1, · · · , pℓ}, j = 1, · · · ,m and in particular λn → 8pim,
see Remark 1.1. Next let us state various well known and sharp estimates for these
blow up solutions of (2.2). Let
u˜n = un − log
(∫
Ω
heun
)
,
then it is easy to see that,
∆u˜n + λnh(x)e
u˜n(x) = 0 in Ω, and
∫
Ω
heu˜n = 1. (2.3)
We denote by,
µn = max
Ω
u˜n, µn,j = max
Br0 (qj)
u˜n = u˜n(xn,j) for j = 1, · · · ,m. (2.4)
To give a good description of the bubbling solution around a blow up point, we
define,
Un,j(x) = log
eµn,j(
1+
λnh(xn,j)
8 e
µn,j |x− xn,j,∗|2
)2 , x ∈ R2, (2.5)
where the point xn,j,∗ is chosen to satisfy,
∇Un,j(xn,j) = ∇ log h(xn,j),
and it is not difficult to check that
|xn,j − xn,j,∗| = O(e−µn,j). (2.6)
In Br0(xn,j), we use the following term ηn,j to capture the difference between the
genuine solution u˜n and the approximate bubble Un,j:
ηn,j(x) = u˜n −Un,j(x)−
(
G∗j (x)− G∗j (xn,j)
)
, x ∈ Br0(xn,j). (2.7)
Far away from the blow up points, i.e., x ∈ Ω \ ⋃mj=1 Br0(qj), u˜n is well approxi-
mated by a sum of Green’s function,
φn(x) = u˜n(x)−
m
∑
j=1
ρn,jG(x, xn,j)− u˜n,0, (2.8)
where here and in the rest of this article, we set
u˜n,0 = u˜n|∂Ω , (2.9)
and the local mass associated to each blow up point qj, 1 ≤ j ≤ m is defined by
ρn,j = λn
∫
Br0 (qj)
heu˜ndy. (2.10)
The following refined estimates derived byChen and Lin [13] concerning ηn,j, 1 ≤
j ≤ n and φn, play a crucial role in our argument.
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Theorem 2A ([13]). Let un be an m-bubbling sequence of (2.2) which blows up at the
points qj /∈ {p1, · · · , pℓ}, j = 1, · · · ,m. Then we have:
(a) ηn,j = O(µ
2
n,je
−µn,j) on Br0(xn,j),
(b) φn = o(e
− µn,j2 ) in C1(Ω \ ⋃mj=1 Br(qj)).
The interaction between bubbles relative to different blow up points, the differ-
ence between each local mass and 8pi and the difference between the parameter
λn and 8pim play an essential role in the understanding of the blow up behavior.
We present these estimates as follows:
Theorem 2B. Suppose that the assumptions in Theorem 2A hold, then for any j =
1, · · · ,m we have,
(i) eµn,jh2(xn,j)e
G∗j (xn,j) = eµn,1h2(xn,1)e
G∗1 (xn,1)(1+O(e−
µn,1
2 )),
(ii) µn,j+ u˜n,0+ 2 log
(
λnh(xn,j)
8
)
+G∗j (xn,j) = − 2λnh(xn,j) (∆ log h(xn,j))(µn,j)
2e−µn,j
+O(µn,je
−µn,j),
(iii) ∇
(
log h(x) + G∗j (xn,j)
) ∣∣
x=xn,j
= O(µn,je
−µn,j), |xn,j − qj| = O(µn,je−µn,j),
(iv) |µn − µn,j| ≤ c for j = 1, · · · ,m, |u˜n(x) + µn| ≤ cr0 for x ∈ Ω \
⋃m
j=1 Br0(qj),
(v) ρn,j − 8pi = O(µn,je−µn,j),
(vi) for a fixed small constant r > 0,
λn − 8pim = 2l(q)e
−µn,1
mh2(q1)e
G∗j (q1)
(
µn,1 + log(λnh
2(q1)e
G∗1 (q1)r2)− 2
)
+
8e−µn,1
pimh2(q1)e
G∗1 (q1)
(D(q) +O(rσ))
+O(µ2n,1e
− 32 µn,1) +O(e−(1+
σ
2 )µn,1),
(2.11)
where σ > 0 is a positive number such that hˆ ∈ C2,σ(Ω).
Remark 2.1. The conclusions (i)-(v) and the estimate up to the order µne
−µn on λn −
8pim have been found in [13]. More recently [6] the authors of this paper derived the
higher order estimate in (vi). We remark that, although we will use (vi), we will not make
use of the fact that either l(q) 6= 0 or D(q) 6= 0, see (4.9) below.
3. PROOF OF THEOREM 1.1.
To prove Theorem 1.1 we argue by contradiction and assume that (1.1) has
two different solutions w
(1)
n and w
(2)
n with the same εn, which blows up at qj 6∈
{p1, · · · , pℓ}, j = 1, · · · ,m. We set
λ
(i)
n = ε
2
n
∫
Ω
hew
(i)
n , i = 1, 2, (3.1)
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then u
(i)
n := w
(i)
n , i = 1, 2 are the m−bubbling sequence of

∆u
(i)
n + λ
(i)
n
heu
(i)
n∫
Ω
heu
(i)
n
= 0 in Ω,
u
(i)
n = 0 on ∂Ω,
(3.2)
respectively, which blow up at qj 6∈ {p1, · · · , pℓ}, j = 1, · · · ,m. By Remark 1.1,
we have λ
(i)
n → 8pim. We shall use x(i)n,j, µ
(i)
n , µ
(i)
n,j, u˜
(i)
n ,U
(i)
n,j , η
(i)
n,j , x
(i)
n,j,∗, φ
(i)
n , ρ
(i)
n,j to de-
note xn,j, µn, µn,j, u˜n,Un,j, ηn,j, xn,j,∗, φn, ρn,j, as defined in section 2, corresponding
to u
(i)
n , i = 1, 2 respectively. In order to show that u
(1)
n = u
(2)
n , it is enough to show
that,
u˜
(1)
n + log λ
(1)
n = u˜
(2)
n + log λ
(2)
n . (3.3)
Indeed, it is not difficult to see from (3.1) that,
u˜
(i)
n + log λ
(i)
n = u
(i)
n + 2 log ε, i = 1, 2. (3.4)
Therefore, whenever we prove (3.3), then u
(1)
n = u
(2)
n immediately follows from
(3.4). It is useful to set,
uˆ
(i)
n = u˜
(i)
n + logλ
(i)
n , µˆ
(i)
n,j = µ
(i)
n,j + logλ
(i)
n , j = 1, · · · ,m, (3.5)
so that in particular we find,
uˆ
(i)
n = u
(i)
n + 2 log ε, i = 1, 2. (3.6)
Next, let us study the term uˆ
(1)
n − uˆ(2)n . First of all we obtain an estimate about
‖uˆ(1)n − uˆ(2)n ‖L∞(Ω).
Lemma 3.1. (i) |µˆ(1)n,j − µˆ
(2)
n,j | = O
(
∑
2
i=1 µˆ
(i)
n,je
−µˆ(i)n,j) for all 1 ≤ j ≤ m.
(ii) ‖uˆ(1)n − uˆ(2)n ‖L∞(Ω) = O
(
∑
2
i=1 µˆ
(i)
n,1e
− µˆ
(i)
n,1
2
)
.
Proof. (i) In view of Theorem 2B-(ii) we have,
µ
(i)
n,j + u˜
(i)
n,0 + 2 log
λ
(i)
n h(xn,j)
8
+ G∗j (xn,j)
= − 2
λ
(i)
n h(x
(i)
n,j)
(∆ log h(x
(i)
n,j))(µ
(i)
n,j)
2e
−µ(i)n,j +O(µ(i)n,je
−µ(i)n,j), i = 1, 2,
(3.7)
which implies that,
µˆ
(i)
n,j + log
λ
(i)
n∫
Ω
heu
(i)
n
+ 2 log
h(xn,j)
8
+ G∗j (xn,j)
= − 2
λ
(i)
n h(x
(i)
n,j)
(∆ log h(x
(i)
n,j))(µ
(i)
n,j)
2e
−µ(i)n,j +O(µ(i)n,je
−µ(i)n,j), i = 1, 2,
(3.8)
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where we used u˜
(i)
n,0 = − log
∫
Ω
heu
(i)
n , i = 1, 2. By (2.6) and Theorem 2B-(iii), we
have
|x(1)n,j − x
(2)
n,j | = O(
2
∑
i=1
µ
(i)
n,je
−µ(i)n,j) and |x(1)n,j,∗− x
(2)
n,j,∗| = O(
2
∑
i=1
µ
(i)
n,je
−µ(i)n,j). (3.9)
By (3.8)-(3.9), and the fact that ε2n =
λ
(i)
n∫
Ω
heu
(i)
n
, i = 1, 2, we get
µˆ
(1)
n,j − µˆ
(2)
n,j = O(
2
∑
i=1
µ
(i)
n,je
−µ(i)n,j), (3.10)
which implies the first claim. We remark that the assumptions about l(q) and
D(q) are not needed here since ε2n =
λ
(i)
n∫
Ω
heu
(i)
n
, i = 1, 2.
(ii) Let us fix a small constant r0 > 0. In view of (2.7) and Theorem 2A-(a), we
see that for x ∈ Br0(qj), it holds,
uˆ
(1)
n − uˆ(2)n = U(1)n,j −U
(2)
n,j + G
∗
j (x
(2)
n,j )− G∗j (x
(1)
n,j ) + log
λ
(1)
n
λ
(2)
n
+ η
(1)
n,j − η
(2)
n,j
= U
(1)
n,j −U
(2)
n,j + G
∗
j (x
(2)
n,j )− G∗j (x
(1)
n,j ) + log
λ
(1)
n
λ
(2)
n
+O(
2
∑
i=1
(µ
(i)
n,j)
2e
−µ(i)n,j).
(3.11)
By the definition of U
(i)
n,j , we find that,
U
(1)
n,j −U
(2)
n,j + log
λ
(1)
n
λ
(2)
n
= 2 log
(1+
h(x
(2)
n,j )
8 e
µˆ
(2)
n,j |x− x(2)n,j,∗|2)
(1+
h(x
(1)
n,j )
8 e
µˆ
(1)
n,j |x− x(1)n,j,∗|2)
+ µˆ
(1)
n,j − µˆ
(2)
n,j . (3.12)
In view of (3.9) and (i) above, we also see that,
h(x
(2)
n,j )e
µˆ
(2)
n,j |x− x(2)n,j,∗|2 − h(x
(1)
n,j )e
µˆ
(1)
n,j |x− x(1)n,j,∗|2
= O(e
µˆ
(1)
n,j )
(
|x− x(1)n,j,∗||x
(1)
n,j,∗ − x
(2)
n,j,∗|+ |x
(1)
n,j,∗− x
(2)
n,j,∗|2
)
+O(e
µˆ
(1)
n,j )
(
|x− x(1)n,j,∗|2(|µˆ
(1)
n,j − µˆ
(2)
n,j |+ |x
(1)
n,j − x
(2)
n,j |)
)
,
(3.13)
which together with (3.10)-(3.12), implies that,
‖uˆ(1)n − uˆ(2)n ‖L∞(Br0(qj)) = O(
2
∑
i=1
µˆ
(i)
n,1e
− µˆ
(i)
n,1
2 ). (3.14)
Next, we estimate uˆ
(1)
n − uˆ(2)n in Ω \ ⋃mj=1 Br0(qj). By (2.8) and Theorem 2A-(a),
we have,
uˆ
(1)
n − uˆ(2)n =
m
∑
j=1
(
ρ
(1)
n,j G(x, x
(1)
n,j )− ρ
(2)
n,j G(x, x
(2)
n,j )
)
+ φ
(1)
n − φ(2)n = o(
2
∑
i=1
e−
µˆ
(i)
n,j
2 )
(3.15)
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for x ∈ Ω \ ⋃mj=1 Br0(qj). Clearly (3.14) and (3.15) prove (ii), and so the proof of
Lemma 3.1 is completed. 
Let us define,
ξn(x) =
uˆ
(1)
n (x)− uˆ(2)n (x)
‖uˆ(1)n − uˆ(2)n ‖L∞(Ω)
, x ∈ Ω, (3.16)
g∗n(x) =
h(x)
‖uˆ(1)n − uˆ(2)n ‖L∞(Ω)
(
euˆ
(1)
n (x)− euˆ(2)n (x)
)
, x ∈ Ω, (3.17)
and
cn(x) =
euˆ
(1)
n − euˆ(2)n
uˆ
(1)
n − uˆ(2)n
= euˆ
(1)
n
(
1+O(‖uˆ(1)n − uˆ(2)n ‖L∞(Ω))
)
, x ∈ Ω. (3.18)
It is not difficult to see that

∆ξn + g∗n = ∆ξn + hcnξn = 0 in Ω,
ξn = 0 on ∂Ω.
(3.19)
Once more, it is worth to point out that ξn = 0 on ∂Ω since ε2n =
λ
(i)
n∫
Ω
heu
(i)
n
, i = 1, 2.
To study the behavior of ξn in Bδ(x
(1)
n,j ), we set
ξn,j(z) = ξn(e
−
µˆ
(1)
n,j
−log 8
2 z+ x
(1)
n,j ), |z| ≤ δe
µˆ
(1)
n,j
−log 8
2 for j = 1, · · · ,m. (3.20)
Our first estimate is about the limit of ξn,j.
Lemma 3.2. There exists bj,0, bj,1 and bj,2 such that
ξn,j(z) →
3
∑
i=0
bj,iψj,0(z) in C
0
loc(R
2), (3.21)
where
ψj,0(z) =
1− h(qj)|z|2
1+ h(qj)|z|2
, ψj,1(z) =
√
h(qj)z1
1+ h(qj)|z|2
, ψj,2(z) =
√
h(qj)z2
1+ h(qj)|z|2
.
(3.22)
Proof. From Lemma 3.1, (2.6) and (a) in Theorem 2A, we have,
∆ξn,j + 8h(x
(1)
n,j )e
−µˆ(1)n,j euˆ
(1)
n (e
−
µˆ
(1)
n,j
−ln 8
2 z+x
(1)
n,j )ξn,j(1+ o(1)) = 0,
and
8h(x
(1)
n,j )e
−µˆ(1)n,j euˆ
(1)
n (e
−
µˆ
(1)
n,j
−ln 8
2 z+x
(1)
n,j ) → 8h(qj)
(1+ h(qj)|z|2)2
in C0loc(R
2). (3.23)
GEL’FAND PROBLEM 11
Therefore, since |ξn,j| ≤ 1 and because of the equation (3.19), then we conclude
that ξn,j → ξ j in C0loc(R2), where ξ j satisfies,
∆ξ j +
8h(qj)
(1+ h(qj)|z|2)2
ξ j = 0 in R
2. (3.24)
By [1, Proposition 1], there are constants bj,i such that
ξ j = bj,0ψj,0 + bj,1ψj,1 + bj,2ψj,2,
which proves the lemma. 
As discussed in the introduction, we shall see in the next lemma that all the
Fourier coefficients bj,0 take the same value and that ξn(x) will converge to such
constant (denoted by b0) far away from the blow up points. Furthermore we will
prove that b0 = bj,1 = bj,2 = 0 for j = 1, · · · ,m.
For any r > 0, we denote by
Λ−n,j,r = re
−(µˆ(1)n,j−log 8)/2, and Λ+n,j,r = re
(µˆ
(1)
n,j−log 8)/2, j = 1, · · · ,m.
Lemma 3.3. Let ξn be defined in (3.16), then we have,
(i) bj,0 = b0 = 0 for j = 1, · · · ,m and
ξn(x) = oR(1) + on(1) in C
0
loc(Ω \
m⋃
j=1
BΛ−n,j,R
(x
(1)
n,j ) as n → +∞,
where oR(1)→ 0 as R → +∞ and n → 0 as n → +∞.
(ii) bj,1 = bj,2 = 0 for j = 1, · · · ,m.
Taking Lemma 3.3 for granted, then we can conclude the proof of Theorem 1.1.
Proof of Theorem 1.1. Let x∗n be a maximum point of ξn, then we have
|ξn(x∗n)| = 1. (3.25)
In view of Lemma 3.3, we find that lim
n→+∞ x
∗
n = qj for some j and
lim
n→+∞ e
µˆ
(1)
n,j
−ln 8
2 sn = +∞, where sn = |x∗n − x(1)n,j |. (3.26)
On the other hand, let
ξ˜n(x) = ξn(snx+ x
(1)
n,j ).
From Theorem 2A and equation (3.19), we can see that ξ˜n satisfies,
0 = ∆ξ˜n + s
2
nhcn ξ˜n = ∆ξ˜n +
s2nh(x
(1)
n,j )e
µˆ
(1)
n,j ξ˜n (1+ o(1) +O(sn|x|))
(1+
h(x
(1)
n,j )
8 e
µˆ
(1)
n,j |snx+ x(1)n,j − x
(1)
n,j,∗|2)2
.
By using (3.25) we find that,∣∣∣ξ˜n((x∗n − x(1)n,j )/sn)
∣∣∣ = |ξn(x∗n)| = 1. (3.27)
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Next, in view of (3.26) and the fact that |ξ˜n| ≤ 1, we see that ξ˜n → ξ˜0 on any
compact subset of R2 \ {0}, where ξ˜n satisfies
∆ξ˜n = 0 in R
2 \ {0}. (3.28)
Since |ξ˜n| ≤ 1, then x = 0 is a removable singularity. As a consequence, ξ˜0 is a
bounded harmonic function in R2 and then from (3.27) we conclude that either
ξ˜0 = 1 or ξ˜0 = −1. By using e−
µˆ
(1)
n,j
2 ≪ sn and lim
n→∞ sn = 0, we also find that,
|ξn(x)| ≥ 1
2
for sn ≤ |x− x(1)n,j | ≤ 2sn, (3.29)
which is the desired contradiction to Lemma 3.3. This fact concludes the proof of
Theorem 1.1. 
Next we prove Lemma 3.3 and divide the discussion into two parts:
(1) We first prove that bj,0 = b0 = 0 for j = 1, · · · ,m by Green’s identity and
O.D.E. type arguments.
(2) Thenwe use a suitably defined Pohozaev identity to show that bj,1 = bj,2 =
0 for j = 1, · · · ,m.
Proof of Lemma 3.3-(i). We recall that ξn satisfies,
∆ξn + he
uˆ
(1)
n ξn(1+ o(1)) = 0 in Ω. (3.30)
It is easy to see that euˆ
(1)
n → 0 in C0loc(Ω \ {q1, · · · , qm}) by (2.8) and Theorem 2B-
(ii). Since ‖ξn‖L∞(Ω) ≤ 1, we see that ξn → ξ0 in C0loc(Ω \ {q1, · · · , qm}), where
the points {q1, · · · , qm} are removable singular points of ξ0 and
∆ξ0 = 0 in Ω. (3.31)
Therefore, in view of the Dirichlet boundary conditions, we find,
ξ0 = 0 in Ω, (3.32)
which implies that,
ξn → b0 =0 in C0loc(Ω \ {q1, · · · , qm}). (3.33)
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Let us fix a small constant δ > 0 and set, ψn,j(x) =
1−
h(x
(1)
n,j
)
8 |x−x
(1)
n,j |2e
µˆ
(1)
n,j
1+
h(x
(1)
n,j
)
8 |x−x
(1)
n,j |2e
µˆ
(1)
n,j
. For d ∈
(0, δ) and in view of (2.6), we find that,
∫
∂Bd(x
(1)
n,j )
(
ψn,j
∂ξn
∂ν
− ξn
∂ψn,j
∂ν
)
dσ =
∫
Bd(x
(1)
n,j )
(
ψn,j∆ξn − ξn∆ψn,j
)
dx
=
∫
Bd(x
(1)
n,j )
{
− ξnψn,jh

 euˆ(1)n − euˆ(2)n
uˆ
(1)
n − uˆ(2)n

+ ξnψn,jh(x(1)n,j )eU(1)n,j (1+
h(x
(1)
n,j )
8 |x− x
(1)
n,j,∗|2e
µˆ
(1)
n,j
1+
h(x
(1)
n,j )
8 |x− x
(1)
n,j |2e
µˆ
(1)
n,j
)2}
dx
=
∫
Bd(x
(1)
n,j )
ρnξnψn,j
{
− heu˜(1)n (1+O(|uˆ(1)n − uˆ(2)n |)) + h(x(1)n,j )e
U
(1)
n,j (1+O(e−
µˆ
(1)
n,j
2 ))
}
dx
=
∫
Bd(x
(1)
n,j )
ρnξnψn,j
{
− heU
(1)
n,j +η
(1)
n,j +G
∗
j (x)−G∗j (x
(1)
n,j )(1+O(|uˆ(1)n − uˆ(2)n |))
+ h(x
(1)
n,j )e
U
(1)
n,j (1+O(e−
µˆ
(1)
n,j
2 ))
}
dx.
Let f (z) = f (e−
µ
(1)
n,j
2 z+ x
(1)
n,j ). By a suitable scaling and by using Theorem 2A, we
see that,∫
∂Bd(x
(1)
n,j )
(
ψn,j
∂ξn
∂ν
− ξn
∂ψn,j
∂ν
)
dσ
=
∫
B
Λ+
n,j,d
(0)
ρnξn(z) ψn,j(z)
O(1)(e−
µˆ
(1)
n,j
2 |z|+ |uˆ(1)n − uˆ(2)n |+ e−
µˆ
(1)
n,j
2 )
(1+
ρnh(x
(1)
n,j )
8 |z+ e
µ
(1)
n,j
2 (x
(1)
n,j − x
(1)
n,j,∗)|2)2
dz.
In view of Lemma 3.1-(ii), we obtain
∫
∂Bd(x
(1)
n,j )
(
ψn,j
∂ξn
∂ν
− ξn
∂ψn,j
∂ν
)
dσ = o

 1
µˆ
(1)
n,j

 . (3.34)
Let ξ∗n,j(r) =
∫ 2pi
0 ξn(r, θ)dθ, where r = |x− x
(1)
n,j |. Then (3.34) yields,
(ξ∗n,j)
′(r)ψn,j(r)− ξ∗n,j(r)ψ′n,j(r) =
o
(
1
µˆ
(1)
n,j
)
r
, ∀r ∈ (Λ−n,j,R, δ].
For any R > 0 large enough and for any r ∈ (Λ−n,j,R, δ), we also obtain that,
ψn,j(r) = −1+O

 e−µˆ(1)n,j
r2

 , ψ′n,j(r) = O

 e−µˆ(1)n,j
r3

 .
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and so we conclude that,
(ξ∗n,j)
′(r) =
o
(
1
µˆ
(1)
n,j
)
r
+O

 e−µˆ(1)n,j
r3

 for all r ∈ (Λ−n,j,R, δ). (3.35)
Integrating (3.35), we obtain,
ξ∗n,j(r) = ξ
∗
n,j(Λ
−
n,j,R) + o(1) + o
( 1
µˆ
(1)
n,j
)
R+O(R−2) for all r ∈ (Λ−n,j,R, δ). (3.36)
By using Lemma 3.2, we find,
ξ∗n,j(Λ
−
n,j,R) = −2pibj,0 + oR(1) + on(1),
where lim
R→+∞
oR(1) = 0 and lim
n→+∞ on(1) = 0 and then (3.36) shows that,
ξ∗n,j(r) = −2pibj,0 + oR(1) + on(1)(1+O(R)), for all r ∈ (Λ−n,j,R, δ). (3.37)
In view of (3.33), we see that,
ξ∗n,j = on(1) in Cloc(M \ {q1 · · · qm}),
which implies that bj,0 = 0 for j = 1, · · · ,m. This fact, together with (3.33), com-
pletes the proof of Lemma 3.3-(i). 
For j = 1, · · · ,m, let
φn,j(y) =
λ
(1)
n
m
[
(R(y, x
(1)
n,j )− R(x
(1)
n,j , x
(1)
n,j )) + ∑
l 6=j
(G(y, x
(1)
n,l )− G(x
(1)
n,j , x
(1)
n,l ))
]
,
(3.38)
v
(i)
n,j(y) = uˆ
(i)
n (y)− φn,j(y), i = 1, 2. (3.39)
Recall the definition of ξn given before (3.17). Our aim is to show that all bj,i = 0,
see Lemma 3.2. This is done by exploiting the following Pohozaev identity to
derive a subtle estimate for ξn.
Lemma 3.4 ([24, 6]). We have for i = 1, 2 and fixed small r ∈ (0, δ), it holds,∫
∂Br(x
(1)
n,j )
〈ν,Dξn〉Div(1)n,j + 〈ν,Dv
(2)
n,j 〉Diξndσ
− 1
2
∫
∂Br(x
(1)
n,j )
〈D(v(1)n,j + v
(2)
n,j ),Dξn〉
(x− x(1)n,j )i
|x− x(1)n,j |
dσ
=−
∫
∂Br(x
(1)
n,j )
h(x)
euˆ
(1)
n − euˆ(2)n
‖uˆ(1)n − uˆ(2)n ‖L∞(M)
(x− x(1)n,j )i
|x− x(1)n,j |
dσ
+
∫
Br(x
(1)
n,j )
h(x)
euˆ
(1)
n − euˆ(2)n
‖uˆ(1)n − uˆ(2)n ‖L∞(M)
Di(φn,j + log h)dx.
(3.40)
Wewill need an estimate about both sides of (3.40). This is the outcome of rather
delicate computations whose proof is given in the appendix.
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Lemma 3.5. For j = 1, · · · ,m, we define
R∗n,j(x)=
2
∑
h=1
∂yhR(y, x)|y=x(1)n,j bj,hB˜j, G
∗
n,k(x) =
2
∑
h=1
∂yhG(y, x)|y=x(1)n,kbk,h B˜k,
(3.41)
where
B˜j = 8
√√√√ 2
h(x
(1)
n,j )
∫
R2
|z|2
(1+ |z|2)3dz.
Then
R.H.S of (3.40) = B˜j

e− µˆ(1)n,j2 2∑
h=1
D2hi(φn,j + log h)(x
(1)
n,j )bj,h

+ o(e− µˆ(1)n,j2 ), (3.42)
and
L.H.S of (3.40) = −8pi

e− µˆ(1)n,j2 DiR∗n,j(x(1)n,j ) + ∑
k 6=j
e−
µˆ
(1)
n,k
2 DiG
∗
n,k(x
(1)
n,j )

+ o(e− µˆ(1)n,j2 ).
(3.43)
In view of these estimates we are now able to prove Lemma 3.3-(ii).
Proof of Lemma 3.3-(ii). From Lemma 3.4-3.5, we have for i = 1, 2
B˜j
2
∑
h=1

e− µˆ(1)n,j2 D2hi(φn,j + log h)(x(1)n,j )bj,h


= −8pi ∑
k 6=j
e−
µˆ
(1)
n,k
2
2
∑
h=1
Dxi∂yhG(y, x)|(y,x)=(x(1)n,j ,x(1)n,k)bkh B˜k
− 8pie−
µˆ
(1)
n,j
2
2
∑
h=1
Dxi∂yhR(y, x)|(y,x)=(x(1)n,j ,x(1)n,j )bjhB˜j + o(e
−
µˆ
(1)
n,j
2 ).
(3.44)
Set
b = (bˆ1,1B˜1, bˆ1,2B˜1, · · · , bˆm,1B˜m, bˆm,2B˜m),
where
bˆkh = lim
n→+∞(e
µˆ
(1)
n,j
−µˆ(1)
n,k
2 )bkh.
Then by Theorem 2B-(iii) and sending n to +∞, we obtain that
D2 fm(q1, · · · , qm) · b = 0, (3.45)
where fm is defined in (1.9). By the non-degeneracy assumption det(D2Ω fm(q)) 6=
0, then we can immediately conclude that b = 0, i.e.,
bj,1 = bj,2 = 0, ∀j = 1, · · · ,m.
This fact concludes the proof of Lemma 3.3. 
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4. APPENDIX
This section is devoted to the proof of Lemma 3.5. First of all, we prove an
estimate which will be used later on.
Lemma 4.1.
ξn(x) =
m
∑
j=1
A
(1)
n,j G(x
(1)
n,j , x) +
m
∑
j=1
2
∑
h=1
bn,j,h∂yhG(y, x)|y=x(1)n,j + o(e
− µˆ
(1)
n,1
2 ) (4.1)
holds in C1(Ω \ ⋃mj=1 Bθ(x(1)n,j )) with suitable small constant θ, where ∂yhG(y, x) =
∂G(y,x)
∂yh
, y = (y1, y2),
A
(1)
n,j =
∫
Ωj
g∗n(y)dy, and bn,j,h = e
− 12 µˆ
(1)
n,j
bj,h8
√
2√
h(qj)
∫
R2
|z|2
(1+ |z|2)3dz.
Remark 4.1. In fact, we can show that A
(1)
n,j = o(e
−
µˆ
(1)
n,j
2 ), j = 1, · · · ,m by the same
argument in [6, Lemma 4.4], [7, Lemma 5.4], [18, (4.5)]. As a consequence, (4.1) can
be written as follows:
ξn(x) =
m
∑
j=1
2
∑
h=1
bn,j,h∂yhG(y, x)|y=x(1)n,j + o(e
− µˆ
(1)
n,1
2 ) in C1(Ω \
m⋃
j=1
Bθ(x
(1)
n,j )). (4.2)
Proof. By the Green representation formula,
ξn(x) =
∫
Ω
G(y, x)g∗n(y)dy
=
m
∑
j=1
A
(1)
n,j G(x
(1)
n,j , x) +
m
∑
j=1
∫
Ωj
(G(y, x)− G(x(1)n,j , x))g∗n(y)dy.
(4.3)
For x ∈ Ω \ ⋃mj=1 Bθ(x(1)n,j ), we see from Theorem 2A-(a) and Theorem 2B-(iv) that,∫
Ωj
(G(y, x)− G(x(1)n,j , x))g∗n(y)dy
=
∫
Br(x
(1)
n,j )
〈∂yG(y, x)|
y=x
(1)
n,j
, y− x(1)n,j 〉g∗n(y)dy
+O(1)

∫
Br(x
(1)
n,j )
|y− x(1)n,j |2e
µˆ
(1)
n,j
(1+ e
µˆ
(1)
n,j |y− x(1)n,j,∗|2)2
dy

 +O(e−µˆ(1)n,j )
=
∫
Br(x
(1)
n,j )
〈∂yG(y, x)|
y=x
(1)
n,j
, y− x(1)n,j 〉g∗n(y)dy+O(e
−µˆ(1)n,j )
(4.4)
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for suitable r > 0. In addition, we have∫
Br(x
(1)
n,j )
〈∂yG(y, x)|
y=x
(1)
n,j
, y− x(1)n,j 〉g∗n(y)dy
= 16
√
2e−
µˆ
(1)
n,j
2
∫
B+
Λn,j,r
(0)
〈∂yG(y, x)|
y=x
(1)
n,j
, z〉h(x(1)n,j )ξn,j(z)
(
1+ h(x
(1)
n,j )|z+O(e−
µˆ
(1)
n,j
2 )|2)2
dz+ o(e−
µˆ
(1)
n,j
2 )
(4.5)
By Lemma 3.1, we have for any x ∈ Ω \ ⋃mj=1 Bθ(x(1)n,j ) we get
∫
Br(x
(1)
n,j )
〈∂yG(y, x)|
y=x
(1)
n,j
, y− x(1)n,j 〉g∗n(y)dy =
2
∑
h=1
bn,j,h∂yhG(y, x)|y=x(1)n,j + o(e
−
µˆ
(1)
n,j
2 ).
(4.6)
From (4.3) and (4.6), we conclude that (4.1) holds in C0(Ω \ ⋃mj=1 Bθ(x(1)n,j )). The
proof of the fact that (4.1) holds in C1(Ω \ ⋃mj=1 Bθ(x(1)n,j )) is similar and we omit
the proof. 
Now we will provide the proof of Lemma 3.5. We divide it into two parts.
Proof of Lemma 3.5-(3.42). By Theorem 2B-(iv), we have
∫
∂Br(x
(1)
n,j )
heuˆnξn(1+ o(1))
(x− x(1)n,j )i
|x− x(1)n,j |
dσ = O(e
−µˆ(1)n,j ). (4.7)
For the second term on the right hand side of (3.40), it is not difficult to see that,
Di(φn,j + log h) = Di(φn,j + log h)(x
(1)
n,j ) +
2
∑
h=1
D2ih(φn,j + log h)(x
(1)
n,j )(x− x
(1)
n,j )h
+O(|x− x(1)n,j |2).
(4.8)
Since q is a critical point of fm, by (2.6) and Theorem 2B-(iii)-(vi), we find that,
Di(φn,j + log h)(x
(1)
n,j ) = Di(G
∗
j + log h)(x
(1)
n,j ) +O(µˆ
(1)
n,j e
−µˆ(1)n,j ) = O(µˆ(1)n,j e
−µˆ(1)n,j ).
(4.9)
From (4.8) and (4.9) we have,∫
Br(x
(1)
n,j )
heuˆnξn(1+ o(1))Di(φn,j + log h)dx
=
∫
B
Λ+
n,j,r
(0)
16
√
2h(x
(1)
n,j )ξn(x
(1)
n,j + e
−
(µˆ
(1)
n,j
−log 8)
2 z)
(1+ h(x
(1)
n,j )|z|2)2

 2∑
h=1
D2hi(φn,j + log h)(x
(1)
n,j )e
−
µˆ
(1)
n,j
2 zh

 dz
+ o(e−
µˆ
(1)
n,j
2 ),
(4.10)
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and then combined with Lemma 3.1, we conclude that
∫
Br(x
(1)
n,j )
heuˆnξn(1+ o(1))Di(φn,j + log h)dx
=
∫
B
Λ+
n,j,r
(0)
8
√
2h(x
(1)
n,j )
√
h(x
(1)
n,j )|z|2
(1+ h(x
(1)
n,j )|z|2)3
dz

 2∑
h=1
bj,hD
2
hi(φn,j + log h)(x
(1)
n,j )e
−
µˆ
(1)
n,j
2


+ o(e−
µˆ
(1)
n,j
2 )
= B˜j

 2∑
h=1
bj,hD
2
hi(φn,j + log h)(x
(1)
n,j )e
−
µˆ
(1)
n,j
2

+ o(e− µˆ(1)n,j2 ).
(4.11)
Clearly (3.42) follows from (4.7) and (4.11). 
Proof of Lemma 3.5-(3.43). By the definition of G∗n,k(x), we have
∆G∗n,k(x) = 0 in Br(x
(1)
n,j ) \ Bθ(x
(1)
n,j ), ∀θ ∈ (0, r).
Then for any x ∈ Br(x(1)n,j ) \ Bθ(x
(1)
n,j ), we have
0 = ∆G∗n,kDi log
1
|x− x(1)n,j |
+ ∆ log
1
|x− x(1)n,j |
DiG
∗
n,k
= div
(
∇G∗n,kDi log
1
|x− x(1)n,j |
+∇ log 1
|x− x(1)n,j |
DiG
∗
n,k
−∇G∗n,k · ∇ log
1
|x− x(1)n,j |
ei
)
,
(4.12)
where ei =
xi
|x| , i = 1, 2. It implies that
∫
∂Br(x
(1)
n,j )
∇iG∗n,k
|x− x(1)n,j |
dσ =
∫
∂Bθ(x
(1)
n,j )
∇iG∗n,k
|x− x(1)n,j |
dσ. (4.13)
In view of (4.2), we have
ξn(x) =
m
∑
k=1
e−
µˆ
(1)
n,k
2 G∗n,k(x) + o(e
−
µˆ
(1)
n,j
2 ) in C1(Br(x
(1)
n,j ) \ Bθ(x
(1)
n,j )). (4.14)
By using Theorem 2B, we find that,
λ
(1)
n
m
= ρ
(1)
n,j +O(µˆ
(1)
n,j e
−µˆ(1)n,j ) = 8pi +O(µˆ(1)n,j e
−µˆ(1)n,j ),
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which together with Theorem 2A-(b), implies that for i = 1, 2,
∇v(i)n,j(x) = ∇(u˜
(i)
n − φn,j) = ∇
(
u˜
(i)
n − λ
(1)
n
m
R(x, x
(1)
n,j )−
λ
(1)
n
m ∑
k 6=j
G(x, x
(1)
n,j )
)
= ∇
(
u˜
(i)
n − λ
(1)
n
m
m
∑
k=1
G(x, x
(1)
n,k)−
λ
(1)
n
2pim
log |x− x(1)n,j |
)
= ∇φ(i)n − 4
(x− x(1)n,j )
|x− x(1)n,j |2
+ o(e−
µˆ
(1)
n,j
2 )
= − 4
(x− x(1)n,j )
|x− x(1)n,j |2
+ o(e−
µˆ
(1)
n,j
2 ) in C1(Br(x
(1)
n,j ) \ Bθ(x
(1)
n,j )).
(4.15)
By using DiDh(log |z|) = δih|z|
2−2zizh
|z|4 , we see that,
∫
∂Bθ(x
(1)
n,j )
∇iG∗n,j
|x− x(1)n,j |
dσ = 2piDi
2
∑
h=1
∂yhR(y, x)|x=y=x(1)n,j bj,hB˜j + oθ(1). (4.16)
From (4.13)-(4.16), we get for any θ ∈ (0, r),
L.H.S. of (3.40)
= −8pi

e− µˆ(1)n,j2 DiR∗n,j(x(1)n,j ) + ∑
k 6=j
e−
µˆ
(1)
n,k
2 DiG
∗
n,k(x
(1)
n,j )

+ oθ(1)e− µˆ
(1)
n,j
2 ,
(4.17)
where oθ(1) → 0 as θ → 0. This fact concludes the proof of Lemma 3.5. 
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