Abstract. We present a new method for deforming an object in a static real scene, which interacts with animated synthetic characters. Unlike the existing method -making a new synthetic object to substitute for the interacting object in the real scene, we directly deform the object in image space using an image-warping technique with assistance from a simplified 3D sub-model. The deformed image sequence is processed further using the Expression Ratio Image (ERI) technique to apply the illumination changes generated by the deformation. Using this method, we can maintain the photo-realistic rendering quality of the scene efficiently by preserving the appearance of the object in the real scene as it is.
Introduction
Rendering synthetic objects into real scenes is a popular technique used in many applications such as film production and augmented reality [1] . To render an existing object in a real scene (we call this object an "image-object" in this paper) that is being deformed by the interaction with a synthetic character, the image-object should also be modelled and animated as another synthetic object (we call this method "synthetic-copy" in this paper). The simulation of interaction between the character and image-object can be rendered with original textures and lighting conditions extracted from the real scene. Then, a final animation would be created by the careful composition of the real and the synthetic scenes.
When an image-object is complex enough as a part of a complex environment, the object is strongly coupled with other objects in the environment. Separating the object from the original scene is not easy. If the deformations of the object generated by the interactions with a synthetic character are not too large, the animator may want to find another method instead of using synthetic-copy. For example, if an image includes a bed with very complex shapes and textures, and a synthetic ball is thrown on the bedspread, we may try to find a more efficient way rather than modelling and animating the deformations of the bedspread synthetically. In the film making process, the interacting real objects are often deformed with the aid of a virtual object such as a transparent glass stick. Before the final composition of the real scene and synthetic characters, the glass stick in the real scene is erased frame by frame.
In this paper, we suggest a new method for handling the interactions between a synthetic character and an image-object in a static real scene. A simplified 3D sub-model representing the image-object is used in the simulation of the interactions with the synthetic character. The geometric change of the 3D sub-model generated by the simulation is used to deform the original image-object using warping techniques in image space. To reflect the illumination change generated by the deformation, we apply the Expression Ratio Image (ERI) technique to the deformed image. Because we only need the change of silhouette and the ratio of illumination in our process, a simplified white 3D sub-model can be used in the simulation. Using this method, we can maintain the photo-realistic rendering quality of the image-object by preserving the textures and lighting conditions in the original real scene more effectively than the synthetic-copy method.
There are some assumptions and restrictions in our method. First, we consider only a single static real scene as the background image; thus, the position and orientation of the camera are always fixed during the animation. Second, we assume the positions and directions of a camera and lights in the real scene are already known. This is feasible because those parameters can be known when the real scene is newly photographed for the animation. If not, we can use conventional methods (see next section) to estimate the camera and light parameters. Third, we assume the size of the deformation of the image-object is not too large, so any special case such as "cloth folding" does not arise in the simulation.
Related Work
Various image-based lighting techniques [2] have been developed for recovering reflectance properties of real surfaces under unknown illumination. Liu et al. [3] proposed a method of capturing the illumination change of one person's expression. They map ERI to any different faces to generate more expressive facial expressions. There have been many research projects for getting camera attributes from several images, but it is still a challenge to extract camera parameters from a single image [4] . Much effort has also gone into the area of deforming an image. According to Gomes et al. [5] , the numerous warping methods can be roughly classified into parameter- [6] , free-form- [7, 8] , and feature-based [9, 10] techniques. There have been a lot of research results of generating animations from 2D pictures or photographs. Image-based rendering methods generate new images having an arbitrary viewpoint, using a lot of 2D input images [11] [12] [13] [14] [15] , or by creating 3D graphical models or animations from an image [16] [17] [18] .
3 Image-Based Deformation
3D Sub-Model
To deform an image-object according to a given scenario, we need appropriate 3D deformation data. In our method, a 3D sub-model (see Fig. 1 ) that corresponds to the image-object is used in the simulation of interaction. This model can Fig. 1 . The top left is an image-object. The rest are the frames in the animation of a 3D sub-model corresponding to the change of geometry and illumination of the image-object be constructed using image-based modelling methods [16, 17] combined with a known camera position. The shapes of 3D sub-models should be similar enough to those of the original image-objects, but some simplifications may be made as follows:
-The back of shapes hidden from the fixed camera view can be omitted.
-The shapes, which are not deformed by the interaction, can be omitted. For example, we can use the sub-model of the bedspread only, excluding other parts of bed in the "ball on the bed" example in Section 1. -The complex shapes, which do not have any serious effect on the change of silhouette in the 2D view of the model, can be ignored.
The colors and textures of the 3D sub-model do not have to be considered because the sub-model will not be rendered into the final rendered output. We used plain white color for all sub-models in our experimental examples, which is also helpful in measuring the illumination change in the ERI process. 
Geometric Change
The two same 2D grids are generated: G I and G M , which cover the imageobject and the initial projected view of the 3D sub-model, respectively (see Fig. 2 and 3 ). Some feature points are defined on the deformed surface of the 3D sub-model. Initially, G M is aligned to the feature points by moving each grid vertex to the projected 2D coordinates of the closest feature point from the grid vertex (see Fig. 3(b) ). When the surface is deformed, some feature points are moved, the corresponding grid vertices in G M can be moved automatically to the changed projected coordinates of the feature points (see Fig. 3(c) ). The grid G I is deformed to be identical to G M for each frame, and the image-object is warped using a conventional, two-pass warping method [7, 8] using the deformed grid G I (see Fig. 3(f) ). We need to control the resolution of the set of feature points and grid so that each feature point corresponds exclusively to a single grid vertex. Simultaneously, it is desirable to maintain the resolution of the grid as low as possible, because the unbound grid vertices that do not correspond to any feature point cannot move in the deformation process, which prevents the exact deformation of the image-object. Sometimes the background pixels around the image-objects should be warped together with the pixels that are included in the image objects. Especially, in the "waving cloth" example shown in Fig. 2 , the background pixels near the boundary of the cloth object are shown and hidden alternately in the animation. In this case, we make the grid cover a slightly larger region, including some of the boundary pixels as well as the object. Then, the warping process can generate the natural deformation of the background pixels, which prevents annoying clipping and composition of the image-object from the background scene, frame by frame.
We assume the deformation of the object is always local enough that the degenerate cases, including self-intersections among the grid edges, do not arise in the middle of the simulation. Because of this restriction, we cannot treat scenes including large deformations, for example, a flapping flag in a strong wind, using our method. If such a large deformation is needed, we need to use the synthetic-copy method for the image-object. Fig. 4 . Applying Illumination Change: The image sequence in the first row shows the geometrically warped images. Applying the change of illumination, gives the result shown in the second row, which looks more expressive and convincing.
Illumination Change
As Fig. 4 shows, the geometric warping alone cannot generate a convincing deformation result. In the first row of the figure, we cannot see the realistic deformation effects because the resulting image sequence does not show the details such as wrinkles and illumination changes. Using the known light positions, we can construct virtual light sources to illuminate the 3D sub-model in the simulation process. The intensities and other properties of the lights are manually controlled to be as similar as possible to the real scene. Because, we only measure the ratio of illumination change, this rough approximation of light properties is usually acceptable in most cases. The rendered white 3D sub-model shows the illumination changes, which can be applied to the image-object using the ERI technique [3] .
Assume there are m light sources illuminating some point p on a surface. Let n denote normal vector of the surface at p, and l i and I i , 1 ≤ i ≤ m, denote the light direction from p to the ith light source and the intensity of the light source, respectively. Suppose the surface is diffuse, and let ρ be its reflectance coefficient at p. ERI ( ) is defined as the ratio of light intensity at the same point p between two arbitrary lightened images:
From the above equation, we have I = I for a point p on the surface. To apply the illumination change computed by ERI to the image-object at the ith frame, we need the following images:
-A 0 : rendered image of the 3D sub-model at the initial frame.
-A i : rendered image of the deformed 3D sub-model at the ith frame.
-A 0 : warped image generated by warping A 0 to have the same geometry as A i .
-B i : the geometrically deformed image-object at the ith frame.
As proven in [3] , we can compute the ERI ( ) easily by comparing two pixel values at same position:
where (u, v) is the coordinates of the pixel in image space. Then, we can apply the ERI to compute a new intensity of the image-object at the pixel (u, v) as follows:
Note that the algorithm requires a warping from A 0 to A 0 , because the ERI should be calculated at two points at the same position in two images A 0 and A i . After computing a series of background real scene, including the imageobjects that are deformed appropriately, the composition of the background scene and the animation of the synthetic characters using conventional composition techniques [19] produces the final animation. 
Results
In the animation in Fig. 5 , a ball is thrown on the laundry to shoo away a fly. The time and position of each collision between the laundry and the ball are predefined in a scenario, which also implies the collision force related to the velocity and mass of the ball. We used a well-known mass-spring model [20] to simulate the deformation of the laundry generated by the collision. We used a 23 × 23 grid for the geometric warping. The original real scene is an image of 1400 × 1050 pixels. Fig. 6 shows an example of a piece of cloth flapping in the wind generated by an electric fan. A 23 × 23 grid is used for this example. We can observe the differences between the animations generated using image-based deformation (Fig. 6(c) ) and the synthetic-copy method (Fig. 6(d) ). When both the electric fan and a piece of cloth are synthetic models, the quality of the rendering for the synthetic models depends on the animator's skill and time invested in modelling and animating the characters. Our result looks sufficiently expressive and convincing compared to the result of the traditional method.
Conclusions and Future work
This paper suggests a new method for rendering the deformations of an imageobject that is interacting with a synthetic character rendered into a real scene. With the aid of a 3D sub-model, we can deform the image-object directly in image space, using warping and ERI techniques. Some convincing experimental results are shown in this paper.
The most important advantage of this approach is that we can maintain the photo-realistic rendering quality of the image-object because we directly use the original image-object to deform it. Doing so prevents going through the complex process of extracting the exact lighting information from the original real scene.
The image-warping technique exploited for geometric deformation has some limitations. A large amount of deformation cannot be handled with this approach. In that case, it still seems that there is no way to solve the problem without using the synthetic-copy method. Moreover, when the deformed face in the 3D sub-model is nearly parallel to the viewing direction, the face becomes too small to be deformed with the image warping. We need more investigation for these cases.
Applying our method to the real video scene with a dynamically changing viewpoint and direction may be another extension. We are also trying to improve our method to be applied to real-time environments like 3D games. When the interaction happens, the 3D sub-model for the background object is deformed with great rapidity, and other processes such as image warping and ERI should be enough fast to support the real-time speed.
