We study the time analyticity of ancient solutions to heat equations on graphs. Analogous to Dong and Zhang [DZ19], we prove the time analyticity of ancient solutions on graphs under some sharp growth condition.
Introduction
In the investigation of global solutions to elliptic equations, the wellknown Liouville theorem states that any bounded (or positive) harmonic function on R n is constant. This has been generalized to Riemmannian manifolds with nonnegative Ricci curvature by Yau [Yau75] . For evolution equations, ancient solutions, i.e. solutions of the heat equation defined on the whole space and all negative time, are natural generalizations of harmonic functions. Souplet and Zhang [SZ06] proved that any sublinear ancient solution is constant for a Riemannian manifold with nonnegative Ricci curvature. Later, for ancient solutions of polynomial growth, Lin and Zhang [LZ19] proved that they are polynomial in time and gave the dimensional estimate for the space of such solutions. The dimensional bound was improved by Colding and Minicozzi in [CM] recently. Note that the time analyticity of ancient solutions has been studied by [Wid62, LZ19] . For a Riemannian manifold with Ricci curvature bounded below, Zhang [Zha19] proved that ancient solutions with exponential growth are time analytic. This result was improved to ancient solutions with double exponential growth in [DZ19] .
Theorem 1.1 ( [DZ19] ). Let M be a complete, n dimensional noncompact Riemannian manifold such that the Ricci curvature satisfies Ric ≥ −(n − 1)K 0 for some constant K 0 ≥ 0. Let u be a solution of the heat equation
where A 1 and A 2 are positive constants. Then u = u(t, x) is analytic in t ∈ [−1, 0] with radius r > 0 depending only on n, K 0 , and A 2 . Moreover, we have
where A 3 is a positive constants depending only on n, K 0 and A 2 .
For graphs, (discrete) harmonic functions of polynomial growth has been extensively studied by many authors, see e.g. [Del99, Kle10, HJ13, HJLJ11, HJL15, Hua]. In this paper, we study the time analyticity of ancient solutions with exponential growth on graphs.
We recall the setting of weighted graphs. Let G = (V, E) be a locally finite, simple, undirected graph with the set of vertices V and the set of edges E. Two vertices x, y are called neighbours, denoted by x ∼ y, if there is an edge connecting x and y, i.e. {x, y} ∈ E. Let
be the edge weight function. We extend ω to V × V by setting ω xy = 0 for any pair (x, y) with x ∼ y. Let
be the vertex weight function. We denote by l 2 (V, µ) the space of l 2summable functions on V with respect to the discrete measure µ. We call the quadruple G = (V, E, µ, ω) a weighted graph.
For a weighted graph G = (V, E, µ, ω) and any function f : V → R, the Laplacian of G is defined as 
For ancient solutions of the heat equation on graphs, we prove the following result.
Theorem 1.2. Let G = (V, E, µ, ω) be a weighted graph and p ∈ V. Let u be an ancient solution of the heat equation
where A 1 , A 2 are positive constants. Assume that for some A 3 ≥ 0,
Remark 1.3.
(1) For Riemannian manifolds, the growth rate of the ancient solution is double exponential, i.e. e A 2 d 2 , see Theorem 1.1, while in the above theorem we assume the growth rate is e A 2 d log d . Moreover, the factor A 2 in the growth rate is crucial for the time analyticity, for e.g. graphs with bounded degree (A 3 = 0), which is irrelevent for the continuous case.
(2) Our estimate is sharp for graphs, see Section 3.
For Riemannian manifolds, the key estimate for the proof of Theorem 1.1 is the mean value property of the heat equation, which is unknown for graphs at the moment. To circumvent the problem, we take the advantages of the discrete nature of the Laplacian, e.g. for a graph with bounded degree, ∆ is a bounded operator on ℓ ∞ functions, and the support of the function ∆f is contained in the 1-neighborhood of the support of f, see Proposition 2.1.
Corollary 1.4. Let G = (V, E, µ, ω) be a weighted graph and p ∈ V , and u be a solution of the heat equation
where A 1 , A 2 are positive constants. Assume that for some constant D > 0,
Then u = u(x, t) is time analytic with radius r > 0 satisfying r = +∞(resp.
Corollary 1.5. Let G = (V, E, µ, ω) be a weighted graph and p ∈ V . Assume that for some constant D > 0,
Then the Cauchy problem for the backward heat equation
has a solution on [0, δ)×V for some constants δ > 0, A 1 > 0 and 0 < A 2 < 1 satisfying
if and only if
holds for some constant A 3 > 0 and 0 < A 4 < 1.
The paper is organized as follows: In next section, we prove Theorem 1.2. The last section is devoted to the example for the sharpness of the result.
Proof of Theorem 1.2
The following proposition is elementary, and hence we omit the proof here.
|f (y)|;
(2) sup
Now we prove the main result.
Proof of Theorem 1.2. Given R ≥ 1. Fix a vertex x ∈ B R (p). For t 0 ∈ [−T, 0], by Talyor's theorem,
holds for for any t ∈ [−T, 0] and s ∈ (t 0 , t) or (t, t 0 ). It suffices to prove that the right hand side of (7) tends to zero when k tends to infinite for any t ∈ [−T, 0] satisfying |t − t 0 | < r.
For (8), by applying Proposition 2.1,
Hence, by (1), (2) and (9),
where we used d(y, p) ≤ d(y, x) + d(x, p) ≤ k + R.
Stirling's approximation implies that there exists a number k 0 > 0 such that for any k ≥ k 0 , For ζ = 0, suppose that δ < 1 2eC . By (11) and (12), we have for k ≥ max{k 0 , R},
This yields the result. For ζ > 0, by (11) and (12), we have
holds for
This implies the result. Combining (13), (14) with (10), we obtain that the remaining term tends to zero when k tends to infinite. Hence,
that is, u is time analytic with radius r = +∞ (resp. r ≥ 1 2eC ) if A 2 +A 3 < 1 (resp. A 2 + A 3 = 1).
For t 0 = 0, we write a k (x) = ∂ k t u(x, 0). Then Moreover, as in the proof of (10), we get
This completes the proof of the theorem.
Proof of Corollary 1.5. On one hand, let u(x, t) be a solution of (4) satisfying (5). Then u(x, −t) is an ancient solution of the heat equation satisfying (5). By Corollary 1.4, u(x, −t) is a time analytic solution and
Since a k (x) = ∆ k a(x), then (6) follows.
On the other hand, suppose that (6) holds. Let
Hence, for t ∈ (−δ, 0] and x ∈ B R (p), by (11) and (12), we have For ζ > 0 and δ < +∞, we obtain
Hence, by (15) and (16), one can show that the series ∞ k=0 ∆ k a(x) t k k! is converge absolutely and uniformly in (−δ, 0] × B R (p) for any given R ≥ 1. With the same arguments, we can obtain that
are also converge absolutely and uniformly in (−δ, 0]
We claim that v(x, t) is a solution of the heat equation for t ∈ (−δ, 0]. Indeed,
Moreover, for t ∈ (−δ, 0] and δ < 1 2De , we have
Here we denote d(x, p) by d for convenience. Since A 4 < 1, we choose a constant ǫ > 0 such that A 4 (1 + 2ǫ) < 1. Let
.
Since f (x) = x ln x is a convex function on (0, +∞),
Hence, by (11) and (17),
k≥ǫR 0 e A 4 k ln k+A 4 k ln 2 (2Dδe) k k k := I + II.
We divide it into two cases.
and 
A sharpness example
In this section, we construct an example to illustrate that the assumption A 2 + A 3 ≤ 1 in Theorem 1.2 is sharp. We equip Z with a graph structure (Z, µ x , ω xy ) such that µ x ≡ 1 and for x, y ∈ Z, holds for x ≥ R 0 and some constant A > 0, meantime, u(x, t) is not time analytic.
Proof. Let
where β is a constant. Clearly, all orders of derivatives of g(t) goes to zero at zero. For 0 < T < +∞, we define a function u(x, t) on Z × [0, T ] as follows:
v(x, t) =
x ≤ −1.
(18)
Note that the function, (x + k) · · · (x + 1)x · · · (x − k + 1), analogues to the power x 2k in continuous case, is vanishing for all k > |x|. Recall the heat equation has a simple form as follows:
We can check that u(x, t) solves the heat equation by direct computation. Huang tells us that 
Hence, for any ǫ > 0, β > max{1, 2 ǫ }, set R 0 = max{e, k 0 , e Since ∂ j t u(x, −T ) = ∂ j t v(x, 0) = 0 for any j ≥ 0, u(x, t) ≡ 0 at Z×[−T, −T + δ), this contradicts to u(x, t) = v(x, t + T ) > 0 for t > −T by (18). Hence, u(x, t) is not time analytic.
