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Following the recent proposal to create quadrupolar gases [Bhongale et al., Phys. Rev. Lett.
110, 155301 (2013)], we investigate what quantum phases can be created in these systems in one
dimension. We consider a geometry of two coupled one-dimensional systems, and derive the quan-
tum phase diagram of ultra-cold fermionic atoms interacting via quadrupole-quadrupole interaction
within a Tomonaga-Luttinger-liquid framework. We map out the phase diagram as a function of the
distance between the two tubes and the angle between the direction of the tubes and the quadrupo-
lar moments. The latter can be controlled by an external field. We show that there are two magic
angles θcB,1 and θ
c
B,2 between 0 to pi/2, where the intratube quadrupolar interactions vanish and
change signs. Adopting a pseudo-spin language with regards to the two 1D systems, the system
undergoes a spin-gap transition and displays a zig-zag density pattern, above θcB,2 and below θ
c
B,1.
Between the two magic angles, we show that polarized triplet superfluidity and a planar spin-density
wave order compete with each other. The latter corresponds to a bond order solid in higher di-
mensions. We demonstrate that this order can be further stabilized by applying a commensurate
periodic potential along the tubes.
PACS numbers: 67.85.-d, 67.85.Lm, 71.10.Pm
I. INTRODUCTION
Throughout the development of the field of ultra-cold
atoms, new features of the atomic systems have been
developed and explored [1]. Since the condensation of
bosonic atoms in a single hyperfine state in a three di-
mensional trap, the scope of the field has expanded to
spinor condensates, bosonic mixtures, fermionic atoms,
Bose-Fermi mixtures and atoms in optical lattices in one
to three dimensions, to name but a few. A particular
novel development was the study of atoms and molecules
interacting via dipolar interactions [2]. The higher-order
symmetry of this interaction, and the 1/r3 behavior of
the potential of the distance r, adds an intriguing new
feature to ultra-cold atom ensembles. In particular, the
stabilization of pure dipolar quantum gases in recent ex-
periments [3–10] has triggered numerous theoretical stud-
ies [11–16]. The anistopic interaction between fermionic
dipolar molecules has been predicted to drive unconven-
tional pairing in two-dimensional layers [17–19]. For a
nested Fermi surface, such as for dipolar atoms in opti-
cal lattices, density-wave instabilities with nonzero angu-
lar momentum can dominate [20–26]. In a multilayered
structure, interlayer pairing [27, 28], and a modified BCS-
BEC crossover [29, 30] are predicted. One dimensional
geometries were studied [31–35]. In Refs. [36–38] it was
shown that the attraction between two dipolar molecules
in different one-dimensional systems can overcome the
repulsion within each system, leading to stable molecule
complexes. In the strong coupling regime, a crystalline
structure is predicted [39, 40].
Recently, a new many-body system of ultra-cold atoms
was proposed, atomic ensembles interacting predomi-
nantly via quadrupolar interactions, Ref. [41]. These
can be realized with alkaline-earth atoms, such as Sr,
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FIG. 1: (color online) (a) Sketch of an atom with a quadrupole
moment, and of two coupled one-dimensional systems. The
unit vector Bˆ indicates the direction of the external magnetic
field, along which the quadrupoles are aligned. We assume
that Bˆ is in the y-z plane. The angle between Bˆ and the z-
axis is θB . The distance between the two 1D systems is d, and
a is the length scale of the confinement wave functions. V 0R
and V 1R denotes the intra- and inter-tube interactions, respec-
tively. In (b), (c) and (d) we sketch the three quantum phases,
SDWz, TS± and SDWx,y, that occur in the phase diagram.
SDWz order corresponds to a spontaneous zig-zag density or-
der, TS± corresponds to p-wave pairing in each tube. SDWx,y
corresponds to an order parameter that consists of one atom
in one tube and one hole in the other. These are depicted by
a filled and transparent symbol, respectively. We elaborate
further on these quantum phases in the text.
and rare-earth atoms, such as Yb, in the metastable
3P2 states [42–50] and in Rydberg-dressed atoms [51–
53]. A gas of ultra-cold fermionic atoms interacting pre-
dominantly via these interactions would thus constitute a
2quadrupolar Fermi gas. Similar to a dipolar Fermi gases,
the higher-order symmetry of the quadrupole-quadrupole
interaction results in an exotic competition between pair-
ing and density-wave instabilities in the presence of the
Fermi-surface nesting in a two-dimensional optical lat-
tice, as was shown in Ref. [41].
In this paper we consider ultra-cold Fermi gases in
two coulped one-dimensional systems via quadrupolar
interactions, in order to further understand the quan-
tum phases that can be created in quadrupolar gases.
While Ref. [41] approached the two-dimensional lattice
system with a functional renormalization group calcula-
tion, here we address the phase diagram of quadrupo-
lar gases by studying the geometry that is shown in the
right panel of Fig. 1(a). By applying an external mag-
netic field, the quadrupolar moments of the fermions can
be aligned along the angle θB in the y-z plane, as illus-
trated in the left panel of Fig. 1(a). As a result, the ef-
fective intratube and intertube interactions, that emerge
from the quadrupole-quadrupole interaction between the
fermions, can be controlled by tuning the angle of the
external magnetic field.
We determine the quantum phase diagram of the sys-
tem within a Tomonaga-Luttinger-liquid (TLL) frame-
work. We employ a pseudo-spin language, in which we
formally assign the labels spin-up and spin-down to the
two tubes. We bosonize the fermions, as described below,
and obtain the low-energy, effective action of the system.
From it, we can determine the scaling exponents of the
correlation functions of the possible order parameters.
By identifying the dominant quasi-long range order, we
obtain the phase diagram as a function of the distance of
two tubes, d, and the angle θB.
We show that there are two magic angles, at which
the intratube interactions vanish and change sign. Be-
tween the two magic angles, the intratube interaction
becomes attractive and the system is described by two
gapless TLLs. By further computing various correla-
tion functions, we show that a polarized triplet super-
fluid (TS±) and a planar (pseudo-)spin-density wave
(SDWx,y), illustrated in Fig. 1(c) and (d), respectively,
compete with each other. Outside of this regime, where
intratube and intertube interactions are repulsive, back-
ward scattering between the two tubes create a (pseudo-
)spin-gapped state with axial-(pseudo-)spin-density-wave
(SDWz) quasi-long range order, sketched in Fig. 1(b).
These competing orders are reminiscent of the ones re-
ported in Ref. [41]. There, too, two angles were found at
which the interaction between neighboring sites switched
sign. In between these two angles, a bond-ordered solid
phase dominated. This order has the same order pa-
rameter as the SDWx,y phase that we discuss here: It
consists of a particle operator on one site and a hole op-
erator on its neighboring site, orthogonal to the tilting
angle. In Ref. [41], this order parameter developed a
checkerboard pattern on a two-dimensional lattice. Due
the 1D geometry considered here, it develops a modula-
tion at the wavelength 2kF here, where kF is the Fermi
vector of each of the 1D Fermi systems. This order com-
petes with TS± pairing, in analogy to the p-wave BCS
order in Ref. [41]. Outside of the two magic angles, the
two-dimensional system develops a checkerboard density-
wave order, in analogy to the SDWz order that we find
here.
However, we note a crucial difference between the 2D
half-filled case studied in Ref. [41], and the two coupled,
continuous 1D systems discussed here. For the 2D case,
both nesting of the Fermi surface and Umklapp scatter-
ing is present. But while every 1D system generically is
nested, a 1D continuous system does not have Umklapp
scattering. We indeed find that for a 1D continuous sys-
tem the pairing instability within each tube is stronger
than the p-wave pairing tendency in the 2D system at
half-filling. We therefore consider an additional commen-
surate external lattice, which generates Umklapp scatter-
ing, and demonstrate that it stabilizes SDWx,y order.
The paper is organized as follows. In Sec. II, we com-
pute the intratube and intertube interactions, the emerge
from the bare quadrupolar interaction. Next, we repre-
sent the system within Tomonaga-Luttinger-liquid the-
ory in Sec. III. In Sec. IV, we use a renormalization
group calculation to determine the effect of the backscat-
tering term, and calculate the scaling exponents of the
correlation functions of the order parameters. Based on
these, we determine the quantum phases diagram. Fi-
nally, we present the discussion and summary in Sec. V.
II. QUADRUPOLE-QUADRUPOLE
INTERACTION IN TUBES
Throughout this paper, we assume the fermions to
move freely along the direction of the tubes, the z-
direction, as shown in Fig. 1, and to be confined in
the x-y plane with transverse wave functions Ψs(r) =
1
a
√
pi
exp
{
1
2a2
[
(x+ sd)2 + y2
]}
. r is defined as r ≡
(x, y). s = ±1/2 is the tube label or the pseudo-spin
index, d is the distance between the two tubes, and a is
the length scale of the confinement wave functions. The
effective 1D Hamiltonian can be represented as
H =
∑
s
∫
dz ψ†s(z)
[−h¯2
2m
∂2z
]
ψs(z)
+
∑
s1,s2
∫
dz1
∫
dz2 V
|s1−s2|
R (z1 − z2)ns1(z1)ns2(z2), (1)
where ns(z) ≡ ψ†s(z)ψs(z) is the density operator, and
ψs(z) is the effective 1D single particle operator. We
compute the effective 1D interactions by integrating out
the transverse wave functions in the x-y plane as
V
|s1−s2|
R (z1 − z2) =
∫
d2r1
∫
d2r2,∣∣Ψs1(r1)∣∣2 |Ψs2(r2)|2 VR(r1 − r2, z1 − z2). (2)
3For s1 = s2, V
0
R(z) is the intratube interaction, and for
s1 6= s2, V 1R(z) is the intertube interaction. VR(R) =
VR(r, z) is the quadrupole-quadrupole interaction in real
space [41], given by
VR(R) =
Cq
R5
[
3− 30
(
Rˆ · Bˆ
)2
+ 35
(
Rˆ · Bˆ
)4]
. (3)
B is an external magnetic field, which can be used to tune
the effective interactions V 0R(z) and V
1
R(z). We denote
the strength of the quadrupolar interaction with Cq ≡
3q2/16, where q is the quadrupolar moment of an atom
or molecule in a specific internal state. As an example, we
consider the 3P2 state of Yb, with the value q ∼ 30 [a20e]
(a0 is the Bohr radius and e is the electronic charge), see
Ref. [48], and a corresponding Cq/h¯ of 2pi× (4.59×1011)
[Hz·nm5], and the 3P2 state of Sr, with q ∼ 16 [a20e], Ref.
[45], and Cq/h¯ ∼ 2pi × (1.31 × 1011) [Hz·nm5]. In the
following, we use the value of the quadrupole moment of
the 3P2 state of Yb and a = 50[nm], for specific numerical
estimates.
We write the interactions in momentum space,
using the Fourier transformation V|s1−s2|(k) =∫∞
−∞ dz e
ikzV
|s1−s2|
R (z). The intratube interaction
is represented as
V0(k) =
CqF0(k)
3a4
(
3− 30 cos2 θB + 35 cos4 θB
)
. (4)
F0(k) is defined as F0(k) ≡
∫∞
−∞ F (z˜)e
ikaz˜dz˜ with
F0(z˜) = − 1
16
[
10 |z˜|+ 2 |z˜|3
−
√
2pi(3 + 6z˜2 + z˜4)e
z˜2
2 Erfc
(
z˜√
2
)]
, (5)
where we normalized the z coordinate with the length
scale a, z˜ ≡ z/a. Erfc(z˜) is defined as Erfc(z˜) ≡ 1 −
Erf(z˜), with the error function Erf(z˜). We note that the
dependence of the bare quadrupolar interaction, Eq. (3),
and the effective intra-tube interaction, Eq. (4), on the
angle θB, is the same, because Rˆ ·Bˆ = cos θB. This is due
to the symmetric confinement wave function in the x-y
plane, where we chose the same length scale a for both
the x and the y-direction.
Except for the case k = 0, for which we find F0(k =
0) = 1, F0(k) can only be calculated numerically. Sim-
ilarly, the inter-tube interactions V1(k) cannot be given
in closed form for non-zero momentum (k 6= 0) and can
only be computed numerically. Only at k = 0, there is a
analytical form, given by
V1(0) =
Cq sin
4 θB
d4
[
4− 1
12
(
48 + 24
d2
a2
+ 6
d4
a4
+
d6
a6
)
e−
d2
2a2
]
. (6)
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FIG. 2: (color online) (a) The intra-tube interaction V0(k)
and (b) the inter-tube interaction V1(k) at momentum k = 0
and k = 2kF = npi versus the angle θB are shown. We choose
d = 4a, the density n = 10−3[nm−1] and a = 50[nm]. We note
that there are two magic angles θcB = 0.53 and 1.22, where
the intra-tube interaction vanishes.
III. TOMONAGA-LUTTINGER-LIQUID
REPRESENTATION
In this section, we represent the quasi-one dimensional
Hamiltonian in the framework of Tomonaga-Luttinger-
liquid theory. We decompose the single-particle operator
as ψs(z + z
′) ∼ ∑P ψPs(z)eiPkF (z+z′), where kF is the
Fermi vector of each of the tubes, assuming equal density
for each of the tubes, and P = R/L = +/− labels the
right-/left- moving fermions, respectively. This represen-
tation reduces to the one used for contact interactions,
ψs(z) ∼
∑
P ψPs(z)e
iPkF z , for z′ = 0. Here, however, we
deal with non-contact interactions, and the first expres-
sion is well suited to identify the correct terms in the TLL
action. The kinetic term of the Hamiltonian Eq. (1) is
represented as a sum over left- and right-moving fermions
with a linear dispersions h¯vFP |k − PkF |, see e.g. Ref.
[54], where vF = h¯kF /m is the Fermi velocity. The in-
teraction term of the Hamiltonian is given by
HI =
1
2
∫
dz
∑
s1,s2,P1,P2
gs1s2P1P2
[
nP1s1(z)nP2s2(z)
]
+
∫
dz
∑
s
V1(2kF )ψ
†
Rs(z)ψLs(z)ψ
†
Ls¯(z)ψRs¯(z), (7)
where P¯ ≡ −P (s¯ ≡ −s), nPs ≡ ψ†PsψPs, and the
coupling constants are defined as gs1s2P1P2 = V|s1−s2|(0) −
δs1,s2δP¯1,P2V0(2kF ). The second term of Eq. (7) repre-
sents back-scattering between particles of different tubes
4and different chirality [54]. In Fig. 2(a) and (b), the
strength of intra- and inter-tube interaction in units of
Cq/a
4 at k = 0 and k = 2kF are plotted versus the
angle θB, respectively. We find that there two magic an-
gles θcB ≃ 0.53 and 1.22, where the intra-tube interaction
vanishes and changes sign, which corresponds to zeros
of V0(k), Eq. (4). We note that the intra-tube interac-
tion is repulsive for all angles and much smaller than the
intra-tube one due to a factor of 1/d4.
We bosonize the fermions as ψPs(z) =
1√
2piα
ei[θs(z)−Pφs(z)], where α is a short-ranged cutoff
and the bosonic fields θ(z) and φ(z) are a displacement
and a phase field respectively, which are dual to each
other. The bosonized representation of the Hamiltonian
Eq. (1), which we normalize as HTL ≡ H/(2pih¯vF ), is
HTL =
∫
dz
∑
j=ρ,σ
vj
(2pi)2
{
K−1j [∂zφj(z)]
2+Kj [∂zθj(z)]
2
}
+
g1
(2pi)3α2
cos
[√
8φσ(z)
]
, (8)
where φρ/σ ≡ (φ1 ± φ2) /
√
2, and similarly for θρ/σ. The
backward scattering strength is g1 = V1(2kF )/(2pih¯vF ).
The Tomonaga-Luttinger parameters are
Kρ/σ =
√
1 + g0
1 + 2Vρ/σ − g0
, (9)
vρ/σ =
√(
1 + Vρ/σ
)2 − (g0 − Vρ/σ)2, (10)
where we denote Vρ/σ ≡ [V0(0)± V1(0)] / (2pih¯vF ) and
g0 = V0(2kF )/(2pih¯vF ).
The resulting Hamiltonian HTL is of the same form
as that of a spin-1/2 fermions interacting via contact in-
teractions, see e.g. [54]. Here, however the SU(2) is not
present, and therefore the parameters of this Hamilto-
nian are not subject to this constraint, which allows for
additional types of order. Furthermore, the physical in-
terpretation of the quantum phases found here is rather
different, because our pseudo-spin language is merely a
notational device.
The Tomonaga-Luttinger HamiltonianHTL is a sum of
a Hamiltonian of massless bosons, described by the fields
φρ and θρ, and a sine-Gordon Hamiltonian of the fields
φσ and θσ. We employ a one-loop RG transformation
to determine the values of Kσ and g1 in the low-energy
limit. The flow equations ofKσ and g1 of the sine-Gordon
Hamiltonian are
dKσ
dl
= −2K2σ
(
g1
vσ
)2
,
dg1
dl
= 2g1 (1−Kσ) , (11)
where l = ln(Λ0/Λ) being the logarithm of the ratio be-
tween the bare momentum cutoff Λ0 and the running
cutoff Λ. These flow equations are perturbative in the
backscattering parameter g1, which makes this flow most
suitable for the weak-coupling limit. For the system we
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FIG. 3: (color online) (a) Quantum phase diagram as a func-
tion of the distance d of the two tubes and of the angle θB .
We choose the density n = 10−3[nm−1] and a = 50 nm.
The shaded regime indicates a spin-gapped state.In Fig. (b),
we show the corresponding regimes of (Kρ < 1, Kσ < 1),
(Kρ < 1, Kσ > 1) and (Kρ > 1, Kσ > 1).
consider in this paper, we indeed find that the interac-
tions are weak in recent experimental setups. For ex-
ample: for reasonable experimental parameters, such as
densities like n = 10−3, 5× 10−4 and 2.5 × 10−4[nm−1],
for a confinement length scale of a = 50[nm], and the
strength of the quadrupolar interactions Cq of the
3P2
state of Yb, mentioned above, we find that the ratio be-
tween the quadrupolar interaction and the kinetic energy,(
Cq/a
5
)
/
(
h¯2k2F /2m
) ∼ O(10−1). This implies that the
system is in the weakly interacting limit, which justifies
the perturbative RG method used in this study.
Under the RG equations, the bare values of Kσ and
g1 are renormalized to their asymptotic effective val-
ues, which we denote as K˜σ and g˜1, respectively. The
backscattering term can either be relevant or irrelevant.
If it is irrelevant, the asymptotic values are g˜1 = 0 and
K˜σ > 1 and the Hamiltonian is a sum of two gapless
TLL. If it is relevant, g1 flows to strong coupling, which
renormalizes K˜σ → 0. The resulting effective Hamilto-
nian has an energy gap in the (pseudo-)spin sector, while
the charge sector remains a gapless TLL.
IV. PHASE DIAGRAMS
To determine the quantum phases of the system, we
compute the correlation functions of the corresponding
order parameters. In the long-distance limit, z → ∞,
these correlation functions behave as 〈OA(z)OA(0)〉 ∼
z−2+αA , where OA is the order parameter and αA is its
scaling exponent.
We consider these order parameters: Change-
density wave order is represented by OCDW =
5Kρ Kσ, >1TS+-
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d
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FIG. 4: (color online) (a) Quantum phase diagram and (b) the
corresponding regimes of (Kρ < 1, Kσ < 1), (Kρ < 1,Kσ >
1) and (Kρ > 1, Kσ > 1) for a lower density than Fig. 3,
specifically n = 5×10−4[nm−1]. We again choose a = 50 nm.
∑
s ψ
†
RsψLs, axial-spin-density wave order by OSDWz =∑
s1,s2
ψ†Rs1σ
z
s1s2ψLs2 , and planar-spin-density wave or-
der by OSDWx,y =
∑
s1,s2
ψ†Rs1σ
x,y
s1s2ψLs2 . Furthermore,
singlet superfluidity is described by OSS =
∑
s sψ
†
Rsψ
†
Ls¯,
unpolarized triplet superfluidity by OTS0 =
∑
s ψ
†
Rsψ
†
Ls¯,
and polarized triplet superfluidity by OTS2s = ψ
†
Rsψ
†
Ls
with s = ±1/2. σi, with i = x, y, z, are the Pauli matri-
ces. The corresponding scaling exponents are
αCDW = 2−Kρ − K˜σ, (12)
αSDWz = 2−Kρ − K˜σ, (13)
αSDWx,y = 2−Kρ − K˜−1σ , (14)
αSS = 2−K−1ρ − K˜σ, (15)
αTS0 = 2−K−1ρ − K˜σ, (16)
αTS± = 2−K−1ρ − K˜−1σ (17)
respectively, see e.g. [54]. The quantum phases are de-
termined by the most slowly decaying correlation func-
tion, i.e. the largest α. Here, as it is typical for 1D sys-
tems at zero temperature, only quasi-long-ranged order
is achieved, rather than true long ranged order. In the
spin-gapped state, for which K˜σ → 0, only two phases
are possible, SDWz and SS. Thus, the quantum phase is
determined by comparing the corresponding scaling ex-
ponents 2 − Kρ and 2 − K−1ρ , respectively [55]. In the
regime, in which backscattering is irrelevant, a more in-
tricate competition of orders appears, as we see below.
We now map out the full quantum phase diagram nu-
merically, as a function of the distance of two tubes, d,
and and the angle θB in Fig. 3(a), 4(a) and 5(a) for the
atomic densities n = 10−3, 5 × 10−4 and 2.5 × 10−4
[nm−1] respectively. We choose a = 50[nm] and Cq =
Kρ Kσ, >1
Kρ Kσ,<1 >1
Kρ Kσ, <1
TS+-
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FIG. 5: (color online) (a) Quantum phase diagram and (b) the
corresponding regimes of (Kρ < 1,Kσ < 1), (Kρ < 1, Kσ > 1)
and (Kρ > 1, Kσ > 1) for density n = 2.5× 10
−4[nm−1], and
a = 50 nm.
2pih¯× (4.59× 1011) [h¯Hz·nm5]. We find that for attrac-
tive intratube interaction, between the two magic angles,
the backscattering term is irrelevant, and the spin sec-
tor remains gapless, while for repulsive intratube inter-
actions a spin-gapped state is generated. This transition
almost coincides with the magic angles of the intratube
interactions.
We calculate the phase boundary analytically from the
RG equations: By integrating Eq. (11) and assuming
K˜σ = 1 and g˜1 = 0, we find that the phase boundaries
in terms of the bare values are 1 − 1/Kσ − ln(Kσ) =
−(g1/ασ)2/2. Since the system is in the weak coupling
regime, we expand this expression, using Eqs. (9), which
reduces this condition to V0(0) − V0(2kF ) = V1(0) −
V1(2kF ). However, the intertube interactions are all pos-
itive and much smaller than intratube ones, as illustrated
in Fig. 2. Therefore, to leading order, the phase bound-
aries of the spin-gapped state are V0(0) − V0(2kF ) ≃ 0,
which occurs near the magic angles. Because the two in-
tertube interaction is weak in all three cases depicted, the
phase boundaries do not vary significantly in Figs. 3(a),
4(a), 5(a).
In the spin-gapped regime, i.e. θB < 0.53 or θB > 1.22,
the dominant quantum phase only depends on the bare
value of Kρ. We illustrate the regimes of (Kρ < 1,Kσ <
1), (Kρ < 1,Kσ > 1) and (Kρ > 1,Kσ > 1) in Fig. 3(b),
4(b) and 5(b), accompanying the corresponding phase di-
agrams. Kρ < 1 implies SDWz is favored over SS. The
order parameter of SDWz is OSDWz = ψ
†
RsψLs−ψ†Rs¯ψLs¯,
implying an antiferromagnetic pattern of the pseudospin.
This corresponds to a zigzag patten of the atomic densi-
ties of the two tubes, as shown in Fig. 1(b),
In the regime of irrelevant backscattering, TS± and
SDWx,y compete with each other. Based on their scaling
exponents, the boundary between these two phase is at
6Kρ = 1, or V0(2kF )− V0(0) = V1(0) from Eq. (9). Thus,
TS± and SDWx,y emerges for Kρ > 1 and Kρ < 1, re-
spectively. This leads to the phase diagrams shown in
Fig. 3, 4 and 5. We also find that with decreasing den-
sity, and thus increasing interaction strength, the regime
of SDWx,y grows. In Fig. 1(c), we sketch the quantum
phase of the polarized triplet superfluid, where particles
(or holes) pair up in the same tube due to the intra-tube
attraction. For the quantum phase SDWx,y, described
by OSDWx = ψ
†
RsψLs¯ + ψ
†
Rs¯ψLs, correlations between
a particle and a hole on different tubes is sketched in
Fig. 1(d). The intertube correlations of SDWx,y result-
ing in an interference pattern in momentum space has
recently been proposed as a measurement in a time-of-
flight experiment [33].
V. DISCUSSION
Comparing to quadrupolar Fermi gases in a two-
dimensional lattice, as discussed in Ref. [41], we find
similar features of the phase diagram. Outside of the
two magic angles, the two-dimensional system develops
a checkerboard density-wave order, in analogy to the
SDWz order that we find here. Between the two magic
angles, a bond-ordered solid phase and p-wave BCS order
compete with each other, in analogy to the competition
of SDWx,y and TS± that we find here.
However, a qualitative difference between the two cases
is that in the two-dimensional lattice at half-filling the
fermions can undergo Umklapp scattering. Since we con-
sider a continuous one-dimensional model in the present
study, density wave instabilities are weaker due to the
absence of a commensurate lattice. Indeed we note that
in two dimensions the bond ordered solid phase always
dominates if the quadrupoles are tilted along one of the
lattice directions, see Ref. [41], and that p-wave BCS or-
der appears only if they are tilted way from the lattice
directions.
We therefore expect that SDWx,y can be further stabi-
lized by applying an external potential with period 4kF
along the two tubes, i.e. Vext ∝ cos (4kF z) to induce
Umklapp processes [54, 56, 57]. The Umklapp term in
bosonized form is
HuTL =
gu
(2pi)3α2
cos
[√
8φρ(z)
]
, (18)
with gu being the strength of the Umklapp coupling [54,
58]. This gives a sine-Gordon Hamiltonian for the fields
φρ and θρ. The RG equations for Kρ and gu are the same
as the equations for Kσ and g1 [54, 58], in particular
dKρ
dl
= −2K2ρ
(
gu
vρ
)2
,
dgu
dl
= 2gu (1−Kρ) . (19)
The bare values of Kρ and gu will be renormalized under
these flow equations to their asymptotic effective values.
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FIG. 6: (color online) Quantum phase diagram for n =
10−3[nm−1] and a = 50 nm, in the presence of Umklapp scat-
tering. For the strength of Umklapp scattering we choose
gu = 0.02 in (a) and gu = 0.05 in (b).
In Figs. 6(a) and (b) we show the resulting phase dia-
gram, for density n = 10−3[nm−1] and for the two bare
values gu = 0.02 and gu = 0.05, respectively. In compar-
ison to the phase diagram without Umklapp interaction,
see Fig. 3(a), we find that the commensurate lattice en-
hances density-wave instabilities and suppresses pairing.
Moreover, we find that in the regime of the density in-
stability, the flow of gu to the strong coupling regime
renormalizes Kρ to zero. This implies a charge-gapped
phase, Ref. [54]. We therefore have now a SDWz and a
SDWx,y phase for which Kρ is zero, in contrast to the
previous case without the periodic potential for which
Kρ > 0. To distinguish these, we denote these phases as
commensurate spin-density waves (cSDW) with a charge
gap, i.e. cSDWz and cSDWx,y. We note that the phase
boundary between cSDWz and cSDWx,y is not modified,
because it is determined by K˜σ only. The boundary be-
tween cSDWx,y and TS± however is modified by the com-
mensurate lattice, as shown in Figs. 6(a) and (b). The
SDWx,y regime grows for increasing gu, until it entirely
dominates over TS±.
A natural system to compare quadrupolar gases to, are
dipolar gases. The quantum phases of coupled 1D dipo-
lar systems have been discussed in Ref. [33]. The phase
diagrams of dipolar and quadrupolar fermions exhibit a
similar structure. For repulsive intratube interactions a
spin-gapped state arises. For attractive intratube inter-
actions, SDWx,y competes with TS±. Compared to dipo-
lar fermions, quadrupolar fermions display an additional
spin-gapped regime, due to the higher-order symmetry of
the quadrupole-quadrupole interaction. Moreover, since
intertube interactions of quadrapolar gases are signifi-
cantly smaller than dipolar gases, the phase boundaries
of the spin-gapped states essentially coincide with the
7magic angles.
In conclusion, we have investigated the quantum phase
diagram of quadrupolar Fermi gases in two coupled
one-dimensional systems. Within the framework of
Tomonaga-Luttinger-liquid theory, and using the one-
loop RG transformation in the weak-coupling limit, we
have determined the phase diagram as a function of the
distance between the two tubes and the alignment angle
of the quadrupolar moments. We show that the phase
transitions to a spin-gapped state coincide with the two
magic angles of the intratube interaction, at which the in-
teraction vanishes and changes signs. In the spin-gapped
state, SDWz quasi-long-range order dominates, which
corresponds to a zigzag pattern of the atomic densities
of the two tubes. Outside of the spin-gapped regime, we
show that SDWx,y and TS± order compete with each
other. TS± order corresponds to pairing within each
tube, whereas SDWx,y corresponds to particle-hole pair-
ing between the two systems. We demonstrate that this
intriguing order can be further enhanced by applying an
external periodic potential that is commensurate with
the density of the atoms, to induce the Umklapp scatter-
ing. In particular, this would be the order that dominates
for a half-filled lattice system, in analogy to the bond or-
der solid phase that was found in Ref. [41].
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