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Abstract
We show that the SDE dXt = σ(Xt−)dLt, X0 ∼ µ driven by a one-dimensional symnmetric
α-stable Le´vy process (Lt)t≥0, α ∈ (0,2], has a unique weak solution for any continuous
function σ ∶ R → (0,∞) which grows at most linearly. Our approach relies on random time
changes of Feller processes. We study under which assumptions the random-time change of a
Feller process is a conservative Cb-Feller process and prove the existence of a class of Feller
processes with decomposable symbols. In particular, we establish new existence results for
Feller processes with unbounded coefficients. As a by-product, we obtain a sufficient condition
in terms of the symbol of a Feller process (Xt)t≥0 for the perpetual integral ∫(0,∞) f(Xs)ds to
be infinite almost surely.
Keywords: conservativeness, decomposable symbol, Feller process, random time change, stochas-
tic differential equation, unbounded coefficients.
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1 Introduction
Kallenberg [12] showed that a solution to the SDE
dXt = σ(Xt−)dLt, X0 ∼ µ, (1)
driven by a one-dimensional symmetric α-stable Le´vy process (Lt)t≥0 can be written as a
random time change of a symmetric α-stable Le´vy process. Using this idea, Zanzotto [35]
obtained a necessary and sufficient condition for the SDE (1) to have a unique weak solution.
However, his proof relies on local times and is therefore restricted to α ∈ (1,2]. For α ∈ (0,1]
the existence of a unique weak solution to (1) is less well understood. It is known that a
weak unique solution exists if σ is Ho¨lder continuous, bounded and bounded away from 0, see
Kulik [21] and Mikulevicius & Pragarauskas [26]. Moreover, there are several results under
the rather restrictive assumption that x ↦ x + σ(x)u is non-decreasing for all u ∈ (−1,1), see
e. g. [24, 36] and the references therein. Let us mention that the statement “For α ∈ (0,1) the
SDE has a pathwise unique (hence weak unique) solution for any bounded continuous function
σ which is bounded away from 0”, which can be found in Komatsu [15] and Bass [1], is wrong,
see [2] for a counterexample. In this paper we will show the following result which is new for
α ∈ (0,1].
Theorem Let (Lt)t≥0 be a one-dimensional symmetric α-stable Le´vy process, α ∈ (0,2]. For
any continuous function σ ∶ R → (0,∞) which grows at most linearly there exists a unique
weak solution to the SDE
dXt = σ(Xt−)dLt, X0 ∼ µ,
for any initial distribution µ.
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For the particular case that σ is bounded and Lipschitz continuous, it is known that the
unique solution to the SDE is a Feller process with symbol p(x, ξ) = ∣σ(x)∣α ∣ξ∣α, cf. Schilling
& Schnurr [30] or [18]. The idea of the proof of the above theorem is to to construct a Feller
process with symbol p(x, ξ) = ∣σ(x)∣α ∣ξ∣α, x, ξ ∈ R, and then to show that the Feller process is
the unique weak solution to the SDE.
This leads us to the more general question under which assumptions there exists a Feller
process with symbol
p(x, ξ) = ϕ(x)q(x, ξ), x, ξ ∈ Rd,
where ϕ ∶ Rd → (0,∞) is a deterministic function and q(x, ξ) the symbol of a Feller process,
cf. Section 2. As we will see in Section 4, such symbols are closely related with random time
changes of Feller processes. If q = q(ξ) does not depend on x, i. e. q is the characteristic
exponent of a Le´vy process, then p(x, ξ) = ϕ(x)q(ξ) is a particular case of a so-called decom-
posable symbol. We will establish sufficient conditions on ϕ and the symbol q which ensure
the existence of a Feller process with symbol p(x, ξ) = ϕ(x)q(x, ξ), cf. Theorem 4.6. The
process will be constructed as a perturbation of a time-changed Feller process. Theorem 4.6
allows us, in particular, to obtain new existence results for Feller processes with unbounded
coefficients. For instance we will show that for any continuous mapping ϕ ∶ Rd → (0,∞) such
that ϕ(x) ≤ c(1 + ∣x∣α), α ∈ (0,2], there exists a conservative Feller process with symbol
p(x, ξ) = ϕ(x)∣ξ∣α, x, ξ ∈ Rd,
cf. Corollary 4.8 and Corollary 4.9. As a by-product of the proof, we obtain a sufficient condi-
tion in terms of the symbol of a Feller process (Xt)t≥0 for the perpetual integral ∫ ∞0 f(Xs)ds
to be infinite almost surely, cf. Corollary 4.3; the result applies, in particular, to Le´vy pro-
cesses. Moreover, we will prove the well-posedness of (A,C∞c (Rd))-martingale problems for
pseudo-differential operators A with decomposable symbols p(x, ξ) = ϕ(x)ψ(ξ), cf. Proposi-
tion 5.3.
This paper is organized as follows. Basic definitions and notation are introduced in Sec-
tion 2. In Section 3 we establish a sufficient condition for the conservativeness of a class of
stochastic processes, including Feller processes and solutions to martingale problems. Section 4
is on random time changes of Feller processes. In particular, we give a sufficient condition
such that the random time change of a Feller process is a conservative Cb-Feller process, cf.
Theorem 4.2, and establish an existence result for Feller processes with symbols of the form
p(x, ξ) = ϕ(x)q(x, ξ), cf. Theorem 4.6. In Section 5 we apply the results to prove the weak
uniqueness of solutions to SDEs driven by symmetric α-stable processes and to derive an
existence result for Feller processes with decomposable symbols. In the appendix we give a
necessary and sufficient condition for the continuity of the symbol with respect to the space
variable in terms of the characteristics of the symbol, cf. Theorem A.1.
2 Preliminaries
We consider the Euclidean spaceRd endowed with the canonical scalar product x⋅y = ∑dj=1 xjyj
and the Borel σ-algebra B(Rd). By B(x, r) we denote the open ball of radius r centered at
x and by B(x, r) its closure. We use Rd∆ to denote the one-point compactification of Rd and
extend functions f ∶ Rd → R to Rd∆ by setting f(∆) ∶= 0. If τ ∶ Ω → [0,∞] is a stopping time
with respect to a filtration (Ft)t≥0 on a measurable space (Ω,A), then we set F∞ ∶= σ(Ft; t ≥ 0)
and denote by
Fτ ∶= {A ∈ F∞;∀t ≥ 0 ∶ A ∩ {τ ≤ t} ∈ Ft}
the σ-algebra associated with τ .
2
An E-valued Markov process (Ω,A,Px, x ∈ E,Xt, t ≥ 0) with ca`dla`g (right-continuous with
left-hand limits) sample paths is called a Feller process if the associated semigroup (Tt)t≥0
defined by
Ttf(x) ∶= Exf(Xt), x ∈ E,f ∈ Bb(E) ∶= {f ∶ E → R; f bounded, Borel measurable}
has the Feller property and (Tt)t≥0 is strongly continuous at t = 0, i. e. Ttf ∈ C∞(E) for
all C∞(E) and ∥Ttf − f∥∞ t→0ÐÐ→ 0 for any f ∈ C∞(E). Here, C∞(E) denotes the space of
continuous functions vanishing at infinity. Following [28] we call a Markov process (Xt)t≥0
with ca`dla`g sample paths a Cb-Feller process if Tt(Cb(E)) ⊆ Cb(E) for all t ≥ 0. We will
always consider E = Rd or E = Rd∆. An Rd∆-valued Markov process with semigroup (Tt)t≥0 is
conservative if Tt1Rd = 1Rd for all t ≥ 0.
If the smooth functions with compact support C∞c (Rd) are contained in the domain of
the generator (L,D(L)) of a Feller process (Xt)t≥0, then we speak of a rich Feller process. A
result due to von Waldenfels and Courre`ge, cf. [3, Theorem 2.21], states that the generator
L of an Rd-valued rich Feller process is, when restricted to C∞c (Rd), a pseudo-differential
operator with negative definite symbol:
Lf(x) = −∫
Rd
ei x⋅ξq(x, ξ)fˆ(ξ)dξ, f ∈ C∞c (Rd), x ∈ Rd
where fˆ(ξ) ∶= Ff(ξ) ∶= (2pi)−d ∫Rd e−ixξf(x)dx denotes the Fourier transform of f and
q(x, ξ) = q(x,0) − ib(x) ⋅ ξ + 1
2
ξ ⋅Q(x)ξ + ∫
Rd/{0}(1 − eiy⋅ξ + iy ⋅ ξ1(0,1)(∣y∣)) ν(x, dy). (2)
We call q the symbol of the rich Feller process (Xt)t≥0 and −q the symbol of the pseudo-
differential operator; (b,Q, ν) are the characteristics of the symbol q. For each fixed x ∈ Rd,(b(x),Q(x), ν(x, dy)) is a Le´vy triplet, i. e. b(x) ∈ Rd, Q(x) ∈ Rd×d is a symmetric posi-
tive semidefinite matrix and ν(x, dy) a σ-finite measure on (Rd/{0},B(Rd/{0})) satisfying∫y≠0 min{∣y∣2,1} ν(x, dy) <∞. Any pseudo-differential operator A with negative definite sym-
bol q is dissipative on C∞c (Rd), i. e.∥λf −Af∥∞ ≥ λ∥f∥∞ for all λ > 0, f ∈ C∞c (Rd).
We say that a rich Feller process with symbol q has bounded coefficients if
sup
x∈Rd (∣q(x,0)∣ + ∣b(x)∣ + ∣Q(x)∣ + ∫Rd/{0} ∣y∣2 ∧ 1 ν(x, dy)) <∞.
A subspace D ⊆ D(L) is a core for the generator (L,D(L)) if (L,D(L)) is the closure of (L,D)
with respect to the uniform norm.
A Le´vy process (Lt)t≥0 is a rich Feller process whose symbol q does not depend on x. This
is equivalent to saying that (Lt)t≥0 has stationary and independent increments and ca`dla`g
sample paths. The symbol q = q(ξ) (also called characteristic exponent) and the Le´vy process(Lt)t≥0 are related through the Le´vy–Khintchine formula:
E
xeiξ⋅(Lt−x) = e−tq(ξ) for all t ≥ 0, x, ξ ∈ Rd.
Our standard reference for Le´vy processes is the monograph [27] by Sato. Weak uniqueness
holds for the Le´vy-driven stochastic differential equation (SDE, for short)
dXt = σ(Xt−)dLt, X0 ∼ µ,
if any two weak solutions of the SDE have the same finite-dimensional distributions. We refer
the reader to Ikeda & Watanabe [10] and Situ [32] for further details.
Let (A,D) be a linear operator with domain D ⊆ Bb(Rd) and µ a probability measure
on (Rd,B(Rd)). A d-dimensional stochastic process (Xt)t≥0 with ca`dla`g sample paths is a
solution to the (A,D)-martingale problem with initial distribution µ if X0 ∼ µ and
Mft ∶= f(Xt) − f(X0) − ∫ t
0
Af(Xs)ds, t ≥ 0,
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is a martingale with respect to the canonical filtration of (Xt)t≥0 for any f ∈ D. The (A,D)-
martingale problem is well-posed if for any initial distribution µ there exists a unique (in
the sense of finite-dimensional distributions) solution to the (A,D)-martingale problem with
initial distribution µ. For a comprehensive study of martingale problems see [6, Chapter 4].
3 Conservativeness of Feller processes and solutions to martingale problems
In this section we establish a sufficient condition for the conservativeness of a class of stochastic
processes, including Feller processes and solutions of martingale problems. It will be used in
the next section to prove that the time-change of a conservative Feller process is conservative,
see Theorem 4.2 for the precise statement We start with the following auxiliary result.
3.1 Lemma Let (Xt)t≥0 be an Rd∆-valued stochastic process with ca`dla`g sample paths and
x ∈ Rd such that
E
xu(Xt∧τxr ) − u(x) = Ex (∫(0,t∧τxr )Au(Xs)ds) , t ≥ 0, r > 0 (3)
for all u ∈ C∞c (Rd) where τxr ∶= inf{t ≥ 0; ∣Xt−x∣ > r} denotes the first exit time from the closed
ball B(x, r) and
Au(z) ∶= −∫
Rd
p(z, ξ)eiz⋅ξuˆ(ξ)dξ, z ∈ Rd
for a family of continuous negative definite functions (p(z, ⋅))z∈Rd . Suppose that p(⋅,0) = 0 and
that for any compact set K ⊆ Rd there exists a constant c > 0 such that ∣p(z, ξ)∣ ≤ c(1 + ∣ξ∣2)
for all z ∈K, ξ ∈ Rd. If
lim inf
r→∞ sup∣z−x∣≤2r sup∣ξ∣≤r−1 ∣p(z, ξ)∣ <∞,
then
lim
r→∞Px (sups≤t ∣Xs∣ ≥ r) = 0 for all t ≥ 0.
Proof. The first part of the proof is similar to the proof of the maximal inequality for Feller
processes, cf. [3, Corollary 5.2] or [19, 20, Lemma 1.29]. Pick χ ∈ C∞c (Rd) such that suppχ ⊆
B(0,1) and 0 ≤ χ ≤ 1 = χ(1). Set χxr(z) ∶= χ((z − x)/r) for fixed x ∈ Rd, r > 0. Since
χxr ∈ C∞c (Rd), we have
1 −Ex(χxr(Xt∧τxr )) = Ex (∫(0,τxr )Aχxr(Xs)ds) .
Using that
P
x (sup
s≤t ∣Xs − x∣ > r) ≤ Px(τxr ≤ t) ≤ Ex(1 − χxr(Xt∧τxr ))
and
Aχxr(z) = −∫
Rd
p(z, ξ)χˆxr(ξ)eiz⋅ξ dξ = −∫
Rd
p(z, ξ)rdχˆ(rξ)ei(z−x)⋅ξ dξ
= −∫
Rd
p(z, ξ/r)χˆ(ξ)ei(z−x)⋅ξ/r dξ
we find
P
x (sup
s≤t ∣Xs − x∣ > r) ≤
RRRRRRRRRRREx ⎛⎝∫(0,τxr ) [1∣z−x∣≤r ∫Rd p(z, ξ/r)χˆ(ξ)ei(z−x)⋅ξ/r dξ] ∣z=Xs ds⎞⎠
RRRRRRRRRRR
≤ Ex ⎛⎝∫ t0 [1∣z−x∣≤r ∫Rd ∣p(z, ξ/r)∣ ⋅ ∣χˆ(ξ)∣dξ] ∣z=Xs ds⎞⎠ . (4)
Pick a cut-off function κ ∈ C∞c (Rd) such that 1B(0,1) ≤ κ ≤ 1B(0,2). If we set
gr(z) ∶= κ((z − x)/r)∫
Rd
∣p(z, ξ/r)∣ ⋅ ∣χˆ(ξ)∣dξ
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then the above estimate shows
P
x (sup
s≤t ∣Xs − x∣ > r) ≤ ∫ t0 Exgr(Xs)ds.
As sup∣z∣≤2r ∣p(z, ξ)∣ ≤ c(1 + ∣ξ∣2) an application of the dominated convergence theorem gives
gr(z) r→∞ÐÐÐ→ 0 for all z ∈ Rd. Since
gr(z) ≤ c′ sup∣y−x∣≤2r sup∣η∣≤r−1 ∣p(y, η)∣∫Rd(1 + ∣ξ∣2)∣χˆ(ξ)∣dξ,
cf. [3, Proposition 2.17d)], there exists, by assumption, a sequence (rk)k∈N ⊆ (0,∞) such that
rk →∞ and supk supz grk(z) <∞. Applying the dominated convergence theorem yields
lim
k→∞Px (sups≤t ∣Xs − x∣ > rk) = 0.
Lemma 3.1 applies, in particular, to solutions of martingale problems.
3.2 Corollary Let A be a pseudo-differential operator with continuous negative definite symbol
p, i. e.
Af(x) = −∫
Rd
eix⋅ξp(x, ξ)fˆ(ξ)dξ, f ∈ C∞c (Rd), x ∈ Rd.
Suppose that p(⋅,0) = 0 and that for any compact set K ⊆ Rd there exists a constant c > 0 such
that ∣p(z, ξ)∣ ≤ c(1 + ∣ξ∣2) for all z ∈ K, ξ ∈ Rd. Let (Xt)t≥0 be an Rd∆-valued solution to the(A,C∞c (Rd))-martingale problem with initial distribution µ = δx. If
lim inf
r→∞ sup∣z−x∣≤2r sup∣ξ∣≤r−1 ∣p(z, ξ)∣ <∞,
then (Xt)t≥0 is conservative.
For Feller processes a slightly stronger statement holds true:
3.3 Lemma Let (Xt)t≥0 be a rich Feller process with generator (A,D(A)) and symbol p such
that p(⋅,0) = 0. Suppose that there exists a set U ⊆ Rd such that
lim inf
r→∞ sup∣z−x∣≤2r sup∣ξ∣≤r−1 ∣p(z, ξ)∣ <∞ for all x ∈ U. (5)
If (xn)n∈N ⊆ U is a sequence such that xn → x ∈ U , then (Xt)t≥0 satisfies the compact
containment condition
lim
r→∞ supn∈NPxn (sups≤t ∣Xs∣ > r) = 0 for all t ≥ 0.
In particular, if U = Rd, then (Xt)t≥0 is conservative.
For the particular case that xn ∶= x we recover a result by Wang [34, Theorem 2.1] which
states that a rich Feller process with symbol p is conservative if
lim inf
r→∞ sup∣z−x∣≤r sup∣ξ∣≤r−1 ∣p(z, ξ)∣ <∞ for all x ∈ Rd.
Let us remark that the proof of Lemma 3.3 becomes much easier if we replace (5) by the
stronger assumption
lim inf
r→∞ sup∣z−x∣≤2r sup∣ξ∣≤r−1 ∣p(z, ξ)∣ = 0 for all x ∈ Rd; (6)
in this case Lemma 3.3 is a direct consequence of the maximal inequality which states that
P
x (sup
s≤t ∣Xs − x∣ > r) ≤ ct sup∣z−x∣≤r sup∣ξ∣≤r−1 ∣p(z, ξ)∣, x ∈ Rd,
5
for an absolute constant c > 0, cf. [3, Corollary 5.2] or [19, 20, Lemma 1.29]. Later on, in
Section 5, we will consider solutions of SDEs driven by a one-dimensional isotropic α-stable
Le´vy process (Lt)t≥0
dXt = σ(Xt−)dLt, X0 = x,
the symbol of (Xt)t≥0 equals p(x, ξ) = ∣σ(x)∣α ∣ξ∣α, and therefore (5) allows us to consider
coefficients σ of linear growth whereas (6) would restrict us to functions σ of sublinear growth.
Proof of Lemma 3.3. Let (Xt)t≥0 be a rich Feller process with symbol p. Then the Dynkin for-
mula (3) holds, and it follows from [3, Theorem 2.31] that the other assumption of Lemma 3.1
are satisfied. Let (yn)n∈N ⊆ U be a sequence such that yn → y ∈ U . Then B(yn, r) ⊆ B(y,3r/2)
for sufficiently large r > 0. Pick a cut-off function κ ∈ C∞c (Rd) such that 1B(0,3/2) ≤ κ ≤ 1B(0,2).
If we set
gr(z) ∶= κ((z − y)/r)∫
Rd
∣p(z, ξ/r)∣ ⋅ ∣χˆ(ξ)∣dξ
then (4) shows
P
yn (sup
s≤t ∣Xs − yn∣ > r) ≤ ∫ t0 Eyngr(Xs)ds for all n ∈N.
As p(⋅,0) = 0, we obtain from [3, Theorem 2.31] that p(⋅, ξ) is continuous for all ξ ∈ Rd. Using
that supz∈K ∣p(z, ξ)∣ ≤ c(1 + ∣ξ∣2) for any compact set K ⊆ Rd, it follows from the dominated
convergence theorem that gb ∈ Cb(Rd). Since (Xt)t≥0 is a conservative Feller process, PynXt
converges weakly to PyXt , and therefore we find
lim sup
n→∞ Pyn (sups≤t ∣Xs − yn∣ > r) ≤ ∫ t0 Eygr(Xs)ds.
The proof of Lemma 3.1 shows that there exists a sequence (rk)k∈N ⊆ (0,∞) such that rk →∞
and
lim sup
k→∞ limn→∞Pyn (sups≤t ∣Xs − yn∣ > rk) ≤ limk→∞∫ t0 Eygrk(Xs)ds = 0.
Using the boundedness of the sequence (yn)n∈N, the assertion follows.
4 Time changes of Feller processes
In this section we are interested in Feller processes with symbols of the form
p(x, ξ) = ϕ(x)q(x, ξ)
where ϕ ∶ Rd → (0,∞) is a continuous function and q the symbol of a rich Feller process. For
bounded functions ϕ ∈ Cb(Rd) it is well known that a Feller process with symbol p can be
obtained by a random time change, cf. [3, Corollary 4.2] and [25, Theorem 2].
4.1 Theorem Let (Xt)t≥0 be a conservative rich Feller process with generator (A,D(A)) and
symbol q. For a continuous bounded mapping ϕ ∶ Rd → (0,∞) denote by αt(ω) the unique
number such that
t = ∫ αt(ω)
0
1
ϕ(Xs(ω)) ds.
Then Yt ∶=Xαt , t ≥ 0, defines a rich Feller process with symbol p(x, ξ) = ϕ(x)q(x, ξ). Moreover,
the infinitesimal generator of (Yt)t≥0 is the closure of (ϕ(⋅)A,D(A)); in particular any core
for the generator (A,D(A)) is a core for the infinitesimal generator of (Yt)t≥0.
Note that αt is well-defined since, by the boundedness of ϕ,
∫ u
0
1
ϕ(Xs(ω)) ds ≥ u∥ϕ∥∞ for all u ≥ 0;
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in particular (Yt)t≥0 does not explode in finite time. Time changes for bounded functions ϕ
which need not to be continuous have been studied by Kru¨hner & Schnurr [16].
We will establish sufficient conditions on the symbol q(x, ξ) which ensure the existence of
Feller processes with symbol p(x, ξ) = ϕ(x)q(x, ξ) for unbounded functions ϕ, cf. Theorem 4.6.
For the particular case that q(x, ξ) = ψ(ξ) does not depend on x, i. e. q = ψ is the characteristic
exponent of a Le´vy process, there are two existence results by Kolokoltsov [13, 14]; in [14] it
is assumed that ϕ is twice differentiable and that the associated Le´vy measure ν has a finite
second moment. The result in [13] requires that ϕ is bounded whenever the Le´vy measure ν
does not have bounded support. Both results are quite restrictive; for instance they do not
allow us to construct Feller processes with symbol p(x, ξ) = ϕ(x)∣ξ∣α, α ∈ (0,2), for unbounded
functions ϕ.
We will combine the random time change technique with a classical perturbation result
for Feller semigroups to obtain a new existence result for Feller processes with decomposable
symbols. The first step is to investigate whether the random time change of a Feller process
is a Cb-Feller process.
4.2 Theorem Let (Xt)t≥0 be a rich Feller process with symbol q and generator (A,D(A))
such that q(x,0) = 0 for all x ∈ Rd. Let ϕ ∶ Rd → (0,∞) be a continuous mapping such that
lim inf
R→∞ sup∣y∣≤4R sup∣ξ∣≤R−1 max{ϕ(y),1} ⋅ ∣q(y, ξ)∣ <∞. (7)
(Note that (7) implies, by Lemma 3.3, that (Xt)t≥0 is conservative.) Set
rn(ω) ∶= ∫(0,n) 1ϕ(Xs(ω)) ds, n ∈N ∪ {∞},
and for t < r∞(ω) denote by αt(ω) the unique number such that t = ∫ αt(ω)0 1/ϕ(Xs(ω))ds.
Then the process (Yt)t≥0 defined by
Yt(ω) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Xαt(ω), t < r∞(ω),
∆, t ≥ r∞(ω)
is a conservative Cb-Feller process; in particular, Px(r∞ <∞) = 0 for all x ∈ Rd.
There are several results in the literature which give sufficient conditions which ensure that
the random time change of a Cb-Feller process (Xt)t≥0 is a Cb-Feller process; typically, they
assume that (Xt)t≥0 is uniformly stochastically continuous, i. e.
lim
t→0 sup
x∈RdP
x (sup
s≤t ∣Xs − x∣ > δ) = 0 for all δ > 0,
see e. g. Lamperti [23] or Helland [7]. This condition fails, in general, to hold for Feller processes
with unbounded coefficients, and therefore it is too restrictive for our purpose.
Let us also mention that it is, in general, hard to verify whether a time-changed process is
conservative, i. e. whether ∫(0,∞) 1ϕ(Xs) ds =∞ a.s.;
as we will see in the proof of Theorem 4.2 the growth condition (7) is a sufficient condition for
the conservativeness. Since the result is of independent interest we formulate it as a corollary.
4.3 Corollary Let (Xt)t≥0 be a rich Feller process with symbol q such that q(⋅,0) = 0. If
f ∶ Rd → (0,∞) is a continuous mapping and
lim inf
R→∞ sup∣y∣≤4R sup∣ξ∣≤R−1 max{ 1f(y) ,1} ∣q(y, ξ)∣ <∞,
then ∫(0,∞) f(Xs)ds =∞ Px-a.s. for all x ∈ Rd. (8)
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Corollary 4.3 applies, in particular, if (Xt)t≥0 is a Le´vy process with characteristic exponent
ψ; in this case the growth condition reads
lim inf
R→∞
⎛⎝ sup∣y∣≤4R 1f(y) sup∣ξ∣≤R−1 ∣ψ(ξ)∣⎞⎠ <∞. (9)
For instance if (Xt)t≥0 is an isotropic α-stable Le´vy process, α ∈ (0,2], then (8) holds for any
continuous function f ∶ Rd → (0,∞) such that ∣f(x)∣ ≥ c/(1+ ∣x∣α), x ∈ Rd. We would to point
out that the dimension d plays an important role for the (in)finiteness of the perpetual integral;
for instance the one-dimensional isotropic α-stable Le´vy process, α ∈ (1,2), is recurrent, and
therefore ∫(0,∞) f(Xs)ds =∞ a.s.
is trivially satisfied for any function f > 0. It is far from being obvious how this result can
be generalized to higher dimensions since the isotropic α-stable Le´vy processis transient in
dimension d ≥ 2; in particular, we cannot expect the perpetual integral to be infinite almost
surely without additional growth assumptions on f . Note that our result, Corollary 4.3, applies
in any dimension d ≥ 1.
Perpetual integrals ∫(0,∞) f(Xs)ds for one-dimensional Le´vy processes (Xt)t≥0 have been
studied by Do¨ring & Kyprianou [5], but their result requires that (Xt)t≥0 has local times and
finite mean; e. g. for an isotropic α-stable Le´vy process this means that α ∈ (1,2] (the almost
sure explosion of the perpetual integral is then trivial because the isotropic α-stable process
is recurrent in dimension d = 1).
Proof of Theorem 4.2. The first step is to prove that (Yt)t≥0 is conservative. By (7) and
Lemma 3.1 it suffices to show that
E
xu(Yt∧τxr ) − u(x) = Ex (∫(0,t∧τxr ) ϕ(Ys)Au(Ys)ds) , x ∈ Rd, t ≥ 0,
for all u ∈ C∞c (Rd); as usual τxr ∶= inf{t ≥ 0; ∣Yt−x∣ > r} denotes the first exit time from B(x, r).
Fix u ∈ C∞c (Rd), and let (Ft)t≥0 be an admissible right-continuous filtration for (Xt)t≥0, see
[3, Theorem 1.20] for one possible choice. Since (Xt)t≥0 is a rich Feller process, there exists a
martingale (Mt)t≥0 with respect to (Ft)t≥0 such that
u(Xt) − u(x) −Mt = ∫ t
0
Au(Xs)ds;
By the very definition of the time change, this implies
u(Xα(t)∧n) − u(x) −Mα(t)∧n = ∫(0,t∧rn) ϕ(Ys)Au(Ys)ds;
see [3, proof of Corollary 4.2] for details (recall that rn ∶= ∫ n0 1/ϕ(Xs)ds). For n ∈ N ∪ {∞}
define
σ(n) ∶= inf {t ≥ 0; sup
s≤αt∧n ∣Xs − x∣ > r} ;
note that the continuity of t ↦ αt implies σ(∞) = τxr . By the optional stopping theorem,(Mα(t)∧n,Fα(t)∧n)t≥0 is a martingale. Since σ(n) is an Fα(t)∧n-stopping time, another applica-
tion of the optional stopping theorem yields
E
xu(Xα(σ(n)∧t)∧n) − u(x) = Ex (∫(0,σ(n)∧t∧r(n)) ϕ(Ys)Au(Ys)ds) .
It is not difficult to see that σ(n) ↓ σ(∞) = τxr as n→∞. Hence, by the dominated convergence
theorem,
E
xu(Yt∧τxr ) − u(x) = Ex (∫(0,t∧τxr ) ϕ(Ys)Au(Ys)ds)
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where we use the convention that f(∆) ∶= 0 for f ∶ Rd → R. This shows that (3) holds with
p(x, ξ) ∶= ϕ(x)q(x, ξ). Applying Lemma 3.1 we find that (Yt)t≥0 is conservative.
It remains to show that (Yt)t≥0 is a Cb-Feller process. It is known that (Yt)t≥0 is a strong
Markov process, see e. g. [33], and therefore it suffices to prove the weak continuity:
P
xn
Yt
weaklyÐÐÐ→
n→∞ PxYt for all sequences xn → x, t ≥ 0. (10)
In the remaining part of the proof we use the canonical model, i. e. we consider (Xt)t≥0 and(Yt)t≥0 as mappings X ∶D([0,∞),Rd)→ Rd and Y ∶D([0,∞),Rd∆)→ Rd∆ where D([0,∞),E)
denotes the space of ca`dla`g functions ω ∶ [0,∞)→ E. If we define
f ∶D([0,∞),Rd)→D([0,∞),Rd∆), ω ↦ f(ω)(t) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
ω(αt(ω)), t < r∞(ω),
∆, t ≥ r∞(ω),
then Yt = f(X)(t). In order to prove (10), we fix a sequence xn → x and denote by X(n) the
process started at xn and by X
(0) the Feller process started at x. For each n ∈N0 the process
X(n) induces a probability measure P(n) on D([0,∞),Rd). Clearly, (10) is equivalent to
f(X(n))(t) dÐÐÐ→
n→∞ f(X(0))(t). (11)
Since (Xt)t≥0 is a Feller process, we have X(n)(t) dÐ→ X(0)(t) for all t ≥ 0, and by the Markov
property this implies X(n) → X(0) in finite-dimensional distribution. On the other hand,
Lemma 3.3 shows
sup
n∈N0P
(n) (sup
s≤t ∣X(n)s ∣ > R)ÐÐÐ→R→∞ 0.
It follows from [14, Theorem 4.9.2] that (X(n))n∈N0 is tight, and this, in turn, implies by Pro-
horov’s theorem, cf. [6, Theorem 2.2, p. 104], relative compactness in D([0,∞),Rd). Applying
[6, Theorem 7.8, p. 131] we get X(n) →X(0) in D([0,∞),Rd). Since f is P(0)-a.s. continuous,
cf. [7, Theorem 2.7], the continuous mapping theorem yields
f(X(n)) dÐ→ f(X(0)).
As X is quasi-leftcontinuous, see [11, p. 127], and αt is a predictable stopping time, we have
P
(0)({f(X(0))(t) = f(X(0))(t−), t < r∞(X(0))}) = 1
for fixed t > 0. Since we already know that (Yt)t≥0 is conservative, i. e. P(0)(r∞ =∞) = 1, we
find that the mapping s ↦ f(X(0))(s) is P(0)-a.s. continuous at s = t. This means that the
projection y ↦ y(t) is P(0)-a.s. continuous at y = f(X(0)). Applying the continuous mapping
theorem another time, we conclude
f(X(n))(t) dÐ→ f(X(0))(t) for all t ≥ 0.
Combining Theorem 4.2 with the following perturbation result will allow us to construct
Feller processes with decomposable symbols.
4.4 Lemma Let (q(x, ⋅))x∈Rd be a family of continuous negative definite functions with char-
acteristics (b,Q, ν) such that q(⋅, ξ) is continuous for all ξ ∈ Rd and q(x,0) = 0 for all x ∈ Rd.
Let R ∶ Rd → [1,∞) and χ ∶ Rd → [0,1] be continuous mappings such that 1B(0,1) ≤ χ ≤ 1B(0,2).
Set
qR(x, ξ) ∶= −ib(x) ⋅ ξ + 1
2
ξ ⋅Q(x)ξ + ∫
Rd
χ( y
R(x)) (1 − eiy⋅ξ + iy ⋅ ξ1(0,1)(∣y∣)) ν(x, dy) (12)
Suppose that
sup
x∈Rd ∫∣y∣>R(x) ν(x, dy) <∞ and lim∣x∣→∞ ν(x,B(−x, r)) = 0 for all r > 0. (13)
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(i). If there exists a rich Feller process with symbol q and C∞c (Rd) is a core for its generator,
then there exists a rich Feller process with symbol qR.
(ii). If there exists a rich Feller process with symbol qR, then there exists a rich Feller process
with symbol q.
4.5 Remark Under the assumption of Lemma 4.4 the truncated symbol qR is continuous
with respect to the space variable x. Let us consider both cases separately:
(i). If there exists a rich Feller process with symbol q, then [28, Theorem 4.4] shows that
x ↦ q(x, ξ) = q(x, ξ) − q(x,0) is continuous for all ξ ∈ Rd. Since q is locally bounded, cf.
[3, Proposition 2.27(d)], it follows from Corollary A.4 in the appendix that x↦ qR(x, ξ)
is continuous for all ξ ∈ Rd.
(ii). If there exists a rich Feller process with symbol qR, then we obtain from [28, Theorem
4.4] that x↦ qR(x, ξ) is continuous for all ξ ∈ Rd as qR(x,0) = 0.
Proof of Lemma 4.4. Set
Pf(x) ∶= ∫
Rd
(1 − χ [ y
R(x)]) (f(x + y) − f(x)) ν(x, dy), x ∈ Rd.
As
sup
x∈Rd ∣Pf(x)∣ ≤ 2∥f∥∞ supx∈Rd ∫∣y∣>R(x) ν(x, dy) <∞
we see that P is a bounded linear operator. By combining the dominated convergence theorem
with Remark 4.5 we find that
x↦ Pf(x) = −∫
Rd
(q(x, ξ) − qR(x, ξ))eix⋅ξfˆ(ξ)dξ
is continuous for any f ∈ C∞c (Rd). If f ∈ C∞c (Rd) is compactly supported in B(0, r) for some
r > 0, then ∣Pf(x)∣ ≤ 2∥f∥∞ν(x,B(−x, r)) for all ∣x∣ ≥ r
which implies, by (13), lim∣x∣→∞ Pf(x) = 0. Hence, Pf ∈ C∞(Rd) for all f ∈ C∞c (Rd). Using
the boundedness of P and that (C∞c (Rd), ∥ ⋅ ∥∞) is dense in (C∞(Rd), ∥ ⋅ ∥∞), we get Pf ∈
C∞(Rd) for all f ∈ C∞(Rd), and so P ∶ C∞(Rd)→ C∞(Rd) is a bounded operator.
We prove (i). Suppose that there exists a rich Feller process with symbol q and that
C∞c (Rd) is a core for the generator (A,D(A)). Then
Lu(x) ∶= (A − P )u(x) = −∫
Rd
qR(x, ξ)eix⋅ξuˆ(ξ)dξ, u ∈ C∞(Rd), x ∈ Rd
and therefore L∣C∞c (Rd) is dissipative. As C∞c (Rd) is a core, this implies that L∣D(A) is dissi-
pative. Since P is bounded, it follows from a classical perturbation result that (L,D(L)) is
the generator of a Feller semigroup, see e. g. [4, Corollary 3.8], and this proves (ii).
Conversely, if there exists a Feller process with symbol qR and generator (L,D(L)), then
A ∶= L + P is dissipative as a sum of two dissipative operators and A is, when restricted
to C∞c (Rd), a pseudo-differential operator with symbol q. The assertion follows from the
above-mentioned perturbation result.
Using Theorem 4.2 and Lemma 4.4, we obtain the following existence result for Feller
processes with unbounded coefficients.
4.6 Theorem Let (Xt)t≥0 be an Rd-valued rich Feller process with characteristics (b,Q, ν)
and symbol q. Suppose that q(⋅,0) = 0 and that C∞c (Rd) is a core for the infinitesimal generator
of (Xt)t≥0. Let ϕ ∶ Rd → (0,∞) be a continuous mapping. Suppose that there exist a constant
c ∈ (0,1), a continuous mapping R ∶ Rd → [1,∞) and a continuous function χ ∶ Rd → [0,1],
1B(0,1) ≤ χ ≤ 1B(0,2), such that the following properties are satisfied.
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(i). max{ϕ(x),1}ν(x,B(−x, r)) ∣x∣→∞ÐÐÐ→ 0 for all r > 0
(ii). max{ϕ(x),1} ∣b(x) + ∫1<∣y∣<R(x) y ν(x, dy)∣ ≤ C(1 + ∣x∣) for all x ∈ Rd
(iii). max{ϕ(x),1}(∣Q(x)∣ + ∫∣y∣≤R(x) ∣y∣2 ν(x, dy)) ≤ C(1 + ∣x∣2) for all x ∈ Rd
(iv). supx∈Rd (max{ϕ(x),1}ν(x,B(0,R(x))c)) <∞ for all x ∈ Rd
(v). ∣R(x)∣ ≤ c(1 + ∣x∣) for all x ∈ Rd
Then there exists a conservative rich Feller process (Yt)t≥0 with symbol p(x, ξ) ∶= ϕ(x)q(x, ξ).
Proof. By Lemma 4.4, there exists a rich Feller process (X(R)t )t≥0 with symbol qR. Denote by(AR,D(AR)) its generator. Using the well-known estimates
∣1 − eiyξ + iyξ∣ ≤ 1
2
∣y∣2 ∣ξ∣2 ∣1 − eiyξ∣ ≤ min{2, ∣y∣ ∣ξ∣} (14)
it follows that
∣qR(x, ξ)∣ ≤ ∣b(x)∣ ∣ξ∣ + 1
2
∣Q(x)∣ ∣ξ∣2 + ∣ξ∣2
2 ∫∣y∣≤1 ∣y∣2 ν(x, dy) + ∣ξ∣∫1<∣y∣<R(x) ∣y∣ ν(x, dy)
which implies, by (ii) and (iii), that qR satisfies (7). Applying Theorem 4.2, we find that the
time-changed process (Y (R)t )t≥0 is a conservative Cb-Feller process. We claim that (Y (R)t )t≥0 is
a rich Feller process with symbol pR(x, ξ) = ϕ(x)qR(x, ξ). By Dynkin’s formula (for (X(R)t )t≥0)
and the very definition of the time-changed process (Y (R)t )t≥0, we get
Exu(Y (R)t ) − u(x) = Ex (∫ t
0
ϕ(Y (R)s )ARu(Y (R)s )ds)
for any u ∈ D(AR) such that ϕ ⋅ARu is bounded, see e. g. [3, Proof of Corollary 4.2] for details.
Since, by (i), ϕARu ∈ C∞(Rd) for any u ∈ C∞c (Rd) ⊆ D(AR), this implies
lim
t→0 E
xu(Y (R)t ) − u(x)
t
= ϕ(x)ARu(x) ∈ C∞(Rd)
which shows that C∞c (Rd) is contained in the domain of the generator of (Y (R)t )t≥0 and that
the generator restricted to C∞c (Rd) is a pseudo-differential operator with symbol −pR(x, ξ) =−ϕ(x)qR(x, ξ). It remains to show that (Y (R)t )t≥0 is a Feller process. Since we know that(Y (R))t )t≥0 is a Cb-Feller process, it suffices to prove that
lim∣x∣→∞Px(∣Y (R)t ∣ ≤ k) = 0 for all k ∈ N,
cf. [3, Theorem 1.10]. Using a standard truncation argument and a similar reasoning as above,
it is not difficult to see that
Exu(Y (R)t ) − u(x) = Ex (∫ t
0
ϕ(Y (R)s )ARu(Y (R)s )ds)
for u(x) ∶= 1/(∣x∣2 + 1). Since (ii), (iii) and (v) imply, by Taylor’s formula, that
∣ϕ(x)ARu(x)∣ ≤ C′u(x), x ∈ Rd,
for some absolute constant C′ > 0, we get
E
xu(Y (R)t ) ≤ u(x) +C′ ∫ t
0
E
xu(Y (R)s )ds.
By Gronwall’s inequality, there exists a constant C′′ > 0 such that
E
xu(Y (R)t ) ≤ u(x)eC′′t for all t ≥ 0, x ∈ Rd.
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Thus,
P
x(∣Y (R)t ∣ ≤ k) = Px (u(Y (R)t ) ≥ 1/(k2 + 1)) ≤ (k2 + 1)Exu(Y (R)t )≤ (k2 + 1)u(x)eC′′t
∣x∣→∞ÐÐÐ→ 0.
This proves that (Y (R)t )t≥0 is a rich Feller process with symbol pR(x, ξ) = ϕ(x)qR(x, ξ). Ap-
plying Lemma 4.4 another time, we find that there exists a rich Feller process (Yt)t≥0 with
symbol p(x, ξ).
In order to prove that (Yt)t≥0 is conservative, it suffices to show that
lim inf
r→∞ sup∣x∣≤2r sup∣ξ∣≤r−1 ∣p(x, ξ)∣ <∞,
see (the remark following) Lemma 3.3. Using the estimates (14), this follows easily from the
growth assumptions (ii)-(iv).
For Le´vy processes we obtain the following corollary.
4.7 Corollary Let (Lt)t≥0 be a d-dimensional Le´vy process with Le´vy triplet (b,Q, ν) and
characteristic exponent ψ. Let ϕ ∶ Rd → (0,∞) be a continuous function which grows at most
quadratically. Suppose that the following assumptions are satisfied.
(i). If b ≠ 0, then ϕ(x) ≤ C1(1 + ∣x∣) for some absolute constant C1 > 0.
(ii). max{ϕ(x),1} ∣∫1<∣y∣<∣x∣/2 y ν(dy)∣ ≤ C2(1 + ∣x∣) for some absolute constant C2 > 0.
(iii). max{ϕ(x),1} ∫∣y∣≤∣x∣/2 ∣y∣2 ν(dy) ≤ C3(1 + ∣x∣2) for some absolute constant C3 > 0.
(iv). max{ϕ(x),1}ν({y ∈ Rd; ∣y∣ > ∣x∣/2}) ≤ C4 for some absolute constant C3 > 0.
(v). max{ϕ(x),1}ν(B(−x, r)) ∣x∣→∞ÐÐÐ→ 0 for all r > 0.
Then there exists a conservative rich Feller process with symbol q(x, ξ) ∶= ϕ(x)ψ(ξ).
In Section 5 we will show that the (A,C∞c (Rd))-martingale problem for the generator A
of the Feller process (Xt)t≥0 with symbol q(x, ξ) = ϕ(x)ψ(ξ) is well-posed, cf. Proposition 5.3.
Proof of Corollary 4.7. Set R(x) ∶= max{2, ∣x∣/2} for x ∈ Rd, and let χ ∈ C(Rd) be a cut-off
function such that 1B(0,1) ≤ χ ≤ 1B(0,2). By the dominated convergence theorem,
x↦ qR(x, ξ) ∶= −ib ⋅ ξ + 1
2
ξ ⋅Qξ + ∫
y≠0 χ( yR(x))(1 − eiy⋅ξ + iy ⋅ ξ1(0,1)(∣y∣)) ν(dy)
is a continuous mapping for all ξ ∈ Rd. Now the assertion follows from Theorem 4.6.
For stable-dominated Le´vy processes Corollary 4.7 reads as follows:
4.8 Corollary Let (Lt)t≥0 be a Le´vy process with Le´vy triplet (b,Q, ν) and characteristic
exponent ψ. Suppose that ν∣B(0,1)c is symmetric and ν(dy) ≤ C ∣y∣−d−β dy on B(0,1)c for some
β ∈ (0,2] and C > 0. Let ϕ ∶ Rd → (0,∞) be a continuous mapping which grows at most
quadratically. Furthermore assume that
(i). ϕ(x) ≤ c(1 + ∣x∣) if b ≠ 0,
(ii). ϕ(x) ≤ c(1 + ∣x∣β) if ν ≠ 0.
Then there exists a conservative rich Feller process with symbol q(x, ξ) = ϕ(x)ψ(ξ).
Proof. Since ν(dy) ≤ C ∣y∣−d−β on B(0,1)c it follows easily that there exists a constant c > 0
such that ∫
0<∣y∣<r ∣y∣2 ν(dy) ≤ cr2−β ν(B(0, r)c) ≤ cr−β
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for all r ≥ 1 and
ν(B(−x, r)) ≤ c∣x∣−β−1 for all ∣x∣ ≫ 1.
Applying Corollary 4.7 finishes the proof.
Corollary 4.8 applies, for instance, to the following Le´vy processes:
(i). isotropic α-stable: ψ(ξ) = ∣ξ∣α, α ∈ (0,2] (β = α in Corollary 4.8)
(ii). relativistic α-stable: ψ(ξ) = (∣ξ∣2 +m2)α/2 −mα, α ∈ (0,2), m > 0 (β = 2 in Corollary 4.8)
(iii). truncated Le´vy process: ψ(ξ) = (∣ξ∣2 +m2)α/2 cos (αarctan ∣ξ∣
m
) −mα, α ∈ (0,2), m > 0
(β = 2 in Corollary 4.8)
(iv). homographic: ψ(ξ) = λ∣ξ∣2/(1 + λ∣ξ∣2), λ > 0 (β = 2 in Corollary 4.8)
Each of the processes (ii)-(iv) is stable-dominated since the density of the associated Le´vy
measure (exists and) decays exponentially.
In a similar fashion, we obtain an existence result for time changes of stable-like dominated
processes.
4.9 Corollary Let (Xt)t≥0 be an Rd-valued rich Feller process with symbol q, characteristics(b,Q, ν) and core C∞c (Rd). Suppose that q(⋅,0) = 0, ν(x, ⋅)∣B(0,1) is symmetric for all x ∈ Rd
and that there exists a mapping β ∶ Rd → (0,2] such that ν(x, dy) ≤ C ∣y∣−d−β(x) on B(0,1)c.
Let ϕ ∶ Rd → (0,∞) be a continuous mapping which grows at most quadratically, and assume
that there exists a constant c > 0 such that
(i). ϕ(x) ≤ c(1 + ∣x∣) for all x ∈ Rd such that b(x) ≠ 0,
(ii). ϕ(x) ≤ c(1 + ∣x∣β(x)) for all x ∈ Rd such that ν(x, dy) ≠ 0.
Then there exists a conservative rich Feller process with symbol p(x, ξ) ∶= ϕ(x)q(x, ξ).
By [20, Section 5.1], see also [19, Section 5.1], the assumptions of Corollary 4.9 are satisfied
for the following symbols:
(i). isotropic stable-like: q(x, ξ) = ∣ξ∣α(x) for a Ho¨lder continuous function α ∶ Rd → (0,2]
such that infx α(x) > 0 (β(x) ∶= α(x) in Corollary 4.9),
(ii). relativistic stable-like: q(x, ξ) = (∣ξ∣2 +m(x)2)α(x)/2 −m(x)α(x) for Ho¨lder continuous
mappings α ∶ Rd → (0,2], m ∶ Rd → (0,∞) which are bounded and bounded away from
0 (choose β(x) ∶= 2 in Corollary 4.9).
(iii). truncated-like: q(x, ξ) = (∣ξ∣2+m(x)2)α(x)/2 cos (α(x)arctan ∣ξ∣
m(x))−m(x)α(x) for Ho¨lder
continuous functions α ∶ Rd → (0,1), m ∶ Rd → (0,∞) such that
0 < inf
x∈Rd α(x) ≤ supx∈Rd α(x) < 1 and 0 < infx∈Rdm(x) ≤ supx∈Rdm(x) <∞,
(choose β(x) ∶= 2 in Corollary 4.9).
In each of the examples there is no drift part, and therefore the growth assumptions on ϕ in
Corollary 4.9 boil down to ϕ(x) ≤ c(1 + ∣x∣β(x)), x ∈ Rd, for some absolute constant c > 0.
5 Applications
In this section we present applications of the results obtained in Section 4. First, we prove
an uniqueness result for stochastic differential equations driven by a one-dimensional sym-
metric Le´vy process, cf. Theorem 5.1, and in the second part we study Feller processes with
decomposable symbols of the form
q(x, ξ) = n∑
j=1ϕj(x)ψj(ξ), x, ξ ∈ Rd,
cf. Theorem 5.5.
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5.1 Theorem Let (Lt)t≥0 be a one-dimensional isotropic α-stable Le´vy process, α ∈ (0,2].
For any continuous function σ ∶ R→ (0,∞) which grows at most linearly there exists a unique
weak solution to the SDE
dXt = σ(Xt−)dLt, X0 ∼ µ, (15)
for any initial distribution µ. The unique solution is a conservative rich Feller process with
symbol q(x, ξ) = ∣σ(x)∣α∣ξ∣α, x, ξ ∈ R.
For α ∈ (1,2] it follows from Zanzotto [35] that the SDE has a unique weak solution; for
α ∈ (0,1] the existence of a unique weak solution seems to be new.
5.2 Remarks (i). It is useful to know that the solution is a Feller process since this allows us
to study distributional and path properties of the solution using tools for Feller processes.
For instance, [17, Example 5.4] shows that
E
x (sup
s≤t ∣Xs − x∣κ) ≤ ctκ/α, κ ∈ [0, α), x ∈ Rd, t ≤ 1
if σ is of sublinear growth. Moreover if α ∈ (1/2,2] and σ is bounded from below and
Ho¨lder continuous with Ho¨lder exponent β ∈ (0,1), β > 1/(2α), then it follows from [19,
Theorem 2.12], see also [20, Theorem 2.14], that for each t > 0 the distribution of Xt has
a density pt ∈ L2(Rd) with respect to Lebesgue measure.
(ii). The linear growth condition on σ ensures that the solution (Xt)t≥0 is conservative, see
(the remark following) Lemma 3.3.
(iii). If x ↦ x + uσ(x) is non-decreasing for all u ∈ (−1,1), then [37, Theorem 2.1] shows that
pathwise uniqueness holds for the SDE (15), and therefore the SDE has a unique strong
solution, cf. [32, Theorem 137].
(iv). Sufficient and necessary conditions for the solution of a Le´vy-driven SDE
dXt = σ(Xt−) dLt, X0 = x,
to be a Feller process were studied in [18].
For the proof of Theorem 5.1 we will use a result by Kurtz [22] which states that a Le´vy-
driven SDE has a unique weak solution if, and only if, the associated martingale problem is
well-posed. The well-posedness of the martingale problem follows from the following proposi-
tion which is of independent interest.
5.3 Proposition Let (Lt)t≥0 be a Le´vy process with Le´vy triplet (b,Q, ν) and characteristic
exponent ψ. Let ϕ ∶ Rd → (0,∞) be a continuous function which grows at most quadratically,
and suppose that the assumptions (i)-(v) of Corollary 4.7 are satisfied. Then the (A,C∞c (Rd))-
martingale problem for the pseudo-differential operator A with symbol −p(x, ξ) ∶= −ϕ(x)ψ(ξ)
is well-posed. The unique solution is a conservative rich Feller process with symbol p(x, ξ) =
ϕ(x)ψ(ξ), x, ξ ∈ Rd.
More generally, the proof of Proposition 5.3 shows that if (Xt)t≥0 is a rich Feller process
with symbol q and C∞c (Rd) is a core for the generator of (Xt)t≥0, then the (A,C∞c (Rd))-
martingale problem for the pseudo-differential operator A with symbol −p(x, ξ) = −ϕ(x)q(x, ξ)
is well-posed for any function ϕ satisfying the assumptions of Theorem 4.6.
Proof of Proposition 5.3. By Corollary 4.7 there exists a conservative rich Feller process (Xt)t≥0
with symbol p. Since the generator of (Xt)t≥0 is, when restricted to C∞c (Rd), the pseudo-
differential operator A, it follows from Dynkin’s formula that (Xt)t≥0 is a solution to the(A,C∞c (Rd))-martingale problem. It remains to show uniqueness.
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Pick (χk)k∈N ⊆ Cc(Rd) such that 0 ≤ χk ≤ 1 and χ∣B(0,k) = 1. As ϕk ∶= χkϕ is bounded,
there exists by Corollary 4.7 a rich Feller process (X(k)t )t≥0 with symbol qk(x, ξ) ∶= ϕk(x)ψ(ξ).
Using that C∞c (Rd) is a core for the generator of (Lt)t≥0 and the boundedness of ϕk, we find
that C∞c (Rd) is a core for the generator A(k) of X(k), cf. Theorem 4.1. This, in turn, implies
that the (A(k),C∞c (Rd))-martingale problem is well-posed, see e. g. [14, Theorem 4.10.3] or
[19, Theorem 1.37]. Since q(x, ξ) = qk(x, ξ) for all ∣x∣ < k and ξ ∈ Rd, it follows from [9,
Theorem 5.3] that the (A,C∞c (Rd))-martingale problem is well-posed.
Proof of Theorem 5.1. If we set ϕ(x) ∶= ∣σ(x)∣α, then it follows from Proposition 5.3 and
Corollary 4.8 that the (A,C∞c (Rd))-martingale problem for the pseudo-differential operator
A with symbol q(x, ξ) = ∣σ(x)∣α ∣ξ∣α is well-posed. By [22] this implies that there exists a
unique weak solution to the SDE (15).
Let us formulate Proposition 5.3 for stable-dominated Le´vy processes.
5.4 Corollary Let (Lt)t≥0 be a Le´vy process with Le´vy triplet (b,Q, ν) and characteristic
exponent ψ. Suppose that ν∣B(0,1)c is symmetric and that there exist constants C > 0 and
β ∈ (0,2] such that
ν(dy) ≤ C ∣y∣−d−β dy on B(0,1)c. (16)
Let ϕ ∶ Rd → (0,∞) be a continuous mapping which grows at most quadratically. Assume that
(i). ϕ(x) ≤ c(1 + ∣x∣) if b ≠ 0,
(ii). ϕ(x) ≤ c(1 + ∣x∣β) if ν ≠ 0.
Then the (A,C∞c (Rd))-martingale problem for the pseudo-differential operator A with symbol−p(x, ξ) ∶= −ϕ(x)ψ(ξ) is well-posed. The unique solution is a conservative rich Feller process
with symbol p(x, ξ) = ϕ(x)ψ(ξ), x, ξ ∈ Rd.
Corollary 5.4 applies, for instance, if (Lt)t≥0 is isotropic α-stable, α ∈ (0,2], (choose β = α)
or relativistic stable (choose β = 2), see the end of Section 4 for some more examples. Note that
(16) implies, in particular, that ν∣B(0,1)c has a density with respect to Lebesgue measure. The
growth conditions on ϕ are needed to ensure that the solution is conservative, see Lemma 3.3.
In the second part of this section we are interested in existence results for Feller processes
with decomposable symbols, i. e. symbols of the form
p(x, ξ) = n∑
j=1ϕj(x)ψj(ξ)
for continuous ϕj ∶ Rd → [0,∞) and continuous negative definite mappings ψj ∶ Rd → C. Hoh
[8] proved the well-posedness of the associated martingale problem for real-valued ψj satisfying
the growth condition
1 + n∑
j=1ψj(ξ) ≥ c(1 + ∣ξ∣α), ∣ξ∣ ≥ 1
for some c,α > 0 under the assumption that ϕj ∈ C2(m+1)+db (Rd) for some m > d2α . More
recently, Feller processes with decomposable symbols were studied by Kolokoltsov [13]; his
main result requires that ϕj ∈ Cs(Rd) for some s > 2 + d/2 and that ϕj is bounded if the
support of the Le´vy measure νj of ψj is not bounded, i. e. νj(B(0,R)c) > 0 for all R > 0. If
we consider, for instance, isotropic stable processes, ψj(ξ) = ∣ξ∣αj , this means that both Hoh
and Kolokoltsov assume boundedness of the coefficients ψj as well as a certain regularity of
ϕj . Combining the results from the previous section with a classical perturbation result, we
will prove an existence result for unbounded continuous functions ϕj .
Recall that an operator (P,D(P )) is called relatively bounded with respect to an operator(A,D(A)) if D(P ) ⊇ D(A) and there exist constants c1, c2 > 0 such that
∥Pu∥ ≤ c1∥Au∥ + c2∥u∥ for all u ∈ D(A);
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c1 is called relative bound. A classical perturbation result, see e. g. [4, Corollary 3.8], states
that if (A,D(A)) is a generator of a Feller semigroup and (P,D(P )) is relatively bounded
with respect to A with relative bound c1 < 1, then P +A is the generator of a Feller semigroup.
5.5 Theorem Let ψi ∼ (bi,Qi, νi), i ∈ {1,2}, be two continuous negative definite functions,
and suppose that there exists a Bernstein function f such that ψ2(ξ) = f(ψ1(ξ)), ξ ∈ Rd and
limλ→∞ λ−1f(λ) = 0. Let ϕi ∶ Rd → (0,∞), i ∈ {1,2}, be continuous functions growing at most
quadratically. Suppose that ϕi, ψi satisfy the growth conditions (i)-(v) in Corollary 4.7 for
i ∈ {1,2}. If supx∈Rd ϕ2(x)/ϕ1(x) <∞ then there exists a conservative rich Feller process with
symbol
p(x, ξ) ∶= ϕ1(x)ψ1(ξ) + ϕ2(x)ψ2(ξ), x, ξ ∈ Rd.
Let us remark that Theorem 5.5 can be formulated (and proved) in a similar fashion for
finite sums p(x, ξ) = ∑ni=1 ϕi(x)ψi(ξ).
Proof. Since s ∶= ϕ2/ϕ1 is a bounded continuous function which is strictly positive, there
exists a rich Feller process with symbol q(x, ξ) ∶= s(x)ψ2(ξ) and generator (A,D(A)), cf.
Theorem 4.1. If we denote by Ai the generator of the Le´vy process with characteristic exponent
ψi, i ∈ {1,2}, then Au = s ⋅A2u for u ∈ D(A2). Moreover, ψ2 = f ○ ψ1 implies D(A1) ⊆ D(A2),
and as limλ→∞ λ−1f(λ) = 0 it follows from [31, pp. 208, (13.17)] that for any δ > 0 there exists
a constant c > 0 such that
∥A2u∥∞ ≤ δ∥A1u∥∞ + c∥u∥∞, u ∈ D(A1) ⊆ D(A2).
Hence,
∥Au∥∞ = sup
x∈Rd ∣s(x)A2u(x)∣ ≤ ∥s∥∞δ∥A1u∥∞ + ∥s∥∞c∥u∥∞, u ∈ D(A1).
Choosing δ > 0 sufficiently small, we find that A is relatively bounded with respect to A1 with
relative bound strictly smaller than 1. By [4, Corollary 3.8] , there exists a rich Feller process
with generator A +A1 and symbol
q(x, ξ) + ψ1(ξ) = ϕ2(x)
ϕ1(x)ψ2(ξ) + ψ1(ξ).
Since C∞c (Rd) is a core for (A1,D(A1)), it follows easily from the above estimate for ∥Au∥ that
C∞c (Rd) is a core for A +A1. Applying Theorem 4.4, we find that there exists a conservative
rich Feller process with symbol
ϕ1(x)(q(x, ξ) + ψ1(ξ)) = ϕ2(x)ψ2(ξ) + ϕ1(x)ψ1(ξ) = p(x, ξ).
For two given continuous negative definite functions ψ1, ψ2 it is, in general, hard to check
whether there exists a Bernstein function f such that ψ2 = f ○ψ1. To our best knowledge, there
is no general result which gives sufficient and/or necessary conditions for such a decomposition
of ψ2. We close this section with some examples.
5.6 Example Let ϕ1, ϕ2 ∶ Rd → (0,∞) be continuous functions such that supx ϕ2(x)ϕ1(x) <∞.
(i). isotropic α-stable: Suppose that there exist 0 < α < β ≤ 2 such that ϕ1(x) ≤ c1(1 + ∣x∣β)
and ϕ2(x) ≤ c2(1 + ∣x∣α) for absolute constants c1, c2 > 0. Then there exists a rich
conservative Feller process with symbol
p(x, ξ) = ϕ1(x)∣ξ∣β + ϕ2(x)∣ξ∣α, x, ξ ∈ Rd.
(ii). relativistic stable: If ϕi(x) ≤ c(1 + ∣x∣2), i ∈ {1,2}, then there exists a conservative rich
Feller process with symbol
p(x, ξ) = ϕ1(x)((∣ξ∣2 +m2)β/2 −mβ) + ϕ2(x)((∣ξ∣2 +m2)α/2 −mα), x, ξ ∈ Rd
for any α,β ∈ (0,2), α ≤ β.
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(iii). homographic: If ϕi(x) ≤ c(1 + ∣x∣2), i ∈ {1,2}, then there exists a conservative rich Feller
process with symbol
p(x, ξ) = ϕ1(x) %∣ξ∣2
1 + %∣ξ∣2 + ϕ2(x) λ∣ξ∣21 + λ∣ξ∣2 , x, ξ ∈ Rd,
for any λ, % ∈ (0,∞), % ≤ λ.
A Appendix
Let (q(x, ⋅))x∈Rd be a family of continuous negative definite functions q(x, ⋅) ∶ Rd → C with
characteristics (b,Q, ν), i. e.
q(x, ξ) = q(x,0) − ib(x) ⋅ ξ + 1
2
ξ ⋅Q(x)ξ + ∫
y≠0(1 − eiy⋅ξ + iy ⋅ ξ1(0,1)(∣y∣)) ν(x, dy), x, ξ ∈ Rd.
In this section we establish an equivalent characterization of continuity of the mapping x ↦
q(x, ξ) in terms of the characteristics (b,Q, ν). To this end, it is useful to replace 1(0,1) by a
smooth cut-off function χ satisfying 1B(0,1) ≤ χ ≤ 1B(0,2):
q(x, ξ) = q(x,0) − ib˜(x) ⋅ ξ + 1
2
ξ ⋅Q(x)ξ + ∫
y≠0(1 − eiy⋅ξ + iy ⋅ ξχ(y)) ν(x, dy), x, ξ ∈ Rd;
here b˜(x) ∶= b(x) − ∫y≠0(1(0,1)(∣y∣) − χ(y)) ν(x, dy) is the compensated drift.
A.1 Theorem Let (q(x, ⋅))x∈Rd be a family of continuous negative definite functions of the
form
q(x, ξ) = q(x,0) − ib(x) ⋅ ξ + ∫
y≠0(1 − eiy⋅ξ + iy ⋅ ξχ(y)) ν(x, dy) (17)
for a cut-off function χ ∈ C∞c (Rd), 1B(0,1) ≤ χ ≤ 1B(0,2). If q is locally bounded, then the
following statements are equivalent.
(i). x↦ q(x, ξ) − q(x,0) is continuous for all ξ ∈ Rd.
(ii). Each of the following conditions is satisfied.
(a) x↦ q(x, ξ) − q(x,0) is continuous for all ξ ∈ Rd.
(b) lim∣ξ∣→0 supx∈K ∣q(x, ξ) − q(x,0)∣ = 0 for any compact set K ⊆ Rd.
(iii). Each of the following conditions is satisfied.
(a) x↦ b(x) is continuous.
(b) x↦ ν(x, ⋅) is vaguely continuous on (Rd/{0},B(Rd/{0})), i. e.
∫
y≠0 f(y) ν(z, dy) z→xÐÐ→ ∫y≠0 f(y) ν(x, dy) for all f ∈ Cc(Rd/{0}), x ∈ Rd.
(c) limR→∞ supx∈K ν(x,B(0,R)c) = 0 for any compact set K ⊆ Rd and R > 0.
(d) limr→0 supx∈K ∫∣y∣≤r ∣y∣2 ν(x, dy) = 0 for any compact set K ⊆ Rd and r > 0.
(iv). The pseudo-differential operator with symbol −(q(x, ξ) − q(x,0)) maps C∞c (Rd) into
C(Rd).
A.2 Remark • (i) ⇐⇒ (ii) ⇐⇒ (iv) Ô⇒ (iii) remain valid for any Borel measurable
cut-off function χ such that 1B(0,1) ≤ χ ≤ 1B(0,2).
• Continuity of x ↦ q(x, ξ) − q(x,0) does not imply that the diffusion coefficient Q(⋅) is
continuous; consider for instance
q(x, ξ) ∶= 1
2
ξ21{0}(x) + 1 − cos(xξ)
x2
1R/{0}(x), x, ξ ∈ R.
However, the proof of Theorem A.1 shows that the implications (i) ⇐⇒ (ii) ⇐⇒ (iv)Ô⇒ (iii)(a)-(c) remain valid if q has a non-vanishing diffusion part Q.
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• Denote by A the pseudo-differential operator with symbol −q. Continuity of the symbol
with respect to x is a sufficient but not necessary condition for the continuity of x ↦
Af(x), f ∈ C∞c (Rd), see [28, Example 4.6] for a (counter)example. Schilling [28, Theorem
4.4] has shown that if A(C∞c (Rd)) ⊆ C(Rd) then
∀ξ ∈ Rd ∶ x↦ q(x, ξ) continuous ⇐⇒ x↦ q(x,0) is continuous. (18)
• A symbol q of the form (17) is locally bounded if, and only if, for any compact set K ⊆ Rd
there exists a constant c > 0 such that ∣q(x, ξ)∣ ≤ c(1 + ∣ξ∣2) for all x ∈K, ξ ∈ Rd. By [29,
Lemma 2.1, Remark 2.2], this is equivalent to
∀K ⊆ Rd cpt. ∶ sup
x∈K ∣q(x,0)∣ + supx∈K ∣b(x)∣ + supx∈K ∫y≠0(∣y∣2 ∧ 1) ν(x, dy) <∞. (19)
Local boundedness of q is, in particular, satisfied if there exists a rich Feller process with
symbol q, cf. [3, Proposition 2.27(d)] and Corollary A.3.
Proof of Theorem A.1. To keep notation simple, we prove the result only in dimension d =
1. Without loss of generality we may assume that q(x,0) = 0 (otherwise replace q(x, ξ) by
q(x, ξ) − q(x,0)). The implications (i) Ô⇒ (ii) and (iv) Ô⇒ (i) follow from [28, Theorem
4.4]. Moreover, if x↦ q(x, ξ) is continuous, then we find from the local boundedness of q and
the dominated convergence theorem that
x↦ −∫
R
q(x, ξ)fˆ(ξ)eixξ dξ
is continuous for all f ∈ C∞c (R), and this proves (iv) Ô⇒ (i). In the remaining part of the
proof we show that (ii) Ô⇒ (iii) Ô⇒ (i).
(iii) Ô⇒ (i): It suffices to show that
x↦ p(x, ξ) ∶= ∫
y≠0(1 − eiyξ + iyξχ(y)) ν(x, dy)
is continuous for all ξ ∈ R. Clearly,
∣p(x, ξ) − p(z, ξ)∣ ≤ I1 + I2 + I3
where
I1 ∶= ∣ξ∣2
2
(∫∣y∣≤r ∣y∣2 ν(x, dy) + ∫∣y∣≤r ∣y∣2 ν(z, dy))
I2 ∶= ∣∫
r<∣y∣<R(1 − eiyξ + iyξχ(y)) ν(x, dy) − ∫r<∣y∣<R(1 − eiyξ + iyξχ(y)) ν(z, dy)∣
I3 ∶= ν(x,B(0,R)c) + ν(z,B(0,R)c).
The vague continuity implies that I2 → 0 as z → x for fixed r,R > 0. Letting first z → x and
then r → 0 and R →∞, it follows from (iii)(c) and (iii)(d) that p(⋅, ξ) is continuous.
(ii) Ô⇒ (iii): Denote by A the pseudo-differential operator with symbol −q. Exactly the
same reasoning as in [28, proof of Theorem 4.4] shows that (iii)(c) holds. For ϕ ∈ C∞c (R) and
x ∈ R define
Sx(ϕ) ∶= A(∣ ⋅ −x∣2ϕ(⋅ − x))(x) = ∫
y≠0 y2ϕ(y) ν(x, dy).
If we denote by Ff ∶= fˆ the Fourier transform of a function f , then
F(∣ ⋅ −x∣2ϕ(⋅ − x))(ξ) = e−ixξF(∣ ⋅ ∣2ϕ(⋅))(ξ), ξ ∈ R.
Since q is locally bounded and x ↦ q(x, ξ) is continuous for all ξ ∈ R, an application of the
dominated convergence theorem shows that
x↦ Sx(ϕ) = −∫
R
q(x, ξ)F(∣ ⋅ −x∣2ϕ(⋅ − x))(ξ)eixξ dξ
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is continuous. Choose ϕk ∈ C∞c (R) such that 1B(0,1/k) ≤ ϕk ≤ 1B(0,2/k) and ϕk+1 ≤ ϕk. Then
Sx(ϕk) ≤ ∫∣y∣≤2/k ∣y∣2 ν(x, dy) k→∞ÐÐÐ→ 0 for all x ∈ R
and Sx(ϕk) ≥ Sx(ϕk+1). Applying Dini’s theorem, we find that
sup
x∈K ∫∣y∣≤1/k ∣y∣2 ν(x, dy) ≤ supx∈K ∫ y2ϕk(y) ν(x, dy) = supx∈K ∣Sx(ϕk)∣ k→∞ÐÐÐ→Dini 0
for any compact set K, and this proves (iii)(d). If we set µ(x, dy) ∶= ∣y − x∣2 ν(x, dy + x), then
Tx(ϕ) ∶= A(∣ ⋅ −x∣2ϕ(⋅))(x) = ∫
y≠0 ∣y∣2ϕ(x + y) ν(x, dy) = ∫ ϕ(y)µ(x, dy) (20)
for all ϕ ∈ C∞c (R). Since
F(∣ ⋅ −x∣2ϕ(⋅))(ξ) = 1
2pi ∫R(y − x)2ϕ(y)e−iyξ dy= 1
2pi
(∫
R
y2ϕ(y) e−iyξ dy − 2x∫
R
yϕ(y)e−iyξ dy + x2 ∫
R
ϕ(y)e−iyξ dy)
there exists for any compact set K an integrable function g such that supx∈K ∣F(∣ ⋅−x∣2ϕ)(ξ)∣ ≤
g(ξ) for all ξ ∈ R. As x↦ q(x, ξ) is continuous and locally bounded, the dominated convergence
theorem shows that the mapping
x↦ Tx(ϕ) = −∫
R
q(x, ξ)F(∣ ⋅ −x∣2ϕ(⋅))(ξ)eixξ dξ
is continuous for all ϕ ∈ C∞c (R). By (20) this means that
∫
R
ϕ(y)µ(z, dy) z→xÐÐ→ ∫
R
ϕ(y)µ(x, dy) for all f ∈ C∞c (R), x ∈ R.
Combining this with the fact that the local boundedness of q implies
sup
z∈K ∫∣y∣≤R µ(z, dy) <∞ for all R > 0,K ⊆ R cpt. (21)
cf. (19), we conclude that µ(⋅, dy) is vaguely continuous on (R,B(R)). Using that
∣∫
R
ϕ(y − x)µ(x, dy) − ∫
R
ϕ(y − z)µ(z, dy)∣ ≤ ∫
R
∣ϕ(y − x) − ϕ(y − z)∣µ(z, dy)
+ ∣∫
R
ϕ(y − x)µ(z, dy) − ∫
R
ϕ(y − x)µ(x, dy)∣
for all ϕ ∈ Cc(R), it follows from (21) and the vague continuity of µ(x, ⋅) that
∫
R
ϕ(y − z)µ(z, dy) z→xÐÐ→ ∫
R
ϕ(y − x)µ(x, dy)
for all ϕ ∈ Cc(R). Since ν(x, dy) = 1∣y∣2 µ(x, dy − x), it is not difficult to see that this implies
that ν(z, ⋅) converges vaguely on (R/{0},B(R/{0})) to ν(x, ⋅) as z → x. To prove (iii)(a) we
note that
b(x) = A((⋅ − x)χ(⋅ − x))(x) = −∫
R
q(x, ξ)eixξF(((⋅ − x)χ(⋅ − x))(ξ)dξ
= −∫
R
q(x, ξ)F(id(⋅)χ(⋅))(ξ)dξ;
here id(y) ∶= y. Applying the dominated convergence theorem another time, we find that
x↦ b(x) is continuous.
As a direct consequence of Theorem A.1 we obtain the following corollary.
A.3 Corollary Let (Xt)t≥0 be a rich Feller process with symbol q and characteristics (b,Q, ν).
If x ↦ q(x,0) is continuous, then q ↦ q(x, ξ) is continuous for all ξ ∈ Rd and (iii)(a)-(c) in
Theorem A.1 are satisfied. If additionally Q = 0, then (iii)(d) holds true.
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Proof. By [3, Proposition 2.27(d)] the symbol q is locally bounded. Denote by A the pseudo-
differential operator with symbol −q. Since A is, when restricted to C∞c (Rd), the generator of(Xt)t≥0, we have A(C∞c (Rd)) ⊆ C(Rd), and therefore (18) shows that x↦ q(x, ξ) is continuous
for all ξ ∈ Rd. Now the assertion follows from Theorem A.1 and Remark A.2.
Corollary A.4 is crucial for the proof of Lemma 4.4 since it shows that the truncated symbol
qR is continuous with respect to the space variable x.
A.4 Corollary Let (q(x, ⋅))x∈Rd be a family of continuous negative definite functions,
q(x, ξ) = −ib(x)ξ + 1
2
ξ ⋅Q(x)ξ + ∫
y≠0(1 − eiy⋅ξ + iy ⋅ ξ1(0,1)(∣y∣)) ν(x, dy),
such that x↦ q(x, ξ) is continuous for all ξ ∈ Rd and q is locally bounded. Let R ∶ R→ [1,∞)
and χ ∶ R→ [0,1] be continuous mappings such that 1B(0,1) ≤ χ ≤ 1B(0,2). Then
qR(x, ξ) ∶= −ib(x) ⋅ ξ + 1
2
ξ ⋅Q(x)ξ + ∫
y≠0 χ( yR(x)) (1 − eiy⋅ξ + iy ⋅ ξ1(0,1)(∣y∣)) ν(x, dy)
is continuous with respect to x.
Note that the assumption of local boundedness is, in particular, satisfied if there exists a
rich Feller process with symbol q, cf. [3, Proposition 2.27(d)].
Proof of Corollary A.4. Fix ξ ∈ Rd. Since q(⋅, ξ) is continuous, it suffices to show that
f(x) ∶= qR(x, ξ) − q(x, ξ) = ∫∣y∣≥1 [χ( yR(x)) − 1] (1 − eiy⋅ξ) ν(x, dy)
is continuous. It follows from Theorem A.1 and Remark A.2 that ν satisfies A.1(iii)(b),(c).
By the triangle inequality, ∣f(x) − f(z)∣ ≤ I1 + I2 where
I1 ∶= ∣∫∣y∣≥1 [χ( yR(x)) − χ( yR(z))] (1 − eiy⋅ξ) ν(z, dy)∣
I2 ∶= ∣∫∣y∣≥1 [χ( yR(x)) − 1] (1 − eiy⋅ξ) ν(x, dy) − ∫∣y∣≥1 [χ( yR(x)) − 1] (1 − eiy⋅ξ) ν(z, dy)∣ .
Choose cut-off functions ϕk ∈ Cc(Rd) such that 1B(0,k) ≤ ϕk ≤ 1B(0,2k). Then I2 is bounded
above by
∣∫∣y∣≥1 [χ( yR(x)) − 1]ϕk(y)(1 − eiy⋅ξ) ν(x, dy) − ∫∣y∣≥1 [χ( yR(x)) − 1]ϕk(y)(1 − eiy⋅ξ) ν(z, dy)∣+ 4∫∣y∣≥k ν(x, dy) + 4∫∣y∣≥k ν(z, dy).
Letting first z → x and then k → ∞ it follows from A.1(iii)(b) and A.1(iii)(c) that I2 → 0.
Similarly,
I1 ≤ ∫
1≤∣y∣≤k ∣χ( yR(x)) − χ( yR(z))∣ ν(z, dy) + 4∫∣y∣≥k ν(z, dy).
Using the local boundedness of q, cf. (19), and the fact that χ is uniformly continuous, it
follows easily that the first term on the right-hand side converges to 0 as z → x. The second
term converges to 0 as k →∞ uniformly on compact sets. Letting first z → x and then k →∞
we get I1 → 0.
Acknowledgements I am grateful to Rene´ Schilling for helpful comments and discussions.
20
References
[1] Bass, R. F.: Stochastic differential equations driven by symmetric stable processes.
Se´minaire de Probabilite´s 36 (2002), 302–313.
[2] Bass, R. F., Burdzy, K., Chen, Z.-Q.: Stochastic differential equations driven by stable
process for which pathwise uniqueness fails. Stoch. Proc. Appl. 111 (2004), 1–15.
[3] Bo¨ttcher, B., Schilling, R. L., Wang, J.: Le´vy-Type Processes: Construction, Approxima-
tion and Sample Path Properties. Springer Lecture Notes in Mathematics vol. 2099,
(vol. III of the “Le´vy Matters” subseries). Springer, 2014.
[4] Davies, E. B.: One-parameter semigroups. Academic Press, 1980.
[5] Do¨ring, L., Kyprianou, A. E.: Perpetual integrals for Le´vy processes. J. Theor. Probab.
29 (2016), 1192–1198.
[6] Ethier, S. N., Kurtz, T. G.: Markov processes - characterization and convergence. Wiley,
1986.
[7] Helland, I. S.: Continuity of a class of random time transformations. Stoch. Proc. Appl. 7
(1978), 79–99.
[8] Hoh, W.: The martingale problem for a class of pseudo differential operators. Math. Ann.
300 (1994), 121–148.
[9] Hoh, W.: Pseudo-Differential Operators Generating Markov Processes. Habilitations-
schrift. Universita¨t Bielefeld, Bielefeld 1998.
[10] Ikeda, N., Watanabe, S.: Stochastic Differential Equations and Diffusion Processes. North-
Holland, 1989 (2nd edition).
[11] Itoˆ, K.: Stochastic Processes, Springer 2004.
[12] Kallenberg, O.: Some time change representations of stable integrals, via predictable
transformations of local martingales. Stoch. Proc. Appl. 40 (1992), 199–223.
[13] Kolokoltsov, V.: On Markov processes with decomposable pseudo-differential generators.
Stoch. Stoch. Rep. 76 (2004), 1045–1129.
[14] Kolokoltsov, V.: Markov Processes, Semigroups and Generators. De Gruyter, 2011.
[15] Komatsu, T.: On the pathwise uniqueness of solutions of one-dimensional stochastic dif-
ferential equations of jump type. Proc. Japan Acad. 58(A) (1982), 353–356.
[16] Kru¨hner, P., Schnurr, A.: Time change equations for Le´vy type processes. Stoch. Proc.
Appl. 128 (2018), 963–978.
[17] Ku¨hn, F.: Existence and estimates of moments for Le´vy-type processes. Stoch. Proc. Appl.
127 (2017), 1018–1041.
[18] Ku¨hn, F.: Solutions of Le´vy-driven SDEs with unbounded coefficients as Feller processes.
Preprint arXiv 1610.02286. To appear: Proc. Amer. Math. Soc.
[19] Ku¨hn, F.: Probability and Heat Kernel Estimates for Le´vy(-Type) Processes. PhD Thesis,
Technische Universita¨t Dresden 2016. http://nbn-resolving.de/urn:nbn:de:bsz:14-qucosa-
214839
[20] Ku¨hn, F.: Le´vy-Type Processes: Moments, Construction and Heat Kernel Estimates.
Springer Lecture Notes in Mathematics vol. 2187 (vol. VI of the “Le´vy Matters” sub-
series). Springer, 2017.
[21] Kulik, A.: On weak uniqueness and distributional properties of a solution to an SDE with
α-stable noise. Preprint arXiV 1511.00106.
[22] Kurtz, T. G.: Equivalence of stochastic equations and martingale problems. In: Crisan,
D. (ed.), Stochastic Analysis 2010, Springer, 2011, pp. 113–130.
21
[23] Lamperti, J.: On random time substitutions and the Feller property. In: Chover, J. (ed.),
Markov Processes and Potential Theory, Wiley, 1967, pp. 87–102.
[24] Li, Z., Pu, F.: Strong solutions of jump-type stochastic equations. Eletron. Commun.
Probab. 17 (2012), 1–13.
[25] Lumer, G.: Perturbation de ge´ne´rateurs infinite´simaux du type changement de temps.
Ann. Inst. Fourier 23 (1973), 271–279.
[26] Mikulevicius, R., Pragarauskas, H.: On the Cauchy Problem for Integro-differential Op-
erators in Ho¨lder Classes and the Uniqueness of the Martingale Problem. Potential Anal.
40 (2014), 539–563.
[27] Sato, K.-I.: Le´vy Processes and Infinitely Divisible Distributions. Cambridge University
Press, Cambridge 2005.
[28] Schilling, R. L.: Conservativeness and Extensions of Feller Semigroups. Positivity 2 (1998),
239–256.
[29] Schilling, R. L.: Growth and Ho¨lder conditions for the sample paths of Feller processes.
Probab. Theory Relat. Fields 112 (1998), 565–611.
[30] Schilling, R. L., Schnurr, A.: The Symbol Associated with the Solution of a Stochastic
Differential Equation. Electronic Journal of Probability 15 (2010), 1369–1393.
[31] Schilling, R. L., Song, R., Vondrac˘ek, Z.: Bernstein functions. De Gruyter, 2012 (2nd
edition).
[32] Situ, R.: Theory of stochastic differential equations with jumps and applications. Springer,
2005.
[33] Volkonskii, V. A.: Random substitution of time in strong Markov processes. Theor.
Probab. Appl. 3 (1958), 310–326.
[34] Wang, J.: Stability of Markov processes generated by Le´vy-type operators. Chin. J. Con-
temp. Math. 32 (2011), 1–20.
[35] Zanzotto, P. A.: On stochastic differential equations driven by a Cauchy process and other
stable Le´vy motions. Ann. Probab. 30 (2002), 802–825.
[36] Zhao, J.: Strong solutions of a class of SDEs with jumps. Preprint arXiv 0810.1908.
[37] Zheng, J., Xiong, J.: Pathwise uniqueness for stochastic differential equations driven by
pure jump processes. Preprint arXiv 1703.09951.
22
