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O cancro da mama e´ o tipo de cancro com maior incideˆncia no ge´nero feminino, sendo
considerado um dos maiores e mais importantes problemas de sau´de pu´blica a` escala glo-
bal. A mamografia e´ a te´cnica de imagem me´dica refereˆncia para o rastreio e diagno´stico
do cancro da mama, no entanto tem associada algumas limitac¸o˜es bem conhecidas: ele-
vada taxa de falsos-negativos (ate´ 66% em mulheres sintoma´ticas) e falsos-positivos (ate´
60%). Estes dados esta˜o sobretudo relacionados com o efeito da sobreposic¸a˜o de tecidos
na imagem e teˆm vindo a gerar grande controve´rsia na comunidade me´dica e cient´ıfica,
no que diz respeito ao uso da mamografia como te´cnica de rastreio, principalmente em
mulheres mais jovens (< 50 anos).
A DBT (Digital Breast Tomosynthesis) e´ uma te´cnica radiolo´gica tridimensional que
produz uma pilha de imagens paralelas que representam as va´rias profundidades do te-
cido mama´rio, reduzindo assim o efeito de sobreposic¸a˜o. Existe actualmente evideˆncia
da reduc¸a˜o das taxas de falsos negativos e de falsos positivos associados a` utilizac¸a˜o da
DBT como te´cnica de rastreio, quando comparadas a`s da mamografia digital (FFDM
- Full-Field Digital Mammography), sobretudo em mulheres com tecido mama´rio mais
denso. As imagens sa˜o reconstru´ıdas a partir de projecc¸o˜es bidimensionais recorrendo
a algoritmos computacionais. Estes algoritmos teˆm um papel fundamental no processo
de reconstruc¸a˜o, sobretudo em contexto cl´ınico, uma vez que ha´ a necessidade de im-
plementar um processo que seja simultaneamente preciso e ra´pido. Actualmente os
algoritmos mais utilizados para reconstruir imagens DBT em ambiente cl´ınico sa˜o os
anal´ıticos, por apresentarem rapidez e simplicidade de execuc¸a˜o. Os algoritmos itera-
tivos teˆm, no entanto, demonstrado produzir imagens de melhor qualidade. O seu uso
cl´ınico e´ actualmente rejeitado devido ao seu elevado tempo de reconstruc¸a˜o e exigeˆncia
computacional.
As capacidades computacionais das unidades de processamento gra´fico (GPU - Graphi-
cal Processing Units), nomeadamente a capacidade de ca´lculo paralelo intensivo, foram
ja´ utilizadas por va´rios grupos de investigac¸a˜o para a optimizac¸a˜o destes algoritmos
iterativos. Um destes estudos foi desenvolvido no Instituto de Biof´ısica e Engenharia
Biome´dica (IBEB), na Faculdade de Cieˆncias da Universidade de Lisboa, e consiste
na implementac¸a˜o heteroge´nea (CPU+GPU) do processo de reconstruc¸a˜o de imagens
DBT com algoritmos iterativos. Na GPU e´ executada um dos blocos mais exigentes
de todo o algoritmo (o ca´lculo da matriz de sistema), por interme´dio da linguagem de
programac¸a˜o CUDA (Compute Unified Device Architecture). Esta implementac¸a˜o apre-
senta, no entanto, algumas falhas, que se reflectem em ligeiras alterac¸o˜es nas imagens,
quando comparadas com as imagens reconstru´ıdas pelo processo puramente sequencial
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(CPU). O trabalho realizado na presente dissertac¸a˜o visa a correcc¸a˜o destas falhas, de
modo a eliminar as diferenc¸as observadas nas imagens reconstru´ıdas, e a aplicac¸a˜o da
abordagem heteroge´nea a outros blocos do algoritmo, de forma a optimizar ainda mais
o processo de reconstruc¸a˜o.




Breast cancer is the most prevalent type of cancer in women, considered one of the largest
and most relevant public health problems worldwide. Mammography is the state-of-the-
art medical imaging technique for screening and diagnosis of breast cancer, but has some
limitations: high rates of both false-positive and false-negative (up to 66 % and up to 60
%, respectively). This is mainly a result of the overlapping-tissue effect, a fact that has
been generating great controversy in the medical-scientific community regarding the use
of mammography as a screening technique, especially in younger women (< 50 years).
DBT (Digital Breast Tomosynthesis) is a three-dimensional x-ray technique that produ-
ces a parallel stack of images representing various depths of the breast volume, thereby
reducing the overlapping effect. This technique has shown a reduction in false-negative
and false-positive rates, when compared with FFMD (Full-Field Digital Mammography),
especially in dense breasts. Images are reconstructed from two-dimensional projections
using computer algorithms. These algorithms have a central role in the reconstruction
process, especially in clinical context, since it is desirable to implement a process both
accurate and fast. Currently the most popular algorithms in clinical setting are analy-
tical, because of their fast and simple execution process. However, iterative algorithms
have shown to produce better quality images. The problem is they require a lot of com-
putational capability and thus take more time to reconstruct, making them unattractive
to clinical implementation.
The computational capabilities of GPUs (Graphical Processing Units), namely inten-
sive parallel computing, have been used by several research groups to optimize these
iterative algorithms. One of these studies was developed at the Institute of Biophysics
and Biomedical Engineering (IBEB), here at the Faculty of Sciences, and consists of
heterogeneous implementation (CPU + GPU) of the DBT image reconstruction process
with iterative algorithms. The GPU executes one of the heaviest blocks of the entire
reconstruction process (the system matrix calculation), using CUDA (Compute Unified
Device Architecture). Still, this implementation has some flaws, which are reflected in
slight differences between the reconstructed images and the original ones (images recons-
tructed by the purely sequential process). My work aims at correcting these flaws in
order to eliminate the image errors. Moreover, I intend to generalize this heterogeneous
approach to another algorithm blocks, in order to further optimize the reconstruction
process.
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1.1 Apresentac¸a˜o da Dissertac¸a˜o
O cancro da mama e´ uma doenc¸a conhecida da humanidade ha´ muitos se´culos, no en-
tanto apenas passou a ter um impacto social a` escala global ha´ cerca de 50 anos, com
o desenvolvimento da mamografia. E´ actualmente o tipo de cancro mais prevalente e
o segundo mais mort´ıfero entre as mulheres na generalidade dos pa´ıses ocidentais. Nos
u´ltimos 15 anos, com a implementac¸a˜o de rastreios perio´dicos a` populac¸a˜o de risco,
tem-se verificado um aumento significativo do nu´mero de casos diagnosticados mas uma
reduc¸a˜o da mortalidade associada ao cancro da mama. A mamografia tem a capaci-
dade de diagnosticar a doenc¸a antes do in´ıcio dos sintomas ou da presenc¸a de qualquer
massa palpa´vel, no entanto a sua utilizac¸a˜o como te´cnica de rastreio tem causado grande
controve´rsia, sobretudo devido a` sua fraca especificidade em mulheres mais jovens. A
principal limitac¸a˜o apontada a` mamografia relaciona-se com o efeito da sobreposic¸a˜o de
tecidos e a fraca capacidade que apresenta em distinguir estruturas tridimensionais.
A tomoss´ıntese (DBT - Digital Breast Tomosynthesis) surge como alternativa a` ma-
mografia, criando soluc¸o˜es para as estas limitac¸o˜es: imagens em treˆs dimenso˜es, sem
sobreposic¸a˜o de estruturas e com doses de radiac¸o˜es equivalentes a` mamografia. A DBT
e´ hoje utilizada em contexto cl´ınico, na maioria das vezes como complemento a` ma-
mografia. Esta te´cnica acaba por na˜o ser ta˜o popular devido principalmente ao maior
tempo de execuc¸a˜o e ana´lise das imagens. Os algoritmos de reconstruc¸a˜o utilizados
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em DBT associados a uma maior qualidade de imagem e um melhor diagno´stico (al-
goritmos iterativos) sa˜o computacionalmente muito exigentes e demorados, tendo sido
preteridos pelos algoritmos anal´ıticos, mais ra´pidos e simples, mas com menor qualidade
de imagem.
A reconstruc¸a˜o realizada pelos algoritmos iterativos requer a execuc¸a˜o de uma tarefa
computacionalmente exigente - o ca´lculo da matriz de sistema (MS). Este ca´lculo ocupa
a maior parte do tempo despendido em todo o processo de reconstruc¸a˜o. No entanto
e´ uma operac¸a˜o que pode ser agilizada pela abordagem paralela: os elementos desta
matriz podem ser calculados de forma independente.
As unidades de processamento gra´fico (GPU - Graphical Processing Units) foram ini-
cialmente desenvolvidas com o objectivo de realizar renderizac¸a˜o de gra´ficos num mo-
nitor, e teˆm evolu´ıdo bastante desde enta˜o, sobretudo devido ao desenvolvimento da
indu´stria dos jogos de v´ıdeo. No entanto, o interesse na sua utilizac¸a˜o para a rea-
lizac¸a˜o de computac¸a˜o de aˆmbito geral (general-purpose) tem crescido a uma veloci-
dade incr´ıvel na u´ltima de´cada. As GPUs teˆm sido procuradas principalmente pela sua
grande capacidade de computac¸a˜o paralela intensiva. Este feno´meno tornou-se ainda
mais evidente com o aparecimento de linguagens baseadas em C/C++ que permiti-
ram uma programac¸a˜o mais directa e intuitiva das GPUs, como e´ o caso da linguagem
CUDA1(Compute Unified Device Architecture). Desde enta˜o teˆm havido um aumento
significativo das aplicac¸o˜es da computac¸a˜o em GPU nas mais diversas a´reas, que na˜o
exclusivamente renderizac¸a˜o de gra´ficos. De entre essas aplicac¸o˜es destaca-se a imagem
me´dica, onde as unidades GPU teˆm sido utilizadas como auxiliares na computac¸a˜o de
grandes quantidades de dados.
Foi desenvolvida no Instituto de Biof´ısica e Engenharia Biome´dica (IBEB), uma alterna-
tiva de implementac¸a˜o do processo de reconstruc¸a˜o em DBT com algoritmos iterativos,
utilizando computac¸a˜o heteroge´nea (CPU+GPU) [1]. A computac¸a˜o do ca´lculo da MS
e´ realizado na GPU de forma integrada com a implementac¸a˜o sequencial no CPU (Cen-
tral Processing Unit), ja´ desenvolvida. Este projecto surge com o objectivo de acelerar
os algoritmos iterativos, de modo a permitir a sua utilizac¸a˜o em ambiente cl´ınico e as-
sim melhorar a qualidade das imagens em DBT. Esta optimizac¸a˜o pode eventualmente
permitir a utilizac¸a˜o da DBT como modalidade independente da mamografia.
1CUDA e´ uma marca registada da NVIDIA.
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A implementac¸a˜o heteroge´nea apresenta resultados promissores, com uma reduc¸a˜o do
tempo total de reconstruc¸a˜o de 1,6 vezes, no entanto conte´m alguns erros de concepc¸a˜o.
Estes erros manifestam-se a partir de ligeiras diferenc¸as existentes entre as imagens
reconstru´ıdas e as imagens originais (reconstru´ıdas com a implementac¸a˜o puramente
sequencial).
O trabalho desenvolvido nesta dissertac¸a˜o baseia-se na correcc¸a˜o destes erros e na
aplicac¸a˜o da computac¸a˜o em GPU a outros blocos do algoritmo de reconstruc¸a˜o, de
forma a optimizar ainda mais o processo. A dissertac¸a˜o encontra-se organizada em 7
cap´ıtulos, com a seguinte distribuic¸a˜o:
• Cap´ıtulo 1 - o presente cap´ıtulo introduz a dissertac¸a˜o e enquadra o leitor no tema
discutido;
• Cap´ıtulo 2 - este cap´ıtulo realiza uma revisa˜o da literatura introduzindo alguns
conceitos teo´ricos necessa´rios a` compreensa˜o deste trabalho no que diz respeito
a` anatomia e fisiologia da mama (sec¸a˜o 2.1) e tambe´m uma breve introduc¸a˜o ao
cancro da mama (secc¸a˜o 2.2);
• Cap´ıtulo 3 - este cap´ıtulo aborda as va´rias te´cnicas de imagem da mama, dando
especial eˆnfase a` mamografia (secc¸a˜o 3.1) e a` tomoss´ıntese (secc¸a˜o 3.2);
• Cap´ıtulo 4 - este cap´ıtulo introduz o leitor ao tema da computac¸a˜o em GPU, rea-
lizando primeiro uma contextualizac¸a˜o histo´rica (secc¸a˜o 4.1), e depois abordando
alguns conceitos ba´sicos sobre GPUs (secc¸a˜o 4.2) e CUDA (secc¸a˜o 4.3);
• Cap´ıtulo 5 - neste cap´ıtulo e´ apresentada a metodologia seguida na realizac¸a˜o
deste trabalho. Sa˜o aqui apresentadas as especificac¸o˜es do dispositivo DBT, os
trabalhos realizados anteriormente por outros autores, as alterac¸o˜es realizadas a`
implementac¸a˜o heteroge´nea e de que modo como foi realizada a avaliac¸a˜o dos
resultados;
• Cap´ıtulo 6 - aqui sa˜o apresentados os resultados deste trabalho. E´ realizada uma
avaliac¸a˜o da implementac¸a˜o no que diz respeito a` qualidade das imagens recons-
tru´ıdas (secc¸a˜o 6.1) e optimizac¸a˜o dos tempos de reconstruc¸a˜o (secc¸a˜o 6.2);
• Cap´ıtulo 7 - por fim sa˜o apresentadas as concluso˜es do trabalho, feito um suma´rio
e apresentadas algumas considerac¸o˜es finais e perspectivas de trabalho futuro.
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1.2 Enquadramento/Contextualizac¸a˜o
Este trabalho encontra-se inserido num projecto de investigac¸a˜o financiado pela FCT
(Fundac¸a˜o para a Cieˆncia e Tecnologia) e desenvolvido numa colaborac¸a˜o entre o IBEB,
o Hospital da Luz, o Instituto Superior Te´cnico, o LIP (Laborato´rio de Instrumentac¸a˜o
e F´ısica Experimental de Part´ıculas) de Lisboa e de Coimbra. Este projecto esta´ em
curso desde Junho de 2013 e intitula-se ”Melhoria da Qualidade de Imagem e Reduc¸a˜o
de Dose em Tomoss´ıntese para Mamografia, com Recurso a Algoritmos Estat´ısticos de
Reconstruc¸a˜o de Imagem”. A unidade de investigac¸a˜o do IBEB encontra-se dividida em
va´rias linhas tema´ticas e a presente dissertac¸a˜o insere-se na linha tema´tica intitulada
”Medical Imaging and Diagnosis”.
No contexto deste projecto de investigac¸a˜o foi desenvolvida uma implementac¸a˜o em
IDL2 (Interactive Data Language) que executa o processo de reconstruc¸a˜o das imagens
de DBT, recorrendo a algoritmos iterativos (ART, ML-EM ou OS-EM). Foi a partir desta
implementac¸a˜o que Ferreira integrou o ca´lculo da MS em GPU. Esta nova implementac¸a˜o
heteroge´nea foi tambe´m desenvolvida no IBEB, em parceria com a FCT-UNL (Faculdade
de Cieˆncias e Tecnologias - Universidade Nova de Lisboa), no aˆmbito da sua dissertac¸a˜o
de mestrado [1].
O estudo desenvolvido na presente dissertac¸a˜o teve in´ıcio em Novembro de 2014 e surge
no contexto da continuidade do trabalho desenvolvido por Ferreira na implementac¸a˜o
referida anteriormente. Numa fase inicial foi necessa´ria a contextualizac¸a˜o da informac¸a˜o
e o estudo das te´cnicas de programac¸a˜o em GPU, sendo que a frequeˆncia do curso online
coursera, de programac¸a˜o em CUDA, foi fundamental no processo de aprendizagem.
Esta fase serviu essencialmente para reunir os conhecimentos e a pra´tica necessa´ria a`
realizac¸a˜o do trabalho proposto, tanto ao n´ıvel da programac¸a˜o em GPU, quer ao n´ıvel
da manipulac¸a˜o do co´digo IDL.
1.3 Objectivos
Este trabalho tem como objectivo principal dar continuidade aos bons resultados ob-
tidos com a implementac¸a˜o heteroge´nea do processo de reconstruc¸a˜o em DBT. Esta
2IDL e´ uma marca registada de Exelis Visual Information Systems, Inc.
Cap´ıtulo 1. Introduc¸a˜o 5
optimizac¸a˜o na˜o so´ demonstra o enorme potencial da computac¸a˜o em GPU em imagem
me´dica como tambe´m disponibiliza uma alternativa via´vel ao rastreio e diagno´stico do
cancro da mama: a utilizac¸a˜o de algoritmos iterativos na reconstruc¸a˜o de imagens DBT
em ambiente cl´ınico.
Neste contexto, os objectivos concretos deste trabalho resumem-se essencialmente a dois
pontos:
• Identificar os erros da implementac¸a˜o heteroge´nea responsa´veis pelos artefactos
na imagem e se poss´ıvel corrigi-los. E´ de extrema importaˆncia a identificac¸a˜o do
problema na medida em que e´ necessa´rio garantir que esta implementac¸a˜o na˜o
prejudica a qualidade das imagens, distorcendo a informac¸a˜o nelas contida;
• Optimizar a utilizac¸a˜o das capacidades de computac¸a˜o paralela da GPU, imple-




Fisiologia e Patologia da Mama
2.1 Anatomia e Fisiologia da Mama
O estudo adequado da anatomia e fisiologia da mama e das suas estruturas adjacentes
e´ de grande importaˆncia na compreensa˜o das patologias associadas, nomeadamente o
cancro da mama.
A mama, ou seio, e´ um o´rga˜o par, de forma e dimensa˜o vaia´vel, situado na zona anterior
do to´rax, sobre a fa´scia do mu´sculo peitoral maior [2]. E´ constitu´ıda essencialmente
pela glaˆndula mama´ria (uma glaˆndula sudor´ıpara modificada) e tecido adiposo. E´ con-
siderada como pertencente ao sistema reprodutivo e encontra-se mais desenvolvida no
ge´nero feminino. O seu desenvolvimento inicia-se no per´ıodo pre´-natal e e´ interrompido
durante a infaˆncia. Durante a puberdade, devido a`s alterac¸o˜es hormonais, da´-se o seu
maior desenvolvimento. A sua principal func¸a˜o e´ a produc¸a˜o e transmissa˜o de leite
durante a amamentac¸a˜o do rece´m-nascido [3].
A mama e´ constitu´ıda por dois tipos principais de tecido: fibroglandular e adiposo.
A porc¸a˜o glandular corresponde a`s glaˆndulas mama´rias, divididas em va´rios lo´bulos, e
a porc¸a˜o fibrosa e´ constitu´ıda por fibras de tecido conjuntivo que lhes conferem sus-
tentac¸a˜o. Cada lo´bulo da glaˆndula mama´ria possui va´rias estruturas saculares de tecido
epitelial, os alve´olos, responsa´veis pela produc¸a˜o de leite durante a amamentac¸a˜o. O
nu´mero de alve´olos e o seu estado de desenvolvimento e´ regulado pela presenc¸a de es-
troge´nio e progesterona [4]. Os ductos lact´ıferos sa˜o os canais que transportam o leite
dos lo´bulos ate´ aos orif´ıcios exteriores, no mamilo. Todas estas estruturas encontram-se
7
8 Cap´ıtulo 2. Fisiologia e Patologia da Mama
envolvidas por tecido adiposo [5]. A` medida que o corpo envelhece, o tecido fibroso e´
gradualmente substitu´ıdo por tecido adiposo, diminuindo a densidade da mama [3]. A
figura 2.1 representa esquematicamente os va´rios constituintes da mama e a sua orga-
nizac¸a˜o.
A mama e´ revestida exteriormente por pele e apresenta uma zona de colorac¸a˜o mais
escura, na regia˜o central, de formato cil´ındrico, onde se localizam os orif´ıcios dos ductos
lact´ıferos - o mamilo (ou papila). A are´ola e´ a regia˜o perife´rica ao mamilo, com uma
colorac¸a˜o semelhante, composta essencialmente por glaˆndulas seba´ceas especializadas
[2].
Figura 2.1: Esquema anato´mico da mama feminina [3].
A rede de nervos, vasos sangu´ıneos e vasos linfa´ticos, presentes no tecido conjuntivo fi-
broso, constituem tambe´m uma componente importante do tecido mama´rio. Os no´dulos
linfa´ticos desempenham um papel particularmente importante no diagno´stico e estadia-
mento do cancro da mama, pois sa˜o locais preferenciais de invasa˜o por parte de ce´lulas
cancer´ıgenas e muitas vezes lugar de meta´stases. A rede linfa´tica axilar representa a
principal via de drenagem linfa´tica na mama (97 a 99%) [2]. Por vezes e´ realizada
uma bio´psia ao no´dulo sentinela, com o objectivo de identificar os no´dulos afectados,
assim que e´ identificado um carcinoma na mama [6]. O conhecimento da rede de vasos
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linfa´ticos da mama e´, por isso, extremamente importante no estudo e tratamento do
cancro da mama.
2.2 Cancro da Mama
O cancro e´ uma doenc¸a que se caracteriza pelo crescimento anormal e descontrolado
de ce´lulas. Estas ce´lulas dividem-se e espalham-se pelos tecidos sauda´veis adjacentes,
podendo eventualmente proliferar por todo o organismo, interferindo com as func¸o˜es
fisiolo´gicas normais dos tecidos e o´rga˜os sauda´veis, podendo levar progressivamente a`
morte do indiv´ıduo [7]. Existem va´rios tipos de cancro, consoante o tipo de tecido e
a sua localizac¸a˜o no organismo. A sua identificac¸a˜o e caracterizac¸a˜o sa˜o fundamentais,
pois delas dependem o me´todo de abordagem e poss´ıvel tratamento.
O cancro da mama pode ser classificado em va´rios tipos, consoante o local de apareci-
mento das ce´lulas tumorais. A maioria dos cancros da mama sa˜o carcinomas, um tipo
de cancro que tem in´ıcio nas ce´lulas epiteliais. Em rigor, sa˜o chamados de adenocarci-
nomas - carcinomas que surgem em tecido glandular. No entanto existem outros tipos
de cancro que podem ocorrer na mama, como o sarcoma, que tem origem em ce´lulas
de tecido conjuntivo, adiposo ou muscular [8]. Podem ainda ser classificados consoante
o n´ıvel de invasa˜o do tumor: local (in situ) ou invasivo. Os carcinomas locais sa˜o os
que permanecem dentro dos lo´bulos (LCIS-Lobular Carcinoma In Situ) ou dos ductos
(DCIS-Ductal Carcinoma In Situ). Enquanto que os carcinomas invasivos (LIC-Lobular
Invasive Carcinoma, DIC-Ductal Invasive Carcinoma) penetram a membrana basal e
proliferam para o tecido envolvente [6]. Os carcinomas invasivos representam cerca de
80% de todos os carcinomas da mama, e por sua vez, a grande maioria dos carcinomas
invasivos sa˜o do tipo DIC (aproximadamente 70-80%) [9].
O estadiamento do cancro da mama e´ essencial quando existe um diagno´stico. Este pro-
cedimento envolve a determinac¸a˜o da extensa˜o da doenc¸a na mama afectada, avaliando
os no´dulos linfa´ticos locais e a presenc¸a de meta´stases distantes [10]. Um dos sistemas
de classificac¸a˜o mais utilizados pelos profissionais de sau´de e´ o sistema TNM (Tumor-
No´dulo-Meta´stase) [11]. Este sistema classifica um cancro a partir de treˆs paraˆmetros
diferentes: T - que pode tomar uma classificac¸a˜o entre 1 e 4, consoante a dimensa˜o do
tumor; N - que pode assumir os valores entre 0 a 3, consoante a presenc¸a de ce´lulas
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tumorais nos no´dulos linfa´ticos locais, a sua localizac¸a˜o e adereˆncia a tecidos vizinhos;
e M - que assume os valores 1 ou 0, dependendo da existeˆncia, ou na˜o, de evideˆncia de
meta´stases distantes, respectivamente. Assim, com base nesta classificac¸a˜o e´ poss´ıvel
dividir o cancro da mama em cinco esta´dios (0, I, II, III e IV) e respectivos sub-esta´dios
(tabela 2.1).
Tabela 2.1: Estadiamento do cancro da mama segundo o sistema TNM. Tis e´ refe-
rente a in situ. Adaptado de [11].
Esta´gio T N M
0 Tis N0 M0





















IIIC Qualquer T N3 M0
IV Qualquer T Qualquer N M1
O cancro da mama pode ainda ser unifocal, multifocal (duas ou mais leso˜es localizadas no
mesmo quadrante) ou multiceˆntrico (leso˜es localizadas em mais do que um quadrante).
Adicionalmente, pode ser classificado como unilateral ou bilateral (se afectar as duas
mamas) [12]. No caso de existirem mu´ltiplas leso˜es, a classificac¸a˜o TNM e´ sempre
elaborada tendo por base a lesa˜o de maior dimensa˜o.
O cancro da mama e´ o segundo tipo de cancro mais comum em todo o mundo e o quinto
mais mort´ıfero. Considerando apenas o ge´nero feminino e´, de longe, o mais comum com
cerca de 1,6 milho˜es de novos casos todos os anos (25% de todos os casos de cancro em
mulheres) e tambe´m o com maior taxa de mortalidade (cerca de 500 mil por ano) [13].
E´ tambe´m um dos mais investigados e discutidos no panorama cient´ıfico mundial. A sua
etiologia na˜o e´ totalmente conhecida, no entanto teˆm sido identificados alguns factores
de risco como a idade, a histo´ria familiar (factores gene´ticos), a exposic¸a˜o a hormonas,
contraceptivos orais, obesidade e consumo de a´lcool [6, 14]. Tem-se observado tambe´m
Cap´ıtulo 2. Fisiologia e Patologia da Mama 11
um aumento no aparecimento de cancro da mama em mulheres expostas a grandes
quantidades de radiac¸a˜o [15].
Cerca de 6 a 10 % dos cancros da mama sa˜o heredita´rios, e esta˜o maioritariamente
associados a mutac¸o˜es dos genes BRCA1 e BRCA2 (BReast CAncer 1 and 2 ). A proba-
bilidade de uma mulher vir a desenvolver cancro da mama depende da mutac¸a˜o espec´ıfica
que se observa num destes genes [16].
Para ser poss´ıvel a detecc¸a˜o do cancro da mama e´ necessa´rio que a paciente apresente
sintomas, o que muitas vezes so´ acontece num estado ja´ avanc¸ado da doenc¸a. No en-
tanto, existe a opc¸a˜o de rastreio a` populac¸a˜o, que pode ser feito atrave´s do exame f´ısico
(palpac¸a˜o), ou recorrendo a te´cnicas imagiolo´gicas.

Cap´ıtulo 3
Imagiologia do Cancro da Mama
Existem va´rias modalidades de imagem da mama: mamografia, ecografia, elastografia,
ressonaˆncia magne´tica, espectroscopia de impedaˆncia ele´ctrica (EIS - Electrical Impe-
dance Spectroscopy), de microondas (MIS Microwave Imaging Spectroscopy), e tambe´m
de infravermelhos (NIS - Near Infrared Spectroscopic Imaging) e ate´ mesmo te´cnicas de
medicina nuclear como tomografia de emissa˜o de positro˜es (PET - Positron Emission
Tomography) [17]. Cada uma destas te´cnicas apresenta vantagens e desvantagens, e
encontra-se indicada para uma determinada situac¸a˜o espec´ıfica.
A ecografia e´ muitas vezes utilizada como exame de seguimento de uma massa previa-
mente detectada pela mamografia ou ainda como te´cnica auxiliar a bio´psias ou outras
intervenc¸o˜es [18]. Tem a capacidade de distinguir massas tumorais de quistos e e´ muitas
vezes utilizada como exame de investigac¸a˜o de massas palpa´veis em mulheres gra´vidas,
ou em jovens com tecido mama´rio denso [19, 20]. A ecografia e´ uma te´cnica com bastan-
tes vantagens, uma vez que os ultra-sons apresentam baixo custo e na˜o possuem radiac¸a˜o
ionizante, no entanto possuiu algumas limitac¸o˜es: pouca resoluc¸a˜o, que impossibilita a
identificac¸a˜o e caracterizac¸a˜o de leso˜es de menor dimensa˜o; depende da destreza do
operador; na˜o permite a diferenciac¸a˜o precisa entre leso˜es benignas e malignas [17, 21].
A elastografia mama´ria e´ uma te´cnica de ultra-sonografia utilizada para avaliar a elas-
ticidade dos tecidos e que tem vindo a ser introduzida para melhorar a caracterizac¸a˜o e
distinc¸a˜o entre leso˜es malignas e benignas. Esta te´cnica permite a avaliac¸a˜o da rigidez
de leso˜es, a partir da deformac¸a˜o dos tecidos, quando aplicada uma compressa˜o externa.
Tal como a ecografia, a elastografia e´ uma te´cnica de baixo custo, que na˜o implica a
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utilizac¸a˜o de radiac¸a˜o ionizante, contudo e´ por vezes dif´ıcil a diferenciac¸a˜o entre leso˜es
malignas e benignas. As limitac¸o˜es associadas sa˜o a elasticidade dos tecidos que pode
na˜o corresponder a`s caracter´ısticas reais das leso˜es e a forc¸a de compressa˜o executada,
que varia consoante o operador, apresentando-se como outro factor que influencia o
diagno´stico e a elasticidade dos tecidos [21].
A ressonaˆncia magne´tica mama´ria tem sido indicada como uma das te´cnicas mais pro-
missoras, com va´rias aplicac¸o˜es. Algumas dessas aplicac¸o˜es sa˜o consensuais e indicadas
como vantajosas em determinadas situac¸o˜es, tais como: diagno´stico de leso˜es tumo-
rais prima´rias ocultas a outras te´cnicas de imagem [22], determinac¸a˜o da extensa˜o de
leso˜es [23], avaliac¸a˜o da resposta a` quimioterapia [24], diagno´stico de recorreˆncias [25]
e rastreio de pacientes de alto risco [22]. As restantes aplicac¸o˜es sa˜o actualmente alvo
de controve´rsia e discussa˜o e esta˜o presentes sobretudo em ambiente de investigac¸a˜o
[26]. A maior limitac¸a˜o da ressonaˆncia magne´tica mama´ria prende-se com a sua baixa
especificidade, que, em conjunto com uma elevada sensibilidade, pode levar a biopsias
desnecessa´rias e aumento da ansiedade das pacientes.
A espectroscopia por RM baseia-se numa sequeˆncia espec´ıfica, que permite a detecc¸a˜o
dos elevados n´ıveis de colina produzidos pelos tumores malignos. A colina e´ uma
mole´cula necessa´ria para a s´ıntese de a´cidos gordos nas membranas celulares [27, 28].
Esta te´cnica apresenta grande potencial como complemento a` RM mama´ria convencio-
nal, aumentando a sua especificidade, no entanto possui uma grande limitac¸a˜o relacio-
nada com o facto de nem todos os tumores expressarem colina [29].
As te´cnicas de medicina nuclear proporcionam uma ana´lise funcional das leso˜es da mama
a um n´ıvel celular e metabo´lico. Estas te´cnicas esta˜o limitadas no que diz respeito a`
resoluc¸a˜o espacial, apresentando pouca capacidade de detecc¸a˜o de leso˜es de pequena di-
mensa˜o, no entanto, com o desenvolvimento de equipamentos exclusivamente dedicados
a` mama, tem sido poss´ıvel detectar leso˜es da ordem do cent´ımetro. Estas modalidades
sa˜o bastante promissoras para as situac¸o˜es ja´ indicadas para a RM: determinac¸a˜o da ex-
tensa˜o da lesa˜o, rastreio de pacientes de alto risco e avaliac¸a˜o da resposta a` terapeˆutica.
No entanto, e ao contra´rio do que acontece na RM, as te´cnicas de medicina nuclear
expo˜em as pacientes a radiac¸a˜o ionizante [30–32].
A mamografia destaca-se de entre todas as outras, sendo universalmente aceite como a
mais indicada para o rastreio e diagno´stico do cancro da mama [17].
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3.1 Mamografia
A mamografia e´ sobretudo eficaz na detecc¸a˜o de leso˜es numa fase precoce de desenvolvi-
mento, com grande potencial de reduzir a mortalidade. E´ uma te´cnica de custo reduzido
e com boa resoluc¸a˜o de imagem, permitindo a identificac¸a˜o de leso˜es de reduzidas di-
menso˜es. Apresenta, no entanto, algumas desvantagens relacionadas com a sobreposic¸a˜o
de estruturas na imagem, consequeˆncia da sua natureza bidimensional. Esta limitac¸a˜o
produz dois efeitos na capacidade dos radiologistas em distinguir leso˜es nas imagens de
mamografia: por um lado, uma lesa˜o maligna pode ser dissimulada por tecido fibro-
glandular que se encontre sobreposto, produzindo um falso-negativo; por outro lado, a
sobreposic¸a˜o de tecido fibroglandular normal pode produzir a ilusa˜o da presenc¸a de uma
lesa˜o que na˜o existe, criando assim um falso-positivo [33]. As pacientes esta˜o tambe´m
expostas a doses de radiac¸a˜o, uma vez que a mamografia e´ uma te´cnica que utiliza
radiac¸a˜o ionizante [34].
A utilizac¸a˜o de radiac¸a˜o para o estudo de leso˜es da mama remonta ao in´ıcio do se´culo
XX, por Salomon [35], em 1913. Desde enta˜o surgiram va´rios estudos de leso˜es benignas
e malignas da mama, recorrendo a` radiac¸a˜o X [36, 37], e o primeiro proto´tipo de um
equipamento especificamente dedicado a` mamografia e´ constru´ıdo por Egan [38], na
de´cada de 60. Egan melhorou significativamente a qualidade da imagem ao utilizar uma
fonte de raio-X de alta amperagem e baixa voltagem e um detector composto por filme
fotogra´fico industrial intercalado com camadas de ecra˜ intensificador. Com a introduc¸a˜o
destas alterac¸o˜es, Egan tornou tambe´m poss´ıvel a disseminac¸a˜o global desta tecnologia,
que ate´ enta˜o se encontrava pouco conhecida. Desde enta˜o foram realizados va´rios
ensaios cl´ınicos randomizados que mostraram uma reduc¸a˜o significativa da mortalidade
(cerca de 30%) associada ao cancro da mama em mulheres rastreadas com mamografia
[39]. Esta reduc¸a˜o verificou-se sobretudo em mulheres com idades superiores a 50 anos,
enquanto que em mulheres mais novas (tipicamente com tecido mama´rio mais denso) a
diferenc¸a de taxas de mortalidade entre grupos rasteados e na˜o rastreados na˜o se mostrou
estatisticamente significativo [40]. Este assunto tem sido alvo de muita discussa˜o e
controve´rsia, no entanto, a maioria dos autores concorda com o benef´ıcio do rastreio
para mulheres entre os 50 e 70 anos de idade [40–42]. A maioria dos pa´ıses ocidentais
teˆm promovido programas de rastreio do cancro da mama com exames de mamografia,
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de dois em dois anos, a mulheres com idade superior a 50 anos, com base nos resultados
obtidos nestes ensaios cl´ınicos [41].
3.1.1 Princ´ıpios F´ısicos
A mamografia, tal como acontece na radiografia convencional, tem por base a interacc¸a˜o
da radiac¸a˜o X com os diferentes tecidos biolo´gicos. A radiac¸a˜o X consiste em ondas
electromagne´ticas com comprimentos de onda inferior a` luz vis´ıvel (entre 0,01 e 10 nm),
bastante mais energe´tica e com capacidade de ionizac¸a˜o. Ao interagir com os electro˜es
ato´micos presentes no tecido biolo´gico, os foto˜es podem sofrer treˆs processos distintos:
transmissa˜o, dispersa˜o e absorc¸a˜o. Devido a` dispersa˜o e absorc¸a˜o, o feixe incidente
e´ atenuado e perde intensidade. A atenuac¸a˜o A sofrida por um feixe de raio-X, ao




= e−µmρx = e−µx, (3.1)
onde I representa a intensidade do feixe medida no detector depois de atravessar uma
espessura x de tecido com um coeficiente linear de atenuac¸a˜o µ. I0 representa a intensi-
dade do feixe incidente na˜o atenuado. O termo µm representa o coeficiente de atenuac¸a˜o
ma´ssico e ρ a densidade do tecido. Como a atenuac¸a˜o compreende dois processos distin-
tos, a absorc¸a˜o e a dispersa˜o, o ca´lculo do coeficiente µ e´ determinado pela ponderac¸a˜o
destes dois componentes:
µ = µa + µs, (3.2)
onde µa representa o coeficiente linear de absorc¸a˜o e µs representa o coeficiente linear
de dispersa˜o [43].
Como se pode concluir pela equac¸a˜o 3.1, a atenuac¸a˜o dos feixes de radiac¸a˜o esta´ de-
pendente da densidade (ρ) e espessura (x) dos tecidos atravessados mas tambe´m da sua
composic¸a˜o em termos ato´micos (µm). Ou seja, na˜o so´ um tecido mais denso ou mais
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espesso vai ser representado com maior intensidade na imagem, mas tambe´m um tecido
formado por elementos de massa ato´mica mais elevada. Por exemplo, uma calcificac¸a˜o,
que conte´m um elemento relativamente pesado (Ca), vai ser representada na imagem
com uma intensidade superior ao tecido fibroglandular, que apenas conte´m elementos
orgaˆnicos mais leves.
O contraste C criado na imagem devido a` atenuac¸a˜o da radiac¸a˜o em dois tecidos dife-







= (µ1 − µ2)x . (3.3)
Todas estas relac¸o˜es encontram-se expressas para um feixe de radiac¸a˜o mono-energe´tico,
no entanto deve ser considerado o espectro de energias caracter´ıstico da radiac¸a˜o X, e
realizada uma ponderac¸a˜o dos va´rios valores de µ, uma vez que este e´ dependente da
energia do feixe. A sua relac¸a˜o e´ inversamente proporcional: quanto maior a energia do
feixe, menor o valor de µ e consequentemente o contraste C [43].
3.1.2 Geometria do Equipamento
Os raios-X sa˜o produzidos na fonte (ou ampola) e emitidos em cone na direcc¸a˜o da mama.
Os feixes sa˜o atenuados ao atravessar os va´rios tecidos e a sua intensidade e´ registada no
detector. O sistema e´ disposto de forma a que a mama da paciente se encontre sempre
no trajecto percorrido pelos feixes de raio-X desde a fonte ate´ ao detector (figura 3.1).
Devido ao formato de cone formado pelo feixe de raio-X, as estruturas sa˜o ampliadas na
imagem formada no detector [44].
De modo a obter uma melhor qualidade de imagem e uma menor exposic¸a˜o a` radiac¸a˜o,
a mamografia e´ adquirida com compressa˜o dos tecidos. Isto e´ conseguido colocando a
mama da paciente entre duas plataformas planas que a comprimem ligeiramente. Este
procedimento permite na˜o so´ uma diminuic¸a˜o da espessura de tecido, como tambe´m a
sua homogeneizac¸a˜o, permitindo uma penetrac¸a˜o uniforme dos feixes de radiac¸a˜o [45].
Outra das vantagens da compressa˜o relaciona-se com a dispersa˜o das estruturas da mama
ao longo de uma a´rea superior, diminuindo a sua sobreposic¸a˜o. Este procedimento e´
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Figura 3.1: Esquema da geometria de aquisic¸a˜o da imagem em mamografia [44].
bastante desconforta´vel para as pacientes, podendo mesmo chegar a ser doloroso [45–
47].
A aquisic¸a˜o da imagem em mamografia pode ser realizada em va´rias posic¸o˜es, tendo em
conta a incideˆncia mais adequada ao que se pretende visualizar. Sa˜o va´rias as incideˆncias
poss´ıveis mas as mais utilizadas no rastreio do cancro da mama sa˜o a cranio-caudal (CC)
e me´dio-lateral obl´ıqua (MLO). No caso concreto destas incideˆncias, a paciente encontra-
se em posic¸a˜o vertical (de pe´). Na pra´tica cl´ınica, estas duas projecc¸o˜es sa˜o normalmente
utilizadas em conjunto com o objectivo de produzir alguma noc¸a˜o, mesmo que limitada,
da localizac¸a˜o tridimensional das estruturas observadas. A geometria da aquisic¸a˜o destas
duas projecc¸o˜es encontra-se representada na figura 3.2. Existem tambe´m incideˆncias
mais espec´ıficas, como por exemplo a me´dio-lateral (ML) e a cranio-caudal exagerada
lateralmente (CCEL), que sa˜o utilizadas em casos especiais [48].
3.1.3 Cl´ınica e Dosimetria
O Cole´gio Americano de Radiologia desenvolveu um sistema de classificac¸a˜o universal dos
resultados das mamografias: BI-RADS (Breast Imaging Reporting and Data System).
Este sistema foi criado com o objectivo de categorizar os resultados das mamografias
(tabela 3.1), e assim criar uma base universal de aux´ılio a` tomada de decisa˜o dos cl´ınicos
Cap´ıtulo 3. Imagiologia do Cancro da Mama 19
Figura 3.2: Representac¸a˜o esquema´tica das projecc¸o˜es cranio-caudal (CC) e me´dio-
lateral obl´ıqua (MLO). As setas representadas na figura indicam a direcc¸a˜o de com-
pressa˜o [49].
[50]. A escala BI-RADS foi concebida originalmente para a mamografia, mas a sua
utilizac¸a˜o tem sido estendida a te´cnicas como a RM e ecografia mama´rias.
Tabela 3.1: Nesta tabela esta˜o representadas as va´rias categorias BI-RADS, com as
recomendac¸o˜es e progno´sticos correspondentes. P de Malignidade - Probabilidade
de Malignidade; N/A - Na˜o Aplica´vel. Adaptado de [50]
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A dose de radiac¸a˜o recebida por um determinado tecido e´ a quantidade de energia
absorvida, por unidade de massa desse tecido. A unidade SI de dose e´ o Gray (Gy
= J/Kg). A maioria dos equipamentos de mamografia expo˜e as pacientes a uma dose
glandular me´dia de 1 a 2 mGy por projecc¸a˜o [51]. O Cole´gio Americano de Radiologia
recomenda que uma mama com 4.2 cm de espessura na˜o deve ser exposta a uma dose
glandular me´dia superior a 3 mGy por imagem.
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3.1.4 Detectores
A mamografia convencional (ou analo´gica) utiliza detectores fabricados com filmes fo-
togra´ficos. Estes filmes funcionam como meios de detecc¸a˜o da radiac¸a˜o X e, ao mesmo
tempo, como suporte de armazenamento da informac¸a˜o. No entanto, apesar do seu
desenvolvimento nas u´ltimas de´cadas, os filmes fotogra´ficos possuem um gradiente de
intensidades limitado, tornando dif´ıcil a identificac¸a˜o de leso˜es localizadas em regio˜es cor-
respondentes aos limites deste intervalo de intensidades (zonas muito opacas ou muito
brilhantes) [44]. A mamografia digital vem superar esta limitac¸a˜o, uma vez que cada pro-
cesso (aquisic¸a˜o, visionamento e armazenamento das imagens) e´ realizado em separado.
Assim, a imagem pode ser adquirida com determinadas caracter´ısticas e manipulada
posteriormente (a` posteriori), consoante as necessidades do radiologista. Esta te´cnica,
mais conhecida como mamografia digital de campo total (FFDM - Full-Field Digital
Mammography) utiliza uma matriz de detectores electro´nicos fotossens´ıveis, que possi-
bilita a reduc¸a˜o da intensidade da radiac¸a˜o, conservando a qualidade de imagem [52].
Nos u´ltimos anos tem vindo a ganhar popularidade sobre a vertente analo´gica, uma vez
que tambe´m apresenta menos custos e maior facilidade de manipulac¸a˜o de imagem [53].
Para ale´m da exposic¸a˜o a` radiac¸a˜o ionizante, a mamografia apresenta tambe´m outras
desvantagens. A mais evidente prende-se com o facto de existir uma sobreposic¸a˜o de
tecidos na imagem, principal responsa´vel pela elevada taxa de falsos-negativos (entre
4% a 34%) [34, 54, 55]. Assumindo uma taxa de falsos positivos de 30% e uma taxa de
reduc¸a˜o da mortalidade por rastreio com mamografia de 15%: seria necessa´rio o rastreio
a 2000 mulheres assintoma´ticas durante 10 anos para impedir uma morte por cancro
da mama, ao mesmo tempo que 10 mulheres sauda´veis iriam receber tratamento desne-
cessa´rio, e outras 200 iriam experienciar stress psicolo´gico e ansiedade por va´rios anos
devido a achados falsos-positivos [41]. A sensibilidade desta te´cnica e´ sobretudo baixa
em mulheres com tecido mama´rio denso. O desconforto devido a` compressa˜o da mama
e a variabilidade na interpretac¸a˜o radiolo´gica sa˜o tambe´m desvantagens importantes
relacionadas com a mamografia [8, 17].
O aparecimento e implementac¸a˜o da FFDM permitiu tambe´m o desenvolvimento de
novas te´cnicas ainda mais sofisticadas, como e´ o caso da tomoss´ıntese.
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3.2 Tomoss´ıntese
A tomoss´ıntese mama´ria (DBT - Digital Breast Tomosynthesis) e´ uma te´cnica de imagem
me´dica tomogra´fica que se baseia na mamografia digital. Na DBT as imagens sa˜o obtidas
a partir de um conjunto de projecc¸o˜es, adquiridas a` medida que a fonte de raios-X
descreve um movimento em arco em torno da mama [55, 56]. Esta te´cnica, muitas vezes
chamada de mamografia 3D, permite a reconstruc¸a˜o do volume tridimensional da mama
e a sua visualizac¸a˜o em cortes individuais [57]. Esta capacidade de visualizac¸a˜o das
va´rias estruturas a diferentes profundidades elimina o efeito da sobreposic¸a˜o de tecidos
e permite ao radiologista distinguir entre uma verdadeira massa e uma ilusa˜o criada
pela sobreposic¸a˜o de va´rias estruturas presentes em diferentes planos [58]. A figura 3.3
ilustra a situac¸a˜o descrita: e´ observada uma alterac¸a˜o na imagem de mamografia (3.3.a),
no entanto, nas imagens de tomoss´ıntese (de 3.3.b a 3.3.d) observa-se que a alterac¸a˜o
na˜o passa de uma soma de sinal correspondente a estruturas sobrepostas.
Os fundamentos teo´ricos da tomoss´ıntese foram estabelecidos nos anos 30 do se´culo XX
[59], mas a sua concretizac¸a˜o e aplicac¸a˜o cl´ınica so´ se tornaram poss´ıveis va´rias de´cadas
mais tarde com a criac¸a˜o de detectores digitais (flat-panel digital display detectors),
com o desenvolvimento do processamento informa´tico e com o avanc¸o dos algoritmos
de reconstruc¸a˜o e po´s-processamento [60]. Esta modalidade tornou-se dispon´ıvel para
uso cl´ınico em 2009, foi aprovada pela FDA1 em 2011 e e´ actualmente utilizada em
contexto cl´ınico em va´rias regio˜es do mundo, incluindo os EUA, Canada, A´sia e Europa
[56]. Particularmente em Portugal e´ ja´ utilizada na maioria dos hospitais e cl´ınicas como
te´cnica de diagno´stico do cancro da mama.
3.2.1 Processo de Aquisic¸a˜o
A aquisic¸a˜o das projecc¸o˜es em DBT tem por base os mesmos princ´ıpios que a mamogra-
fia. A diferenc¸a fundamental encontra-se na geometria do equipamento e no movimento
que descreve durante a aquisic¸a˜o. Durante o processo de aquisic¸a˜o, a fonte de raio-X
emite va´rios disparos (entre 9 e 25) de baixa dose ao longo do movimento em arco que
descreve em torno da mama (figura 3.4) [57]. Este movimento, ao contra´rio do que
acontece na TC (Tomografia Computorizada), tem uma amplitude limitada (de 15o a
1DBT foi aprovada pela FDA (Food and Drug Administration) nos EUA, como te´cnica complementar
a` mamografia [61].
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Figura 3.3: Comparac¸a˜o de imagem de mamografia, contendo um falso-positivo, com
as imagens de tomoss´ıntese correspondentes. (a) Imagem de mamografia, vista cranio-
-caudal, onde se observa uma alterac¸a˜o na arquitectura glandular (c´ırculo). (b-d)
Imagens de tomoss´ıntese que ilustram os cortes cranio-caudais individuais, onde se
observa a arquitectura normal do tecido fibroglandular na mesma regia˜o (c´ırculo) [57].
50o) e pode ser cont´ınuo ou discreto (step-and-shot). Durante todo este processo, a
mama, o sistema de compressa˜o, e o detector manteˆm-se imo´veis. No final do processo
de aquisic¸a˜o sa˜o obtidas va´rias imagens, projecc¸o˜es que correspondem a`s va´rias posic¸o˜es
da fonte. As projecc¸o˜es sa˜o posteriormente utilizadas no processo de reconstruc¸a˜o para
criar um volume tridimensional da mama, recorrendo a algoritmos computacionais [56].
Estes algoritmos computacionais de reconstruc¸a˜o produzem um conjunto de imagens pa-
ralelas com 1mm de espessura, e permitem aos radiologistas visualizar e percorrer estas
imagens ao longo da direcc¸a˜o vertical (ou cranio-caudal). Estas imagens sa˜o normal-
mente visualizadas em formato de v´ıdeo como uma sequeˆncia de imagens consecutivas
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Figura 3.4: Representac¸a˜o esquema´tica do movimento da fonte de raio-X em torno
da mama, num exame de tomoss´ıntese [54].
[33].
A tomoss´ıntese e´ tipicamente utilizada no rastreio e diagno´stico do cancro da mama
como te´cnica complementar a` mamografia. Ambas as modalidades utilizam o mesmo
equipamento e a mesma compressa˜o do tecido mama´rio. Em muitos locais que utili-
zam mamografia comec¸a a surgir a tendeˆncia da substituic¸a˜o desta te´cnica pela DBT,
sobretudo desde que os fabricantes comec¸aram a disponibilizar a criac¸a˜o de imagens de
mamografia sintetizadas digitalmente a partir do volume DBT reconstru´ıdo. Esta ima-
gem sintetizada permite uma ana´lise pre´via do estado da doenc¸a e poupa as pacientes a`
realizac¸a˜o dos dois exames.
3.2.2 Dosimetria
A dose de radiac¸a˜o correspondente a cada projecc¸a˜o de DBT e´ relativamente reduzida,
fazendo com que a dose total a` qual as pacientes sa˜o expostas durante uma aquisic¸a˜o
completa (15 projecc¸o˜es) seja compara´vel a` de uma aquisic¸a˜o de FFDM [58]. No entanto,
em contexto de rastreio, quando sa˜o utilizadas as duas te´cnicas em simultaˆneo, a dose
total do exame aumenta para o dobro. Esta situac¸a˜o e´ ainda mais evidente em mulheres
mais jovens ou com tecido mama´rio mais denso. As novas te´cnicas de DBT que permitem
a criac¸a˜o da imagem 2D sinte´tica a partir do volume DBT reconstru´ıdo limitam assim
a dose a` de um exame apenas [56].
A utilizac¸a˜o de DBT como te´cnica complementar a` mamografia no diagno´stico do cancro
da mama apresenta va´rias vantagens:
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• Ajuda na detecc¸a˜o de alterac¸o˜es na arquitectura fibroglandular, que sa˜o muitas
vezes impercept´ıveis na imagem de mamografia [62];
• Melhora a capacidade de delineac¸a˜o das leso˜es, tornando a sua caracterizac¸a˜o mais
adequada e a classificac¸a˜o BI-RADS mais precisa.
• Permite a localizac¸a˜o espacial da lesa˜o sem necessidade de recorrer a`s duas pro-
jecc¸o˜es da mamografia.
Apesar da evidencia que suporta o uso da DBT como complemento a` mamografia no
diagno´stico do cancro da mama, a sua utilizac¸a˜o como te´cnica de rastreio apresenta algu-
mas limitac¸o˜es: dose de radiac¸a˜o ligeiramente superior a` FFDM; maior custo associado
a` tecnologia de aquisic¸a˜o e armazenamento; uma maior dificuldade de interpretac¸a˜o por
parte dos cl´ınicos; e tempos de aquisic¸a˜o e visualizac¸a˜o superiores [55].
A qualidade das imagens em DBT esta´ altamente dependente da geometria do sistema e
escolha dos paraˆmetros de aquisic¸a˜o, e visualizac¸a˜o o´ptimos, mas sobretudo do processo
de reconstruc¸a˜o.
3.2.3 Reconstruc¸a˜o de Imagens em Tomoss´ıntese
O processo de reconstruc¸a˜o possui um papel fundamental no desempenho das modali-
dades de imagem tomogra´ficas, como DBT ou TC. De um modo geral, este processo
baseia-se na criac¸a˜o de uma estimativa tridimensional de um objecto desconhecido a
partir de projecc¸o˜es bidimensionais, obtidas de va´rias perspectivas (ou aˆngulos). E´ um
processo de elevada complexidade, uma vez que implica a infereˆncia de dados desconhe-
cidos. Esta questa˜o e´ especialmente importante em DBT, uma vez que o nu´mero de
projecc¸o˜es e´ menor e o aˆngulo de rotac¸a˜o da fonte e´ mais limitado, comparativamente
ao que acontece em TC.
O termo tomografia deriva da palavra grega tomos (corte ou secc¸a˜o) e significa o processo
pelo qual se obte´m uma imagem das estruturas internas de um objecto so´lido atrave´s do
registo das diferentes atenuac¸o˜es sofridas pelas ondas que atravessam essas estruturas.
O processo de reconstruc¸a˜o encontra-se representado no esquema da figura 3.5 de uma
forma muito simplificada. Este esquema representa um objecto composto por quatro
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elementos de densidades desconhecidas. Se considerarmos cada uma das setas como
sendo um feixe de raios-X que atravessa este objecto em diferentes locais, sa˜o registados
quatro valores no detector ((1), (2), (3) e (4)).
Figura 3.5: Esquema simplificado do processo de estimac¸a˜o dos valores do coeficiente
de atenuac¸a˜o do objecto atravessado pelos feixes de raio-X, a partir das projecc¸o˜es
tomogra´ficas. [63].
Os valores registados sa˜o conhecidos e representam a atenuac¸a˜o sofrida por cada um dos
feixes de raio-X, ao atravessarem o objecto. Os valores A1, A2, A3 e A4 sa˜o desconheci-
dos e representam a contribuic¸a˜o de cada um dos elementos do objecto para a atenuac¸a˜o
total do feixe. O seguinte conjunto de equac¸o˜es representa as relac¸o˜es entre eles:
(1) = A1 +A3
(2) = A2 +A4
(3) = A1 +A2
(4) = A3 +A4
. (3.4)
Uma vez que estamos na presenc¸a de um sistema de quatro equac¸o˜es independentes
com quatro inco´gnitas, e´ poss´ıvel calcular os valores exactos das contribuic¸o˜es para a
atenuac¸a˜o de cada um dos elementos do objecto.
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Este exemplo aqui representado ilustra a reconstruc¸a˜o de uma imagem com quatro ele-
mentos (ou p´ıxeis), necessitando por isso do registo de quatro medic¸o˜es de atenuac¸a˜o
independentes. Generalizando, a reconstruc¸a˜o de uma imagem com n p´ıxeis necessita
do registo de n medic¸o˜es de atenuac¸a˜o independentes. Isto tambe´m significa que quanto
maior o nu´mero de registos independentes detectados, maior a resoluc¸a˜o da imagem
reconstru´ıda.
A generalizac¸a˜o deste exemplo para treˆs dimenso˜es acontece quando lidamos com a
reconstruc¸a˜o de um volume tridimensional a partir de projecc¸o˜es bidimensionais. Logo
e´ necessa´rio adicionar uma terceira dimensa˜o ao problema, mas o princ´ıpio mante´m-se.
Este exemplo ilustra de uma forma muito simples o conceito do processo de reconstruc¸a˜o
de imagens em te´cnicas tomogra´ficas. A te´cnica ilustrada neste exemplo intitula-se de
retroprojecc¸a˜o: a informac¸a˜o contida numa medic¸a˜o e´ projectada no sentido retro´grado
ao longo do percurso percorrido pelo feixe do qual foi obtida. Este me´todo relativamente
simples apresenta no entanto algumas desvantagens, como a criac¸a˜o de imagens difusas
(com o efeito blur). Este efeito diminui naturalmente com o aumento do nu´mero de
projecc¸o˜es.
Esta implementac¸a˜o e´ considerada anal´ıtica, uma vez que obte´m os dados reconstru´ıdos
com uma aplicac¸a˜o u´nica de operac¸o˜es anal´ıticas a cada medic¸a˜o. Existe no entanto
outra abordagem ao problema da reconstruc¸a˜o, a implementac¸a˜o iterativa, que modifica
sucessivamente as estimativas que sa˜o retroprojectadas ate´ a` obtenc¸a˜o de uma imagem
satisfato´ria.
Independentemente do me´todo escolhido, a reconstruc¸a˜o deve ser encarada matematica-
mente como a resoluc¸a˜o de um problema inverso, ilustrado na seguinte equac¸a˜o linear:
Y = Ax+ η, (3.5)
onde Y representa o conjunto dos dados adquiridos, A a matriz de sistema (secc¸a˜o 3.2.4)
que representa o modelo geome´trico da transmissa˜o e detecc¸a˜o da radiac¸a˜o, x o conjunto
dos dados tridimensionais a serem estimados e η o ru´ıdo (ru´ıdo associado a` dispersa˜o da
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radiac¸a˜o X e ru´ıdo electro´nico). No entanto, como estamos a lidar com va´rias projecc¸o˜es,

















onde N representa o nu´mero total de projecc¸o˜es e n uma determinada projecc¸a˜o, sendo
que 1 < n < N . De modo a simplificar o problema, η na˜o e´ contabilizado. Considerando
agora todos os p´ıxeis I de uma dada projecc¸a˜o Yn, e o nu´mero de vo´xeis J da imagem
estimada x, a equac¸a˜o 3.6 passa a ter a seguinte apresentac¸a˜o:
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Na equac¸a˜o 3.7, yi representa o i-e´simo p´ıxel da projecc¸a˜o Yn, xj o j-e´simo vo´xel de x,
e aij o elemento da matriz de sistema correspondente a` combinac¸a˜o do p´ıxel i com o
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Para que seja poss´ıvel a obtenc¸a˜o do coeficiente de atenuac¸a˜o correspondente a cada

















representa a atenuac¸a˜o sofrida pelo feixe de raio-X correspondente a`
direcc¸a˜o i (Ri), que e´ definida, para cada posic¸a˜o da fonte (ou projecc¸a˜o), e pelo i-e´simo
elemento (bin) do detector; µj e´ o coeficiente de atenuac¸a˜o no vo´xel j; e xij representa
a probabilidade de um fota˜o Ri ser absorvido no vo´xel j.
E´ de fa´cil conclusa˜o que o valor de µj na˜o e´ calcula´vel apenas com uma medic¸a˜o, dada o
elevado nu´mero de paraˆmetros desconhecidos na equac¸a˜o 3.9, mas sim com a contribuic¸a˜o
de mu´ltiplas projecc¸o˜es.
A partir da atribuic¸a˜o de diferentes tons de cinzento a diferentes intervalos de valores
de µ, e´ poss´ıvel criar o contraste no volume reconstru´ıdo e assim distinguir as va´rias
estruturas que o constituem.
O algoritmo de reconstruc¸a˜o deve enta˜o ter como objectivo a resoluc¸a˜o da equac¸a˜o 3.5,
que se traduz para o contexto de DBT na equac¸a˜o 3.9.
3.2.3.1 Algoritmos de Reconstruc¸a˜o
Como ja´ foi referido anteriormente, os algoritmos de reconstruc¸a˜o podem ser divididos
em duas grandes categorias: anal´ıticos e iterativos.
Os algoritmos anal´ıticos baseiam-se em modelos de dados matematicamente idealizados,
tornando demasiado simples a f´ısica dos processos subjacentes, limitando assim o deta-
lhe das imagens reconstru´ıdas. Existem dois algoritmos anal´ıticos muito utilizados em
tomoss´ıntese: Shift-and-Add (SSA) e Filtered BackProjection (FBP) [64].
Os algoritmos iterativos podem ser divididos em dois grandes grupos: alge´bricos e es-
tat´ısticos. Geralmente os algoritmos iterativos teˆm uma estrutura comum e seguem um
determinado conjunto de passos (figura 3.6):
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Figura 3.6: Diagrama esquema´tico que representa um algoritmo de reconstruc¸a˜o
iterativo.
• Inicializac¸a˜o - o processo iterativo comec¸a com uma imagem inicial estimada,
normalmente uma constante;
• Projecc¸a˜o - e´ realizada uma operac¸a˜o de projecc¸a˜o a` estimativa actual, de modo
a obter um conjunto de projecc¸o˜es estimadas;
• Comparac¸a˜o - depois e´ feita uma comparac¸a˜o entre as projecc¸o˜es estimadas e as
projecc¸o˜es originais (obtidas na aquisic¸a˜o), obtendo-se as projecc¸o˜es de erros;
• Retroprojecc¸a˜o - e´ aplicado a estas projecc¸o˜es uma operac¸a˜o de retroprojecc¸a˜o de
modo a obter um mapa de erros;
• Actualizac¸a˜o - o mapa de erros e´ utilizado para actualizar a estimativa da iterac¸a˜o
anterior;
• Este processo e´ repetido iterativamente ate´ ser obtida uma imagem ta˜o pro´xima
das projecc¸o˜es originais quanto deseja´vel;
Os algoritmos utilizados neste projecto sa˜o o algoritmo alge´brico SART (Simultaneous
Algebraic Reconstruction Technique), e os algoritmos estat´ısticos ML-EM (Maximum
30 Cap´ıtulo 3. Imagiologia do Cancro da Mama
Likelihood – Expectation Maximization) e OS-EM (Ordered Subsets – Expectation Ma-
ximization).
SART O algoritmo SART (Simultaneous Algebraic Reconstruction Technique) e´ um
caso particular do algoritmo ART cla´ssico (Algebraic Reconstruction Technique). Estes
algoritmos abordam o problema da reconstruc¸a˜o como um conjunto de equac¸o˜es lineares
(equac¸o˜es 3.5 a 3.8). O algoritmo ART cla´ssico e´ bastante ra´pido a convergir para
uma soluc¸a˜o, no entanto produz muito ru´ıdo e na˜o se apresenta como implementac¸a˜o
adequada a GPU, uma vez que cada iterac¸a˜o apenas processa uma linha de projecc¸a˜o
de cada vez [65]. O algoritmo SART, por outro lado, permite o ca´lculo de mu´ltiplas
linhas de projecc¸a˜o em simultaˆneo. A seguinte equac¸a˜o representa o modelo iterativo
do algoritmo SART, e como as estimativas da iterac¸a˜o seguinte xk+1j sa˜o calculadas a




















onde yi representa o i-e´simo p´ıxel da projecc¸a˜o original Yn e λ representa o factor de
relaxamento. E´ poss´ıvel realizar uma associac¸a˜o entre os va´rios elementos desta equac¸a˜o
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OS-EM e ML-EM Os algoritmos OS-ML e ML-EM sa˜o bastante semelhantes, na
medida em que o primeiro e´ uma derivac¸a˜o do segundo. O algoritmo OS-EM agrupa as
projecc¸o˜es em subgrupos, de modo a optimizar o tempo de ca´lculo [66]. O OS-EM e´ mais
ra´pido a convergir, no entanto permite o aparecimento de ru´ıdo nas reconstruc¸o˜es mais


























onde tambe´m xkj e x
k+1
j representam as estimativas da iterac¸a˜o actual e seguinte, res-
pectivamente. Repare-se que a u´nica diferenc¸a entre as duas equac¸o˜es encontra-se nos
subsets de projecc¸o˜es Sn criados no algoritmo OS-EM com o objectivo de diminuir o
tempo de convergeˆncia. De forma ana´loga ao que foi descrito anteriormente para o al-
goritmo SART, e´ tambe´m poss´ıvel fazer uma associac¸a˜o entre as equac¸o˜es 3.11-3.12 e o
esquema da figura 3.6.
A implementac¸a˜o de qualquer um destes algoritmos requer uma etapa fundamental - o
ca´lculo da matriz de sistema. Esta matriz representa o modelo geome´trico dos processos
de transmissa˜o e detecc¸a˜o, e conte´m informac¸a˜o sobre cada projecc¸a˜o.
3.2.4 Ca´lculo da Matriz de Sistema
A matriz de sistema (MS) e´ um elemento fundamental no processo de reconstruc¸a˜o
de qualquer algoritmo iterativo pois descreve o modelo geome´trico da transmissa˜o e
detecc¸a˜o dos feixes de radiac¸a˜o. O ca´lculo da MS na˜o esta´ dependente do tipo de
algoritmo, mas sim da geometria do sistema DBT.
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Neste trabalho, o ca´lculo da MS foi implementado tendo por base a aproximac¸a˜o ray
driven [67, 68]. A matriz e´ constru´ıda enta˜o, para cada posic¸a˜o da fonte de raio-X (ou
projecc¸a˜o), da seguinte forma:
1. Sa˜o considerados feixes de radiac¸a˜o individuais (Ri). Cada feixe e´ definido como
tendo origem na fonte de raio-X e te´rmino no elemento (ou bin) do detector.
O nu´mero de feixes considerados corresponde, por isso, ao nu´mero de bins do
detector;
2. Para cada Ri:
(a) Sa˜o calculadas as coordenadas dos pontos onde o feixe Ri intersecta a grelha
tridimensional da FOV (figura 3.7);
(b) Sa˜o calculadas as distaˆncias euclidianas no espac¸o entre cada duas inter-
secc¸o˜es sucessivas. O nu´mero de distaˆncias resultante sera´ igual ao nu´mero
de intersecc¸o˜es menos um.
(c) As distancias sa˜o normalizadas relativamente a` distaˆncia total do feixe Ri
na FOV (ou seja, cada distaˆncia e´ reduzida a` porc¸a˜o, entre 0 e 1, da sua
contribuic¸a˜o para a atenuac¸a˜o total daquele feixe);
(d) Cada distaˆncia e´ atribu´ıda ao vo´xel da FOV correspondente (explicac¸a˜o mais
a` frente);
3. Estes valores va˜o preenchendo a MS da seguinte forma: cada linha da matriz
corresponde ao feixe Ri e cada elemento (aij) corresponde a` contribuic¸a˜o do vo´xel
j para a atenuac¸a˜o do feixe Ri.
A figura 3.7 representa de forma simplificada a interacc¸a˜o de dois feixes de radiac¸a˜o (R1
e R2) com a FOV. Os vo´xeis destacados a verde e azul sa˜o aqueles atravessados por R1
e R2, respectivamente.
A figura 3.8 representa uma simplificac¸a˜o a duas dimenso˜es deste procedimento.
O segmento A¯B representa um determinado feixe de radiac¸a˜o Ri. Os pontos de X0 a
X5 e de Y0 a Y3 representam as 10 interacc¸o˜es entre Ri e a grelha da FOV. ”Seguindo”o
caminho do feixe do ponto A(Ax, Ay) para o ponto B(Bx, By), as intersecc¸o˜es sa˜o cal-
culadas sempre que uma das coordenadas toma valores mu´ltiplos do binsize (dimensa˜o
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Figura 3.7: Representac¸a˜o esquema´tica simplificada da interacc¸a˜o entre dois feixes
de radiac¸a˜o (R1 e R2) com a FOV. Os quadrados coloridos de azul e verde representam
os vo´xeis atravessados por cada um dos feixes correspondentes.
Figura 3.8: Esquema a duas dimenso˜es das intersecc¸o˜es entre um feixe de radiac¸a˜o
(A¯B) e a FOV. A distaˆncia d5 representa a distancia euclidiana entre duas intersecc¸o˜es
consecutivas.
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do bin). E´ calculado depois a distaˆncia entre cada duas intersecc¸o˜es consecutivas. Na
figura encontra-se representada d5, a 5
a distaˆncia entre intersecc¸o˜es do feixe Ri, que cor-
responde a` distaˆncia euclidiana entre X2 e X3. Depois de normalizadas relativamente
ao segmento A¯B, cada uma das distaˆncias representa o quanto aquele vo´xel contribu´ı
para a atenuac¸a˜o do feixe Ri considerado.
Considerando agora a generalizac¸a˜o para treˆs dimenso˜es, temos que o feixe Ri, que
corresponde ao troc¸o entre o bin i (Ax, Ay, Az) e a fonte de raio-X (Bx, By, Bz), pode
ser representado da seguinte forma:
X(α) = Ax + α(Bx −Ax)
Y (α) = Ay + α(By −Ay)
Z(α) = Az + α(Bz −Az)
, (3.13)
onde X, Y e Z correspondem a`s coordenadas do raio Ri para cada α, com 0 6 α 6 1,
sendo que α = 0 no ponto A e α = 1 no ponto B. Como as coordenadas de A e B
sa˜o valores conhecidos, e´ poss´ıvel encontrar as coordenadas das intersecc¸o˜es. O feixe
intersecta um eixo sempre que uma das suas coordenadas toma o valor mu´ltiplo do
binsize correspondente a` direcc¸a˜o do eixo considerado. Para cada coordenada calculada,
por exemplo X(α), as duas coordenadas restantes, Y (α) e Z(α), podem ser obtidas




Y (α) = Ay + α(By −Ay)
Z(α) = Az + α(Bz −Az)
. (3.14)
Depois de as distaˆncias serem calculadas e normalizadas, sa˜o atribu´ıdas aos vo´xeis cor-
respondentes. Para este efeito e´ considerado que:
• os feixes Ri deslocam-se sempre no sentido bin-fonte;
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• uma determinada distaˆncia corresponde sempre ao caminho entre dois pontos do
vo´xel correspondente (um ponto de entrada e um ponto de sa´ıda).
A atribuic¸a˜o das distaˆncias aos vo´xeis e´ realizada enta˜o considerando as intersecc¸o˜es
de sa´ıda: as coordenadas do vo´xel sa˜o obtidas a partir das coordenadas da intersecc¸a˜o
de sa´ıda da distaˆncia correspondente. No entanto, o declive do feixe interfere com esta
atribuic¸a˜o, e como o seu valor pode ser tanto positivo como negativo, as duas situac¸o˜es
devem ser consideradas separadamente:
Figura 3.9: Esquema simplificado da atribuic¸a˜o das distaˆncias aos vo´xeis correspon-
dentes. As duas imagens representam as duas possibilidades: declive positivo (a) e
negativo (b). Os nu´meros verdes representam os mu´ltiplos do binsize referentes a`s co-
ordenadas das intersecc¸o˜es, enquanto que as escalas pretas sa˜o referentes a`s coordenadas
dos vo´xeis.
• declive positivo (figura 3.9(a)):
– a coordenada da intersecc¸a˜o de sa´ıda e´ mu´ltipla do binsize: a coordenada do
vo´xel e´ obtida subtraindo 1 unidade a` coordenada da intersecc¸a˜o de sa´ıda;
– a coordenada da intersecc¸a˜o se sa´ıda na˜o e´ mu´ltipla do binsize: a coordenada
do vo´xel e´ obtida arredondando a coordenada da intersecc¸a˜o de sa´ıda;
• declive negativo (figura 3.9(b)) - arredondar todas as coordenadas.
Considere-se os exemplos representados da figura 3.9:
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• na situac¸a˜o (a), onde o declive e´ positivo, encontram-se realc¸adas duas intersecc¸o˜es
(uma com o eixo dos xx (X2) e outra com o eixo dos zz (Z1)). As suas coordenadas,
representadas em termos dos mu´ltiplos de binsize, sa˜o as seguintes: Z1(0.5;1) e
X2(1;1.4). As coordenadas dos vo´xeis sa˜o enta˜o as seguintes: Z1(0;0) e X2(0;1).
No que diz respeito a` intersecc¸a˜o Z1:
– a coordenada x (0.5) e´ arredondada porque na˜o e´ mu´ltipla inteira de xbinsize,
tomando assim o valor 0;
– a` coordenada z (1) e´ subtra´ıda uma unidade porque e´ mu´ltipla inteira do
zbinzise, tomando assim o valor 0;
No que diz respeito a` intersecc¸a˜o X2:
– a` coordenada x (1) e´ subtra´ıda uma unidade porque e´ mu´ltipla inteira do
xbinsize, tomando assim o valor 0;
– a coordenada z (1.4) e´ arredondada porque na˜o e´ mu´ltipla inteira do zbinsize,
tomando assim o valor de 1;
• na situac¸a˜o (b), onde o declive e´ negativo, encontra-se realc¸ada uma intersecc¸a˜o
com o eixo yy (Y2). As suas coordenadas, representadas em termos dos mu´ltiplos
de binsize, sa˜o as seguintes: Y2(2;1.3). As coordenadas dos vo´xeis sa˜o enta˜o as
seguintes: Y2(2;1). Ambas as coordenadas (2;1.3) sa˜o arredondadas, independen-
temente de serem mu´ltiplas inteiras do binzise, tomando assim o valor (2;1).
Cap´ıtulo 4
Computac¸a˜o em GPU
Ha´ mais de uma de´cada que se vem registando um interesse crescente na utilizac¸a˜o das
unidades de processamento gra´fico (GPU - Graphical Processing Units) em aplicac¸o˜es
na˜o-gra´ficas. Desde a sua introduc¸a˜o em contexto acade´mico, por volta do ano 2000,
aquando da publicac¸a˜o de alguns artigos cient´ıficos, ate´ aos dias de hoje, onde e´ poss´ıvel
encontrar inconta´veis aplicac¸o˜es comerciais e industriais, a computac¸a˜o em GPU tem
evolu´ıdo e amadurecido a uma velocidade impressionante. Esta expansa˜o tem sido acom-
panhada pelo surgimento de inu´meras linguagens e ferramentas de programac¸a˜o, que sa˜o
tambe´m cada vez mais sofisticadas, tornando assim a computac¸a˜o em GPU cada vez mais
acess´ıvel e de fa´cil aprendizagem. O facto de a introduc¸a˜o a` programac¸a˜o em GPU estar
hoje mais facilitada na˜o significa no entanto que tirar total partido das capacidades do
seu hardware seja uma tarefa simples, bem pelo contra´rio, e´ um processo complexo que
requer treino e dedicac¸a˜o. Neste contexto, o presente cap´ıtulo pretende introduzir o lei-
tor aos conceitos ba´sicos da computac¸a˜o em GPU, mais concretamente a` programac¸a˜o
em CUDA.
4.1 Contextualizac¸a˜o Histo´rica
Os microprocessadores baseados numa unidade central de processamento (CPU - Cen-
tral Processing Unit) foram os responsa´veis pelo grande aumento da performance dos
computadores, e pela diminuic¸a˜o dos seus custos de produc¸a˜o, principalmente durante
os u´ltimos anos do se´culo XX [69]. Actualmente sa˜o capazes de executar milhares de
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milho˜es (109) de operac¸o˜es por segundo. Este avanc¸o tem vindo a permitir a`s aplicac¸o˜es
de software uma maior funcionalidade, uma interface com os utilizadores melhorada e
uma melhor capacidade para obter resultados u´teis.
As unidades CPU teˆm a sua ge´nese da arquitectura de von Neumann e sa˜o por isso
de origem sequencial, optimizados para executar um conjunto de operac¸o˜es numa de-
terminada ordem. Um dos principais paraˆmetros de performance dos CPUs tem sido
tradicionalmente a sua frequeˆncia de relo´gio: nu´mero de operac¸o˜es executadas por uni-
dade de tempo. Ao duplicar a frequeˆncia de relo´gio, duplicar-se-ia a performance do
processador. Esta regra dita a tendeˆncia de crescimento exponencial da frequeˆncia de
relo´gio durante va´rios anos: o nu´mero de trans´ıstores que se consegue integrar num
chip duplica a cada dois anos [70]. No entanto, em 2000 este crescimento sofre uma
interrupc¸a˜o abrupta ao atingir a chamada ”barreira de poteˆncia”(power wall) [71]: a
poteˆncia (ou consumo de energia) de um CPU e´ proporcional a` terceira poteˆncia da sua
frequeˆncia de relo´gio [72], e comec¸ava a aproximar-se da poteˆncia equivalente a` de uma
ce´lula de energia nuclear [73]. Sendo imposs´ıvel refrigerar circuitos integrados com este
tipo de poteˆncia, a frequeˆncia de relo´gio acabou por estabilizar em pouco menos de 4
GHz. Pouco tempo depois surgem tambe´m barreiras de memo´ria e de ILP (Instruction
Level Parallelism)[71], e a computac¸a˜o sequencial atinge o seu limiar de performance.
Os fabricantes de CPUs iniciam enta˜o uma estrate´gia de aumentar a performance a
partir da criac¸a˜o de mu´ltiplos nu´cleos e implementac¸a˜o de intruso˜es paralelas.
Esta estagnac¸a˜o da performance dos CPUs acontece praticamente em simultaˆneo com
o crescimento exponencial da performance dos GPUs, consequeˆncia da sua intensiva
computac¸a˜o paralela. As GPUs sa˜o unidades de processamento inicialmente desenvolvi-
das com o objectivo de realizar a renderizac¸a˜o gra´fica de objectos tridimensionais numa
matriz bidimensional (p´ıxeis num ecra˜). Estas unidades teˆm origem nos aceleradores
gra´ficos 2D utilizados nas de´cadas de 80 e 90, que surgem como auxiliares de com-
putac¸a˜o no visionamento e interacc¸a˜o dos recentemente lanc¸ados sistemas operativos
gra´ficos [74]. Como o ca´lculo e actualizac¸a˜o da cor de um determinado p´ıxel e´ com-
pletamente independente dos restantes, a computac¸a˜o paralela e´ uma tarefa bastante
intuitiva nas GPUs.
Esta mudanc¸a de paradigma no que diz respeito ao aperfeic¸oamento da performance
computacional da´-se enta˜o no sentido da incrementac¸a˜o das instruc¸o˜es paralelas em
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mu´ltiplos nu´cleos, em vez do aumento da frequeˆncia de relo´gio. As unidades GPU
encontram-se muito mais adaptadas a estas condic¸o˜es do que as unidades CPU, e teˆm
sido por isso bastante procuradas: actualmente o ”gap” de performances entre as duas
unidades e´ cerca de 7 vezes quando comparados os picos quer da largura de banda quer
de gigaflops (1 gigaflop = 109 floting-point operations).
Esta discrepaˆncia de performances deve-se essencialmente a`s diferenc¸as no design das
arquitecturas de ambas as unidades (figura 4.1). O hardware paralelo esta´ ta˜o presente
na arquitectura CPU, sobretudo devido a`s sucessivas escolhas dos fabricantes em dedica-
rem mais trans´ıstores e espac¸o de chip a hardware de controlo, como por exemplo branch
prediction e out-of-order execution. Por outro lado, a pressa˜o realizada pela indu´stria
de jogos de v´ıdeo em processar gra´ficos com dimenso˜es cada vez maiores, cada vez mais
ra´pido, impulsionaram os fabricantes das unidades GPU a dedicarem mais espac¸o de
chip e mais trans´ıstores ao ca´lculo paralelo intensivo [75].
Figura 4.1: Esquema representativo das principais diferenc¸as entre as arquitecturas
das unidades CPU e GPU. ALU (Arithmetic Logic Unit) representa a unidade de
aritme´tica e lo´gica. Adaptado de [69].
A maioria do software de aˆmbito geral e´ desenvolvido de raiz para ser executado de um
modo sequencial, ou seja, num determinado momento no tempo, o processador apenas
executa uma instruc¸a˜o, e a instruc¸a˜o seguinte so´ e´ executada quando a actual termina
a sua execuc¸a˜o. Esta execuc¸a˜o e´ interpretada pelo programador seguindo os va´rios
passos do co´digo de modo sequencial. Estas aplicac¸o˜es esta˜o limitadas a`s capacidades
de processamento dos CPU’s. Por outro lado, as aplicac¸o˜es que sa˜o programadas de
raiz para correrem em mu´ltiplos nu´cleos, va˜o continuar a tirar partido dos avanc¸os
de hardware. Estes programas correm va´rias tarefas em paralelo que trabalham em
conjunto para atingirem um objectivo comum. Se uma determinada tarefa puder ser
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dividida em va´rias sub-tarefas independentes, que possam ser processadas em paralelo
(ao mesmo tempo), distribu´ıdas pelos va´rios nu´cleos de um processador, o seu tempo de
ca´lculo pode ser reduzido relativamente a` abordagem sequencial [76].
4.2 Programac¸a˜o em GPU
Os GPUs do in´ıcio do se´culo XX foram concebidos basicamente para produzir uma
cor para cada p´ıxel do ecra˜ utilizando unidades aritme´ticas programa´veis conhecidas
como pixel shaders. De modo geral, cada pixel shader usa a sua posic¸a˜o (x,y) no ecra˜,
juntamente com informac¸o˜es adicional, para computar uma cor final e actualiza-la no
ecra˜ em tempo real. A aritme´tica realizada e´ programa´vel, e foram va´rios os investigados
que se comec¸aram a aperceber que poderiam processar nestas unidades dados mais gerais
para ale´m de apenas ”cores”[74].
A possibilidade de programar unidades GPU para a computac¸a˜o de tarefas que na˜o
simplesmente a renderizac¸a˜o gra´fica despertou enta˜o o interesse de va´rios investigadores
por volta do ano 2000. Numa primeira fase, quando os investigadores pioneiros da˜o
os primeiros passos nesta a´rea, a computac¸a˜o em GPU era realizada indirectamente:
as operac¸o˜es tinham que ser mapeadas primeiro para um ambiente gra´fico e depois
manipuladas atrave´s de aplicac¸o˜es (APIs - Application Programming Interface) como
OpenGL [77] ou DirectX [78]. Esta abordagem passou a ser conhecida como GPGPU
(General-Purpose Computing on GPU ). Apesar da metodologia pouco intuitiva e dos
va´rios problemas de compilac¸a˜o, estas aplicac¸o˜es permitiram perceber o elevado poten-
cial da computac¸a˜o GPU na resoluc¸a˜o de problemas de ca´lculo aritme´tico mais geral
[79].
Esta metodologia foi no entanto ficando obsoleta e na˜o conseguia satisfazer as necessi-
dades de problemas mais complexos e com maiores exigeˆncias, uma vez que o co´digo de
baixo n´ıvel era sempre limitado pelas APIs. Este facto tornou a utilizac¸a˜o da GPGPU
muito limitada a programadores com experieˆncia em renderizac¸a˜o gra´fica.
Este panorama na˜o e´ alterado ate´ 2007, com o lanc¸amento da linguagem de programac¸a˜o
da NVIDIA dedicada exclusivamente a` computac¸a˜o na˜o-gra´fica das GPUs: CUDA
(Compute Unified Device Architecture).
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4.3 CUDA
CUDA e´ um modelo de programac¸a˜o que permite a programac¸a˜o das GPU a partir de
um paradigma semelhante a` programac¸a˜o em C. Para ale´m da melhoria da interface
em termos de software, a NVIDIA realizou tambe´m algumas alterac¸o˜es a` arquitectura
das GPUs, adicionando hardware facilitador da programac¸a˜o em paralelo [69]. A pro-
gramac¸a˜o em CUDA na˜o necessita da interface gra´fica das aplicac¸o˜es anteriores, em
vez disso, e´ criada toda uma nova interface de programac¸a˜o em paralelo aplicada a`
computac¸a˜o de aˆmbito-geral.
O modelo de computac¸a˜o CUDA e´ considerado heteroge´neo: utiliza tanto a CPU como
a GPU tirando partido das capacidades de ambos. O objectivo dos programas assim
desenvolvidos e´ sempre paralelizar a maior quantidade de tarefas poss´ıvel, com o objec-
tivo de minimizar o tempo de execuc¸a˜o [80]. A optimizac¸a˜o ma´xima conseguida a partir











onde n representa o nu´mero de processadores que executam a mesma porc¸a˜o do co´digo,
rs e rp representam as porc¸o˜es de co´digo sequencial e paralelo, respectivamente, de
tal modo que rs + rp = 1. Esta lei demonstra que quanto maior a porc¸a˜o de co´digo
paralelizada, maior a taxa de optimizac¸a˜o (speedup).
Neste modelo de programac¸a˜o o sistema consiste num host, que corresponde ao CPU
tradicional e num ou mais devices, que sa˜o co-processadores dedicados ao processamento
paralelo intensivo de dados. Cada CUDA device suporta o modelo de execuc¸a˜o SPMD
(Single-Program Multiple-Data)[81] onde os mu´ltiplos programas que sa˜o executados em
simultaˆneo, processam o mesmo grupo de dados [82].
A sintaxe da linguagem CUDA e´ baseada fundamentalmente no standard ANSI C, es-
tendido com algumas keywords que definem as func¸o˜es paralelas, chamadas de kernels.
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Estes kernels descrevem as tarefas executadas por um determinado thread, e sa˜o tipi-
camente invocados em milhares de threads simultaneamente. Os threads apresentam-se
como a unidade ba´sica de execuc¸a˜o num determinado device e podem ser agrupados em
blocks, que por sua vez podem ser agrupados em grids, dentro dos limites definidos pelo
fabricante, formando assim uma hierarquia abstracta de execuc¸a˜o paralela (figura 4.2).
Os threads pertencentes ao mesmo block partilham memo´ria e podem ainda sincronizar
as suas acc¸o˜es a partir de func¸o˜es integradas (buit-in).
Figura 4.2: Esquema representativo da hierarquia de execuc¸a˜o em CUDA. Adaptado
de [69].
A estrutura representada na figura 4.2 reflecte a integrac¸a˜o da execuc¸a˜o entre o host e
o device: o host invoca o kernel, que e´ executado nos mu´ltiplos threads do device. O
kernel e´ declarado usando a seguinte expressa˜o:
global void kernel name(argument declaration)
Para a invocac¸a˜o do kernel e´ necessa´rio tambe´m a especificac¸a˜o da organizac¸a˜o da hie-
rarquia, nomeadamente o nu´mero de blocks (number blocks) e o nu´mero que threads
por block (number threads):
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kernel name <<<number blocks,number threads>>>(arguments)
As varia´veis number blocks e number threads representam enta˜o a dimensa˜o da
hierarquia de threads para uma determinada execuc¸a˜o. Estas varia´veis podem ser to
tipo int, mas tambe´m podem ser do tipo dim3, um tipo de varia´vel com 3 dimenso˜es,
no caso de se escolher construir uma hierarquia tridimensional. O nu´mero total de
threads e´ enta˜o dado por: number blocks× number threads.
Cada thread que executa o kernel possui uma combinac¸a˜o u´nica do seu ı´ndice dentro do
block e do ı´ndice do block a que pertence dentro da grid. Estes ı´ndices sa˜o acess´ıveis den-
tro do pro´prio kernel a partir das varia´veis built-in threadIdx e blockId, respectiva-
mente. Ambas as varia´veis sa˜o constitu´ıdas por treˆs componentes cada, correspondentes
a`s coordenadas no espac¸o:
• threadIdx - (threadIdx.x,threadIdx.y,threadIdx.z);
• blockId - (blockId.x,blockId.y,blockId.z).
Para ale´m disso existem tambe´m outras varia´veis built-in acess´ıveis dentro do kernel
que representam o nu´mero total de threads num determinado block (blockDim) e o
nu´mero de blocks no grid (gridDim). Tal como as varia´veis anteriores, tambe´m estas
sa˜o constitu´ıdas por treˆs componentes.
O ambiente de programac¸a˜o CUDA possui func¸o˜es espec´ıficas para a alocac¸a˜o
(cudaMalloc) e libertac¸a˜o (cudaFree) de memo´ria e ainda para a transfereˆncia de
dados do host para o device e vice-versa (cudaMemcpy).
O Toolkit CUDA e´ uma ferramenta disponibilizada pela NVIDIA que permite a uti-
lizac¸a˜o de va´rias bibliotecas de func¸o˜es optimizadas para GPU que implementam va´rias
rotinas populares em computac¸a˜o de dados, como por exemplo processamento de ima-
gem e sinal (NPP), transformada de Fourier (cuFFT), gerac¸a˜o de nu´meros aleato´rios
(cuRAND), rotinas matema´ticas (CUDA Math Library), entre outras [83].
Uma das bibliotecas com maior utilidade no ca´lculo da matriz de sistema e´ sem du´vida
a biblioteca Thrust.
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4.3.1 Biblioteca Thrust
Thrust [84] e´ uma biblioteca de func¸o˜es compat´ıveis com CUDA, baseada na biblioteca
de templates em C++ - STL (Standard Template Library) [85]. Rotinas como scan, sort
ou transform sa˜o alguns dos exemplos das funcionalidades desta biblioteca.
De modo a utilizar as capacidades desta biblioteca e´ necessa´rio primeiro entender alguns
conceitos ba´sicos de STL, como containers e iterators. Os containers sa˜o estruturas
dinaˆmicas abstractas compara´veis a vectores, mas que podem armazenar elementos de
va´rios tipos, enquanto que os iterators funcionam como ponteiros para os elementos
dos containers. Em Thrust esta˜o dispon´ıveis dois tipos de containers: host vector
e device vector, cada um deles contendo um par de iterators (begin() e end()),
apontando respectivamente para o inicio e fim de cada container. Considere-se o seguinte
exemplo, onde se cria um container H com 4 elementos inteiros:
thrust::device vector<int> H(4);
O iterator H.begin() aponta para a posic¸a˜o do primeiro elemento de H (H[0]), en-
quanto que H.end() aponta para a posic¸a˜o logo apo´s o u´ltimo elemento de H (H[5]).
Assim, este par de iterators define as posic¸o˜es entre as quais se encontra a informac¸a˜o
relevante, permitindo assim uma forma intuitiva de aceder aos dados dos containers.
Dois conceitos tambe´m muito importantes na contextualizac¸a˜o deste trabalho sa˜o a
criac¸a˜o de tuples e o conceito de zip iterator. A criac¸a˜o de tuples permite a aglo-
merac¸a˜o de mu´ltiplas varia´veis de modo a serem processadas em conjunto, como um
todo. A rotina responsa´vel por isto e´ a thrust::make tuple. O zip iterator
permite a formac¸a˜o de novos iterators consoante as necessidades do utilizador. Fun-
ciona como um ponteiro personalizado, com enorme versatilidade, sendo poss´ıvel criar
iterators de mu´ltiplas varia´veis, que podem tambe´m elas ser de tipos diferentes.
Os algoritmos STL sa˜o enta˜o rotinas que implementam determinadas operac¸o˜es aos
dados analisados. Os exemplos incluem:
• thrust::transform - aplica uma determinada operac¸a˜o a cada elemento de
um conjunto de dados;
• thrust::reduce by key - e´ um exemplo de uma reduc¸a˜o onde uma determi-
nada operac¸a˜o e´ realizada, reduzindo um conjunto de dados recebidos e devolvendo
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um u´nico valor, consoante o operador especificado. Neste caso (”by key”) significa
que essa reduc¸a˜o vai ser selectiva, seguindo a lo´gica do vector keys considerado;
• thrust::copy if e thrust::remove if - sa˜o exemplos de rotinas que imple-
mentam reordenac¸o˜es. Os dados recebidos sa˜o reorganizados adicionando, remo-
vendo ou movendo elementos;
• thrust::sort by key e´ um exemplo de uma rotina utilizada para a ordenac¸a˜o
de um determinado conjunto de dados, consoante a condic¸a˜o pretendida;
Estes algoritmos apresentam implementac¸o˜es quer para o host, quer para o device.
Finalmente, e´ importante tambe´m entender o conceito de operador (operator). Estas
entidades funcionam como indicadores das operac¸o˜es que sa˜o poss´ıveis realizar nos al-
goritmos. Existem alguns operators pre´-definidos que correspondem a`s operac¸o˜es mais
comuns: thrust::greater<T> que corresponde ao operador> e thrust::plus<T>
que corresponde ao operador +. Mas tambe´m existe a opc¸a˜o de criac¸a˜o de operators
personalizados, que permitem realizar uma infinidade de operac¸o˜es a` escolha do utiliza-
dor.
Thrust e´ uma biblioteca de templates, o que permite a declarac¸a˜o de rotinas que acei-
tem varia´veis do tipo gene´rico T. Assim, as mesmas rotinas podem ser utilizadas para




Neste cap´ıtulo sa˜o abordadas as va´rias estrate´gias e procedimentos utilizados ao longo
deste trabalho, desde a sua fase inicial de planeamento, ate´ aos me´todos mais concre-
tos de programac¸a˜o e debugging, passando por uma breve contextualizac¸a˜o do trabalho
realizado anteriormente por outros autores. Na primeira secc¸a˜o, 5.1, sa˜o descritas as
especificac¸o˜es te´cnicas do sistema DBT utilizado na aquisic¸a˜o das projecc¸o˜es. Depois,
na secc¸a˜o 5.2, e´ apresentado, de forma sucinta, a implementac¸a˜o puramente sequencial
(CPU) do processo de reconstruc¸a˜o, anteriormente desenvolvida. Posteriormente, na
secc¸a˜o 5.3, e´ descrita a criac¸a˜o da implementac¸a˜o heteroge´nea (CPU+GPU), tambe´m
desenvolvida anteriormente, que inclu´ı o programa de ca´lculo da matriz de sistema
(MS), escrito em CUDA. Na secc¸a˜o 5.4 sa˜o descritas as alterac¸o˜es efectuadas a esta
implementac¸a˜o do ca´lculo da MS, que permitiram reduzir os artefactos observados nas
imagens reconstru´ıdas.
5.1 Sistema DBT
Os dados utilizados neste trabalho foram disponibilizados pelo departamento de Imagi-
ologia do Hospital da Luz, obtidos num dispositivo Siemens MAMMOMAT Inspiration,
na sua versa˜o com dupla modalidade: tem a capacidade de realizar tanto exames de
tomoss´ıntese como de mamografia digital. As principais caracter´ısticas do equipamento
sa˜o ideˆnticas a` sua versa˜o 2D anterior (que apenas permite a realizac¸a˜o de mamografia
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digital), incluindo a fonte de raio-X, o brac¸o mecaˆnico, o detector e electro´nica associada
[86].
A geometria do equipamento e o processo de aquisic¸a˜o encontram-se esquematizados
na figura 5.1. A fonte de raio-X descreve um movimento cont´ınuo de arco em volta da
mama, com uma amplitude de 50o (de -25o ate´ +25o). As 25 projecc¸o˜es sa˜o adquiridas
com um intervalo de 2o, sem interrupc¸a˜o do movimento da fonte. O centro de rotac¸a˜o
localiza-se a 4,7 cm da superf´ıcie do detector e a mama e´ comprimida entre este e a placa
de compressa˜o ate´ aos 6 cm. O raio de rotac¸a˜o da fonte, ou seja, a distaˆncia da fonte
de raio-X ao centro de rotac¸a˜o e´ constante e mede 62,5 cm. O detector e´ constitu´ıdo
por um painel de sele´nio amorfo com uma matriz de 2 816 × 3 584 elementos com
85 µm × 85 µm cada, que perfazem uma a´rea total de aproximadamente 24 cm × 30 cm.
O processo de aquisic¸a˜o tem a durac¸a˜o de 20 segundos [86].
Figura 5.1: Representac¸a˜o esquema´tica da geometria do dispositivo e especificac¸o˜es
te´cnicas do processo de aquisic¸a˜o. Adaptado de [87].
Em contexto cl´ınico, as projecc¸o˜es sa˜o depois utilizadas para reconstruir o volume tri-
dimensional utilizando o algoritmo anal´ıtico FBP. Este processo e´ realizado na estac¸a˜o
de trabalho (workstation) acoplada ao equipamento, demora cerca de 60s e cria ima-
gens paralelas com 1 mm de espessura, num ficheiro final com 2,1 GB de dimensa˜o em
memo´ria [86].
No contexto da realizac¸a˜o deste trabalho, foram utilizadas projecc¸o˜es de um exame re-
alizado a uma mulher sauda´vel, devidamente anonimizadas. Uma vez que durante a
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aquisic¸a˜o desse exame foi utilizada uma compressa˜o de 6 cm, e cada imagem recons-
tru´ıda tem 1 mm de espessura, foi reconstru´ıdo um total de 60 imagens. Este valor
corresponde enta˜o ao nu´mero de cortes reconstru´ıdos na direcc¸a˜o perpendicular ao de-
tector (NSlices). Assim, as 3 dimenso˜es da FOV sa˜o: as duas dimenso˜es do detector,
Detectorx×Detectory; e a dimensa˜o ”z”, que corresponde ao nu´mero de cortes (NSlices):
Detectorx ×Detectory ×NSlices = 2 816× 3 584× 60 = 605 552 640 (5.1)
A FOV (volume irradiado pela fonte de raio-X que contribu´ı para a formac¸a˜o da imagem)
e´ enta˜o formada por cerca de 600 milho˜es de elementos individuais (vo´xeis), cada um
dos quais com as seguintes dimenso˜es: 85 µm × 85 µm × 1 mm.
5.2 Implementac¸a˜o Sequencial
A implementac¸a˜o puramente sequencial do processo de reconstruc¸a˜o foi realizado em IDL
(Interactive Data Language), uma linguagem de programac¸a˜o interpretada orientada a
vectores. E´ muito utilizada como ferramenta de processamento de grandes quantidades
de dados, uma vez que permite a generalizac¸a˜o de operac¸o˜es, que normalmente sa˜o
aplicadas a escalares, a vectores ou matrizes de dados. Esta linguagem e´ muito popular
na a´rea da imagem me´dica uma vez que, para alem de apresentar relativa facilidade
em processar grandes quantidades de dados, apresenta uma sintaxe acess´ıvel mesmo a
utilizadores pouco experientes em cieˆncias da computac¸a˜o [88].
Este tipo de linguagem apresenta no entanto algumas limitac¸o˜es:
• na˜o permite ao programador conhecer os detalhes das estruturas internas que esta˜o
a ser executadas no computador, podendo este facto ser um obsta´culo no que diz
respeito a` optimizac¸a˜o temporal dos processos de computac¸a˜o;
• o programa na˜o e´ compilado. Ao simplificar alguns dos aspectos mais problema´ticos
das linguagens de baixo n´ıvel (e.g. alocac¸a˜o de memo´ria), perde velocidade de
computac¸a˜o - as linguagens compiladas (como o Fortran, C ou CUDA) teˆm va´rias
vantagens sobre as linguagens interpretadas, uma vez que o compilador traduz os
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comandos para a linguagem nativa da ma´quina e consegue muitas vezes optimizar
a ordem de execuc¸a˜o e tornar o programa mais ra´pido.
Esta implementac¸a˜o foi desenvolvida no grupo de trabalho do IBEB e executa a recons-
truc¸a˜o das imagens DBT a partir das projecc¸o˜es fornecidas.
O programa utiliza um algoritmo de reconstruc¸a˜o iterativo (ART, ML-EM ou OS-EM)
e conte´m a informac¸a˜o das especificac¸o˜es te´cnicas do equipamento e da geometria da
aquisic¸a˜o referidas na secc¸a˜o anterior. O co´digo encontra-se escrito segundo o paradigma
de programac¸a˜o orientada a objectos e apresenta uma divisa˜o em va´rios procedimentos
(procedures) e func¸o˜es (functions), que funcionam como rotinas com permisso˜es e ta-
refas distintas. O in´ıcio do programa encarrega-se da criac¸a˜o de um objecto abstracto
que simboliza todo o processo de reconstruc¸a˜o e cujos membros representam os va´rios
componentes desse mesmo processo (e.g. o volume estimado, as projecc¸o˜es originais, as
projecc¸o˜es estimadas, os aˆngulos correspondentes a`s va´rias posic¸o˜es da fonte de raio-
-X, o raio de rotac¸a˜o, etc). E´ poss´ıvel ao utilizador, aquando da criac¸a˜o deste objecto,
inicializar alguns destes membros, que sa˜o passadas ao programa como paraˆmetros, de
entre as quais: qual o algoritmo que pretende utilizar (ART, ML-EM ou OS-EM); qual
o factor de escala, se for o caso, que prefere (16, 8, 4, 2, 1[pre´-definido]); se pretende ou
na˜o aplicar filtro de po´s-processamento.
Depois da criac¸a˜o do objecto segue-se a execuc¸a˜o das va´rias rotinas que realizam o
processo de reconstruc¸a˜o. Independentemente de todas as variantes que o processo
possa assumir, a sequencia de acc¸o˜es segue, de modo geral, o esquema de um algoritmo
iterativo (figura 3.6). A figura 5.2 corresponde a` adaptac¸a˜o desse esquema a` execuc¸a˜o
em IDL:
1. Inicializac¸a˜o da estimativa do volume 3D - e´ constru´ıda uma matriz tridimensional
com as dimenso˜es da FOV e preenchida com zeros;
2. A cada iterac¸a˜o:
(a) Realizac¸a˜o das projecc¸o˜es do volume estimado (byLORReprojection) - para
a criac¸a˜o de cada uma das projecc¸o˜es e´ necessa´rio o ca´lculo da matriz de
sistema (MS) correspondente (MakeLorCalculation);
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(b) Comparac¸a˜o das projecc¸o˜es do volume estimado com as projecc¸o˜es originais
- aqui sa˜o obtidas as projecc¸o˜es de erros (imagens que conteˆm as diferenc¸as
ponto-a-ponto entre os dois conjuntos de projecc¸o˜es);
(c) Realizac¸a˜o da retroprojecc¸a˜o das projecc¸o˜es de erros - aqui e´ constru´ıdo o
mapa de erros (volume 3D que conte´m as diferenc¸as entre a estimativa e os
valores reais);
(d) Actualizac¸a˜o da estimativa da iterac¸a˜o anterior com os dados do mapa de
erros (Update);
3. No final de todas as iterac¸o˜es, a estimativa do volume 3D ira´ conter o resultado
da reconstruc¸a˜o das imagens contidas nas projecc¸o˜es originais.
Figura 5.2: Diagrama esquema´tico das va´rias fases do processo de reconstruc¸a˜o de um
algoritmo iterativo. Os va´rios nu´meros [1-3] e letras [(a)-(d)] apresentados encontram-se
associados aos itens da lista anterior.
Esta sequeˆncia aplica-se a qualquer um dos treˆs algoritmos (ART, ML-EM e OS-EM)
que o utilizador possa escolher, logo existem procedimentos que sa˜o comuns a todos eles,
como por exemplo byLORReprojection, DownScale ou MakeLorCalculation. No entanto,
procedimentos como o Update sa˜o espec´ıficos para cada um deles: byLORARTUpdate,
byLORMLEMUpdate e byLOROSEMUpdate.
Para a obtenc¸a˜o de cada uma das projecc¸o˜es em (a) e´ necessa´rio o ca´lculo de uma nova
MS. Isto acontece pois a cada projecc¸a˜o corresponde uma diferente posic¸a˜o da fonte de
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raio-X e, consequentemente, uma diferente disposic¸a˜o dos feixes que atravessam a FOV
e suas interacc¸o˜es com a mate´ria.
Ainda assim, considerando apenas uma determinada projecc¸a˜o, o ca´lculo da MS na˜o
e´ executado todo de uma vez, mas sim ”LOR a LOR”(byLOR), ou seja, para uma
determinada LOR:
• sa˜o calculadas as coordenadas das intersecc¸o˜es com a FOV e as distaˆncias corres-
pondentes;
• as distaˆncias sa˜o normalizadas e atribu´ıdas aos vo´xeis correspondentes;
• e´ realizada a projecc¸a˜o da LOR na projecc¸a˜o em questa˜o, tendo em conta a con-
tribuic¸a˜o de cada vo´xel atravessado;
• as coordenadas e as distaˆncias sa˜o apagadas.
Este processo e´ repetido para cada LOR daquela projecc¸a˜o. O ca´lculo da MS e´ realizado
deste modo ”parcial” devido a restric¸o˜es de memo´ria.
A memo´ria necessa´ria para guardar todos os elementos da MS de uma projecc¸a˜o apenas
e´ igual ao nu´mero de estimativas dos coeficientes de atenuac¸a˜o, que e´ igual ao nu´mero
de elementos da FOV, (605 552 640) a multiplicar pelo espac¸o que um valor float ocupa
em memo´ria (4 byte). Este valor (2 422 210 560) corresponde a cerca de 2.26 GB.
Considerando as 25 projecc¸o˜es, o ca´lculo das matrizes de sistema iria ocupar mais de 56
GB de memo´ria.
Nesta implementac¸a˜o, o ca´lculo da MS e´ assim executado para cada uma das LORs de
cada vez, de um modo sequencial: o ca´lculo para a LOR seguinte so´ e´ iniciado quando o
ca´lculo da LOR actual terminar. Estes va´rios ca´lculos sa˜o completamente independentes
e podem ser paralelizados. Esta situac¸a˜o apresenta enorme potencial de optimizac¸a˜o,
para ale´m de que o ca´lculo da MS representa a grande maioria do esforc¸o computacional
exigido durante todo o processo de reconstruc¸a˜o. Tendo em conta todo este panorama,
optou-se por implementar uma alternativa mais adequada: o ca´lculo da MS em GPU.
Para ale´m do mais, a linguagem IDL na˜o se apresenta como uma soluc¸a˜o muito via´vel
no que diz respeito a` implementac¸a˜o da reconstruc¸a˜o de imagens DBT, uma vez que na˜o
permite a optimizac¸a˜o que apenas as linguagens de mais baixo n´ıvel permitem.
Cap´ıtulo 5. Metodologia 53
5.3 Implementac¸a˜o Heteroge´nea
A implementac¸a˜o heteroge´nea (CPU+GPU) realiza o processo de reconstruc¸a˜o das ima-
gens DBT aproveitando os melhores atributos de ambas as arquitecturas. As tarefas
sa˜o executadas na unidade que se apresenta mais adequada, sendo que as computaci-
onalmente mais exigentes, como e´ o caso do ca´lculo da matriz de sistema (MS), sa˜o
executadas na GPU. Esta integrac¸a˜o foi desenvolvida por Ferreira [1] utilizando a lin-
guagem de programac¸a˜o CUDA. A figura 5.3 representa esquematicamente o princ´ıpio
desta integrac¸a˜o.
O programa IDL invoca o programa CUDA quando necessita da MS. Sempre que este
ponto e´ atingido, o programa IDL suspende a sua execuc¸a˜o e o programa CUDA e´
executado no CPU tambe´m de forma sequencial, gerindo os recursos da GPU sempre
que necessita realizar computac¸a˜o paralela. No final da execuc¸a˜o do programa CUDA,
a MS e´ devolvida ao programa IDL.
Figura 5.3: Representac¸a˜o da integrac¸a˜o na implementac¸a˜o heteroge´nea. Adaptado
de [1]
O programa foi escrito na linguagem de programac¸a˜o CUDA, recorrendo a` utilizac¸a˜o de
va´rias func¸o˜es e rotinas da biblioteca Thrust, entre as quais thrust::sort by key,
thrust::make tuple e thrust::remove copy if.
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O programa CUDA, com os respectivos nomes utilizados nos cabec¸alhos das func¸o˜es,
apresenta a seguinte estrutura:
1. Ca´lculo das intersecc¸o˜es;
• Intersecc¸o˜es com o eixo xx ( global sysmatx);
• Intersecc¸o˜es com o eixo yy ( global sysmaty);
• Intersecc¸o˜es com o eixo zz ( global sysmatz);
2. Remoc¸a˜o das intersecc¸o˜es que ocorrem fora da FOV (compact);
3. Reagrupamento das intersecc¸o˜es (group);
4. Ordenac¸a˜o das intersecc¸o˜es (sort x bin);
5. (A) ca´lculo das distaˆncias e (B) atribuic¸a˜o das distaˆncias aos vo´xeis da FOV
( global distances);
6. Normalizac¸a˜o das distaˆncias (normalizacaosysmat);
O ca´lculo das intersecc¸o˜es (passo 1) e´ realizado de forma equivalente para os treˆs eixos,
recorrendo a`s equac¸o˜es 3.14. As especificac¸o˜es geome´tricas do sistema no que diz respeito
a` posic¸a˜o do bin do detector sa˜o as seguintes:
Ax = (nx + 0.5)× xbinsize
Ay = (ny + 0.5)× ybinsize
Az = −17mm
, (5.2)
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onde xbinsize = ybinsize = 85 µm e nx, ny ∈ N tal que 0 6 nx < Detectorx e 0 6 ny <








× 0, 085mm = 119, 68mm
By = d1 × sin θ + Detectory
2
× ybinsize
= 625mm× sin θ + 3584
2
× 0, 085mm =
= 625mm× sin θ + 152, 32mm
Bz = d1 × cos θ + d2
= 625mm× cos θ + 30mm
(5.3)
onde d1 representa a distaˆncia entre a fonte e o eixo de rotac¸a˜o, d2 a distaˆncia entre a
plataforma de suporte e o eixo de rotac¸a˜o (figura 5.1). Bx e´ sempre constante ao longo
de todo o movimento da fonte em torno da mama. Isto significa que a MS e´ sime´trica
relativamente ao eixo dos xx, bastando apenas realizar o ca´lculo de uma das metades.
As intersecc¸o˜es sa˜o calculadas de modo paralelo na GPU ( global ): cada thread e´
responsa´vel pelo ca´lculo das intersecc¸o˜es de uma determinada LOR (bin). Cada inter-
secc¸a˜o necessita de quatro valores de modo a ser identificada: treˆs valores float corres-
pondentes a`s coordenadas (x, y e z) que definem a sua posic¸a˜o no espac¸o; e um valor
int, que identifica o bin do detector correspondente a` LOR a que a intersecc¸a˜o pertence.
A` medida que as intersecc¸o˜es sa˜o calculadas, quatro arrays va˜o sendo preenchidos - um
para cada uma das coordenadas das intersecc¸o˜es (x, y e z) e um quarto para a identi-
ficac¸a˜o do bin correspondente. No final do ca´lculo de todas as intersecc¸o˜es sa˜o criados
os seguintes arrays:
• eixo xx - intersectionsXx, intersectionsXy, intersectionsXz, binX;
• eixo yy - intersectionsYx, intersectionsYy, intersectionsYz, binY;
• eixo zz - intersectionsZx, intersectionsZy, intersectionsZz, binZ;
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0 <Y < Detectory
0 <Z < Nslices
, (5.4)
onde X, Y e Z representam as coordenadas das intersecc¸o˜es. Basta que uma coordenada
na˜o satisfac¸a estas condic¸o˜es para que a intersecc¸a˜o seja removida. Esta remoc¸a˜o e´ rea-
lizada recorrendo ao template thrust::remove copy if, que remove as intersecc¸o˜es
dos arrays se estas na˜o satisfizerem as condic¸o˜es definidas em 5.4.
Seguidamente (passo 3) as intersecc¸o˜es sa˜o reagrupadas. Esta reorganizac¸a˜o consiste na
colocac¸a˜o de todas as intersecc¸o˜es (referentes aos treˆs eixos) em quatro novos arrays:
treˆs correspondentes a`s coordenadas X, Y e Z e um correspondente ao bin. A func¸a˜o
responsa´vel por esta co´pia e´ a thrust::copy.
O passo seguinte (4) consiste na ordenac¸a˜o das intersecc¸o˜es. E´ necessa´rio garantir que
as intersecc¸o˜es se encontrem por ordem, para que o ca´lculo das distaˆncias possa ser
executado correctamente (entre intersecc¸o˜es consecutivas). A reordenando das inter-
secc¸o˜es e´ realizada primeiro por ordem crescente da coordenada X e depois por ordem
crescente de bin. Isto e´ conseguido a partir da formac¸a˜o de um zip iterator [X,Y,Z,bin]
que ira´ permitir manter as coordenadas e o bin de cada intersecc¸a˜o juntos durante as
ordenac¸o˜es, evitando perda da informac¸a˜o. As rotinas responsa´veis pela criac¸a˜o dos
zip iterators e pela ordenac¸a˜o propriamente dita sa˜o o thrust::zip iterator e o
thrust::sort by key, respectivamente.
Depois (passo 5(A)) sa˜o calculadas as distaˆncias entre cada duas intersecc¸o˜es consecu-
tivas. Aqui e´ novamente recrutada a GPU ( global ): cada thread e´ responsa´vel por
calcular a distaˆncia entre a intersecc¸a˜o a que corresponde e a seguinte: o thread (n) e´
responsa´vel por calcular a distaˆncia entre a intersecc¸a˜o (n) e (n+1). Logo de seguida
(passo 5(B)), ainda na GPU, dentro do mesmo kernel, cada distaˆncia e´ atribu´ıda ao
vo´xel da FOV correspondente. Esta atribuic¸a˜o e´ realizada de acordo com a descric¸a˜o da
secc¸a˜o 3.2.4.
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Por fim, no passo 6, e´ realizada a normalizac¸a˜o das distaˆncias. Esta normalizac¸a˜o e´
feita relativamente a` distaˆncia total do trajecto que o feixe considerado (correspondente
ao bin) descreve ao atravessar a FOV. Basicamente e´ realizada uma divisa˜o de cada
distaˆncia pela soma de todas as distaˆncias do bin correspondente. Esta operac¸a˜o e´
de elevada complexidade, uma vez que as distancias de todos os bins se encontram
guardadas na mesma varia´vel, no entanto cada uma destas distaˆncias deve apenas
ser normalizada relativamente ao bin a que pertence. Esta complexa tarefa e´ reali-
zada recorrendo a`s rotinas thrust::inclusive scan, thrust::reduce by key e
thrust::transform.
De todas estas func¸o˜es, apenas os que apresentam a declarac¸a˜o ( global ) sa˜o exe-
cutadas na GPU, como kernels. As restantes sa˜o executadas na CPU como func¸o˜es
normais.
Devido a` limitac¸a˜o de memo´ria na GPU, o ca´lculo da MS na˜o foi executado para todos
os bins do detector de uma so´ vez, mas sim para um determinado bloco de bins: o
detector (2 816× 3 584 bins) foi dividido em va´rios blocos de 88× 56 bins (figura 5.4).
Figura 5.4: Representac¸a˜o da divisa˜o do detector em blocos de bins.
O programa CUDA esta´ assim concebido para receber do programa IDL um bloco de
bins, e devolver a MS para esses bins, dada uma determinada posic¸a˜o da fonte. Esta in-
formac¸a˜o e´ trocada na forma de oito varia´veis: x (int), y(int), angle(float), radius(float),
matX (int), matY (int), matZ (int), matdist(float). As quatro primeiras sa˜o passadas do
IDL para o CUDA: x e y sa˜o ı´ndices que representam as coordenadas do bloco de bins
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que se pretende processar, relativamente a` sua posic¸a˜o no detector; angle e radius da˜o
informac¸a˜o sobre a posic¸a˜o da fonte de raio-X. As quatro u´ltimas sa˜o preenchidas du-
rante a execuc¸a˜o do programa CUDA e sa˜o passadas para o IDL. Conteˆm a informac¸a˜o
da MS: matX, matY e matZ correspondem a`s coordenadas dos vo´xeis e matdist a`s
distaˆncias normalizadas.
Esta informac¸a˜o e´ enviada ”em bruto”, ou seja, as coordenadas dos vo´xeis e as distaˆncias
de todos os bins do bloco analisado sa˜o todas agrupadas nas mesmas varia´veis (matX,
matY, matZ e matdist). O IDL consegue processar a informac¸a˜o e associar as coorde-
nadas e distaˆncias aos bins correspondentes uma vez que estas se encontram ordenadas
por ordem crescente de bin, e dentro de cada bin por ordem crescente de coordenada
Z. Assim, a mudanc¸a de bin ocorre quando dois elementos consecutivos da varia´vel da
coordenada Z (matZ ) decrescem.
Nesta implementac¸a˜o, a integrac¸a˜o entre o programa em CUDA e IDL foi feita a partir
do procedimento LINKIMAGE do IDL. Esta ferramenta permite ao IDL interagir com
programas externos escritos noutra linguagem, e executar estes programas externos como
se fossem rotinas incorporadas (built in). Na integrac¸a˜o entre CUDA e IDL, os principais
aspectos a reter sobre do LINKIMAGE sa˜o os seguintes:
• Permite a passagem de varia´veis do programa CUDA para IDL e vice-versa.
A varia´vel no IDL corresponde a uma estrutura em CUDA (ou C) chamada
IDL VARIABLE;
• O acesso a` informac¸a˜o contida numa varia´vel IDL, cujo conteu´do depende da forma
como essa varia´vel foi criada, deve ser feito, em CUDA, atrave´s de um apontador
chamado IDL VPTR;
• O programador deve ter em considerac¸a˜o que o tipo da varia´vel pode ser alterado
aquando da sua transfereˆncia de CUDA para IDL (e.g. um int em IDL e´ um short
int em CUDA);
• O programa compilado em CUDA necessita ser executado pelo LINKIMAGE antes
da execuc¸a˜o de qualquer rotina na sessa˜o actual de IDL que dele dependa. Quando
essa sessa˜o e´ fechada, o LINKIMAGE tem que ser novamente executado.
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Uma das caracter´ısticas mais importantes desta abordagem e´ a integrac¸a˜o gradual do
processamento paralelo num programa sequencial ja´ implementado. Na˜o so´ permite a
construc¸a˜o de blocos de co´digo individuais e a sua integrac¸a˜o no algoritmo sequencial
a` medida que se va˜o tornando dispon´ıveis, mas tambe´m a comparac¸a˜o dos resultados
entre as duas implementac¸o˜es, quer ao n´ıvel da qualidade das imagens, quer ao n´ıvel do
tempo de reconstruc¸a˜o.
5.4 Correcc¸a˜o da Implementac¸a˜o Heteroge´nea
A implementac¸a˜o heteroge´nea apresentada na secc¸a˜o anterior produz imagens ligeira-
mente diferentes das que sa˜o obtidas pela implementac¸a˜o puramente sequencial. Estas
diferenc¸as manifestam-se quando sa˜o comparadas duas imagens (uma reconstru´ıda pela
implementac¸a˜o heteroge´nea e outra pela implementac¸a˜o puramente sequencial) corres-
pondentes ao mesmo corte do volume reconstru´ıdo.
A imagem apresentada na figura 5.5 corresponde a` subtracc¸a˜o ponto-a-ponto entre dois
cortes (z=27) obtidos na implementac¸a˜o heteroge´nea e puramente sequencial. Na ima-
gem (a) foi utilizado o algoritmo SART, e na imagem (b), o algoritmo ML-EM.
Figura 5.5: Diferenc¸a entre as imagens reconstru´ıdas pela implementac¸a˜o heteroge´nea
e puramente sequencial, correspondentes ao corte 27 (z=27), reconstru´ıdas com o algo-
ritmo SART (a) e ML-EM (b) [1].
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Estes resultados na˜o so´ sugerem a presenc¸a de uma irregularidade na implementac¸a˜o
do ca´lculo da matriz de sistema (MS) em GPU, mas tambe´m uma poss´ıvel propagac¸a˜o
desse erro.
Numa primeira fase pensou-se que talvez as diferenc¸as nas imagens reconstru´ıdas se
devessem simplesmente ao facto de estarem a ser implementadas na GPU. De modo a
descartar esta possibilidade foi desenvolvido um co´digo em C++ que implementou pre-
cisamente as mesmas func¸o˜es que o co´digo CUDA, mas que foi executado no CPU. As
imagens reconstru´ıdas com esta implementac¸a˜o na˜o so´ mantiveram as alterac¸o˜es obser-
vadas na implementac¸a˜o CUDA como tambe´m a intensidade dessas alterac¸o˜es aumentou.
Conclui-se assim que o problema na˜o residia no facto de o ca´lculo ser executado na GPU.
De modo a simplificar a apresentac¸a˜o dos resultados, nas pro´ximas secc¸o˜es va˜o ser
utilizadas as seguintes expresso˜es:
• CUDA I - refere-se a` implementac¸a˜o heteroge´nea original, desenvolvida por Fer-
reira;
• CUDA II - refere-se a` implementac¸a˜o heteroge´nea corrigida, desenvolvida durante
esta dissertac¸a˜o.
A partir da ana´lise dos co´digos IDL e CUDA I, recorrendo a te´cnicas de debug, fo-
ram identificadas algumas diferenc¸as nas matrizes de sistema calculadas por ambas as
implementac¸o˜es:
• Discordaˆncia no nu´mero de interacc¸o˜es de alguns bins espec´ıficos;
• As coordenadas de algumas intersecc¸o˜es na˜o coincidiam.
Foram realizadas 4 alterac¸o˜es principais ao co´digo CUDA I:
1. na func¸a˜o que calcula as intersecc¸o˜es com o eixo dos yy (sysmaty), foi alterada a
condic¸a˜o do ciclo for que percorre as va´rias coordenadas Y mu´ltiplas do ybinsize.
A condic¸a˜o <= foi alterada para < (linha 115);
2. na func¸a˜o que reordena as intersecc¸o˜es (sort x bin), foi alterado o bloco de
instruc¸o˜es que realizava a reordenac¸a˜o por ordem crescente da coordenada X para
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passar a realizar por ordem crescente da coordenada Z. A reordenac¸a˜o por bin
na˜o foi alterada (linha 353);
3. na func¸a˜o que calcula as distaˆncias ( global distances), quando e´ realizada
a atribuic¸a˜o das distaˆncias aos vo´xeis, foi reduzido o limiar a partir do qual se
considera que uma coordenada Z e´ mu´ltipla do binzise. O valor anterior era
0.0001 e foi alterado para 0.00001 (linha 428);
As alterac¸o˜es realizadas sa˜o de seguida apresentadas em excertos de co´digo CUDA,
apresentando primeiro o co´digo antes da alterac¸a˜o e em segundo o co´digo depois da
alterac¸a˜o. A alterac¸a˜o 4 e´ a excepc¸a˜o uma vez que na˜o e´ uma alterac¸a˜o propriamente
dita mas sim uma inclusa˜o.
Listing 5.1: Alterac¸a˜o 1 - Antes
1 f o r ( y in t=y int ; yint<=f l o o r f ( y focus /( f l o a t )SCALE) && yint<=detectorYDim ;
y in t++)
Listing 5.2: Alterac¸a˜o 1 - Depois
2 f o r ( y in t=y int ; yint< f l o o r f ( y focus /( f l o a t )SCALE) && yint<detectorYDim ; y in t
++)
Listing 5.3: Alterac¸a˜o 2 - Antes
//SORT BY X
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4 typede f th rus t : : d ev i c e ve c to r<f l o a t > : : i t e r a t o r I t e r a t o r ;
typede f th rus t : : d ev i c e ve c to r<int > : : i t e r a t o r I t e r a t o r I n t ;
6 typede f th rus t : : tuple<I t e r a t o r , I t e r a t o r , I t e r a t o r I n t> I t e ra to rTup l e ;
typede f th rus t : : z i p i t e r a t o r <I t e ratorTuple> Z i p I t e r a t o r ;
8
Z i p I t e r a t o r begin ( th rus t : : make tuple ( y . begin ( ) , z . begin ( ) , binx . begin ( ) )
) ;
10 Z i p I t e r a t o r end ( th rus t : : make tuple ( y . end ( ) , z . end ( ) , binx . end ( ) ) ) ;
12 th rus t : : s o r t by key ( x . begin ( ) , x . end ( ) , begin ) ;
Listing 5.4: Alterac¸a˜o 2 - Depois
//SORT BY Z
14 typede f th rus t : : d ev i c e ve c to r<f l o a t > : : i t e r a t o r I t e r a t o r ;
typede f th rus t : : d ev i c e ve c to r<int > : : i t e r a t o r I t e r a t o r I n t ;
16 typede f th rus t : : tuple<I t e r a t o r , I t e r a t o r , I t e r a t o r I n t> I t e ra to rTup l e ;
typede f th rus t : : z i p i t e r a t o r <I t e ratorTuple> Z i p I t e r a t o r ;
18
Z i p I t e r a t o r begin ( th rus t : : make tuple ( x . begin ( ) , y . begin ( ) , binx . begin ( ) )
) ;
20 Z i p I t e r a t o r end ( th rus t : : make tuple ( x . end ( ) , y . end ( ) , binx . end ( ) ) ) ;
22 th rus t : : s o r t by key ( z . begin ( ) , z . end ( ) , begin ) ;
Listing 5.5: Alterac¸a˜o 3 - Antes
i f ( abs ( indez1−round ( indez1 ) ) < 0 .0001)
Listing 5.6: Alterac¸a˜o 3 - Depois
24 i f ( abs ( indez1−round ( indez1 ) ) < 0 .00001)
Listing 5.7: Alterac¸a˜o 4 - Depois
template <typename T>
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26 s t r u c t remove repeated
{
28 h o s t d e v i c e bool operator ( ) ( const th rus t : : tuple<T, unsigned long
int , int>& t )
{
30 re turn ( th rus t : : get<0>(t ) < 0 .0001) ; // re turn 1 i f d i s t anc e i s < 0 .0001
}
32 } ;
34 i n t d e l z e r o s ( f l o a t ∗ intxc , unsigned long i n t ∗ intyc , i n t ∗bin , i n t dim ) {
36 ( . . . ) // CODE MISSING HERE
38 //−− TEST −− to remove the repeated i n t e r s e c t i o n s ( d i s t a n c e s smaler than
0 .0001)
40 th rus t : : d ev i c e ve c to r<f l o a t> x out 2 ( dim ) ;
th rus t : : d ev i c e ve c to r<unsigned long int> y out 2 ( dim ) ;
42 th rus t : : d ev i c e ve c to r<int> b in out 2 ( dim ) ;
44 Z i p I t e r a t o r output beg in 2 ( th rus t : : make tuple ( x out 2 . begin ( ) ,
y out 2 . begin ( ) ,
46 b in out 2 . begin ( )
)
48 ) ;
Z i p I t e r a t o r output end 2 ( th rus t : : r emove copy i f ( output begin ,
50 output end ,
output beg in 2 ,
52 remove repeated<f l o a t >() ) ) ;
54 s i z e t ArraySizet = output end 2 − output beg in 2 ;
56 th rus t : : copy ( x out 2 . begin ( ) , x out 2 . begin ( ) +( i n t ) ArraySizet , dev ptrx ) ;
th rus t : : copy ( y out 2 . begin ( ) , y out 2 . begin ( ) +( i n t ) ArraySizet , dev ptry ) ;






O presente cap´ıtulo pretende apresentar os resultados obtidos com a realizac¸a˜o deste
trabalho realizando uma ana´lise cr´ıtica atrave´s da exposic¸a˜o de alguns comenta´rios.
Encontra-se dividido em duas secc¸o˜es: a primeira (6.1) apresenta as imagens recons-
tru´ıdas e realiza uma avaliac¸a˜o da reduc¸a˜o dos artefactos; a segunda secc¸a˜o (6.2) apre-
senta os resultados relativos a` optimizac¸a˜o temporal do processo de reconstruc¸a˜o, e
comenta a contribuic¸a˜o das alterac¸o˜es efectuadas.
6.1 Avaliac¸a˜o das Imagens Reconstru´ıdas
A avaliac¸a˜o das correcc¸o˜es foi realizada a partir da comparac¸a˜o entre as imagens re-
constru´ıdas com a implementac¸a˜o sequencial (IDL) e cada uma das implementac¸o˜es
heteroge´neas (CUDA I e CUDA II).
As imagens comparadas correspondem a` vista superior (plano xy) no corte z=27 dos
volumes reconstru´ıdos com o algoritmo SART. A figura 6.1 apresenta os resultados
desta comparac¸a˜o.
As duas imagens da esquerda (a e d) sa˜o iguais e representam a reconstruc¸a˜o em IDL. As
duas imagens da coluna central correspondem a`s reconstruc¸o˜es heteroge´neas: a imagem
superior (b) corresponde a` reconstruc¸a˜o CUDA I e a imagem inferior (e) a` reconstruc¸a˜o
CUDA II. A diferenc¸a entre as imagens CUDA I e IDL encontra-se representada na
imagem superior a` direita (c) e a diferenc¸a entre as imagens CUDA II e IDL na imagem
inferior a` direita (f).
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Figura 6.1: Comparac¸a˜o entre as imagens reconstru´ıdas pela implementac¸a˜o sequen-
cial (IDL) e cada uma das implementac¸o˜es heteroge´neas: CUDA I (em cima) e CUDA II
(em baixo).
Como se pode observar nas imagens das diferenc¸as, nenhuma das imagens obtidas com as
implementac¸o˜es heteroge´neas (CUDA I e CUDA II) e´ igual a` imagem IDL. No entanto
observa-se uma ligeira melhoria de CUDA I para CUDA II. Este resultado e´ sugestivo
do sucesso das correcc¸o˜es realizadas.
Os resultados apresentados nestas imagens sa˜o apenas referentes a um corte (z=27) e
a um algoritmo (SART) mas sa˜o demonstrativos do que acontece em todo o volume
reconstru´ıdo, para todos os algoritmos.
6.2 Avaliac¸a˜o do Tempo de Reconstruc¸a˜o
O ca´lculo da matriz de sistema (MS) foi tambe´m integrado noutros blocos do algoritmo
com o objectivo de diminuir o tempo total de reconstruc¸a˜o. Os dados apresentados na
tabela 6.1 mostram os resultados obtidos.
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Tabela 6.1: Resultados da optimizac¸a˜o temporal alcanc¸ada nos algoritmos ART e
ML-EM, com factores de escala (FE) 16, 8 e 4. Os valores das colunas IDL e CUDA
encontram-se expressos em segundos.
FE
ART ML-EM
IDL CUDA speedup IDL CUDA speedup
16 86,66 18,41 4,71 88,61 18,12 4,89
8 416,24 85,82 4,85 423,51 85,04 4,98
4 2392,43 483,32 4,95 2414,84 484,02 5,00
Estes valores foram registados para os algoritmos SART e ML-EM, com treˆs factores
de escala (FE) diferentes: 16, 8 e 4. Os tempos apresentados nas colunas IDL e CUDA
encontram-se expressos em segundos e representam a me´dia aritme´tica de treˆs medic¸o˜es
cada. Os valores de speedup sa˜o adimensionais e correspondem ao ra´cio IDL/CUDA.





O cancro representa hoje uma das principais causas de morte a n´ıvel mundial. A pouca
informac¸a˜o que ainda se possui sobre os processos subjacentes a` divisa˜o descontrolada
das ce´lulas tumorais e aos feno´menos associados a` malignidade e invasa˜o de tecidos
sauda´veis, levam a que a maior parte do investimento e do esforc¸o financeiro realizado
pelos pa´ıses ocidentais seja no sentido de melhorar as te´cnicas de diagno´stico e improvisar
o tratamento e a qualidade de vida dos doentes.
O cancro da mama surge como um exemplo representativo desta situac¸a˜o. Estima-se que
seja o segundo tipo de cancro mais comum em todo o mundo e o quinto mais mort´ıfero,
sendo que, se apenas considerarmos os dados referentes a` populac¸a˜o feminina, o pano-
rama e´ bastante mais grave: na˜o so´ apresenta a maior taxa de incideˆncia, contabilizando
um quarto de todos os cancros presentes nas mulheres em todo o mundo, como tambe´m
a maior taxa de mortalidade, cerca de meio milha˜o de mortes anuais. E´ de facto uma
das doenc¸as mais prevalentes da nossa era, no entanto apresenta um progno´stico relati-
vamente bom, tendo em conta outros tipos de tumores. Se detectado com antecedeˆncia,
ou seja, numa fase mais precoce do seu desenvolvimento, o cancro da mama apresenta,
na maioria das vezes, um diagno´stico benigno sem quaisquer complicac¸o˜es ou sintomas
para a paciente. Esta detecc¸a˜o precoce so´ e´ no entanto poss´ıvel recorrendo a te´cnicas
de imagem me´dica.
Quando se fala em imagem me´dica no cancro da mama, esta´-se a falar de mamografia,
pelo menos, por enquanto. A mamografia e´ de facto a te´cnica imagiolo´gica universal-
mente aceite como a mais indicada para o rastreio e diagno´stico do cancro da mama,
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sendo essencialmente eficaz na detecc¸a˜o de leso˜es numa fase inicial do desenvolvimento.
Tem como vantagens o custo reduzido e a boa resoluc¸a˜o espacial, permitindo uma boa
detecc¸a˜o de estruturas de pequenas dimenso˜es. Contudo apresenta tambe´m desvanta-
gens associadas a` sobreposic¸a˜o de estruturas na imagem devido ao facto de ser uma
te´cnica bidimensional. Uma elevada taxa de falsos-negativos, mas sobretudo de falsos-
positivos teˆm causado alguma pole´mica nos u´ltimos anos e sa˜o va´rias as vozes que se
levantam ainda hoje contra o uso da mamografia para o rastreio do cancro da mama. O
problema que muitos autores levantam tem a ver com o sobrediagno´stico e com o rastreio
desnecessa´rio de um nu´mero demasiado elevado (centenas) de mulheres sauda´veis, para
que uma mulher doente possa ser diagnosticada. No entanto, independentemente das
pole´micas, a mamografia continua a ser nos dias de hoje a te´cnica de imagem refereˆncia
para o rastreio e diagno´stico do cancro da mama.
O avanc¸o das tecnologias de computac¸a˜o e processamento electro´nico que vieram mais
tarde dar origem a` mamografia digital, tornaram tambe´m poss´ıvel o desenvolvimento
de outras te´cnicas ainda mais inovadoras. A DBT (Digital Breast Tomosynthesis) e´ um
desses exemplos: consiste numa te´cnica de imagem me´dica que permite a realizac¸a˜o de
uma imagem tridimensional da mama. As imagens obtidas correspondem a cortes com
diferentes profundidades no tecido mama´rio, deixando de existir qualquer interfereˆncia
relacionada com a sobreposic¸a˜o de tecidos. O volume tridimensional formado pelos con-
juntos destes cortes e´ conseguido a partir das projecc¸o˜es adquiridas a` medida que a fonte
de raio-X descreve um movimento de arco em torno da mama. As vantagens da DBT
sobre a mamografia (maior sensibilidade, mas sobretudo maior especificidade) na˜o apre-
sentam evideˆncia suficiente que possam compensar os gastos adicionais, a na˜o ser talvez
em mulheres mais jovens, com o tecido mama´rio mais denso. Estes gastos na˜o esta˜o so´
relacionados com o investimento financeiro, mas tambe´m com um investimento humano.
O tempo que um cl´ınico demora a analisar 60 imagens de DBT na˜o e´ compat´ıvel com
certas situac¸o˜es de maior urgeˆncia. Ale´m disso, o processo de reconstruc¸a˜o implemen-
tado actualmente nos equipamentos hospitalares na˜o e´ a melhor opc¸a˜o em termos de
qualidade de imagem.
O processo de reconstruc¸a˜o das imagens em DBT e´ realizado com recurso a algoritmos
computacionais. A sua principal divisa˜o e´ feita segundo crite´rios concepcionais: os algo-
ritmos anal´ıticos representam um modelo matema´tico bastante simplificado e na˜o entram
em conta com uma quantidade de feno´menos f´ısicos que acontecem durante o processo
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de aquisic¸a˜o; por outro lado, os algoritmos iterativos sa˜o bastante mais robustos neste
aspecto. Consideram o modelo da transmissa˜o da radiac¸a˜o X pelos tecidos biolo´gicos
e implementam uma representac¸a˜o da geometria da aquisic¸a˜o muito mais pro´xima da
realidade. Como era de esperar, todo este trabalho adicional tinha que ser pago de al-
guma forma: no caso dos algoritmos iterativos, o tempo de reconstruc¸a˜o e´ o paraˆmetro
compensato´rio. Os algoritmos iterativos sa˜o bastante mais pesados do que os anal´ıticos
e consequentemente demoram muito mais tempo a reconstruir o volume de imagens. E´
enta˜o esta a principal raza˜o da escolha dos algoritmos anal´ıticos como mais adequados
a` reconstruc¸a˜o DBT em ambiente cl´ınico.
A construc¸a˜o da matriz de sistema contribui de forma maiorita´ria para a carga compu-
tacional dos algoritmos iterativos. O seu ca´lculo e´ fundamental no processo de recons-
truc¸a˜o, uma vez que conte´m a informac¸a˜o detalhada da contribuic¸a˜o de cada elemento
de volume (vo´xel) para a atenuac¸a˜o dos feixes de raio-X. No entanto, como requer a re-
soluc¸a˜o de centenas de milhares de operac¸o˜es aritme´ticas lineares, a sua computac¸a˜o nas
unidades de processamento convencionais (CPU) torna-se obsoleta. Esta constatac¸a˜o e´
ainda mais importante quando se sabe que muitas destas equac¸o˜es lineares sa˜o comple-
tamente independentes entre si.
O potencial de paralelizac¸a˜o do ca´lculo da matriz de sistema, nomeadamente os ca´lculos
das intersecc¸o˜es e posteriormente, o ca´lculo e atribuic¸a˜o das distaˆncias aos vo´xeis cor-
respondentes, tornam este bloco de operac¸o˜es ideal para a computac¸a˜o em GPU.
As unidades de processamento gra´fico (GPU) sa˜o hoje uma realidade completamente dis-
tinta do contexto de onde surgiram ha´ cerca de 20 anos. Olhando para a sua evoluc¸a˜o
desde simples aceleradores gra´ficos de um ambiente 2D ate´ a`s arquitecturas multi-
facetadas dedicadas quase exclusivamente a` computac¸a˜o paralela intensiva, facilmente
se entende o peso que hoje representam na˜o so´ nas a´reas das cieˆncias da computac¸a˜o,
mas um pouco por todos os campos da cieˆncia e da indu´stria mundial. O surgimento de
linguagens estritamente dedicadas a` programac¸a˜o das GPUs para fins na˜o gra´ficos, como
e´ o caso da linguagem da NVIDIA (CUDA), permitiram uma expansa˜o especialmente
acentuada, e o campo das imagens me´dicas na˜o foi excepc¸a˜o a este conta´gio.
A implementac¸a˜o do ca´lculo da matriz de sistema em CPU, a partir da criac¸a˜o de um
programa heteroge´neo (CPU+GPU), realizada por Ferreira no IBEB, demonstrou que e´
poss´ıvel alcanc¸ar uma optimizac¸a˜o significativa (1.6x) do tempo total de reconstruc¸a˜o.
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A sua implementac¸a˜o apresenta no entanto alguns problemas de concepc¸a˜o: as ima-
gens reconstru´ıdas na˜o sa˜o precisamente ideˆnticas a`quelas obtidas com a implementac¸a˜o
puramente sequencial (CPU).
E´ neste contexto que se insere o trabalho realizado na presente dissertac¸a˜o, cujo objectivo
inicial consistia na eliminac¸a˜o destes erros e a maior optimizac¸a˜o do processo, dando
continuidade ao trabalho iniciado anteriormente.
A tema´tica da reconstruc¸a˜o iterativa de imagens associada a` programac¸a˜o em GPU na˜o
foi de todo um tema fa´cil de pegar, no entanto senti-me motivado e com vontade de
trabalhar. Os resultados obtidos na˜o coincidiram com o esperado inicialmente, uma
vez que na˜o consegui eliminar por completo os erros responsa´veis pelos artefactos das
imagens, no entanto foram alcanc¸adas algumas melhorias relativamente a` implementac¸a˜o
anterior: foi conseguido uma reduc¸a˜o dos artefactos a partir da realizac¸a˜o de quatro
alterac¸o˜es ao co´digo CUDA, e foi tambe´m conseguido uma maior optimizac¸a˜o do tempo
de reconstruc¸a˜o, aplicando o ca´lculo da matriz de sistema tambe´m a` retroprojecc¸a˜o.
De modo geral, foram obtidos resultados razoa´veis com este trabalho. Senti-me bastante
motivado a estudar e a programar durante todo o per´ıodo de durac¸a˜o do esta´gio e tenho
a certeza que vou continuar a sentir interesse por estes temas, mesmo agora com o fechar
deste ciclo.
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