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RESUMEN
ESTUDIO DE UNA ECUACIO´N DE ONDA NO LINEAL QUE MODELA UNA
ACTIVIDAD DEL CEREBRO
Julio Ce´sar Pon Quispe
Junio 2013
Asesora: Dra. Mar´ıa Natividad Zegarra Garay
T´ıtulo obtenido: Licenciado en Matema´tica
En el presente trabajo, estudiaremos la ecuacio´n de onda no lineal que modela la actividad
neuronal del cerebro, determinado por el siguiente sistema:

utt − α∆u = a(u, p)ut + b(u, p, pt), (t, x) ∈ [0,+∞〉 × Ω
u(0, x) = u0, ut(0, x) = u1, x ∈ Ω
u = 0, (t, x) ∈ [0,+∞〉 × ∂Ω
donde Ω es un dominio acotado en Rn, (n ≤ 4), con frontera ∂Ω bien regular; y u0 ∈
H10 (Ω), u1 ∈ L
2(Ω), a ∈ C1(R2,R), b ∈ C1(R3,R) para α ≥ 1.
Nuestro objetivo principal es estudiar la existencia de la solucio´n de´bil global del sistema
dado, utilizando el me´todo de Faedo - Galerkin y adema´s establecer la unicidad y estabili-
dad de la solucio´n utilizando criterios de desigualdades integrales e inmersiones de Sobolev.
Los te´rminos a(u, p)ut y b(u, p, pt) son te´rminos no lineales que caracterizan la actividad
neuronal del modelo. El estudio de nuestro sistema es planteado por Mauhamad y Maitine,
(ver[22]), quienes prueban que el sistema tiene una u´nica solucio´n estable, bajo supuestos
datos reales. De hecho, estos supuestos esta´n motivados por el modelo de la actividad cere-
bral f´ısica subyacente, que conduce a una ecuacio´n que es un caso particular de la ecuacio´n
que iremos a desenvolver.
Palabras Clave:
Ecuacio´n no lineal - Gronwall
Inmersio´n - Existencia - Unicidad
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ABSTRACT
STUDY OF A NONLINEAR WAVE EQUATION MODELING OF BRAIN ACTIVITY
Julio Ce´sar Pon Quispe
June 2013
Advise: Dra. Mar´ıa Natividad Zegarra Garay
Title obtained: Licenciado en Matema´tica
In this paper, we study the nonlinear wave equation modeling brain neuronal activity,
determined by the following system:

utt − α∆u = a(u, p)ut + b(u, p, pt), (t, x) ∈ [0,+∞〉 × Ω
u(0, x) = u0, ut(0, x) = u1, x ∈ Ω
u = 0, (t, x) ∈ [0,+∞〉 × ∂Ω
where Ω is a bounded open domain in Rn, (n ≤ 4), with border ∂Ω good average; and
u0 ∈ H
1
0 (Ω), u1 ∈ L
2(Ω), a ∈ C1(R2,R), b ∈ C1(R3,R) for α ≥ 1.
The main objective is to study the existence of the weak solution given by our system overall
using the Faedo-Galerkin method and also to establish the uniqueness and stability of the
solution using integral inequalities and criteria for Sobolev immersions. The terms a(u, p)ut
and b(u, p, pt) are not linear and are characteristic of the neuronal activity model. The study
proposed is developed by Mauhamad and Maitine, (see [22]), who prove that the system has
a stable solution, under assumptions actuals. In fact, these assumptions are motivated by the
pattern of brain activity underlying physics, which leads to an equation which is a particular
case of the equation that we development.
Key Words:
Nonlinear equation - Gronwall
Immersion - Existence - Uniqueness
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Introduccio´n
Para conocer los fundamentos de la ecuacio´n que estudiaremos, mencionaremos un
poco la actividad neuronal que ha permitido modelar la siguiente ecuacio´n:

utt − α∆u = a(u, p)ut + b(u, p, pt), (t, x) ∈ [0,+∞〉 × Ω
u(0, x) = u0, ut(0, x) = u1, x ∈ Ω
u = 0, (t, x) ∈ [0,+∞〉 × ∂Ω
El cerebro humano es el o´rgano mayor del sistema nervioso central y el centro de control
para todo el cuerpo, tanto para actividades voluntarias como involuntarias. Tambie´n es res-
ponsable de la complejidad del pensamiento, memoria, emociones y lenguaje. Este o´rgano
controla el comportamiento activando mu´sculos, o produciendo la secrecio´n de qu´ımicos tales
como hormonas.
Por medio de dos estudios recientes, matema´ticos de la Universidad Queen Mary de Londres
ayudara´n a los cient´ıficos a comprender co´mo se relaciona la estructura del cerebro con su
funcio´n. Con publicaciones en la revista Physical Review Letters, investigadores del grupo de
Redes Complejas de la Facultad de Ciencias Matema´ticas de Queen Mary, describen co´mo las
diferentes a´reas en el cerebro pueden tener una asociacio´n a pesar de la falta de interaccio´n
directa (Fuente: Queen Mary University of London, 2013).
El equipo, en colaboracio´n con investigadores de Barcelona y Par´ıs, combinaron dos redes
cerebrales humanas distintas, una que mapea todas las conexiones f´ısicas entre las a´reas del
cerebro, conocida como la red troncal, y otra que informa de la actividad de las diferentes
regiones, tales como los cambios de flujo sangu´ıneo, conocida como la red funcional.
Demostraron que la presencia de neuronas sime´tricas dentro de la red troncal podr´ıan ser
responsables de la actividad sincronizada de regiones del cerebro f´ısicamente distantes. Estos
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cient´ıficos notables dijeron entender completamente co´mo funciona el cerebro humano. Pero
hasta ahora, el enfoque ha estado ma´s en el ana´lisis de la funcio´n de las regiones individuales
localizadas. Sin embargo, no es un modelo completo que reu´na toda la funcionalidad del
cerebro. Dicha investigacio´n ayudara´ a los neurocient´ıficos a desarrollar un mapa ma´s exacto
del cerebro y a investigar su funcionamiento ma´s alla´ de las ”zonas individuales”. La investi-
gacio´n se suma a los hallazgos recientes, publicados en Proceedings of the National Academy
of Sciences en los que investigadores de Queen Mary y del Departamento de Psiquiatr´ıa de
la Universidad de Cambridge, analizaron el desarrollo del cerebro de un pequen˜o gusano
llamado Caenorhabditis elegans. En este trabajo, el equipo examino´ el nu´mero de enlaces
formados en el cerebro durante la vida del gusano, y observo´ un cambio brusco inesperado
en el patro´n de crecimiento, que correspond´ıa con el momento de eclosio´n de sus hueveci-
llos. Aparte de la investigacio´n teo´rica sobre la estructura y funcio´n de las redes complejas,
el grupo esta´ trabajando en la caracterizacio´n de redes cerebrales de capas mu´ltiples, para
conciliar e integrar las diferentes sen˜ales del cerebro, con el fin de producir una imagen ma´s
informativa del cerebro humano. Podemos citar algunos sitios web como:
http://cienciaaldia.com/2013/05/matematicos-ayudan-a-revelar-la-funcion-cerebral/
http://es.wikipedia.org/wiki/Neurona
http://es.wikipedia.org/wiki/Sinapsis
http://www.qmul.ac.uk/media/news/items/se/98439.html
Estos sitios ofrecen algunas informaciones importantes acerca de la actividad cerebral, to-
mamos como punto de partida tales informaciones, las cuales motivaron al desarrollo de este
trabajo en una primera instancia en la bu´squeda de informacio´n.
El cerebro es un sistema sumamente complejo, tal es, que su complejidad emerge por la
naturaleza de la unidad que nutre su funcionamiento: la neurona. Estas se comunican entre
s´ı por medio de largas fibras protoplasma´ticas llamadas axones, que transmiten trenes de
pulsos de sen˜ales denominados potenciales de accio´n a partes distantes del cerebro o del cuer-
po deposita´ndolas en ce´lulas receptoras espec´ıficas. La corteza del cerebro humano contiene
aproximadamente 15 000 a 33 000 millones de neuronas dependiendo del ge´nero y la edad. Se
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estima que en el interior de la corteza cerebral hay unos 22 000 millones de neuronas, aunque
hay estudios que llegan a reducir esa cifra a los 10 000 millones y otros a ampliarla hasta los
100 000 millones. Las neuronas tienen como funcio´n principal la excitabilidad ele´ctrica de su
membrana plasma´tica; estas esta´n especializadas en la recepcio´n de est´ımulos y conduccio´n
del impulso nervioso entre ellas o con otros tipos de ce´lulas, como por ejemplo, las fibras
musculares de la placa motora. Las neuronas presentan principalmente en sus caracter´ısticas
morfolo´gicas t´ıpicas que sustentan sus funciones: un cuerpo celular llamado soma o peri-
carion, un nu´cleo central; una o varias prolongaciones cortas que generalmente transmiten
impulsos denominados dendritas; y una prolongacio´n larga denominada axo´n que conduce
los impulsos desde el soma hacia otra neurona
Figura 1: La neurona y sus partes
Cada una de las neuronas se encuentran interconectadas hasta con 10 000 conexiones
sina´pticas (botones sina´pticos). La sinapsis es la unio´n intercelular especializada entre neu-
ronas o entre una neurona y una ce´lula efectora (glandular o muscular).
En estos contactos se lleva a cabo la transmisio´n del impulso nervioso. Este se inicia
con una descarga qu´ımica que origina una corriente ele´ctrica en la membrana de la ce´lula
presina´ptica (ce´lula emisora); una vez que este impulso nervioso alcanza el extremo del axo´n
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(la conexio´n con la otra ce´lula), la propia neurona segrega un tipo de compuestos qu´ımi-
cos (neurotransmisores) que se depositan en el espacio sina´ptico (espacio intermedio entre
la neurona transmitida y la receptora o postsina´ptico). La sinapsis se produce en el mo-
mento en que se registra actividad qu´ımico ele´ctrica presina´ptica y otra postsina´ptica. Si
esta condicio´n no se da, no se pude hablar de sinapsis. En dicha accio´n se liberan neuro-
transmisores ionizados con base qu´ımica, cuya cancelacio´n de carga provoca la activacio´n de
receptores espec´ıficos los que, a su vez, generan otro tipo de respuestas qu´ımico ele´ctricas.
Figura 2: La sinapsis
Cada mil´ımetro cu´bico de co´rtex cerebral contiene
aproximadamente 1 000 millones de sinapsis. Se estima
que en el cerebro humano adulto hay por lo menos 1014
conexiones sina´pticas (aproximadamente, entre 100 y 500
billones). En nin˜os alcanza los 1000 billones. Este nu´mero
disminuye con el paso de los an˜os, estabiliza´ndose en la
edad adulta. Las corrientes dendr´ıticas se generan por
las sinapsis activas que sirven como fuentes de corriente
que causan los campos de ondas extracelulares. Estas
ondas corresponden a cantidades medidas por te´cnicas
no invasivas. Existen te´cnicas no invasivas (es decir, te´cnicas no violentas, ni traumatizantes
que se emplean tomando muestras y observaciones directas para ana´lisis cl´ınico), como la re-
sonancia magne´tica funcional, electroencefalograf´ıa (EEG) y magnetoencefalograf´ıa (MEG)
que proporcionan informacio´n inicial de la dina´mica del cerebro humano para fines cl´ınicos,
as´ı como para el estudio del comportamiento humano y la cognicio´n. Cada una de estas
tecnolog´ıas de observacio´n proporcionan informacio´n espacio-temporal de la actividad neu-
ronal en la corteza del cerebro. Desafortunadamente estas medidas tienen ciertas limitaciones
que hacen dif´ıcil identificar la ecuacio´n que gobierna la dina´mica de la actividad neuronal.
Muchos f´ısicos citados en [14],[24],[30] han formulado modelos continuos llamados campos
neuronales para predecir la actividad neuronal con la anatomı´a del cerebro.
El modelo de Jirsa Haken [30] conduce al siguiente problema de ecuacio´n de evolucio´n que
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se investiga en este trabajo,

utt − α∆u = a(u, p)ut + b(u, p, pt), (t, x) ∈ [0,+∞〉 × Ω
u(0, x) = u0, ut(0, x) = u1, x ∈ Ω
u = 0, (t, x) ∈ [0,+∞〉 × ∂Ω.
donde consideraremos, Ω abierto acotado en Rn, (n ≥ 4), con frontera ∂Ω bien regular; la no-
tacio´n ut y utt representan la primera y la segunda derivada parcial respectivamente de u con
respecto a la variable del tiempo t, ∆ representa el operador de Laplace y p es una funcio´n
regular dada la cual modela un est´ımulo externo (representa la entrada). Por simplicidad
asumiremos α = 1. La ecuacio´n en estudio sera´ un problema abierto si no asumimos condi-
ciones adicionales sobre los te´rminos a, b, u0, u1. Adema´s, la existencia global no siempre esta´
garantizada (ver [8],[32]). El estudio planteado es desarrollado por Mauhamad y Maˆıtine [22]
quienes prueban que el sistema tiene solucio´n estable, bajo supuestos datos reales. De hecho,
estos supuestos esta´n motivados por el modelo de la actividad cerebral f´ısica subyacente, que
conducen a un sistema que es un caso particular de la ecuacio´n que estudiaremos cuando
α = 1.
Nuestra ecuacio´n de Jirsa Haken pertenece a una clase de ecuaciones de onda no lineal
con amortiguamiento las que han sido ampliamente estudiadas por muchos matema´ticos
e ingenieros. En [34], [31], los autores demuestran la existencia y unicidad de soluciones
globales bajo ciertas condiciones, utilizando el me´todo de Galerkin. Zhou [35] ha estudiado
un caso particular de nuestro sistema, sin considerar la entrada externa p, suponiendo a la
funcio´n a constante y al te´rmino b definido por b(u) = |u|n−1u. La ecuacio´n ma´s cercana a
la que investigamos ha sido estudiada por Zhijian [31], a saber con las condiciones iniciales
y de contorno:
utt −∆u−∆ut =
n∑
i=1
∂
∂xi
(σ(uxi) + β(uxit)) + F (u, ut,∇u,∇ut) sobre [0,∞[×Ω
Nuestro primer paso es estudiar la existencia de la solucio´n de´bil global del siste-
ma, utilizando el me´todo de Faedo - Galerkin y adema´s tenemos por objetivo establecer la
estabilidad y unicidad de la solucio´n utilizando criterios de desigualdades e inmersiones de
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Sobolev. La no linealidad de nuestra ecuacio´n en estudio se presenta en el te´rmino a(u, p)ut
llamado tambie´n te´rmino disipativo. Adema´s las funciones a(u, p) (te´rmino de amortigua-
miento) y b(u, p, pt) (te´rmino no lineal) son los te´rminos ma´s importantes porque enlazan
la parte f´ısica-biolo´gica con la parte matema´tica y permiten que la ecuacio´n modele una
actividad neuronal del cerebro, donde u representa las vibraciones de la corteza cerebral.
El sistema que desarrollaremos pertenece a una clase de ecuaciones de onda con amorti-
guamiento no lineal que sera´ probada tiene soluciones globales de´biles, por otra parte si el
problema es unidimensional, la solucio´n dependen cont´ınuamente de los datos iniciales, por
lo que obtendremos la estabilidad de solucio´n.
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Cap´ıtulo 1
Preliminares
En el contenido de este primer cap´ıtulo se enunciara´n algunas definiciones y teoremas
que sera´n de utilidad para poder desarrollar el trabajo en cuestio´n, suponiendo que conoce-
mos los elementos ba´sicos de los espacios con producto interno, los espacios normados y de
la topolog´ıa general .
1.1. Resultados Ba´sicos del Ana´lisis Funcional
1.1.1. Espacios de Banach
Definicio´n 1.1.1 Un espacio de Banach X es un espacio normado y completo, es decir, un
espacio X normado donde toda sucesio´n de Cauchy es convergente en algu´n punto de dicho
espacio.
Ejemplo 1.1.2 El espacio Euclideano Rn es un espacio de Banach con la norma usual
definida por
‖x‖ =
(
n∑
i=1
(ξi)
2
)1/2
=
√
(ξ1)2 + (ξ2)2 + ....+ (ξn)2
donde x = (ξ1, ξ2, ...ξn) ∈ R
n
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Sean x = (ξ1, ξ2, ...ξn) , y = (η1, η2, ...ηn) pertenecientes a R
n cualesquiera, este espacio Rn
es completo, produciendo la me´trica
d(x, y) = ‖x− y‖ =
(
n∑
i=1
(ξi − ηi)
2
)1/2
=
√
(ξ1 − η1)2 + (ξ2 − η2)2 + ....+ (ξn − ηn)2
Un producto interno en X define una norma sobre X dado por
‖x‖ =
√
〈x, x〉
Todo producto interno da origen a una norma, pero lo rec´ıproco no siempre es verdadero.
Por tanto, todo espacio con producto interno es un espacio normado.
Una condicio´n necesaria y suficiente para que la norma de un espacio normadoX sea obtenida
a partir de algu´n producto interno, es que ella verifique la ley del paralelogramo
‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2)
donde x, y ∈ X.
Los espacios normados en los cuales toda sucesio´n de Cauchy es una sucesio´n convergente
son denominados espacios de Banach, como se menciono´ anteriormente en la definicio´n. Pero
cuando la norma proviene de un producto interno, tales espacios llevan el nombre de espacios
de Hilbert.
Sea p ≥ 1 un nu´mero real fijo. Se define el espacio ℓp de modo que cada elemento es
una sucesio´n x = (ξi)i∈N de nu´meros tales que la suma |ξ1|
p + |ξ2|
p + ..., converge; as´ı
∞∑
j=1
|ξj|
p <∞, (p ≥ 1, fijo)
y la me´trica definida por
d(x, y) =
(
∞∑
j=1
|ξj − ηj|
p
)1/p
donde y = (ηj)j∈N y
∞∑
j=1
|ηj|
p < ∞. Si tomamos so´lo las sucesiones reales, obtenemos el
espacio real ℓp, y si tomamos sucesiones complejas, obtenemos el espacio complejo ℓp.
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1.1.2. Espacios de Hilbert
Definicio´n 1.1.3 Un espacio de Hilbert es un espacio normado completo cuya norma es
inducida por un producto interno.
Ejemplo 1.1.4 El espacio ℓp es un espacio de Banach si p ≥ 1, pero sera´ un espacio de
Hilbert solamente si p = 2.
1.2. Topolog´ıas De´biles
Sea E un espacio de Banach y sea f ∈ E ′, donde E ′ es el dual topolo´gico de E, i.e.,
el espacio de las formas lineales y continuas sobre E; donde tambie´n E ′ esta´ dotado de la
norma dual
‖f‖E′ = sup
‖x‖≤1
|f(x)|, donde x ∈ E
Cuando f ∈ E ′ y x ∈ E se denota 〈f, x〉 el producto escalar en la dualidad E ′, E (dicho
escalar pertenece a los reales o a los complejos).
Se designa por ϕf : E → R la aplicacio´n dada por ϕf (x) = 〈f, x〉. Cuando f recorre E
′ se
obtiene una familia (ϕf )f∈E′ de aplicaciones de E en R.
Definicio´n 1.2.1 (Topolog´ıa de´bil) La topolog´ıa de´bil σ(E,E ′) sobre E es la topolog´ıa
menos fina sobre E que hace continuas a todas las aplicaciones (ϕf )f∈E′.
Dada una sucesio´n (xn)n∈N en E, se designa por xn ⇀ x, a la convergencia de´bil de xn
hacia x en la topolog´ıa de´bil σ(E,E ′). Tambie´n se dira´ que xn converge de´bilmente a x en
σ(E,E ′).
En el caso de que se cumpla ‖xn − x‖ → 0, se dira´ entonces que: xn → x fuertemente.
Proposicio´n 1.2.2 Sea (xn)n∈N una sucesio´n sobre E. Se verifica
(i) xn ⇀ x en σ(E,E
′)⇔ 〈f, xn〉 → 〈f, x〉 , ∀f ∈ E
′.
(ii) Si xn → x fuertemente, entonces xn ⇀ x de´bilmente para σ(E,E
′).
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(iii) Si xn ⇀ x de´bilmente para σ(E,E
′), entonces ‖xn‖ esta´ acotada y ‖x‖ ≤ l´ım
n→∞
ı´nf ‖xn‖.
(iv) Si xn ⇀ x de´bilmente para σ(E,E
′) y si fn → f fuertemente en E
′ i.e.‖fn − f‖ → 0,
entonces 〈fn, xn〉 → 〈f, x〉.
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Proposicio´n 1.2.3 Si E es de dimensio´n finita, la topolog´ıa de´bil σ(E,E ′) y la topolog´ıa
usual coinciden. En particular, una sucesio´n (xn) converge de´bilmente si y solamente si
converge fuertemente.
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Los abiertos (respectivamente los cerrados) de la topolog´ıa de´bil σ(E,E ′) son tambie´n abier-
tos (respectivamente cerrados) en la topolog´ıa fuerte. Cuando E es de dimensio´n infinita
la topolog´ıa de´bil σ(E,E ′) es estrictamente menos fina que la topolog´ıa fuerte i.e.(es decir)
existen abiertos (respectivamente los cerrados) en la topolog´ıa fuerte que no son abiertos
(respectivamente los cerrados) en la topolog´ıa de´bil.
Definicio´n 1.2.4 (Topolog´ıa de´bil estrella o topolog´ıa σ(E ′, E) ) Sea E un espacio
de Banach y E ′ su dual. La topolog´ıa de´bil estrella que se designa tambie´n por σ(E ′, E) es la
topolog´ıa menos fina sobre E ′ que hace continuas a todas las aplicaciones (ϕx)x∈E, tomando
en cuenta que, para cada x ∈ E se considera la aplicacio´n ϕx : E
′ −→ R definida por
f 7→ ϕx(f) = 〈f, x〉. Cuando x recorre E se obtiene una familia de aplicaciones (ϕx)x∈E de
E ′ en R.
Sea E ′′ el bidual de E, i.e., E ′′ el dual de E ′ donde E ⊂ E ′′. La topolog´ıa σ(E ′, E) posee
menos abiertos que la topolog´ıa σ(E ′, E ′′), que a su vez posee menos abiertos que la topolog´ıa
fuerte.
Si una topolog´ıa posee menos abiertos tambie´n posee ma´s compactos. Una bola unitaria
de E ′ tiene la notable propiedad de ser compacta para la topolog´ıa de´bil estrella o topo-
log´ıa σ(E ′, E). Los conjuntos compactos juegan un papel fundamental cuando se trata de
establecer teoremas de existencia. De ah´ı la importancia de esta topolog´ıa.
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Proposicio´n 1.2.5 Sea (fn)n∈N una sucesio´n de E
′. Se verifica
(i) fn
∗
⇀f en σ(E ′, E)⇔ 〈fn, x〉 → 〈f, x〉 , ∀x ∈ E.
(ii) Si fn → f fuertemente, entonces fn ⇀ f en σ(E
′, E ′′).
Si fn ⇀ f en σ(E
′, E ′′) entonces fn
∗
⇀f en σ(E ′, E).
(iii) Si fn
∗
⇀f en σ(E ′, E) entonces ‖fn‖ esta´ acotado y ‖f‖ ≤ l´ım
n→∞
ı´nf ‖fn‖.
(iv) Si fn
∗
⇀f en σ(E ′, E) y si xn → x fuertemente en E, entonces 〈fn, xn〉 → 〈f, x〉.
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Si fn
∗
⇀f en σ(E ′, E) y si xn ⇀ x en σ(E,E
′), no se puede concluir que 〈fn, xn〉 → 〈f, x〉.
Cuando E es de dimensio´n finita las tres topolog´ıas: fuerte, de´bil y de´bil estrella coinciden.
Proposicio´n 1.2.6 Sea ϕ : E ′ −→ R una aplicacio´n lineal y continua para la topolog´ıa
σ(E ′, E). Entonces existe x ∈ E tal que
ϕ(f) = 〈f, x〉, ∀f ∈ E ′
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Teorema 1.2.7 (Banach - Alaoglu - Bourbaki) El conjunto BE′ = {f ∈ E
′; ‖f‖ ≤ 1}
es compacto en la topolog´ıa de´bil estrella σ(E ′, E).
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Este teorema afirma que toda sucesio´n de (fn)n∈IN de elementos de E
′ limitada, posee
una subsucesio´n que converge de´bil estrella. Esto es
fnk
∗
⇀f
o equivalentemente
fnk(x)→ f(x), ∀x ∈ E.
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1.3. Espacios Reflexivos
Definicio´n 1.3.1 Sea E un espacio de Banach y sea J la funcio´n definida de la siguiente
forma
J : E → E ′′
x 7→ J(x), < J(x), f >= f(x), ∀f ∈ E ′.
Se dice que E es reflexivo si J(E) = E ′′
La funcio´n J as´ı definida es llamada inyeccio´n cano´nica de E en E ′′.
Teorema 1.3.2 Sea E un espacio de Banach. Entonces E es reflexivo si y so´lo si
BE = {x ∈ E; ‖x‖ ≤ 1}
es compacto en la topolog´ıa de´bil σ(E,E ′).
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Lema 1.1 (Goldstine) Sea E un espacio de Banach. Entonces J(BE) es denso en BE′ para
la topolog´ıa σ(E ′′, E ′), y en consecuencia J(E) es denso en E ′′ en la topolog´ıa σ(E ′′, E ′)
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Proposicio´n 1.3.3 Sea E un espacio de Banach reflexivo y sea M ⊂ E un subespacio
vectorial cerrado. Entonces M es reflexivo, dotado de la norma inducida por E.
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Proposicio´n 1.3.4 Sea E un espacio de Banach. Entonces E es reflexivo si y solamente si
E ′ es reflexivo.
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
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1.4. Espacios Separables
Definicio´n 1.4.1 Se dice que un espacio me´trico E es separable si existe un subconjunto
D ⊂ E numerable y denso.
Proposicio´n 1.4.2 Sea E un espacio me´trico separable y sea F un subconjunto de E. En-
tonces F es separable.
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Teorema 1.4.3 Sea E un espacio de Banach tal que E ′ es separable. Entonces E es sepa-
rable
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Corolario 1.4.1 Sea E un espacio de Banach. Entonces
(E es reflexivo y separable)⇔ (E ′ es reflexivo y separable).
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Corolario 1.4.2 Sea E un espacio de Banach separable y sea (fn)n∈N una sucesio´n acotada
en E ′. Entonces existe una subsucesio´n (fnk)k∈N que converge en la topolog´ıa σ(E
′, E).
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Teorema 1.4.4 Sea E un espacio de Banach reflexivo y sea (xn)n∈N una sucesio´n acotada
en E. Entonces existe una subsucesio´n (xnk)k∈N que converge en la topolog´ıa σ(E,E
′).
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Teorema 1.4.5 (Eberlein-Smulian) Sea E un espacio de Banach tal que toda sucesio´n
acotada (xn)n∈N posee una subsucesio´n (xnk)k∈N convergente en la topolog´ıa σ(E,E
′). En-
tonces E es reflexivo.
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
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1.5. Los Espacios Lp(Ω)
Sea Ω ⊂ Rn abierto dotado de la medida de Lebesgue. Se designa por L1(Ω) al espacio
de las funciones integrables u sobre Ω con valores en R. Se escribe
‖u‖L1 =
∫
Ω
|u(x)|dx
Cuando no hay ambigu¨edad, se escribe L1 en lugar de L1(Ω). Tambie´n, al identificarse dos
funciones de L1 que coinciden en casi todo punto, se usara´ la notacio´n,
c.t.p.= [para casi todo punto excepto en un conjunto de medida nula].
Definicio´n 1.5.1 Sea p ≥ 1. Se denota por Lp(Ω) a la clase de todas las funciones medibles
u, para las cuales |u|p es una funcio´n integrable sobre Ω.
Lp(Ω) = {u : Ω −→ R; u medible y |u|p ∈ L1(Ω)}
En Lp(Ω) se define la norma
‖u‖pLp =
∫
Ω
|u(x)|pdx ; 1 ≤ p <∞,
con esta norma Lp(Ω) es un espacio de Banach.
Teorema 1.5.2 (Teorema de la Convergencia Dominada de Lebesgue) Sea {fn}n∈N
una sucesio´n de funciones de L1(Ω). Supongamos que
(i) fn(x)→ f(x) c.t.p. en Ω
(ii) Existe una funcio´n g ∈ L1(Ω) tal que para cada n, |fn(x)| ≤ g(x) c.t.p. en Ω.
Entonces f ∈ L1(Ω) y ‖fn − f‖L1(Ω) → 0.
Demostracio´n.- Ver [2] en las referencias bibliogra´ficas.
Recordemos que un λ ∈ R es llamado un mayorante essencial de una funcio´n u cuando
u(x) ≤ λ c.t.p., esto es, cuando un conjunto de puntos x para los cuales u(x) > λ tiene
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medida nula. Sea Λ el conjunto de todos los mayorantes essenciales de una funcio´n u, se
denota por supess u, al ı´nfimo del conjunto Λ, es decir, supess u = ı´nf Λ.
supess|u| = ı´nf {M > 0/|u(x)| < M c.t.p. en Ω}
En el caso p = ∞, Lp(Ω) es el espacio formado por todas las funciones u, esencialmente
limitadas sobre Ω.
L∞(Ω) = {u : Ω −→ R, u medible : |u(x)| ≤M c.t.p. en Ω}
De esta forma, L∞(Ω) junto a la norma:
‖u‖L∞(Ω) = sup
x∈Ω
ess|u(x)|
es un espacio de Banach.
El siguiente cuadro nos muestra las principales propiedades de los espacios Lp, tomando
en consideracio´n lo siguiente:
Se tiene que q = p si 1 < p <∞
Se designa por p′ al exponente conjugado de 1 ≤ p ≤ ∞ i.e.: 1
p
+ 1
p′
= 1
En resumen se tiene
Lp Reflexivo Separable Su Espacio Dual
Lq SI SI Lp
′
L1 NO SI L∞
L∞ NO NO L1(Ω)  (L∞(Ω))′
Cuando p = 2, L2(Ω) es un espacio de Hilbert con producto interno
(u, v) =
∫
Ω
u(x)v(x)dx
y norma
‖u‖2 =
∫
Ω
|u(x)|2dx.
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Teorema 1.5.3 Sean (un)n∈N una sucesio´n en L
p y u ∈ Lp, tales que ‖un − u‖Lp → 0.
Entonces existe una subsucesio´n (unk)k∈N tal que
(i) unk(x)→ u(x) c.t.p. en Ω
(ii) |unk(x)| ≤ v(x), ∀k y c.t.p. en Ω con v ∈ L
p.
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
1.5.1. Desigualdades Ba´sicas
Proposicio´n 1.5.4 (Desigualdad de Young) Sean a y b nu´meros reales no negativos.
Entonces
ab ≤
ap
p
+
bp
′
p′
donde 1 < p <∞ y p′ = p
p−1
es llamado el ı´ndice conjugado de p.
Demostracio´n.- Ver [5], [16] y [4] en las referencias bibliogra´ficas.
Lema 1.2 (Desigualdad de Ho¨lder) Sea u ∈ Lp(Ω), v ∈ Lq(Ω) con 1 ≤ p, q ≤ ∞ y
1
p
+
1
q
= 1. Entonces se cumple que
fg ∈ L1(Ω) y
∫
Ω
|u(x)v(x)|dx ≤ ‖u‖Lp‖v‖Lq
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Proposicio´n 1.5.5 (Desigualdad de Interpolacio´n) Si u ∈ Lp(Ω) ∩ Lq(Ω) donde
1 ≤ p ≤ q ≤ ∞, entonces u ∈ Lr(Ω), ∀ p ≤ r ≤ q y se verifica la desigualdad de
interpolacio´n donde 1
r
= α
p
+ 1−α
q
‖u‖r ≤ ‖u‖
α
p‖u‖
1−α
q
Demostracio´n.- Observemos que
∫
Ω
|u|rdx =
∫
Ω
|u|αr|u|(1−α)rdx, y aplicando la de-
sigualdad de Ho¨lder obtenemos
∫
Ω
|u|rdx ≤
(∫
Ω
|u|αr
p
αr dx
)αr
p
(∫
Ω
|u|(1−α)r
q
(1−αr)dx
) (1−α)r
q
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Proposicio´n 1.5.6 (Desigualdad de Ho¨lder Generalizada) Sean f1, f2, ..., fk funcio-
nes tales que fi ∈ L
pi(Ω), 1 ≤ i ≤ k, donde 1
p
= 1
p1
+ 1
p2
+ ...+ 1
pk
≤ 1. Entonces se tiene
el producto f = f1f2...fk ∈ L
p(Ω) y se cumple
‖f‖Lp(Ω) ≤ ‖f1‖Lp1 (Ω)‖f2‖Lp2 (Ω)...‖fk‖Lpk (Ω).
Demostracio´n.- Lo obtenemos por induccio´n y usando la desigualdad de Ho¨lder. Ver
[9] en las referencias bibliogra´ficas.
Teorema 1.5.7 (Desigualdad de Minkowski) Sean las funciones u, v ∈ Lp(Ω) donde
1 ≤ p, entonces se tiene que{∫
Ω
|u(x) + v(x)|pdx
} 1
p
≤
{∫
Ω
|u(x)|pdx
} 1
p
+
{∫
Ω
|v(x)|pdx
} 1
p
Por otro lado, si p < 1 tenemos la desigualdad inversa de Minkowski{∫
Ω
|u(x) + v(x)|pdx
} 1
p
≥
{∫
Ω
|u(x)|pdx
} 1
p
+
{∫
Ω
|v(x)|pdx
} 1
p
Demostracio´n.- Ver [23] en las referencias bibliogra´ficas.
Teorema 1.5.8 Supongamos que 1 ≤ p ≤ 2 entonces para todas las funciones u, v ∈ Lp(Ω)
se cumplira´ que{∫
Ω
∣∣∣∣u(x)− v(x)2
∣∣∣∣
p
dx
} q
p
+
{∫
Ω
∣∣∣∣u(x) + v(x)2
∣∣∣∣
p
dx
} q
p
≤
{
1
2
∫
Ω
|u(x)|p + |v(x)|pdx
} q
p
donde q es tal que 1
p
+ 1
q
= 1. Si p ≥ 2 entonces tenemos que∫
Ω
∣∣∣∣u(x)− v(x)2
∣∣∣∣
p
dx+
∫
Ω
∣∣∣∣u(x) + v(x)2
∣∣∣∣
p
dx ≤
1
2
∫
Ω
|u(x)|p + |v(x)|pdx
Demostracio´n.- Ver [23] en las referencias bibliogra´ficas.
Teorema 1.5.9 (Desigualdad de Clarkson) Sea 2 ≤ p <∞; se verifica∥∥∥∥u+ v2
∥∥∥∥
p
Lp
+
∥∥∥∥u− v2
∥∥∥∥
p
Lp
≤
1
2
(‖u‖pLp + ‖v‖
p
Lp), ∀u, v ∈ L
p
Demostracio´n.- Ver [3] y [23] en las referencias bibliogra´ficas.
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1.6. Distribuciones
Sean α = (α1, α2, ..., αn) ∈ IN
n, x = (x1, x2, ..., xn) ∈ R
n, |α| =
n∑
i=1
αi y se denota por D
α
el operador derivada de orden |α|, definido por
Dα =
∂|α|
∂xα11 ∂x
α2
2 ...∂x
αn
n
Cuando α = (0, 0..., 0) se define Dαu := u.
Si u y v son funciones nume´ricas con un nu´mero suficiente de derivadas, tenemos la regla de
Leibniz para la derivada del producto uv como sigue
Dα(uv) =
∑
β≤α
α!
β!(α− β)!
DβuDα−βv
1.6.1. Soporte de una Funcio´n
Definicio´n 1.6.1 (Soporte de una Funcio´n) Sea Ω un conjunto abierto en Rn y
u : Ω −→ R una funcio´n continua. Se denomina soporte de u, al cerrado en Ω del conjunto
formado por todos los x ∈ Ω tales que u(x) 6= 0 y denotado por sop(u).
sop(u) = {x ∈ Ω/u(x) 6= 0}
Ω
Si este conjunto fuera un compacto de Rn entonces diremos que u tiene soporte compacto.
Cuando una funcio´n u sea continua en Ω y admita derivadas continuas de todas las o´rdenes,
se dira´ que es infinitamente derivable, y se denotara´ por
C∞(Ω) = {u : Ω −→ R/ ∃Dα(u) ∈ C(Ω), ∀α ∈ N, Ω ⊂ Rn}
Denotaremos tambie´n por C∞0 (Ω) el conjunto de las funciones u : Ω −→ R que son
infinitamente derivables en Ω y que tienen soporte compacto.
C∞0 (Ω) = {u : Ω −→ R; tal que u ∈ C
∞(Ω) tiene soporte compacto}
Ejemplo 1.6.2 Consideremos la funcio´n
u(x) =

 exp(
1
‖x‖2−1
) si ‖x‖ < 1
0 si ‖x‖ ≥ 1
donde ‖x‖2 =
n∑
i=1
|xi|
2, x = (x1, x2, ...xn) ∈ R
n . Entonces u ∈ C∞0 y
sop(u) = {x ∈ Rn; ‖x‖ ≤ 1}.
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Definicio´n 1.6.3 (El Espacio Lploc(Ω), 1 ≤ p <∞) Denotamos por L
p
loc(Ω), 1 ≤ p <∞
al espacio de (clases de) funciones u : Ω −→ R tales que |u|p es integrable en el sentido de
Lebesgue sobre cada compacto de Ω.
Para ma´s informacio´n podemos ver [7] y [20] en las referencias bibliogra´ficas.
1.6.2. Inmersio´n Continua
Definicio´n 1.6.4 (Inmersio´n Continua) Sea V , W espacios de Banach, W subespacio
de V . Diremos que W tiene inmersio´n continua en V (o que esta´ inmerso continuamente
en V ) si la aplicacio´n inclusio´n i : W −→ V es continua. En este caso denotaremos por
W →֒ V .
Recordemos que para aplicaciones lineales, continuidad equivale a acotacio´n, es decir,
si T : X −→ Y lineal entonces, T es continua ⇔ ∃C > 0 : ‖T (x)‖Y ≤ C‖x‖X , ∀x ∈ X.
Por tanto
W →֒ V ⇔ ∃C > 0 : ‖ω‖V ≤ C‖ω‖W , ∀ω ∈ W.
Si adicionalmente: W = V , se dice que la inmersio´n es densa. Si tambie´n, la aplicacio´n es
compacta, decimos que hay una inmersio´n compacta de W en V .
En te´rminos ordinarios, las convergencias de´biles en W, se traducen a convergencias fuertes
en V .
Sean dos espacios de Banach X e Y . Si existe una aplicacio´n T : X −→ Y inyectiva y
continua, entonces X →֒ Y y se dira´ que X esta´ inmerso en Y .
Como ejemplo tenemos que
C∞0 (Ω) →֒ L
p
loc(Ω) →֒ L
1
loc(Ω), p > 1.
Proposicio´n 1.6.5 (Du Bois Raymond) Sea u ∈ L1loc(Ω) tal que∫
Ω
u(x)ϕ(x)dx = 0, ∀ϕ ∈ C∞0 (Ω).
Entonces u = 0 c.t.p. en Ω.
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Demostracio´n.- Ver [7] en las referencias bibliogra´ficas.
Teorema 1.6.6 El espacio vectorial C∞0 (Ω) es denso en L
p(Ω).
Demostracio´n.- Ver [3] y [7] en las referencias bibliogra´ficas.
Definicio´n 1.6.7 Se dice que una sucesio´n (ϕn)n∈N de elementos de C
∞
0 (Ω) converge a
ϕ ∈ C∞0 (Ω), cuando satisface las siguientes condiciones
(i) Los soportes de todas las funciones de Prueba ϕn , de la sucesio´n dada, se encuentran
dentro de un compacto fijo de Ω, es decir, existe un subconjunto compacto K de Ω tal
que
sop(ϕn) ⊂ K, ∀n ∈ N y sop(ϕ) ⊂ K
(ii) Para cada α ∈ Nn, la sucesio´n (Dαϕn)n∈N converge a ϕ uniformemente en Ω, es decir
∀α ∈ Nn, Dαϕn → D
αϕ uniformemente sobre K.
1.6.3. Funciones de Prueba
Definicio´n 1.6.8 (Funciones de Prueba o Funciones Test) El espacio C∞0 (Ω) con la
nocio´n de convergencia de la definicio´n anterior es llamado el espacio de las funciones de
prueba en Ω y es representado por D(Ω).
Definicio´n 1.6.9 (Distribuciones sobre Ω) Sea Ω ⊂ Rn abierto. Una aplicacio´n lineal
T : D(Ω) −→ R es llamada una distribucio´n si es continua en el sentido de la convergencia
en D(Ω). Por tanto, Si la sucesio´n (ϕn)n∈N converge a cero en D(Ω), en el sentido de la
definicio´n anterior, entonces la sucesio´n (T (ϕn))n∈N converge a cero en R.
Tambie´n denotamos T (ϕ) = 〈T, ϕ〉, as´ı tambie´n (T (ϕn))n∈N = (〈T, ϕn)〉)n∈N. Entonces de la
definicio´n
ϕn → 0 en D(Ω), ∀n ∈ N ⇒ 〈T, ϕn〉 → 0 en R, ∀n ∈ N.
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Ejemplo 1.6.10 Sea u ∈ L1loc(Ω). Entonces Tu definida por
〈Tu, ϕ〉 =
∫
Ω
u(x)ϕ(x)dx, ϕ ∈ D(Ω)
es una distribucio´n sobre Ω. Ver [7] en las referencias bibliogra´ficas.
El espacio vectorial de todas las distribuciones sobre Ω es denotado por D′(Ω).
Sea (Tn)n∈N una sucesio´n en D
′(Ω) y T ∈ D′(Ω). Diremos que
Tn → T si 〈Tn, ϕ〉 → 〈T, ϕ〉, ∀ϕ ∈ D(Ω).
El espacio L1loc(Ω) esta´ inmerso en D
′(Ω), es decir
L1loc(Ω) →֒ D
′(Ω)
. Ver [7] y [20] en las referencias bibliogra´ficas.
Consideremos una distribucio´n T sobre Ω y α ∈ Nn. La derivada de orden α de
T sobre Ω es definida como una funcio´n lineal denotada por DαT , que a la vez es una
distribucio´n sobre Ω. Su definicio´n esta dada por
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉, ∀ϕ ∈ D(Ω).
Observacio´n 1.6.11 Se prueba que si DαT ∈ D′(Ω), de esta manera, una distribucio´n
T ∈ D′(Ω) posee derivadas de todas las o´rdenes en el sentido de las distribuciones. Observe-
mos tambie´n que la aplicacio´n
Dα : D′(Ω) −→ D′(Ω)
T 7→ DαT.
es lineal y continua en el sentido de la convergencia definida en D′(Ω).
Ver [7] y [20] en las referencias bibliogra´ficas.
1.7. Espacios de Sobolev
Con las definiciones y notaciones de la seccio´n anterior se define el espacio
Wm,p(Ω) =
{
u ∈ Lp(Ω) , Dαu ∈ Lp(Ω) , |α| ≤ m en el sent. de las distrib.
}
.
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Sea
‖u‖pm,p =
∑
|α|≤m
∫
Ω
|Dαu(x)|pdx
con esta norma, Wm,p(Ω) es un espacio de Banach. Ver [1],[7] y [20] en las referencias bi-
bliogra´ficas.
1.7.1. Espacio Wm,p(Ω)
El espacio Wm,p(Ω) es llamado Espacio de Sobolev de orden m .
Si m = 0, se tiene que W 0,p(Ω) = Lp(Ω), sabiendo que D(Ω) es denso en Lp(Ω), pero no es
cierto que D(Ω) sea denso en Wm,p(Ω) para m ≥ 1.
Cuando p = 2, Wm,2(Ω) es denotado por Hm(Ω), y este espacio es un espacio de Hilbert con
producto interno definido por
(u, v)m,2 =
∑
|α|≤m
∫
Ω
Dαu(x)Dαv(x)dx
y norma dada por
‖u‖2m,2 =
∑
|α|≤m
∫
Ω
|Dαu(x)|2dx.
Tambie´n se define el espacio de Banach Wm,p0 (Ω) como la cerradura de C
∞
0 (Ω) en el
espacio Wm,p(Ω), esto es
Wm,p0 (Ω) = C
∞
0 (Ω)
Wm,p(Ω)
.
Si m = 1, las funciones de W 1,p0 (Ω) son aquellas funciones de W
1,p(Ω) que se anulan sobre
la frontera de Ω, es decir sobre Γ = ∂Ω.
Cuando m = 2, se escribe Hm0 (Ω) en lugar de W
m,2
0 (Ω).
En el caso que Ω = Rn se tiene que C∞0 es denso en H
m(Rn), es decir Hm0 (R
n) = Hm(Rn)
Se define el dual topolo´gico de Hm0 (Ω) como
H−m(Ω) = {T : Hm0 −→ R/ T es lineal y continua }
i.e.: H−m(Ω) = [Hm0 (Ω)]
′.
Tenemos la siguiente cadena de inyecciones continuas y densas
D(Ω) →֒ H10 (Ω) →֒ L
2(Ω) ∼= (L2(Ω))′ →֒ H−1(Ω) →֒ D′(Ω).
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1.7.2. Abiertos Bien Regulares
Definicio´n 1.7.1 (Abiertos Bien Regulares) Se dice que un abierto Ω ⊂ Rn es bien
regular, cuando su frontera Γ = ∂Ω es una variedad C∞ de dimensio´n n−1 y Ω se encuentra
localmente de un mismo lado de Γ. Esto quiere decir que para todo x ∈ Γ existe un abierto
limitado U de Rn, conteniendo x, y una aplicacio´n ϕ : U −→ Q que satisface dos condiciones
(1) ϕ es un difeomorfismo de U sobre Q, esto es, ϕ es biyectiva siendo ϕ y ϕ−1 funciones
con derivadas continuas de cualquier orden.
(2) ϕ(U ∩ Ω) = Q+; ϕ(U ∩ ∂Ω) = Γ0 y ϕ(∂(U ∩ Ω)) = Γ1.
Sea el espacio C∞0 (Ω) de las restricciones a Ω de funciones de prueba en Ω. Diremos que
la frontera de Ω, Γ = ∂Ω, es bien regular si Γ es una variedad de clase C2 de dimensio´n n−1
y existe un campo vectorial de funciones νi : Γ −→ R
n, denominado campo normal, tal que
‖νi(x)‖ = 1, para x ∈ Γ, y la siguiente fo´rmula de Gauss se cumple ∀u funcio´n de clase C
1
en Ω que se anule fuera de un compacto de Ω∫
Ω
∂u
∂xi
(x)dx =
∫
Γ
νi(x)u(x)dΓ, i = 1, 2, 3, ..., n
Por D(Ω) se representa a la restriccio´n a Ω de las funciones en D(Rn).
Teorema 1.7.2 Sea Ω un abierto bien regular de Rn. Entonces D(Ω) es denso en Wm,p(Ω).
Demostracio´n.- Ver [20] en las referencias bibliogra´ficas.
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1.8. Desigualdades de Sobolev
Teorema 1.8.1 (Desigualdad de Poincare´) Sea Ω ⊂ Rn un abierto limitado. Entonces
existe una constante C = C(Ω, p) (dependiente de Ω y p), tal que
‖u‖W 1,p0 (Ω)
≤ C‖∇u‖Lp(Ω), ∀u ∈ W
1,p
0 (Ω), donde ∇u =
(
∂u
∂x1
,
∂u
∂x2
, ...,
∂u
∂xn
)
Demostracio´n.- Ver [23] en las referencias bibliogra´ficas.
Del teorema anterior tenemos que con las mismas condiciones, existe una constante C1 =
C1(Ω, p), tal que
‖u‖Lp(Ω) ≤ C1‖∇u‖Lp(Ω), ∀u ∈ W
1,p
0 (Ω)
En particular, la expresio´n ‖∇u‖Lp es una norma en W
1,p
0 (Ω) equivalente a ‖u‖W 1,p .
Ver [3] en las referencias bibliogra´ficas.
Proposicio´n 1.8.2 (Inmersiones de Sobolev) Sea Ω un abierto acotado (limitado) en
Rn de frontera bien regular. Entonces se verifican las siguientes inmersiones continuas y
densas
(i) Si 1
p
= 1
2
− m
n
> 0 entonces Hm(Ω) →֒ Lp(Ω).
(ii) Si 1
2
− m
n
= 0, entonces Hm(Ω) →֒ Lp(Ω), ∀ 1 ≤ p ≤ ∞.
(iii) Si 1
2
− m
n
< 0, entonces Hm(Ω) →֒ Ck(Ω), donde m > n
2
+ k.
Demostracio´n.- Ver [1] en referencias bibliogra´ficas.
Teorema 1.8.1 (Sobolev, Gagliardo, Niremberg) Sea 1 ≤ p < N y considere p∗ tal que
1
p∗
= 1
p
− 1
N
, entonces
W 1,p(RN) →֒ Lp
∗
(RN)
y tambie´n, existe una constante C > 0 tal que
‖u‖Lp∗ ≤ C‖∇u‖Lp , ∀u ∈ W
1,p(RN)
Demostracio´n.- Ver [1],[3] en las referencias bibliogra´ficas.
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Observacio´n 1.8.3 En el caso unidimensional se sigue inmediatamente
W 1,p(R) →֒ L∞(R)
con inmersio´n cont´ınua. En efecto, se toma u ∈ W 1,p(R), sin pe´rdida de generalidad, se puede
suponer que u ∈ C∞0 (R). Luego se tomara´ x ∈ R. Como R = ∪i∈N ]− i,−i + 1]∪]i, i + 1] se
tiene que x ∈]a, a+ 1] portanto se puede escribir
u(x)− u(y) =
∫ y
x
du
ds
ds, para x, y ∈]a, a+ 1] ........(1.9.1)
Demostracio´n.- Integrando la desigualdad anterior sobre ]a, a + 1] con respecto a y y
usando el teorema del valor medio para integrales se tiene
u(x) =
∫ a+1
a
u(y) dy +
∫ y0
x
du
ds
ds, x, y0 ∈]a, a+ 1]
usando la desigualdad de Ho¨lder, se tiene
|u(x)| ≤
(∫ a+1
a
|u(y)|p dy
) 1
p
+
(∫ a+1
a
∣∣∣∣duds
∣∣∣∣
p
ds
) 1
p
.
de donde se concluye
‖u‖L∞(a,a+1) ≤ ‖u‖W 1,p(R)
siendo a un entero cualquier, se tiene
‖u‖L∞(R) ≤ ‖u‖W 1,p(R)
de donde se sigue el resultado.
Observacio´n 1.8.4 De la identidad (1.8.3) se tiene que
|u(x)− u(y)| ≤ |x− y|1−
1
p
∥∥∥∥duds
∥∥∥∥
Lp(R)
Portanto las funciones de W 1,p(R) son continuas.
Observacio´n 1.8.5 Como consecuencia del resultado anterior, u ∈ Wm,p(RN) posee una
derivada parcial nula en Lp(RN), entonces u = 0.
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Corolario 1.8.1 Sea u ∈ W 1,p(RN) para 1 ≤ p < N , entonces para todo q ∈ [p, p∗] es va´lido
‖u‖Lq(RN ) ≤ C‖u‖
α
Lp(RN )‖u‖
1−α
W 1,p(RN )
donde
1
q
=
α
p
+
1− α
p∗
en particular se tiene
W 1,p(RN) →֒ Lq(RN), ∀q ∈ [p, p∗]
Demostracio´n.- Ver [23], [1] en las referencias bibliogra´ficas.
Corolario 1.8.2 Para p = N se verifica
W 1,N(RN) →֒ Lq(RN), ∀q ∈ [N,∞[
Demostracio´n.- Ver [3], [23] nas referencias bibliogra´ficas.
Observacio´n 1.8.6 La inmersio´n anterior es estricta para N > 1. Entonces, para esto
basta considerar la funcio´n f(x, y) = ln(x2 + y2), es simple verificar que f ∈ W 1,1(B1(0)),
donde B1(0) es la bola de R
2 centrada en el cero y de radio unitario y que f no es limitada
en la bola. Se puede tambie´n construir un ejemplo en W 1,1(R2), utilizando el operador de
prolongamiento P . Entonces, P (f) ∈ W 1,1(R2) e P (f) no es limitada.
Teorema 1.8.1 (Teorema de Morrey) Sea p > N entonces se tiene
W 1,p(RN) ⊂ L∞(RN) ∩ C(RN)
con inmersio´n continua. Tambie´n, se verifica
|u(x)− u(y)| ≤ C|x− y|α‖∇u‖Lp (1.1)
donde α = 1− N
p
e C es una constante positiva.
Demostracio´n.- Ver [1] y [3] en las referencias bibliogra´ficas.
Corolario 1.8.3 Sea 1 < p ≤ ∞. Se verifican los siguientes resultados
Si 1 ≤ p < N entonces W 1,p(Ω) →֒ Lp
′
(Ω) donde 1
p′
= 1
p
− 1
N
,
Si p = N entonces W 1,p(Ω) →֒ Lq(Ω) ∀q ∈ [p,+∞[,
Si p > N entonces W 1,p(Ω) →֒ L∞(Ω)
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Adema´s,
si p > N se verifica
|u(x)− u(y)| ≤ C‖u‖W 1,p |x− y|
α c.t.p. x, y ∈ Ω, ∀u ∈ W 1,p(Ω)
donde α = 1− N
p
y C dependiente solamente de Ω, p y N . En particular W 1,p(Ω) ⊂ C(Ω)
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Proposicio´n 1.8.7 (Desigualdad de Interpolacio´n de Gagliardo-Nirenberg)
(i) Sea u ∈ Lp(Ω) ∩W 2,r(Ω) 1 ≤ p ≤ ∞ y 1 ≤ r ≤ ∞. Entonces u ∈ W 1,q(Ω) donde
1
q
= 1
2
(
1
p
+ 1
r
)
y ∃C > 0 tal que
‖Du‖Lq ≤ C‖u‖
1/2
W 2,r‖u‖
1/2
Lp
(ii) Sean 1 ≤ q ≤ p <∞. Entonces sea a = 1− q
p
, ∃C > 0 tal que
‖u‖Lp ≤ C‖u‖
1−a
Lq ‖u‖
a
W 1,N , ∀u ∈ W
1,N(Ω)
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas. Sen˜alemos un caso particular
tomando N = 2, p = 4, q = 2 y a = 1/2 en (ii). Obtenemos una desigualdad que se utiliza
frecuentemente cuando
∃C > 0 : ‖u‖L4 ≤ C‖u‖
1/2
L2 ‖u‖
1/2
H1
Teorema 1.8.2 (Rellich-Kondrachov) Sea Ω un conjunto limitado de clase C1, en estas
condiciones se tiene las siguientes inmersiones compactas.
p < N ⇒ W 1,p(Ω) →֒ Lq(Ω) ∀q ∈ [1, p∗[ donde
1
p∗
=
1
p
−
1
N
p = N ⇒ W 1,p(Ω) →֒ Lq(Ω) ∀q ∈ [1,∞[
p > N ⇒ W 1,p(Ω) →֒ C(Ω),
Demostracio´n.- Ver [23] y [3] en las referencias bibliogra´ficas.
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1.9. Espacio de las Distribuciones Vectoriales
A continuacio´n veremos el espacio vectorial de las clases de funciones que comprenden
el mapeo del tiempo a un espacio de BanachX. Esto es un factor esencial para la construccio´n
de soluciones de´biles en EDP parabo´licas e hiperbo´licas.
Definicio´n 1.9.1 Sea 1 ≤ p <∞, se denota con Lp(0, T ;X) el espacio vectorial de funcio-
nes medibles u : [0, T ] −→ X con norma:
‖u‖Lp(0,T ;X) =
(∫ T
0
‖u(t)‖pXdt
) 1
p
<∞
Lp(0, T ;X) dotado con esta norma es un espacio de Banach. En el caso de p = 2 y X sea un
espacio de Hilbert, L2(0, T ;X) resulta ser un espacio de Hilbert con producto interno dado
por:
(u, v)L2(0,T ;X) =
∫ T
0
(u(t), v(t))Xdt
donde (u(t), v(t))X denota el producto interno en X.
Definicio´n 1.9.2 Sea p =∞, se define
L∞(0, T ;X) =
{
u : [0, T ] −→ X; u es medible y supess
t∈[0,T ]
‖u(t)‖X <∞
}
En L∞(0, T ;X) se define
‖u‖L∞(0,T ;X) = supess
t∈[0,T ]
‖u(t)‖ <∞.
Con esta norma L∞(0, T ;X) resulta ser un espacio de Banach.
Tomaremos en cuenta que Lp(0, T ;X) tambie´n puede ser escrito como Lp([0, T ];X) para
1 ≤ p ≤ ∞.
Si 1 ≤ p < ∞, entonces el dual topolo´gico de Lp(0, T ;X) se identifica como el espacio
Lq(0, T ;X∗) donde 1
p
+ 1
q
= 1. Adema´s si X es reflexivo (respectivamente separable) y
1 < p <∞ (respectivamente 1 ≤ p <∞) entonces Lp(0, T ;X) es reflexivo (respectivamente
separable). Con esta identificacio´n, tenemos que
〈u, v〉Lq(0,T ;X′);Lp(0,T ;X) =
∫ T
0
〈u(t), v(t)〉X′,Xdt.
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Definicio´n 1.9.3 Sea X un espacio de Banach, representamos por C(0, T ;X) al espacio de
las funciones u : [0, T ] −→ X tales que la aplicacio´n t 7→ ‖u(t)‖X es continua en [0, T ].
La norma en C(0, T ;X) esta´ dada por
‖u‖C(0,T ;X) = ma´x
0≤t≤T
‖u(t)‖X <∞.
Proposicio´n 1.9.4 Sean X y Y , espacios de Banach sobre R. Entonces
(i) C(0, T ;X) es denso en Lp(0, T ;X) y adema´s C(0, T ;X) →֒ Lp(0, T ;X)
(ii) Si X →֒ Y , entonces Lp(0, T ;X) →֒ Lq(0, T ;Y ) 1 ≤ q ≤ p ≤ ∞.
Demostracio´n.- Ver [17] en referencias bibliogra´ficas.
Lema 1.3 Si f ∈ Lp(0, T ;X), ∂f/∂t ∈ Lp(0, T ;X), 1 ≤ p ≤ ∞. Entonces f ∈ C(0, T ;X).
Demostracio´n.- Ver [17] en las referencias bibliogra´ficas.
Definicio´n 1.9.5 Sea u ∈ L1(0, T ;X). Diremos que u′ ∈ L1(0, T ;X) es la derivada de´bil de
u, siempre que ∫ T
0
φ′(t)u(t)dt = −
∫ T
0
φ(t)u′(t)dt
∀φ funcio´n de prueba en C∞0 (0, T ).
Definicio´n 1.9.6 Sea E un espacio de Banach separable y ]a, b[ un intervalo abierto de R.
Se dice que la funcio´n u :]a, b[−→ E es Bochner integrable en ]a, b[ si la funcio´n real
t 7→ ‖u(t)‖E es lebesgue integrable en ]a, b[.
Definicio´n 1.9.7 Sea X un espacio de Banach. Se define el espacio de las distribuciones
vectoriales como
D′(0, T ;X) = {S : D(0, T ) −→ X, tal queS es lineal y continua}.
La continuidad significa, Si n ∈ N, cuando n→∞, ϕn → ϕ en D(0, T ) entonces
〈S, ϕn〉 → 〈S, ϕ〉 fuertemente en X.
29
Si u ∈ Lp(0, T ;X), 1 ≤ p <∞, se define la transformacio´n Su de D(0, T ) en X dada
por
〈Su, ϕ〉 =
∫ T
0
u(t)ϕ(t)dt, ∀ϕ ∈ D(0, T ).
donde la integral es aplicada en el sentido de Bochner.
La aplicacio´n
S : Lp(0, T ;X) −→ D′(0, T ;X)
u 7→ Su : D(0, T ) −→ X
ϕ 7→ Su(ϕ) = 〈Su, ϕ〉
Denotamos por D′(0, T ;X) el espacio de las distribuciones vectoriales S sobre [0, T ] con
valores en X. Su definida anteriormente es lineal y continua y por tanto Su ∈ D
′(0, T ;X).
Adema´s, como Su es inyectiva definida por u, podemos identificar Su con u llama´ndola
simplemente la distribucio´n de u a trave´s de Su. Por tanto, u
′ designara´ la derivada de u en
el sentido de D′(0, T ;X), es decir
〈u′, ϕ〉 = −〈u, ϕ′〉 = −
∫ T
0
u(t)ϕ′(t)dt, ∀ϕ ∈ D(0, T )
en este sentido podemos decir que Lp(0, T ;X) →֒ D′(0, T ;X). Se tienen las siguientes inmer-
siones

Lp(0, T ;X)
−→
⇀
∗
⇀

 →֒ [D′(0, T ;X)]
inyectivas y continuas con las topolog´ıas respectivas. Definimos ahora la derivada de
orden k, S(k) de la siguiente forma
〈S(k), ϕ〉 = (−1)k〈S, ϕ(k)〉, ∀ϕ ∈ D(0, T ).
Definicio´n 1.9.8 Se representa por W k,p(0, T ;X) 1 ≤ p <∞, el espacio de Banach tal que
W k,p(0, T ;X) = {u ∈ Lp(0, T ;X); u(j) ∈ Lp(0, T ;X), 0 ≤ j ≤ k}
donde u(j) representa la j-e´sima derivada de u en el sentido de las distribuciones vectoria-
les, unida con la norma
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‖u‖Wk,p(0,T ;X) =
(
k∑
j=0
‖u(j)‖pLp(0,T ;X)
)1/p
,
o la norma equivalente,
k∑
j=0
‖u(j)‖Lp(0,T ;X)
cuando p = 2 y X es un espacio de Hilbert o espacio W k,2(0, T ;X) es denotado por
Hk(0, T ;X) el espacio de Hilbert unido con el producto interno
(u, v)Hk(0,T ;X) =
k∑
j=0
(u(j), v(j))L2(0,T ;X)
con la norma inducida por
‖u‖Hk(0,T ;X) =
(
k∑
j=0
‖u(j)‖2L2(0,T ;X)
)1/2
.
Cuando k = 0, Hk(0, T ;X) es el espacio L2(0, T ;X). Denotamos tambie´n por D(0, T ;X)
al espacio de las funciones que son infinitamente derivables en [0, T ], con los valores en X
y con soporte compacto en ]0, T [. Por W k,p0 (0, T ;X) denotamos el cerrado de D(0, T ;X)
en W k,p(0, T ;X) y por Hk0 (0, T ;X) el cerrado de D(0, T ;X) en H
k(0, T ;X). El espacio
Hk0 (0, T ;X) es un espacio de Hilbert y se define como
Hk0 (0, T ;X) =
{
u ∈ Hk(0, T ;X) / u(j)(0) = u(j)(T ) = 0, donde 0 ≤ j ≤ k − 1
}
.
El dual topolo´gico de Hk0 (0, T ;X) es representado por H
−k(0, T ;X ′).
31
1.10. Resultados de Compacidad
En esta seccio´n mostraremos resultados de compacidad para espacios de distribuciones
vectoriales y veremos un lema que es de fundamental importancia para demostrar la exis-
tencia de soluciones en problemas no lineales. Este es conocido como lema de Aubins-Lions.
Lema 1.4 Sean B0, B1, B espacios de Banach, donde B0, B1 son reflexivos satisfaciendo:
B0 →֒ B con inmersio´n compacta
y adema´s
B0 →֒ B →֒ B1 con inmersines continuas.
Sea
W = {v ∈ Lp(0, T ;B0); v
′ ∈ Lq(0, T ;B1)}
donde 1 < p, q <∞ con la norma definida por
‖v‖W = ‖v‖Lp(0,T ;B0) + ‖v‖Lq(0,T ;B1)
Entonces ∀η > 0 existe una constante C(η) tal que
‖v‖B ≤ η‖v‖B0 − C(η)‖v‖B1
Demostracio´n.- Ver [23] en las referencias bibliogra´ficas.
Lema 1.5 (Aubins-Lions) Sean B0, B1, B espacios de Banach, donde B0, B1 son refle-
xivos satisfaciendo:
B0 →֒ B con inmersio´n compacta
y adema´s
B0 →֒ B →֒ B1 con inmersines continuas.
Sea
W = {v ∈ Lp(0, T ;B0); v
′ ∈ Lq(0, T ;B1)}
donde 1 ≤ p, q <∞ con la norma definida por
‖v‖W = ‖v‖Lp(0,T ;B0) + ‖v‖Lq(0,T ;B1)
Entonces W es un espacio de Banach y W →֒ Lp(0, T ;B) tiene inmersio´n compacta.
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Demostracio´n.- Ver [17] y [23] en las referencias bibliogra´ficas.
Lema 1.6 (Lions) Sea Q un abierto de Rn acotado; (gk)k∈N y g son funciones de L
p(Q)
donde 1 < p, si se cumple:
(i) (gk)k∈N es acotada en L
p(Q).
(ii) gk → g casi siempre en Q
Entonces gk ⇀ g en L
p(Q).
Demostracio´n.- Ver [18] en las referencias bibliogra´ficas.
Teorema 1.10.1 Sea unn∈N una sucesio´n de funciones tal que
un
∗
⇀u en L∞(0, T ;Hβ(Ω))
u′n ⇀ u
′ en L∞(0, T ;Hα(Ω))
Para −1 ≤ α < β ≤ 1. Entonces tenemos que
un → u en C
∞(0, T ;Hr(Ω))
para todo r ≤ β.
Demostracio´n.- Ver [23] en las referencias bibliogra´ficas.
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1.11. Resultados de Teor´ıa Espectral
Definicio´n 1.11.1 (Base Hilbertiana) Sea H un espacio de Hilbert. Se llama base Hil-
bertiana a toda sucesio´n (xn)n∈N de elementos de H tales que
(i) ‖xn‖ = 1, ∀n ∈ N y (xn, xm) = 0, ∀m 6= n ( (xn)n∈N es un conjunto ortonormal en H).
(ii) El espacio vectorial generado por los (xn)n∈N es denso en H.
Teorema 1.11.2 Todo espacio de Hilbert separable admite una base hilbertiana.
Demostracio´n.- Ver [3] en las referencias bibliogra´ficas.
Definicio´n 1.11.3 (Operador Autoadjunto) Sea H un espacio de Hilbert. Se dice que
un operador T ∈ L(H) es autoadjunto si:
(Tu, v) = (u, Tv), ∀u, v ∈ H.
Definicio´n 1.11.4 (Forma Sesquilineal) Sea V un espacio de Hilbert y C el cuerpo de los
nu´meros complejos. La aplicacio´n a:V ×V −→ C se llama una forma sesquilineal continua,
si cumple
(i) Es lineal en la primera variable y antilineal en la segunda variable. Es decir, sean
u, v, w ∈ V adema´s α, β,∈ C con α¯, β¯ ∈ C sus respectivos conjugados, se tiene
1. Es lineal ⇐⇒ a(αu+ βv, w) = αa(u, w) + βa(v, w).
2. Es antilineal ⇐⇒ a(u, αv + βw) = α¯a(u, v) + β¯a(u, w).
(ii) Es continua, si ∃C > 0 tal que: |a(u, v)| ≤ C‖u‖‖v‖, ∀u, v ∈ V
Definicio´n 1.11.5 (Aplicacio´n Hermitiana) La aplicacio´n sesquilineal a : V ×V −→ C
sera´ hermitiana si
a(v, w) = a(v, w), ∀u, v ∈ V.
Muchos problemas de EDP pueden ser reformulados de una forma abstracta usando ope-
radores en espacios de Hilbert. En esta seccio´n presentaremos el cla´sico Teorema Espectral,
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fundamental para la eleccio´n de bases convenientes para la construccio´n de soluciones aproxi-
madas. Para tener una idea clara del enunciado del Teorema Espectral, consideremos dos
espacios de Hilbert, V y H tales que V →֒ H y V denso en H. Consideremos una forma
sesquilineal continua en V × V .
Sea un operador lineal A : V −→ V . Denotaremos por D(A) al conjunto de los u ∈ V tal
que la forma antilineal v 7→ a(u, v) es continua en V con la topolog´ıa inducida por H. Como
A = H, podemos prolongar esta forma antilineal a todo H, por tanto, para cada u ∈ D(A),
∃! A(u) ∈ H tal que a(u, v) = (Au, v), ∀v ∈ V . Observemos que:
D = {u ∈ V ; ∃!f ∈ H tal que a(u, v) = (f, v)H , ∀u ∈ V } y Au = f.
Con estas caracter´ısticas tenemos que D(A) es un subespacio lineal de H y que ,
A : D(A) ⊂ V −→ H, definido antes, es un operador de H. Por tanto, diremos que A es un
operador definido por la terna {V,H,a(u, v)}.
Teorema 1.11.6 (Espectral) Sea V y H dos espacios de Hilbert, tales que V →֒ H
con inmersio´n compacta en V es denso en H. Supongamos que a(u, v), es una forma
sesquilineal continua en V × V con a(u, v) hermitiana. Sea A un operador definido por la
terna {V,H,a(u, v)}. Entonces
(i) A es autoadjunto y existe un sistema numerable, ortonormal y completo (wn)n∈N de H
constitu´ıdo por autovectores de A, que adema´s, (wn)n∈N es completo en V .
(ii) Si (λn)n∈N son los autovalores de A correspondientes a los (wn)n∈N, entonces 0 ≤ λ1 ≤
λ2, ...,≤ λn ≤ ..., y λn →∞.
(iii) Un dominio de A es dado por
D(A) =
{
u ∈ H;
∞∑
n=1
λ2n|(u, wn)H |
2 <∞
}
(iv) Se tiene
Au =
∞∑
n=1
λn(u, wn)Hwn, ∀u ∈ D(A).
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Demostracio´n.- Ver [21] en las referencias bibliogra´ficas.
El operador de Laplace ∆ = ∂
2
∂x21
+ ∂
2
∂x22
+ ... + ∂
2
∂x2n
es un operador diferencial de orden 2
formalmente autoadjunto. La teor´ıa espectral para operadores no acotados en un espacio de
Hilbert nos muestra que el operador (−∆) es definido por la terna {H10 , L
2(Ω), ((·, ·))} y su
dominio esta´ caracterizado por D(−∆) = H10 (Ω) ∩H
2(Ω), esto es:
−∆ : H10 (Ω) ∩H
2(Ω) ⊂ L2(Ω) −→ L2(Ω)
u 7→ −∆u
es un operador autoadjunto no acotado en L2(Ω). Adema´s, el teorema espectral muestra
que existe una sucesio´n (wn)n∈N de autovectores del operador (−∆), con sus respectivos
autovalores (λn)n∈N, esto es:
−∆wn = λnwn, ∀n ∈ N.
1.12. Resultados Adicionales Importantes
Definicio´n 1.12.1 Una sucesio´n de funciones {fn}n∈N definida en X esta´ uniformemente
acotada, si existe un nu´mero K tal que
|fn| < K, ∀x ∈ X y ∀n ∈ N
Ejemplo 1.12.2 La sucesio´n {fn}n∈N = {Sen(nx)}n∈N, esta´ uniformemente acotada en N,
pues
|Sen(nx)| ≤ 1, ∀x ∈ R y ∀n ∈ N
Teorema 1.12.3 (Teorema del Valor Medio) Dada f : U −→ R diferenciable en un
abierto U ⊂ Rn, con un segmento de recta [a, a+ v] contenido en U , entonces existe θ ∈]0, 1[
tal que
f(a+ v)− f(a) =
∂f
∂v
(a+ θv) =
n∑
i=1
∂f
∂xi
(a+ θv) · αi donde v = (α1, α2, ..., αn)
Demostracio´n.- Ver Ana´lise Real Volume 2 - Elon Lages Lima.
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Lema 1.7 (Gronwall) Sean u, v, g funciones no negativas donde u, v son continuas y se
satisface
u(t) ≤ g(t) +
∫ t
0
v(s)u(s)ds, ∀t ∈ [0, T ]
Entonces
u(t) ≤ g(t) +
∫ t
0
v(s)g(s) exp
∫ t
0 v(r)dr ds
Demostracio´n.- Ver [23] en las referencias bibliogra´ficas.
Lema 1.8 (Desigualdad de Gronwall) Con las hipo´tesis del lema anterior, asumiendo
que g es una funcio´n creciente, se tiene
u(t) ≤ g(t) exp
∫ t
0 v(s)ds
Demostracio´n.- Ver [23] y [27] en las referencias bibliogra´ficas.
Sea u ∈ L∞(]0, T [), v ∈ L1(]0, T [), v(t) > 0, u(t) > 0 y g(t) = K ≥ 0, constante. Si
u(t) ≤ K +
∫ t
0
v(s)u(s)ds, ∀t ∈]0, T [,
entonces se tiene
u(t) ≤ K exp(
∫ t
0 v(s)ds), ∀t ∈]0, T [.
En efecto, sea ψ(t) = K +
∫ t
0
v(s)u(s)ds.
De esta manera, tenemos que ψ es una funcio´n absolutamente cont´ınua, pues
v(s)u(s) ∈ L1(]0, T [) y ψ′(t) = v(t)u(t) ≤ v(t)ψ(t),
es decir, ψ′(t)− v(t) ≤ 0 ∧ ψ(0) = K.
Lo que implica
d
dt
(
ψ(t) exp(−
∫ t
0 v(s)ds)
)
≤ 0
As´ı, tenemos que
ψ(t) ≤ ψ(0) exp(
∫ t
0 v(s)ds) .
De esta forma se obtiene
ψ(t) ≤ K exp(
∫ t
0 v(s)ds) .
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Teorema 1.12.4 (Peano) Sea f continua en Ω = Ia ×Bb, donde Ia = {t/|t− t0| ≤ a},
Bb = {t/|x − x0| ≤ b}. Si |f | < M en Ω, entonces se tiene al menos una solucio´n del
P.V.I.: 
 x
′ = f(t, x)
x(t0) = x0
en Iα donde α = mı´n{a, b/M}.
Demostracio´n.- Ver [27] en las referencias bibliogra´ficas.
Proposicio´n 1.12.5 Sean u ∈ L2(0, T ;H10 (Ω)), ut ∈ L
2(0, T ;H1(Ω)), utt ∈ L
2(0, T ;L2(Ω)),
se cumple
(utt, ut) =
1
2
d
dt
‖ut‖
2dt
donde d
dt
es la derivada distribucional en D′(0, T ), (·, ·) y ‖ · ‖ el producto interno y la
norma en L2(Ω) respectivamente.
Demostracio´n.- Sea ϕ ∈ D(0, T ), tenemos
〈(utt, ut), ϕ〉 =
∫ T
0
(utt, ut)ϕ(t)dt
=
∫ T
0
[∫
Ω
utt.utdx
]
ϕ(t)dt =
∫
Ω
∫ T
0
1
2
d
dt
(ut)
2ϕ(t)dtdx
=
1
2
{∫
Ω
[
(ut)
2ϕ(t)|T0 −
∫ T
0
(ut)
2ϕ′(t)dt
]
dx
}
= −
1
2
∫ T
0
∫
Ω
(ut)
2ϕ′(t)dt =
1
2
〈
d
dt
‖ut‖
2, ϕ〉.
38
Cap´ıtulo 2
Existencia de Soluciones
En este cap´ıtulo demostraremos la existencia de soluciones para el problema


utt − α∆u = a(u, p)ut + b(u, p, pt), (t, x) ∈ [0,+∞〉 × Ω
u(0, x) = u0, ut(0, x) = u1, x ∈ Ω
u = 0, (t, x) ∈ [0,+∞〉 × ∂Ω
(2.1)
donde Ω es un conjunto abierto acotado en Rn, (n ≤ 4), con frontera ∂Ω bien regular;
u0 ∈ H
1
0 (Ω), u1 ∈ L
2(Ω). Las hipo´tesis que asumiremos en este trabajo son las siguientes:
a ∈ C1(R2,R).
b ∈ C1(R3,R).
p : R −→ R.
y por simplicidad asumiremos que α = 1.
Usaremos el me´todo de Faedo - Galerkin, que consiste en construir soluciones aproximadas
en espacios de dimensio´n finita. La idea es probar que estas sucesiones de soluciones son
limitadas en espacios adecuados y que convergen de´bil para la solucio´n del problema (2.1)
En lo que sigue para nuestro trabajo sera´ tomar en cuenta las siguientes notaciones.
Denotaremos por ‖ · ‖ la norma en L2(Ω), ‖ · ‖∞ la norma L
∞(Ω), ‖ · ‖1 la norma en H
1(Ω)
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y (·, ·) el producto interno en L2(Ω).
Nuestro punto de partida para el estudio de existencia de soluciones, es definir lo que
entenderemos por solucio´n de´bil del problema.
Definicio´n 2.0.1 Sea (u0, u1) ∈ H
1
0 (Ω) × L
2(Ω), T > 0 arbitrario. Diremos que u es
solucio´n de´bil para el problema (2.1), si
u ∈ L2([0, T ], H10 (Ω)), ut ∈ L
2([0, T ], L2(Ω)),
para cualquier t ≥ 0, y ∀ω ∈ H10 (Ω)
La formulacio´n de´bil del problema (2.1) es:
d
dt
(ut(t), ω) + (∇u(t),∇ω(t)) = (a(u, p)(t)ut(t) + b(u, p, pt), ω) (2.2)
en el sentido de las distribuciones en ]0, T [ y adema´s
u(0, x) = u0, ut(0, x) = u1 (2.3)
En este cap´ıtulo nos encargaremos de encontrar un resultado de existencia de soluciones
de´biles y soluciones fuertes para el problema (2.1).
Para ello usaremos el me´todo de Faedo-Galerkin y as´ı poder construir la solucio´n del
problema. Desarrollaremos esta demostracio´n paso a paso.
2.1. Problema Aproximado
Del teorema espectral (1.11.6) sabemos que existe una base formada por autovectores
que denotaremos por {ωk}k∈N ∈ H
1
0 (Ω) ∩ H
2(Ω) asociados a los autovalores {λk}k∈N. Esta
base forma un sistema ortogonal y completo de L2(Ω). El problema aproximado consiste en
hallar una funcio´n de la forma
un(t) =
n∑
k=1
dn,k(t)ωk ∈ Vn (2.4)
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para t ∈ [0, T ], donde Vn es el espacio generado por los primeros n autovectores de ∆
{ω1, ω2, ..., ωn}, es decir, Vn = gen[ω1, . . . , ωn] teniendo que L
2(Ω) =
⋃∞
n=1 Vn y donde los co-
eficientes dn,k son funciones determinadas por el siguiente sistema de ecuaciones diferenciales
ordinarias
(untt(t), ωk)+(∇u
n,∇ωk) = (a(u
n, p)unt +b(u
n, p, pt), ωk), ∀ωk ∈ Vn y k = 1, 2, ..., n (2.5)
un(0) = u0n, u
n
t (0) = u1n (2.6)
donde u0n y u1n son sucesiones que convergen para u0 y u1 fuerte en H
1
0 (Ω) y L
2(Ω) respec-
tivamente. Estas sucesiones esta´n definidas como
u0n =
n∑
k=1
(ωk, u0)ωk ∈ Vn, u1n =
n∑
k=1
(ωk, u1)ωk ∈ Vn
Claramente estas sucesiones verifican
u0n → u0 fuerte H
1
0 (Ω)
u1n → u1 fuerte L
2(Ω)
dn,k(0) = uk0 = (u0, ωk) , d
n,k
t (0) = u
k
1 = (u1, ωk) (2.7)
Mostraremos que el problema aproximado posee solucio´n. Para esto introducimos la no-
tacio´n vectorial.
Denotemos por Un el vector
Un(t) = (dn,1, dn,2, · · · , dn,n)
Ahora, (2.5) y (2.7) son equivalentes a
dn,ktt + λkd
n,k = fk(U
n, Unt , t) k = 1, 2, .., n (2.8)
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dn,k(0) = uk0 , d
n,k
t (0) = u
k
1 (2.9)
donde
fk(U
n, Unt , t) = (a(u
n, p)unt + b(u
n, p, pt), ωk) casi siempre para t ≥ 0 (2.10)
Observemos que las funciones fk son funciones cuya regularidad depende de las funciones
no lineales a(un, p) y b(un, p, pt). Como por hipo´tesis tenemos que a ∈ C
1 y b ∈ C1 entonces
tendremos que fk ∈ C
1. Por lo tanto fk son funciones localmente de Lipschitz.
La ecuacio´n anterior puede ser reducida a primer orden introduciendo la siguente nota-
cio´n,
W =

 Un
Unt

 , F (Un, Unt ) =


fn1 (U
n, Unt )
...
fnn (U
n, Unt )


Como cada una de las funciones fk son localmente de Lipschitz, entonces la funcio´n F definida
anteriormente es tambie´n localmente de Lipschitz. As´ı la ecuacio´n aproximada puede ser
reescrita como
Wt =

 Unt
Untt

 =

 Unt
−DUn + F (Un, Unt )

 = G(W )
el cual es un sistema de ecuaciones no lineales de primer orden. Por lo tanto podemos aplicar
el teorema de Peano, que nos garantiza que existe una solucio´n local, pues los te´rminos no
lineales son C1, esto es, son localmente Lipzchitsianos. Lo que significa que el sistema tiene
al menos una solucio´n dn,k definida en [0, Tn] para algu´n Tn > 0. Adema´s, para cada k tal
que 1 ≤ k ≤ n, dn,k ∈ C2([0, Tn]).
A continuacio´n obtendremos estimativas a priori para las soluciones aproximadas un(t, x),
que nos permitira´n extender estas soluciones ∀t ≥ 0 y obtener as´ı subsucesiones cuyo l´ımite
sera´ el candidato a ser solucio´n del sistema (2.8)-(2.9).
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2.2. Estimativas a Priori
Lema 2.1 Sean u0 ∈ H
1
0 (Ω) y u1 ∈ L
2(Ω),
(A1) a ∈ C
1(R2,R) y b ∈ C1(R3,R) donde a,∇a,∇b son funciones uniformemente
acotadas.
(A2) |b(u, p, pt)(t, x)| ≤ C1|u(t, x)|+C2 casi siempre sobre [0;T ]×Ω, donde C1 y C2 son
constantes no negativas.
(A3) p ∈ H
2(0, T, L∞(Ω)).
(A4) (u0, u1) ∈ H
1
0 (Ω)× L
2(Ω).
Entonces la sucesio´n de soluciones aproximadas {un}n∈N satisface
‖unt (t)‖+ ‖u
n‖1 ≤M(T )
donde M(T ) depende solamente de T . En particular, esto significa que un(t) puede ser ex-
tendida a [0, T ].
Demostracio´n.- Recordemos la ecuacio´n (2.5),
(untt(t), ωk) + (∇u
n,∇ωk) = (a(u
n, p)unt + b(u
n, p, pt), ωk), ∀ω ∈ Vn y k = 1, 2, ..., n
Multiplicamos la ecuacio´n (2.5) por dn,kt , adema´s sumando sobre k = 1, 2, ..., n y por las
hipo´tesis A1 y A2 obtenemos ∀t ∈ [0, T ]
(untt(t), u
n
t ) + (∇u
n,∇unt ) = (a(u
n, p)unt + b(u
n, p, pt), u
n
t )
= (a(un, p)unt , u
n
t ) + (b(u
n, p, pt), u
n
t ) por linealidad
≤ ‖a(un, p)unt ‖‖u
n
t ‖+ ‖b(u
n, p, pt)‖‖u
n
t ‖ por Cauchy Schwarz.
Por (A1) tenemos a ∈ C
1(R2,R), b ∈ C1(R3,R), a, b,∇a,∇b son funciones uniformemen-
te acotadas, i.e. existe K1 > 0 tal que |a(x, y)| ≤ K1, ∀(x, y) ∈ R
2
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De (A2) tenemos que existen constantes C1 y C2 tales que: |b(x, y, z)| ≤ C1‖u
n‖+ C2.
Por lo tanto se tiene
|a(un, p)unt | ≤ K|u
n
t | y |b(u
n, p)unt | ≤ C1|u
n|+ C2
Sea K2 = ma´x {K1, C1, C2}. Entonces, tenemos
‖a(un, p)unt ‖‖u
n
t ‖+ ‖b(u
n, p, pt)‖‖u
n
t ‖ = |a(u
n, p)|‖unt ‖
2 + |b(un, p, pt)|‖u
n
t ‖
≤ K1‖u
n
t ‖
2 + (C1‖u
n‖+ C2)‖u
n
t ‖
≤ K2(‖u
n
t ‖
2 + ‖un‖‖unt ‖+ ‖u
n
t ‖)
Por la proposicio´n (1.12.5), se tiene,
(untt(t), u
n
t (t)) + (∇u
n,∇unt (t)) =
1
2
[
d
dt
(
‖unt (t)‖
2 + ‖∇un(t)‖2
)]
luego
1
2
[
d
dt
(
‖unt (t)‖
2 + ‖∇un(t)‖2
)]
≤ K2(‖u
n
t ‖
2 + ‖un‖‖unt ‖+ ‖u
n
t ‖)
≤ K2
(
‖unt ‖
2 +
‖un‖2
2
+
‖unt ‖
2
2
+ ‖unt ‖
)
desig. Young
≤ K2
(
‖unt ‖
2 +
‖un‖2
2
+
‖unt ‖
2
2
+
‖unt ‖
2
2
+
1
2
)
desig. Young
=
K2
2
(
4‖unt ‖
2 + ‖un‖2 + 1
)
Por lo tanto
d
dt
(
‖unt (t)‖
2 + ‖∇un(t)‖2
)
≤ K2
(
4‖unt ‖
2 + ‖un‖2 + 1
)
≤ K3
(
‖unt ‖
2 + ‖un‖2 + 1
)
K3 ≥ 4K2
De la desigualdad de Poincare´ tenemos que ∃K4 > 0 tal que: ‖u
n(t)‖ ≤ K4‖∇u
n(t)‖ As´ı
tenemos que
d
dt
(
‖unt (t)‖
2 + ‖∇un(t)‖2
)
≤ K3
(
‖unt ‖
2 + ‖un‖2 + 1
)
≤ K3
(
‖unt ‖
2 + (K4‖∇u
n‖)2 + 1
)
≤ K5
(
‖unt ‖
2 + ‖∇un‖2 + 1
)
K5 = ma´x {K3, K3K
2
4}
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Ahora aplicaremos la desigualdad de Gronwall
d
dt
(
‖unt (t)‖
2 + ‖∇un(t)‖2
)
≤ K5
(
‖unt ‖
2 + ‖∇un‖2 + 1
)
Entonces procedemos integrando
‖unt (t)‖
2 + ‖∇un(t)‖2 ≤ En(0) +
∫ T
0
K5
(
‖unt ‖
2 + ‖∇un‖2 + 1
)
dt
= En(0) +
∫ T
0
K5
(
‖unt ‖
2 + ‖∇un‖2
)
+K5dt
= En(0) +
∫ T
0
K5
(
‖unt ‖
2 + ‖∇un‖2
)
dt+K5T
donde por En(0) estamos denotando
En(0) = ‖un1‖
2 + ‖∇un0‖
2.
Usando la desigualdad de Gronwall conclu´ımos
‖unt (t)‖
2 + ‖∇un(t)‖2 ≤ K6T exp
∫ T
0 K5dt .
Por lo tanto, multiplicando por 1
2
y por la desigualdad de Young, se tiene
‖unt (t)‖‖∇u
n(t)‖ ≤
‖unt (t)‖
2
2
+
‖∇un(t)‖2
2
≤
K5T
2
expK5T
⇒ 2‖unt (t)‖‖∇u
n(t)‖ ≤ K5T exp
K5T
Sumando
‖unt (t)‖
2 + ‖∇un(t)‖2 + 2‖unt (t)‖‖∇u
n(t)‖ ≤ K5T exp
K5T +K5T exp
K5T
⇒ (‖unt (t)‖+ ‖∇u
n(t)‖)2 ≤ 2K5T exp
K5T
Como K5 es constante podemos expresar:
√
2K5T expK5T =M(T ) y as´ı tenemos
‖unt (t)‖+ ‖∇u
n(t)‖ ≤M(T ) (2.11)
Entonces aplicamos la desigualdad de Poincare´ (1.8.1) y por tanto, tenemos
‖unt (t)‖+ ‖u
n(t)‖1 ≤M(T ) (2.12)
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Luego por (2.10),
|f(dn,k, dn,kt , t)| = |(a(u
n, p)unt + b(u
n, p, pt), ωk)| casi siempre para t ≥ 0
Recordando ( 2.10) y tambie´n que {ωn}n∈N es un sistema ortonormal completo de L
2(Ω)
motivo por el cual ‖ωk‖ = 1, ∀k ∈ N, se tiene lo siguiente
|f(dn,k, dn,kt , t)| ≤ |(a(u
n, p)unt + b(u
n, p, pt)|‖ωk‖ Desig.Cauchy Schwarz
≤ |(a(un, p)unt + b(u
n, p, pt)| ‖ωk‖ = 1
≤ K1‖u
n
t ‖+ C1‖u
n‖+ C2 Hip. A1 y A2
≤ K2(‖u
n
t ‖+ ‖u
n‖+ 1) K2 = ma´x {K1, C1, C2}
≤ K2(M(T ) + 1) Por (2.8)
≤ K6 +K6 K6 = ma´x {K2, K2M(T )}
≤ K7 K7 ≥ 2K6
As´ı tenemos que f(dn,k, dn,kt , t) es una funcio´n acotada y la solucio´n puede ser extendida a
[0, T ].
A seguir mostraremos que si los datos iniciales (u0, u1) esta´n en el espacio
H10 (Ω)×L
2(Ω) entonces las soluciones aproximadas esta´n limitadas en espacios mas regulares,
esto es, tenemos el siguiente resultado.
Lema 2.2 Supongamos que (u0, u1) ∈ H
1
0 (Ω) ∩ H
2(Ω) × H10 (Ω) entonces la sucesio´n de
soluciones aproximadas {un}n∈N satisface
(i) {un}n∈N es acotada en L
∞(0, T ;H10 (Ω) ∩H
2(Ω))
(ii) {unt }n∈N es acotada en L
∞(0, T ;H10 (Ω)).
(iii) {untt}n∈N es acotada en L
∞(0, T ;L2(Ω)).
Demostracio´n.-
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(i) Es inmediato del Lema 2.1 y la definicio´n de L∞. Por tanto {un}n∈N es acotada en
L∞(0, T ;H10 (Ω)). Tambie´n tenemos que:∫ T
0
‖un‖21dt ≤
∫ T
0
M2(T )dt <∞
Entonces {un}n∈N es acotada en L
2(0, T ;H10 (Ω)).
(ii) En 2.5 diferenciamos la ecuacio´n aproximada
(untt(t), ωk) + (∇u
n,∇ωk) = (a(u
n, p)unt + b(u
n, p, pt), ωk).
Obtenemos aplicando la regla de la cadena, con respecto a t para los valores de
k = 1, 2, ..., n
(unttt(t), ωk) + (∇u
n
t ,∇ωk) = R
donde
R = (au(u
n, p)(unt )
2 + ap(u
n, p)ptu
n
t + a(u
n, p)untt +
+bu(u
n, p, pt)u
n
t + bp(u
n, p, pt)pt + bpt(u
n, p, pt)ptt, ωk)
Note que
|R| ≤
[
K1‖u
n
t ‖
2 + |ap||pt|‖u
n
t ‖+ |a(u
n, p)|‖untt‖+ |bn|‖u
n
t ‖
]
+ [|bp||pt|+ |bpt ||ptt|] ‖ωk‖
au, ap, bu, bp y bpt denotan derivadas parciales. Considerando el lema (2.1) en (A1) donde
∇a y ∇b son funciones uniformemente acotadas: ∃nK8, K9 > 0 tales que
|∇a| < K8 y |∇a| < K9. Tambie´n por hipo´tesis del lema (2.1) en (A3) tenemos
p ∈ H2(0, T, L∞(Ω))⇒

 pt ∈ L
∞(Ω), por tanto, ∃C3 > 0/|pt| < C3
ptt ∈ L
∞(Ω), por tanto, ∃C4 > 0/|ptt| < C4
Por tanto,
|R| ≤
[
K8(u
n
t )
2 +K8‖u
n
t ‖+K1‖u
n
tt‖+K9‖u
n
t ‖+K9C3 +K9C4
]
‖ωk‖
≤
[
K8(u
n
t )
2 +K10‖u
n
t ‖+K1‖u
n
tt‖+K9C3 +K9C4
]
‖ωk‖
≤
[
K8(u
n
t )
2 +K10‖u
n
t ‖+K1‖u
n
tt‖+ C5
]
‖ωk‖
≤K11
[
(unt )
2 + ‖unt ‖+ ‖u
n
tt‖+ 1
]
‖ωk‖
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Considerando,
K10 = ma´x {K8, K9}, C5 = ma´x {K9C3, K9C4}, K11 = ma´x {K10, K1, C5}.
Tomando en cuenta la proposicio´n (1.12.5), utilizamos el me´todo similiar al usado en
el Lema 2.1 reemplazando ahora ωk por u
n
tt(t).
(unttt(t), u
n
tt(t)) + (∇u
n
t (t),∇u
n
tt(t)) =
1
2
[
d
dt
(
‖untt(t)‖
2 + ‖∇unt (t)‖
2
)]
Entonces, asumiendo la dependencia de t, tenemos
1
2
[
d
dt
(
‖untt‖
2 + ‖∇unt ‖
2
)]
≤ K11
[
(unt )
2 + ‖unt ‖+ ‖u
n
tt‖+ 1
]
‖untt‖
Por lo tanto
≤K11
[
‖(unt )
2‖+ ‖unt ‖+ ‖u
n
tt‖+ 1
]
‖untt‖
≤K11
[
‖(unt )
2‖‖untt‖+ ‖u
n
t ‖‖u
n
tt‖+ ‖u
n
tt‖‖u
n
tt‖+ ‖u
n
tt‖
]
≤K11
[
‖(unt )
2‖2
2
+
‖untt‖
2
2
+
‖unt ‖
2
2
+
‖untt‖
2
2
+ ‖untt‖
2 +
‖untt‖
2
2
+
1
2
]
Desig.Young
=
K11
2
[
‖(unt )
2‖2 + 5‖untt‖
2 + ‖unt ‖
2 + 1
]
Luego
d
dt
(
‖untt‖
2 + ‖∇unt ‖
2
)
≤K11
[
‖(unt )
2‖2 + 5‖untt‖
2 + ‖unt ‖
2 + 1
]
≤K12
[
‖(unt )
2‖2 + ‖untt‖
2 + ‖unt ‖
2 + 1
]
K12 ≥ 5K11
Observemos que
‖(unt )
2‖2 =
[∫
Ω
[(unt )
2]2dx
]
=
[∫
Ω
|unt |
4dx
]
=
([∫
Ω
[unt ]
4dx
]1/4)4
= ‖unt ‖
4
L4(Ω)
Por los teoremas de inmersio´n de Sobolev, la desigualdad de interpolacio´n de Gagliardo-
Nirenberg (ii) y la Proposicio´n 1.8.7 tenemos

∃C6 > 0/‖u
n
t ‖L4(Ω) ≤ C6‖u
n
t ‖
1/2‖unt ‖
1/2
1
H1(Ω) →֒ L2(Ω), por tanto, ∃C7 > 0/‖u
n
t ‖ ≤ C7‖u
n
t ‖1
Por la desigualdad de Poincare´, ∃C8 > 0/‖u
n
t ‖1 ≤ C8‖∇u
n
t ‖
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Entonces
d
dt
(
‖untt‖
2 + ‖∇unt ‖
2
)
≤K12
[
‖(unt )
2‖2 + ‖untt‖
2 + ‖unt ‖
2 + 1
]
≤K12
(
‖unt ‖
4
L4(Ω) + ‖u
n
tt‖
2 + (C7)
2(‖unt ‖1)
2 + 1
)
≤K12
(
C46‖u
n
t ‖
2‖unt ‖
2
1 + ‖u
n
tt‖
2 + (C7)
2)(‖unt ‖1)
2 + 1
)
≤K12
(
C46(M)
2‖unt ‖
2
1 + ‖u
n
tt‖
2 + (C7)
2)(‖unt ‖1)
2 + 1
)
Por (2.10) ‖unt ‖ ≤M(T ), se tomo´ M(T ) =M .
≤K13
(
‖unt ‖
2
1 + ‖u
n
tt‖
2 + (‖unt ‖1)
2 + 1
)
existe K13 = ma´x {K12, K12(C6)
4M2, K12(C7)
2}
≤K14
(
‖unt ‖
2
1 + ‖u
n
tt‖
2 + 1
)
K14 ≥ 2K13
≤K14
(
C28‖∇u
n
t ‖
2
1 + ‖u
n
tt‖
2 + 1
)
D.Poincare´
≤K15
(
‖untt‖
2 + ‖∇unt ‖
2
1 + 1
)
K15 = ma´x {K14, K14(C8)
2}
Por lo tanto se obtiene
d
dt
(
‖untt‖
2 + ‖∇unt ‖
2
)
≤ K15
(
‖untt‖
2 + (‖∇unt ‖)
2 + 1
)
(2.13)
Por la hipo´tesis sobre los datos iniciales tenemos que las sucesiones
untt(0), u
n
t (0)
son limitadas en L2(Ω) y H10 (Ω) respectivamente.
Ahora plicaremos la desigualdad de Gronwall en 2.13
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Entonces procedemos
‖untt(t)‖
2 + ‖∇unt (t)‖
2 ≤
∫ T
0
K15
(
‖untt‖
2 + ‖∇unt ‖
2 + 1
)
dt integrando
=
∫ T
0
K15
(
‖untt‖
2 + ‖∇unt ‖
2
)
+K15dt
=
∫ T
0
K15
(
‖untt‖
2 + ‖∇unt ‖
2
)
dt+K15T
≤ K15T exp
∫ T
0 K15dt d. Gronwall
= K15T exp
K15T integrando
Por tanto, multiplicando por 1
2
y por la desigualdad de Young, se tiene
‖untt(t)‖‖∇u
n
t (t)‖ ≤
‖untt(t)‖
2
2
+
‖∇unt (t)‖
2
2
≤
K15T
2
expK15T
⇒ 2‖unt (t)‖‖∇u
n(t)‖ ≤ K15T exp
K15T
Sumando
‖untt(t)‖
2 + ‖∇unt (t)‖
2 + 2‖untt(t)‖‖∇u
n
t (t)‖ ≤ K15T exp
K15T +K15T exp
K15T
⇒ (‖untt(t)‖+ ‖∇u
n
t (t)‖)
2 ≤ 2K15T exp
K15T
Como K15 es constante podemos expresar:
√
2K15T expK15T = N(T ) y as´ı tenemos
‖untt(t)‖+ ‖∇u
n
t (t)‖ ≤ N(T ) (2.14)
Entonces aplicamos la desigualdad de Poincare´ 1.8.1 y por tanto, tenemos
‖unt (t)‖1 + ‖u
n
tt(t)‖ ≤ N(T ) c.t.p. t ∈ [0, T [ (2.15)
(iii) Lo obtenemos a la vez del resultado (2.15).
Teorema 2.2.1 Sea T > 0. Supongamos,
(A1) a ∈ C
1(R2,R) y b ∈ C1(R3,R) donde a,∇a,∇b son funciones uniformemente
acotadas.
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(A2) |b(u, p, pt)(t, x)| ≤ C1|u(t, x)|+C2 casi siempre sobre [0;T [×Ω, donde C1 y C2 son
constantes no negativas.
(A3) p ∈ H
2(0, T, L∞(Ω)).
(A4) (u0, u1) ∈ H
1
0 (Ω)× L
2(Ω).
Entonces el problema 2.1 admite al menos una solucio´n de´bil u en [0, T [
Demostracio´n.- Del lema 2.1 obtenemos que la energ´ıa de primer orden esta´ limitada,
esto es, existe una constante C(T ) positiva que depende de T tal que
‖unt (t)‖+ ‖u
n(t)‖1 ≤ C(T )
Por un resultado cla´sico de compacidad, conocido como el Lema de Lions-Aubin, tenemos
que el conjunto
W(T ) =
{
w ∈ L2([0, T [;H10 (Ω)); wt ∈ L
2([0, T [;L2(Ω))
}
tiene inmersio´n compacta sobre el conjunto de las funciones
C(0, T ;L2(Ω))
Por el lema 2.1, la sucesio´n de soluciones aproximadas esta´ limitada en W(T ). Por lo tanto
existe una subsucesio´n de soluciones aproximadas un que converge fuerte en C(0, T ;L2(Ω)).
Esto es,
un → u fuerte en C(0, T ;L2(Ω))
que en particular implica
un(x, t)→ u(x, t) casi siempre Ω×]0, T [
de donde sigue
a(un, p)→ a(u, p) casi siempre Ω×]0, T [
ana´logamente
b(un, p, pt)→ b(u, p, pt) casi siempre Ω×]0, T [
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como a es una funcio´n acotada tendremos
|a(un, p)| ≤ C
Por el teorema de la convergencia dominada concluimos
a(un, p)→ a(u, p) fuerte en L2(Ω×]0, T [)
Ana´logamente, de la hipo´tesis A2 y usando el teorema de la convergencia dominada para
|b(un, p, pt)| ≤ C|u
n(x, t)|+ C
mostramos
b(un, p, pt)→ b(u, p, pt) fuerte en L
2(Ω×]0, T [)
De esta forma, tenemos
(a(un, p)unt , ωk) =
∫
Ω
[a(un, p)ωk]u
n
t dx.
Como a(un, p) converge fuerte en L2 entonces a(un, p)ωk converge fuerte en L
2 y unt converge
de´bil en L2, entonces
l´ım
n→∞
(a(un, p)unt , ωk) = l´ım
n→∞
∫
Ω
[a(un, p)ωk]u
n
t dx =
∫
Ω
[a(u, p)ωk]ut dx
y como b(un, p, pt) converge fuerte en L
2 entonces
l´ım
n→∞
(b(un, p, pt), ωk) = l´ım
n→∞
∫
Ω
b(un, p, pt)ωk dx =
∫
Ω
b(u, p, pt)ωk dx
luego la ecuacio´n aproximada
(untt(t), ωk) + (∇u
n,∇ωk) = (a(u
n, p)unt + b(u
n, p, pt), ωk), ∀ω ∈ Vn y k = 1, 2, ..., n
puede ser reescrita como
d
dt
(unt (t), ωk) + (∇u
n,∇ωk) = (a(u
n, p)unt + b(u
n, p, pt), ωk), ∀ω ∈ Vn y k = 1, 2, ..., n.
Multiplicando por la funcio´n de prueba φ ∈ D(0, T ) e integrando en [0, T ]
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−∫ T
0
(unt (t), ωk)φ
′ dt+
∫ T
0
(∇un,∇ωk)φ dt =
∫ T
0
(a(un, p)unt + b(u
n, p, pt), ωk)φ dt.
Usando las convergencias de´biles de un y unt , as´ı como las convergencias de a y de b, tomando
l´ımite en la ecuacio´n anterior se tiene
−
∫ T
0
(ut(t), ωk)φ
′ dt+
∫ T
0
(∇u,∇ωk)φ dt =
∫ T
0
(a(u, p)ut + b(u, p, pt), ωk)φ dt.
Por la densidad de los autovectores ωk concluimos que el l´ımite u de las soluciones aproxi-
madas verifica
−
∫ T
0
(ut(t), ω)φ
′ dt+
∫ T
0
(∇u,∇ω)φ dt =
∫ T
0
(a(u, p)ut + b(u, p, pt), ω)φ dt.
Para todo ω ∈ H10 (Ω) y para todo φ ∈ D(0, T ). Lo que significa que u es una solucio´n de´bil
de la ecuacio´n.
2.3. Soluciones fuertes
Terminaremos este cap´ıtulo, mostrando que cuando los datos iniciales son ma´s regula-
res, obtenemos soluciones fuertes para el problema. Ma´s precisamente, se tiene el siguiente
teorema
Teorema 2.3.1 Sea T > 0. Supongamos,
(A1) a ∈ C
1(R2,R), y b ∈ C1(R3,R) donde a,∇a,∇b son funciones uniformemente
acotadas.
(A2) |b(u, p, pt)(t, x)| ≤ C1|u(t, x)|+C2 casi siempre sobre [0;T [×Ω, donde C1 y C2 son
constantes no negativas.
(A3) p ∈ H
2(0, T, L∞(Ω)).
(A4) (u0, u1) ∈ H
1
0 (Ω) ∩H
2(Ω)×H10 (Ω).
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Entonces nuestro problema 2.1 en estudio tiene una u´nica solucio´n fuerte u en [0, T [
Demostracio´n.- Por el teorema (2.2.1), existe una solucio´n de´bil que satisface
−
∫ T
0
(ut(t), ω)φ
′ dt+
∫ T
0
(∇u,∇ω)φ dt =
∫ T
0
(a(u, p)ut + b(u, p, pt), ω)φ dt
para todo ω ∈ H10 (Ω) y para todo φ ∈ D(0, T ). Del Lema 2.2, podemos concluir que la
sucesio´n de soluciones aproximadas un converge en L∞(0, T ;H2(Ω)∩H10 (Ω)) y sus derivadas
unt converge en L
∞(0, T ;H10 (Ω)). Por lo tanto concluimos
u ∈ L∞(0, T ;H2(Ω) ∩H10 (Ω)), ut ∈ L
∞(0, T ;H10 (Ω))
y
utt ∈ L
∞(0, T ;L2(Ω))
luego tenemos regularidad suficiente para hacer integracio´n por partes en la formulacio´n
de´bil del problema, As´ı tenemos que u verifica∫ T
0
(utt(t), ω)φ dt+
∫ T
0
(∇u,∇ω)φ dt =
∫ T
0
(a(u, p)ut + b(u, p, pt), ω)φ dt.
esto es, ∫ T
0
[(utt(t), ω) + (∇u,∇ω)− (a(u, p)ut + b(u, p, pt), ω)]φ dt = 0.
para todo ω ∈ H10 (Ω) y para todo φ ∈ D(0, T ). Por el lema de du Bois Reymond obtenemos
(utt(t), ω) + (∇u,∇ω)− (a(u, p)ut + b(u, p, pt), ω) = 0
usando integracio´n por partes,
(utt(t), ω)− (∆u, ω)− (a(u, p)ut + b(u, p, pt), ω) = 0
o equivalentemente
(utt(t)−∆u− a(u, p)ut − b(u, p, pt), ω) = 0
para todo ω ∈ H10 (Ω). De donde aplicando nuevamente el lema de du Bois Reymond sigue
que
utt(t)−∆u− a(u, p)ut − b(u, p, pt) = 0
lo que significa que u es una solucio´n fuerte del problema 2.1.
La unicidad es inmediata, pues por hipo´tesis tenemos que las funciones a y b son de Lipschitz
y la solucio´n es regular.
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Cap´ıtulo 3
Unicidad y Estabilidad de la Solucio´n
3.1. El Caso 1-D
En este cap´ıtulo estudiaremos el modelo unidimensional. Destacamos este caso debido a
que las inmersiones de Sobolev nos permiten demostrar que las soluciones de´biles y fuertes
del modelo son estables con relacio´n a los datos iniciales. Esto es, la solucio´n del problema
no lineal depende continuamente de los datos iniciales. En este cap´ıtulo usaremos principal-
mente la inmersio´n
H1(a, b) →֒ C([a, b])
la cual es compacta y va´lida solamente en dimensio´n n = 1.
Teorema 3.1.1 Asumiendo que n = 1 y que las condiciones del teorema 2.2.1 se satisfacen
para algu´n T > 0. Sea u, v dos soluciones del problema (2.1) correspondiente a los datos
iniciales (u0, u1) y (v0, v1) ∈ H
1
0 (Ω)×H
1
0 (Ω). Entonces para c.t.p. t ∈ [0, T [
‖ut(t)− vt(t)‖
2 + ‖u(t)− v(t)‖21 ≤M(T )‖u1 − v1‖
2 + ‖u0 − v0‖
2
1
donde M(T ) es una constante positiva que depende de T .
Demostracio´n.- Sean u y v soluciones del problema (2.1) correspondientes a los datos
iniciales (u0, u1) y (v0, v1) respectivamente.
Sean ω = u− v, ωi = ui − vi, i = 0, 1. Entonces ∀ϕ ∈ H
1
0 (Ω) tenemos
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

(ωtt, ϕ) + (∇ω,∇ϕ) = (a(u, p)ut − a(v, p)vt + b(u, p, pt)− b(v, p, pt), ϕ)
ω = 0 en [0, T [×∂Ω
ω(0, x) = w0, ωt(0, x) = w1 en Ω
Reemplazamos ϕ por 2ωt, recordando que ut y vt ∈ H
1
0 (Ω)
2(ωtt, ωt) + 2(∇ω,∇ωt) = (a(u, p)ut − a(v, p)vt + b(u, p, pt)− b(v, p, pt), 2ωt)
Por la Proposicio´n 1.12.5 tenemos
d
dt
(‖ωt‖
2 + ‖∇ω‖2) = (a(u, p)ut − a(v, p)vt + b(u, p, pt)− b(v, p, pt), 2ωt)
Definimos la funcio´n f(u, ut, p) = a(u, p)ut y como ω = u− v.
Notamos que
a(v, p)ut − a(u, p)ut = f(u, ut, p)− f(v, vt, p) = f((v, vt, p) + (w,wt, 0))− f(v, vt, p),
Por otra parte; dados α, β ∈ R3, existe ξ ∈ (α, β) donde por el teorema del valor medio
para espacios de Banach, se tiene
‖F (β)− F (α)‖ ≤ ‖β − α‖ sup
t∈(0,1)
‖F ′(ξ)‖
donde ξ = α + (β − α)t, t ∈ (0, 1).
Hagamos α = (u, ut, p) y β = (v, vt, p) entonces
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|(a(v, p)ut − a(u, p)ut, 2wt)| ≤ ‖f((v, vt, p) + (w,wt, 0))− f(v, vt, p)‖‖2ωt‖
≤ (‖w‖+ ‖wt‖) sup
0<t<1
‖∇a‖‖vt + twt‖‖2ωt‖
por (2,10) ‖vt‖1, ‖wt‖1 ≤M, luego
≤ C(‖w‖+ ‖wt‖)(‖vt‖1 + ‖wt‖1)‖2ωt‖
≤ C ·M(‖w‖+ ‖wt‖)‖2ωt‖
≤ K(‖w‖‖wt‖+ ‖wt‖
2)
≤ H(‖w(t)‖21/2 + ‖wt(t)‖
2/2)
Ana´logamente,
|(b(u, p, pt)− b(v, p, pt), 2ω)| ≤ |(
∂b
∂u
· ω, 2ωt)|
≤ ‖
∂b
∂u
‖‖ω‖∞‖ωt‖ (desig. Ho¨lder generalizada)
≤ C‖ω‖∞‖ωt‖
≤ A‖w(t)‖1‖ωt‖
≤ A(‖w(t)‖21/2 + ‖wt(t)‖
2/2)
esta u´ltima desigualdad se sigue de la inmersio´n de Sobolev ‖w(t)‖∞ ≤ N‖w(t)‖1, desde
que n = 1.
Uniformizando constantes,
d
dt
(‖ωt‖
2 + ‖∇ω‖2) ≤ (‖w(t)‖21 + ‖wt(t)‖
2)
y aplicando la desigualdad de Gronwall,
‖w(t)‖21 + ‖wt(t)‖
2 ≤ G(T )(‖w(0, x)‖21 + ‖wt(0, x)‖
2) c.t.p t ∈ [0, T )
Por lo tanto, con esto finaliza la prueba, esto es, para n = 1 en las hipo´tesis del Teorema
2.2.1, nuestro problema admite u´nica solucio´n de´bil.
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La unicidad es una consecuencia inmediata del teorema 3.1.1. De hecho, sean u y v dos
soluciones para el problema (2.1), con datos iniciales v0 = u0 y v1 = u1 respectivamente.
Usando la desigualdad del teorema 3.1.1 conclu´ımos
‖ut(t)− vt(t)‖
2 + ‖u(t)− v(t)‖21 ≤ 0
de donde, u = v.
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Cap´ıtulo 4
Conclusiones
4.1. Conclusiones y trabajo futuro
En el presente trabajo estudiamos el modelo propuesto por Mouhamad Jradeh en su
art´ıculo ver [22], el cual modela la actividad cerebral a partir de una ecuacio´n no lineal de
ondas. Su principal hipo´tesis es que esta actividad cerebral se propaga de forma ana´loga a
un sistema de ondas a trave´s de las neuronas. Los valores de esta actividad cerebral esta´n
descritos a trave´s de un modelo no lineal de ecuacio´n de ondas. Cuando consideramos el caso
bidimensional o tridimensional de la actividad cerebral, estamos asumiendo que la actividad
cerebral se propaga como ondas sobre una superficie o sobre un volumen respectivamente.
En nuestro caso la regularidad de las soluciones depende de la dimensio´n en que trabajamos.
El modelo unidimensional consiste en suponer que esta actividad cerebral se propaga con
un grado de libertad, como por ejemplo sobre un segmento de recta o de curva. En este caso
tenemos que la solucio´n es ma´s regular debido a la inmersio´n compacta:
H1(a, b) →֒ C([a, b])
Esto quiere decir, que en particular las soluciones de´biles sera´n funciones continuas;
propiedad que no se verifica cuando n ≥ 1. Para obtener esta regularidad en los casos
n = 2 o n = 3 sera´ necesario tomar datos ma´s regulares, por ejemplo:
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(u0, u1) ∈ H
2(Ω) ∩H10 (Ω)×H
1
0 (Ω)
y en este caso tendremos que la solucio´n u sera´ una funcio´n continua. Nuestro objetivo es
demostrar que este modelo esta´ bien puesto, en el sentido de que existe una u´nica solucio´n
del problema. El me´todo que usamos es el me´todo de Galerkin.
En el caso bidimensional demostramos que existe una u´nica solucio´n de´bil y una u´nica so-
lucio´n fuerte. La regularidad es muy importante para probar unicidad en los problemas
hiperbo´licos.
En el caso unidimensional probamos adicionalmente que existe estabilidad de la solucio´n con
relacio´n a los datos iniciales; lo cual es de fundamental importancia para las aplicaciones de
las correspondientes te´cnicas nume´ricas.
Si no existe continuidad de las soluciones en te´rminos de los datos iniciales, entonces el sis-
tema se torna inestable a pequen˜as variaciones de los datos, lo cual inviabiliza los ca´lculos
nume´ricos.
Finalmente como posibles puntos de estudio posteriores a este trabajo, consideraremos
el modelaje de diversas actividades cerebrales que serian modeladas a trave´s de un sistema
de ecuaciones en derivadas parciales.
Otro punto es estudiar las propiedades cualitativas de estos modelos, como por ejemplo
el comportamiento asinto´tico cuando t es grande.
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