Abstract Reliable flood risk analyses, including the estimation of damage, are an important prerequisite for efficient risk management. However, not much is known about flood damage processes affecting companies. Thus, we conduct a flood damage assessment of companies in Germany with regard to two aspects. First, we identify relevant damage-influencing variables. Second, we assess the prediction performance of the developed damage models with respect to the gain by using an increasing amount of training data and a sector-specific evaluation of the data. Random forests are trained with data from two postevent surveys after flood events occurring in the years 2002 and 2013. For a sector-specific consideration, the data set is split into four subsets corresponding to the manufacturing, commercial, financial, and service sectors. Further, separate models are derived for three different company assets: buildings, equipment, and goods and stock. Calculated variable importance values reveal different variable sets relevant for the damage estimation, indicating significant differences in the damage process for various company sectors and assets.
Introduction
Extreme flood events like the riverine flood of 2013 in Europe have severe and manifold impacts on society, including huge financial damage to the economy Schr€ oter et al., 2015; Thieken et al., 2016] . The total tangible damage caused in Germany in 2013 is estimated at 6.67 billion Euros, of which 1.48 billion Euros was suffered by private households and 1.32 billion Euros was suffered by the business sector [Bundesministerium des Innern, 2013] . Their share of about one fifth of the total damage reveals companies' large damage potential. Yet damage processes particularly in the business sector are not very well understood and are consequently difficult to model, resulting in an urgent need to gain more knowledge on flood damage accrued to companies [Meyer et al., 2013; Bubeck and Kreibich, 2011] . Many different factors, such as the water level, the placement of equipment or goods, and the preparedness of the company, can affect the process leading to flood damage [Kreibich et al., 2007] .
Since flood risk analyses, including damage modeling, are an essential prerequisite for efficient flood risk management, the identification and quantification of the damage driving factors is highly important. Flood risk analyses are carried out at different spatial scales including the supranational (global), macro (national), meso (regional), and microscales (local) [de Moel et al., 2015] . Many studies assessing flood risk on the micro to mesoscale model the damage in monetary terms on the basis of factors such as water depth, the contamination of the water or the land use of a certain area [Apel et al., 2009; Falter et al., 2015; Gerl et al., 2014; Huttenlau, 2010; Kim et al., 2012; Koks et al., 2014a] . Some studies assessing flood risk, expressed as, e.g., the affected amount of the gross-domestic product and population, on the meso to macroscale include factors such as demography indices or other socioeconomic indicators to model the impacts of flood events [Koks et al., 2014b; Ward et al., 2013; Winsemius et al., 2013] . More and more authors claim that societies' vulnerability must be taken into account in flood risk assessments in order to enable a more precise estimate of flood risk and identify effective adaptation measures [Mechler and Bouwer, 2014; Jongman et al., 2015] .
aspects should lead to a better idea of (1) what and (2) how much data are necessary to describe and quantify damage processes of companies. We propose the random forest approach as a powerful tool to identify relevant predictor variables with linear and nonlinear dependencies from limited data. A meaningful feature selection not only improves the understanding of the damage process, but also enables the development of suggestions for an improved data acquisition, which can then focus on the important damage determining variables.
Data and Methods
In the following, random forests are trained on postevent survey data to identify important predictor variables for the estimation of flood damage caused to different company assets: (a) buildings, (b) equipment, and (c) goods and stock. Within this context, a sector-specific consideration is realized by splitting the data into four subsets, following Kreibich et al. [2007] , each representing one of the four considered sector types: (1) manufacturing, (2) commercial, (3) financial, and (4) service. Random forests are trained for each combination of sector type and company asset, as well as for the complete (sector-unspecific) data set. The prediction quality for the developed sector-specific and unspecific damage models is evaluated via cross-validation depending on the size of the training data set used. The derived models, and consequently, the identified predictors and the prediction quality depend strongly on the data used for training. To provide representative results, the construction of the random forests is repeated several times, with different data subsets sampled from the entire data set. Figure 1 illustrates the entire work flow of this study.
The following section 2.1 describes the survey data set used. The concept of random forests is explained in section 2.2, while section 2.3 describes the sampling scheme used for repeated model construction. The measures applied for the validation of the flood damage models are outlined in section 2.4.
Survey Data
The data sets used are taken from two surveys conducted after the floods in the Elbe and Danube catchments in the years 2002 and 2013 in Germany [Kreibich et al., , 2007 Thieken et al., 2016] . The surveys were carried out by the SOKO Institute by means of computer-aided telephone interviews in October 2003 , May 2004 , and between May and July 2014. In total, 479 interviews were conducted for the flood in 2002 and 557 for the flood in 2013, whereby the interviewed companies were chosen from a site-specific random sample based on lists of affected streets in the corresponding areas . The surveys of the 2002 and 2013 floods were conducted in a similar, comparable way. Questions about the following topics were asked in the surveys: flood impact parameters (e.g., contamination, water level), early warning, emergency measures, precautionary measures, company characteristics, flood damage, and flood experience. The person with the best knowledge about the flood damage was questioned for each company . Given answers were cross-checked during the interview to improve the data quality and to clarify contradictory answers. See Kreibich et al. [2005 Kreibich et al. [ , 2007 and Thieken et al. [2017] for further details about the survey and the data processing. Table 1 shows the nine variables used in this study as potential flood damage predictors, which were derived from the data set. The variables were selected according to data availability and their potential to influence company flood damage according to previous studies [Penning-Rowsell et al., 2005; Scawthorn et al., 2006; Kreibich et al., 2007 Kreibich et al., , 2010 . Variables describing the impact of the flood are the water level, the inundation duration and the contamination indicator, as used in other studies on damage modeling for companies by Kreibich et al. [2010] and Seifert et al. [2010] . The contamination indicator is the weighted sum of different contaminants such as oil, sewage water, or chemical substances, whereas contaminants which are expected to have a higher damaging potential are weighted accordingly [B€ uchele et al., 2006] . Variables characterizing companies' resistance to flooding are the adaptation ratio, the mitigation ratio, and the emergency indicator. The adaptation and mitigation ratios correspond to the fraction of implemented measures compared to all measures relevant for damage reduction. For example, the installation of flood-proof oil tanks is only relevant for companies that have oil tanks on their premises. Information about the relevance of the respective measures was requested in the survey, i.e., the companies were asked for each measure, if this measure is relevant for their company. A one was added to both numbers to avoid zeros in the fraction. 
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Measures undertaken 11
Hence, a ratio of 1 indicates that all relevant measures were implemented. Table 2 gives an overview of all measures obtained by the survey and their classification as adaptation, mitigation, or emergency measures. Measures are classified as adaptation measures if the use or location of an asset/object is changed, that is, if an area is used in a different way or dangerous substances are relocated from areas which are prone to flooding. Measures are classified as mitigation measures if the use of an asset/object remains, but is protected in a certain way. An example of this would be the use of flood-proof oil tanks in flood-prone areas. The emergency indicator is the sum of the number emergency measures adopted, whereby eight different measures were named in the surveys and are therefore counted. However, the emergency indicator varies between zero and four, since the maximum number of emergency measures undertaken by a company was four measures. Variables describing the companies' characteristics are the number of employees and the spatial conditions of the company, indicating whether a company owns premises with more than one building or less than one floor in an externally used building. It can be assumed that the damage processes are different for businesses in a shopping street that own only a few rooms than for companies, that own entire premises. The relative loss (rloss) is calculated as the recorded asset damage divided by the recorded asset value. Damage ratios were calculated for three types of assets: (1) buildings, (2) equipment, and (3) goods and stock. The damage ratio could not be calculated for each 
Random Forests
In this study, random forests are used to identify important damage-influencing variables by means of the variable importance and to model the flood damage. A random forest is an ensemble of n tree-based classifiers, whereby every tree is grown from a randomly sampled subset of the input data set. Tree-based models are suitable for flood damage modeling, as they allow for nonlinearities, predictor interactions and the use of categorical and continuous variables Schr€ oter et al., 2014; Kreibich et al., 2016] . In the following, we give a basic insight into tree-based classifiers and random forests. For a detailed introduction, we refer to Breiman [2001] . Figure 2 shows an exemplary tree to support the following introduction of random forests. The input training data sample corresponds to the root node of a single tree and is split recursively (branching) into Figure 2 . Exemplary representation of a single tree of a random forest for visualizing and explaining the approach. The tree consists of one root node, two split nodes and four leaf nodes.
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subsamples that form the nodes of the tree. Each split is guided by a threshold value of a predictor, which is chosen such that the resulting subsamples minimize the heterogeneity of the response variable. The final subsamples form the leaf nodes, from which the response value is derived (Figure 2 ). For the prediction of the response variable of a certain data point the values of the predictor variables determine the leaf node that needs to be considered. For a categorical response variable (classification tree) the response value corresponds to the most frequent class of the leaf node's subsample. In case of a continuous response variable (regression tree), the mean value of the leaf node's subsample is returned (Figure 2 ). The predicted response value of a random forest is derived from the response values of the single classification or regression trees, by taking the mode or the mean value, respectively. As we use random forests with continuous response variables, from now on we will mainly focus on the aspects which are relevant for regression trees.
Random forests apply a bootstrap sampling called bagging internally to define the training subsamples of the single trees. Only about two thirds of the data sample is used to build a single tree, while one third of the sampled data subset is left out. The data points which are not taken into account for the training of the classifier are called Out-of-Bag observations (OOB). The OOB observations are used internally to calculate quality measures of the resulting model and to estimate the variable importance.
The literature provides different algorithms, such as the Classification And Regression Tree (CART) algorithm, THAID, C4.5 [Quinlan, 1986] and the Conditional Inference Tree (CIT) algorithm to build the individual trees [Wei et al., 2015] . One of the most popular and widely used algorithms is CART. However, many studies have observed a bias in the CART algorithm with respect to variable selection toward variables with different scales and many possible splits [Kass, 1980; Segal, 1988; White and Liu, 1994; Jensen and Cohen, 2000; Shih, 2004; Strobl et al., 2007] , which affects the interpretability of the models . The CIT algorithm was developed to reduce this bias.
The main differences between CART and CIT are the methods used to select and split variables (splitting criterion) and to identify leaf nodes (stop criterion). CART uses an exhaustive search method on a randomly chosen set of m variables to identify the variable with the best split based on a measure of node impurity. The node impurity is usually measured as the mean square error MSE of the response values in the respective parts. The splitting is stopped either if a certain threshold of node impurity is reached or if no further splitting is possible. The OOB observations are used for an internal cross-validation, which intends to avoid overfitting. CIT makes use of hypothesis tests to identify the splitting variable at each node, whereby the dependence between the variables and the response is assessed by multiple procedure tests. At each node a randomly chosen set of variables can be used as candidate variables for splitting. The variable with the strongest association, measured by the p-value of the hypothesis test, to the response variable is selected as the splitting variable. If no association between the response variable and the covariates in the current node can be stated this node is defined as a leaf node. showed structural differences between the models resulting from the two algorithms, while reaching similar prediction accuracies. In addition, trees grown with the CIT algorithm are less prone to the problem of overfitting, since the variable selection and the stopping of the tree growth is done by appropriate statistical testing . The algorithm CIT allows for an unbiased variable selection for variables with different scales and many possible splits, which improves the interpretability of the trees.
To our knowledge, previous studies that used regression trees for the estimation of flood damage made use of the CART algorithm Schr€ oter et al., 2014; Hasanzadeh Nafari et al., 2016c] . However, since the data sets used contain variables with different scales as well as many possible splits, and since an unbiased variable selection is key for the identification of damage-influencing variables, the algorithm used in this study is CIT. The analysis was done with R (version 3.3.2)-A language and environment for statistical computing [R Core Team, 2016] . The package ''party'' (version 1.2) was used to compute the random forests [Hothorn et al., , 2015 Strobl et al., 2007] . Each random forest consists of 1000 trees (ntree 5 1000) and three variables were randomly chosen as candidate variables at each node for splitting (mtry 5 3). Each terminal node consists of at least seven observations.
Variable Importance
Apart from modeling applications, random forests can also be used to identify relevant predictor variables from a set of input predictor variables. The relevance can be assessed by the so-called variable importance.
In the case of regression, this importance can be estimated by a random permutation of the values of the
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corresponding predictor variable, simulating the absence of this particular variable. The difference of the prediction error calculated by means of the OOB observations with and without the permutation indicates whether or not the predictor variable is important for the prediction. The rationale behind this is that the prediction accuracy will decrease if a relevant predictor variable is permuted randomly. Therefore, the increase of the prediction error with the permutation of the corresponding predictor variable can be interpreted as a measure for the variable importance.
Sampling of the Data Sets
Due to the large heterogeneity of the data, the learned random forest and its predictions depend on the respective data sample used for training. In addition to the sampling which takes place within the random forests, a further data sampling is applied before the training of the models to provide stable and comparable results. Hence, many random forests are trained with different data samples and the averaged results are provided in section 3. The results shown in section 3 are therefore an outcome of many differently trained random forests.
The sampling method used is the Jackknife, which was developed to assess the stability of estimates [Rodgers, 1999] . To assess the effect of the data set size on the model performance, the size of the samples is increased stepwise by one data point until a maximum of 75% of the respective data set is reached. The data points are sampled without replacement from the original data set. The 25% of the data set which is not used for the sample is used for the validation of the random forest, trained with this particular sample. For the calculation of the variable importance measures 75% of the data points of the respective data sets are used. The data sets are sampled 1000 times per asset, sector, and data size step. Hence, 1000 random forests are built per asset, sector and data size step.
Flood Damage Model Performance
Random forests trained with data from only one sector (sector-specific) and those trained with data from all sectors (sector-unspecific) are built and compared with each other. A leave-p-out cross-validation is performed to evaluate the results of the random forests. The validation of the predicted relative damage is done with 25% of the respective data set, which was not used for the training of the model. Three measures are used to evaluate the performance of the models:
The mean absolute error (MAE)
The root mean square error (RMSE)
The mean bias error (MBE)
The MAE describes the average deviation from the predicted to the observed values, while the RMSE considers the square of the errors. Compared to the MAE, the RMSE is more strongly affected by large deviations. In the ongoing discussion on the choice of MAE or RMSE [Willmott and Matsuura, 2005; Willmott et al., 2009] , Chai and Draxler [2014] suggest considering both metrics in the model validation. In addition, the MBE describes a systematic overestimation or underestimation of the model.
Results and Discussion
The following section contains the analysis of the data and the results of the random forests. Section 3.1 provides a descriptive analysis and a short discussion of the data sets used. The results of the random forests regarding the identification of damage-influencing variables are given in section 3.2, while the
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performance of the models is analyzed in section 3.3. Both sections are subdivided into the three different assets (buildings, equipment, goods, and stock) and followed by a discussion on the general findings. Figure 3 shows the distribution of the variables represented by violin plots and the number of points available per asset and sector. The distribution of the variables were estimated by means of Kernel Density Estimator. For this overview, all variables were scaled from 0 to 1. Only a few companies from the financial and service sectors have goods and stock. Therefore, the case numbers are very small. Nonetheless, these few case numbers are analyzed and shown, but the results should be considered with caution.
Descriptive Analysis of the Data Sets
The values of the relative damage vary not only between the sectors, but also between the assets. Manufacturing companies show the highest mean value for relative building damage, while commercial companies show the highest mean value for relative equipment damage. Compared to the distributions of the relative building damage, distributions of the equipment as well as the goods and stock damage show a higher number of cases in which the entirety of the equipment or goods and stock of a company was damaged. The distributions of the water level and the inundation duration are relatively similar across all sectors and assets. For all assets, the mean values for the contamination index of manufacturing and commercial companies are slightly higher than the mean values of financial and service companies. Most companies were only marginally affected by contamination, as the contamination indices are low in general.
The distributions of the mitigation ratio indicate that most companies did not undertake all the mitigation measures that they considered to be relevant. There are only slight differences between the sectors and assets. However, the distributions of the adaptation ratio reveal that many companies undertook all adaptation measures that they considered to be relevant. This can on the one hand be explained by the fact that the implementation of adaptation measures, such as changing the use of flood-prone areas within the business premises, demands less effort than most mitigation measures, such as retrofit building to make them flood-proof. On the other hand, some adaptation measures are rather specific, e.g., the relocation of hazardous substances, and are therefore not relevant for all of the companies. The number of the emergency measures taken is slightly higher for manufacturing and service companies. The same can be observed for the number of employees. The distributions of the spatial situation show clear differences between the sectors. Manufacturing companies mainly own one or more buildings, while financial companies have mostly one floor or less. This is plausible, as most manufacturing companies have more employees and need space for storage and production sites. Figure 4 shows the correlation matrices of the nine variables per asset and sector. The used correlation coefficient is Spearman's rank correlation coefficient. The first column of each matrix contains the correlation coefficients of the relative loss and the predictor variables. In general, correlation coefficients range from 0.48 to 20.50, whereas most of the correlations are around 0. Water level, inundation duration, and contamination have the highest positive correlation with the relative damage for all sectors and assets. The highest negative and significant correlations with relative damage has the variable adaptation ratio. Other variables significantly negatively correlated with relative damage are the mitigation ratio, emergency measures, and spatial situation.
The predictor variables are also correlated with each other. Since the data considered for the different assets are subsets of the same data set-sampled according to the available damage information of the respective asset-the correlations between the predictors show similar patterns over all assets of the same sector. Yet due to different sample sizes, significant correlations are partly missing especially for smaller subsamples (e.g., subsets considering the building damage and the financial or service sectors). For instance, in the manufacturing sector the significant negative correlation between adaptation ratio and contamination is not detected in the buildings subset, as well as the pairwise correlations between size, spatial situation and adaptation ratio. The correlation matrix is used to support the interpretation of the variable importances in section 3.2.
However, the correlation coefficients consider only pairwise and monotonic relationships. Random forests are able to capture nonmonotonic and multivariable relationships, since they consider dependencies * * * * * between the predictors as well. Therefore, influences of variables which cannot be detected by correlation coefficients might be detected by the variable importance measures of random forests. Figure 5 shows boxplots of variable importances of the eight predictor variables for different company sectors or all sectors together and different assets derived from random forests.
Variable Importances
Buildings
The most important predictor variable for random forests predicting rloss of buildings is the water level, when considering companies from all sectors. This is consistent with many studies and existing models [Gerl et al., 2014; Penning-Rowsell et al., 2005; Hasanzadeh Nafari et al., 2016b] . However, the variable importance of the water level decreases in random forests trained with sector-specific data only. Furthermore, it can be observed that other variables apart from the water level influence the flood damage within the different sectors. Hence, certain influences can only be captured when distinguishing between the company sectors.
When predicting rloss of buildings from the manufacturing sector the variable adaptation ratio is slightly more important than the water level. This observation suggests that rloss is not only influenced by the water level, but also by the adaptation measures a company might have undertaken. Especially for manufacturing companies, adaptation measures such as the relocation of hazardous substances, could play an important role. This assumption is additionally supported by the negative correlation between rloss and the adaptation ratio (see Figure 4) , indicating a damage-reducing effect of the abovementioned measures.
Important variables derived from random forests trained with company data from the commercial sector are the water level, spatial situation, emergency measures, and contamination. The importance of the variable spatial situation in combination with the negative correlation with rloss leads to the assumption that the damage suffered by commercial companies depends to a certain extent on their business premises. 
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This cannot be observed for companies from other sectors. One reason could be that the spatial situations in this sector are more heterogeneous, and consequently a good separation can be reached by this variable.
The variable importances from financial and service-oriented companies are dominated by water level and contamination. A stable separation based on other variables could not be found. This could on the one hand be an effect of the relatively low number of data points available for these company sectors. On the other hand, the predictors considered might not be sufficient for damage predictions, and hidden (not yet considered) variables are needed for an adequate damage description.
Equipment
Water level and contamination are identified as the most important variables when predicting rloss of equipment for companies from all sectors. In general, the range of the variable importances identified for equipment damage is larger compared to those for building damage. This indicates that the heterogeneity within the data and the processes describing the damage to equipment is larger than the heterogeneity within the building data.
Considering manufacturing companies only, the variable importance of the water level is high, while the importance of contamination is lower. Relatively high variable importances can be observed for the mitigation and adaptation ratios. Measures like the adjusted use of flood-prone areas at the company site could potentially lead to a decrease in the damage suffered by the companies' equipment. In addition, the adaptation ratio and contamination are negatively correlated with each other, indicating another damagereducing effect of the adaptation measures, like the relocation of hazardous substances.
Companies from the commercial sector show high variable importances for water level and contamination, followed by inundation duration, mitigation ratio and size. While the Spearman correlation also identifies a significant correlation of water level and contamination with the damage caused (Figure 4) , the significance threshold is not reached for the remaining predictors. The importance of inundation duration, mitigation ratio, and size detected by the random forest approach might be due to a nonmonotonic relationship orwhich we consider to be more likely-the impact on the relative loss becomes more obvious if multivariable dependencies are taken into account. Thus, a pairwise correlation could be blurred by interfering factors (e.g., water level), but becomes more distinct for sorted data subsets that are formed in the tree growing process.
Variable importances for the financial and service sectors are lower in general and less diverse. Water level and contamination are identified as important variables for the financial sector, while the water level is the only important variable for the service sector. Similar to the results of the building damage, the lack of identified damage drivers is assumed to be due to the small sample sizes and/or hidden variables.
Goods and Stock
Random forests trained with data from all sectors to estimate the damage to goods and stock identify water level, contamination, mitigation ratio, and size as the most important variables. This is the most diverse outcome compared to the other assets. Calculations of the variable importance of the damage to goods and stock for the financial and the service sectors were not possible due to the low number of data points.
The damage to goods and stock of manufacturing companies is mostly affected by contamination and the number of employees. Explaining the impact of company size is not straightforward. It might not have a direct influence on the damage, but rather an indirect influence on several damage-driving and -preventing characteristics. Thus, Figure 4 reveals a correlation between company size and the spatial situation, as well as between company size and the adaptation ratio. Further, a slight, but not significant, positive correlation between size and water level is indicated considering the correlation matrix of goods and stock, which is even evaluated to be significant considering the correlation matrix of equipment. The correlation might be explained by location preferences of the companies depending on the size. Capturing information about several damage predictors, the company size might be preferred by the tree growing algorithm as a splitting criterion, rather than having split points for each of the correlated variables. Consequently, the correlated variables, such as water level, would be used less for data splitting, which explains their relative small variable importances.
The damage to goods and stock of companies from the commercial sector is mostly influenced by the water level. The degree of contamination has an influence as well, yet this effect is lower compared to the
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10.1002/2017WR020784 manufacturing companies. One reason for this could be that manufacturing companies are more likely to have hazardous material or liquids on their business premises which can potentially contaminate the water and consequently the other stocks. The emergency measures taken and the mitigation ratio show a relative high variable importance as well. Thus, a more efficient protection of goods and stock seems to be possible through emergency measures for companies from the commercial sector than from the manufacturing sector. This could be due to the characteristics of commercial companies' stock. The goods might be easier to relocate within a short time period than to rearrange the warehouse of a manufacturing company.
Discussion of the Variable Importances
In the previous subsections, the variable importance measure of random forests is used to identify relevant predictor variables for modeling companies' flood damage. Due to a limited data availability and heterogeneity in both company and flooding characteristics, general statements, despite the obvious impact of the water level, are hard to determine. Nevertheless, a distinction between different company sectors reduces the heterogeneity of the data and reveals sector-specific damage predictors not found in the joint consideration of all sectors. Thus, not only are new potential predictor variables for flood damage estimation recognized, but also different damaging processes are displayed for the different company sectors and assets. The provided variable importances give indications about the different damage processes, but the variance for some predictors is still large and possible conclusions should be considered carefully.
The robustness of the results might be increased for a larger data set that is less prone to deviations caused by outliers. Moreover, the heterogeneity within in the data could be decreased by further separations into smaller sub-sectors, which requires an increasing size of the total data set as well.
Furthermore, important variables describing damage processes seem to be missing (not recorded), especially for companies from the financial and service sectors. Many of the mitigation and adaptation measures included in this study are most likely not relevant for the damage processes of financial and service companies. An identification of these missing variables is hardly possible within the scope of this study, but a further differentiation of the company sectors during future data collections with a subsequent analysis could reveal additional factors that need to be considered.
Overall, the separation of the company sectors leads to a better insight into companies' flood damage processes. The benefit of considering different company sectors for prediction purposes as well as the effect of available training data is considered in the following section 3.3.
Flood Damage Model Performance
This section presents and discusses the results of the validation of the random forests predicting flood damage separated by sectors. A validation of the models trained with the maximum number of available training data points is presented in Figure 6 . In Figure 7 prediction errors of models built with different data set sizes are shown. Figure 6 shows boxplots of the three validation measures RMSE, MAE, and MBE for sets of 1000 random forests predicting the damage to buildings, equipment, and goods. Random forests trained with data from only one sector (sector-specific) and trained with data from all sectors (sector-unspecific) are validated with independently sampled validation data sets and compared with each other. The validation is carried out with data from the same company sector that was used to train the model.
Model Validation
Buildings
The RMSEs of random forests trained with data from all company sectors have a mean value of approximately 0.25. estimated the building damage suffered by private households with bagging decision trees and regression trees. RMSEs around 0.1 were estimated, which is lower than the RMSEs estimated in this study. However, the data availability for private households is better than for companies, thus 1103 records were used to build the trees in , while only 430 records were used in this study. This could lead to a better model performance. Furthermore, it can be assumed that the heterogeneity of the flood damage data for companies is higher than of the data for private households. The mean values of the results of the validation with data from the individual sectors are not much different from the validation with data from all sectors. Yet, the variation of the results is higher. This could mainly be due to the number of data points used for validation, which is lower for the validation of the individual sectors. Chai and Draxler [2014] noted that the robustness of the RMSE and MAE is lower, if only a few data points are available for the calculation of the measures. Random forests trained with data points from individual sectors show similar values to those trained with data points from all sectors, when evaluated with samples from the respective company sector. Nevertheless, random forests built with data from all sectors were trained with more data.
The distributions of the MBE reveals that models trained with data from all sectors and models trained with data from a specific sector over-and underestimate the building damage in equal parts resulting in a mean MBE of around 0. Hence, there is no systematic over or underestimation of the models for the manufacturing, commercial and financial sector. However, random forests trained with data from all sectors predicting damage to buildings from the service sector show a higher mean MBE than 0 indicating a systematic overestimation.
Equipment
The validation of random forests trained with data from all sectors shows a mean RMSE of 0.37 and a mean MAE of 0.31. The performance is similar to FLEMOcs, which was validated with a RMSE of 0.37 and a MAE of 0.30 .
The validation results for all sectors and for each company sector differ more clearly. The MAE and RMSE values are higher for the commercial and financial sectors, while the values for the manufacturing and service sectors tend to be lower. This could partly be explained by higher variances and mean values for rloss Figure 6 . Validation of flood damage to buildings (red), equipment (orange), and goods and stock (blue) estimated by 1000 individually trained random forests. Brighter colors indicate that the models were trained with sector-unspecific data. Measures used for validation are the root mean square error (RMSE, top), the mean absolute error (MAE, middle) and the mean bias error (MBE, bottom). Models trained with sector-specific data were trained with less data. Note that boxplots with dashed lines were generated with only a small data sample.
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in the commercial and financial sectors. Random forests trained with data from one sector only perform slightly better than random forests built with data from all sectors, considering the manufacturing and service sectors. The opposite can be found when considering the commercial and financial sectors. The values of the MBE indicate a systematic overestimation of random forests trained with data from all sectors predicting the damage to equipment of manufacturing and service companies and a underestimation of the damage to equipment of commercial companies. The average estimations of models trained with data from single sectors are unbiased. Better results from random forests trained with data from one single sector support the assumption that different damage processes occur in the individual company sectors. However, particularly the model performance for the financial sector seems to profit more from additional data points than from sector-specific data.
Goods and Stock
Random forests trained with data from all sectors have mean values of 0.4 for RMSE and 0.37 for MAE. These errors are larger than those reported for the validation of goods and stock from FLEMOcs with a RMSE of 0.35 and MAE of 0.31 . Thus, the performance of the random forests is lower compared to the estimation of rloss of goods and stock by FLEMOcs. The data sets used to derive the random forests are partly similar to those used for the derivation of FLEMOcs. FLEMOcs focuses on the event of 2002, while the RFs focus on both events from show that models trained with data from one event have a limited transferability to other events. This indicates event differences which are not captured within the models. Capturing two events leads to an increase in the data variability which might lead to higher validation errors.
Random forests trained with data from one sector perform either equally well or slightly better than those trained with all sectors. In contrast, random forests trained with data from all sectors show a systematic overestimation when predicting the damage to goods and stock of manufacturing companies, while models predicting the damage to goods and stock of financial and service companies show a underestimation. This cannot be observed for models built with sector-specific data, leading to the conclusion that models built with sector-specific data should be preferred.
• . Mean RMSE of sector specific (red) and sector unspecific (blue) random forests trained with differently sized data sets with a 95% confidence interval (light gray).
Water Resources Research
10.1002/2017WR020784 Figure 7 shows the mean values for RMSEs for random forests predicting the flood damage with a 95% confidence interval. Every point represents the mean RMSE of 1000 random forests, each built with an individually sampled training data set of size n. The size of the training data sets is stepwise increased to evaluate the effect of additional data points used for the training of the models. Although random forests can deal with large data sets, the method is also capable to provide reasonable results when trained with small data sets [Strobl et al., 2007] . The smallest training data sets contain 40 data points, while the maximum is 75% of the size of the entire data set for the respective asset and sector (see Table 3 for the absolute numbers of data points). The random forests are divided into two groups: one was trained with data from one sector only (sector-specific random forests) and the other group was trained with data from all sectors (sector-unspecific random forests). The validation is always done with data sets from one sector only.
Effect of Different Training Data Sets
For almost all sectors and assets, a decrease in the mean RMSE with an increase of the training data set size can be observed. Table 3 compares the prediction performance of sector-specific and sector-unspecific models trained with the same amount of data (75% of the sector-specific data), as well as sector-unspecific models trained with 75% of the entire asset-related data set. For each model considered, the percentages of the improvement in the RMSE compared to the worst performing model of the corresponding asset and sector are provided.
Considering the building damage, the distinction between sector-specific and sector-unspecific random forests hardly influences the model's prediction performance. Sector-specific random forests show a lower prediction error only in the service sector, while the errors in the other sectors are comparable. This result is plausible, since Figure 3 shows a similar distribution of the relative building damage over all sectors, which is in contrast to the large differences between the sectors for damage caused to equipment and goods. Further, it is reasonable that differences between the buildings of different companies are to a certain extend captured by the variable spatial situation, which receives the second highest importance in the random forests trained on all data. Hence, models trained with data from all sectors predict the building damage for any sector as precisely as models trained with data from the respective sector.
The mean prediction errors of sector-specific and sector-unspecific random forests estimating the equipment damage are significantly different from each other. Sector-specific models perform better than sectorunspecific models for the manufacturing, commercial and service sectors, when built with the same amount of training data points. This indicates that models trained with sector-specific data have a higher capability to model the damage accurately.
For the model performance analysis of random forests predicting damage to goods and stock, only companies from the manufacturing and commercial sectors were taken into account. The mean prediction errors a The improvement is shown as the relative decrease of the prediction error of random forests trained with all training data points available for the respective model compared to the highest prediction error of random forests predicting damage to the respective asset and sector. The columns ''n specific'' allow for a comparison between the performance of sector-specific and sector-unspecific models trained with the same amount of data points, whereas the columns ''n total'' present the improvement of sector-unspecific models trained with all available training data points.
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of the sector-specific models are lower than those from the sector-unspecific models when trained with the same amount of data.
Discussion of the Flood Damage Model Performance
The validation of flood damage estimations by random forests shows reasonable results compared to other recently published models . Yet the prediction errors are still relatively large, due to the high variation of damage values. Especially the damage to equipment of commercial companies as well as the damage to goods and stock of manufacturing and commercial companies follows a bimodal distribution, with the highest probabilities at the domain boundaries (Figure 3) . A separation of both modes based on the predictors considered is only realized to a certain extent. Subsequently, the derived models that aim to minimize the mean squared error, provide estimates between the two peaks of the distribution, that differ more or less strongly from the observed values.
The variation in model performance is quite large and strongly depends on the data sampled for model training and validation. With respect to that high variation, the performance improvement of sector-specific compared to sector-unspecific random forests is rather small. Yet the trend shows that models trained with specific data may outperform models trained with more, but unspecific, data.
The variation of the response variable that cannot be explained by the considered predictors indicates the existence of further predictor variables that have not been yet considered. Consequently, future flood damage studies should aim for the identification of as yet hidden damage-driving or -preventing factors, instead of merely increasing the amount of data. The observed improvement in sector-specific modeling suggests a stronger focus on variables that characterize individual companies and their assets. These variables could be e.g. information about the type of equipment, details about warehouses or specific characteristics about the companies' spatial situation. A further differentiation of the company sectors into subsectors could facilitate the specification. To support the higher model complexity that arises with additional predictors and to provide a representative data sample, an extended amount of data is suggested as well.
Conclusion
The objective of this paper was to study the flood damage caused to company buildings, equipment, and goods and stock with respect to two aspects. The first aspect is the identification of damage-influencing variables for company assets in general, as well as identifying different damage drivers for specific company sectors. The second aspect is the analysis of the flood damage model performance with respect to a sectorspecific or unspecific consideration and with regard to the size of the available data set.
The most important variables identified are the water level, contamination, precautionary measures adopted, and the number of company employees. Differences between the sectors and assets can be found in terms of the identified important variables. For instance, adaptation measures taken are an important predictor variable for the building damage sustained by manufacturing companies, whereas the estimation of the building damage to commercial companies is influenced by the adopted emergency measures and the spatial situation of the company. These findings indicate that damage processes are different between the company sectors. The water level is identified as the most important variable. However, other variables are important as well, especially with regard to the damage to equipment and goods and stock. This supports the conclusion, drawn by other studies already, that water level is not sufficient to estimate the company damage caused by flooding.
For the analysis of the flood damage model performance, random forests trained with data from all sectors and those trained with data from only one sector were validated and compared with one another. Furthermore, the effect of different training data set sizes was investigated. Sector-specific models predicting damage to equipment and goods and stock mainly showed a lower prediction error when trained with the same amount of data points. Even with more training data, the performance of the sector-unspecific models was either equal to or lower than the performance of sector-specific models. Subsequently, models trained with more, but sector-unspecific, data do not necessarily result in more precise predictions. Future data collections should consequently focus on a sector-specific, detailed and reliable data acquisition to allow for a consideration of company-specific characteristics.
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It can be concluded that the identification of damage drivers and processes remains difficult, not least because of the limited data. Yet a sector-specific consideration reduces the heterogeneity in the data and helps to reveal new predictor variables. A sector-specific adaptation of damage models improves the prediction quality of the flood-related damage to all company assets considered.
