Abstract-Recent advances in depth sensing and display technologies, along with the significant growth of interest for augmented and virtual reality applications, lay the foundation for the rapid evolution of applications that provide immersive experiences. In such applications, advanced content representations are required in order to increase the engagement of the user with the displayed imageries. Point clouds have emerged as a promising solution to this aim, due to their efficiency in capturing, storing, delivering and rendering of 3D immersive contents. As in any type of imaging, the evaluation of point clouds in terms of visual quality is essential. In this paper, benchmarking results of the state-of-the-art objective metrics in geometry-only point clouds are reported and analyzed under two different types of geometry degradations, namely Gaussian noise and octreebased compression. Human ratings obtained from two subjective experiments are used as the ground truth. Our results show that most objective quality metrics perform well in the presence of noise, whereas one particular method has high predictive power and outperforms the others after octree-based encoding.
I. INTRODUCTION
Recent trends in multimedia technologies indicate a significant growth of interest for new imaging modalities that aim to improve the user immersion capability. Among alternatives, point clouds denote a practical content representation that allows users to visualize static or dynamic scenes in a more immersive way. The interest for this richer type of visual modality has been renewed by the recent launch of low-cost depth sensors and their integration in hand-held devices, such as smartphones and laptops. An additional advantage of point clouds is that they offer a suitable format that can be directly exploited in systems that aim to provide immersive experiences with higher degrees-of-freedom. This feature makes this type of imaging a suitable candidate for visual data representation in augmented, mixed and virtual reality applications.
In such emerging technologies, the quality of user's experience is crucial and strongly related to the perceptual quality. The visual quality of a content is typically assessed through either subjective or objective quality assessment. Subjective evaluations are time consuming and expensive; thus, efficient objective metrics that can accurately predict the level of visual impairment of a distorted content are required. In the case of point clouds, objective quality assessment is still an open problem. The current objective metrics for position errors are based on full-reference approaches, which measure either the geometry or the normal similarity between the original and the distorted content, resulting in an error value that corresponds to the expected level of impairment. Considering the entire pipeline from acquisition and compression to rendering, point clouds are subject to various types of distortions of radically different nature. Recently, a significant amount of effort has been reported in the literature, investigating the performance of current objective metrics for point clouds under different types of distortions and visualization approaches.
Mekuria et al. [1] collected subjective scores for dynamic colored point clouds that were captured in real-time by multiple Microsoft Kinect sensors. The acquired models represented the avatars of the subjects that were able to navigate in a virtual environment in a desktop setup. The performance of the proposed codec that was deployed to encode these dynamic sequences was subjectively assessed in this 3D tele-immersive system. This codec was also assessed in the framework of the recent activities of the MPEG standardisation committee [2] . As a result of these efforts, benchmarking results are provided in [3] , including bitrates and objective scores achieved for a set of static and dynamic colored point cloud contents. The subjective evaluation methodology followed by the MPEG group is also briefly described, although correlation results between subjective and objective scores are not reported. Javaheri et al. [4] subjectively evaluated the efficiency of point cloud denoising algorithms applied on contents distorted by Gaussian noise of different levels. To visualize the denoised contents, the Screened Poisson surface reconstruction [5] was used and the resulted 3D meshes were captured by different viewpoints with fixed distance between the virtual camera and the test contents. Animated videos were formed and rated by human observers in a flat monitor. In [6] , the same authors conducted subjective quality assessment of colored point clouds, whose geometry was compressed under octreeand graph-based encoding schemes, while the original color attributes remained uncompressed. Both inanimate objects and human figures were selected and encoded in three quality levels. The contents under evaluation were visualized using cubes as primitives, whose size was determined as a function of local intrinsic resolutions. A virtual camera captured the model from different viewing angles following a spiral path. A video sequence was produced from these acquired instances, and was assessed by the subjects in a passive way in a desktop setting. In [7] , [8] , we proposed an interactive way for subjective quality assessment of point cloud structure using Double-Stimulus Impairment Scale (DSIS) and Absolute Category Rating (ACR) test methods, respectively, in a desktop setup. In both cases, two different types of distortions were evaluated: the first to simulate position errors from sensor inaccuracies, and the second to account for octree-based compression artifacts, while the contents were displayed as sets of points. In the second study, comparison between the DSIS and the ACR test methods is also reported. In [9] , we proposed the use of head-mounted displays for subjective quality assessment of point clouds in an augmented reality scenario.
In these studies, though, only a subset of the available algorithms for objective quality assessment of point clouds is tested. In this paper, we describe every objective metric that has been considered in the recent efforts of the standardization bodies and in particular in JPEG. Benchmarking results are extensively reported using as ground truth subjective scores from two experiments that follow different evaluation methodologies, in order to assess the visual quality of colorless point clouds displayed as sets of points and subject to two different types of degradation.
II. OBJECTIVE QUALITY ASSESSMENT OF POINT CLOUDS
Objective quality assessment of point clouds is mainly carried out by full-reference metrics, which implies that both the distorted and the original contents should be available to compute a representative degradation value. The stateof-the-art objective metrics for geometric distortions can be distinguished into two main categories: (a) distance-based, and (b) normal-based. The normal-based metric, currently, consists of only one method, which is annotated as planeto-plane. The distance-based metrics can be further classified in three classes: (i) point-to-point, (ii) point-to-plane, and (iii) point-to-mesh [10] . The point-to-mesh metrics are based on projected distances between the point cloud under evaluation and the reconstructed reference object. Considering that there is no unique way to generate a mesh object from a set of points, the objective scores heavily depend on the selected surface reconstruction algorithm. Thus, point-to-mesh metrics are considered as sub-optimal solution for quality assessment of point clouds, and will not be further investigated in this study.
The point-to-point metric depends on geometric distances of associated points between the reference and the content under evaluation. In particular, following the notations of Figure 1 , for each point b k of the content under evaluation B, its nearest neighbor a i from the reference point cloud A is determined. Then, the Euclidean distance between them, E(a i , b k ), is calculated based on Equation 1 .
Thus, the error value assigned to a distorted point reflects the geometric deviation from the original position, defined by the coordinates of the corresponding nearest reference point.
The point-to-plane metric [11] is based on the projection of the vector that connects two associated points, along the .
The interpretation behind this metric is that larger costs are assigned to points that deviate from the underlying local surface that the reference point cloud approximates. However, the normal vectors of the original content are required. If the normals exist and the original point cloud is set as the reference, the computation is straight forward. If the distorted point cloud is set as the reference, its normals are estimated by averaging over the normals of associated nearest neighborhoods that belong to the original content. Then, the projected errors are estimated across these estimated average normals. The plane-to-plane metric [12] is based on the angular similarity of tangent planes that correspond to associated points between the reference and the content under evaluation. For every point b j that belongs to the content under evaluation B, its nearest neighbor a i from the reference point cloud A is identified. Then, the angular similarity of tangent planes can be computed from the normal vectors that correspond to these points. In particular, the angleθ between the normal vectors n ai and n bj is firstly calculated. Then, since the angular similarity between the tangent planes is required, θ = min{θ, π −θ} is computed, which corresponds to the minimum out of the two angles that are formed by the intersecting tangent planes, as shown in Figure 1 . The angular similarity bounded in the range [0, 1] is given by Equation 3.
This metric is based on the consideration that the human visual system naturally interpolates a set of displayed points in order to infer the underlying object. The tangent plane serves as a linear approximation to the local surface of a content. Thus, the angular similarity between tangent planes of associated points between the original and the distorted contents, provides a coarse approximation of the dissimilarity between corresponding local surfaces of the underlying objects. However, this metric requires the normals of both the original and the distorted point clouds. If missing, the normal vectors have to be estimated. Thus, the performance of this metric is affected by the normal estimation algorithm and its configuration. In every metric, each point of the content under evaluation is associated with an individual error, calculated through a corresponding equation, as given above. The level of degradation of a test content with respect to its original version is expressed through a total error value that can be estimated either as the Root Mean Squared (RMS) or the Mean Squared Error (MSE) or a simple average of the individual errors, or by taking the Hausdorff distance 1 . Different weights could be potentially assigned to the individual errors. Considering the distancebased metrics, such absolute values may lead to meaningless results for point cloud contents of different dimensions. To reduce the impact of different scales, the Peak-to-Signal Noise Ratio (PSNR) is proposed. In the literature, it is defined as the ratio of the squared maximum distance of the nearest neighbours of the original content (potentially, multiplied by a scalar), or the squared distance of the diagonal of the minimum bounding box, divided by the squared error value (i.e., squared RMS, MSE, squared average, or squared Hausdorff). Finally, for both distance-and normal-based metrics, a symmetric error is commonly used. This is obtained after setting both the original and the distorted contents as reference, and keeping the maximum out of both total errors.
III. METHODOLOGY
In this section we describe the content preparation, the subjective experiments, the details for the computation of the objective scores, and the methodology that was followed to benchmark the objective metrics. Further information regarding the generation of contents, the types of degradations, the methodologies and the equipment that was used in our tests can be found in [8] .
A. Content preparation
The objective of this study is to benchmark objective quality metrics for point cloud structure. Thus, no color values were assigned to the points to avoid biases that may occur by their usage. As complex scenes are difficult to perceive by human subjects in the absence of color, a representative data set of five simple geometry-only point clouds was selected. In particular, cube and sphere were artificially generated, vase was manually scanned, and bunny and dragon were selected from the Stanford 3D Scanning Repository 2 . The contents were scaled to be fitted in a minimum bounding box of size 1, and their point density was set in the same order of magnitude.
Two different types of degradations were selected, namely, (i) Gaussian noise to model position errors due to sensor imprecisions, and (ii) compression based on octree decomposition that leads to sparser versions with structural loss. For Gaussian noise, the coordinates of every point is displaced along every X, Y and Z axis, according to a target standard deviation σ = {0.0005, 0.002, 0.008, 0.016}. For octree-based compression, a suitable level-of-details is selected per content to maintain a target percentage of remaining points p = {30%, 50%, 70%, 90%} with acceptable deviation of ±2%. This type of distortion is annotated as octree-pruning.
In Figure 2 , two of the selected original test contents along with a corresponding degraded version after Gaussian noise and octree-pruning, are indicatively illustrated. 
B. Subjective quality assessment as ground truth
The experiments were conducted in a laboratory that fulfills the ITU-R Recommendation BT.500-13 [13] for subjective evaluation of visual data. A visualizer based on the Point Cloud Library (PCL) [14] was used in an Apple Cinema Display of 30 inch (res. 2560x1600). The subjects were able to visualize the test contents as sets of points on the flat screen, interact using the mouse cursor, and provide their scores using the keyboard. Two different subjective evaluation methodologies were selected (i) simultaneous DSIS, and (ii) ACR, with 5-grade impairment scale and a hidden reference. The first is preferred for its high discriminative power, whereas the second simulates realistic consumption of visual data.
As two different types of degradations introducing different visible distortions were selected, the experiment was split in 4 sessions. In each session, a training phase took place in order for the subjects to get familiar with the artifacts under assessment and the interaction part. For the actual evaluations, different permutations of the order of contents were deployed, the same content was never displayed consecutively, and the side of the reference in the screen was selected randomly per subject for the DSIS methodology. Every session was completed by 20 subjects ranging from 21 to 37 years of age and an average of 28. A total of 5 contents and 4 degradation values were used along with a hidden reference, resulting in 25 stimuli per session. An outlier detection algorithm based on the ITU-R Recommendation BT.500-13 [13] was issued on the collected subjective scores. In DSIS with octree-pruning, one outlier was found resulting in 19 out of 20, while in the remaining sessions no outliers were found (i.e., 20 out of 20 scores). After discarding the scores of the outliers, the Mean Opinion Scores (MOS) and the corresponding confidence intervals assuming a Student's t-distribution were computed. The average total time of interaction of the users with a content under assessment found to be 10.17 seconds with a standard deviation of 12.11, without observing notable differences for the time spent per content between the sessions.
C. Computation of the objective scores
The original contents of this dataset had no associated normals with their coordinates. To compute the normals, the regression method proposed by Hoppe et al. [15] was selected, as implemented in PCL [14] , setting 6 nearest neighbors around each point of interest. The objective scores from every metric were calculated based on the same contents. The software described in [10] was used for the distance-based metrics. In particular, for the total error values based on the RMS and the Hausdorff distance, the implementation of the version 0.02 was adopted, while the version 0.09 was used to compute the error based on the MSE. The corresponding PSNR values, defined as the ratio of the squared maximum distance of nearest neighbours of the original content divided by the squared error value, were also considered for both point-to-point and point-to-plane metrics. The normal-based metric was computed following the implementation of [12] . In addition to the average angular similarity, the total error based on the RMS and the MSE is also measured.
D. Benchmarking of objective metrics
To evaluate how well an objective metric is able to predict the perceptual quality, the MOS obtained from subjective experiments are taken as ground truth and compared to predicted MOS values obtained from objective metrics. The result of execution of a particular objective metric defines a Point cloud Quality Rating (PQR). A predicted MOS, denoted as MOS P which corresponds to a specific distorted content, is estimated after a regression analysis on each [PQR, MOS] pair. The monotonic cubic function was used as a regression model, and the predicted MOS was computed as
, where a, b, c and d were determined using a least squares method.
Based on Recommendation ITU-T P.1401 [16] , to assess the performance of the objective metrics with respect to the ground truth subjective scores, the Pearson linear correlation coefficient (PCC), the Spearman rank order correlation coefficient (SROCC), the root-mean-square error (RMSE), and the outlier ratio (OR) based on standard error were computed, in order to examine the linearity, the monotonicity, the accuracy, and the consistency of the results, respectively.
IV. RESULTS AND DISCUSSIONS
In Table I , the performance indexes of the state-of-the-art objective metrics are reported for both subjective evaluation methodologies and both types of degradation. In Figures 3  and 4 , we present the scatter plots of the subjective against the objective scores from the best-performing metrics for the DSIS and the ACR experiments, respectively, along with the cubic fitting curve. Please note that the point-to-point, pointto-plane and plane-to-plane metrics are marked as po2point, po2plane and pl2plane, respectively.
Based on our results, every distance-based metric performs quite well in predicting the visual quality of distorted contents in the presence of Gaussian noise. Considering that these metrics capture geometric distances of closest points between the reference and the processed contents, by increasing the standard deviation of the noise, the objective scores worsen. The subjects are naturally able to recognize such distortions and identify the amount of noise introduced by the level of points' displacement. The normal-based metric performs slightly worse, achieving, though, a comparable performance. In the presence of octree-based compression artifacts, the correlation between subjective and objective scores is poor for every distance-based objective metric. These methods capture the position errors occurring after the downsampling that takes place in the distorted content. However, the visual quality does not follow the same trend. In general, this type of compression leads to elimination of high frequency components and the perception of structural loss. Thus, the visual quality of point clouds with high curvature values and irregular structures is more severely impacted, while for low curvature, regular geometry contents, the structure is not significantly affected by such distortions, thus leading to less perceptible visual degradations. On the other hand, the correlation between the subjective and the predicted MOS obtained using every planeto-plane variation is quite strong. Considering that in the absence of noise, higher quality normal estimation is achieved, a normal-based metric seems to be a better approach, as it predicts the visual impairments based on an approximation of the dissimilarity between local surfaces of the inferred models.
V. CONCLUSIONS
In this paper the state-of-the-art objective metrics are benchmarked using a set of colorless point clouds with diverse geometric structure. Results show that, to achieve high predictive power, different objective metrics should be used for different types of distortions. In particular, the visual quality of contents in the presence of noise, modelling sensor imprecisions, can be better predicted by distance-based metrics. Conversely, the perceptual degradations occurring in presence of compressionlike artifacts are better correlated with predicted MOS from normal-based methods. These results imply the necessity for more adequate solutions, which potentially incorporate both approaches, that would maintain high predictive power in the presence of every type of distortion. Even though the number and the geometric characteristics of these contents may be considered as representative for small-scale geometryonly point clouds, different performance might be observed for other contents and types of artifacts. Furthermore, the performance of these metrics is affected by the selection and the configuration of the normal estimation algorithm.
