Ensemble modeling is a well established approach for obtaining robust predictions and for simulating course grained population behavior in deterministic mathematical models.
Background 1 Ensemble modeling is a well established approach for obtaining robust predictions and 2 course grained population behavior in large deterministic mathematical models. It is of-3 ten not possible to uniquely identify all the parameters in biochemical models, even when 4 given extensive training data [1] . Thus, despite significant advances in standardizing bio-5 chemical model identification [2] , the problem of estimating model parameters from exper-6 imental data remains challenging. Ensemble approaches address parameter uncertainty 7 in systems biology and other fields like weather prediction [3] [4] [5] [6] by using parameter fam-8 ilies instead of single best-fit parameter sets. Parameter families can be selected based 9 upon simulation error, along with other criterion such as diversity or steady-state pefor-10 mance. Simulations using parameter ensembles can estimate confidence intervals on 11 model variables, and robustly constrain model predictions, despite having many poorly 12 constrained parameters [7, 8] . There are many techniques to generate parameter en-13 sembles. Battogtokh et al., Brown et al., and later Tasseff et al. generated experimentally 14 constrained parameter ensembles using a Metropolis-type random walk [3, 5, 9, 10] . Liao 15 and coworkers developed methods that generate ensembles that all approach the same 16 steady-state, for example one determined by fluxomics measurements [11] . They have 17 used this approach for model reduction [12] , strain engineering [13, 14] and to study the 18 robustness of non-native pathways and network failure [15] . Maranas and coworkers 19 have also applied this method to develop a comprehensive kinetic model of bacterial cen-20 tral carbon metabolism, including mutant data [16] . We and others have used ensemble 21 approaches, generated using both sampling and optimization techniques, to robustly sim-22 ulate a wide variety of signal transduction processes [9, 10, [17] [18] [19] , neutrophil trafficking 23 in sepsis [20] , patient specific coagulation behavior [21] and to capture cell to cell varia-24 tion [22] . Thus, ensemble approaches are widely used to robustly simulate a variety of 25 biochemical systems. 26 Identification of biochemical models with hundreds or even thousands of states and 27 parameters may not be tractable as a single objective optimization problem. Further, large 28 models require significant training data perhaps taken from diverse sources, for example 29 different laboratories or cell-lines. These data are often heterogenous, and contain intrin- 
subject to: neighbor function. The error vector associated with p i+1 is ranked using the builtin Pareto 85 rank function, by comparing the current error at iteration i + 1 to the error archive O i (all 86 error vectors up to iteration i − 1 meeting a ranking criteria). Pareto rank is a measure 87 of distance from the trade-off surface; parameter sets on or near the optimal trade-off 88 surface between the objectives have a rank equal to 0 (no other current parameter sets 89 are better). Sets with increasing non-zero rank are progressively further away from the 90 optimal trade-off surface. Thus, a parameter set with a rank = 0 is better in a trade-off 91 sense than rank > 0. We implemented the Fonseca and Fleming ranking scheme in the 92 builtin rank function [26]:
where rank r is the number of parameter sets that dominate (are better than) parameter 94 set p i+1 , and O i+1 (p i+1 ) denotes the objective vector evaluated at p i+1 . We used the 95 Pareto rank to inform the SA calculation. The parameter set p i+1 was accepted or rejected 96 by the SA, by calculating an acceptance probability P (p i+1 ):
where T is the computational annealing temperature. As rank
the acceptance probability moves toward one, ensuring that we explore parameter sets 99 along the Pareto surface. Occasionally, (depending upon T ) a parameter set with a high 100 Pareto rank was accepted by the SA allowing a more diverse search of the parameter 101 space. However, as T is reduced, the probability of accepting a high-rank set occur-102 ring decreases. Parameter sets could also be accepted by the SA but not permanently 103 archived in S i . Only parameter sets with rank less than or equal to threshold (rank ≤4 by 104 default) were included in S i , where the archive was re-ranked and filtered after every new 105 parameter set was accepted. Parameter bounds were implemented in the neighbor func-106 tion as box constraints, while problem specific constraints were implemented in objective 107 6 using a penalty method:
where λ denotes the penalty parameter (λ = 100 by default ters that captured the mean of the measured data sets for extracellular metabolites and 144 cellmass ( Fig. 4A and B) . JuPOETs minimized the difference between the simulated and Algorithm 1: Pseudo-code for the main run-loop of JuPOETs. The user specifies the neighbor, acceptance, cooling and objective functions along with an initial parameter guess. The rank archive R, solution archive S and objective archive O are initialized from the initial guess. The initial guess is perturbed in the neighbor function, which generates a new solution whose performance is evaluated using the user supplied objective function. The new solution and objective values are then added to the respective archives and ranked using the builtin rank function. If the new solution is accepted (based upon a probability calculated with the user supplied acceptance function) it is added to the solution and objective archive. This solution is then perturbed during the next iteration of the algorithm. However, if the solution is not accepted, it is removed from the archive and discarded. The computational temperature is adjusted using the user supplied cooling function after each I iterations. The performance of any given parameter set is mapped into an objective space using a ranking function which quantifies the quality of the parameters. The distance away from the optimal tradeoff surface is quantified using the Pareto ranking scheme of Fonseca and Fleming in JuPOETs.
Fig. 2:
The performance of JuPOETs on the multi-objective test suite. The execution time (wall-clock) for JuPOETs and POETs implemented in Octave was measured for 10 independent trials for the suite of test problems. The number of steps per temperature I = 10, and the cooling parameter α = 0.9 for all cases. The problem domain was partitioned into 10 equal segments, an initial guess was drawn from each segment.
For each of the test functions, JuPOETs estimated solutions on (rank zero solutions, black) or near (gray) the optimal tradeoff surface, subject to bounds and problem constraints. : Experiment to experiment variation is captured by a single ensemble. Cellmass measurements (points) versus time for experiment 2 and 3 were compared with ensemble simulations. The full ensemble was sorted by simultaneously selecting the top 25% of solutions for each objective with rank ≤ 1. The best fit solution for each objective (line) ± 1-standard deviation (gray region) for experiment 2 and 3 brackets the training data despite significant differences the training values between the two data sets. Fonseca and Fleming function 3
10  x  10 Table 1 : Multi-objective optimization test problems. We tested the JuPOETs implementation on three twodimensional test problems, with one-, two-and three-dimensional parameter vectors. Each problem had parameter bounds constraints, however, on the Binh and Korn function had additional non-linear problem constraints. For the Fonesca and Fleming problem, N = 3.
