In this paper we propose a flexible and lightweight technique for merging compressed indices based on variants of Burrows-Wheeler transform (BWT), thus addressing the need for algorithms that compute compressed indices over large collections using a limited amount of working memory. Merge procedures make it possible to use an incremental strategy for building large indices based on merging indices for progressively larger subcollections.
Introduction
The Burrows Wheeler transform (BWT), originally introduced as a tool for data compression [4] , has found application in the compact representation of many different data structures. After the seminal works [31] showing that the BWT can be used as a compressed full text index for a single string, many researchers have proposed variants of this transformation for string collections [5, 24] , trees [9, 10] , graphs [3, 27, 35] , and alignments [30, 29] . See [13] for an attempt to provide a unified view of these variants. In this paper we consider the problem of constructing compressed indices for string collections based on BWT variants. A compressed index is obviously most useful when working with very large amounts of data. Therefore, a fundamental requirement for construction algorithms, in order to be of practical use, is that they are lightweight in the sense that they use a limited amount of working space, i.e. space in addition to the space used for the input and the output. Indeed, the construction of compressed indices in linear time and small working space is an active and promising area of research, see [1, 12, 28] and references therein.
A natural approach when working with string collections is to build the indexing data structure incrementally, that is, for progressively larger subcollections. For example, when additional data should be added to an already large index, the incremental construction appears much more reasonable, and often works better in practice, than rebuilding the complete index from scratch, even when the from-scratch option has better theoretical bounds. Indeed, in [33] and [26] the authors were able to build the largest indices in their respective fields using the incremental approach.
Along this path, Holt and McMillan [16, 15] proposed a simple and elegant algorithm, that we call the H&M algorithm from now on, for merging BWTs of collections of sequences. For collections of total size n, their fastest version takes O(n aveLcp 01 ) time where aveLcp 01 is the average length of the longest common prefix between suffixes in the collection. The average length of the longest common prefix is O(n) in the worst case but O(log n) for random strings and for many real world datasets [22] . However, even when aveLcp 01 = O(log n) the H&M algorithm is not theoretically optimal since computing the BWT from scratch takes O(n) time. Despite its theoretical shortcomings, because of its simplicity and small space usage, the H&M algorithm is competitive in practice for collections with relatively small average LCP. In addition, since the H&M algorithm accesses all data by sequential scans, it has been adapted to work on very large collections in external memory [16] .
In this paper we revisit the H&M algorithm and we show that its main technique can be adapted to solve the merging problem for three different compressed indices based on the BWT.
First, in Section 4 we describe a procedure to merge, in addition to the BWTs, the Longest Common Prefix (LCP) arrays of string collections. The LCP array is often used to provide additional functionalities to indices based on the BWT [31] , and the issue of efficiently computing and storing LCP values has recently received much attention [14, 20] . Our algorithm has the same O(n aveLcp) complexity as the H&M algorithm.
Next, in Section 5 we describe a procedure for merging compressed labelled trees (tries) as produced by the eXtended BWT transform (XBWT) [9, 10] . This result is particularly interesting since at the moment there are no time and space optimal algorithms for the computation from scratch of the XBWT. Our algorithm takes time proportional to the number of nodes in the output tree times the average node height.
Finally, in Section 6 we describe algorithms for merging compressed indices for circular patterns [17] , and compressed permuterm indices [11] . The time complexity of these algorithms is proportional to the total collection size times the average circular LCP, a notion that naturally extends the LCP to the modified lexicographic order used for circular strings.
Our algorithms are based on the H&M technique specialized to the particular features of the different compressed indices given as input. They all make use of techniques to recognize blocks of the input that become irrelevant for the computation and skip them in successive iterations. Because of the skipping of irrelevant blocks we call our merging procedures Gap algorithms. Our algorithms are all lightweight in the sense that, in addition to the input and the output, they use only a few bitarrays of working space and the space for handling the irrelevant blocks. The latter amount of space can be significant for pathological inputs, but in practice we found it takes between 2% and 9% of the overall space, depending on the alphabet size.
The Gap algorithms share with the H&M algorithm the feature of accessing all data by sequential scans and are therefore suitable for implementation in external memory. In [7] an external memory version of the Gap algorithm for merging BWT and LCP arrays is engineered, analyzed, and extensively tested on collections of DNA sequences. The results reported there show that the external memory version of Gap outperforms the known external memory algorithms for BWT/LCP computation when the avergae LCP of the collection is relatively small or when the strings of the input collection have widely different lengths.
To the best of our knowledge, the problem of incrementally building compressed indices via merging has been previously addressed only in [34] and [26] . Sirén presents in [34] an algorithm that maintains a BWT-based compressed index in RAM and incrementally merges new collections to it. The algorithm is the first that makes it possible to build indices for Terabytes of data without using a specialized machine with a lot of RAM. However, Sirén's algorithm is specific for a particular compressed index (which doesn't use the LCP array), while ours can be more easily adapted to build different flavors of compressed indices as shown in this paper. In [26] the authors present a merge algorithm for colored de Bruijn graphs. Their algorithm is also inspired by the H&M algorithm and the authors report a threefold reduction in working space compared to the state of the art methods for from scratch de Bruijn graphs. Inspired by the techniques introduced in this paper, we are currently working on an improved de Bruijn graph merging algorithm [6] that also supports the construction of succinct Variable Order de Bruijn graph representations [2] .
Background
Let t[1, n] denote a string of length n over an alphabet Σ of constant size σ. We write t[i, j] to denote the substring
is the empty string. Given two strings t and s we write t s (t ≺ s) to denote that t is lexicographically (strictly) smaller than s. We denote by LCP(t, s) the length of the longest common prefix between t and s.
The suffix array sa [1, n] associated to t is the permutation of [1, n] giving the lexicographic order of t's suffixes, that is,
the lcp array stores the length of the longest common prefix between lexicographically consecutive suffixes. For convenience we define lcp [1] = lcp[n + 1] = −1. We also define the maximum and average LCP as:
The Burrows-Wheeler transform bwt [1, n] of t is defined by
bwt is best seen as the permutation of t in which the position of t[j] coincides with the lexicographic rank of t[j + 1, n] (or of t [1, n] if j = n) in the suffix array. We call the string Figure 1 for an example. The longest common prefix (LCP) array, and Burrows-Wheeler transform (BWT) can be generalized to the case of multiple strings. Historically, the first of such generalizations is the circular BWT [24] considered in Section 6. Here we consider the generalization proposed in [5] which is the one most used in applications. Let t 0 [1, n 0 ] and t 1 [1, n 1 ] be such that t 0 [n 0 ] = $ 0 and t 1 [n 1 ] = $ 1 where $ 0 < $ 1 are two symbols not appearing elsewhere in t 0 and t 1 and smaller than any other symbol. Let sa 01 [1, n 0 + n 1 ] denote the suffix array of the concatenation t 0 t 1 . The multi-string BWT of t 0 and t 1 , denoted by bwt 01 [1, 
Figure 1 LCP array and BWT for t0 = abcab$0 and t1 = aabcabc$1, and multi-string BWT and corresponding LCP array for the same strings. Column id shows, for each entry of bwt01 = bc$1cc$0aaaabbb whether it comes from t0 or t1.
defined by
In 
Given the concatenation t 0 t 1 and its suffix array sa 01 [1, n 0 + n 1 ], we consider the corresponding LCP array lcp 01 [1, n 0 + n 1 + 1] defined as in (1) (see again Fig. 1 ). Note that, for i = 2, . . . , n 0 + n 1 , lcp 01 [i] gives the length of the longest common prefix between the contexts of bwt 01 [i] and bwt 01 [i − 1]. This definition can be immediately generalized to a family of k strings to define the LCP array lcp 12···k associated to the multi-string BWT bwt 12···k .
The H&M Algorithm
In [16] Holt and McMillan introduced a simple and elegant algorithm, we call it the H&M algorithm, to merge multi-string BWTs 1 . Because it is the starting point for our results, we now briefly recall its main properties.
Given bwt 1···k and bwt k+1 k+2 ···h the H&M algorithm computes bwt 1···h . The computation does not explicitly need t 1 , . . . , t h but only the (multi-string) BWTs to be merged. For simplicity of notation we describe the algorithm assuming we are merging two single-string BWTs bwt 0 = bwt(t 0 ) and bwt 1 = bwt(t 1 ); the same algorithm works in the general case with multi-string BWTs in input. Note also that the algorithm can be easily adapted to merge more than two (multi-string) BWTs at the same time.
Computing bwt 01 amounts to sorting the symbols of bwt 0 and bwt 1 according to the lexicographic order of their contexts, where the context of symbol bwt
. By construction, the symbols in bwt 0 and bwt 1 are already sorted by context, hence to compute bwt 01 we only need to merge bwt 0 and bwt 1 without changing the relative order of the symbols within the two input sequences.
The H&M algorithm works in successive iterations. After the h-th iteration the entries of bwt 0 and bwt 1 are sorted on the basis of the first h symbols of their context. More formally, the output of the h-th iteration is a binary vector Z (h) containing n 0 = |t 0 | 0's and n 1 = |t 1 | 1's and such that the following property holds. 
(recall that according to our notation if sa 
such that each block corresponds to a set of bwt 01 symbols whose contexts are prefixed by the same length-h string (the symbols with a context shorter than h are contained in singleton blocks). Within each block the symbols of bwt 0 precede those of bwt 1 , and the context of any symbol in block
: since the context of every bwt 01 symbol is prefixed by the same length-0 string (the empty string), there is a single block containing all bwt 01 symbols. At iteration h the algorithm computes Z (h+1) from Z (h) using the procedure in Figure 2 . The following lemma is a restatement of Lemma 3.2 in [16] using our notation (see [8] for a proof in our notation). 
Computing LCP values with the H&M algorithm
Our first result is to show that with a simple modification to the H&M algorithm it is possible to compute the LCP array lcp 01 , in addition to merging bwt 0 and bwt 1 . Our strategy consists in keeping explicit track of the logical blocks we have defined for Z (h) and represented in (4) . We maintain an integer array B [1, end if 11 :
12: end for end if 14 :
if an entry in B becomes nonzero it is never changed, (ii) during iteration h we only write to B the value h, (iii) because of the test at Line 4 the values written during iteration h influence the algorithm only in subsequent iterations. In order to identify new blocks, we maintain an array Block_id [1, σ] such that Block_id[c] is the id of the block of Z (h−1) to which the last seen occurrence of symbol c belonged.
The following lemma shows that the nonzero values of B at the end of iteration h mark the boundaries of Z (h) 's logical blocks.
Lemma 3.
For any h ≥ 0, let , m be such that 1 ≤ ≤ m ≤ n 0 + n 1 and
Then, at the end of iteration h the array B is such that
and
m] is one of the blocks in (4).
Proof. We prove the result by induction on h. For h = 0, hence before the execution of the first iteration, (5) is only valid for = 1 and m = n 0 + n 1 (recall that we defined
. Since initially B = 1 0 n0+n1−1 1 our claim holds. Suppose now that (5) 
, e ≤ k ≤ f , such that the corresponding value in bwt b is c. Note that by (7) as soon as k reaches e the variable id changes and becomes different from all values stored in Block_id. Hence, at the first occurrence of symbol c the value h will be stored in B[ ] (Line 18) unless a nonzero is already there. Again, because of (7), during the scanning of 
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The Gap BWT/LCP merging Algorithm
The Gap algorithm, as well as its variants described in the following sections, are based on the notion of monochrome blocks. Since a monochrome block only contains suffixes from either t 0 or t 1 , whose relative order is known, it does not need to be further modified. If in addition, the LCP arrays of t 0 and t 1 are given in input, then also LCP values inside monochrome blocks are known without further processing. This intuition is formalized by the following lemmas.
Lemma 7. If at the end of iteration h bit vector Z
(h) contains only monochrome blocks we can compute bwt 01 and lcp 01 in O(n 0 + n 1 ) time from bwt 0 , bwt 1 , lcp 0 and lcp 1 . Notice that a lazy strategy of not completely processing monochrome blocks, makes it impossible to compute LCP values from scratch. In this case, in order to compute lcp 01 it is necessary that the algorithm also takes lcp 1 and lcp 0 in input. Proof. The first part of the Lemma follows from the observation that subsequent iterations of the algorithm will only reorder the values within a block (and possibly create new subblocks); but if a block is monochrome the reordering will not change its actual content.
Proof. By Property 1, if we identify the i-th

Lemma 8. Suppose that, at the end of iteration h, Z
For the second part, we observe that during iteration h + 1 as k goes from to m the algorithm writes to Z (h+1) the same value which is in Z . Indeed, by the lemma the monochrome blocks created in iteration h + 1 do not change in subsequent iterations (in a subsequent iteration a monochrome block can be split in sub-blocks, but the actual content of the bit vector does not change). The above observation suggests that, after we have processed block Z (h+1) [ , m ] in iteration h + 1, we can mark it as irrelevant and avoid to process it again. As the computation goes on, more and more blocks become irrelevant. Hence, at the generic iteration h instead of processing the whole Z (h−1) we process only the blocks which are still "active" and skip irrelevant blocks. Adjacent irrelevant blocks are merged so that among two active blocks there is at most one irrelevant block (the gap after which the algorithm is named). The overall structure of a single iteration is shown in Figure 4 . The algorithm terminates when there are no more active blocks since this implies that all blocks have become monochrome and by Lemma 7 we are able to compute bwt 01 and lcp 01 .
We point out that at Line 2 of the Gap algorithm we cannot simply skip an irrelevant block ignoring its content. To keep the algorithm consistent we must correctly update the global variables of the main loop, i.e. the array F and the pointers k 0 and k 1 in Figure 3 . To this end a simple approach is to store for each irrelevant block the number of occurrences o c of each symbol c ∈ Σ in it and the pair (r 0 , r 1 ) providing the number of 0's and 1's in the block (recall that an irrelevant block may consist of adjacent monochrome blocks coming from different strings). When the algorithm reaches an irrelevant block,
The above scheme for handling irrelevant blocks is simple and effective for most applications. However, for a large non-constant alphabet it would imply a multiplicative O(σ) slowdown. In [8, Sect. 4] we present a different scheme for large alphabets with a slowdown reduced to O(log σ).
We point out that our Gap algorithm is related to the H&M variant with O(n aveLcp) time complexity described in [15, Sect. 2.1]: Indeed, the sorting operations are essentially the same in the two algorithms. The main difference is that Gap keeps explicit track of the irrelevant blocks while H&M keeps explicit track of the active blocks (called buckets in [15] ): this difference makes the non-sorting operations completely different. An advantage of working with irrelevant blocks is that they can be easily merged, while this is not the case for the active blocks in H&M. Of course, the main difference is that Gap merges simultaneously BWT and LCP values. Proof. For the running time we reason as in [15] and observe that the sum, over all iterations, of the length of all active blocks is bounded by O( i lcp 01 [i]) = O(n aveLcp 01 ). The time bound follows observing that at any iteration the cost of processing an active block of length is bounded by O( ) time.
For the analysis of the working space we observe for the array B we can use the space for the output LCP, hence the working space consists only in 2n bits for two instances of the arrays Z (·) and a constant number of counters (the arrays F and Block_id).
It is unfortunately impossible to give a clean bound for the space needed for keeping track of irrelevant blocks. Our scheme uses O(1) words per block, but in the worst case we can have Θ(n) blocks. Although such worst case is rather unlikely, it is important to have some form of control on this additional space. We use the following simple heuristic: we choose a threshold τ and we keep track of an irrelevant block only if its size is at least τ . This strategy introduces a O(τ ) time slowdown but ensures that there are at most n/(τ + 1) irrelevant blocks simultaneously. The experiments in the next section show that in practice the space used to keep track of irrelevant blocks is less than 10% of the total.
Note that also in [15] the authors faced the problem of limiting the memory used to keep track of the active blocks. They suggested the heuristic of keeping track of active blocks only after the h-th iteration (h = 20 for their dataset).
Experimental Results
We have implemented the Gap algorithm in C and tested it on the collections shown in Table 1 which have documents of different size, LCP, and alphabet size. We represented LCP values with the minimum possible number of bytes for each collection: 1 byte for Illumina, 2 bytes for Pacbio and Proteins, and 4 bytes for Wiki-it. We always used 1 byte for each BWT value and n bytes to represent a pair of Z (h) arrays using 4 bits for each entry so that the tested implementation can merge simultaneously up to 16 BWTs.
Referring to Table 2 , we split each collection into k subcollections of size less than 2GB and we computed the multi-string SA of each subcollection using gSACA-K [23] . From the SA we computed the multi-string BWT and LCP arrays using the Φ algorithm [19] (implemented in gSACA-K). This computation used 13 bytes per input symbol. Then, we merged the subcollections BWTs and LCPs using Gap with different values of the parameter τ which determines the size of the smallest irrelevant block we keep track of. Since skipping a block takes time proportional to σ + k, regardeless of τ Gap never keeps track of blocks Table 2 For each collection we report the number k of subcollections, the average running time of gSACA-K+Φ in µsecs per symbol, and the running time (µsecs) and space usage (bytes) per symbol for Gap for different values of the τ parameter. All tests were executed on a desktop with 32GB RAM and eight Intel-I7 3.40GHz CPUs, using a single CPU in each experiment.
smaller than that threshold; therefore for Wiki-it we performed a single experiment where the smallest irrelevant block size was σ + k = 215.
From the results in Table 2 we see that Gap's running time is indeed roughly proportional to the average LCP. For example, Pacbio and Illumina collections both consist of DNA reads but, despite Pacbio reads being longer and having a larger maximum LCP, Gap is twice as fast on them because of the smaller average LCP. Similarly, Gap is faster on Wiki-it than on Proteins despite the latter collection having a smaller alphabet and shorter documents.
As expected, the parameter τ offers a time-space tradeoff for the Gap algorithm. In the space reported in Table 2 , the fractional part is the peak space usage for irrelevant blocks, while the integral value is the space used by the arrays bwt i , B and Z (h) . For example, for Wiki-it we use n bytes for the BWTs, 4n bytes for the LCP values (the B array), n bytes for Z (h) , and the remaining 0.55n bytes are mainly used for keeping track of irrelevant blocks. This is a relatively high value, about 9% of the total space, since in our current implementation the storage of a block grows linearly with the alphabet size. For DNA sequences and τ = 200 the cost of storing blocks is less than 3% of the total without a significant slowdown in the running time.
For completeness, we tested the H&M implementation from [15] on the Pacbio collection. The running time was 14.57 µsecs per symbol and the space usage 2.28 bytes per symbol. These values are only partially significant for several reasons: (i) H&M computes the BWT from scratch, hence doing also the work of gSACA-K, (ii) H&M doesn't compute the LCP array, hence the lower space usage, (iii) the algorithm is implemented in Cython which makes it easier to use in a Python environment but is not as fast and space efficient as C.
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Merging only BWTs
If we are not interested in LCP values but we only need to merge BWTs, we can still use Gap instead of H&M to do the computation in O(n aveLcp) time. In that case however, the use of the integer array B recording LCP values is wasteful. We can save space replacing it with an array B 2 [1, n 0 + n 1 + 1] containing two bits per entry representing four possible states called {0 , 1 , 2 , 3 }. The rationale for this is that, if we are not interested in LCP values, the entries of B are only used in Line 4 of Fig. 3 where it is tested whether they are different from 0 or h. ) n0+n1−1 (3 ), and it is updated appropriately in lines 13-14. The reason for this apparently involved scheme is that during iteration h, an entry in B 2 can be modified either before or after we read it at Line 4. The resulting code is shown in Fig. 5 . Using the array B 2 we can still define (and skip) monochrome blocks and therefore achieve the O(n aveLcp) complexity.
During iteration h, the values in
Notice that, by Corollary 4, the value in B 2 [i] changes from 0 to 2 or 1 during iteration h = lcp 01 [i] + 1. Hence, if every time we do such change we write to an external file the pair i, h − 1 , when the merging is complete the file contains all the information required to compute the LCP array lcp 01 even if we do not know lcp 0 and lcp 1 . This idea has been introduced and investigated in [7] .
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Merging compressed tries Tries [21] are a fundamental data structure for representing a collection of k distinct strings. A trie consists of a rooted tree in which each edge is labeled with a symbol in the input alphabet, and each string is represented by a path from the root to one of the leaves. To simplify the algorithms, and ensure that no string is the prefix of another one, it is customary b a a c b c
Figure 6
The trie T0 containing the strings aa#, ab#, aca#, bc# (left), the trie T1 containing aac#, ab#, ba# (center) and the trie T01 containing the union of the two set of strings (right). Below each trie we show the corresponding XBWT representation.
to add a special symbol # ∈ Σ at the end of each string.
2 Tries for different sets of strings are shown in Figure 6 . For any trie node u we write hgt(u) to denote its height, that is the length of the path from the root to u. We define the height of the trie T as the maximum node height hgt(T ) = max u hgt(u), and the average height avehgt(T ) = ( u hgt(u))/|T |, where |T | denotes the number of trie nodes.
The eXtended Burrows-Wheeler Transform [10, 25, 32] is a generalization of the BWT designed to compactly represent any labeled tree T . To define xbwt(T ), to each internal node w we associate the string λ w obtained by concatenating the symbols in the edges in the upward path from w to the root of T . If T has n internal nodes we have n strings overall; let Π [1, n] In [9] it is shown that the two arrays xbwt(T ) = Last, L are sufficient to represent T , and that if they are enriched with data structures supporting constant time rank and select operations, xbwt(T ) can be used for efficient upward and downward navigation and for substring search in T . The fundamental property for efficient navigation and search is that there is an one-to-one correspondence between the symbols in L different from # and the strings in Π different from the empty string. The correspondence is order preserving in the sense that the i-th occurrence of symbol c corresponds to the i-th string in Π starting with c. For example, in Figure 6 (right) the third a in Last 01 corresponds to the third string in Π 01 starting with a, namely ab. Note that ab is the string associated to the node reached by following the edge associated to the third a in L 01 .
In this section, we consider the problem of merging two distinct XBWTs. More formally, let T 0 (resp. T 1 ) denote the trie containing the set of strings t 1 , . . . , t k (resp. s 1 , . . . , s h ), and let T 01 denote the trie containing the strings in the union t 1 ,. . . , t k , s 1 , . . . , s h (see Figure 6 ). Note that T 01 might contain less than h + k strings: if the same string appears in both T 0 and T 1 it will be represented in T 01 only once. Given xbwt(T 0 ) = Last 0 , L 0 and xbwt(T 1 ) = Last 1 , L 1 we want to compute the XBWT representation of the trie T 01 .
We observe that if we had at our disposal the sorted string arrays Π 0 and Π 1 , then the construction of xbwt(T 01 ) could be done as follows: First, we merge lexicographically the strings in Π 0 and Π 1 , then we scan the resulting sorted array of strings. During the scan if we find a string appearing only once then it corresponds to an internal node belonging to either T 0 or T 1 ; the labels on the outgoing edges can be simply copied from the appropriate range of L 0 or L 1 . if we find two consecutive equal strings they correspond respectively to an internal node in T 0 and to one in T 1 . The corresponding node in T 01 has a set of outgoing edges equal to the union of the edges of those nodes in T 0 and T 1 : thus, the labels in the outgoing edges are the union of the symbols in the appropriate ranges of L 0 and L 1 .
Although the arrays Π 0 and Π 1 are not available, by properly modifying the H&M algorithm we can compute how their elements would be interleaved by the merge operation. Let m 0 = |L 0 | = |Last 0 |, n 0 = |Π 0 |, and similarly m 1 = |L 1 | = |Last 1 |, n 1 = |Π 1 |. Fig. 7 shows the code for the generic h-th iteration of the H&M algorithm adapted for the XBWT. 
In ( = so we know their lexicographic rank is the smallest possible. Note also that because of Step 3 in Fig. 7 , the first 0 and the first 1 in Z (h) are always the first two elements of Z (h) . Apart from the first two entries, during iteration h the array Z (h) is logically partitioned into σ subarrays, one for each alphabet symbol different from #. If Occ(c) denotes the number 
end if 12 :
Check if c labels last outgoing edge 13: until = 1 14: end for of occurrences in L 0 and L 1 of the symbols smaller than c, then the subarray corresponding to c starts at position Occ(c) + 3. Hence, if c < c the subarray corresponding to c precedes the one corresponding to c . Because of how the array F is initialized and updated, we see that every time we read a symbol c from L 0 and L 1 we write a value in the portion of Z (h) corresponding to c, and that each portion is filled sequentially. Armed with these observations, we are ready to establish the correctness of the algorithm in Figure. . By the inductive hypothesis on
(we could have v = 1 that would imply i = 1; in that case we cannot apply the inductive hypothesis, but (9) still holds). By the properties of the XBWT we have
which combined with (9) gives us (8).
For the "only if" part assume (8) holds for some i ≥ 2 and j ≥ 2. We need to prove that in Z (h) the i-th 0 precedes the j-th 1.
Let i and j be such that
. By induction, in Z (h−1) the i -th 0 precedes the j -th 1 (again we could have i = 1 and in that case we cannot apply the inductive hypothesis, but the claim still holds).
During iteration h, the i-th 0 in Z (h) is written to position v when processing the i -th 0 of Z (h−1) , and the j-th 1 in Z (h) is written to position w when processing the j -th 1 of
. Since in Z (h−1) the i -th 0 precedes the j -th 1 and since v and w both belongs to the subarray of Z (h) corresponding to the symbol c, their relative order does not change and the i-th 0 precedes the j-th 1 as claimed.
As in the original H&M algorithm we stop the merge phase after the first iteration h such that
. Since in subsequent iterations we would have array (for the current and the previous iteration), in addition to O(σ) counters (recall that σ is assumed to be constant).
As for BWT/LCP merging, we now show how to reduce the running time by skipping the portions of Z (h) that no longer change from one iteration to the next. Note that we cannot use monochrome blocks to early terminate XBWT merging. Indeed, from the previous discussion we know that if two strings Π 0 [i] and Π 1 [j] are equal, they will form a nonmonochrome block that will never be split.
For this reason we introduce an array C[1, n 0 + n 1 ] that, at the beginning of iteration h, keeps track of all the strings in Π 0 and Π 1 that have length less than h. More precisely, for i = 1, . . . , n 0 (resp. j = 1, . . . , n 1 ) if the i-th 0 (resp. the j-th 1) is in position k of During iteration h, we update C adding, immediately after Line 10 in Fig. 7 , the line
The rationale is that if, during iteration h − 1 we found out that the string α corresponding to
is cα and has therefore length h.
By the above discussion we see that if at iteration h we write h + 1 to position C[j], then at iteration h + 1 we can possibly use C[j] to write h + 2 in some other position in C, but starting from iteration h + 2 it is no longer necessary to process neither
[j] since they will not affect neither C nor Z (h+3) . In other words, during iteration h we can skip all ranges
contains only positive values smaller than h. These ranges grown larger and larger as the algorithm proceeds and are handled in the same way as the irrelevant blocks in Gap. Finally, we observe that, using the same techniques as in Section 4.2, we can replace the integer array C with an array C 2 containing only two bits per entry. 
Merging indices for circular patterns
Another well known variant of the BWT is the multistring circular BWT which is defined by sorting the cyclic rotations of the input strings instead of their suffixes. However, to make the transformation reversible, the cyclic rotations have to be sorted according to an order relation, different from the lexicographic order, that we now quickly review. For any string t, we define the infinite form t ∞ of t as the infinite length string obtained concatenating t to itself infinitely many times. Given two strings t and s we write t ∞ s to denote that t ∞ s ∞ . For example, for t = abaa and s = aba, it is t ∞ = abaaabaa · · · For i = 1, . . . , n, let rot 01 (i) define the rotation of substrings t 0 and t 1 within t 01 as follows:
For example, if t 0 = abc and t 1 = abbb, it is rot 01 (2) = bca and rot 01 (7) = babb. The above definition of rotations of substrings can be obviously generalized to a collection of k strings. In addition to assuming that t 0 and t 1 are primitive, we assume that t 0 is not a rotation of t 1 . We define the circular Suffix Array of t 0 and t 1 , csa 01 as the permutation of [1, n] such that:
Note that because of our assumptions and Lemma 15, the inequality in (10) is always strict. Finally, the multistring circular Burrows-Wheeler Transform (cBWT) is defined as
The above definition given for t 0 and t 1 can be generalized to any number of strings. The ∞ order and the above multistring circular BWT has been introduced in [24] . In [11] the authors uses a data structure equivalent to a circular BWT to design a compressed permuterm index for prefix/suffix queries. The crucial observation is that if we add a unique symbol # at the end of each string, the same symbol for every string, then searching β#α in a circular BWT returns all the strings prefixed by α and suffixed by β. In [17] Hon et al. use the circular BWT to design a succinct index for circular patterns. Note that Hon et al. in addition to cbwt 01 use an additional data structure length 01 such that length 01 (i) provides the length of the string t j to which the symbol cbwt 01 [i] belongs. Finally, a lightweight algorithm for the construction of the circular BWT has been described in [18] : for a string of length n the proposed algorithm takes O(n) time and uses O(n log σ) bits of space.
To simplify our analysis, we preliminary extend the concept of longest common prefix to the ∞ order. For any pair of strings t, s we define
Because of Lemma 14, cLCP(t, s) generalizes the standard LCP in that it provides the number of comparisons that are necessary in order to establish the ∞ ordering between t, s. It is then natural to define for i = 2, . . . , n
and the values
that generalize the standard notions of maximum LCP and average LCP. Let cbwt 0 (resp. cbwt 1 ) denote the circular BWT for the collection of strings t 1 , . . . , t k (resp. s 1 , . . . , s h ). In this section we consider the problem of computing the circular BWT cbwt 01 for the union collection t 1 ,. . . , t k , s 1 , . . . , s h . As we previously observed, we assume that all strings are primitive and that within each input collection no string is the rotation of another. However, we cannot rule out the possibility that some t i is the rotation of some s j . The merging algorithm should therefore recognize this occurrence and eliminate from the union one of the two strings, say s j . In practice, this means that all symbols of cbwt 1 coming from s j must not be included in cbwt 01 .
To merge cbwt 0 and cbwt 1 we need to merge their symbols according to their context. By construction, the context of cbwt
is a cyclic rotation of the string t k to which the symbol cbwt 0 [i] belongs (and similarly for rot 1 (csa 1 [j])). Note however, that context must be sorted according to the
. The good news is that the H&M algorithm, as described in Figure 2 , when applied to cbwt 0 and cbwt 1 will sort each symbol according to the ∞ order of its context. Notice that the ∞ order induces a significant difference with respect to the merging of BWTs: indeed, since there are no $'s in cbwt 0 and cbwt 1 Line 9 is never executed and the destination of each symbol is always determined by its predecessor in the cyclic rotation. More formally, reasoning as in Lemma 2, it is possible to prove the following property. 
Property 16 states that after iteration h the infinite strings rot 0 (csa 0 [i]) ∞ and rot 1 (csa 1 [j]) have been sorted according to their length h prefix. As for the original H&M algorithm, as soon as Z (h+1) = Z (h) the Z (·) array will not change in any successive iteration and the merging is complete. By Lemma 14 it is Z (h+1) = Z (h) for some h ≤ maxcLcp. Since we do not simply need to sort the context, but also recognize if some string t i is a rotation of some s j , we make use of the algorithm in Figure 3 which, in addition to Z (h) , also computes the integer array B that marks the boundaries of the groups of all rotations whose infinite form have a common prefix of length h. We can prove a result analogous to Lemma Figure 3 until both Z (h) and B do not change. Then, we compute cbwt 01 by merging cbwt 0 and cbwt 1 according to Z (h) , discarding those symbols corresponding to zero entries in B. The number of iterations will be at most maxcLcp. In addition, since we are only interested in zero/nonzero entries, instead of B we can use a 2-bit array B 2 as in Section 4.2. Reasoning as for Lemma 5, setting n = n 0 + n 1 we get the following result.
Lemma 17. The modified H&M algorithm computes cbwt 01 given cbwt 0 and cbwt 1 in O(n maxcLcp) time and 4n + O(log n) bits of working space.
As we have done in the previous sections, we now show how to reduce the running time of the merging algorithm by avoiding to re-process the blocks of Z (h−1) that have become irrelevant for the computation of the new bitarray Z (h) . Reasoning as in Section 4 we observe that monochrome blocks, i.e. blocks containing entries only from cbwt 0 or cbwt 1 , after having been processed once, become irrelevant and can be skipped in successive iterations. Note however, that whenever rot 0 (csa
∞ these two entries will always belong to the same block. To handle this case we first assume cbwt 01 is to be used as a compressed index for circular patterns [17] and we later consider the case in which cbwt 01 is to be used for a compressed permuterm index.
Compressed indices of circular patterns
In this setting, cbwt 01 is to be used as a compressed index for circular patterns and therefore we have access to the length 0 and length 1 data structures providing the length of each rotation. Under this assumption we modify the Gap algorithm described in Section 4 as follows: in addition to skipping monotone blocks, every time there is a size-2 non monochrome block containing, say cbwt 0 [i] and cbwt 1 [j], we mark it as quasi-irrelevant and compute ij = |length 0 (i)| + |length 1 (j)| − gcd(|length 0 (i)|, |length 1 (j)|). As soon as this block is split or we reach iteration ij the block becomes irrelevant and is skipped in successive iterations. As in the original Gap algorithm, the computation stops when all blocks have become irrelevant.
For simplicity, in the next theorem we assume that the access to the data structures length 0 and length 1 takes constant time. If not, and random access to the individual lengths takes O(ρ) time, the overall cost of the algorithm is increased by O((n 0 + n 1 )ρ) since each length is computed at most once. 
iterations it will be in a size-2 non-monochrome block together with its identical rotation. In either case, the block containing rot 01 (csa 01 [k]) will become irrelevant and it will be no longer processed in successive iterations. Hence, the overall cost of handling rot 01 (csa 01 [k]) over all iterations is proportional to (15) , and the overall cost of handling all rotations is bounded by O(n avecLcp) as claimed. Note that the final bitarray Z (h) describes also how length 0 and length 1 must be interleaved to get length 01 .
Compressed permuterm indices
Finally, we consider the case in which cbwt 01 is to be used as the core of a compressed permuterm index [11] . In this case we do not have the length 0 and length 1 data structures, but each string in the collection is terminated by a unique # symbol. In this case, to recognize whether a size-2 non-monochrome block contains two identical rotations, we make use of the following lemma. The above lemma suggests to design a #Gap algorithm to merge compressed permuterm indices in which the arrays Z (·) are arrays of pairs so that they keep track also of the number of # in each prefix. In the following Z In the practical implementation of the #Gap algorithm, instead of maintaining the pairs b, m , we maintain two bit arrays Z (h−1) , Z (h) as in Gap, and an additional 2-bit array C containing the second component of the pairs. For such array C two bits per entry are sufficient since the values stored in each entry C[k] never decrease and they are no longer updated when they reach the value 2. (15) and the overall cost of the algorithm is O(n avecLcp) time. The space usage is the same as in Theorem 18, except for the 2n additional bits for the C array.
