There is a growing cross-disciplinary effort in the broad domain of optimization and learning with streams of data, applied to settings where traditional batch optimization techniques cannot produce solutions at time scales that match the inter-arrival times of the data points due to computational and/or communication bottlenecks. Special types of online algorithms can handle this situation, and this article focuses on such time-varying optimization algorithms, with emphasis on Machine Leaning and Signal Processing, as well as data-driven control. Approaches for the design of time-varying first-order methods are discussed, with emphasis on algorithms that can handle errors in the gradient, as may arise when the gradient is estimated. Insights on performance metrics and accompanying claims are provided, along with evidence of cases where algorithms that are provably convergent in batch optimization perform poorly in an online regime. The role of distributed computation is discussed. Illustrative numerical examples for a number of applications of broad interest are provided to convey key ideas.
solutions that are grounded on batch optimization methods [3] , [4] can no longer be taken for granted. Timely application areas that strive for real-time and distributed data processing and learning methods include networked autonomous vehicles, power grids, communication systems and the emerging Internet-of-Things (IoT) infrastructure, among many others.
In this article, we review the recent time-varying optimization framework [5] [6] [7] [8] , which poses a sequence of optimization problems, and departs from batch optimization on a central processor in favor of computationally-light algorithmic solutions where data points are processed on-thefly and without central storage. A first goal is to illustrate how the time-varying optimization formalism can naturally provide means to model SP and ML tasks with streams of data (with a number of instances provided in Table I ). The paper then addresses key questions pertaining to the design and analysis of first-order algorithms that can effectively solve these time-varying optimization problems; in particular, key aspects that will be highlighted include: i) challenges in the design of online algorithms, along with concepts that relate the inter-arrival time of the data and the computational time of the algorithms; ii) relevant metrics that can be utilized to analyze the performance of the algorithms; in particular, guidelines for the selection of given performance metrics (based on the mathematical structure of the time-varying problem) will be provided; and, iii) challenges related to distributed implementation of the time-varying algorithms.
Before proceeding, we also point out that, beyond SP and ML, the time-varying optimization setting considered here is relevant also for emerging data-driven control (DDC) architectures, where learning applications are tightly-integrated components of closed-loop control systems.
In this case, learning components may provide means to evaluate or approximate on-the-fly constraints and costs [7] , [9] , or to drive the output of dynamical systems to solutions of timevarying optimization problems by learning first-order information of the cost functions [10] , [11] (see Table I for some examples of instances); this is an area that is rooted at the crossroads of SP, ML, Optimization and Control, with a natural cross-fertilization of tools and methods developed by different communities (and the divisions can be somewhat arbitrary).
Batch/convergence vs online/tracking. A central question related to ML and DDC applications pertains to the ability of existing iterative optimization algorithms -especially first-order methods [2] , [4] -to handle data streams effectively. Suppose that data points arrive sequentially at intervals of δ > 0 seconds; discretize the temporal axis as t ∈ T := {kδ : δ > 0, k ∈ N}, where δ can be selected as the inter-arrival time of data, and suppose that a given ML task involves the solution of the following problem at time t ∈ T , based on data Z t = {z τ , τ ∈ W t } gathered over a (possibly sliding) window W t ⊂ T : Subspace tracking , robust subspace tracking [12] Measurement-based online algorithms [7] Subspace clustering, sparse subspace clustering [1] , [13] Extremum seeking [11] Sparse [2] , kernel-based [1] , robust, linear regression [1] Online optimization as feedback controller [10] Zeroth-order methods [14] , bandit methods [15] , [16] Predictive control with Gaussian Processes [9] Support vector machines [1] Learning problems over networks [17] Find f * t := min
where x t ∈ R n is the parameter of interest, X t ⊆ R n is a non-empty closed convex set, and the time-varying function may take the form f t (x t ; Z t ) := h t (x t ; Z t ) + g t (x t ), with h t convex and L t -smooth (i.e, ∇h t is L t -Lipschitz continuous) and g t convex but not necessarily smooth. For example, to illustrate the temporal variability of the function as well as the explicit dependency of the cost on the data stream, for an 1 -regularized least-squared problem one may have f t (x t ; Z t ) = τ ∈Wt A τ x t − b τ 2 2 + λ t x t 1 , with λ t > 0 a time-varying sparsity-promoting parameter, Z τ = {A τ , b τ , τ ∈ W t }, and W t = {t − W, . . . , t}. As another example, problem (1) could be used for subspace tracking based on a sliding window of (vectorized) video images, by setting h t to be a least-squares term, and g t a nuclear norm regularization [12] (these examples will be illustrated shortly). Hereafter, to simplify the notation, we drop Z t from the cost function, letting the dependency of f t on the data be implicit.
Supposing that (1) is solved using a proximal gradient method or an accelerated proximal gradient method (proximal gradient methods are generalizations of projected gradient methods, see [2] , [4] ), it is known that when f t is convex and h t is L-smooth, the number of iterations required to obtain an objective function within an error is O(L x t,0 − x * t 2 / ) and O( L x t,0 − x * t 2 / ), respectively, with x t,0 the starting point for the algorithm, and x * t the optimal solution at time t [2] , [4] (O refers to the big O notation). If one can computationally afford a number of proximal gradient steps in the above order within an interval δ, then it is clear that x * t can be identified, within an acceptable error, at each step t. However, what if data points arrive at a rate such that only a few steps (or even just one step) can be performed before a new datum arrives?
Continuing to use the proximal gradient method as a running example, and taking the extreme (yet realistic) case where only one step can be performed within an interval δ, conventional wisdom would suggest to utilize the following online implementation:
where prox αg,X {y} := arg min x∈X g(x) + 1 2α x − y 2 2 is the proximal operator [4] , {α t } is a given step-size sequence, and f t is built based on new data up to time t (and possibly discarding older data, as in a sliding window mode). Relevant questions in this setting revolve around the definition of suitable metrics to analytically characterize the performance of the algorithm (2), since the classical notions of convergence and -accurate solutions for batch optimization are no longer suitable. Viewing (1) under the lens of a time-varying optimization formalism [6] [7] [8] , [12] , [17] , metrics that are related to tracking of the sequence {f * t , t ∈ N} or sequences of optimal solutions {x * t , t ∈ N} will be discussed in Section III. Before proceeding, we bring up a point that highlights another challenge in designing and analyzing online algorithms. One may surmise that a naïve online implementation of algorithms conceived for batch computation may just work well, with algorithms that are faster for batch optimization still being faster in time-varying optimization. However, this is not always the case. Surprisingly, the best algorithms in the static case may be the worst algorithms in the dynamic case, as shown in our illustrative numerical results in Fig. 1 . The heavy ball method can even diverge for a simple time-varying least-squares problem.
Time-varying optimization vis-à-vis online learning. The time-varying optimization formalism is closely aligned with online learning [18] [19] [20] [21] from a basic mathematical standpoint.
However, a key conceptual difference is that the time-varying algorithms described here are "computation limited," whereas online learning is "data limited" or "information limited." Taking as an example the learner-environment framework outlined in [12] , [19] , [20] , the online learning counterpart of (2) could be written as x t = prox αtgt−1,Xt−1 {x t−1 − α t ∇ x h t−1 (x t−1 )}; that is, a typical online learning algorithm produces a "prediction" x t based on information of the cost function (in the form of functions or functional evaluations) and data that are available up to the time t − 1. Once the prediction x t is computed, partial or full feedback regarding the function f t is revealed. The performance of online learning algorithms is therefore evaluated relative to the best action in hindsight; that is, relative to the case where f t is available to the learner; for example, the so-called regret at time t is given by f t (x t ) − min x∈Xt f t (x), with f t (x t ) the cost achieved by the algorithm and min x∈Xt f t (x) the cost in hindsight. The majority of online learning research assumes static constraints, full or partial (e.g., bandit) feedback, and uses static regret as a metric, which compares to the optimal fixed optimizer [18] ("shifting", "drifting", or "dynamic" regret analysis is sometimes used, and we will discuss it in Section III). It is also worth mentioning that, while the considered example involved a proximal-gradient step (to highlight the subtleties relative to (2) ), computationally-heavier online learning algorithms can be utilized to produce the prediction x t , with the computational effort between time-slots not necessarily being a concern [18], [21] . For example, the popular follow-the-leader method requires a batch solution of an optimization problem at each time step if the cost functions are not linear [18] .
On the other hand, the time-varying optimization setting outlined here is mainly driven by computational bottlenecks. At time t, information regarding the function f t to be minimized is available in terms of either its functional form or (an estimate of) its gradients. The algorithm then seeks to obtain an optimal solution {x * t }; however, because of complexity and data rate considerations, only one or a few algorithmic steps can be performed within δ seconds, before a new datum z t+1 arrives (and the process then restarts in order to seek a new optimizer {x * t+1 }). As explained shortly in Section III, the performance of a time-varying algorithm is measured against the solution that would have been obtained had we had the time to run an algorithm to convergence at each interval δ. In this time-varying setting, concepts that relate the inter-arrival time of the data, the sampling time δ, and the computational time of the algorithms play a key role, and clearly assumptions must be made about how f t varies over time. For example, there might be enough time to compute two gradients of f t , or one gradient and two function evaluations (for a line search), so an algorithm can choose how to spend computational resources.
We focus here on algorithms implemented with a constant step-size; this is a natural choice for cases where the optimal solution {x * t } remains transient and the algorithm runs indefinitely. This is another distinction relative to online learning with a time-invariant optimizer, where the step-size may depend on the time-horizon or a "doubling trick" [18, Sec. 2.3.1] is utilized (with the latter still involving changes in the algorithm based on how many iterations have been taken). Fig. 2 . Online learning and time-varying optimization are both sequential, but in online learning, the information at a given round is restricted, and often full or partial feedback is revealed. In time-varying optimization, there is no restriction of information, but the full problem cannot be solved within a single time step due to computational cost.
An example to distinguish standard online learning from time-varying optimization is spam filtering. At time t, a user receives an email message with features z t , and their email software must decide whether to label the email as a spam message or a legitimate message. An online learning problem in this scenario is to make the best use of prior emails (and their correct labels)
to make a prediction for the new email, after which the user will supply the correct answer, and the software will take this into account at time t + 1. A time-varying problem in this scenario is the case where we assume that all users receive the same type of spam email and thus do not need an individually trained classifier, but that the nature of email spam evolves over time, and hence the email provider must update the spam classifier every day. The email provider has access to all the emails of their users, and thus plenty of data, but might use a complicated classifier that cannot be completely trained in one day.
II. TIME-VARYING ALGORITHMS
We will overview online algorithms to track solutions of time-varying problems of the form (1) that are designed based on three key principles:
[P1] First-order methods. First-order methods are computationally-light, they facilitate the derivation of parallel and distributed architectures, and they can handle non-smooth objectives by leveraging the proximal mapping [2] , [4] . In the context of this article, they exhibit robustness to inaccuracies in the gradient information -an important feature further explained next 2 .
[P2] Approximate first-order information. We consider first-order algorithms that are robust to inaccurate gradient estimates; more precisely, the online algorithm is executed using a sequence {v t , t ∈ N}, with well-posed assumptions on the sequence of differences e t := ∇ x h t (x t−1 ) − v t .
For example, assumptions relative to e t in existing literature involve boundedness of e t (in a given norm) [22] , [23] , as explained in Section III. In a stochastic case, boundedness of E[ e t ] 2 In some scenarios, second-order information is computationally cheap to obtain and then second-order methods are competitive (cf. [8] in the context of prediction-correction methods) but we do not pursue these methods here. T video-frames, can be decomposed as Z ≈ S + L where S is sparse (foreground) and L is low-rank (background). Now suppose Z t is a video clip, and Z t+1 is the subsequent video clip, and the objective is to decompose all video clips into foreground and background in a streaming and real-time fashion. This form of robust subspace tracking was considered by [12] , and is modeled by solving the following problem (for parameters λ, ρ > 0):
where the term L t * is the nuclear norm. Identifying g t and h t as in Eq. (4), then h t is differentiable and ∇h t is ρ-Lipschitz continuous [28, Prop. 12.30] , and ∇h t (
where L solves the inner minimization problem and can be computed using the singular value decomposition (SVD) of Z := Z t − S t [28, Ex. 24 .69]. To speed up computation, the SVD algorithm may be allowed to produce small errors, such as in randomized SVD methods [29] , iterative methods like Lanczos, or in methods with large roundoff error. In particular, if T p 2 , an efficient SVD algorithm is to compute the eigenvalue decomposition (EVD) of Z T Z; this multiplication and EVD operation have the same asymptotic flop count as the usual SVD, but is faster since it has smaller constants and can exploit well-tuned matrix multiply algorithms (especially true on the GPU). It has higher numerical error due to squaring the condition number of Z. There are other choices for defining g t and h t , such as those in [12] , but our choices fit into the approximate gradient framework which comes with guarantees. Eq. (4) fits into Eq. (1)
by letting x t be a vectorized version of S t with X = R n and n = p 2 T , and f t = g t + h t .
To illustrate the example, we took a dataset of 254 traffic video clips from [30] , of resolution 48×48 so p 2 = 2304, and T in the range of 48 to 52, and chose λ = 1/p and ρ = 10. Most video clips are from subsequent times, but there is a jump between the last clip in the evening and the first clip in the morning. On a 2-core laptop, a single proximal gradient step takes about 0.0022 seconds. Thus for real-time processing, assuming a frame rate of 25 frames/second, one could take just under 20 iterations per video clip. Fig. 3 illustrates the proximal gradient algorithm taking just 2 iterations per clip (left) and 10 iterations per clip (right). Obviously taking more iterations per video clip leads to better results. The quality of the background component is much better for clip 160 than it is for clip 40, also as expected.
• ML example #2: Online sparse subspace clustering. Subspace tracking identifies a shared low-dimensional subspace that explains most of the data [1] ; on the other hand, subspace clustering is a key ML application utilized to group data points that lie in low-dimensional affine spaces [1] . Subspace clustering is useful when data points lie near low-dimensional affine spaces and represent qualitatively different real-world objects based on their respective affine spaces. Here we illustrate an approach referred to as sparse subspace clustering [13] ; it involves the solution of a sparse representation problem, followed by spectral clustering applied to the graph corresponding to the similarity matrix formed using the minimizer of the sparse representation problem. In particular, the sparse representation problem [13] is
where · 1 is the vector 1 -norm, diag(X t ) is the vector consisting of the diagonal elements of X t , and 0 and 1 are vectors of all zeros and ones respectively. Letting x t be a vectorized version of X t with n = N 2 , this fits in the framework of (1). Z t is a sliding window so that the clustering problem does not grow in the number of data points that need to be labeled, in order to avoid creating a growing computational demand. Fig. 4 visually represents the evolution of the center of one subspace, by averaging the data points of one cluster and showing how it changes over time, starting with a mixture of faces and then converging on the identity of a single person.
• DDC example #1: Measurement-based online network optimization. Consider a physical network (e.g., a power system, a transportation network, or a communication network) described by a input-output map s t = Ax t + Bw t , with x t a vector of control inputs, w t ∈ R w (possibly unknown) exogenous inputs, and A ∈ R s×n , B ∈ R s×w known network matrices; the vector s t collects network outputs. For example, in power systems, w t collects the power consumed by uncontrollable loads throughout the (possibly very large) network, x t collects controllable power injections, s t collects power flows, and the network map is based on a linearized power flow model [22] . As an illustrative example, suppose that the function h t in (1) is h t (x) = Evaluating the gradient requires one to measure or estimate the vector w t at each step of the algorithm, and this task can be problematic (if not even impossible) in many real-world applications. If, on the other hand, sensors are deployed to measure the network output s t , then a proxy of the gradient can be constructed as v t = A T ( s t − s target t ), with s t a measurement of s t [7] . Because of the inherent measurement errors, but also because of a possibly inaccurate knowledge of the model matrix A, v t is a noisy version of ∇ x h t (x t ). An example of measurement-based architectural framework is illustrated in Figure 5 , for an application to power systems (adapted from [22] ).
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C. Handling Lagrangian functions
Consider now the case where X t = Y t ∩ {x : c t (x) ≤ 0}; we recall that his setting is relevant, for example, in network optimization problems with data streams [7] , [24] or in SP and ML applications where the projection onto X t can be computationally intensive. Focusing first on the case where f t (x t ) is strongly convex, we consider the design of first-order algorithms based on the time-varying saddle-point problem [24] :
where L t (x t , λ t ) is a regularized Lagrangian function, r ≥ 0 is a regularization parameter, and λ t ∈ R m + is the vector of multipliers associated with the constraint c t (x) ≤ 0. Accordingly, based on the principles [P1]-[P2], an approximate online primal-dual method is of the form [7] :
where v (c) t is a proxy for the gradient of L t with respect to λ t , and v
, with J ct denoting the Jacobian of c t (i.e., an estimate of the gradient of the smooth part of the regularized Lagrangian). It is important to notice that if r = 0, then (6) reverts to the standard Lagrangian function; then, (7) can be utilized to track optimal primal-dual trajectories of (1) based on metrics grounded on the notion of regret, but there are no linear convergence results due to the lack of strong convexity of the dual problem [24] , [31] . When r > 0, then L t (x t , λ t ) becomes r-strongly concave in λ t and linear convergence results are available at the cost of tracking an approximate solution. This will be discussed in Section III.
III. PERFORMANCE ANALYSIS: WHICH METRICS?
Given the temporal variability of the underlying optimization problems, the so-called dynamic regret [12] , [16] , [17] , [19] , [20] , [32] , and (a slightly modified notion of) Q-linear convergence [7] , [8] , [12] are metrics that can be used to characterize the performance of time-varying algorithms. This section discusses these metrics and relevant bounding techniques.
Further, this section provides guidelines on the adoption of given performance metrics, based on the mathematical structure of the time-varying problem.
It is first necessary to make assumptions on (i) a "measure" of the temporal variability of (1), and (ii) the "correctness" of the first-order information {v t }. Measures of the latter include [23] :
with E t and E t representing the error accumulated up to time t. Stochastic counterparts of (8) of the form E[e t ] are also considered as discussed in, e.g., [12] .
Temporal variability of the problem (1) could be measured based on how fast its optimal solutions evolve; more precisely, assuming first that the cost in (1) is strongly convex at all times (and, therefore, the trajectory {x * t , t ∈ T } is unique), one can consider [7] , [8] , [12] :
where q := sup{q t }, which bounds the maximum tracking error.
Concrete expressions for (13) are provided in the following two examples.
• Online proximal method and projected gradient method. For the example (3), one has [4] ; therefore, (12) is a contraction (i.e., q t < 1) when α t < 2/L t . Taking a constant step-size α < 2/ sup{L t }, one has that the bound (13) is given by
When σ = 0, one recovers results for the convergence of batch algorithms with errors in the gradient. Note also that this result allows for an approximate gradient (e > 0) calculation.
We refer the reader to [34] for more results on linear convergence in the static setting when the cost function satisfies some relaxed strong convexity conditions.
• Online primal-dual method. We now turn the attention to primal-dual gradient methods based on the Lagrangian function (6) . The linear convergence results above are modified in this case to account for both primal and dual variables; that is, we consider the tracking error sequence
In this case, the definition of the drifting σ t is also modified accordingly as σ pd t := z * t − z * t−1 . Still assuming that f t is strongly convex, the traditional (un-regularized) Lagrangian function is not strongly concave in λ t and thus no linear convergence results of the form (13) may be possible [24] , [31] (we notice also that in [31] f t is not strongly convex, but a special structure of the regularized Lagrangian is assumed). When r > 0, then the regularized Lagrangian in (6) is a strongly-convex strongly-concave function, and linear convergence results becomes available for both static [24] , [31] and time-varying optimization problems [7] ; the price to pay, though, is tracking of the unique saddle-point of the regularized Lagrangian function, which does not coincide in general with an optimal primal-dual pair of (1); see, for example, the results in [24] .
Sacrificing optimality for convergence is often appropriate in a time-varying setting, since if the regularization error is small compared to the drift σ t and gradient error e t , then a time-varying regularized algorithm would achieve very similar performance as a non-regularized one, with the added value of linear convergence.
Letting z * t be the saddle-point of the regularized Lagrangian when r > 0, and focusing first on the case where g t = 0, the primal-dual operator A t : (x, λ) → (∇h t (x), −c t (x) + rλ) is strongly monotone with strong-monotonicity constant µ t = min{µ t , r} (i.e., A t − µ t I, with I the identity, is monotone), and Lipschitz continuous with a given constant L pd t whenever c t is convex and continuously differentiable, and with a Lipschitz continuous gradient (a precise derivation of L pd in (14) with σ t replaced by σ pd t , e an upper bound on the norm of the error in the computation of the gradient of both primal and dual steps [7] , and
if α is selected as α < 2µ t /(L pd t ) 2 . These results hold also for the case with non-differentiable function g t and the proximal operator in the primal step, as shown in Eq. (7) .
B. Dynamic regret
The dynamic regret is defined as [15] , [16] , [19] , [20] :
where we recall that f * t = f t (x * t ) is in our case the optimal value function obtained by utilizing a batch algorithm. For strongly convex functions, boundedness of x t − x * t implies boundedness of the instantaneous regret f t (x t ) − f t (x * t ) when f t is Lipschitz continuous uniformly in t (e.g., the (sub-)gradient of f t is bounded over the set X t ) [12] ; therefore, a recursive application of (12) gives a bound on the dynamic regret. For the algorithm (3) and its projected gradient counterpart, it holds that Reg t = O(1 + E t + Σ t ) [12] . If the path length and the cumulative error are linear in t, no sublinear regret is possible as is confirmed by the lower bounds provided in, e.g., [16] .
When the cost function is not strongly convex and the relaxed conditions for linear convergence explained in e.g, [34] (for example, a quadratic functional growth condition) are not satisfied, the dynamic regret then becomes a key performance metric. This is also the case for constrained problems, when the un-regularized Lagrangian is utilized to design the algorithm (that is, when i.e., r = 0 in (6)), since even if the cost is strongly convex, the primal-dual operator is monotone (but not strongly monotone) if r = 0. A number of results in the literature are available for stepsizes α t ∝ 1/t; here, on the other hand, we recall that we consider regret bounds for algorithms with a constant step-size since they more naturally fit the time-varying setting. As an example, consider a smooth cost and set α = 1/L, with L t ≤ L for all t; then, for an arbitrary "comparator" w t (i.e., reference for the performance analysis), a bound for the dynamic regret amounts to:
For example, if
is the diameter of the minimizing sequence. Other bounds could be derived for approximate first-order information by extending the results of [16] , [20] ; they are close in spirit to (16) , and they imply that no sublinear regret is achievable if the metric utilized to capture the time-variability of the problem grows linearly. For completeness, we refer the reader to the lower bounds in, e.g., [16] , [32] , and the bounds for primal-dual methods designed based on the standard Lagrangian function in, e.g., [15] and [7] .
IV. DISTRIBUTED COMPUTATION FOR INFORMATION STREAMS
Another key aspect of data streams is that they can be distributed across different locations and sources. With the increasing sheer amount of data, possibly coupled with privacy concerns, distributed computation plays a crucial role to ensure that the data points are processed as close as possible to where they are generated. We focus on two key features and challenges in distributed time-varying optimization with distributed information streams: (i) step-size conditions; and, (ii) asynchronicity of the updates. Other aspects (e.g., communication vs. convergence, quantization, federated architectures) are also important in distributed optimization, in par with standard static processing; we will comment on these aspects in Section V as part of the outlook.
Step-size conditions and synchronicity of the updates are two key differentiators between traditional static and online distributed optimization; if not handled properly, they may jeopardize performance and even convergence of standard distributed algorithms when applied to information streams. Take, for example, decentralized (sub)-gradient descent (DGD): unless the step-size vanishes, convergence to the optimizer is not assured. On the other hand, as we discussed, if the step-size vanishes, then tracking of a time-varying optimizer becomes challenging. When considering cost functions that change over time, synchronicity becomes an even more important aspect; in principle, nodes at different locations are required to sample cost functions at the same instant, otherwise we would be solving problems that pertain to different time instances at different nodes (jeopardizing performance at best, convergence at worst) 4 .
A. Example of time-varying consensus problem
To outline the ideas, consider a simplified version of (1) for a prototypical consensus problem:
Consider N spatially distributed nodes labeled as i = 1, . . . , N , each one with a private cost h i,t (·), which for simplicity of exposition we consider L t -smooth and strongly convex. The nodes can communicate via a communication graph G and we will be looking at algorithms that would allow the nodes to agree on an optimizer x * t of (17) at any time t, while communicating only with their neighboring nodes. In the static setting, where the cost functions h i,t do not change over time, many algorithms have been developed to solve (17) [26] , [27] , such as gradient tracking, exact first-order algorithm (EXTRA), dual averaging, dual decomposition, and ADMM (see, e.g., [35] and references therein) in addition to DGD. We emphasize that the convergence claims of [26] , [27] , [35] are for static optimization; a goal of this section is to highlight challenges in the design and analysis of distributed algorithms when moving from static optimization to time-varying optimization. Because of space limitations, we refer the reader to the work [36] for a comprehensive literature review on several aspects on time-varying distributed optimization, as well as [37] [38] [39] for examples of online and time-varying algorithms over networks.
DGD involves copies of the variable x to each node, denoted here as y i , and it generates a sequence as
where i ∼ j means that the sum is carried over all the neighbors of i and i itself, w ij are non-negative weights (which are often chosen as the relative degree between the nodes), α t is
or a proxy of the gradient as discussed in Section II. In the static setting, even in the strongly convex and L t -smooth setting, the sequence {y i,t } can be proven to converge, in the sense that lim t→∞ y i,t − x * , only when the step-size is vanishing: t α t = ∞, t α 2 t ≤ ∞ (under some extra but standard and mild assumptions on the communication graph, e.g., connectedness). When the step-size is constant, then convergence is achieved only within a ball around of the optimizer.
To understand this result, stack the variables y i,t in a vector y t and rewrite the recursion (18) as
where now W is the matrix that contains the weights w ij , while v t is the vector that contains all the local gradients. In particular, the matrix I − W has maximum eigenvalue equal to 1, with the corresponding eigenvector with all entries equal to 1. Then, one can interpret (19) as a standard gradient algorithm to solve the modified problem
whose optimizer is different from (17) if α t stays constant, showing that then exact convergence can never be achieved if α t is constant. It is also apparent that synchronicity must be enforced otherwise it is not clear what objective is being minimized; if the costs were sampled at different t's at different nodes, the first term would read N i=1 h i,ti (y i,t ) which is not the original objective. In Figure 6 , ω = π/80. We study the performance of DGD with vanishing step-size (α = 1/t), DGD with constant step-size, EXTRA, dual decomposition on the adjacency matrix of the graph, and distributed ADMM. Note that in this setting, the latter three methods have linear convergence in the static setting, and the latter two converge to an error bound in the timevarying setting [25] , [40] . In the static setting (i.e., ω = b = 0), EXTRA, dual decomposition, and ADMM maintain their theoretical promises and converge linearly. DGD with vanishing stepsize converge slower, while DGD with constant step-size converge to an error bound. When we consider a time-varying setting, DGD with vanishing step-size diverges, while the other methods converge to an error bound as expected. Note that even if EXTRA has not been shown to converge in the time-varying setting, it is expected to do so, since it is linearly converging in the static setting. Having better performance in static setting does not clearly predict better performance in the time-varying setting: for example, it seems that dual decomposition does much better in the time-varying scenario, while in the static setting it is worse than EXTRA and ADMM. Finally, the lower left corner of Fig. 6 illustrates the case where we introduce asynchronicity in the sampling of the cost function (in this case nodes can sample functions asynchronously up to 10 time instances in the past, meaning that each node has an h i,ti , with t i randomly generated and 0 ≤ t − t i ≤ 10). The error is higher for all the algorithms, but it seems that DGD with constant step-size is the most robust. This is striking since DGD with constant step-size is the worst performing algorithm in the static setting, and shows once more that results in a static scenario cannot be easily translated into time-varying settings.
V. OUTLOOK
Streams of heterogeneous and spatially distributed data impose significant communication and computational strains on existing algorithmic solutions. Deploying hardware with more powerful computational means is simply not a viable choice in many applications, and communication constraints still create severe bottlenecks in massively distributed settings. Time-varying optimization is rapidly emerging as an attractive solution. This article emphasizes that we must revisit key design principles for batch optimization to enable an online processing of data without losing information or optimization capabilities. problems. This is driven by emerging applications such IoT and connected vehicles. Figure 7 also lists a number of application domains beyond the ML and SP areas.
