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Slender marine risers used in deepwater applications often experience
vortex-induced vibration (VIV). Fatigue damage associated with VIV is of
great concern to offshore engineers; however, it has proven difficult to predict
this fatigue damage using existing semi-empirical tools. Similarly, approaches
based on theoretical and computational fluid dynamics (CFD) generally rely
on simplified assumptions on the fluid flow fields and response characteristics.
To gain an understanding of VIV and associated fatigue damage, full-scale
field monitoring campaigns as well as reduced-scale laboratory experiments
are often carried out, wherein the riser response in the form of strains and/or
accelerations is recorded using an array of a limited number of sensors dis-
tributed over the length of the riser. Simultaneously, current velocities at
a proximate location are also recorded. Such measurements generally reveal
complex characteristics of the dynamic response of a riser undergoing VIV, in-
cluding the presence of multiple vibration harmonics, non-stationary behavior,
and the existence of sustained or intermittent traveling wave patterns. Such
vii
complex features, often not accounted for in some semi-empirical and theo-
retical approaches, are critical to take into consideration for accurate fatigue
damage estimation.
In this study, several empirical methods are employed to first recon-
struct the response of an instrumented riser and, then, estimate fatigue dam-
age rates over the entire span of the riser based on a limited number of discrete
measurements. The methods presented employ the measured data in different
ways. One method, referred to as “weighted waveform analysis” relies on ex-
pressing the riser response as a summation of several weighted waveforms or
riser modes; the mode shapes are “assumed” and time-varying weights for each
mode are estimated directly from the measurements. The riser response over
the entire span is reconstructed based on these assumed mode shapes and esti-
mated modal weights. Other methods presented extract discrete mode shapes
from the data directly. With the help of interpolation techniques, continu-
ous mode shapes are formed, and the riser response is again reconstructed.
Fatigue damage rates estimated based on the reconstructed strains obtained
using the various empirical methods are cross-validated by comparing predic-
tions against direct measurements available at the same locations (but not
used in the analyses). Results show that the empirical methods developed
here may be employed to accurately estimate fatigue damage rates associated
with individual recorded segments of measurements.
Finally, a procedure for prediction of long-term fatigue damage rates
of an instrumented marine riser is presented that relies on combining (mul-
tiplying) the fatigue damage rates associated with short recorded segments
viii
for specific current profile types, with the relative likelihood of different in-
cident current profiles, and integration over all current profiles. It should be
noted that the empirical approaches to fatigue damage estimation presented
in this study are based only on measured data; also, they explicitly account
for different riser response characteristics and for site-specific current profiles
developed from metocean studies. Importantly, too, such estimation proce-
dures can easily accommodate additional data that become available in any






List of Tables xiii
List of Figures xiv
Chapter 1. Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Vortex-Induced Vibration . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Vortex Shedding and Vortex-Induced Vibration . . . . . 4
1.2.2 Influencing Parameters in Vortex-Induced Vibration . . 7
1.3 Studies on VIV of risers . . . . . . . . . . . . . . . . . . . . . . 13
1.3.1 Experimental Studies . . . . . . . . . . . . . . . . . . . 13
1.3.2 Semi-Empirical VIV Response Computational Tools . . 20
1.3.3 Numerical Simulation . . . . . . . . . . . . . . . . . . . 21
1.4 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . 22
1.5 Organization of the Dissertation . . . . . . . . . . . . . . . . . 25
Chapter 2. Characteristics of VIV Response of Long Flexible
Marine Risers 27
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Higher Harmonics and Linear Relationship between Harmonic
Frequencies and Maximum Current Speed . . . . . . . . . . . . 29
2.3 Non-Stationary Characteristics: Variation Amplitude and Phase
in Displacement Orbits . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Higher Harmonics and Varying Frequency Content . . . . . . . 44
2.5 Traveling Wave Patterns . . . . . . . . . . . . . . . . . . . . . 52
2.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . 57
x
Chapter 3. Empirical Procedures for Fatigue Damage Rate Es-
timation 59
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2 Data Sets Used and Fatigue Damage Calculation . . . . . . . . 61
3.3 Empirical Fatigue Damage Rate Estimation . . . . . . . . . . . 64
3.3.1 Weighted Waveform Analysis (WWA) . . . . . . . . . . 65
3.3.2 Modified Weighted Waveform Analysis (Modified WWA) 69
3.3.3 Proper Orthogonal Decomposition (POD) . . . . . . . . 73
3.3.4 Modal Phase Reconstruction (MPR) . . . . . . . . . . . 78
3.3.5 Hybrid Method: MPR + Modified WWA . . . . . . . . 85
3.4 Fatigue Damage Estimation Based on A Large Number of Sensors 88
3.5 Fatigue Damage Estimation Based on A Small Number of Sensors 93
3.6 Sensor Location and Spatial Aliasing . . . . . . . . . . . . . . 99
3.7 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . 103
Chapter 4. A Data-Driven Mode Identification Algorithm for
Fatigue Damage Assessment 108
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.2 Applications of Weighted Waveform Analysis . . . . . . . . . . 110
4.3 Identification of the Dominant Wavenumber . . . . . . . . . . 113
4.3.1 Riser Response and the Spatial Covariance Function . . 114
4.3.2 Identification of Wavenumber using Spectral Analysis on
Spatial Covariance Function . . . . . . . . . . . . . . . . 115
4.4 WWA Procedure with Automated Mode Selection—Single Tar-
get Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.5 WWA Procedure with Automated Mode Selection—All Target
Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Chapter 5. Empirical Long-Term Prediction of Fatigue Damage
Rate 129
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.2 Empirical Long-Term Fatigue Damage Estimation Based on Lim-
ited Measurements . . . . . . . . . . . . . . . . . . . . . . . . 130
5.2.1 Classification of Events based on Current Profile . . . . 135
5.2.2 Uncertainty in Short-Term Fatigue Damage Estimation 136
5.2.3 Long-Term Fatigue Damage and Failure Probability . . 139
xi
5.3 Discussion and Sensitivity Studies . . . . . . . . . . . . . . . . 145
5.3.1 Effect of Number of Sensors . . . . . . . . . . . . . . . . 146
5.3.2 Effect of Number of Events . . . . . . . . . . . . . . . . 148
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
Chapter 6. Summary and Conclusions 153
6.1 Overview of Research Objectives . . . . . . . . . . . . . . . . . 153
6.2 Principal Contributions from Each Chapter . . . . . . . . . . . 154
6.2.1 Characteristics of VIV Response of Long Flexible Marine
Risers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.2.2 Empirical Procedures for Fatigue Damage Rate Estimation156
6.2.3 A Data-Driven Mode Identification Algorithm for Fatigue
Damage Assessment . . . . . . . . . . . . . . . . . . . . 159
6.2.4 Long-Term Empirical Prediction of Fatigue Damage . . 160
6.3 Suggestions for Future Research . . . . . . . . . . . . . . . . . 161
Appendices 164
Appendix A. Norwegian Deepwater Programme HighMode VIV
Experiment and Data Sets 165
Appendix B. Hilbert Transform and Analytic Signal 170
Appendix C. Morlet Wavelet Transform 172
Appendix D. Probability Plot Correlation Coefficient Test 174





2.1 Estimates of the added mass coefficient (Ca) based on empiri-
cally estimated values of the wave propagation speed. . . . . . 57
4.1 Comparison of the empirically estimated and assumed values of
the added mass coefficient (Ca). . . . . . . . . . . . . . . . . . 126
5.1 Classification of events according to current profile type. . . . 136
5.2 Statistical tests for a normal distribution assumption for ln(DR)
(n = no. of samples in each group; α = significance level for the
test). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.3 Parameters of the lognormal distribution forDRi (the subscript,
i, refers to the ith group of events). . . . . . . . . . . . . . . . 142
5.4 Parameters of the empirical model for the long-term fatigue
damage rate estimation at the location of interest in the case of
eight sensors. . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.5 Estimated and measured long-term fatigue damage rate per year
and the probability of fatigue failure at the location of interest
in the case of eight sensors. . . . . . . . . . . . . . . . . . . . . 144
5.6 Parameters of the empirical model for the long-term fatigue
damage rate estimation at the location of interest in the case of
twenty-three sensors. . . . . . . . . . . . . . . . . . . . . . . . 147
5.7 Estimated and measured long-term fatigue damage rate per year
and the probability of fatigue failure at the location of interest
in the case of twenty-three sensors. . . . . . . . . . . . . . . . 148
A.1 NDP bare-riser data sets. . . . . . . . . . . . . . . . . . . . . . 166
A.2 The six publicly available NDP data sets. . . . . . . . . . . . . 169
A.3 Physical properties of the NDP model riser. . . . . . . . . . . 169
xiii
List of Figures
1.1 Worldwide advances in capabilities for offshore drilling and pro-
duction as a function of time and water depth (as of March
2010) [61]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Regimes of fluid flow past a circular cylinder [34]. . . . . . . . 5
1.3 Variation of the added mass coefficient with reduced velocity
for different values of the normalized vibration amplitude [46]. 12
2.1 Power spectral density (PSD) plot of accelerations in the cross-
flow and inline directions for the NDP2120 (uniform current)
data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 Linear relationships estimated between the riser response peak
frequency (harmonic) and the maximum current speed: (a) uni-
form current data sets; and (b) linearly sheared current data sets. 33
2.3 Displacement orbits at sensor locations over short time intervals
for the NDP2120 (uniform current) data set. . . . . . . . . . . 38
2.4 Displacement orbits at sensor locations over short time intervals
for the NDP2350 (sheared current) data set. . . . . . . . . . . 39
2.5 Displacement orbits associated with different values of θ as de-
fined in Eq. 2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.6 Displacement orbits: measured versus reconstructed using esti-
mation of instantaneous amplitudes, Ax(t) and Ay(t), and phase
angle, θ(t). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.7 The NDP2120 (uniform current) data set: (a) phase difference
between IL and CF displacements; and (b) normalized ampli-
tude of CF displacement. . . . . . . . . . . . . . . . . . . . . . 45
2.8 The NDP2350 (sheared current) data set: (a) phase difference
between IL and CF displacements; and (b) normalized ampli-
tude of CF displacement. . . . . . . . . . . . . . . . . . . . . . 46
2.9 Morlet wavelet scalograms of accelerations measured at loca-
tion, x/L = 0.11, for (a) the NDP2120 (uniform current) data
set; and (b) the NDP2350 (sheared current) data set. . . . . . 48
2.10 Morlet wavelet scalograms of accelerations measured at eight
locations for the NDP2120 (uniform current) data set. . . . . . 49
2.11 Morlet wavelet scalograms of accelerations measured at eight
locations for the NDP2350 (sheared current) data set. . . . . . 50
xiv
2.12 Traveling wave patterns for the NDP2120 (uniform current)
data set: (a) oscillations generated at the upper portion of the
riser propagate downward; and (b) oscillations generated at the
lower portion of the riser propagate upward. . . . . . . . . . . 54
2.13 Traveling wave patterns for the NDP2350 (sheared current)
data set: oscillations generated at the high-current end propa-
gate downward to the low-current end. . . . . . . . . . . . . . 55
3.1 Measured CF and IL fatigue damage rates associated with the
four NDP data sets. . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2 The WWA procedure applied with twenty-three input sensors
(sensor no. 4 is the target) for the NDP2350 (sheared current)
data set: (a) PSDs of the strains measured at the twenty-three
sensors; (b) summation of the strain PSDs and identification of
the selected modes; (c) strain PSD at the target sensor: recon-
structed vs. measured; and (d) RMS curvatures: reconstructed
vs. measured. . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3 The modified WWA procedure applied with twenty-three input
sensors (sensor no. 4 is the target) for the NDP2350 (sheared
current) data set: (a) PSDs of the strains measured at the
twenty-three sensors; (b) summation of the strain PSDs and
identification of the selected modes; (c) strain PSD at the target
sensor: reconstructed vs. measured; and (d) RMS curvatures:
reconstructed vs. measured. . . . . . . . . . . . . . . . . . . . 73
3.4 The POD procedure applied with twenty-three input sensors
(sensor no. 4 is the target) for the NDP2350 (sheared current)
data set: (a) PSDs of the twenty-three POD scalar subprocesses;
and (b) the first three POD mode shapes that carry the highest
energy and a third-order interpolating polynomial to these POD
modes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.5 The POD procedure applied with twenty-three input sensors
(sensor no. 4 is the target) for the NDP2350 (sheared current)
data set: (a) PSDs of the strains at the twenty-three sensors re-
constructed using the first thirteen POD modes; (b) summation
of the strain PSDs using the first thirteen POD modes; (c) strain
PSD at the target sensor: reconstructed using thirteen POD
modes vs. measured; and (d) RMS curvatures: reconstructed
using thirteen POD modes vs. measured. . . . . . . . . . . . . 79
3.6 The MPR procedure applied with twenty-three input sensors
(sensor no. 4 is the target) for the NDP2350 (sheared current)
data set: the first two MPR mode shapes that carry the highest
energy and a third-order polynomial interpolating to these MPR
modes are shown. . . . . . . . . . . . . . . . . . . . . . . . . . 82
xv
3.7 The MPR procedure applied with twenty-three input sensors
(sensor no. 4 is the target) for the NDP2350 (sheared current)
data set: (a) PSDs of the strains at the twenty-three sensors
reconstructed using modes in a frequency band that preserves
99% of the energy; (b) summation of the strain PSDs using
modes that preserve 99% energy; (c) strain PSD at the target
sensor: reconstructed (using modes that preserve 99% energy)
vs. measured; and (d) RMS curvatures: reconstructed (using
modes that preserve 99% energy) vs. measured. . . . . . . . . 85
3.8 The hybrid (MPR + modified WWA) procedure applied with
twenty-three input sensors (sensor no. 4 is the target) for the
NDP2350 (sheared current) data set: the first two MPR mode
shapes that carry the highest energy and modified WWA based
continuous functions fit to these MPR modes are shown. . . . 88
3.9 The hybrid (MPR + modified WWA) procedure applied with
twenty-three input sensors (sensor no. 4 is the target) for the
NDP2350 (sheared current) data set: (a) PSDs of the strains
at the twenty-three sensors reconstructed using modes in a fre-
quency band that preserves 99% of the energy; (b) summa-
tion of the strain PSDs using modes that preserve 99% energy;
(c) strain PSD at the target sensor: reconstructed (using modes
that preserve 99% energy) vs. measured; and (d) RMS curva-
tures: reconstructed (using modes that preserve 99% energy)
vs. measured. . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.10 Fatigue damage ratios estimated by different empirical proce-
dures at various locations along the span of the NDP model riser
based on strains measured by twenty-three sensors: (a) WWA;
(b) modified WWA; (c) POD; (d) MPR; and (e) Hybrid: MPR
+ modified WWA. . . . . . . . . . . . . . . . . . . . . . . . . 93
3.11 Thirty-four combinations of eight input strain sensors chosen for
fatigue damage analysis studies using cross-validation against
measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.12 The WWA procedure applied with the eight strain sensors of
Combination No. 34 for the NDP2350 (sheared current) data
set: (a) PSDs of the strains measured at the eight sensors;
(b) summation of the PSDs and identification of the selected
modes; (c) RMS curvatures: reconstructed vs. measured; and
(d) RMS displacements: reconstructed vs. measured. . . . . . 98
3.13 Damage ratios estimated at various locations using the WWA
procedure with the eight sensors of Combination No. 34 for the
NDP2350 (sheared current) data set. . . . . . . . . . . . . . . 99
3.14 Fatigue damage ratios estimated by use of the WWA method
with measurements based on thirty-four combinations involving
eight strain sensors (combinations that provide relatively bet-
ter fatigue estimations are indicated by green arrows): (a) two
uniform current data sets; and (b) two sheared current data sets.100
xvi
3.15 Fatigue damage ratios estimated by use of the hybrid method
with measurements based on thirty-four combinations involving
eight strain sensors: (a) two uniform current data sets; and
(b) two sheared current data sets. . . . . . . . . . . . . . . . . 101
3.16 Values of the off-diagonal elements of orthogonality matrices,
R, computed with assumed sinusoidal mode shapes for the
sheared current (NDP2350) data set: (a) twenty-three sensors
and twelve WWA modes used (sensor no. 4 is the target); and
(b) eight sensors of Combination no. 34 and six WWA modes
used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.1 Identification of the dominant riser mode number when sensor
no. 4 is the target: (a) spatial covariance vs. spatial separa-
tion between sensors; and (b) Lomb-Scargle periodogram of the
covariance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.2 Selection of an optimal set of frequencies for the WWA scheme
when sensor no. 4 is the target: (a) PSDs of the strains measured
at the twenty-three sensors; and (b) summation of the strain
PSDs from all 23 sensors and identification of the important
frequencies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.3 Response reconstruction based on the improved WWA method
when sensor no. 4 is the target: (a) PSD of the strain at the
target sensor location: reconstructed vs. measured; (b) RMS
of curvature: reconstructed vs. measured; (c) RMS of displace-
ment: reconstructed vs. measured; and (d) off-diagonal terms
of the orthogonality matrix for the selected modes. . . . . . . 122
4.4 Damage ratios estimated using theWWA procedure: (a) NDP2120,
uniform current with speed of 1.4 m/s; (b) NDP2150, uniform
current with speed of 1.7 m/s; (c) NDP2350, sheared current
with maximum speed of 0.7 m/s; and (d) NDP2420, sheared
current with maximum speed of 1.4 m/s. . . . . . . . . . . . . 125
5.1 Flowchart showing algorithm for empirical prediction of long-
term fatigue damage and failure probability for an instrumented
riser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.2 Locations of the eight input strain sensors and the key location
of interest (assumed to be that of the location of strain sensor
no. 5). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.3 Damage Ratio (DR) estimates for: (a) uniform current data
sets; and (b) sheared current data sets. . . . . . . . . . . . . . 138
5.4 Statistical tests for a normal distribution assumption for ln(DR):
(a) PPCC test for group G1; (b) KS test for group G1; (c) PPCC
test for group G2; (d) KS test for group G2; (e) PPCC test for
group G3; (f) KS test for group G3; (g) PPCC test for group
G4; and (h) KS test for group G4. . . . . . . . . . . . . . . . . 141
xvii
5.5 Estimated and measured long-term fatigue damage rate per year
for various locations over the entire length of the riser in the case
of eight sensors. . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.6 Estimated and measured long-term fatigue damage rate per year
for various locations over the entire length of the riser in the case
of twenty-three sensors. . . . . . . . . . . . . . . . . . . . . . . 148
5.7 Estimated and measured long-term fatigue damage rate per year
for various locations over the entire length of the riser in the case
of eight sensors and assuming group G1 contains six events. . 150
5.8 Estimated long-term fatigue damage rate per year over the en-
tire length of the riser in the case of eight sensors—a comparison
for when group G1 includes 6 events versus 24 events. . . . . . 150
A.1 Sensor locations in the in-line and cross-flow directions. . . . . 167
A.2 Example identification of a time window for the NDP2350 (sheared





Increasing demands for energy, especially oil and gas, are pushing the
petroleum industry to explore in increasingly deeper waters in search for
petroleum resources (see Fig. 1.1). In 2010, according to a survey conducted,
there were 262 operating/installed production vessels in the world. Among
them, 48 were located in the Gulf of Mexico—these included Petronius (com-
pliant tower, water depth 531 m), Magnolia (tension leg platform (TLP),
1, 425 m), Perdido (spar, 2, 383 m), and Independence Hub (semi-submersible
floating production unit (Semi-FPU), 2,414 m) [61]. Drilling risers, as well as
other slender structural components of deepwater production systems, such as
mooring cables, TLP tension members, and suspended spans of pipelines, can
experience vortex-induced vibration (VIV). Large-amplitude VIV can lead to
collisions among closely spaced slender structural members. More importantly,
VIV is a major contributor to fatigue damage in these structural members.
Fatigue failure, if it occurs, can cause suspension of production, loss of rev-
enue, or even marine pollution. Thus, VIV is a major concern in all stages of
deepwater oil production.
A marine riser is a critical component of an offshore drilling and pro-
duction system. It connects the well structure on the seabed and the platform
1
at the sea surface, and conveys fluids between them [2]. When studying vortex-
induced vibration (VIV) response, risers are often simplified as long flexible
cylinders. Vortex-induced vibration of slender cylinders has been extensively
studied over the past 50 years and much progress has been made in improving
our understanding of the phenomenon. Experiments using short rigid cylinders
in well-controlled laboratory conditions were often used to assess the condi-
tions of synchronization of vortex shedding on a cylinder’s motions, and to
measure the hydrodynamic forces exerted on the cylinder during vortex shed-
ding. Experiments using long flexible cylinders, exposed to spatially varying
fluid flow fields, paved the way for studies of the physics behind VIV of slender
marine structures in real ocean currents. These studies have significantly im-
proved our understanding of VIV encountered by marine structures and have
led to the development of semi-empirical/analytical tools for prediction of VIV
occurrence and associated response of such marine structures.
Semi-empirical computer programs, such as SHEAR7 [56], VIVA [53],
and VIVANA [32], have the ability to capture some characteristics of the
cross-flow (CF) response of slender structures undergoing VIV. Given the cur-
rent profile and physical properties of the cylinder as inputs, these computer
programs predict the steady cross-flow vibration response at the fundamental
vortex-shedding frequency (i.e., the Strouhal frequency). However, complex
response characteristics often observed in flexible cylinder experiments and
drilling riser monitoring campaigns, such as the presence of higher harmon-
ics (vibration at frequencies that are multiples of the Strouhal frequency),
traveling waves, and non-stationary behavior of the cylinder’s response, usu-
ally cannot be accurately represented by these computer programs. Ignor-
2
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Figure 1.1: Worldwide advances in capabilities for offshore drilling and pro-
duction as a function of time and water depth (as of March 2010) [61].
ing these important characteristics in VIV response computations can lead to
large errors in predicted fatigue damage rates. For example, SHEAR7-V4.5
does not always correctly predict the location and magnitude of the maxi-
mum root-mean-square (RMS) strains along the length of a long cylinder; the
predicted fatigue damage rate based on only including vibrations around the
Strouhal frequency was found to be twenty times smaller than the fatigue dam-
age rate inferred from measurements at a location on an instrumented riser
where the maximum RMS strain value was measured [26]. When utilized to
analyze measurements from full-scale drilling risers without VIV suppression,
SHEAR7-V4.5 overpredicted the maximum fatigue damage rate, on average,
by a factor of thirty, when compared with measured values [52].
In the past decade, numerous reduced-scale model riser experiments
have been conducted by measuring the VIV response at discrete locations
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along long flexible cylinders. It is also becoming increasingly common to install
data loggers onto full-scale drilling risers to monitor risers excited by real
ocean currents as part of field monitoring campaigns. The objectives of this
study are twofold: (i) to deepen our understanding of the phenomenon of
VIV of long flexible cylindrical structures, such as drilling risers, by proposing
robust empirical methods for analysis of measured data; and (ii) to accurately
reconstruct the VIV response over the entire span of a cylinder and estimate
fatigue damage rates based on the discrete measurements and the empirical
analysis tools developed. The ultimate goal is, given measurements of the
riser response and accompanying current flow conditions, to establish “short-
term” fatigue damage rate distributions conditional on current type; these
“short-term” fatigue damage distributions, combined with current profile/type
probability distributions or occurrence likelihoods, can yield integrated “long-
term” fatigue damage rates over the entire span of the monitored riser.
1.2 Vortex-Induced Vibration
1.2.1 Vortex Shedding and Vortex-Induced Vibration
When fluid flow encounters a cylinder, or any other bluff body, the fluid
is forced to deviate from its original path and move around the cylinder. The
flow pattern on the leeward (downstream) side of the cylinder depends on the
Reynolds number (Re). As illustrated in Fig. 1.2, at Re < 5, the fluid flows
smoothly over the cylinder and remains unseparated on the downstream side.
In the regime, 5 < Re < 40, a pair of vortices are formed and remain attached
to the cylinder. Increasing to Re > 40, a street of vortices with opposite
rotations are periodically formed and shed behind the cylinder; these vortices
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5 to 15 < Re < 40: A fixed pair of Foppl vortices in the 
wake
40 < Re < 90 and 90 < Re < 150:
Two regimes in which vortex street is laminar
150 < Re < 300: Transition range to turbulence in vortex
300 < Re < 3 × 105 : Vortex street is fully turbulent
3 × 105 < Re < 3.5 × 106: Laminar boundary layer has 
undergone turbulent transition The wake is narrowed and.
disorganized. No vortex street is apparent.
3.5 × 106 < Re: Re-establishment of the turbulent vortex 
street.
Figure 1.2: Regimes of fluid flow past a circular cylinder [34].
make up what is referred to as a Kármán vortex street.
The formation and shedding of vortices alters the local pressure around
the cylinder, exerts alternating forces on it at the frequency of the vortex shed-
ding, and causes the cylinder to deflect or vibrate if it is allowed to do so. If
a natural frequency of the cylinder is close to the frequency of vortex shed-
ding, the vortex shedding alters the natural frequency by modifying the added
mass; as well, the vibration of the cylinder alters the frequency of the vortex
shedding. The interaction between the vortex shedding and the cylinder vi-
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bration causes the frequency of vortex shedding and the natural frequency of
the cylinder coalesce, leading the cylinder to vibrate with large amplitude in
a direction transverse to the direction of the incoming flow (this transverse
direction is termed the cross-flow direction). This phenomenon, characterized
by the vortex shedding captured by or synchronized with the cylinder’s mo-
tion, is referred to as lock-in synchronization. The sustained large-amplitude
vibration is called vortex-induced vibration (VIV).
The forces exerted on a cylinder by vortex shedding have components
in two orthogonal directions. The lift force, which is in the cross-flow (CF)
direction (i.e., the direction transverse to the incoming flow direction), has
a frequency equal to the frequency of the vortex shedding. The drag force,
which is in the in-line (IL) direction (i.e., the direction of the incoming flow),
has a frequency that is two times that of the frequency of the vortex shedding.
This is because during one cycle of vortex shedding, for the CF direction, a
vortex or a group of vortices is shed from one side of the cylinder, and then
a vortex or a group of vortices is shed from the other side of the cylinder;
while, with respect to the IL direction, both pairs of vortices are shed from
the downstream side. As a result, the frequency of the drag force is two times
that of the frequency of the lift force; under lock-in conditions, the frequency
of IL vibration is two times that of the frequency of CF vibration.
Vortex-induced vibration (VIV) of a cylinder is self-regulating or self-
limiting, i.e., when the amplitude of the vibration increases to a certain level,
the energy transferred to the cylinder and the energy transferred out of the
cylinder reach a balance; the amplitude of the vibrations will then not in-
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crease any more but will remain stable. The maximum observed CF vibration
amplitude is about 1.5D (where D is the diameter of the cylinder) and the
maximum observed IL vibration amplitude is about 0.5D; these maximum
values depend on the mass, damping, etc. Thus, unlike unstable flow-induced
vibrations, such as in the case of flutter and galloping, the self-limiting nature
of VIV will generally not cause stresses in the cylinder to exceed yield strength
levels of the material involved. Instead, it is fatigue damage and fatigue limit
states that are of concern particularly if VIV response episodes are sustained
for long periods of time.
1.2.2 Influencing Parameters in Vortex-Induced Vibration
The study of vortex-induced vibration (VIV) involves understanding
important concepts in fluid mechanics, structural dynamics, materials, statis-
tics, etc. VIV is encountered in many engineering applications, such as in the
vibration of bridges, aircraft structures, offshore structures, etc. Because of
its theoretical complexity and practical importance, VIV has been extensively
studied over the past 50 years. Through experimental studies and numerical
simulations, especially tests conducted on short rigid cylinders in laboratory
conditions, much progress related to VIV has been made, such as in gaining an
understanding of synchronization conditions, maximum motion amplitudes,
response modes, vertex patterns, etc. Details related to these studies are
discussed in comprehensive reviews by Blevins [8], Sarpkaya [45], [46], Bear-
man [5], Pantazopoulos [43], Khalak and Williamson [29], and Williamson and
Govardhan [62], [63]. In lieu of restating the discussions presented in the cited
studies, in this section, some influencing parameters often used to predict or
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examine the phenomenon of VIV, are briefly summarized.
Reynolds number, Re, (named after Osborne Reynolds, an English
physicist) is a dimensionless number that measures the ratio of inertial forces
to viscous forces for a given flow condition. Reynolds number is used to char-
acterize whether a flow is laminar (typically when Re < 2000) or turbulent








where U is the mean fluid velocity, D is the diameter of the cylinder’s cross-
section, ρ is the density of the fluid, µ is the dynamic viscosity of the fluid,
and ν is the kinematic viscosity of the fluid (note that ν = µ/ρ).
Figure 1.2 depicts various wake patterns behind a cylinder in different
Reynolds number regimes. The Reynolds number range, 300 < Re < 1.5×105,
is referred to as the subcritical region; in this region, the cylinder boundary
layer is laminar flow and vortex shedding is strong and periodic. The Reynolds
number range, 1.5 × 105 < Re < 3.5 × 106, is referred to as the transitional
regime; in this regime, the cylinder boundary layer becomes turbulent and
the vortex shedding becomes irregular. In the supercritical Reynolds number
range, Re > 3.5×106, the cylinder boundary layer is turbulent but the vortex
shedding gains some regularity again [8]. Most engineering applications of
VIV are associated with the upper subcritical and the transitional Reynolds
number regimes [43].
Strouhal number, St, (named after Vincenc Strouhal, a Czech physi-







where fs is the vortex-shedding frequency (also referred to as the Strouhal
frequency), D is the diameter of the cylinder, and U is the mean fluid velocity.
The Strouhal number is a function of the Reynolds number. Over a wide
range of Reynolds numbers (covering the subcritical and transitional regimes),
vortex-induced vibration of cylinders generally occurs at St ≈ 0.2. Given
a constant St value, Eq. 1.2 suggests that the vortex-shedding frequency is
proportional to the current speed and inversely proportional to the diameter
of the cylinder.
Reduced velocity, Vr, is the ratio of the length of the stream path





where U is the mean fluid velocity, f is the frequency of vibration, and D is
the diameter of the cylinder. During lock-in conditions, the vortex shedding is
trapped by the vibration of the cylinder, and the vortex-shedding frequency is
synchronized with the frequency of vibration, i.e., fs = f . Recall that, under
lock-in conditions, St ≈ 0.2; thus, Vr = 1/St ≈ 5. Because of the interaction
mechanism of VIV with the variation in added mass, however, the actual
reduced velocity range for lock-in is much wider; usually we have 4 < Vr < 8.
The bounds of the reduced velocity range for lock-in depend on many factors;
one of the most important of these is the mass ratio.
Mass ratio, mr, is defined as the ratio of the mass of the cylinder per
9





where m is the mass of the cylinder per unit length, ρ is the density of the
fluid, and D is the diameter of the cylinder. The mass ratio is a measure of the
susceptibility of a cylinder to vortex-induced vibration. The range of reduced
velocity values over which synchronization occurs is primarily controlled by
the mass ratio. A lower mass ratio indicates a wider synchronization range,
while a larger mass ratio indicates a narrower synchronization range. This is
because the effect of variation of the added mass is more important for low
mass-ratio cylinders. The mass ratios of deepwater drilling risers are relatively
low; usually, they are slightly above unity for steel risers, and may be even less
than unity for composite risers.
Mass-damping parameter, mrζ , is a combined parameter which is
the product of the mass ratio, mr, and the material damping factor, ζ . The
mass-damping parameter can be related directly to several other parameters;
these include:
Stability parameter: Ks = π
2mrζ




Skop-Griffin parameter: SG = 2π
3St2mrζ
(1.5)
where St is the Strouhal number. Among these, the Skop-Griffin parameter
might be the most widely used form that is related to the mass-damping
parameter. Under lock-in conditions, the mass-damping parameter is thought
to control the peak amplitude of VIV motion.
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Added mass coefficient, Ca, is defined as the ratio of the (effective)






When a cylinder oscillates in a fluid, the movement of the cylinder causes
the surrounding fluid particles to accelerate from their original positions. The
force exerted by the accelerated fluid particles on the cylinder, which is in
phase with the inertial force of the cylinder, contributes to the effective added
mass force. The vortex shedding also results in a force in phase with the
inertial force of the cylinder. The effective added mass force, consisting of these
two components, is represented by the added mass, ma, and the added mass
coefficient, Ca. The added mass coefficient is not a constant. From forced-
oscillation experiments, Sarpkaya [46] presented the variation of the added
mass coefficient with reduced velocity for different values of the normalized
vibration amplitude (see Fig. 1.3). The x-axis in the figure refers to the reduced
velocity, the y-axis shows the added mass coefficient; the normalized vibration
amplitude, A/D, is the ratio of the amplitude of the CF vibration to the
diameter of the cylinder. Consider the curve for A/D = 0.5 to illustrate the
variation of Ca with reduced velocity. The value of Ca rapidly decreases from
about 5 to -0.7 when the value of Vr increases from 3 to 5.8; then, it increases
very slightly to about -0.4 as the value of Vr increases further to 8.
The variation of Ca has a more dominant effect on a cylinder with a
low mass ratio. The virtual mass, which is the sum of the mass of the cylinder
and the added mass, may be expressed as:





Figure 1.3: Variation of the added mass coefficient with reduced velocity for
different values of the normalized vibration amplitude [46].
For a cylinder with a low mass ratio, under lock-in conditions, the virtual mass
is much less than the mass of the cylinder itself; this explains why the actual
VIV amplitude of a cylinder can be much larger than the amplitude that can
be excited by a relatively small lift force exerted by vortex shedding.
The variation of Ca also helps explain possible wide synchronization
ranges for VIV. With an increase in the reduced velocity, the added mass
decreases, and the natural frequency of the cylinder increases; this causes
12
synchronization to persist out to higher values of fluid speed [55].
1.3 Studies on VIV of risers
Vortex-induced vibration of short rigid cylinders is far less complex
compared to VIV of long flexible cylinders (such as risers), where spatial ef-
fects along the cylinder’s length cannot be ignored. Experimental studies on
short rigid cylinders can help to reveal some basic physics about the VIV phe-
nomenon and the interaction between the cylinder oscillation and the down-
stream wake. Experimental studies on VIV of long flexible cylinders serve
to bridge the gap between the studies on short rigid cylinders and those on
full-scale field risers.
1.3.1 Experimental Studies
Experimental studies on long flexible cylinders subjected to spatially
varying current flows reveal the complexity of riser VIV. They provide mea-
surements to update the database and to refine models used by semi-empirical
software tools; they offer a benchmark for numerical simulations.
Over the past 30 years, researchers led by Prof. Vandiver at Mas-
sachusetts Institute of Technology (MIT) have carried out comprehensive ex-
perimental studies on VIV of long flexible cylinders.
In 1975 and 1976, the first Castine experiments were conducted in a
tidal flow at Castine, Maine. The tested cylinders included synthetic fiber and
wire cables, with a length of 22.9 meters, and diameters varying from 0.64 to
1.59 cm [57], [55].
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The second Castine experiments were conducted in 1981 at the same
site. Two types of cylinders were tested: a steel cable of 22.9 meters length
and 3.18 cm diameter, and a steel pipe of 22.9 meters length and 4.14 cm
diameter. The cylinders were subjected to uniform tidal current profiles with
a maximum speed of about 0.7 m/s. The current speed, drag, tension, and
biaxial accelerations at several locations along the cylinder length were mea-
sured. The main objective of these experiments was to study the response of
long flexible cylinders subjected to VIV caused by uniform currents, and to
assess the effects of the bending stiffness and mass ratio [27].
The Lawrence experiments were conducted in 1986 in Lawrence, Mas-
sachusetts. The length of the tested cylinder was 17.45 m and the diameter
was 2.86 cm. Three current profiles with different shears were generated. The
purpose of this test was to study the response characteristics of a long flexible
cylinder in sheared flow [13].
Based on the two Castine experiments and the Lawrence experiments,
but not limited to them, Vandiver [55] evaluated conditions favorable to large-
amplitude VIV of long flexible cylinders subjected to uniform and sheared
current flows. Some dimensionless parameters, which are important for pre-
dicting the VIV response of long flexible cylinders, were also studied [55].
The experiments conducted in the 1970’s and 1980’s have some lim-
itations in that: (i) the VIV response excited was confined to lower modes
of vibration; (ii) the response was measured at only a very small number of
locations along the cylinder span; and (iii) the incoming current was difficult
to control.
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As oil exploration moves into deeper waters, marine risers become
longer and more susceptible to vibration at higher mode numbers (such as
in the 10th mode and higher) when subjected to ocean currents. In order to
mitigate flow-induced vibrations, vibration suppression devices, such as strakes
and fairings, are often installed on risers. Thus, understanding the dynamics
of VIV of long cylinders, especially high-mode number VIV, is extremely im-
portant. In addition, the effectiveness of vibration suppression devices and
their side effects, e.g., in increasing drag on these long cylinders, also needs to
be studied.
In order to gain knowledge of VIV on very long cylinders, both bare
and suppressed, the research group led by Prof. Vandiver at MIT conducted a
series of experiments including the Lake Seneca experiments in 2004 and two
Miami Gulf Stream experiments in 2004 and 2006, respectively.
The Lake Seneca experiment was conducted at the Naval Acoustic Test
Facility at Lake Seneca, New York in 2004. During the experiments, a fiber-
glass pipe was towed by a boat with a railroad wheel attached at the bottom
end of the pipe. The tested pipes were of a diameter of 3.33 cm and two
different lengths, 61.26 m and 122.23 m. The pipes were positioned in calm
water and were exposed to uniform currents when towed by the boat. The
towing speed varied roughly from 0.3 to 1.1 m/s. The response was measured
by twelve evenly spaced triaxial accelerometers for the 61.26 m long pipe and
twenty-four evenly spaced triaxial accelerometers for the 122.23 m long pipe.
The length, diameter, and tension of the pipes were carefully selected to per-
mit cross-flow response up to the 25th mode. In addition to bare pipes, pipes
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with a triple helical strake were also tested in the Lake Seneca experiment [49].
The two Gulf Stream experiments were conducted in the Gulf Stream
off the coast of Miami in 2004 and 2006. During the experiments, a fiberglass
pipe was hung onto and towed by the Research Vessel F.G. Walton Smith
owned by the University of Miami. A railroad wheel was attached at the
bottom of the pipe to provide tension. Steering the vessel heading in different
directions relative to the direction of the ocean current exposed the towed
pipe to a variety of current profiles with different speeds and spatial profiles.
Two fiber optic strain gauges were embedded in each quadrant of the pipe
during manufacture, which allowed strains in each quadrant of the pipe to be
measured at 70 locations, spaced seven feet apart. The current speed along
the length of the pipe was recorded by two Acoustic Doppler Current Profilers
(ADCPs) equipped on the Research Vessel F.G. Walton Smith. The pipe
tested in the first Gulf Stream experiment was 147.92 m long with a diameter
of 3.56 cm; and the pipe tested in the second Gulf Stream experiment was
153.77 m long with a diameter of 3.58 cm. In addition to bare pipes, pipes
of helical strakes or fairings with different spatial coverage, were also tested.
The length, diameter, and tension of the pipes were carefully selected to make
high mode-number VIV possible [49].
Some interesting response characteristics were observed from these field
experiments, and these led to a variety of studies on the VIV response of long
cylinders. For high mode-number VIV of bare pipes, pure standing waves
were seldom observed; instead, traveling waves often dominated the cylinder
responses [37]. The power-in region, where energy is transferred from the fluid
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to the cylinder and vibrations are originated, was identified [50], [49]. Strong
higher harmonics (responses at integer multiples of the fundamental vortex-
shedding frequency, also called Strouhal frequency) were also often observed.
In some test runs, higher harmonics accounted for a large portion of the total
root-mean-square (RMS) value of the strains. The fatigue damage rate calcu-
lated based on the measured strains containing higher harmonic components
was up to forty times larger than the fatigue damage rate if only responses
around the Strouhal frequency were considered [58]. Most analytical software,
such as VIVA [53], VIVANA [32], and SHEAR7 [56], do not have the ability
(based on the author’s knowledge and, at least, at the date of this writing) to
directly account for higher harmonics in the predicted response of cylinders
and the resulting fatigue damage rate. The predicted fatigue damage rate
needs to be corrected, such as by multiplicative factors, to take into account
the effects of higher harmonics [25], [26]. In addition to studying VIV of bare
pipes, the effects of strakes in the suppression of high mode-number VIV of
long pipes were also studied [59], [60].
In addition to the experiments conducted by researchers at MIT, exper-
iments using long flexible cylinders were also conducted by other researchers.
In 1997, the Hanøytangen experiments were performed in a Norwegian fjord
at Hanøytangen, on the west coast of Norway [23], [33]. The test cylinder was
a 90 m long stainless steel pipe, with an outer diameter of 30 mm. The pipe
was excited by a simulated linearly sheared current. Biaxial strains (CF and
IL) were measured at 29 locations, evenly spaced 3 m apart, along the length
of the pipe. Based on the discrete measurements, the CF and IL responses
along the entire length of the pipe was reconstructed [33]. Note that the
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reconstruction technique employed generally only took into consideration the
response around the Strouhal frequency for the CF direction, and at two times
the Strouhal frequency for the IL direction, since higher harmonic components
were pre-filtered out before the reconstruction. In addition, the fatigue dam-
age rates caused by the CF and IL vibrations were calculated at the discrete
locations, and compared with the predictions using an analytical program [3].
Experiments of vortex-induced vibration using a long flexible cylinder
were also conducted in well-controlled laboratory conditions. In 2003, Exxon-
Mobil performed VIV testing on a long flexible cylinder at the Norwegian
Marine Technology Research Institute (Marintek). The tested cylinder was
9.63 m long with a diameter of 20 mm. Uniform and linearly sheared cur-
rent profiles were simulated. Bending strains and accelerations in the CF and
IL directions were measured. Some characteristics of the VIV response, such
as identification of excited modes as well as understanding the relationship
between frequency, amplitude and the current speed, were all studied. The
fatigue damage rate based on the CF response and the IL response were com-
pared. In addition, the effectiveness of strakes in suppressing VIV was also
investigated [19], [51].
In 2003, the Norwegian Deepwater Programme (NDP) high-mode VIV
experiment was carried out at Marintek, by horizontally towing a flexible cylin-
der (model riser) in the Ocean Basin test facility. The cylinder was made of
fiberglass with a length of 38 meters and an outer diameter of 27 mm. Uni-
form and linearly sheared current profiles were simulated. Axial strains and
transverse accelerations in the CF and IL directions were measured at discrete
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locations. The tests were conducted both on a bare riser and two straked risers
with different strake geometries and spatial coverages. The objectives of the
model test program were: (i) to improve the understanding of high-mode VIV
response of flexible risers and associated fatigue damages; and (ii) to assess
the effectiveness of the strakes in VIV mitigation [10]. Trim et al. [54] applied
a modal analysis approach to evaluate the NDP data and compared response
characteristics such as excited modes and frequencies, maximum amplitudes,
and fatigue damage rates of the bare cylinder and the straked cylinder.
The studies documented in this dissertation are based on the NDP
data because the NDP experiments were carefully designed, well conducted,
and densely instrumented. Furthermore, part of the NDP data set is also
publicly available at the VIV data repository [11]. More details on the NDP
experiments that relate to the test setup and other physical properties of the
model riser may be found in Appendix A, as well as in other studies [10], [54].
In addition to the reduced-scale experiments using model risers, mea-
surements of full-scale marine risers were also conducted as part of a riser
monitoring campaign [7], [52]. These measurements confirmed some char-
acteristics of the VIV response also observed in reduced-scale long flexible
cylinder experiments, such as the presence of non-stationary characteristics,
higher harmonics, and traveling waves [7]. Furthermore, it was found that the
selected semi-empirical software underpredicts the fatigue damage rate caused
by VIV [52].
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1.3.2 Semi-Empirical VIV Response Computational Tools
Based on experimental studies (using short rigid cylinders and long flex-
ible cylinders) and theoretical studies, semi-empirical computer programs, such
as SHEAR7 [56], VIVA [53] and VIVANA [32], were developed for predicting
the VIV response of marine risers. A key assumption that these semi-empirical
programs rely on is that of the validity of the strip theory—namely, that the
hydrodynamic coefficients (lift, drag, damping, added mass, etc.) depend only
on the local vibration and flow conditions. Thus, a long flexible cylinder is
subdivided into short sections and each of them is modeled as an elastically
mounted rigid cylinder. The hydrodynamic forces exerted on each section
(short rigid cylinder) are estimated using an empirical database obtained from
simplified experiments; the total forces over the entire cylinder span are ob-
tained by integrating the local spatial forces. By applying the forces onto a
finite element model of the long flexible cylinder, the response of the cylinder
is predicted. Note that, because of the feedback mechanism of VIV, a number
of iterations are needed before final convergence and an energy-balanced state
can be reached.
Given detailed riser physical properties and current profile informaton,
semi-empirical programs are often used to predict riser VIV response. How-
ever, their intrinsic limitations introduce errors in these predictions. First,
the strip theory assumption neglects the flow and vortex shedding along the
riser axis by simplifying the 3-dimensional fluid-structure problem as a 2-
dimensional problem. Second, the databases employed by the software were
mainly obtained from simplified laboratory experiments, with limited Reynolds
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number and where cylinder motion was restricted to the cross-flow direction.
In order to improve the semi-empirical programs, several studies have been
conducted. Dahl [14] obtained a database of force coefficients by conducting
forced-oscillation experiments using short rigid cylinders where both cross-
flow and in-line motions were allowed. Jhingran [25] extracted spatially aver-
aged drag force coefficients for long flexible cylinders experiencing high mode-
number VIV. Mukundan [41] optimized lift force coefficient by minimizing the
error between the predictions and the measurements of the VIV response of a
long flexible cylinder. The programs are continuously improved; still, only the
cross-flow response at the Strouhal frequency (vortex-shedding frequency) can
be predicted. Experiments show that predictions excluding higher harmonics
(i.e., the response at frequencies that are multiples of the Strouhal frequency)
can underestimate the fatigue damage rate by a factor exceeding twenty [26].
1.3.3 Numerical Simulation
Numerical simulation using computational fluid dynamics (CFD) is
an alternative approach widely used to assess the VIV response of cylinders.
Dixon and Charlesworth [16] discussed several key CFD modeling issues, in-
cluding the selection of turbulence models, grids, time steps, etc. With rapid
progress in computational techniques and capabilities, CFD offers the poten-
tial capability to accurately predict the VIV response of deepwater marine
risers. Josefsson and Dalton [28] analyzed a top-tensioned riser with a length
to diameter (L/D) ratio of 5,380, by employing the strip theory assumption.
The riser was divided into a number of segments; in the planes at the ends of
each segment, the flow was treated as a 2D flow; and the forces at each plane
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were obtained by solving the 2D Navier-Stokes equation. Huang et al. [22]
analyzed a 10 m long riser with a L/D ratio of 482. Instead of relying on
the strip theory assumption, the flow field around the riser was calculated by
solving the 3D Navier-Stokes equation; the mesh along the riser’s spanwise di-
rection was much coarser than that on the riser cross-section planes. Despite
dramatic progress in the application of CFD for VIV analysis of risers, the
fully three-dimensional numerical simulation of VIV for deepwater risers in
realistic Reynolds number regimes is still prohibitive due to the overwhelming
complexity and the intensive computational requirements.
1.4 Research Objectives
Response measurements on long flexible cylinders, either from reduced-
scale experiments or from full-scale riser monitoring campaigns, have great
importance in the study of VIV and associated fatigue in risers. The measure-
ments guide the development and improvement of semi-empirical programs and
numerical simulations in several ways: (i) response characteristics observed
in the measurements provide directions for refinement of predictive software;
(ii) the data extracted from the measurements can be used to update the pre-
dictive software; and (iii) the measurements can be used to benchmark and
validate the prediction software. Thus, response measurements, especially on
long flexible cylinders, have a central role in the study of riser VIV.
The overall objective of this study is to develop a method for empirical
prediction of long-term fatigue damage rates and life of risers solely based on
measured data. Specifically, the research objective are three:
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(i) To assess the complex characteristics of VIV response in long flexible cylin-
ders. Experiments conducted on short rigid cylinders have uncovered the
complex nonlinear interaction mechanism between the structure and the wake.
Experiments using long flexible cylinders, including field measurements on real
marine risers, reveal the presence of even more complex characteristics such
as the non-stationary behavior, a combination of traveling waves and standing
waves, and higher harmonics. Assessment and visualization of these complex
phenomena can help to better understand and analyze riser VIV response
and its effects such as in fatigue damage. This study shows that numerical
techniques, such as spectral analysis, the use of Hilbert transforms, wavelet
analysis, etc., are useful tools for this purpose. By applying these techniques in
analyses of data, we show that these complex response characteristics are not
generally transient and negligible; instead, they can be persistent and associ-
ated with a large portion of energy, and should be considered in the prediction
or reconstruction of the VIV response over the entire riser span.
(ii) To reconstruct the VIV response over the entire span of a cylinder using dif-
ferent empirical methods with measurements at a limited number of locations.
During experiments or full-scale riser monitoring campaigns, VIV response
is often measured in the form of bending strains and/or lateral accelerations
taken at a limited number of locations where sensors are installed. If, at the
point of interest, such as the location of a critical fatigue detail, a sensor were
installed, fatigue damage can be estimated directly from the measurements at
that location. However, it is impossible to install a sensor at every location
of interest because deepwater risers can be very long and costs for sensor de-
ployment are high. Thus, it is desirable to reconstruct the riser response over
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its entire span from a limited number of measurements. In this study, five
different empirical methods are employed for this purpose. Some empirical
methods have the ability to directly account for the complex characteristics of
the VIV response in the riser response reconstruction. Fatigue damage rates
are estimated based on the reconstruction and compared with the similar es-
timates based on direct measurements at discrete locations (this is possible
if such checks are selectively performed at the locations of sensors not used
in the empirical reconstruction, but where measurements are available—we
refer to this as cross-validation). Results show that all the empirical methods
presented, despite different underlying assumptions in each of them, may be
employed to estimate fatigue damage rates quite well from limited strain mea-
surements. In addition, the influence of the spatial arrangement of sensors on
the quality of fatigue estimation is studied.
(iii) To predict the long-term fatigue damage rate and life of instrumented
risers by utilizing empirical methods, response measurements, and metocean
data. It is becoming increasingly common to instrument marine risers as part
of long-term monitoring campaigns during which response measurements, such
as strains and/or accelerations, at a limited number of locations are recorded.
This is especially useful during operation. Simultaneously, current profiles at
a nearby location are also often recorded. Such data are all that is needed
for long-term empirical fatigue damage prediction. Short-term fatigue dam-
age rates caused by each distinct current type may be estimated using various
empirical methods supported by the discrete response measurements. The
long-term fatigue damage rate probability distribution is then estimated by
combining/multiplying the short-term fatigue damage rate probability distri-
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bution (conditional on current type) with the relative likelihood of each current
type (based on metocean studies), and integrating over current types. We note
that the empirical approaches presented rely only on measured strain and/or
acceleration data; the data explicitly account for the different response char-
acteristics and for the different current profiles experienced by the riser. In
addition, estimates of fatigue damage and life for any location of interest are
easily updated as more data become available from any ongoing field monitor-
ing.
Studies that address the objectives mentioned above were conducted
by utilizing measurements from a long flexible cylinder that were part of the
Norwegian Deepwater Programme (NDP) experiments. The cylinder resem-
bles real drilling risers with a length to diameter (L/D) ratio of 1,400 and a
mass ratio of 1.6. The cylinder was densely instrumented and experienced high
mode-number VIV when excited by uniform and sheared currents. Additional
details related to the NDP experiments can be found in Appendix A and in
other studies [10], [54].
1.5 Organization of the Dissertation
This dissertation is organized as six chapters. In this first chapter, the
phenomena of vortex shedding and vortex-induced vibration (VIV) of cylin-
ders, including some important parameters related to VIV have been briefly
described. The different approaches used in studies of riser VIV have also
been discussed. The research objectives of this study have been outlined. The
content of the remaining chapters is described next.
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Chapter 2 describes studies of complex VIV response features of the
selected model riser, including non-stationary characteristics, traveling wave
patterns, and higher harmonics. Several useful tools, such as the Hilbert trans-
form and the wavelet transform, are adopted to assess and visualize the com-
plexity of riser response.
Chapter 3 presents details of the empirical methods used for riser re-
sponse reconstruction given data. Five empirical methods are studied and the
underlying assumptions, equations, applications, results, advantages, and dis-
advantages are discussed. The influence of alternative spatial arrangements of
sensors on fatigue damage estimation is also studied.
Chapter 4 describes a data-driven mode identification algorithm—i.e., the
dominant riser VIV mode is empirically identified through a spatial spectral
analysis of the data. This is an improvement on one of the empirical methods
used for response reconstruction.
Chapter 5 demonstrates the methodology of empirical long-term pre-
diction of fatigue damage rates and life for an instrumented marine riser. Sen-
sitivity studies related to the number of available sensors and the number of
data sets are conducted.
Chapter 6 is a summary of the main results presented in this disserta-
tion. Suggestions for future work are also discussed in this chapter.
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Chapter 2
Characteristics of VIV Response of Long
Flexible Marine Risers
2.1 Introduction
Vortex-induced vibration is of great interest in the context of fatigue
design of marine risers as oil and gas production moves into deeper waters.
Model tests provide valuable insight into the VIV phenomenon and associ-
ated riser response characteristics. Experiments, especially on long flexible
cylinders, which better resemble real deepwater marine risers, help to study
complex response features in a more realistic manner than can those conducted
on short rigid cylinders under similar current/flow conditions [12].
In this study, measurements (strains and accelerations) available from
the Norwegian Deepwater Programme (NDP) experiments on an instrumented
model riser are employed to examine characteristics of the VIV response of a
long flexible cylinder (the model riser) placed in uniform as well as sheared
currents.
The riser dynamic response measured at discrete locations is stored as
a suite of time series. The energy distribution by frequency of the response
is uncovered by carrying out a spectral analysis on each time series, assuming
stationarity of the response process. As we shall see, power spectral density
(PSD) plots based on the acceleration or strain measurements provide evidence
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of strong higher harmonics (i.e., dominant response energy at frequencies that
are multiplies of the Strouhal frequency); in the data sets analyzed, sometimes
the third harmonic (i.e., response at a frequency that is 3 times that of the
Strouhal frequency) is seen to possess a large portion of the total energy. The
frequencies of each spectral peak (harmonic) can be identified from the PSD
plots. Generally, a strong linear relationship between the (response) spectral
peak frequency and the maximum current speed is evident; the proportion-
ality constant between this spectral peak frequency and the current speed is
estimated using linear least squares fitting. Such analyses of the model test
data can be useful in estimating parameters such as the Strouhal number for
these long flexible cylinders undergoing VIV.
The instantaneous amplitudes of the CF and IL displacements as well
as the phase difference between these displacements (estimated from the phase
angles associated with the motion orbits) can be estimated from their analytic
signals obtained using Hilbert transforms. The widely varying spatial patterns
of the displacement amplitudes and phase angles (motion orbits) over the
riser length confirm that the motion of a long flexible cylinder is far more
complex than that of a rigid cylinder; similarly, the temporal variation in riser
response, even within a single recorded event where the current velocity profile
is unchanged, serves to illustrate non-stationary behavior which is generally
more pronounced for uniform current profiles than for sheared currents.
Wavelet transforms provide a useful time-frequency representation of
the complex VIV response characteristics of risers. Using continuous wavelet
transforms, the energy content in a signal in the time and frequency domains
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can be represented using scalograms which, describe time, scale (related to
frequency), and wavelet transform coefficient value (where the latter is often
squared and shown by varying intensity or color). In this study, scalograms
of the measured NDP model riser CF accelerations reveal that (i) higher har-
monics are commonly observed when the riser is subjected either to uniform
or sheared currents; and (ii) the energy distribution among the first and higher
harmonics can vary considerably even within one record, especially for uniform
current profiles.
Besides non-stationary characteristics and the presence of higher har-
monics in the response, the presence of traveling waves along the NDP bare
model riser, when subjected either to uniform or sheared currents, is evident
in the data. It is expected that the consideration of these complex response
characteristics is necessary in studies of riser VIV response and associated
fatigue damage analysis.
2.2 Higher Harmonics and Linear Relationship between
Harmonic Frequencies andMaximum Current Speed
Spectral analysis is commonly used to study the energy distribution by
frequency of time series, such as those of the model riser’s measured acceler-
ation or strain signals. A power spectral density (PSD) plot, obtained using
Welch’s method, of accelerations measured at eight locations for a uniform
current data set, NDP2120, is presented in Fig. 2.1. The figure at the top
depicts the PSDs of the CF accelerations; the figure at the bottom depicts
the PSDs of the IL accelerations. Each ribbon represents an acceleration time
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Figure 2.1: Power spectral density (PSD) plot of accelerations in the cross-flow
and inline directions for the NDP2120 (uniform current) data set.
the figure). As illustrated in Fig. 2.1, the eight acceleration power spectra
indicate very similar frequency content. All these spectra show the presence
of the 1st, 3rd, and 5th harmonics in the CF accelerations; and the presence
of the 2nd, 4th, and 6th harmonics in the IL accelerations. Note that the 3rd
harmonic in the CF acceleration spectra is quite strong and, at some locations,
it is even stronger than the 1st harmonic.
Higher harmonics are often observed in the acceleration or strain signals
measured on long flexible cylinders, and their consideration is of interest in re-
cent studies related to riser VIV. For instance, the Lake Seneca experiment and
the Gulf Stream experiment, conducted by researchers led by Prof. Vandiver
of MIT, showed the presence of higher harmonics in the strain signals mea-
sured on a long flexible cylinder experiencing uniform or sheared currents [37].
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Higher harmonics have also been observed in measurements from full-scale
drilling risers [7], [52].
The features and causes of higher harmonics in riser VIV response have
been studied by many researchers. Mukundan [41] separated each harmonic of
the CF strain signals obtained from the NDP experiments by using band-pass
filters and plotted Lissajous curves using the first and third harmonics, and the
first and fifth harmonics separately. A Lissajous curve is a graph often used to
depict the frequency ratio and phase difference between two harmonic signals.
By visual inspection of the Lissajous curves, Mukundan [41] found that the
frequency ratio between the third and first harmonic, and that between the
fifth and first harmonic were integers and remained constant. He stated that
this condition indicated that the third and fifth harmonics were phase-locked
on the first harmonic.
Jauvtis and Williamson [24] carried out VIV experiments using spring-
mounted rigid cylinders that were of low mass ratios (< 6) and were free to
vibrate in both the CF and IL directions. They found that the third harmonic
component in the lift force is caused by a “2T” periodic vortex wake pattern,
where three vortices are shed in each half-cycle. Dahl [14] observed that a
significant third-harmonic lift force can exist either in the case of a “2T”
vortex pattern or in the case where the cylinder moves according to a “2P”
vortex pattern (where two pairs of vortices are formed in each cycle).
At the present time, some semi-empirical computer programs, such as
SHEAR7 [56] and VIVA [53], assume only the presence of the first harmonic
in any riser VIV response. Studies conducted by Jhingran [52], and Jhingran
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and Vandiver [26] have shown that fatigue damage rates, calculated based only
on the first harmonic and neglecting the contributions of higher harmonics,
can be underestimated by a factor exceeding twenty. Hence, Jhingran and
Vandiver [26] and Modarres-Sadeghi et al. [40] proposed different methods
to correct predictions of fatigue damage for higher-harmonic effects. In both
their approaches, the basic idea is to make corrections related to estimates
from available data of the ratio of the stress or lift contribution from the
higher harmonics to that from the first harmonic and, thus, account for the
contributions of higher harmonics. These methods are purely empirical and
the “correction factors” are estimated from limited measurements.
Higher harmonics were commonly observed for bare risers subjected
to both uniform currents and linearly sheared currents in the NDP experi-
ments. As depicted in Fig. 2.1, the spectral peak frequencies for accelerations
measured at the different locations along the riser are almost same. Their
mean values (averaged over all locations) were calculated for each data set
and plotted against current speed in Figs. 2.2(a) and 2.2(b), respectively, for
the uniform current data sets and the sheared current data sets ((in the case
of the sheared current data, the plots used the maximum current speed). The
1st, 3rd, and 5th harmonic peak frequencies were identified from the CF ac-
celerations and plotted in blue; similarly, the 2nd, 4th, and 6th harmonic peak
frequencies were identified from the IL accelerations and plotted in red. Note
that, in some cases, the highest harmonics could not be clearly identified;
hence, for some current speeds, points are missing from Figs. 2.2(a) and 2.2(b)
for those harmonics.
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Uniform current data sets
 
 
1st: Ŝtu = 0.143
3rd: Ŝtu = 0.142
5th: Ŝtu = 0.142
2nd: Ŝtu = 0.144
4th: Ŝtu = 0.143
6th: Ŝtu = 0.146
fitting with mean Ŝtu = 0.143
(a)


















Linearly sheared current data sets
 
 
1st: Ŝts = 0.124
3rd: Ŝts = 0.121
5th: Ŝts = 0.122
2nd: Ŝts = 0.123
4th: Ŝts = 0.120
6th: Ŝts = 0.126
fitting with mean Ŝts = 0.123
(b)
Figure 2.2: Linear relationships estimated between the riser response peak
frequency (harmonic) and the maximum current speed: (a) uniform current
data sets; and (b) linearly sheared current data sets.
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Figures 2.2(a) and 2.2(b) show fairly strong linear trends in plots of the
cylinder’s peak spectral frequencies and the (maximum) current speed. Un-
der lock-in conditions, the vortex shedding is synchronized with the cylinder’s
oscillation; thus, the vortex-shedding frequency and the cylinder’s oscillation
frequency are the same. The vortex-shedding frequency, f , is linearly propor-
tional to the current speed, U , because f = StU/D, where D is the cylinder
diameter and St is the Strouhal number. The Strouhal number of a sta-
tionary circular cylinder is about 0.2 for large Reynolds numbers, including
the upper subcritical regime and the transitional regime. In the following,
the Strouhal number for a long flexible cylinder of circular cross-section with
Reynolds number up to 7 × 104 is estimated assuming a linear relationship
between the peak spectral frequency and the maximum current speed based
on the NDP experiments. Assume that the nth harmonic frequency equals n





where Ŝt is the estimated Strouhal number for the long flexible NDP model
riser withD = 0.027 mm, and U is the maximum current speed. In Figs. 2.2(a)
and 2.2(b), the Strouhal number estimates based on least squares fits are
presented. For example, the Strouhal number estimated from the uniform
current data sets, denoted as Ŝtu, is 0.143 based on the 1
th harmonic peak
frequencies; similarly, Ŝtu = 0.144 based on the 2
nd harmonic peak frequencies.
The estimates based on all six frequencies are very similar with a mean value
of 0.143. The solid lines in Fig. 2.2(a) are based on the estimated mean value
of 0.143 for Ŝtu.
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Similarly, for the sheared current data sets, depicted in Fig. 2.2(b),
the six Strouhal number estimates, Ŝts, are also very close and the mean
value based on all six frequencies is 0.123. For these linearly sheared current
profiles, the maximum current occurs at one end of the cylinder where it cannot
oscillate. The “effective” current speed that brings about the VIV response
occurs at a location some distance away from the cylinder end and is smaller
than the “nominal” maximum current in the test. This is why Ŝts is found
to be smaller than Ŝtu. Other researchers such as Tognarelli et al. [51] and
Lie and Kaasen [33] also showed that the Strouhal number for long flexible
circular cylinders is smaller than the value of 0.2 which was estimated from
experiments using stationary circular cylinders.
2.3 Non-Stationary Characteristics: Variation Ampli-
tude and Phase in Displacement Orbits
The VIV response of short rigid cylinders in laboratory conditions is
periodic and stable if the incoming current does not vary with time. On the
other hand, the VIV response of long flexible cylinders is more complex and
can exhibit strong non-stationary characteristics if even the current remains
unchanged. For the NDP experiments, CF and IL accelerations were measured
at eight locations along the length of the riser. Displacements were obtained
by double integration of the acceleration signals and minimizing low-frequency
noise by the use of high-pass filters. The temporal evolution and spatial vari-
ation of discrete displacement orbits (at sensors) observed for the NDP2120
(uniform current) data set and the NDP2350 (sheared current) data set, are
plotted in Figs. 2.3 and 2.4, respectively. In the figures, each row depicts the
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temporal evolution of the displacement orbit measured at a single spatial lo-
cation; each column depicts the spatial variation of the displacement orbits
over a short time interval beginning at the time instant indicated. For ex-
ample, the top row is associated with the location, x/L = 0.11, close to the
higher current end for the sheared current cases; likewise, the first column is
associated with a short time interval that begins at 0 seconds. To avoid plot-
ting displacement orbits that overlap each other making it difficult to study
individual orbital patterns, only eight full cycles of vibration are presented.
For data set NDP2120, displacement orbits at two-second intervals from 0 to
14 seconds are shown. Over a single two-second interval, about 15 cycles of
vibration actually occur but only one of them is plotted. The duration of 14
seconds is about one-half of the total duration of the NDP2120 record. Simi-
larly, for data set NDP2350, displacement orbits at four-second intervals from
0 to 28 seconds are shown. Over a single four-second interval, about 15 cycles
of vibration occur but, again, only one of them is plotted. The duration of
28 seconds is about one-half of the total duration of the NDP2350 record. In
each displacement orbit, the IL direction is horizontal and the CF direction is
vertical. All displacement orbits in each figure are plotted to the same scale;
a vertical bar of a length, 2D, is shown in the figure for reference (D is the
cylinder diameter). The direction of the motion in time of the oscillations at
each sensor is indicated using three dots—the motion starts at the largest dot,
then proceeds to the smaller ones. The current flows from right to left as is
indicated in the figures.
The displacement orbits can be broadly classified into three types: (i)
the orbit assumes a figure-eight shape and the IL motion is upstream (i.e., from
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left to right) at the outermost CF positions; this is termed counter-clockwise
figure-eight motion and is colored red; (ii) the orbit assumes a figure-eight
shape, but the IL motion is downstream (i.e., from right to left) at the outer-
most CF positions; this is termed clockwise figure-eight motion and is colored
blue; and (iii) the orbit does not assume a figure-eight shape, and is colored
green.
First, let us study Fig. 2.3. At a single location (i.e., along any single
row), the shape and amplitude of the displacement orbits show some variation
with time; this reveals non-stationary characteristics of the VIV displacement
response. At a single time instant (i.e., along any column), the shape and
amplitude of the displacement orbits show some variation with position along
the riser; this suggests that the deformed shape of the riser is complex. Note
that the largest peak-to-peak amplitude of the CF displacement is about 2D,
which occurs at the location, x/L = 0.36 for the 8-second trace.
As distinct from the uniform current data set NDP2120 shown in Fig. 2.3,
the displacement orbits for the sheared current data set, NDP2350, in Fig. 2.4,
have shapes and amplitudes that remain relatively stable with time; this sug-
gests fairly stationary behavior of the VIV response in this case. The dis-
placement orbital shapes, however, exhibit some variation in space (i.e., at the
different locations); this suggests that the deformed shape of the riser is quite
complex. The peak-to-peak CF amplitudes are smaller than those observed
with the uniform current data set, NDP2120 (the smaller maximum current
speed of 0.7 m/s for NDP2350 versus the uniform current speed of 1.4 m/s for























Figure 2.3: Displacement orbits at sensor locations over short time intervals

























Figure 2.4: Displacement orbits at sensor locations over short time intervals
for the NDP2350 (sheared current) data set.
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Plots of the evolution of displacement orbits provide a qualitative de-
scription of the non-stationary characteristics of cylinder VIV response. A
quantitative description of the variation of displacement amplitude and phase
of orbit with respect to time may be obtained with the help of Hilbert trans-
forms.
Although higher harmonics are commonly observed in the strain and
acceleration response of a riser experiencing VIV, their contribution to the
displacement response is somewhat diminished. Let us assume that the IL
displacement, x(t), and the CF displacement, y(t), may be expressed as single-
frequency trigonometric functions, such that:
x(t) = Ax(t)sin[ωx(t) · t + θ(t)]; y(t) = Ay(t)sin[ωy(t) · t] (2.2)
where Ax(t) and Ay(t) are the instantaneous IL and CF displacement ampli-
tudes, respectively; similarly, ωx(t) and ωy(t) are the instantaneous IL and CF
displacement angular frequencies, respectively. The angle, θ(t), which sepa-
rates in phase the IL displacement from the CF displacement, is of particular
interest because different values of θ(t) are associated with different shapes of
the riser displacement orbits [24]. To illustrate this, a schematic diagram show-
ing displacement orbits for various values of θ(t) is presented in Fig. 2.5 where
the horizontal axis represents IL displacement and the vertical axis represents
CF displacement. The direction of oscillation is indicated using three dots,
i.e., the motion starts at the largest dot, then proceeds to the smaller ones.
Four distinct orbit types are plotted using four different colors. When θ = π,
the displacement orbit assumes a figure-eight shape and the riser IL motion
is from left to right when passing the outermost CF positions. In accordance
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with terminology used by Modarres-Sadeghi et al. [40], this orbit shape is char-
acterized as counter-clockwise figure-eight and is colored red. Similarly, the
orbit shape associated with θ = 0 is characterized as clockwise figure-eight and
is colored blue. The terminology and color coding for the counter-clockwise
and clockwise figure-eight shapes are consistent with those used in Figs. 2.3
and 2.3. When θ = −π/2, the displacement orbit takes the shape of the letter
“C” and is colored green and when θ = π/2, the displacement orbit takes the
shape of a mirrored letter “C” and is colored cyan. When θ takes on interme-
diate values different from ones explicitly noted above, e.g., when θ = −π/4,
the associated displacement orbit takes the shape of a hybrid of a clockwise
figure-eight and a letter “C”.
Given measured IL and CF displacement time series, x(t) and y(t),
respectively, their instantaneous amplitudes, Ax(t) and Ay(t), as well as the
phase angle, θ(t), may be estimated from their analytic signals constructed
using the Hilbert transform. Details related to the construction of the analytic
signal and a background on the Hilbert transform may be found in Appendix B
and in other references (see, for example, Bendat and Piersol [6]).
Using the uniform current data set, NDP2120, for illustration, displace-
ment orbits measured at accelerometer no. 5 (x/L = 0.56) are compared over
a short interval of time, with ones reconstructed from estimates of Ax(t), Ay(t)
and θ(t). In Fig. 2.6, the orbits are plotted using the same color designations
that were used in Fig. 2.5. Orbit shapes constructed from theoretical consid-
erations (i.e., on the basis of Eq. 2.2) using estimated phases and amplitudes








θ = −π/4θ = −3π/4
Figure 2.5: Displacement orbits associated with different values of θ as defined
in Eq. 2.2.
angles are noted on each plot. That the reconstructed displacement orbits
(dashed lines) match the measured orbits reasonably well is an indication that
the instantaneous displacement amplitudes, Ax(t) and Ay(t), and the phase
angles, θ(t), may be quite accurately estimated with the help of the Hilbert
transform.
The time-varying phase angles, θ(t), and CF displacement amplitudes,
Ay(t), are estimated at the eight locations where displacement (acceleration)
measurements are available. Results for the uniform current data set, NDP2120,




















one cycle around 12.87 sec.











one cycle around 10.47 sec.
θ = −0.51π
Figure 2.6: Displacement orbits: measured versus reconstructed using estima-
tion of instantaneous amplitudes, Ax(t) and Ay(t), and phase angle, θ(t).
are plotted in Fig. 2.8. In these figures, the different colors indicate associated
phase angles (consistent with the color coding used in Fig. 2.5); for example,
the blue color indicates that the phase angle lies in the range, −π/4 < θ < π/4.
Observations with the uniform current data set, NDP2120, suggest that
(i) the phase angles as well as the CF displacement amplitudes vary consider-
ably with time and spatial location (the variation with time is an indicator of
obvious non-stationary character in the VIV response); and (ii) the largest CF
amplitude, which is slightly in excess of 1D (where D is the riser diameter), oc-
curs at the second sensor (x/L = 0.23) and around 24 seconds into the record.
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In contrast, for the sheared current data set, NDP2350, at any specified time,
the estimated phase angles and the CF displacement amplitudes take on dif-
ferent values at the eight different accelerometer locations, but they remain
almost unchanged with respect to time. In summary, based on this analysis, it
would appear that riser motions resulting from uniform current profiles exhibit
stronger non-stationary characteristics than those from sheared currents.
2.4 Higher Harmonics and Varying Frequency Content
The strong non-stationary characteristics of the riser response observed
for the NDP2120 data set suggests that the use of a Fourier transform alone on
an entire record may not give an adequate representation of the time-varying
frequency content of the riser response. Instead, using a continuous wavelet
transform (CWT), the variation with time in the dominant frequencies of the
signal both in the first and in higher harmonics, when present, can be easily
understood by studying scalograms (which indicate the squared modulus of
the wavelet transform as it varies with time and scale). Additional details
related to the wavelet transform and its applications in civil engineering may
be found in Appendix C and in other references (see, for example, Kijewski
and Kareem [30]).
Scalograms, using the Morlet wavelet function, of acceleration measure-
ments at the location, x/L = 0.11, for the uniform current and the sheared cur-
rent data sets, NDP2120 and NDP2350, respectively, are presented in Fig. 2.9.
The warm colors indicate concentration of energy in certain time intervals and
over certain frequency bands. The scalogram for the NDP2120 (uniform cur-
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x/L = 0.11
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Figure 2.7: The NDP2120 (uniform current) data set: (a) phase difference
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Figure 2.8: The NDP2350 (sheared current) data set: (a) phase difference
between IL and CF displacements; and (b) normalized amplitude of CF dis-
placement.
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rent) data set shows the presence of a dominant first harmonic (around 7 Hz)
as well as a third harmonic (around 21 Hz) in the measured accelerations.
Interestingly, the first harmonic does not persist to the same degree (i.e., with
the same intensity) over the entire duration; also, the frequencies associated
with both the first and third harmonics show some variation with time. These
observations confirm the non-stationary character of the riser response for
the NDP2120 data set. In contrast, though the scalogram for the NDP2350
(sheared current) data set also shows energy distribution at the first harmonic
(around 3 Hz) and at the third harmonic (around 10 Hz) in the measured
acceleration signal, the first harmonic does persist for almost the entire record
(it does for the first 47 seconds; unknown disturbances occurred after that
as can be confirmed by studying Fig. 2.11). Moreover, this first harmonic
frequency remains almost constant with time, while the third harmonic, too,
only shows very slight variation with time. It is the persistence and steadi-
ness of the dominant first harmonic that leads to relatively more stationary
characteristics for the NDP2350 (sheared current) data set compared to the
NDP2120 (uniform current) data set, as was noted earlier while studying the
amplitudes and phases of riser displacements in Figs. 2.7 and 2.8.
The scalograms of acceleration signals measured at eight locations for
the NDP2120 (uniform current) data set, and the NDP2350 (sheared current)
data set are presented in Figs. 2.10 and 2.11, respectively. The frequency
band used in the figures covers a range that includes only the first harmonic
frequency (5 to 10 Hz for NDP2120, and 1 to 6 Hz for NDP2350). Note that
the eight rows in each figure use the same color map, i.e., at all sensor locations,




Figure 2.9: Morlet wavelet scalograms of accelerations measured at location,
x/L = 0.11, for (a) the NDP2120 (uniform current) data set; and (b) the
NDP2350 (sheared current) data set.
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Figure 2.10: Morlet wavelet scalograms of accelerations measured at eight
locations for the NDP2120 (uniform current) data set.
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Figure 2.11: Morlet wavelet scalograms of accelerations measured at eight
locations for the NDP2350 (sheared current) data set.
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based on Fig. 2.10: (i) at a single location, the first harmonic does not persist
with the same intensity over the entire duration and its frequency shows some
variation with time; and (ii) the location where the largest response occurs
changes with time. For instance, at around 2 seconds, the location, x/L = 0.87,
experiences the largest response; at around 8 seconds, the location, x/L =
0.36, experiences the largest response; and at around 21 seconds, the location,
x/L = 0.44, experiences the largest response. This suggests that different
sections along the riser compete with each other to extract energy from the
current field. This is because the current speed is uniform over the riser length;
thus, each section of the riser has comparable propensity for excitation by the
current field and for synchronization with the vortex shedding. This in turn
prevents any dominant VIV response at a single location from lasting for a very
long period. It may also help explain why strong non-stationary characteristics
are observed in the VIV response for the NPD2120 (uniform current) data set.
In contrast, Fig. 2.11 shows different characteristics of the accelerations
measured for the NDP2350 (sheared current) data set. At every location
along the riser, the intensity and frequency associated with the first harmonic
remain almost unchanged over the first 47 seconds. This is consistent with
preceding discussions and suggests that the VIV response for the NDP2350
(sheared current) data set may be assumed stationary. The abrupt change
in the scalograms that occurs at around 47 second is caused by unknown
interruptions. Larger VIV response levels occur at the location, x/L = 0.87,
near the low current end. This might be because, for the sheared current
data sets, waves generated near the high-current end travel downward and
are reflected back at the low-current end. The incident and reflected waves
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cause a standing wave pattern with large amplitudes near the low-current end.
Traveling wave characteristics of the VIV response are discussed next.
2.5 Traveling Wave Patterns
In addition to non-stationary characteristics and higher harmonics, the
occurrence of traveling waves is another feature often seen in the VIV response
of the NDP model riser under excitation either by uniform or sheared currents,
though with some differences in the two cases. For the uniform current data
sets, traveling wave characteristics do not persist over the entire length of the
record. Also, the traveling wave pattern is weak and occurs only over a portion
of the riser, not over its entire length. The wave propagation direction is seen
to vary even though the current field is uniform and unchanging. The fraction
of time a traveling wave is present as well as its intensity varies among the NDP
uniform current data sets and no clear trend is observed with respect to the
current speed. In contrast, for the sheared current data sets, a traveling wave
pattern persists over almost the entire length of the record; also, this traveling
wave pattern is clearly evident over the entire length of the riser. Energy in
the motion is always transferred to the riser from the high-current end and
propagates downward in a traveling wave towards the low-current end. In the
following, two examples–NDP2120 (uniform current) and NDP2350 (sheared
current)—are employed to illustrate the traveling wave patterns commonly
observed in the VIV response of the NDP model riser.
Figure 2.12 depicts waterfall plots of the CF bending strains measured
at 24 sensor locations for the uniform current data set, NDP2120, where the
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abscissa indicates time and the ordinate indicates location along the riser.
Figure 2.12(a) shows a one-second segment (from 4 to 5 sec) of the CF bending
strains; it appears that a wave is generated at a location around x/L = 0.25
and that this wave travels downward. Figure 2.12(b) shows a different one-
second segment (from 24 to 25 sec) of the CF bending strains; this time, it
appears that a wave is generated at a location around x/L = 0.8 and that this
wave travels upward. The variation in the direction of the wave propagation
is likely because, with a uniform current profile, there is an equal propensity
for any portion of the riser to serve as the power-in region; the resulting wave
propagation direction is then determined by competition among the candidate
lock-in regions.
Figure 2.13 depicts a two-second segment of the CF bending strains
measured for the sheared current data set, NDP2350. The recurring diagonal
stripes in the figure offer clear evidence of a strong traveling wave that is
dominant over almost the entire length of the riser; it is only in a small region
close to the high-current end (x/L = 0) that the response appears to be that of
a standing wave; this presumably results from the combined effects of incident
and reflecting traveling waves at a boundary and, hence, is also observed at
the low-current end sometimes.
As is clear from the preceding discussion, different traveling wave pat-
terns are observed in waterfall plots based on the strain measurements. From
these waterfall plots, the propagation speed of the traveling waves and, hence,
the added mass coefficient, Ca, may be estimated, based on knowledge of some
physical properties of the model riser.
53







































































Figure 2.12: Traveling wave patterns for the NDP2120 (uniform current) data
set: (a) oscillations generated at the upper portion of the riser propagate
downward; and (b) oscillations generated at the lower portion of the riser
propagate upward. 54








































Figure 2.13: Traveling wave patterns for the NDP2350 (sheared current) data
set: oscillations generated at the high-current end propagate downward to the
low-current end.
At low mode number, the NDP model riser can be represented as a
tensioned string because the effect of the bending stiffness is relatively small
compared to the effect of the axial stiffness (or string tension) and, hence, may
be neglected. For a tensioned string, the propagation speed of a transverse






where V is the propagation speed of the traveling waves, T is the tension force,
m is the mass of the cylinder (including the filled fluid) per unit length, mw
is the mass of the displaced water per unit length, and Ca is the added mass
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coefficient.
The physical properties of the cylinder (i.e., the model riser) are listed
in Appendix A. The tension force, T , is assumed to be constant along the
length and equal to 4000 N; the mass of the cylinder, m, is 0.933 kg/m; and
the mass of the displaced water, mw, is 0.576 kg/m. The propagation speeds
of the traveling waves for the NDP2120 and NDP2350 data sets are estimated
from the waterfall plots of the strain signals. First, we divide the entire record
of strains into short segments and prepare waterfall plots for each segment.
Next, we compute the slopes of observable diagonal stripes from the waterfall
plots. Finally, we use the averaged value (over all segments) of the computed
slopes as an estimate of the speed of the traveling waves. The added mass
coefficient may now be estimated using Eq. 2.3 with the estimated speed of
the traveling waves and known physical properties of the cylinder. Values of
the estimated wave propagation speed and added mass coefficient, Ca, for the
four NDP data sets are presented in Table 2.1. We see that the added mass
coefficient, Ca, has values of approximately zero and unity, respectively, for the
two uniform current data sets and the two sheared current data sets—i.e., if
Ca is assumed to be 0 and 1, respectively, for the uniform and sheared current
data sets, the computed propagation speed of the waves based on Eq. 2.3
and listed in the last column of Table 2.1 closely matches the estimated wave
propagation speed from the strain waterfall plots.
The assumption that Ca = 0 for the uniform current data sets and
that Ca = 1 for the sheared current data sets will be used in Chapter 3 where
the VIV response over the entire span of a riser will be reconstructed using
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Table 2.1: Estimates of the added mass coefficient (Ca) based on empirically
estimated values of the wave propagation speed.
Event Current Estimated Estimated Computed wave
no. profile speed (m/s) Ca speed (m/s)
2120 Uniform 65.0 0.02 65.6
2150 Uniform 63.5 0.10 assuming Ca = 0.0
2350 Sheared 48.9 1.28 51.5
2420 Sheared 52.3 0.92 assuming Ca = 1.0
empirical methods and measurements taken at a limited number of locations.
2.6 Concluding Remarks
In this chapter, displacement, acceleration, and strain signals obtained
from the NDP bare model riser experiments, were examined to study vari-
ous complex characteristics of the vortex-induced vibration (VIV) response of
long flexible cylinders. Higher harmonics, non-stationary characteristics, the
variation in frequency content, and traveling wave patterns, which are often
observed in measurements on long flexible cylinders or full-scale drilling risers
experiencing VIV, were also observed in the NDP model riser data sets.
The presence of higher harmonics in acceleration or strain signals can
be examined by using spectral analysis techniques, assuming the VIV response
is stationary. The frequencies of each harmonic mode can be identified from
PSD plots. The relationship between the harmonic mode frequencies and the
current speed was found to be linear for the NDP data sets; the proportional
constant was estimated using least-squares fitting. Results showed that the
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Strouhal number associated with long flexible cylinders are smaller than that
estimated from stationary cylinder experiments.
The temporal evolution and spatial variation of riser displacement or-
bits showed that the VIV response of long flexible cylinders (such as in the
NDP model riser data sets) can be non-stationary and quite complex. Mathe-
matical tools, such as the Hilbert transform and the wavelet transform, are use-
ful to study complex characteristics of such VIV response. Using the Hilbert
transform, instantaneous amplitudes and phase angles (associated with dis-
placement orbits) can be estimated from measured cross-flow and in-line dis-
placements; these can then be used to examine non-stationary characteristics
of the riser response. Scalograms (describing squared coefficients of wavelet
transforms) of measured acceleration or strain signals help to reveal the pres-
ence and variation of different harmonics in the riser response.
Traveling wave patterns were observed in the VIV response of the NDP
model riser, albeit with different characteristics for uniform versus sheared
currents. In addition, the added mass coefficient was estimated based on
estimation of the wave propagation speed from strain measurements.
All of the complex characteristics described above and observed in the
NDP model riser measurements should be taken into account, if possible, when
reconstructing/predicting the riser response and when estimating fatigue dam-
age rates associated with VIV.
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Chapter 3
Empirical Procedures for Fatigue Damage
Rate Estimation
3.1 Introduction
Vortex-induced vibration (VIV) is a major contribution to fatigue dam-
age of marine risers. Accumulated fatigue damage can cause riser failure, a
shortened service life, and even ocean pollution. To prevent such catastrophic
consequences, it is useful to be able to accurately estimate the rate of fatigue
damage accumulation and the expected service life of a marine riser at the
design stage, and to monitor the accumulated fatigue damage and predict the
remaining life for an installed riser. In an effort to achieve this ambitious goal,
several marine riser monitoring campaigns have been undertaken over the past
decade [52]. Riser response (in the form of strains and/or accelerations) is usu-
ally measured at discrete locations along the riser. Often, ocean currents are
also measured at a nearby location over the period of the riser monitoring
campaign. Such in-situ full-scale measurements are extremely valuable in the
study of riser VIV response and the estimation of fatigue damage.
In contrast to the use of riser response measurement campaigns, given
a current profile and the physical properties of a riser, the response and fatigue
damage rate of a riser may be estimated using available analytical and/or semi-
empirical software tools. The estimated riser response, though, with many of
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these tools, usually only accounts for energy at the Strouhal frequency (the first
harmonic) and neglects higher harmonics (frequencies that are multiples of the
Strouhal frequency); as a result, fatigue damage rates may be underestimated
by a factor as large as 40 [58]. Some recent studies have presented approaches
to incorporate higher harmonics in fatigue damage estimation (see, for ex-
ample, Jhingran and Vandiver [26] and Modarres-Sadeghi et al. [40]). The
general idea is to estimate the ratio of the response contribution from higher
harmonics to that from the first harmonic using recorded measurements and,
then, to use that ratio to modify the fatigue damage rate estimated based on
the first harmonic alone.
In the present study, several empirical methods are employed to esti-
mate the VIV response and fatigue damage rates over the entire length of a
riser from measurements at a limited number of discrete locations. Unlike VIV
analysis software, empirical methods only rely on data (i.e., the measured riser
response); no physical properties of the riser are required (or, in some cases,
very limited such information is needed); and no information on the current
profile is needed at all. Five empirical methods, referred to as WWA (Weighted
Waveform Analysis), modified WWA, POD (Proper Orthogonal Decomposi-
tion), MPR (Modal Phase Reconstruction), and a hybrid method that com-
bines MPR and modified WWA, are presented. Four NDP data sets (available
in the public domain) are employed to test and compare the different meth-
ods. The riser response and fatigue damage rates over the entire riser length
are estimated using strain measurements from a limited number of sensors.
The mathematical formulation and basis for each method is briefly presented
in the following; underlying assumptions, advantages, and disadvantages of
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each method are discussed with examples. By comparing the estimated riser
response and fatigue damage rates at selected locations with those obtained
directly from the measurements, it is found that all the empirical methods
discussed, despite the different underlying assumptions in each of them, may
be employed to estimate fatigue damage rates quite well from limited mea-
surements.
3.2 Data Sets Used and Fatigue Damage Calculation
In this chapter, four NDP bare riser data sets (available in the public
domain at the VIV data repository [11]) are used to illustrate and test the
empirical response reconstruction methods. As presented in Appendix A, the
RMS (root-mean-square) values of the CF displacements measured for these
four data sets are relatively large; hence, the riser is thought to be experiencing
VIV and these four data sets are well suited for this study.
Given cross-flow (CF) and in-line (IL) measurements at the same cross-
section of a riser, Baarholm et al. [3] computed the fatigue damage at several
points along the outer circumference and noted that the maximum fatigue
damage for that cross-section was usually equal to the larger of the CF fatigue
damage and the IL fatigue damage. For the four NDP data sets, estimates
of fatigue damage rates at the locations of the 24 CF strain sensors and the
40 IL strain sensors are illustrated in Fig. 3.1. It is seen that the CF fatigue
damage is almost always larger than the IL fatigue damage; this suggests that
the fatigue life is largely controlled by the CF fatigue damage for these NDP
data sets. Hence, in this study, only the CF response and fatigue damage are
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Figure 3.1: Measured CF and IL fatigue damage rates associated with the four
NDP data sets.
considered. However, the empirical methods can also be applied to estimate
the fatigue damage in the IL direction if that is of interest.
The fatigue damage rate can be estimated based on Miner’s rule, a
selected S-N curve, and an empirically derived probability distribution of stress
ranges at the critical fatigue location of interest. By neglecting or purposely
filtering out higher harmonic components, the VIV response of risers may
be assumed to only contain energy around the Strouhal frequency, and the
stress time history may be assumed to be a narrow-band Gaussian process;
then stress ranges will follow a Rayleigh distribution whose single parameter
depends only on the variance (i.e., the zeroth spectral moment) of the stress
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process at the critical location. However, as discussed in Chapter 2, higher
harmonics are often significant in the VIV response of risers. The presence of
higher harmonics means that the VIV-related stress may not be approximated
as a narrow-band Gaussian process and, hence, stress range in turn will not
follow a Rayleigh probability distribution. Instead, the stress time series is
broad-banded and the stress range probability distribution may be formulated,
for example, using Dirlik’s method [15], which employs the zeroth, first, second,
and fourth spectral moments of the stress time series. As an alternative to such
spectral fatigue techniques, the stress range distribution and fatigue damage
rate may also be estimated in the time domain, such as by using the rainflow
cycle-counting technique ([38], [17]). Fatigue damage rates estimated based
on rainflow cycle-counting technique are, in general, more accurate than those
based on spectral approaches when stress time series are available because
they do not rely on simplifying assumptions on the random stress process (as
spectral approaches do).
In this study, given stress (obtained from strain) time series measured
or reconstructed, the fatigue damage rate is computed using Miner’s rule, the
rainflow cycle-counting algorithm, and the F-2 S-N curve for the NDP model
riser. The F-2 S-N curve is expressed as follows:
N = aS−b (3.1)
where N is the number of cycles to failure at stress range, S; also, a = 4.266×
1011 and b = 3.0 are parameters of the F-2 S-N curve [4].
The NDP model riser experiments provided measured CF strains at 24
locations and CF accelerations at 8 locations (the 8 acceleration loggers were
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at the same locations as 8 of the 24 strain loggers). However, in this study,
only the strain data are used as inputs to the empirical methods in order
to reconstruct the riser response. Two scenarios are considered: (i) where a
large number (here, 23) of strain loggers are available; and (ii) where a small
number (here, 8) of strain loggers are available. Accelerations are not used
as inputs; however, displacements (obtained by double-integration of available
acceleration data) sometimes serve as a check of the accuracy of the response
reconstruction by the empirical methods.
3.3 Empirical Fatigue Damage Rate Estimation
The densely instrumented NDP model riser (with twenty-four strain
sensors in the CF direction) allows us to test different empirical methods by
use of cross-validation where estimations can be compared to measurements
as follows. First, we select any one sensor as the “target” sensor and use
the remaining twenty-three sensors as “input” sensors; we use the empirical
method under consideration along with measurements from the input sensors
to estimate strain time series at the location of the target sensor. Next, we
assess the fatigue damage rate at the location of the target sensor from the
estimated strain and compare it with the “measured” value—i.e., that value
of the fatigue damage rate that is computed directly from the strain measured
by the target sensor (but never used in estimation by the empirical method).
Note that the fatigue damage rates, both the estimated and measured values,
are estimated from the strain time series by using the rainflow cycle-counting
algorithm, Miner’s rule, and the selected F-2 S-N curve. We iterate by selecting
a different target sensor each time until all the twenty-four sensors have been
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selected. These iterative steps are followed for each empirical method. A
single parameter, the Damage Ratio (DR), defined as the ratio of the estimated
fatigue damage to the true fatigue damage at the target sensor, is used as an
indicator of the “quality” of the empirical method.
In the following, the theoretical formulation for each empirical method
is presented very briefly. Then, using a sheared current data set, NDP 2350,
for illustration and making use of strain sensor no. 4 (where x/L = 0.11;
L is the riser length) as the target sensor, key points including advantages
and disadvantages of each method are highlighted. Note that in the various
numerical studies presented in the following, we have used other target sensors
as well, as we demonstrate the application of the empirical methods presented.
3.3.1 Weighted Waveform Analysis (WWA)
Weighted Waveform Analysis (WWA) is a computational procedure
that is widely used to analyze and reconstruct the response over the entire
length of a riser from measurements at a limited number of sensors [54], [33].
Assume that the riser displacement, x, at location, z, and at time, t,







where it is assumed that by selecting N (not necessarily consecutive) modes,
one can represent the riser displacement at any location, z. Also, ϕi(z) rep-
resents the ni
th mode shape of the displacement, while wi(t) represents the
time-varying modal weight to be applied to the ni
th mode shape. Note that,
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by “mode” in the empirical methods discussed here, we mean a deformed shape
of the riser associated with dominant energy in the PSD of the CF strain at
the loggers.






where L is the riser length. Then, the bending strain, which equals the product
of the riser outer radius, R, and the local curvature, x′′, may be expressed as
follows:







where ϕ′′i (z) = − (niπ/L)2 ϕi(z) is the curvature of the nith mode shape.
Given strain measurements or, equivalently, curvature measurements
at M logger locations, zj (where j = 1 to M), WWA requires solution of a
system of equations in matrix form:
Aw = d (3.5)
where theM×N matrix, A, comprises curvatures of the assumed mode shapes
at all the logger locations and the vector, d, represents riser curvatures and is
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where ϕ′′ji = − (niπ/L)2 sin (niπzj/L) is the curvature of the nith mode shape
at logger location, zj . Equation 3.5 is a linear system of M equations from
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which N weights need to be estimated. At any instant of time, t, as long as
N ≤ M , the modal weights vector, w, may be solved for in a least-squares






In the present study, where twenty-three strain sensors are available,
we find that careful selection of the modes based on frequencies corresponding
to peaks in the CF strain power spectra, generally, provides good WWA-
based reconstructed strain time series at target sensors. In our studies, the
use of twelve modes (i.e., N = 12) was generally a good choice compared to
alternatives. The procedure for the selection of the N modes is important and
this is briefly described next.
Given the CF strain time series, ε(zj, t), measured at each of the twenty-
three locations, zj (where j = 1, 2, 3, 5, . . . , 24; i.e., assume that the target
sensor no. 4 does not exist), its power spectral density (PSD), PSDj(f),
describes the energy distribution by frequency of the riser response at that
location. As illustrated in Fig. 3.2(a), the twenty-three input strain power
spectra indicate very similar frequency content; all these spectra show the
presence of the first and third harmonics in the response (the fifth harmonic
is also visible if the PSDs were plotted on log scale). The summation of the
PSDs for all the twenty-three sensors, i.e.,
∑
j PSDj(f) (see Fig. 3.2(b)) is
assumed to account for the energy distribution by frequency over the entire
riser and is, therefore, used for the WWA mode selection. First, the twelve
separate peaks which have highest spectral values are identified. As illustrated
in Fig. 3.2(b), the selected peaks cover the first, third and fifth harmonics as
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well as the second and fourth harmonics of the input signals. Second, the
associated mode numbers are determined by comparing these peak frequencies
with the estimated natural frequencies of the riser. The riser is assumed to be
dominated by tensioned-string behavior and its bending stiffness is assumed
to be negligible. Note that the riser’s natural frequencies are theoretically
calculated using the physical properties of the riser and an assumed added








where fn is the n
th natural frequency of the riser, L is the riser length, T is
the tension in the riser, m is the mass of the riser per unit length, and mw
is the mass of the displaced water per unit length. These various physical
properties of the riser are listed in Appendix A. The added mass coefficient,
Ca, is related to the propagation speed of traveling waves in the riser, which
is estimated from a limited set of measurements (see Chapter 2); for the NDP
model riser, we assume Ca = 0 for uniform current profiles, and Ca = 1.0 for
sheared current profiles.
After selection of the assumed modes for the WWA procedure, the
response (displacement) over the entire length of the riser may be reconstructed
using Eqs. 3.2, 3.3 and 3.7. Strain time series at locations over the entire
length of the riser, including at the location of the target sensor, may also be
reconstructed using Eq. 3.4. Figure 3.2(c) compares the energy distribution
by frequency in the reconstructed CF strain PSD (dashed red line) with the
CF strain PSD obtained directly from measurements (solid blue line) at the
location of the target sensor (sensor no. 4); the comparison suggests that the
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first and higher harmonics are reasonably well represented by application of the
WWA procedure. Figure 3.2(d) presents RMS curvature values at the locations
of the twenty-four sensors based on measurements; the blue circles indicate
these values at the twenty-three input sensors, and the red cross indicates the
value at the target sensor. The solid line indicates the corresponding RMS
curvature estimated by the WWA procedure. The results suggest that the
reconstructed curvatures reflect the presence of the first and higher harmonics
and that these reconstructed curvatures match measured values reasonably
well at all the sensor locations.
The fatigue damage ratio, representing the ratio of the estimated dam-
age to that based directly on measurements at the target sensor (i.e., sensor
no. 4), is 1.47, which suggests that the fatigue damage is overestimated by a
factor of 1.47 by the WWA method. Similar results for other choices of the
target sensor are discussed later.
3.3.2 Modified Weighted Waveform Analysis (Modified WWA)
By introducing cosine terms to complement the sine terms for each
frequency component in the WWAmethod, a modified WWA procedure results
that can better account for the influence of traveling waves in the riser response
as well as for local curvature changes at boundaries and other discontinuities.


































































































































Figure 3.2: The WWA procedure applied with twenty-three input sensors (sen-
sor no. 4 is the target) for the NDP2350 (sheared current) data set: (a) PSDs of
the strains measured at the twenty-three sensors; (b) summation of the strain
PSDs and identification of the selected modes; (c) strain PSD at the target
sensor: reconstructed vs. measured; and (d) RMS curvatures: reconstructed
vs. measured.
where ai(t) and bi(t) are modal weights associated with assumed sine and
cosine mode shapes, ϕi(z) and ψi(z), respectively. Strains are computed in a
similar manner as with the WWA method. Thus, we have:










where ϕ′′i (z) = − (niπ/L)2 ϕi(z) and ψ′′i (z) = − (niπ/L)2 ψi(z) are the curva-
tures of the ni
th sine and cosine mode shapes, respectively.
As with the WWA procedure, given curvature measurements at M
logger locations, a system of equations in matrix form results (as in Eq. 3.5),






















































































where ϕ′′ji = − (niπ/L)2 sin (niπzj/L) and ψ′′ji = − (niπ/L)2 cos (niπzj/L) are
curvatures of the ni
th mode sine and cosine shapes at location, zj , correspond-
ing to sensor no. j. Equation 3.11 is a linear system of M equations with
2N weights to be estimated. At any instant of time, t, as long as 2N ≤ M ,
the modal weights vector, w, may be solved for in a least-squares sense using
Eq. 3.7. The riser response such as the CF bending strain, at any location,
z, may be reconstructed using Eq. 3.10. Though the modified WWA proce-
dure can better describe traveling waves in the riser response as well as local
curvatures (than is possible with the WWA method), the smaller number of
modes that may be assumed given the same suite of measurements represents
a tradeoff.
We should note that the modified WWA procedure presented here is
similar to the spatial Fourier decomposition with the “full reconstruction cri-
terion” that is employed by Mukundan [41], [42]; however, one key difference is
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that their studies used sequentially ordered modes, while the modified WWA
method presented here is based on the selection of important physically excited
(energetic) modes that are not, in general, sequential.
With the modified WWA method, where twenty-three input strain sen-
sors are available (i.e.,M=23), careful selection of six modes (i.e., N=6) based
on generally non-consecutive frequencies corresponding to peaks in the CF
strain power spectra provide reconstructed strain time series with reasonable
accuracy. Figure 3.3 presents results for the modified WWA method in a
similar way to those presented for the WWA method in Fig. 3.2. The PSD
for the CF strain at each input logger and the summation of all these PSDs
at each frequency are plotted in Figs. 3.3(a) and 3.3(b), respectively. The
six modes selected in a similar manner to the procedure used with the WWA
method include the first, second, third, fourth, and fifth harmonics of the input
signals. Results summarizing the reconstructed CF strain PSD and the recon-
structed RMS curvature at the locations of the various sensors are presented
in Figs. 3.3(c) and 3.3(d), respectively. The results suggest that at the target
sensor, the PSD of the reconstructed CF strain matches the corresponding
PSD based on actual strain measurements quite well; also, the RMS values of
the reconstructed curvatures match measured values reasonably well at all the
sensor locations.
The fatigue damage ratio, representing the ratio of the estimated dam-
age to that based directly on measurements at the target sensor (i.e., sensor
no. 4), is 1.62, which suggests that the fatigue damage is overestimated by




















































































































Figure 3.3: The modified WWA procedure applied with twenty-three input
sensors (sensor no. 4 is the target) for the NDP2350 (sheared current) data set:
(a) PSDs of the strains measured at the twenty-three sensors; (b) summation
of the strain PSDs and identification of the selected modes; (c) strain PSD
at the target sensor: reconstructed vs. measured; and (d) RMS curvatures:
reconstructed vs. measured.
target sensor are discussed later.
3.3.3 Proper Orthogonal Decomposition (POD)
The WWA approach presented requires a priori assumed mode shapes
based on knowledge of the physical properties of the riser; the modified WWA
approach is directly related to these modes by introducing cosine function
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counterparts to each sine function. For the NDP model riser, the mass and
tension force are almost constant along its length; hence, it might be reasonable
to assume sinusoidal functions for the mode shapes as was done with the WWA
method used in this study. In full-scale prototype risers, the mass and the
tension force often vary spatially over the riser length due to, for example, the
presence of buoyancy modules and distributed mass. In such cases, riser mode
shapes will usually deviate to varying extents from simple sinusoidal functions
and they can be difficult to estimate accurately. The error in assumed mode
shapes directly affects the accuracy of approaches such as the WWA method
and in resulting estimations of response and fatigue damage.
In the following, Proper Orthogonal Decomposition (POD) is proposed
as an alternative empirical procedure for riser VIV response and fatigue anal-
ysis. With POD, empirical mode shapes are estimated from the data alone
and do not rely on assumed mode shapes nor on knowledge of the physical
properties of the riser. POD is useful for extracting energetic spatial “modes”
or patterns of variation of any physical phenomenon that is represented by
a high-dimensional spatio-temporal stochastic field (such as the suite of riser
strain time series from multiple sensors that we have here). The application
of POD for the analysis of riser VIV response has been described by others
(see, for example, Kleiven [31] or Srivilairit and Manuel [48]).
Given a suite of strain time series measured at M locations, V(t) =
{v1(t), v2(t), . . . , vM(t)}T , one can establish an M ×M covariance matrix, Cv,
from the strain time series, V(t). By solving an eigenvalue problem, one can
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diagonalize Cv so as to obtain the matrix, Λ, as follows:
ΦTCvΦ = Λ; CvΦ = ΦΛ (3.12)
Solution of the eigenvalue problem yields eigenvalues, Λ = diag{λ1, λ2, . . . , λM}
(where λ1 > λ2 > . . . > λM), and associated eigenvectors, Φ = {φ1, φ2, . . . , φM}.
It is possible to rewrite the original M correlated time series, V(t), in
terms of uncorrelated scalar subprocesses, U(t) = {u1(t), u2(t), . . . , uM(t)}T ,
such that





where φj represents the j
th POD mode shape corresponding to the jth scalar
subprocess, uj(t). The energy associated with uj(t) is described in terms of its
variance, λj. A reduced-order representation of the strain time series, V̂(t),






φjuj(t), N < M (3.14)
In the present study, we employ strains measured at twenty-three locations,
i.e., M = 23. Following the procedure as outlined above, we can thus obtain
twenty-three POD mode shapes, φj , and then decompose the original twenty-
three strain time series into twenty-three uncorrelated POD scalar subpro-
cesses, uj(t), which when scaled by the POD mode shapes reconstruct all the
measurements in space and time. The PSDs of the scalar subprocesses, illus-
trated in Fig. 3.4(a), show that a large portion (about 90%) of the energy in

























































Figure 3.4: The POD procedure applied with twenty-three input sensors (sen-
sor no. 4 is the target) for the NDP2350 (sheared current) data set: (a) PSDs
of the twenty-three POD scalar subprocesses; and (b) the first three POD
mode shapes that carry the highest energy and a third-order interpolating
polynomial to these POD modes.
mode shapes are plotted in Fig. 3.4(b), where the percentage of energy carried
by each mode is also indicated. It is worth noting that for data set NDP 2350,
the first several POD-based scalar subprocesses are fairly narrow-banded—
i.e., they have single spectral peaks as can be seen in Fig. 3.4(a); also, the first
two POD mode shapes closely resemble discrete portions of sinusoidal func-
tions (see Fig. 3.4(b)). These observations may not hold for other data sets;
POD-based scalar subprocesses are not always monochromatic time series.
As shown in Fig. 3.4(b), the POD mode shapes are only defined at
the discrete points corresponding to locations of the input sensors (blue dots).
If the location of interest is one where no sensor is available, such as at the
location of the target sensor (red circle), POD modal coordinates for each
mode must be obtained by interpolation using, for example, a third-order
polynomial (blue line) fit to nearby POD modal coordinates.
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Using the first thirteen PODmodes which preserve 99% of the total field
energy, the strain time series can be reconstructed at the location of the target
sensor (strain sensor no. 4). Based on the first thirteen POD modes, the PSD
for CF strain at each input logger and the summation of all these PSDs at each
frequency are plotted in Figs. 3.5(a) and 3.5(b), respectively. Figure 3.5(c)
shows that the reconstructed CF strain PSD (red dashed line) at the target
sensor includes contributions from the first, third, and fifth harmonics, and
matches the PSD based on measurements (blue solid line) reasonably well. In
Fig. 3.5(d), RMS values of CF curvatures at the twenty-three input sensor
locations based directly on measurements are indicated by the blue circles; at
the location of the target sensor, the POD-based interpolation (indicated by
the blue line which also shows estimated RMS values at other locations nearby)
is very close to the RMS value (red cross) obtained from the measurements.
Note that, in this case, the target sensor lies between sensor nos. 3 and 5,
and strains at the target may be interpolated quite effectively with a third-
order polynomial fit using strains from four nearby sensors, i.e., sensor nos.
2, 3, 5, and 6. (Other options for interpolation using more than four sensors
may as well be employed; also, fits other than with a third-order polynomial
may be made—our choice relies on the sensors in closest proximity to the
target and makes use of collocation rather than regression.) As a result, riser
response statistics, such as the RMS CF curvature, at any location within the
spread of the sensors, may be estimated by such piecewise interpolation and
by employing a subset of POD modes.
The fatigue damage ratio, representing the ratio of the estimated dam-
age to that based directly on measurements at the target sensor (i.e., sensor
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no. 4), is 1.05, which suggests that the fatigue damage is overestimated by 5%
when the POD method is employed with thirteen POD modes. Similar results
for other choices of the target sensor are discussed later.
3.3.4 Modal Phase Reconstruction (MPR)
As is the case with Proper Orthogonal Decomposition, the Modal Phase
Reconstruction (MPR) method has the advantage in that mode shapes need
not be assumed; they can be estimated empirically from the data. Lucor et
al. [36] employed MPR to analyze riser response data from CFD simulations.
Mukundan [41] applied MPR to the NDP data sets to analyze the influence of
traveling waves on riser response. In this study, the MPR method is employed
to analyze the NDP model riser response and to estimate fatigue damage at
arbitrary locations along the length of the riser. The general framework for
the MPR procedure is briefly presented here.
Assume that at location, zj , and at time instant, tk, the riser response
of interest (such as strain), i.e., y(zj, tk), may be expressed as follows:












ei2πnk/P [φn,Re(zj) + iφn,Im(zj)]
}
(3.15)
where ωn = 2πn/(P∆t) is the n
th circular frequency; tk = k∆t is the k
th time
sample; P is the number of discrete time samples available in the record; ∆t
is the sampling rate; and N is the number of frequency components included
in the MPR procedure. Also, Re{} represents the real part of the indicated
(complex) function. Note that φn(zj) is the n
th complex mode shape—with
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Figure 3.5: The POD procedure applied with twenty-three input sensors (sen-
sor no. 4 is the target) for the NDP2350 (sheared current) data set: (a) PSDs
of the strains at the twenty-three sensors reconstructed using the first thirteen
POD modes; (b) summation of the strain PSDs using the first thirteen POD
modes; (c) strain PSD at the target sensor: reconstructed using thirteen POD
modes vs. measured; and (d) RMS curvatures: reconstructed using thirteen
POD modes vs. measured.
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to be empirically estimated from the data.
Equation 3.15 may be written in compact form as follows:
y(zj, tk) = Re {∆kΦj} (3.16)
where ∆k = [e
iω1tk , eiω2tk , . . . , eiωN tk ], and Φj = [φ1(zj), φ2(zj), . . . , φN(zj)]
T ,
where the superscript, T , refers to the transpose of a matrix.
Then at location, zj , the riser response recorded at all P discrete time






















































where y(zj) represents the entire recorded response time series at location, zj ;
and ∆̂ = [∆1, . . . ,∆k, . . . ,∆P ]
T is easily defined, given information only on
the length and the sampling rate of the record. In Eq. 3.17, it is the mode
shape matrix, Φj , that needs to be estimated; the MPR method, thus, defines
this system of P equations and 2N unknowns (since each φn(zj) contained
in Φj has real and imaginary parts). As long as 2N ≤ P , this system of
equations can be used to solve for Φj in a least-squares sense. After the real
part, φn,Re(zj), and the imaginary part, φn,Im(zj), of φn(zj) are obtained, the
amplitude, |φn(zj)|, and the phase angle, θn(zj), of the measured riser response













The riser response at location, zj , and at time, tk, is readily recon-
structed using a summation of N complex modes (where N ≤ P/2) as follows:








From Eq. 3.19, it is clear that the phase angle, θn(zj), may be used as
an indicator of the wave pattern in the riser; i.e., if θn(zj) varies considerably
and systematically with change in the spatial coordinate, zj , a traveling wave
is likely defined by the nth MPR mode; on the other hand, if θn(zj) is almost
unchanging with zj , a standing wave is indicated by the n
th MPR mode.
As is the case with the POD method, the MPR method only yields
empirically estimated mode shape coordinates at those discrete locations where
the riser response is measured. If the riser response is to be predicted at a
location where no sensor is present, it is necessary to interpolate the N mode
shapes to the desired location and to, then, reconstruct the response there by
accounting for all these N modes or frequency components. Equation 3.19,





[φn,Re(zj) cos(ωntk)− φn,Im(zj) sin(ωntk)] (3.20)
Thus, the real part, φn,Re, and the imaginary part, φn,Im, of the n
th complex
mode shape, φn, may be interpolated (e.g., using a cubic polynomial along
the spatial coordinate) at each time instant, tk. Figure 3.6 shows the first two
MPR mode shapes that carry the highest energy. The two horizontal axes
show the real part and the imaginary part of the mode shapes; the vertical
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Figure 3.6: The MPR procedure applied with twenty-three input sensors (sen-
sor no. 4 is the target) for the NDP2350 (sheared current) data set: the first
two MPR mode shapes that carry the highest energy and a third-order poly-
nomial interpolating to these MPR modes are shown.
(blue circles) appear to form a helix, which suggests that the first two modes
are likely driven by traveling waves. The blue curve describes the third-order
polynomial interpolated from four nearby coordinates to the target sensor. At
the location of the target sensor, the interpolation yields a value for the MPR
modes that is close to the value indicated by the red cross that would have
been obtained using MPR directly with the measurements at the target sensor
for the same frequency components. For each of the selected N MPR modes,
modal coordinates at the target sensor are estimated, and strains there may
be reconstructed by using Eq. 3.20.
Using the MPR procedure outlined above, the measured riser response
for each separate sensor location can be decomposed into several modal compo-
nents or reconstructed, mode by mode, at each time instant. This is referred
to as single-location MPR. The riser response measured by a suite of sen-
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sors at several locations can also be decomposed simultaneously if we expand
Eq. 3.17 by combining the measurements of all the sensors [36]. This is re-
ferred to as multi-location MPR. Given a suite of riser response measurements
at M locations, where each measurement record containing P time samples is
decomposed into N modes, the single-location MPR approach requires solu-
tion of the linear system of equations (Eq. 3.17) M times and, each solution
requires estimation of 2N × P coefficients. Multi-location MPR, on the other
hand, only requires solution of one linear system of equations but the number
of coefficients to be estimated is 2N × P ×M2. If M is large, multi-location
MPR will require far greater computational effort; here, we employ the less
computationally intensive single-location MPR approach for the NDP model
riser response and fatigue damage analyses.
To further speed up the computation, the measured riser strains are
downsampled by a factor of 5, effectively reducing the data sampling fre-
quency from 1,200 Hz to 240 Hz, which shrinks the number of time samples,
P , in each record, to one-fifth of its original value. Additionally, instead of
decomposing the measurements so as to represent all the complex modes or
frequency components (from 0 Hz to the Nyquist frequency, N = P/2), the
number of modes, N , is selected such that the frequency band from ω1 to
ωN preserves 99% of the total energy (defined as the sum of the variance of
the strains at all the loggers). Figure 3.7(a) shows CF strain PSDs for all
the input sensors (except sensor no. 4) that cover the frequency band and N
frequency components included in the MPR procedure. In Fig. 3.7(b), the
sum of PSDs of the twenty-three input CF strains (excluding the strain at the
target sensor, i.e., logger no. 4) is represented by the blue line; the selected
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frequency band that preserves 99% of the total energy is indicated by the red
dots. By decomposing the riser strain measurements into modes only over
the 99%-energy frequency band, the number of frequency components, N , is
reduced to one-seventh of its original value. This greatly reduces the number
of coefficients to be determined in the MPR linear system solution and, hence,
dramatically saves computational time. Figure 3.7(c) shows that the energy
distribution by frequency of the reconstructed CF strains at the target sen-
sor (red dashed line) matches that based on the measured strains there (blue
solid line) reasonably well over the 99%-energy frequency band. In Fig. 3.7(d),
RMS values of CF curvature at the twenty-three input sensor locations based
directly on measurements are indicated by the blue circles; at the location
of the target sensor, the MPR-based interpolation (indicated by the blue line,
which also shows estimated RMS values at other locations nearby) is very close
to the RMS value (red cross) obtained from the measurements. The strains
at the target sensor (sensor no. 4) are interpolated quite effectively with a
third-order polynomial fit using strains from four nearby sensors, i.e., sensor
nos. 2, 3, 5, and 6 (again, other fits are also possible). As is the case with
the POD procedure, riser response statistics, such as the RMS CF curvature,
at any location within the spread of the sensors, may be estimated by such
piecewise interpolation following application of the MPR procedure.
The fatigue damage ratio, representing the ratio of the estimated dam-
age to that based directly on measurements at the target sensor (i.e., sensor
no. 4), is 1.25, which suggests that the fatigue damage is overestimated by 25%
when the MPR method is employed with the selected frequency components.
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Figure 3.7: The MPR procedure applied with twenty-three input sensors (sen-
sor no. 4 is the target) for the NDP2350 (sheared current) data set: (a) PSDs
of the strains at the twenty-three sensors reconstructed using modes in a fre-
quency band that preserves 99% of the energy; (b) summation of the strain
PSDs using modes that preserve 99% energy; (c) strain PSD at the target sen-
sor: reconstructed (using modes that preserve 99% energy) vs. measured; and
(d) RMS curvatures: reconstructed (using modes that preserve 99% energy)
vs. measured.
3.3.5 Hybrid Method: MPR + Modified WWA
By studying Eq. 3.20, it may be noted that the MPR method decom-
poses the measured riser response into N components and, importantly, each
component is a single-frequency time series. This suggests that the each single-
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frequency component may be decomposed further by using the previously dis-
cussed modified WWA method. We will refer to this approach as the “hybrid”
method since it combines the MPR and the modified WWA methods. The
hybrid method has advantages when compared with either the MPR or the
modified WWA methods. First, unlike the MPR method, the hybrid method
does not require interpolation from discrete complex modes to estimate or
reconstruct the response at any arbitrary location; it has the ability to recon-
struct the riser response over the entire length of the riser (as a continuous
function) despite starting from only a discrete set of measurements. Second,
the modified WWA method seeks to represent several frequency components
of a wide banded (multi-frequency) response time series with the help of mea-
surements from available sensors; on the other hand, the hybrid method seeks
to decompose each MPR mode (associated with a single-frequency time series)
based on the same number of sensors.
The procedure for application of the hybrid method is presented here.
First, the MPR approach is followed and the various input strains are repre-
sented as in Eq. 3.20. Then, at the location of each input sensor, zj , the real
part of the nth MPR mode, φn,Re(zj), may be decomposed using the modified















The real part of the nth MPR mode at locations of all M sensors may be
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As long as 2s ≤M , the modal weights, w, may be estimated in a least-squares
sense, and a spatially continuous function, φn,Re(z), can be derived. Note that
exactly the same procedure may be repeated to decompose the imaginary part
of the nth MPR mode, i.e., for φn,Im. By repeating this procedure for all the
real and imaginary MPR modes, the riser response over the entire riser can be
reconstructed as a continuous function by this hybrid method. In the present
study, where M = 23, we use s equal to 6; the modes in the modified WWA
portion of the hybrid method are selected to correspond to frequencies closest
to the MPR mode that is being reconstructed according to Eq. 3.21.
Analogous to Fig. 3.6 for the MPR procedure, Fig. 3.8 shows the first
two MPR mode shapes that carry the highest energy reconstructed using the
modified WWA method.
An example using the hybrid method with strain sensor no. 4 as the
target sensor is presented in Fig. 3.9, which may be compared directly with
Fig. 3.7 based on the MPR procedure.
The fatigue damage ratio, representing the ratio of the estimated dam-
age to that based directly on measurements at the target sensor (i.e., sensor











































 = 3.38 Hz f
2
 = 3.37 Hz
Figure 3.8: The hybrid (MPR + modified WWA) procedure applied with
twenty-three input sensors (sensor no. 4 is the target) for the NDP2350
(sheared current) data set: the first two MPR mode shapes that carry the
highest energy and modified WWA based continuous functions fit to these
MPR modes are shown.
84% when the hybrid (MPR + modified WWA) method is employed with the
selected frequency components. Similar results for other choices of the target
sensor are discussed later.
3.4 Fatigue Damage Estimation Based on A Large Num-
ber of Sensors
The CF strains on the NDP model riser were measured using twenty-
four sensors (only twenty-three sensors were available for the data set, NDP
2420, since strain sensor no. 21 had failed). In the results described here,
we select one sensor at a time as the target sensor, and use measurements
from the remaining twenty-three sensors (or twenty-two for NDP 2420) to
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Figure 3.9: The hybrid (MPR + modified WWA) procedure applied with
twenty-three input sensors (sensor no. 4 is the target) for the NDP2350
(sheared current) data set: (a) PSDs of the strains at the twenty-three sen-
sors reconstructed using modes in a frequency band that preserves 99% of the
energy; (b) summation of the strain PSDs using modes that preserve 99%
energy; (c) strain PSD at the target sensor: reconstructed (using modes that
preserve 99% energy) vs. measured; and (d) RMS curvatures: reconstructed
(using modes that preserve 99% energy) vs. measured.
empirical methods described above. We presented such analyses where each
empirical method was applied with sensor no. 4 as the target sensor. The
damage ratio, which represents the ratio of the fatigue damage rate based on
the reconstructed strain (at the target sensor) to that based directly on the
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measured strain there, is used as a criterion to compare the empirical methods.
Figure 3.10 presents damage ratios estimated at the twenty-four locations for
the two uniform current data sets (red color) and the two sheared current
data sets (blue color), by employing each of the five empirical methods. The
lowest and the highest values of the damage ratios estimated for each data set,
and for each empirical method, are also indicated in the figure legends—for
example, Fig. 3.10(a) states that the twenty-four damage ratios estimated by
the WWA method for the uniform current data set, NDP 2120, ranged from
0.25 to 6.58.
Some general conclusions, that may be drawn by studying Fig. 3.10,
are summarized here.
(i) With the WWA method, a large number of modes can be interpreted from
a suite of measurements. The modified WWA method can better account
for the effects of traveling waves and localized curvature changes but fewer
modes can be interpreted or used in reconstruction of strains at any target
location. As a consequence, in the present study where a large number of
sensors (twenty-three) are available, fatigue damage rates estimated over the
entire riser length by the WWA and the modified WWA methods are generally
of comparable accuracy (see Figs. 3.10(a) and 3.10(b)).
(ii) Fatigue damage rates estimated by the POD and MPR methods are quite
similar since both methods are affected by the quality of the unavoidable
interpolation—it may be noted that the presence of a sensor close to the target
location leads to good estimation of damage; however, when a nearby sensor is
not present, as is the case for sensor nos. 9 and 22 indicated by the red ellipses
90
in Figs. 3.10(c) and 3.10(d), fatigue damage rate estimates are less accurate.
(iii) The fatigue damage rates for the two uniform current data sets estimated
by either the POD or the MPR methods are less accurate than those estimated
by the WWA or the modified WWA methods; one likely reason for this is due
to the strong non-stationary response characteristics indicated particularly in
the two uniform current data sets (see Chapter 2) that more directly affect
the accuracy of the POD and the MPR methods. With the WWA and the
modified WWA methods, the modal weights are solved for at each time instant
(see Eq. 3.7); the POD and the MPR methods, on the other hand, assume that
the riser response is described by a stationary process and decomposition of
the measured response is based on the entire record (see Eqs. 3.12 and 3.17).
To reduce the influence of the non-stationary characteristics of the measured
response on fatigue damage estimations, one possible approach is to divide the
recorded response time series into shorter segments and then to employ the
POD or MPR methods on the shorter segments.
(iv) Generally, when a large number of sensors are available, as is the case with
the NDP model riser, all the five empirical methods estimate fatigue damage
rates over the entire riser length quite well—damage ratios are typically in
the range, 0.3 to 3.0, with lowest and highest estimations of 0.16 and 14.54,
respectively. Among the five methods, the hybrid method (Fig. 3.10(e)) which
combines the MPR and the modified WWA procedures, appears to be the
most accurate for fatigue damage estimation with the four selected NDP riser
data sets.
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Figure 3.10: Fatigue damage ratios estimated by different empirical procedures
at various locations along the span of the NDP model riser based on strains
measured by twenty-three sensors: (a) WWA; (b) modified WWA; (c) POD;
(d) MPR; and (e) Hybrid: MPR + modified WWA.
3.5 Fatigue Damage Estimation Based on A Small Num-
ber of Sensors
We have discussed estimation of fatigue damage rates over the entire
length of the NDP model riser based on measurements from a large number
of sensors. However, actual deepwater drilling risers are seldom instrumented
as densely as the NDP model riser due to the high cost of sensor deployment,
maintenance, data retrieval, etc. Accordingly, we now discuss estimation of
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fatigue damage rates over the riser length based on measurements from a much
smaller number of sensors than before. Using strain measurements from eight
sensors as inputs, the riser response is reconstructed at the locations of all
of the twenty-four sensors (including the eight input sensors). By iterating
over numerous different combinations of eight strain sensors as inputs (from
among all the twenty-four available sensors on the riser), optimal locations
for the eight sensors along the riser are identified by cross-validation, whereby
estimated strains and fatigue damage rates at the twenty-four locations are
compared with strains and fatigue damage rates based on the actual recorded
measurements there.
In principle, we could select all the possible combinations of eight sen-
sors chosen from among twenty-four available; however, this results in an ex-
ceedingly large number of combinations to be evaluated. We choose to evaluate
only thirty-four arrangements or combinations of eight sensors. Figure 3.11
shows the locations of the eight sensors for the thirty-four selected combi-
nations. The first group (identified as G1) comprises sixteen combinations,
each of which includes eight contiguous sensors; the second group (G2) has six
combinations wherein six sensors are located near the top end (i.e., the higher
current end in the case of the sheared current data sets) and the remaining
two sensors are near the middle, at a location around one-fourth of the riser’s
length from the bottom (low current) end, or at the bottom end. Other groups
representing different sensor arrangements are also indicated in Fig. 3.11. Note
that a malfunctioning strain sensor (no. 21) is not selected as an input sensor
in these studies.
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Figure 3.11: Thirty-four combinations of eight input strain sensors chosen for
fatigue damage analysis studies using cross-validation against measurements.
Not all of the five empirical methods discussed earlier are employed in
the study that uses eight strain sensors to estimate fatigue damages; there
are reasons for this. First, for the modified WWA method, only two or three
modes could be represented if eight sensors are available; this would make
it difficult to account for all the important frequencies (the first and higher
harmonics) of the riser response. Second, for the POD and MPR methods, the
accuracy of the interpolation (from information at the discrete locations of the
input sensors to all other locations) controls the accuracy of the reconstructed
riser response at target locations without sensors. If the target location has
no available loggers nearby or if it is spatially outside the range of the suite of
input sensors, the reconstructed riser response will be inaccurate. Given these
limitations, the modified WWA, POD, and MPR methods are not employed
in this study with eight input sensors; only the WWA and the hybrid methods
are employed to estimate fatigue damage rates at the twenty-four locations
along the NDP model risers using measurements from eight sensors.
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For illustration purposes, the NDP2350 (sheared current) data set, with
sensors arranged in combination No. 34 (see Fig. 3.11) is chosen to discuss the
estimation of the fatigue damage rate using the WWA method and measure-
ments from the eight strain sensors. The reason for choosing combination
No. 34 is because it is proved to be one of the best combinations for accurate
fatigue predictions with all the four NDP data sets. Fatigue damage rates
estimated from eight strain measures for all the 34 considered combinations
using the WWA and the hybrid methods are presented later.
Analogous to the figures used to illustrate the application of the five
empirical methods with 23 input sensors, Fig. 3.12 shows results of the WWA
application with 8 input strain senors. The PSD for CF strains at the eight
input loggers and the summation of all these PSDs at each frequency are plot-
ted in Figs. 3.12(a) and 3.12(b), respectively. The six modes, selected in a
similar manner to the procedure used for the WWA method with 23 sensors,
include the first, second, third, fourth, and fifth harmonics of the input sig-
nals. In Fig. 3.12(c), the reconstructed RMS values of the CF curvature are
compared with the measured values at the twenty-four sensor locations indi-
cated by red asterisks; among them, the locations of the eight input sensors
are indicated by blue circles. In Fig. 3.12(d), the reconstructed RMS values of
the CF displacement (normalized by the cylinder diameter, D) are compared
with the measured values at the eight locations where accelerations are mea-
sured (these are the same eight locations of the eight input strain sensors).
Results show that the RMS values of both the reconstructed curvatures and
the reconstructed displacements match the measured values at the discrete
locations quite well.
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Damage ratio (DR) estimates at the 24 strain sensor locations using
the WWA method with the eight strain input sensors in combination No. 34
for the NDP2350 (sheared current) data set are shown in Fig. 3.13; these DR
estimates are seen to vary from 0.22 to 3.41. Comparing Figs. 3.13 and 3.10(a),
it is interesting to note that the accuracy of the fatigue damage rates estimated
using 8 sensors is not worse than that estimated using 23 sensors for this data
set (NDP2350).
The base-10 logarithms of the 24 DR estimates from the WWA method
based on eight sensors in each of the thirty-four combinations are presented as
box-and-whisker plots in Figs. 3.14(a) and 3.14(b), which summarize results
for the two uniform current data sets and the two sheared current data sets,
respectively. In each box-and-whisker plot, the central mark and the edges of
the box represent the median, the 25th percentile, and the 75th percentile of
the data; the upper and lower whiskers extend out to the minimum and the
maximum values. A shorter box indicates low variability or greater precision
in the estimation of the damage ratio; vertically, the closer a bar is to unity,
the more accurate is the associated estimation. Preferred combinations that
ensure precise and accurate estimation of the fatigue damage rate for all the
four data sets are indicated by green arrows. When employing the WWA
method, the use of eight sensors distributed over a greater portion of the riser,
e.g., placing four sensors near one end and four sensors near the other end,
such as in Combinations nos. 25 and 33, generally results in more accurate
and precise fatigue damage estimation than does the use of eight clustered














































































































Figure 3.12: The WWA procedure applied with the eight strain sensors of
Combination No. 34 for the NDP2350 (sheared current) data set: (a) PSDs
of the strains measured at the eight sensors; (b) summation of the PSDs and
identification of the selected modes; (c) RMS curvatures: reconstructed vs.
measured; and (d) RMS displacements: reconstructed vs. measured.
Fatigue damage ratios estimated by the hybrid method based on eight
sensors (using four modes) in each of the thirty-four combinations are illus-
trated by box-and-whisker plots in Figs. 3.15(a) and 3.15(b), which summarize
results for the two uniform current data sets and the two sheared current data
sets, respectively. Direct comparison with the results based on the WWA
method (see Fig. 3.14) suggest that among the thirty-four combinations, those
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Figure 3.13: Damage ratios estimated at various locations using the WWA
procedure with the eight sensors of Combination No. 34 for the NDP2350
(sheared current) data set.
that were identified as more precise and accurate based on the WWA method
are also found to be so with the hybrid method. For all the thirty-four com-
binations, the hybrid method appears to provide more accurate and precise
estimation of fatigue damage rates than the WWA method.
3.6 Sensor Location and Spatial Aliasing
Efficient sensor location and possible spatial aliasing errors associated
with riser sensor arrays are conveniently studied by examining the N × N
orthogonality matrix, R, defined in terms of N riser modes of interest [10]—
i.e., Ri,j = |ϕTi ϕj| (i, j = 1, . . . , N) where, for example, if sinusoidal mode
shapes are assumed, ϕi = [sin(niπz1/L), sin(niπz2/L), . . . sin(niπzM/L)] when
M loggers are employed on a riser of length, L. For an array of sensors that
avoids aliasing errors, off-diagonal terms of R are relatively small (the diago-
nal terms are less important but are generally close to unity). Figure 3.16(a)
shows off-diagonal terms of the orthogonality matrix computed for the twelve
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Two uniform current data sets with WWA method
Blue: 2120
Red: 2150
G1 G2 G3 G4 G5 G6
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Two sheared current data sets with WWA method
Red: 2420
Blue: 2350 G1 G2 G3 G4 G5 G6
(b)
Figure 3.14: Fatigue damage ratios estimated by use of the WWA method
with measurements based on thirty-four combinations involving eight strain
sensors (combinations that provide relatively better fatigue estimations are
indicated by green arrows): (a) two uniform current data sets; and (b) two
sheared current data sets.
modes used with the WWA method with twenty-three sensors (where sensor
no. 4 is the target) for the sheared current data set, NDP2350. Figure 3.16(b)
is a similar plot where eight sensors (associated with Combination no. 34)
are used and only six modes are employed with the WWA method and the
same data set. The relatively low values of the off-diagonal elements of R in
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Two uniform current data sets with the hybrid method
Blue: 2120 G1 G2 G3 G4 G5 G6
Red: 2150
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Two sheared current data sets with the hybrid method
Red: 2420
Blue: 2350 G1 G2 G3 G4 G5 G6
(b)
Figure 3.15: Fatigue damage ratios estimated by use of the hybrid method
with measurements based on thirty-four combinations involving eight strain
sensors: (a) two uniform current data sets; and (b) two sheared current data
sets.
the figures confirms that spatial aliasing is not of great concern in the choice
of sensor locations employed in the various WWA method results presented.
Note that the orthogonality matrix, R, for the modified WWA method can be
constructed in a similar manner as for the WWA method.
The spatial distribution of the loggers may, in general, also be of con-
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Figure 3.16: Values of the off-diagonal elements of orthogonality matrices,
R, computed with assumed sinusoidal mode shapes for the sheared current
(NDP2350) data set: (a) twenty-three sensors and twelve WWA modes used
(sensor no. 4 is the target); and (b) eight sensors of Combination no. 34 and
six WWA modes used.
cern when the POD or MPR methods are employed. This is not so much a
spatial aliasing issue; rather, these two methods rely on interpolation from dis-
crete sensor locations (based on relevant POD or MPR modes) to any target
location while reconstructing strains there. If the target location is spaced very
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far from the closest sensors used in the interpolation, reconstructed strains can
be quite inaccurate. Even if higher modes are well represented in the POD or
MPR modes derived, because these modes are discrete, poor interpolation will
lead to spurious understanding of the higher harmonics at the target location
since these are necessarily associated with smaller wave lengths; thus, interpo-
lation ad response reconstruction will be inaccurate when sensor distribution
is sparse.
3.7 Discussion and Conclusions
In this study, four data sets comprising strains measured on the NDP
model riser subjected to uniform and sheared currents were employed to test
empirical fatigue damage estimation methods. Five empirical methods were
studied—they include Weighted Waveform Analysis (WWA), modified WWA,
Proper Orthogonal Decomposition (POD), Modal Phase Decomposition (MPR),
and a hybrid method that combines MPR and modified WWA. For each
method, the theoretical formulation was first presented and, then, its appli-
cation was illustrated by an example wherein a single sensor was selected as
the target sensor and by using measurements from the remaining twenty-three
sensors as inputs, the riser response was reconstructed at the location of the
target sensor. The fatigue damage rate estimated using the reconstructed riser
response was compared with that based directly on measurements at that tar-
get sensor location. The ratio between the estimated fatigue damage rate and
that based on measurements there was used as an indicator of the accuracy of
the empirical method. Two separate summary studies—one involving a larger
number of available sensors on the riser (twenty-three) and another involving
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a small number (eight)—were carried out and estimated fatigue damage rates
over the entire length of the NDP model riser were computed and the results
discussed.
Based on the numerical studies presented, a few concluding remarks
follow:
(i) With careful selection of the riser modes for inclusion, the WWA method
has the ability to preserve higher harmonics in the reconstructed riser response
since the selected modes in the method are non-sequential. Because the modal
weights are solved for at each time instant, non-stationary characteristics, if
present, are inherently preserved in response reconstruction with this method.
The WWA method works particularly well if only a small number of sensors
are available; the method relies on assumed mode shapes that are based on
knowledge of the physical properties of the riser. Computation with the WWA
method is fast.
(ii) The modified WWA method can account for the influence of higher har-
monics as long as a large number of sensors is available. This method is more
versatile in accounting for the effect of traveling waves than the WWA method.
As with the WWA method, the modified WWA method also directly accounts
for non-stationary characteristics; however, it is not well-suited for cases where
only a small number of sensors is available since a greater number of modal
weights need to be estimated than with WWA. The modified WWA method
relies on assumed mode shapes and the computation is fast.
(iii) The POD method preserves frequency components and higher harmonics
in the reconstructed riser response by empirical decomposition of the spatio-
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temporal data. This is evident from the power spectra as well as curvature
plots that reveal high-frequency energy and large curvatures (or small wave-
lengths), respectively. POD relies only on data; the method identifies empirical
mode shapes directly from the data, without the need for any physical prop-
erties of the riser. The POD scheme is the fastest among the five methods;
however, it does not account for non-stationary response characteristics. The
method is not well-suited to situations where only a small number of sensors is
available because of inaccuracies in the reconstructed response that arise due
to the need for interpolation or extrapolation.
(iv) As is the case for the POD method, the MPR method accounts for higher
harmonics in the response and only relies on data, not on physical properties of
the riser to estimate complex riser modes. MPR, however, is not well-suited for
situations where the riser response exhibits strong non-stationary characteris-
tics or when only a small number of sensors are available. Computation with
the MPR method is slow. Importantly, MPR explicitly accounts for traveling
waves in decomposing the measured response.
(v) The hybrid method (which combines the MPR and modified WWA meth-
ods) has the ability to account for higher harmonics and the effect of traveling
waves; it also works well even if only a small number of sensors is available.
The hybrid method does not explicitly take into consideration non-stationary
characteristics, but the reconstruction even with fairly strong non-stationary
response is superior to that with the POD and MPR methods. The hybrid
method needs to assume modes in the second step of estimating modal weights
for the derived complex MPR modes. Although the hybrid method is the slow-
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est due to the greater computational effort relative to the other methods, it is
the most accurate both for a large as well as a small number of input sensors.
It is important to briefly discuss the limitations of the present study.
First, the results presented are based on only four data sets obtained from
a model riser. Uncertainty in fatigue damage estimates from each empiri-
cal method is not directly discussed. Second, issues related to what consti-
tutes an adequate sample in terms of length (duration) of the measured signal
and sampling rate when employing each empirical method for reconstruction
of strain and estimation of fatigue damage rates have not been directly ad-
dressed. Third, only strain measurements are used in the fatigue damage rate
estimation; no acceleration measurements have been used. Fourth, the WWA
method and the modified WWA method need information on riser physical
properties and on the added mass coefficient for computing natural frequen-
cies of the riser; this may hinder application of these methods because such
information is not always available. Some of these limitations are addressed
in the following chapters.
In closing, we have shown that the various empirical methods presented
can all be used to estimate fatigue damage rates for a riser, given response mea-
surements obtained from a limited number of sensors. After “short-term” fa-
tigue damage distributions conditional on specific current profiles are obtained
using such empirical methods, it is possible next to estimate the “long-term”
fatigue damage of risers by integrating the short-term fatigue damage distri-
butions with the likelihood of different current profiles. This is the focus of
Chapter 5 where we discuss the use of field measurements on deepwater drilling
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A Data-Driven Mode Identification Algorithm
for Fatigue Damage Assessment
4.1 Introduction
Fatigue damage associated with sustained VIV poses significant chal-
lenges in the design of marine risers especially in deep waters. To improve
understanding of the VIV phenomenon and associated fatigue damage, it is
becoming increasingly common to measure riser response, in the form of strains
or accelerations, at discrete points along the riser length in full-scale field mon-
itoring campaigns or in experiments. Accurate response reconstruction over
the entire riser length using measurements at those discrete locations is needed
to allow fatigue damage prediction of the riser. Such accurate riser response
reconstruction can also serve as a benchmark for validating analytical riser
fatigue damage prediction software. This motivates our need to seek empirical
methods for riser response reconstruction.
In Chapter 3, several empirical methods were demonstrated to have
the ability to reconstruct riser response quite effectively from a limited array
of strain measurements. Methods such as Proper Orthogonal Decomposition
(POD) do not require any assumptions or information of the riser’s physical
properties; Weighted Waveform Analysis (WWA), on the other hand, relies on
estimation of the natural frequencies of the riser. This estimation is possible
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if the physical properties of the riser, such as its mass and bending stiffness,
as well as hydrodynamic parameters, such as the added mass coefficient, are
known. Among these, the added mass coefficient is one of the most com-
plex and least understood hydrodynamic parameters that influence the VIV
response of a riser. The requirement of knowledge of the riser physical and hy-
drodynamic properties limits the attractiveness of the empirical WWA method
to some degree.
In order to address this issue, a technique (that employs spatial and
temporal analysis of the riser response signal) is developed to empirically iden-
tify the natural frequency of a riser directly from data (response measurements)
and to automatically select a set of modes for use with the WWA method. Fa-
tigue damage rates, estimated based on the riser response reconstructed using
the WWA method with the proposed automated mode selection technique (we
refer to this as “improved” WWA) are cross-validated against fatigue damage
rates based directly on measurements at the same discrete locations. Results
show that the improved WWA method may be employed quite effectively to
estimate fatigue damage rates from limited strain measurements.
It is worth noting that if some physical properties (such as the mass,
length, and tension) of a riser are known, by using the empirically estimated
riser fundamental frequency that did not use such properties, it is then possible
to estimate a spatio-temporal averaged value of the added mass coefficient. It is
also possible to investigate the relationship between this averaged added mass
coefficient and the current type (speed and profile), given a large number of
data sets that include measurements of the riser response.
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4.2 Applications of Weighted Waveform Analysis
Weighted Waveform Analysis (WWA) is a computational procedure
that is used to analyze and reconstruct the response over the entire length
of a riser from measurements at a limited number of sensors [54], [33]. The
method represents the riser response as the sum of a set of weighted wave-
forms or modes (more precisely, the summation is over estimated time-varying
weights applied to selected riser spatial mode shapes). These modes need to be
selected using knowledge of the VIV phenomenon and/or based on available
data. The extent to which the selected modes can realistically describe the
riser response affects the quality of response reconstructions using the WWA
method. Thus, mode selection is vital in the WWA application. Different
mode selection procedures distinguish the different applications of WWA in
riser response reconstruction. Some studies (see, Lie and Kaasen [33], for ex-
ample) have used a set of consecutive modes distributed in a band around the
dominant frequency and, thus, the riser response for frequencies only around
the Strouhal frequency was effectively considered since only a limited number
of modes can be included due to usually a small number of available sensors.
In contrast, with the WWA method and while still using a limited number of
sensors, we have proposed a procedure to select a set of non-consecutive modes,
which thus allow directly for consideration of higher harmonics (responses at
frequencies that are multiplies of the Strouhal frequency) in the riser response
representation (see Chapter 3).
The WWA mode set should best capture response characteristics in the
measured data and its selection may be obtained using the following general
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guidelines: (i) Given a suite of riser response records, each measured at a
discrete spatial location, first, conduct a spectral analysis of all these time
series. Then, obtain a composite representation of all the sensors—such as
the sum of the power spectra at all these spatially distributed sensors; and
(ii) From the composite spectrum, select a set of spectral peaks and convert
the associated peak frequencies into riser mode numbers by dividing these
frequencies by an estimate of the fundamental natural frequency of the riser
(if string-like behavior of the riser can be assumed).
The riser’s fundamental natural frequency may be estimated (by mod-
eling the riser as a tensioned string or beam), if the physical and hydrodynamic
properties of the riser, such as the mass, bending stiffness, and added mass
coefficient, are known. Among them, the added mass coefficient is one of the
most complex and least understood hydrodynamic parameters that influences
riser VIV response. Its value is not a constant; it is affected by many parame-
ters such as the vibration amplitude and the current velocity [46]. In previous
applications (as were shown in Chapter 3), the added mass coefficient was as-
sumed to take values of 0 and 1, respectively, for uniform and sheared current
flows on the NDP model riser. These assumed values were based on obser-
vations of the propagation speed of traveling waves from a separate analysis
with the available NDP data sets. This assumption on added mass, though
it was shown to lead to accurate riser response reconstruction (at least for
the analyzed data sets) lacks generality since it only applies to the riser an-
alyzed; more importantly, the requirement of knowledge/assumptions about
the riser physical and hydrodynamic properties limits the attractiveness of the
empirical WWA method to some degree.
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In light of the preceding discussion, we seek an approach that will lead
to an estimation of the natural frequencies of the riser directly from the data
(i.e., the riser response measurements) and will rely neither on assumptions of
the added mass coefficient nor on any physical properties of the riser. Our ap-
proach relies on estimating the riser’s dominant mode number by first perform-
ing a “spatial” spectral analysis on the response measurements; this is then
followed by estimation of the riser’s dominant mode frequency by “temporal”
spectral analysis on the measurements. The fundamental natural frequency
of the riser may then be estimated as the dominant mode frequency divided
by the dominant mode number. Then, the set of peak spectral frequencies
selected from the composite power spectrum (obtained from all the sensors)
are all assigned appropriate mode numbers by dividing these frequencies each
by the empirically estimated fundamental natural frequency. The assumption
of string-like behavior is implicit in such assigning of mode numbers. Once
the index numbers of all the modes in this mode set have been determined
in this manner, the WWA method is employed (in a similar manner to that
presented in Chapter 3) to reconstruct the response over the entire length of
the riser from the limited number of strain measurements.
At selected target locations, we compare fatigue damage rates, esti-
mated based on the riser response reconstructed using the WWA method with
the proposed automated mode selection technique (we refer to this as “im-
proved” WWA), with those based on the “original” WWA method (that relies
on a theoretically computed fundamental natural frequency of the riser, as
presented in Chapter 3). In both cases, predicted fatigue damage rates based
on the empirical methods and data at various locations (other than the target)
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are cross-validated against damage rates based directly on measurements at
the target location. Results show that the improved WWA method, which
empirically estimates the riser’s fundamental natural frequency and automat-
ically selects significant modes of vibration, may be employed quite effectively
to estimate fatigue damage rates from limited strain measurements.
4.3 Identification of the Dominant Wavenumber
Whenever riser response is recorded in measurements, it is done at uni-
form and short time intervals—i.e., temporal resolution is usually very fine.
If the spatial location of sensors along a riser’s length were similarly well re-
solved, it would be straightforward to carry out a full two-dimensional Fourier
transform of these two-dimensional data. A temporal Fourier transform al-
lows one to go from the time domain to the frequency domain; similarly, a
spatial Fourier transform would allow one to go from the space domain to
the wavenumber domain. Hence, the riser response could be represented by a
frequency-wavenumber diagram [1]. The frequencies and wavenumbers of the
dominant riser mode(s) could then be identified from the locations of spectral
peaks. Since sensors are not densely placed along the riser, spatial resolu-
tion is not fine; also the sensors are generally non-uniformly distributed along
the riser length—hence, a two-dimensional Fourier transform cannot be read-
ily obtained using available data. Although non-uniform spatial data may be
interpolated into suites of uniformly spaced data sets prior to analysis, interpo-
lation imposes assumed patterns between available samples that can introduce
artificial harmonics in any computed spatial spectra.
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There are a range of methods available for estimating the wavenumber
of an oscillating beam (or structure, in general) from spatially distributed
samples; however, most of these methods have specific requirements for their
application. For example, Prony-based methods require that the sensors must
be evenly spaced spatially [20], while the method employed by McDaniel and
Shepard [39] requires that no excitation is applied within the spatial spread of
the sensors. These methods proposed for oscillating beams are not well suited
for estimating the wavenumber of VIV-excited modes of risers.
In this study, we propose a method for identifying the wavenumber of
the dominant riser mode by computing the Lomb-Scargle periodogram from
the spatial covariance function of riser response measurements. The Lomb-
Scargle periodogram is a widely used spectral analysis technique for unevenly
spaced data; for additional details on its implementation and use, the reader is
referred to the original studies of Lomb [35] and Scargle [47]. The theoretical
basis and formulation as well as some discussion on the selected approach for
our proposed wavenumber identification procedure is presented in some detail
next.
4.3.1 Riser Response and the Spatial Covariance Function
Assume that at location, z, and at time, t, the riser response (such as






{an1 cos(knz) cos(ωnt) + an2 sin(knz) cos(ωnt)
+ an3 cos(knz) sin(ωnt) + an4 sin(knz) sin(ωnt)}
(4.1)
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in which the nth mode, with wavenumber, kn, and frequency, ωn, consists of
four parts: the term, an1 cos(knz) cos(ωnt), represents a standing wave that
permits oscillation of the riser boundaries; the term, an2 sin(knz) cos(ωnt) +
an3 cos(knz) sin(ωnt), represents a traveling wave along the riser axis; and the
term, an4 sin(knz) sin(ωnt), represents a standing wave with unmoving bound-
aries.
Given riser responses measured at M locations, x1, x2, . . . , xM , where
xi ≡ x(zi, t), the spatial covariance between riser response values at two loca-
tions, zi and zj (1 ≤ i, j ≤M), is defined as follows:





{Fn[kn(zi − zj)] +Gn[kn(zi + zj)]}










Gn[kn(zi + zj)] ≡








Equation 4.2 shows that, as is the case with x(z, t), the covariance func-
tion, Cov[xi, xj], between x(zi, t) and x(zj , t) can also be expressed as a sum
of N mode components, and its nth mode is comprised of two trigonometric
functions, Fn[kn(zi − zj)] and Gn[kn(zi + zj)]. This suggests the possibility of
identifying wavenumbers based on the spatial covariance function.
4.3.2 Identification of Wavenumber using Spectral Analysis on Spa-
tial Covariance Function
A suite of riser response measurements at M locations, x1, x2, . . . , xM ,
allows one to construct anM×M covariance matrix using all pairs of measure-
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ments, and resulting in M(M − 1)/2 off-diagonal entries. A study of Eq. 4.2
suggests a possible way to identify the wavenumber, kn, using spectral anal-
ysis on the covariance function: assume that covariance is a function of ∆z
(∆z ≡ |zi − zj | , 1 ≤ i, j ≤ M) and that the part associated with zi + zj , i.e.,
Gn[kn(zi + zj)], is noise. If we conduct a spectral analysis on the covariance
function with respect to ∆z, it is then theoretically possible to identify the
wavenumber, kn, of the n
th mode, based on locations of the spectral peaks.
It would seem that it should also be possible to identify the wavenum-
ber, kn, of the n
th mode by conducting a spectral analysis on the covariance
function with respect to zi + zj—i.e., by assuming that covariance is a func-
tion of zi + zj. However, the former option (assuming covariance is a function
of ∆z) is preferred since it has physical meaning in that it assumes that the
covariance of the riser response measured at two spatially separated locations
is a function of the relative distance between those two locations. More im-
portantly, the function, Fn[kn(zi − zj)], offers higher spatial resolution than
the function, Gn[kn(zi + zj)]—this makes it especially useful in identifying the
dominant wavenumber especially when sensors are sparsely spaced.
Two important points are discussed here—first, usually only wavenum-
bers of the lower modes (which preserve larger portions of the total energy)
can be accurately and reliably identified using this method due to the sparsely
spaced sensors; and, second, the proposed wavenumber identification method
is especially well suited for use with unevenly spaced sensors, which is one
of appealing features of this procedure for riser response reconstruction. In
the following, we treat the covariance as a function of ∆z, and estimate the
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wavenumber, kn, from the Lomb-Scargle periodogram of the spatial covariance
function. Note that the wavenumber, kn, can be immediately related to the
riser response wavelength, λn = 2π/kn and, hence, with a riser mode number,
n, where kn = nπ/L where L is the length of the riser.
4.4 WWA Procedure with Automated Mode Selection—
Single Target Sensor
In the following, we use a sheared current data set, NDP 2350, with
strain sensor no. 4 (located at z/L = 0.11; where L is the riser length) selected
as the target, to illustrate application of the empirical procedure involving
WWA with temporal and spatial spectral analysis. Note that results using
each of the twenty-four sensors as target are presented in the next section.
In order to accurately analyze and reconstruct the riser response using
the WWA procedure, an optimal number and choice of modes that can describe
the riser response needs to be selected. In the present study, where twenty-
three strain sensors are available, we find that a set of twelve carefully selected
modes can be used to describe the riser response with reasonable accuracy
(i.e., we use N = 12 with Eq. 3.2). The procedure employed for selecting the
specific twelve modes is briefly described here.
The CF strain time series, ε(zj , t), measured at each of the twenty-three
locations, zj (where j = 1, 2, 3, 5, . . . , 24; i.e., assuming that target sensor no. 4
does not exist), allow us to construct a 23 × 23 spatial covariance matrix,
Cov[ε(zi, t), ε(zj, t)]. Due to symmetry, we may keep only the lower or up-
per half of the covariance matrix. If we plot the covariance as a function of
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∆z ≡ |zi−zj |, a periodic pattern is observed as illustrated in Fig. 4.1(a). As we
saw in Eq. 4.2, the wavenumber of the covariance function with respect to ∆z is
identical to the wavenumber of the strain response, and this wavenumber may
be identified using spectral analysis. Due to the non-uniform spacing of the
data/sensors, we use the Lomb-Scargle algorithm to identify the periodic pat-
tern [35], [47]. Figure 4.1(b) shows the Lomb-Scargle spectrum of the spatial
covariance—the x-axis denotes the mode number, n (related to the wavenum-
ber, kn; kn = nπ/L) while the y-axis denotes the Lomb-Scargle spectrum with
units of micro-strain raised to a power of 4, i.e., (µε)4. This spectrum is com-
puted using an over-sampling parameter equal to 6; the highest mode number
equals 30. The significance level of 0.001 is indicated with a dashed line. The
meaning of these various parameters employed for the Lomb-Scargle spectrum
is discussed elsewhere [44]. From the location of the dominant spectral peak
as illustrated in Fig. 4.1(b), the dominant riser mode is identified as the 5th
mode. In this example, only the 5th mode is unambiguously identified; this is
likely because this 5th mode carries a much larger portion of the total energy
compared with other higher riser modes.
After identifying the dominant riser mode number, the next step is to
identify the frequency associated with this dominant mode; this is the dom-
inant riser frequency. This frequency can be directly estimated by carrying
out a Fourier spectral analysis using the time series data since these data are
uniformly sampled and well resolved in time. For the CF strain measured
at location zj , i.e., εj(t), the power spectral density (PSD), PSDj(f), de-
scribes the energy distribution by frequency at that location. As illustrated
in Fig. 4.2(a), the twenty-three input strain power spectra exhibit very simi-
118






































α = 0.001Significance level
(b)
Figure 4.1: Identification of the dominant riser mode number when sensor no. 4
is the target: (a) spatial covariance vs. spatial separation between sensors;
and (b) Lomb-Scargle periodogram of the covariance.
lar frequency content; all these spectra indicate the presence of the first and
third harmonics in the response. The composite sum of the PSDs from all
the twenty-three sensors, i.e.,
∑
j PSDj(f) (see Fig. 4.2(b)), accounts for the
energy distribution by frequency over the entire riser and is, therefore, used
for identifying first the dominant riser frequency and then the fundamental
riser natural frequency. It also leads to selection of the optimal mode set for
the WWA scheme. This is discussed next.
From Fig. 4.2(b), the dominant spectral frequency is found to be 3.37Hz.
The fundamental natural frequency of the riser is estimated as the domi-
nant spectral frequency divided by the dominant mode number, i.e. 3.37/5 =
0.67Hz. If one assumes that the riser can be modeled as a tensioned string and
its bending stiffness is negligible (this assumption holds for a large proportion
of deepwater risers as well as for the NDP model riser analyzed here), the
























































Figure 4.2: Selection of an optimal set of frequencies for the WWA scheme
when sensor no. 4 is the target: (a) PSDs of the strains measured at the twenty-
three sensors; and (b) summation of the strain PSDs from all 23 sensors and
identification of the important frequencies.
the fundamental natural frequency.
The twelve highest PSD peaks in Fig. 4.2(b) are selected and the associ-
ated riser mode numbers are determined by comparing these peak frequencies
with the estimated natural frequencies of the riser. As illustrated in Fig. 4.2(b),
these selected twelve modes range from the first to the fifth harmonic of the
riser (note that the first harmonic is the riser’s fifth natural mode of vibration).
After selecting the “optimal” mode set for the WWA scheme, strain
time series at any location over the entire riser length, including at the loca-
tion of the target sensor, can be reconstructed. Figure 4.3(a) compares the
energy distribution by frequency of the reconstructed strain (dashed line) with
that of the measured strain (solid line) at the location of the target sensor (sen-
sor no. 4); the comparison suggests that the first and higher riser harmonics
are reasonably well represented by the reconstructed response based on appli-
cation of the WWA method. Figure 4.3(b) compares the reconstructed RMS
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curvature values with the measured values at various locations: the circles
indicate the values at the twenty-three input sensors and the cross indicates
the value at the target sensor. The solid line indicates reconstructed RMS
curvatures obtained using the WWA procedure. These results suggest that
the RMS values of the reconstructed curvature reflect the presence of the first
and higher harmonics and that the reconstructions match the measurements
reasonably well, at least at all of the sensor locations. RMS values of the dis-
placement (normalized with respect to the outer diameter of the riser, D) are
also reconstructed over the entire length of the riser, as shown in Fig. 4.3(c),
and compared with corresponding values based on double-integrated accelera-
tions measured at eight available locations where accelerometers are available.
Based on Figs. 4.3(b) and 4.3(c), one can say that the WWA-based response
reconstructions match the measurements reasonably well; the relatively larger
deviations between estimated and measured values towards the top and bot-
tom ends of the riser may be explained by the assumption of the sine mode
shapes which have fixed ends. Finally, Fig. 4.3(d) shows the off-diagonal el-
ements of the orthogonality matrix computed for the twelve modes selected
in this example. The relatively low values of the off-diagonal elements of the
orthogonality matrix seen in the figure confirm that spatial aliasing is not of
concern and that higher modes can be reconstructed with the WWA method.
At target sensor no. 4, the fatigue damage ratio (DR), representing
the ratio of the estimated fatigue damage based on WWA-based riser recon-
struction to the fatigue damage based on measurements at that same sensor
is 1.66, which suggests that, at least for this target sensor, the fatigue damage
is overestimated by a factor of 1.66 by the WWA method. Results for other
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Figure 4.3: Response reconstruction based on the improved WWA method
when sensor no. 4 is the target: (a) PSD of the strain at the target sensor
location: reconstructed vs. measured; (b) RMS of curvature: reconstructed
vs. measured; (c) RMS of displacement: reconstructed vs. measured; and
(d) off-diagonal terms of the orthogonality matrix for the selected modes.
choices as target sensor are discussed in the next section.
4.5 WWA Procedure with Automated Mode Selection—
All Target Sensors
The procedures for employing the WWA method together with the
temporal and spatial data analyses needed to reconstruct the riser response
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from a limited number of measurements have been illustrated on one example
data set, NDP2350, and for one target sensor (sensor no. 4). By selecting each
of the twenty-four strain sensors as target, one at a time, the same procedures
are repeated on all the four NDP data sets available in the public domain
(see Appendix A). Results from these analyses are presented in Fig. 4.4.
Damage ratio (DR) estimates using the improved WWA method shown by
circles are compared with similar estimates using the original WWA method
shown by asterisks. We again note the differences between the two different
WWA methods are: (i) with the improved WWA method, one does not require
physical properties of the riser, and the fundamental natural frequency of the
riser is empirically estimated from the data; and (ii) the original WWA method
requires physical properties of the riser as well as assumptions about the added
mass coefficient, and the riser’s natural frequencies are computed theoretically
based on the tensioned string equation. The lowest and highest damage ratios,
representing estimations with the least accuracy, that resulted from the two
WWA-based methods for each of the four data sets are also presented in the
figure legends—for example, in Fig. 4.4(a) where results for the NDP2120 data
set are presented, damage ratios estimated using the improved WWA method
range from 0.41 to 4.69 while these estimates using the original WWA method
range from 0.25 to 6.58.
The following observations are made by studying Fig. 4.4.
(i) Even though the proposed improved WWA method does not require or
use any physical properties of the riser, it still provides reasonably accurate
estimates of fatigue damage rates over the entire riser length—damage ratios
are typically range from 0.3 to 3.0, with smallest and largest estimations of
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NDP2150, Uniform Current, U = 1.7 m/s
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Figure 4.4: Damage ratios estimated using the WWA procedure:
(a) NDP2120, uniform current with speed of 1.4 m/s; (b) NDP2150, uniform
current with speed of 1.7 m/s; (c) NDP2350, sheared current with maximum
speed of 0.7 m/s; and (d) NDP2420, sheared current with maximum speed of
1.4 m/s.
0.15 and 13.66, respectively.
(ii) Both WWA methods, although they require different amounts of a priori
knowledge about the riser, generally lead to estimated fatigue damage rates
of similar accuracy levels, at least with these NDP data sets and with the
arrangement of sensors for this model riser.
(iii) If physical properties of a riser are available as is the case for the NDP
model riser (see Appendix A), estimates of the added mass coefficient may be
computed using the empirically estimated natural frequency of the riser and
based on the tensioned string equation. Table 4.1 compares such empirically
estimated added mass coefficients (inferred from the riser fundamental natural
frequency estimated with the improved WWA method) with coefficients that
were assumed when the original WWA method was employed for these NDP
data sets. The estimated values are found to be in close agreement with the
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Table 4.1: Comparison of the empirically estimated and assumed values of the
added mass coefficient (Ca).
Event Current Empirically Assumed
no. profile estimated value value
2120 Uniform 0.04 0.00
2150 Uniform 0.04 0.00
2350 Sheared 0.94 1.00
2420 Sheared 0.70 1.00
assumed values used with the original WWA approach; this explains why DR
estimates calculated by the two WWA schemes are also in close agreement
with each other for all target sensor locations and for all four data sets.
In addition to the four NDP data sets discussed here, the improved
WWA method was also applied to many other NDP bare riser data sets that
included uniform and linearly sheared current profiles where the maximum
current speed ranged from 0.3 to 2.4 m/s. Results from those analyses showed
that, over a wide range of flow conditions, the improved WWA method can
provide reasonably accurate response reconstruction over the entire riser length
even when based on measurements at only a limited number of locations.
Note that, as part of the improved WWA method, given response mea-
surements, one can estimate the fundamental natural frequency of the riser,
select the important riser modes, and reconstruct the riser response over the
entire length. This whole process can be done in an almost automated fash-
ion with limited manual input/interference. However, it is recommended that
the reconstructed riser response should be checked a posteriori for consistency
with expectations of proper VIV behavior given the actual physical properties
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of the riser and current flow characteristics.
4.6 Conclusions
In this study, the empirical riser response reconstruction procedure re-
ferred to as weighted waveform analysis (WWA), was improved relative to
previous studies using this method in that the mode or waveform selection
procedure was changed to require no assumptions on added mass coefficient
and no information on riser physical properties. The fundamental natural fre-
quency of the riser is estimated through separate estimation of (i) the dominant
riser response frequency through temporal data analysis—specifically, Fourier
spectral analysis of the riser response; and (ii) the dominant wavenumber
through spatial data analysis—specifically, Lomb-Scargle spectral analysis of
the spatial covariance variation with sensor spacing. Then, mode selection for
WWA follows by identifying riser mode numbers that line up with peaks in
response power spectra. The relevant mathematical background for this less
commonly used wavenumber identification procedure and its application were
discussed briefly. By employing the improved WWA method on four NDP
data sets, fatigue damage rates at various locations along the riser length were
estimated using measurements from twenty-three sensors as inputs. These es-
timates were cross-validated against fatigue damage rates computed directly
from measurements at the same (target) locations. The fatigue damage rates
estimated from the improved WWA method were compared with those from
the original WWA method. Results showed that, even without employing
any information on the physical properties of the riser or any assumptions on
added mass coefficients, the improved WWAmethod can estimate fatigue dam-
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age rates quite accurately from a limited number of strain measurements. The
proposed wavenumber identification procedure may also be used to estimate
the spatio-temporal averaged values of the added mass coefficient directly from
the data and, thus, the method offers a possible approach for detailed studies
of the relationship between the added mass coefficient and current velocity
profiles, especially for long flexible risers.
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Chapter 5
Empirical Long-Term Prediction of Fatigue
Damage Rate
5.1 Introduction
Risers are often instrumented in field monitoring campaigns wherein
the dynamic response in the form of strains and/or accelerations is recorded
at several discrete locations along the length of the riser. Often, simultane-
ously, current velocity profiles at a nearby location are also recorded. The
development of robust methods to interpret the data from these costly mea-
surements and use them to estimate the cumulative fatigue damage and the
remaining fatigue life at locations of interest on the riser is of great practical
importance to ensure its integrity. The oil and gas industry has generally re-
lied on analytical tools for VIV-related fatigue damage prediction for a riser
given a specific current profile. These analytical tools model a riser using the
finite element method, which requires information on riser physical proper-
ties. Such approaches also often rely on simplifying assumptions on both the
flow conditions and the response characteristics. As an alternative, when field
monitoring is undertaken, empirical procedures may be used to estimate the
fatigue damage rate at locations of interest on the instrumented riser from a
limited number of measurements, even in the absence of information on the
physical and hydrodynamic properties of the riser (such as the added mass
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coefficient—see Chapters 3 and 4). If a significant amount of data is available,
it is possible to establish “short-term” fatigue damage rate distributions con-
ditional on current type. If the relative frequency of different current types
is known from metocean studies, the short-term fatigue distributions can be
combined with current distributions to yield integrated “long-term” fatigue
damage rate distributions.
In this chapter, we use an empirical procedure, referred to as Weighted
Waveform Analysis (WWA), and seek to demonstrate the methodology for
empirical long-term fatigue damage assessment and life prediction for an in-
strumented marine riser. (Note, for the WWA procedure, we use the version of
it that employs automated mode selection as presented in Chapter 4.) There
are clear advantages of such empirical approaches to fatigue damage and life
estimation over analytical approaches. First, only measured strain and/or
acceleration data are required; neither physical properties of the riser nor sim-
plifying assumptions on the current profiles are needed. The data explicitly
account for the different response characteristics and for the different current
profiles experienced by the riser. Second, estimates of fatigue damage rates
and remaining life are easily updated as new data become available from any
ongoing field monitoring campaign.
5.2 Empirical Long-Term Fatigue Damage Estimation
Based on Limited Measurements
During a riser monitoring campaign, the response (e.g., strain and/or
acceleration) is recorded by an array of data sensors placed at discrete locations
along the length of the riser; often current velocity profiles are also recorded
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simultaneously at a nearby location. We assume that the campaign produces a
total of NT events. An “event” refers to a suite of recorded riser response time
series (from all spatially distributed sensors) and an associated current profile.
Practically, it is impossible to measure the riser response at all locations of
interest (or fatigue-sensitive details) because the riser may be very long and
instrumentation costs might only allow a limited number of sensors. The
objective of this study is to present a methodology to empirically predict the
fatigue damage and life at the location of any fatigue detail of interest along
the length of the riser, using measurements from a limited number of sensors.
The steps in the proposed methodology are schematically described in the
flowchart shown in Fig. 5.1. These steps include: (i) classification of events
based on current profile; (ii) variability analysis of empirical short-term fatigue
damage estimates; and (iii) prediction of long-term fatigue damage and life.
Relevant important equations related to the various steps in the process are
presented in the flowchart and will be explained in detail in the following. Note
that the predicted long-term fatigue damage and the probability of failure can
be updated as additional data are recorded in continuing or new monitoring
campaigns.
The three main steps in the flowchart of Fig. 5.1 are briefly described
as follows:
(1) Classification of events based on current profile. All of the NT recorded
events are divided into NG groups based on contrasting metocean current
classes. The distinct current profiles define the groups; while not assured, the
dynamic response to events within a single group should have more similarities
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Figure 5.1: Flowchart showing algorithm for empirical prediction of long-term
fatigue damage and failure probability for an instrumented riser.
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of each group (or current profile type) is expected to be available from meto-
cean studies. The probability of occurrence of the ith group (where i = 1 to
NG), which contains Ni events, is denoted as Pi, where
∑NG
i=1Ni = NT and
∑NG
i=1 Pi = 1.
(2) Variability analysis of short-term fatigue damage estimates. Given an event
that belongs to the ith group, we select one sensor as the “target” sensor. Then,
we attempt to reconstruct the riser response at the location of the target sen-
sor by WWA using measurements from all the remaining sensors (except the
target sensor). We define a parameter, Damage Ratio (DR), which represents
the ratio of the fatigue damage rate computed based on the WWA-based re-
constructed riser response to that based on direct measurements at the target
sensor. We refer to this as a cross-validation check. We repeat this cross-
validation exercise by selecting each sensor as the target sensor, one at a time,
and computing DR for that sensor. We iterate over all the events in the ith
group. In this manner, we obtain numerous estimates of DR for all the sensors
and for all the events in the ith group. Next, we establish a probability distri-
bution for DR for each group; this distribution describes the variability in the
empirical fatigue damage estimation associated with all events that belong to
the ith group. This variability analysis is carried out for all the current profile
groups.
(3) Prediction of long-term fatigue damage and life. Given an event, we at-
tempt to reconstruct the riser response and estimate the fatigue damage rate
at any location of interest (or critical fatigue detail on the riser) by using
the empirical method (e.g., WWA, here, although other methods discussed in
Chapter 3 may be used instead) with the help of a limited number of measure-
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ments. This leads to a “point estimate” of the fatigue damage rate caused by
that event. Recognition of the uncertainty in this point estimate is accounted
for making use of the variability in DR estimated from the previous step; in
this manner, the point estimated is corrected and then weighted (or multi-
plied) by the probability of occurrence of the current class that contains the
event. Finally, integration or summation of the point estimate of the fatigue
damage rate (adjusted for variability and weighted for occurrence likelihood)
over all metocean current classes leads to an empirical estimate of the long-
term fatigue damage rate at the location of interest; as well, the probability
of failure associated with that location alone can be estimated.
The procedure described above is employed in a study carried out using
the NDP bare-riser model tests in uniform and sheared current flow fields.
Metocean criteria are simulated by assuming relative likelihoods for the current
profile groups used in the experiments. Although CF bending strains were
measured at twenty-four strain sensors along the riser, in this study, we only
use the strains measured at eight sensors to predict the long-term fatigue
damage over the entire length of riser. In order to demonstrate the application
and effectiveness of this empirical procedure, we select the location of sensor
no. 5 (among the original twenty-four sensors) as our location of interest, and
compare the estimated long-term fatigue damage for that location (based on
the eight input sensors excluding sensor no. 5) with the “true” value which is
calculated directly from the strains measured by sensor no. 5. The locations
of the eight input sensors and the assumed location of interest (sensor no. 5)
are illustrated in Fig. 5.2.
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High current Low current
Eight strain sensors
Key location
Figure 5.2: Locations of the eight input strain sensors and the key location of
interest (assumed to be that of the location of strain sensor no. 5).
Given strains measured at the eight locations, WWA is employed to
reconstruct the strain at any key location of interest. Note that WWA does
not need physical information about the riser (such as the mass, bending
stiffness, added mass coefficient, etc); only the measured response data are
needed. Details related to the WWA technique are given in Chapters 3 and 4.
Stresses are directly computed from the strains using a Young’s mod-
ulus, E, of 36.2 × 109 N/m2 [10], [54]. The fatigue damage rate is then com-
puted using the rainflow cycle-counting algorithm, Miner’s rule, and the F-2
S-N curve (as discussed in Chapter 3).
5.2.1 Classification of Events based on Current Profile
To demonstrate the methodology for long-term fatigue damage estima-
tion, we use the NDP bare-riser model data sets. The classification of events
and their relative frequency of occurrence are simply assumed; this simulates
the establishing of metocean criteria in a real-world situation. To begin, we
assume that current profiles that can cause VIV occur 5% of the time. When
such currents do not occur, we assume for this example that no fatigue dam-
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Table 5.1: Classification of events according to current profile type.
Group
Current Number of Probability of


















age occurs. The forty-eight NDP bare-riser data sets, associated with VIV, are
divided into four groups; assumed percent occurrence rates for each group are
presented in Table 5.1. Note that, collectively, the four current profile groups
are assumed to occur 5% of the time.
5.2.2 Uncertainty in Short-Term Fatigue Damage Estimation
The short-term fatigue damage at any key location resulting from a
single event can be estimated using WWA with measurements at the eight
sensors. The uncertainty or variability in the fatigue estimation can be as-
sessed by means of cross-validation wherein estimations are compared with
measurements as follows. Given a total of eight available sensors, we select
one of these as the “target” sensor, and compute the DR value (defined ear-
lier) for that sensor using cross-validation. By repeating this procedure for
a different target sensor each time until all eight sensors have been selected,
we obtain eight DR values for this single event. An empirical distribution
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of the DR values computed for all the events of a single group can be used
to quantify the uncertainty in short-term fatigue damage estimation for that
group.
The base-10 logarithms of the eight DR values computed for each of
the available events are presented in the form of box-and-whisker plots in
Figs. 5.3(a) and 5.3(b) for the 24 uniform current and the 24 sheared current
events, respectively. The four current groups, G1 to G4, that contain subsets
of these events are also indicated. The maximum current speed associated
with each event is indicated on the horizontal axes of the plots. On each
box-and-whisker plot, the central mark and the edges of the box represent the
median, the 25th percentile (q1), and the 75
th percentile (q3) of the data; the
upper and lower whiskers extend out to q3 +1.5(q3 − q1) and q1 − 1.5(q3 − q1),
respectively. Data that fall outside the whiskers are treated as outliers; these
are shown ad “plus” symbols. A study of Fig. 5.3 suggests that the DR values
for all the events are clustered around unity and have extremes that roughly
range from 0.1 to 10.
In the following, we assume that DR follows a lognormal distribution
and we employ statistical methods to test this hypothesis. We take the nat-
ural logarithm of DR estimated for a group and linearly transform ln(DR)
to a new variable, x, such that x = (ln(DR)− λ) /ζ , where λ and ζ are the
sample mean and sample standard deviation, respectively, of ln(DR). If the
new variable, x, is a standard normal random variable, then DR is a lognormal
random variable. Two types of statistical tests—the Probability Plot Corre-
lation Coefficient (PPCC) test and the Kolmogorov-Smirnov (KS) test—are
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Figure 5.3: Damage Ratio (DR) estimates for: (a) uniform current data sets;
and (b) sheared current data sets.
performed in order to test for normality of x. Details related to the PPCC
test and the KS test are included in Appendixes D and E.
As graphically illustrated in Fig. 5.4, figures on the left show Q-Q plots
and figures on the right show cumulative distribution function (CDF) plots for
the variable, x. In the Q-Q plots, the sample x quantiles on the vertical axes
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are compared with the standard normal quantiles on the horizontal axes. The
points (shown by crosses) generally lie along the diagonal line; this suggests
that x is likely to be normally distributed. In the CDF plots on the right, the
empirical CDF (represented by the dashed line) and its 95% confidence bounds
(shown with light dotted lines) based on the data, x, are compared with the
standard normal CDF (dark solid line). Results from the statistical tests for
each group, summarized in Table 5.2, suggest that the data, x, associated
with each of the four groups pass both the PPCC test and the KS test for
normality at the significance level, α = 0.05. Thus, we propose that x for each
of the four groups can be modeled as a standard normal random variable;
correspondingly, DR for each of the four groups is modeled as a lognormal







; i = 1 to 4 (5.1)
where λi and ζi are the sample mean and sample standard deviation, respec-
tively, of ln(DRi). The subscript, i, refers to the i
th group. Estimates of λi
and ζi as well as their 95% confidence intervals (CIs) are provided in Table 5.3.
As expected, the more samples a group has (for example, G1 has 192 sam-
ples), the narrower is the 95% CI on λi or ζi for that group. Note that, in
any ongoing field measurement campaign, it is expected that as additional
events are recorded, estimation of the distribution models for DR and, hence,
of long-term fatigue damage estimates can be improved.
5.2.3 Long-Term Fatigue Damage and Failure Probability
We have seen that the uncertainty in the short-term fatigue damage
estimation for each current profile group can be assessed by modeling DR
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Figure 5.4: Statistical tests for a normal distribution assumption for ln(DR):
(a) PPCC test for group G1; (b) KS test for group G1; (c) PPCC test for
group G2; (d) KS test for group G2; (e) PPCC test for group G3; (f) KS test
for group G3; (g) PPCC test for group G4; and (h) KS test for group G4.
Table 5.2: Statistical tests for a normal distribution assumption for ln(DR)
(n = no. of samples in each group; α = significance level for the test).
PPCC test with α = 0.05 KS test with α = 0.05
r rα(n) k kα
G1 0.9971 > 0.9929 0.0659 < 0.0971
n = 192 Pass Pass
G2 0.9936 > 0.9796 0.0628 < 0.1782
n = 56 Pass Pass
G3 0.9917 > 0.9862 0.0901 < 0.1427
n = 88 Pass Pass
G4 0.9820 > 0.9768 0.0876 < 0.1922
n = 48 Pass Pass
as a lognormal random variable with empirically estimated parameters. This
lognormal model will be used now to correct (i.e., endow with uncertainty)
the “point estimate” of the fatigue damage rate estimated at the location of
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Table 5.3: Parameters of the lognormal distribution for DRi (the subscript, i,
refers to the ith group of events).
λi 95% CI of λi ζi 95% CI of ζi
G1 (i = 1) 0.10 [-0.06, 0.25] 1.09 [0.99, 1.21]
G2 (i = 2) 0.24 [-0.02, 0.50] 0.97 [0.82, 1.20]
G3 (i = 3) -0.07 [-0.30, 0.15] 1.07 [0.93, 1.25]
G4 (i = 4) 0.09 [-0.22, 0.41] 1.09 [0.91, 1.37]
interest.
For the jth event that belongs to the ith group (denoted as Gi), it is
possible to reconstruct strain time series at the location of interest with WWA
using strains measured at the eight input sensors. A “point estimate” of the
fatigue damage rate (for the jth event) at the location of interest is computed
based on the reconstructed strains and is denoted as D̂i(j). This point estimate
of the fatigue damage rate due to all the Ni events in the i








D̂i(j); j = 1, . . . , Ni (5.2)
Next, the point estimate for the ith group’s fatigue damage rate, adjusted by
the uncertainty factor, DR, leads to:
Di = D̂i/DRi (5.3)
Finally, the long-term fatigue damage rate is obtained by multiplying
each Di by its probability of occurrence, Pi, and summing over all the NG









D̂i · Pi/DRi; i = 1, . . . , NG (5.4)
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Given the design life of the riser, Td, the probability of fatigue failure
can be estimated as follows:
P (failure) = P (DL ≥ 1/Td) (5.5)
In our example, the forty-eight NDP data sets are divided into four
groups—so, NG = 4 and i = 1, . . . , 4. The point estimate of the fatigue
damage rate (per year) for the ith group, D̂i, the probability of occurrence of
that group, Pi, and the empirically estimated statistical parameters, λi and
ζi, for DRi are summarized in Table 5.4. The magnitude of the product,
D̂iPi, suggests that groups G1, G3, and G4 are the main contributors to the
long-term fatigue damage. Note that in order to compare with other example
cases discussed later, the total number of time series for the ith group, ni,
used to estimate λi and ζi for each group is also included in Table 5.4 (note
that ni = Ni × the number of available sensors). The long-term fatigue
damage rate (per year), DL, is expressed as a finite sum of lognormal random
variables; it does not have a closed-form or standard distribution function but
a non-parametric distribution can be easily established. For instance, results
obtained using Monte Carlo simulation with 106 samples are summarized in
Table 5.5. They suggest that the upper bound of the 95% CI of DL is about
15 times that of its lower bound, and that the median value of DL is close
to the long-term fatigue damage rate (per year), Dmeas, based entirely on























Note that Dmeas,i(j) is the fatigue damage rate calculated based on the mea-
sured strains at the location of interest (here, sensor no. 5) for the jth event
in the ith group. Note, too, that although the probabilities in Table 5.4 only
sum to 5%, we have assumed that for the remaining 95% of the time, damage
is negligible. Results presented should be interpreted with this understanding.
In this example, we assume that the design life of the riser, Td, is 25 years; the
probability of failure over this time, as estimated by the use of Monte Carlo
simulation with 106 samples, equals 1.8× 10−3, as indicated in Table 5.5.
Table 5.4: Parameters of the empirical model for the long-term fatigue damage
rate estimation at the location of interest in the case of eight sensors.
D̂i Pi(%) λi ζi ni
G1 (i = 1) 1.74 0.05 0.10 1.09 192
G2 (i = 2) 1.25× 10−3 4.50 0.24 0.97 56
G3 (i = 3) 0.40 0.35 -0.07 1.07 88
G4 (i = 4) 0.82 0.10 0.09 1.09 48
Table 5.5: Estimated and measured long-term fatigue damage rate per year
and the probability of fatigue failure at the location of interest in the case of
eight sensors.
DL (×10−3) Dmeas (×10−3) P (failure)95% CI Median
[1.2, 17.9] 4.2 3.3 1.8× 10−3
The long-term fatigue damage rate at any location over the entire length
of the riser can be similarly estimated (as illustrated above for one location)
and compared with the long-term fatigue damage rate based entirely on mea-
sured values at the same location, without need for WWA application. As
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shown in Fig. 5.5, for various locations along the riser, the median value and
the 95% CI of the estimated long-term fatigue damage rate per year are rep-
resented by the solid line and the dashed lines, respectively. The long-term
fatigue damage rate based entirely on measured values at the locations of the
eight input sensors and at the previously assumed key location of interest (sen-
sor no. 5) are denoted by asterisks and an open circle, respectively. Strains
were also measured at 15 other locations but these sensors were never used in
the estimation process; they serve as “check points” and are represented by
dots. These check points are to be understood as similar to the previous key
location of interest (sensor no. 5) in that they are never used in reconstruc-
tion of strains anywhere (only the eight input sensors shown with asterisks in
Fig. 5.2 are). Figure 5.5 shows that generally the median values of the esti-
mated long-term fatigue damage rate are close to the damage rate based on
directly measured values at those discrete locations; somewhat higher fatigue
damage rates are indicated near the high-current end (i.e., where the current
speed is highest in the case of the linearly sheared current cases).
5.3 Discussion and Sensitivity Studies
The long-term fatigue damage rate for various locations over the entire
length of the riser as well as at the assumed key location of interest (sensor
no. 5) were estimated by using strains measured at eight sensors. We repeat
these computations with different assumptions in order to study the influence
of the number of sensors and the number of events on fatigue damage rate
estimation.
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Measures at check points
Figure 5.5: Estimated and measured long-term fatigue damage rate per year
for various locations over the entire length of the riser in the case of eight
sensors.
5.3.1 Effect of Number of Sensors
We assume that twenty-three sensors (all, except sensor no. 5) are avail-
able as input sensors. The grouping of events and the probability of occurrence
of each group are assumed to be the same as in the previous case with eight
input sensors. The long-term fatigue damage rate at various locations over the
entire length of the riser is estimated in the same manner as was done before.
The prediction at the same location of interest (sensor no. 5) is compared with
that of the previous case (eight input sensors). For the location of interest (key
location), parameters of the empirical model are presented in Table 5.6 and
fatigue damage rate estimates are presented in Table 5.7. Compared with
the previous case (eight sensors), the point estimates of the fatigue damage
rate, D̂i, for groups G1 and G4, are larger when twenty-three input sensors
are available, while that for group G3 is somewhat smaller. The net effect is
that the median value of the long-term fatigue damage rate is slightly reduced
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(from 4.2×10−3 to 3.4×10−3). More importantly, the WWA-related response
reconstruction uncertainty, represented by ζi, is smaller with the larger number
of sensors (and, hence, samples). This narrows the 95% CI on the long-term
fatigue damage at the location of interest; the upper bound is only about 8
times as large as the lower bound now. Hence, the probability of failure also
reduces to 5.6 × 10−5 from 1.8 × 10−3. The long-term fatigue damage rate
estimated for various locations over the entire length of the riser, as presented
in Fig. 5.6, shows that generally the width of the 95% CI on the estimations
is much narrower than in the previous case with eight input sensors. The
maximum fatigue damage rates are again found to occur closer to the high-
current end, with a general trend of decreasing fatigue damage rates towards
the low-current end. One reason for this trend is that the sheared current
profiles have increasing current speeds at the high-current end. This trend
might also indicate that the influence of traveling waves, which are generated
at the high-current end and dissipated while traveling towards the low-current
end, is likely being captured by the WWA reconstruction.
Table 5.6: Parameters of the empirical model for the long-term fatigue damage
rate estimation at the location of interest in the case of twenty-three sensors.
D̂i Pi(%) λi ζi ni
G1 (i = 1) 2.66 0.05 0.18 0.74 552
G2 (i = 2) 8.78× 10−4 4.50 0.18 0.88 158
G3 (i = 3) 0.24 0.35 0.25 0.84 246
G4 (i = 4) 1.40 0.10 0.34 0.93 132
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Table 5.7: Estimated and measured long-term fatigue damage rate per year
and the probability of fatigue failure at the location of interest in the case of
twenty-three sensors.
DL (×10−3) Dmeas (×10−3) P (failure)95% CI Median
[1.3, 10.0] 3.4 3.3 5.6× 10−5
























High current end Low current end
Median
95% CI bounds
Measures at input sensors
Measures at key point
Figure 5.6: Estimated and measured long-term fatigue damage rate per year
for various locations over the entire length of the riser in the case of twenty-
three sensors.
5.3.2 Effect of Number of Events
We again assume that the same eight sensors (as in Fig. 5.2) are avail-
able, but now we assume that group G1 contains only six events, instead of
24. These six events are carefully chosen to cover the entire range of current
speeds as the 24 events cover. The other three current profile groups (G2, G3,
and G4) are assumed to remain unchanged. The probability of occurrence of
each group is also assumed to remain unchanged. With this reduced num-
ber of events in G1, the long-term fatigue damage rate for various locations
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over the entire length of the riser is estimated using measurements from the
eight input sensors; results are summarized in Fig. 5.7. Generally, even with
this reduced data set, the estimated median values of the fatigue damage rate
match those based directly on measurements reasonably well. To illustrate the
effect of the number of events, the long-term fatigue damage rates estimated,
while group G1 is assumed to include only six events, are plotted against those
where group G1 includes all twenty-four events. In Fig. 5.8, the median values
and the bounds on the 95% CI of the estimated long-term fatigue damage
rates are plotted; the solid lines represent the case where group G1 contains
twenty-four events and the dashed lines represents the case where G1 contains
six events. In general, the fatigue damage rate variation indicates comparable
estimates as well as comparable spatial patterns in the two cases. At a few
locations, e.g., around x/L ≈ 0.25, the 95% CI based on the smaller number
of events is much wider than that based on the larger number of events; this
is as expected since the smaller number of events in a group generally implies
greater variability in fatigue damage estimates associated with that group.
Note that since the long-term fatigue damage rate estimate at a specified lo-
cation depends on contributions from all the current profile groups involved,
the influence of changed assumptions for events in any one group has limited
influence on the overall fatigue damage. Note too that a study on the influence
of the number of events is instructive—in a real field monitoring campaign,
new data that are recorded will first be assigned to a current profile group class
or classes and then these new events will lead to updates on point estimates
and variability in damage rate estimation for one or more groups. This study
provides an empirical procedure to maintain updated information on the state
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of critical fatigue details on a riser as new data are recorded.
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Figure 5.7: Estimated and measured long-term fatigue damage rate per year
for various locations over the entire length of the riser in the case of eight
sensors and assuming group G1 contains six events.
























High current end Low current end
Median, based on 24 events
95% CI bounds, based on 24 events
Median, based on 6 events
95% CI bounds, based on 6 events
Figure 5.8: Estimated long-term fatigue damage rate per year over the entire
length of the riser in the case of eight sensors—a comparison for when group
G1 includes 6 events versus 24 events.
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5.4 Conclusions
In this study, an empirical procedure, referred to as Weighted Wave-
form Analysis (WWA), was employed as part of a framework for long-term
fatigue damage assessment and life prediction of instrumented marine risers
that undergo vortex-induced vibration. The framework relies on first classify-
ing all recorded data sets (or events) from the field monitoring campaign on
the basis of contrasting metocean current groups. The probability of occur-
rence of each current group is assumed to be available from separate metocean
studies. For each recorded event, this fully empirical WWA method is em-
ployed to assess the fatigue damage at any critical fatigue detail of interest
along the length of the riser. The uncertainty or variability associated with
the WWA method, with the use of a limited number of sensors, and with any
other factors is also assessed using cross-validation which involves using WWA
to reconstruct the response at target sensor locations where measurements are
available (while the target itself is hidden and not used) and assessing the
error in such reconstruction. After adjusting for uncertainty, the long-term
fatigue damage at the critical location of interest is estimated by considering
all recorded events, the current groups they belong to, and the likelihood of
occurrence of each group. To demonstrate application of the framework, we
used the NDP bare-riser model data sets to provide VIV events of interest.
Using four simulated current groups, assuming eight sensors were available on
the riser, and with the help of 48 recorded events, fatigue damage estimates
were computed for various points along the riser. In addition, sensitivity stud-
ies were conducted to study the influence of the number of sensors and the
number of events on fatigue damage rate prediction. The results showed that
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the proposed framework can be conveniently used to predict the long-term fa-
tigue damage and remaining life of risers using only field measurements. The
results also showed that the framework can easily accommodate new data as
they become available and can, thus, provide useful fatigue damage estimate




6.1 Overview of Research Objectives
The work presented in this dissertation provides empirical approaches
to predict long-term damage rates and life (associated with fatigue due to
vortex-induced vibration (VIV)) for marine risers, based on measurements of
riser response and accompanying current flow fields. In order to gain an under-
standing of VIV and associated fatigue damage, risers are often instrumented
in field monitoring campaigns wherein the dynamic response in the form of
strains and/or accelerations is recorded at several discrete locations along the
length of the riser. Often, simultaneously, current velocity profiles at a nearby
location are also recorded. The oil and gas industry has generally relied on an-
alytical tools for VIV-related fatigue damage predictions for a riser subjected
to specified current profiles. Most analytical and semi-empirical approaches
rely on the use of a finite element model of the riser and simplifying assump-
tions on both the flow conditions and on the response characteristics. As an
alternative, when field monitoring is undertaken, we demonstrated that we
can employ empirical procedures (using a limited number of measurements)
to estimate the fatigue damage rate at the locations where fatigue details are
of interest on the instrumented riser. The fatigue damage rate associated
with each recorded event (under specified current flow conditions) is called a
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“short-term” fatigue damage rate. The uncertainty in empirically estimated
short-term fatigue damage rates can be assessed. Then, “long-term” fatigue
damage rates can be estimated by integrating short-term fatigue damage rates
over each current type, while making suitable and necessary corrections for
uncertainty.
Such an empirical approach for fatigue damage and life estimation has
some advantages over analytical or semi-empirical approaches in common use.
First, only measured strain and/or acceleration data are required; neither
physical properties of the riser nor simplifying assumptions on current pro-
files is needed. Second, the data and, thus, the empirical approach, explicitly
accounts for the different response characteristics and the different current
profiles experienced by the riser. Third, such fatigue damage and life esti-
mation is easily updated as more data become available from continuing field
monitoring campaigns.
6.2 Principal Contributions from Each Chapter
This dissertation consists of three major parts. In the first part, com-
plex characteristics of the VIV response of long flexible marine risers were
studied. In the second part, different empirical procedures were employed to
reconstruct riser response and then estimate fatigue damage rate using data
measured by a limited number of sensors. In the final part, the methodology
for empirical long-term fatigue damage prediction for an instrumented marine
riser was demonstrated. In the following, the principal contributions from each
chapter are listed.
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6.2.1 Characteristics of VIV Response of Long Flexible Marine
Risers
In Chapter 2 of this dissertation, complex characteristics of VIV re-
sponse experienced by long flexible marine risers are visualized and examined
by spectral and other techniques applied to data obtained from the NDP bare-
model riser experiments. Higher harmonics, non-stationary characteristics,
variation in frequency content of the response, and traveling wave patterns
are discussed.
Power spectral density (PSD) plots of acceleration/strain signals reveal
the presence of strong higher harmonics in the VIV response of the model riser.
A linear relationship is observed, as expected, between the frequencies of each
harmonic mode and the input current speed; the proportionality constant
estimated using least-squares fits shows that the Strouhal number associated
with long flexible cylinders is smaller than that estimated from stationary
cylinder experiments.
The temporal evolution and spatial variation of displacement orbits
show that the VIV response of long flexible cylinders can be non-stationary and
complex. Mathematical tools such as the Hilbert transform and the wavelet
transform are useful to study complex characteristics of the VIV response.
Using the Hilbert transform, instantaneous amplitudes and phase angles (as-
sociated with displacement orbits) can be estimated from measured cross-flow
and in-line displacements; these can then be used to examine non-stationary
characteristics of the riser response. Scalograms (describing squared coeffi-
cients of wavelet transforms) of measured acceleration or strain signals help to
reveal the presence and variation of different harmonics in the riser response.
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Traveling wave patterns are also observed in the VIV response, albeit
with different characteristics for uniform versus sheared currents. In addition,
we demonstrate how the added mass coefficient may be estimated from a
traveling wave’s propagation speed.
These various complex characteristics evident in measurements should
be taken into account, if possible, in any response reconstruction or fatigue
damage prediction studies on risers undergoing VIV.
6.2.2 Empirical Procedures for Fatigue Damage Rate Estimation
In Chapter 3 of this dissertation, different empirical fatigue damage es-
timation methods are tested on data sets comprising strains measured on the
NDP model riser subjected to uniform and sheared currents. Five empirical
methods were studied—they include Weighted Waveform Analysis (WWA),
Modified WWA, Proper Orthogonal Decomposition (POD), Modal Phase Re-
construction (MPR), and a hybrid method that combines MPR and modified
WWA. For each method, the theoretical formulation was first presented briefly
and then its application was illustrated by an example wherein a single sensor
was selected as the target sensor and, by using measurements from the remain-
ing twenty-three sensors as inputs, the riser response was reconstructed at the
location of the target sensor. The fatigue damage rate estimated using the
reconstructed riser response was compared with the value based directly on
the measurements at that target. The ratio of the estimated fatigue damage to
that based on direct measurements there was used as an indicator of the accu-
racy of each empirical method. Two separate summary studies—one involving
a larger number of available sensors on the riser (twenty-three) and another
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involving a small number (eight)—were carried out and estimated fatigue dam-
age rates over the entire length of the NDP model riser were computed and
the results discussed.
Based on the numerical studies presented, some concluding remarks
follow:
(i) With careful selection of the riser modes for inclusion, the WWA method
has the ability to preserve higher harmonics in the reconstructed riser response
since the selected modes in the method are non-sequential. Because the modal
weights are solved for at each time instant, non-stationary characteristics, if
present, are inherently included in response reconstruction with this method.
The WWAmethod works particularly well if only a small number of sensors are
available and it relies on assumed mode shapes that are based on knowledge of
the physical properties of the riser. The computation with the WWA method
is fast.
(ii) The modified WWA method can account for the influence of higher har-
monics as long as a large number of sensors are available. This method is
more versatile in accounting for the effect of traveling waves than the WWA
method. As with the WWA method, non-stationary characteristics are inher-
ently account for, but this method is not well-suited for cases where only a
small number of sensors are available since a greater number of modal weights
need to be estimated than with WWA. The modified WWA method relies on
assumed mode shapes and the computation is fast.
(iii) The POD method preserves frequency components and higher harmonics
in the reconstructed riser response by empirical decomposition of the spatio-
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temporal data. POD relies only on data; the method identifies empirical mode
shapes directly from data, without the need for physical properties of the riser.
The POD scheme is the fastest among the five methods discussed in Chapter 3;
however, it does not account for non-stationary response characteristics. The
method is not well-suited for situations where only a small number of sensors
is available because of inaccuracies in the reconstructed response that arise
due to the need for interpolation or extrapolation.
(iv) As is the case for the POD method, the MPR method accounts for higher
harmonics in the response and only relies on data, not on physical properties
of the riser to estimate complex riser modes. MPR, however, is not well-suited
for situations where the riser response exhibits strong non-stationary charac-
teristics or when only a small number of sensors is available. The computation
with the MPR method is more involved than with other methods such as
WWA and POD. Importantly, MPR explicitly accounts for traveling waves in
decomposing the measured response.
(v) The hybrid method (which combines the MPR and modified WWA meth-
ods) has the ability to account for higher harmonics and the effect of traveling
waves; it works well even if only a small number of sensors are available.
The hybrid method does not explicitly take into consideration non-stationary
response characteristics, but the reconstruction even with fairly strong non-
stationary response is superior to that with the POD and MPR methods. The
hybrid method needs to assume modes in the second step of estimating modal
weights for the derived complex MPR modes. Although the hybrid method
is the slowest due to the greater computational effort relative to the other
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methods, it is the most accurate both for a large or small number of input
sensors.
6.2.3 A Data-Driven Mode Identification Algorithm for Fatigue
Damage Assessment
In Chapter 4 of this dissertation, the WWA procedure was improved
in that the mode or waveform selection procedure was changed to require
no assumptions on added mass coefficient and no information on riser phys-
ical properties. The fundamental natural frequency of the riser is estimated
through separate estimation in turn of (i) the dominant riser response fre-
quency through temporal data analysis—specifically, Fourier spectral analysis
of the riser response; and (ii) the dominant wavenumber through spatial data
analysis—specifically, Lomb-Scargle spectral analysis of the spatial covariance
variation with sensor spacing. Then, mode selection for WWA follows by
identifying riser mode numbers that line up with peaks in response power
spectra. The relevant mathematical background for this less commonly used
wavenumber identification procedure and its application were discussed briefly.
By employing the improved WWA method on four NDP data sets, fatigue
damage rates at various locations along the riser length were estimated us-
ing measurements from twenty-three sensors as inputs. These estimates were
cross-validated against fatigue damage rates computed directly from measure-
ments at the same (target) locations. The fatigue damage rates estimated
from the improved WWA method were compared with those from the original
WWA method. Results showed that, even without employing any informa-
tion on the physical properties of the riser or any assumptions on added mass
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coefficients, the improved WWA method can estimate fatigue damage rates
quite accurately from a limited number of strain measurements. The pro-
posed wavenumber identification procedure may also be used to estimate the
spatio-temporal averaged values of the added mass coefficient directly from
the data and, thus, the method offers a possible approach for detailed studies
of the relationship between the added mass coefficient and current velocity
profiles, especially for long flexible risers.
6.2.4 Long-Term Empirical Prediction of Fatigue Damage
In Chapter 5 of this dissertation, we describe an empirical procedure
for long-term fatigue damage assessment and life prediction of instrumented
marine risers undergoing vortex-induced vibration. This procedure is demon-
strated by using Weighted Waveform Analysis (WWA) with the NDP experi-
mental data sets.
The framework relies on first classifying all recorded data sets (or
events) from the field monitoring campaign on the basis of contrasting meto-
cean current groups. The probability of occurrence of each current group is
assumed to be available from separate metocean studies. For each recorded
event, this fully empirical WWA method is employed to assess the fatigue
damage at any critical fatigue detail of interest along the length of the riser.
The uncertainty or variability associated with the WWA method, with the
use of a limited number of sensors, and with any other factors is also assessed
using cross-validation which involves using WWA to reconstruct the response
at target sensor locations where measurements are available (while the target
itself is hidden and not used) and assessing the error in such reconstruction.
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After adjusting for uncertainty, the long-term fatigue damage at the critical
location of interest is estimated by considering all recorded events, the current
groups they belong to, and the likelihood of occurrence of each group.
To demonstrate application of the framework, we used the NDP bare-
riser model data sets to provide VIV events of interest. Using four simulated
current groups, assuming eight sensors were available on the riser, and with the
help of 48 recorded events, fatigue damage estimates were computed for various
points along the riser. In addition, sensitivity studies were conducted to study
the influence of the number of sensors and the number of events on fatigue
damage rate prediction. The results showed that the proposed framework can
be conveniently used to predict the long-term fatigue damage and remaining
life of risers using only field measurements. The results also showed that the
framework can easily accommodate new data as they become available and
can, thus, provide useful fatigue damage estimate updates for the riser.
6.3 Suggestions for Future Research
In this dissertation, we have developed alternative empirical methods
for the estimation of fatigue damage rates at any location of interest on an
instrumented marine riser where strains are measured at a limited number of
locations. In addition, an approach for prediction of the empirical long-term
fatigue life of the instrumented marine riser was established. This approach
is based entirely on measured data; thus, intrinsic (possibly, complex) riser
response characteristics resulting from different current flow fields are directly
accounted for. In addition, uncertainty in fatigue damage estimations asso-
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ciated with the use of the empirical method for response reconstruction and
with measurements are accounted for in the long-term predictions.
The development of this dissertation raises some questions which are
relevant to discuss here since they are unresolved at the time of this writing.
A few of these are briefly enumerated below.
1. In this study, strains measured by eight sensors in various spatial array
arrangements are used to empirically reconstruct riser response over the
entire span. Results show that with the Weighted Waveform Analysis
(WWA) method, the distribution of the eight sensors so that they cover
a large portion of the riser generally provides better response reconstruc-
tion than the use of eight clustered sensors. However, it would be useful
to establish a quantitative criterion for an optimal sensor arrangement
using a metric based on accuracy of the response reconstruction and fa-
tigue damage estimation. Cross-validation, as used in this dissertation,
may be employed in such a study.
2. In this study, sine functions were selected as basis functions (eigenfunc-
tions) for the WWA method. This is reasonable because the natural
mode shapes for the NDP model riser are close to sine functions. How-
ever, other functions, such as orthogonal polynomials, may be selected
as basis functions and their applications with the WWA method for re-
sponse reconstruction could be tested. Such alternative mode shapes
may, in general, be needed for different riser end/boundary conditions.
Even with known end conditions, alternative mode shapes might need to
be derived that allow for local variations along the riser length that arise
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due to, say, buoyancy modules; simple sine-like functions likely cannot
capture local spatial features effectively.
3. Proper Orthogonal Decomposition (POD) proved to be an efficient tech-
nique to extract the most energetic modes directly from a suite of spatio-
temporal data; no assumptions about the riser’s physical properties are
needed. Efficient interpolation of these discrete POD modal coordinates
or mode shapes is needed, however, to make POD more appealing in
riser response reconstruction.
4. The proposed empirical approach for the estimation of short-term fatigue
damage rates and the prediction of long-term fatigue life of an instru-
mented marine riser was demonstrated to be quite efficient with data
from model experiments. The capabilities of this framework for empiri-
cal fatigue life prediction would be better demonstrated by application to
measurements from full-scale riser field monitoring campaigns. Contin-
uous updating of damage and life estimation can also be demonstrated





Norwegian Deepwater Programme High Mode
VIV Experiment and Data Sets
The Norwegian Deepwater Programme (NDP) high mode VIV experi-
ment was carried out by the Norwegian Marine Technology Research Institute
(Marintek) in 2003, by horizontally towing a flexible cylinder (model riser)
in the Ocean Basin test facility. The Ocean Basin is 50 m wide, 80 m long,
and 10 m deep. The cylinder was made of fiberglass with an outer diameter
of 27 mm, a wall thickness of 3.0 mm, and a length of 38 m. The length-to-
diameter (L/D) ratio is about 1,400, which is close to the range of the L/D
ratios of most drilling risers. By towing both ends of the cylinder at the same
speed or by towing one end while holding the other end fixed, two types of
current profiles—uniform or linearly sheared current profiles—were simulated.
A bare-riser model and models with two types of strakes attached (for VIV
mitigation) with different spatial coverage ratios were tested; a total of 341
data sets were generated. The objectives of the model test program were: (i) to
improve the understanding of high-mode VIV response of flexible risers and
associated fatigue damage; and (ii) to assess the effectiveness of the strakes in
VIV mitigation [10].
The main objective of this dissertation is to establish a methodology to
empirically predict the long-term fatigue damage rate of marine risers caused
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Table A.1: NDP bare-riser data sets.
Current Max. current speed Number of
profiles Umax(m/s) data sets
Uniform
0.3 - 2.4 (in steps of 0.1 m/s) 22
1.0, 2.0 (additional) 2
Sheared
0.3 - 2.4 (in steps of 0.1 m/s) 22
1.0, 2.0 (additional) 2
Total 48
by VIV. Riser displacements and strains measured on the straked risers were
significantly reduced compared with those on the bare riser [10]; thus, the
fatigue damage caused by VIV was likely significantly reduced as well for the
straked risers. Hence, the research documented in this dissertation is focused
on the data sets obtained from the bare-riser model. There are 48 bare-riser
data sets; the test matrix is presented in Table A.1.
Riser response was measured using 24 strain sensors (one sensor failed
for some test runs; hence, in some cases, only 23 strain sensors were available)
and 8 accelerometers for the cross-flow (CF) direction; similarly, in the in-line
(IL) direction, measurements from 40 strain sensors and 8 accelerometers were
available. Sensor locations are illustrated in Fig. A.1. Note that, at 8 points
on the riser, both strains and accelerations in the CF and IL directions were
measured; also, at 24 locations, strains in both the CF and IL directions were
measured. All analyses are performed over a selected time window matching
the measured time series of strains, accelerations, and displacements. This
time window is based on the towing velocity of the riser; it was selected to
remove transient effects in the data [10]. As illustrated in Fig. A.2, the total
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end         
Low current     
             end
40 IL strains 24 CF strains 8 IL&CF accelerations
Figure A.1: Sensor locations in the in-line and cross-flow directions.
length of the time series for the NDP2350 data set is about 90 seconds; only the
part included in the time window (colored in red) is selected for any analysis.
Generally, for all the 48 bare-riser data sets, more than 100 cycles of vibrations
are ensured within the selected time window. In this study, the length of
record/data refers to the length of the relevant time window. In Fig. A.2, the
figure at the top depicts the tension force along the towing direction measured
at the towing end; the figure in the middle depicts the tension force along the
riser axis direction measured at the towing end; and the figure at the bottom
depicts the towing velocity measured at the towing end (i.e., the maximum
current speed encountered by the model riser). Note that “negative” tension
forces are only due to the sign convention employed.
Among the 341 data sets in total, six of them are publicly available at
the VIV Data Repository [11]. This study utilized these public-domain data
sets as example cases to illustrate details of the various empirical procedures
in this dissertation; however, conclusions and discussions in this dissertation
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Figure A.2: Example identification of a time window for the NDP2350 (sheared
current) data set with maximum current speed of 0.7 m/s.
are drawn based on analysis of all the 48 available bare-riser data sets.
Table A.2 summarizes the current profile types and RMS (root-mean-
square) vales of the CF displacement normalized with respect to the diameter,
D, of the cylinder for the six public-domain data sets. As illustrated, the
RMS displacement values that were computed from the four bare riser data
sets are relatively large; this response is assumed to be associated with VIV.
In contrast, the oscillations are effectively suppressed by the attached strakes
for the two straked risers; thus, their RMS displacement values are very small.
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Table A.2: The six publicly available NDP data sets.
Event Riser Current Max. current Largest RMS Time
no. type profile speed (m/s) CF-disp./D window (s)
2120 Bare Uniform 1.4 0.441 25
2150 Bare Uniform 1.7 0.402 18
2350 Bare Sheared 0.7 0.417 60
2420 Bare Sheared 1.4 0.371 27
3050 Straked Uniform 0.7 0.003 56
3120 Straked Uniform 1.4 0.002 25
Table A.3: Physical properties of the NDP model riser.
Length (m) 38
Outer diameter (mm) 27
Wall thickness (mm) 3
Mass per unit length (kg/m) 0.933
Displaced water per unit length (kg/m) 0.576
Mean effective tension (N) 4000 to 6000
Bending Stiffness (N-m2) 598.8
Note that, in Table A.2, the RMS CF displacement reported is based on the
entire length of record and the largest value from all the eight accelerometer
loggers is presented.
The important physical properties of the NDP model riser are listed
in Table A.3. Additional details on the NDP experiments that relate to the
test setup, other physical properties of the model riser, and the effectiveness of
strakes in VIV suppression may be found in the work of Braaten and Lie [10]
and Trim et al. [54].
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Appendix B
Hilbert Transform and Analytic Signal
The Hilbert transform of a real-valued function, x(t), is a another real-
valued function, denoted by H {x(t)}, which can be defined and understood
in two ways [6].
(i) Definition as Convolution Integral
The Hilbert transform of x(t) is defined as:





t− τ dτ (B.1)
Thus the Hilbert transform of x(t) is equivalent to the convolution
integral of x(t) and 1/πt, written as:






(ii) Definition as π/2 Phase-Shift System
Take the Fourier transform of both sides of Eq. B.2 and describe the
Hilbert transform in the frequency domain as follows:







X(f) · e−iπ/2 if f > 0
X(f) · eiπ/2 if f < 0 (B.3)
where F {} is the Fourier transform operator, and the Fourier transform of
x(t) is denoted as X(f), i.e., F {x(t)} ≡ X(f). Equation B.3 indicates two
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important properties of the Hilbert transform. First, the Hilbert transform
affects the phase of the original signal in a way that depends on the sign of
its frequency, i.e., it shifts the phase −π/2 for positive frequencies and by π/2
for negative frequencies. Second, the Hilbert transform does not affect the
amplitude of the original signal. For example, if x(t) is a cosine function, its
Hilbert transform is a sine function; and if x(t) is a sine function, its Hilbert
transform is a negative cosine function.
The analytic signal of a real-valued function, x(t), can be constructed
using its Hilbert transform and is expressed as:
z(t) = x(t) + iH {x(t)} (B.4)
Rewriting Eq. B.4 in terms of complex polar coordinates, we have:
z(t) = A(t)eiϕ(t) (B.5)
where A(t) and ϕ(t) are the envelop (amplitude) function and the phase func-




z(t) · z∗(t); ϕ(t) = arctan Imag {z(t)}
Real {z(t)} (B.6)
where z∗(t) is the complex conjugate of the complex-valued function, z(t); also,





Give a function, x(t), the wavelet transform,W (s, t), is obtained through
the convolution of x(t) with a shifted and scaled parent wavelet function, Ψ(t),
as follows [30]:











where the symbol ∗ denotes complex conjugate; translation, τ , indicates the
central location of the wavelet (window) function; and scale, s, is inversely
proportional to frequency. By choosing different scale values, we can achieve
different resolutions for the different frequency components of the signal—
e.g., we can use a larger scale to ensure a finer resolution for lower frequencies
and a smaller scale to permit a coarser resolution for higher frequencies. The
wavelet coefficient, W (s, t), gives an indication (or a measure) of the similarity
between the wavelet function, Ψ((t− τ)/s), and the function of interest, x(t),
at time, t, and scale (frequency), s.
In this study, we use the Morlet wavelet as the parent wavelet function,
because it is analogous to the Fourier transform which makes it convenient for
harmonic analysis. In such analysis, the wavelet functions used in Eq. C.1 are
the shifted and scaled version of the “parent” function. The Morlet wavelet
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function is expressed as follows:
Ψ(t) = e−t
2/2ei2πft (C.2)
Equation C.2 indicates that the Morlet wavelet is a Gaussian-windowed Fourier
transform, with harmonics oscillating at the frequency, f .
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Appendix D
Probability Plot Correlation Coefficient Test
The probability plot correlation coefficient (PPCC) test calculates the
correlation coefficient, r, between the ordered data, xi, and the corresponding
fitted quantiles, Qi, as follows [18]:
r =
∑n







where x̄ and Q̄ are the sample mean values of the data, xi, and the fitted quan-
tiles, Qi, respectively, where n refers to the number of data. The correlation
coefficient, r, quantitatively measures the linearity of the probability plot; and
it is assumed that the closer r is to unity, the more likely it is that the data,
xi, are drawn from the fitted distribution.
In the special case of the normality test, Qi is the median value of the
standard normal order statistics, which is calculated as:
Qi = Φ
−1(qi) (D.2)
where Φ−1() is the inverse cumulative distribution function of a standard nor-
mal random variable and qi is the plotting position. In this study, the plotting




; 1 ≤ i ≤ n (D.3)
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The null hypothesis (H0) is that the data, xi, follow a standard normal
distribution, and the alternative hypothesis (H1) is that the data, xi, do not
follow a standard normal distribution. H0 can be rejected in favor of H1 at a
significance level, α, if r < rα(n). The critical value, rα(n) is a function of the
significance level, α, and the number of data, n; its value may be estimated

















The Kolmogorov-Smirnov (KS) test quantifies the similarity between
the empirical cumulative distribution function (CDF) of the observations (data)
and a reference CDF, by calculating the largest absolute value of their differ-
ence as follows:
k = max(|F (x)−G(x)|) (E.1)
F (x) is the empirical CDF based on the data, x, and G(x) is the reference
CDF.
For the normality test as conducted in this dissertation, G(x) is a stan-
dard normal CDF. The null hypothesis (H0) is that the data, x, follow a
standard normal distribution, and the alternative hypothesis (H1) is that the
observations, x, do not follow a standard normal distribution. H0 can be
rejected in favor of H1 at the significance level, α, if k > kα, where the criti-
cal value, kα, is tabulated in several references or may be obtained using the
built-in function, kstest, which is part of the MATLABr software.
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