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a b s t r a c t
Data are often affected by uncertainty. Uncertainty is usually referred to as randomness.
Nonetheless, other sources of uncertainty may occur. In particular, the empirical informa-
tionmay also be affected by imprecision. Also in these cases it can be fruitful to analyze the
underlying structure of the data. In this paper we address the problem of summarizing a
sample of three-way imprecise data. In order tomanage the different sources of uncertainty
a twofold strategy is adopted. On the one hand, imprecise data are transformed into fuzzy
sets by means of the so-called fuzzification process. The so-obtained fuzzy data are then
analyzed by suitable generalizations of the Tucker3 and CANDECOMP/PARAFAC models,
which are the two most popular three-way extensions of Principal Component Analysis.
On the other hand, the statistical validity of the obtained underlying structure is evaluated
by (nonparametric) bootstrapping. A simulation experiment is performed for assessing
whether the use of fuzzy data is helpful in order to summarize three-way uncertain data.
Finally, to show how our models work in practice, an application to real data is discussed.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In standard multivariate data analysis, data are arranged in a two-way matrix containing the scores of a set of obser-
vations on which some variables are collected. Principal Component Analysis (PCA) is a popular exploratory technique for
summarizing this kind of data by finding a limited number of components in such a way that they capture most of the
information contained in the observed variables. However, in several occasions, data can also be arranged in a three-way
structure in which the observations on variables have been made under various conditions. Examples include data on the
strength of various symptoms observed in various patients by a number of clinicians; data pertaining to measurements on
socio-economic indexes of a number of countries in various years; data on different assessors’ judgements of various foods
with respect to a number of attributes; spectral data acquired on samples under different chemical or physical circum-
stances. In all these cases, standard PCA no longer suffices. Of course, it is possible to rearrange the three-way data into the
standard two-way format after aggregating over one of the three ways and analyze them as such. Furthermore, it is possible
to analyze all the two-way data sets contained in the three-way array separately. Nonetheless, such approaches entail losing
a part of the information which could be very important for the understanding of the organization of the data as a whole.
Specifically, an explicit description of the three-way interaction in the data is missing; hence, this may lead to conclusions
that are incomplete at best.
A wide variety of techniques can be found in the literature for the exploratory analysis of three-way data. Such tools
provide a data summarization through components. Among them, the two most popular choices are the Tucker3 [1] and
CANDECOMP/PARAFAC (independently proposed in [2,3]) models. In this paper, we propose a generalization of Tucker3
and CANDECOMP/PARAFAC, in the presence of data affected by both randomness and imprecision. In fact, uncertainty is not
only limited to randomness (probabilistic uncertainty). Other sources of uncertainty, such as imprecision, may also affect
the data (see, for an overview, [4]). For instance, the available information may be imprecise because of the use of linguistic
labels, partial ignorance, or vagueness associated with the definition of concepts. With particular reference to vagueness,
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one can refer to [5,6]. Generally speaking, imprecision derives from the uncertainty about the placement of an outcome in a
given class. Imprecise data occur frequently, but are often not recognized as such due to lack of awareness. In contrast with
imprecision, it is well known that randomness is connected with the uncertainty about the (precise) outcome of a (random)
mechanism. To clarify this point, let us consider the following example taken from [7,8]. Let U denote the set of integers
between 0 and 10, both inclusive (U = {0, . . . , 10}). We are interested in the subset X of ‘small’ integers. A person may
reasonably state that X = {0, 1}. Thus, ‘small’ concerns integers strictly smaller than 2. Nonetheless, a different person may
argue that also integer 2 is small, even if to some extent. For instance, in a scale from 0 to 1, one can say that integer 2 is
small with a degree equal to 0.8. Number 0.8 cannot be interpreted as a measure of randomness. It is meaningless to state
that 0.8 is the probability that integer 2 is small. Rather, it can be considered as the degree of truth of ‘small’. Such a score
stems from the imprecision (non-probabilistic uncertainty) about classifying 2 as a ‘small’ integer.
In this work, we are going to develop newmodels and algorithms according to the nature of the data (three-way, random
and imprecise), instead of trying to adjust the data to the nature of the model. In principle, this allows us to get tools that
more adequately describe the intrinsic data complexity and give better possibilities for exploring the data.
In order to cope with imprecision, the theory of fuzzy sets is considered. Originally introduced by Zadeh [9], a fuzzy
(sub)-set X˜ is constructed by assigning a degree of membership to each x in the universe U (fuzzification process). Such a
degree ranges from 0 (complete non-membership of x in X˜) to 1 (full membership of x in X˜), where∼ is used for denoting
fuzziness. The degree of membership can be seen as a function µX˜ , calledmembership function (of a fuzzy set X˜), which is a
mapping from U to [0, 1]. If µX˜ (x) = {0, 1}, for all x ∈ U , then the fuzzy set X˜ reduces to a classical (crisp) set. It is worth
noting that we implicitly used fuzzy sets in the previous example about the subset of ‘small’ integers. In the literature, a
debated question (see, for instance, the articles with discussion in [7,8]) is whether probability theory is the best way to
handle data affected not only by randomness but also by imprecision. The challenger is fuzzy set theory. Our personal point
of view is that probability theory and fuzzy set theory can fruitfully coexist for managing imprecise outcomes of a random
experiment. Further in this article, we shall corroborate this claim in the specific domain of three-way component models
by means of a simulation experiment.
In order to cope with randomness, maximum likelihood based variants of Tucker3 and CANDECOMP/PARAFAC have
been proposed in the literature (see, for instance, [10]). These allow us to provide a measure of the statistical validity of
the extracted components. Unfortunately, these techniques only analyze derived rather than original data. Specifically,
covariance matrices are fitted according to the Tucker3 or CANDECOMP/PARAFACmodels. However, the use of derived data
limits the scope of the analysis. For instance, it is no longer possible to determine the underlying components for the unit
mode.Moreover, thesemodels tend to havemore problems in fitting them (i.e. they turn out to be sometimes instable, or not
to converge, etc.). As far as we know, in the direct analysis (when original data rather than their covariances are analyzed),
the theoretical computation of the standard errors still remains to be done. Of course, the same comment holds in case of
imprecise data. However, the assessment of the statistical validity of the obtained solution is still needed. To derive standard
errors, resampling techniques, such as bootstrap, can be adopted. A detailed study about nonparametric bootstrapping in
three-way analysis can be found in [11]. In this work, such bootstrap procedures will be suitably extended to deal with
imprecise data.
Summing up, we will analyze three-way data affected by imprecision and randomness in a twofold manner. The uncer-
tainty due to randomness will be handled by bootstrapping. The one due to imprecision will be managed in terms of fuzzy
sets and the standard Tucker3 and CANDECOMP/PARAFAC models will be generalized to the fuzzy set case on the basis of
some existing proposals of PCA for imprecise data [12–18]. The paper is organized as follows. In the next section, the notion
of fuzzy sets is introduced with reference to the so-called LR2 or trapezoidal family. Then, in Section 3, the Tucker3 and CAN-
DECOMP/PARAFAC models are briefly recalled. Section 4 is devoted to the extensions of the above three-way models for
imprecise data. As the proposed models are based on a Least Squares viewpoint, a dissimilarity measure between observed
and modelled fuzzy data is introduced. The iterative algorithm for determining the optimal solution along with a proposal
for plotting the observations onto the obtained low-dimensional space are given. This section also contains the nonpara-
metric bootstrap procedure for computing the standard errors of the model parameters. Then, in Section 5, the results of a
simulation experiment for comparing the performances of the here-proposed techniques and the classical three-way ones
are given. Finally, in Section 6, an application to a real imprecise data set is described in order to show how themodels work
in practice.
2. Fuzzy data
The most common class of fuzzy sets is the so-called LR family, where ‘L’ and ‘R’ denote ‘Left’ and ‘Right’, respectively. In
particular, an LR2 fuzzy datum is described by the quadruplet X˜ = (m1,m2, l, r)LR where m1 and m2 are the left and right
‘modes’, respectively, and l (>0) and r (>0) the left and right spreads, respectively, with membership function [19]
µX˜ (x) =

L
(
m1 − x
l
)
x ≤ m1
1 m1 ≤ x ≤ m2
R
(
x−m2
r
)
x ≥ m2.
(1)
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Fig. 1. Fuzzy data, intervals and numbers.
In (1), the functions L and R are particular shape functions from R+ to [0, 1] which must fulfill specific requirements.
However, almost always, L (z) = R (z) =
{
1− zq 0 ≤ z ≤ 1
0 otherwise, , with q > 0. If q = 1, then X˜ is a trapezoidal fuzzy datum
with membership function
µX˜ (x) =

0 x ≤ m1 − l
1− m1 − x
l
m1 − l ≤ x ≤ m1
1 m1 ≤ x ≤ m2
1− x−m2
r
m2 ≤ x ≤ m2 + r
0 x ≥ m2 + r.
(2)
The interval [m1,m2] can be denoted as the inner part of the LR2 fuzzy datum. Instead, the interval [m1 − l,m2 + r] can be
referred to as the outer part. With reference to the universe U , the h-level set (0 < h ≤ 1) of a fuzzy datum X˜ can be defined
as
{
x ∈ U : µX˜ (x) ≥ h
}
and the strong h-level set (0 ≤ h < 1) can be defined analogously replacing the inequality by the
strict inequality.
Special cases of the LR2 fuzzy datum can be obtained as follows (see Fig. 1). When m = m1 = m2 we get the so-called
LR1 fuzzy datum; when l = r = 0 the LR2 fuzzy datum reduces to an interval (with lower boundm1 and upper bound m2).
Finally a number (crisp datum) can be obtained whenm = m1 = m2 and l = r = 0.
3. Three-way component models for precise data
Let X be a three-way (sample) data array containing crisp information about a set of I units on J variables at K measure-
ment occasions. Starting from X, it is often useful to determine the two-way matrix unfolding Xa(I × JK), which contains
all the frontal slices of the three-way array (the ‘units × variables’ data matrices collected at every occasion) next to each
other. Hereinafter, the process of rearranging the elements of X into a two-way matrix is called ‘unfolding’. The previously
described unfolding is usually known as the unit mode one, where the term ‘mode’ is here referred to as a set of entities.
3.1. Tucker3 (T3)
The Tucker3 (T3) model [1] can be formalized as follows:
Xa = AGa
(
C′ ⊗ B′)+ Ea. (3)
In (3), apart from the residual matrix Ea(I × JK), Xa is expressed in terms of the component matrices for the units A (I × P),
variables B (J × Q ) and occasions C (K × R), and Ga(P × QR). The matrix unfolding Ga contains the frontal slices of the
three-way array G (P × Q × R), usually known as ‘core’, which shows the triple interactions among the components of the
modes. P, Q and R are the numbers of components for the unit, variable and occasionmodes, respectively. Finally,⊗ denotes
the Kronecker product.
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Also note that at least other two unfolding can be performed. These areXb(J×KI), with the occasionmode entities nested
within the units (variablemode unfolding), andXc(K× IJ), with the unit mode entities nestedwithin the variables (occasion
mode unfolding). Equivalent formulations of the T3 model can then be derived:
Xb = BGb
(
A′ ⊗ C′)+ Eb, (4)
Xc = CGc
(
B′ ⊗ A′)+ Ec . (5)
By inspecting (3)–(5) it should be clear that the component matrices play fully symmetric roles. The T3 solution suffers
from rotational indeterminacy. In fact, if S, T and U are non-singular matrices, then an equivalent T3 solution is given by
A∗ = AS, B∗ = BT, C∗ = CU and G∗a = S−1Ga
(
U−1
′ ⊗ T−1′
)
. In fact, it is easy to see that AGa
(
C′ ⊗ B′) = A∗G∗a (C∗′ ⊗ B∗′).
Therefore, on the one hand, the T3 solution is not identified, but, on the other hand, this can be helpful in order to facilitate
the interpretation of the extracted components (as we shall see in the application).
3.2. CANDECOMP/PARAFAC (CP)
The CANDECOMP/PARAFAC (CP) model [2,3] can be written as:
Xa = A (C B)′ + Ea, (6)
where  denotes the Khatri–Rao product, i.e. the columnwise Kronecker product. In (6) the structural part of the model
is expressed in terms of the component matrices for the three modes, whilst the core array disappears. In CP the same
components are extracted for the unit, variable and occasion modes. In particular, the number of extracted components is
S = P = Q = R. As is for T3, equivalent formulations of CP can be written for Xb and Xc . In contrast with T3, under mild
conditions the CP solution is unique up to rescaling and joint permutation of the columns of A, B and C [20].
It is important to stress that CP can be seen as a constrained version of T3 imposing the core array to be unit superdiagonal
(gpqr = 1 if p = q = r , gpqr = 0 otherwise). In fact, (C B)′ = Ia
(
C′ ⊗ B′), where Ia(S × S2) denotes the unfolding of the
three-way unit superdiagonal array of order S. It follows that CP is more parsimonious but less general than T3. As a general
rule, in order to choose between CP and T3, one can start performing CP with S components. If the solution does not well
capture the relevant information in the data, one can try to further increase S. However, if CP appears to be too restrictive
for the data at hand even by increasing S, it is then advisable to perform T3.
Remark 1. Three-way component models as constrained (two-way) PCA’s. T3 and, indeed, CP can be thought of as constrained
versions of standard PCA (on Xa). Without loss of generality, we consider the T3 model. If we set F = (C⊗ B)G′a and
substitute it into (3), we then get Xa = AF′ + E, which is the classical PCA decomposition of Xa in terms of the component
score matrix A and the component loadingmatrix F. It follows that the T3model can be seen as a constrained version of PCA
with F constrained to be equal to (C⊗ B)G′a. This constraint is fruitful in order to capture the three-way interactions in the
data.
4. Three-way component models for imprecise data
We now assume that the information at hand is affected by imprecision. After the fuzzification process, the available
sample data consist of the LR2 fuzzy scores of I units on J variables at K occasions. Thus, each observation is described by JK
features. The data set is stored into the three-way fuzzy array X˜ = (M1,M2, L,R)LR of order (I × J × K), whereM1,M2, L
and R are three-way arrays containing the left modes, right modes, left spreads and right spreads, respectively. In the crisp
data case, every observation can be represented as a point in the reference space RJK . Instead, in the fuzzy data case, every
observation can be represented as a cloud of 2JK points in RJK (for every axis, the bounds of the outer part). By inspecting
their locations, it is easy to note that such points define a hyperrectangle in RJK (a segment if JK = 1, a rectangle if JK = 2,
etc.). These hyperrectangles are characterized by 2JK vertices. Themain aim of the proposed three-way componentmodels is
to determine the best low-dimensional approximation of the set of hyperrectangles. Following a least squares point of view,
this can be done by detecting component matrices (and, in the T3 case, the core array) such that a suitable dissimilarity
measure between observed and modelled data is minimized.
4.1. Dissimilarity measure
In order to compare the observed data and the modelled ones, the following (squared) dissimilarity measure is adopted:
d2LR2 =
2JK∑
v=1
∥∥∥∥∥
[
(M1a − La3)HLv + (M2a + RaP)HRv
]
−
[(
Mˆ1a − Lˆa3
)
HLv +
(
Mˆ2a + RˆaP
)
HRv
] ∥∥∥∥∥
2
, (7)
where M1a, M2a, La and Ra, and Mˆ1a, Mˆ2a, Lˆa and Rˆa denote the unit mode unfolding of the observed and modelled arrays
of left modes, right modes, left spreads and right spreads, respectively. Clearly, all these matrices are of order (I × JK).
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In (7) two observations described by J fuzzy variables collected at K occasions are compared by considering the squared
distances between each and every vertex of the observed and modelled hyperrectangles associated with the observations
involved. The modelled matrices will be defined according to a generalization of T3 and CP for fuzzy data, which will be
proposed and discussed in Section 4.2. In (7) matrices3 and P appear. These are diagonal matrices of order JK , the non-zero
elements of which are λv =
∫ 1
0 L
−1
v (η)dη and ρv =
∫ 1
0 R
−1
v (η)dη, respectively. Lv and Rv denote, respectively, the left and
right membership functions corresponding to the vth combination of variables and occasions (e.g., if J = 6 and K = 5, when
v = 8, since the variables are nested within the occasions, the combination corresponds to k = 2 and j = 3). For the LR
family, the values of λv and ρv are lower than one. Thus, the parameters λv and ρv play the role of scaling the left and right
spreads, respectively. This is based upon the empirical assumption that the importance of the points (evaluated bymeans of
the membership function) decreases as they are farther from the inner part of the fuzzy datum (in the bounds of the outer
part the membership degree is 0). In the sequel, we shall limit our attention to the trapezoidal case. We get λv = ρv = 12
and3 = P = λIJK = ρIJK = 12 IJK , where IJK denotes the identity matrix of order JK. Finally, HLv and HRv are diagonal matrices
of order JK which permit us to describe every vertex of the hyperrectangles. Their diagonals are the rows of matricesHL and
HR of order (2JK × JK). The matrixHL contains all the possible JK -dimensional vectors of 0 and 1. AlsoHR has elements equal
to 0 and 1 with switched places with respect to HL. For instance, when J = 2 and K = 1, we have
HL =
1 11 00 1
0 0
 , HR =
0 00 11 0
1 1
 . (8)
Every pair of rows of HL and HR allows us to describe a given vertex. For instance, the last rows refer to the vertex of the
upper bounds. In fact, using HL2JK and H
R
2JK (their diagonal elements correspond to the last rows of H
L and HR), we have that
(M1a − La)HL2JK + (M2a + Ra)HR2JK = (M1a − La) 0JK + (M2a + Ra) IJK = M2a + Ra, where 0JK is the square matrix of order
JK with zero elements.
It is easy to see that (7) is composed by the sum of 2JK distance measures. Unfortunately, this may prevent its use,
even for small values of J and K. However, (7) can be simplified expanding its norms and noting that HLvH
R
v = 0JK and∑2JK
v=1 tr(YH
L
v) =
∑2JK
v=1 tr(YH
R
v) = 2JK−1tr(Y), for every square matrix Y of order JK. We thus get
d2LR2 = (2JK−1)
∥∥∥M1a − Mˆ1a∥∥∥2 + (2JK−1) ∥∥∥M2a − Mˆ2a∥∥∥2
− 2JK tr
[(
M1a − Mˆ1a
)′ (
λLa − λLˆa
)]
+ 2JK tr
[(
M2a − Mˆ2a
)′ (
ρRa − ρRˆa
)]
+ 2JK−1
∥∥∥λLa − λLˆa∥∥∥2 + 2JK−1 ∥∥∥ρRa − ρRˆa∥∥∥2
∼=
∥∥∥M1a − Mˆ1a∥∥∥2 + ∥∥∥M2a − Mˆ2a∥∥∥2 − 2tr [(M1a − Mˆ1a)′ (λLa − λLˆa)]
+ 2tr
[(
M2a − Mˆ2a
)′ (
ρRa − ρRˆa
)]
+
∥∥∥λLa − λLˆa∥∥∥2 + ∥∥∥ρRa − ρRˆa∥∥∥2 . (9)
4.2. Models
The Tucker3 model for LR2 Fuzzy data (T3-F) can be formalized as follows:
(M1a − La)HLv + (M2a + Ra)HRv =
(
Mˆ1a − Lˆa
)
HLv +
(
Mˆ2a + Rˆa
)
HRv + Eva, v = 1, . . . , 2JK , (10)
Mˆ1a = AM1Ga
(
C′ ⊗ B′) , (11)
Mˆ2a = AM2Ga
(
C′ ⊗ B′) , (12)
Lˆa = ALGa
(
C′ ⊗ B′) , (13)
Rˆa = ARGa
(
C′ ⊗ B′) , (14)
where AM1 , AM2 , AL and AR denote the componentmatrices for the unit mode of the left modes, right modes, left spreads and
right spreads, respectively. Moreover, B and C are the componentmatrices for the variable and occasionmodes, respectively,
and Ga the unit mode core unfolding. Finally, Eva, v = 1, . . . , 2JK , denote residual matrices. The CP version can be easily
obtained by replacing Ga with Ia in (11)–(14), thus, yielding the CP-F model.
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Fig. 2. ith modelled hyperrectangle.
The idea behind the here-proposed models is that all the modes and vertices of the hyperrectangles associated with
the set of units share the same components for the variable and occasion modes (and the core in the T3-F case). These
components are found by making a sort of compromise betweenmodes and spreads information. On the contrary, different
components for the unit mode are extracted. In fact, every entity of the fuzzy data (modes and spreads) is associated with
a specific component matrix. See also Fig. 2 in which the ith modelled hyperrectangle is depicted in the trivial case with
J = 1, K = 2 and P = Q = R = 1.
4.3. Solution
The optimal solution of themodel can be attained byminimizing (9) with respect to AM1 , AM2 , AL, AR, B, C and, for T3-F, G.
This can be done by means of an Alternating Least Squares (ALS) algorithm.1 As is well known, ALS procedures consist
of alternatingly updating each parameter matrix while keeping the remaining parameter matrices fixed. At each step, the
algorithmmonotonically decreases the loss function. As (9) is bounded below, it converges to at least a local minimum and,
however, in order to increase the chance of finding the global minimum, more than one random start is recommended. The
optimal solution can be found in the Appendix.
Similarly to the crisp data case, the T3-F solution is not unique. In fact, equally well-fitting solutions can be obtained
by arbitrary non-singular transformations of all component matrices, provided that these rotations are compensated in the
core. More specifically, if AM1 , AM2 , AL and AR are jointly postmultiplied by a non-singular square matrix S, B by T and C byU,
it is sufficient to replace Ga by S−1Ga
(
U−1
′ ⊗ T−1′
)
without loss of fit. As for the crisp data case, this does not hold for CP-F.
4.4. Probabilistic uncertainty
As already remarked, the T3 andCPmodels are usually knownas exploratory three-way analysis techniques. Nevertheless,
upon obtaining the optimal solution, it may be interesting to assess the uncertainty due to sampling associated with the
parameter matrices. A possible way to do so is by bootstrapping. In the three-way crisp data case, one can see [11]. In the
imprecise data case, a nonparametric bootstrap procedure can be developed on the basis of the findings in [11]. This allows
us to evaluate the statistical validity of the component matrices estimated by T3-F or CP-F in the form of percentile intervals
or standard errors.
LetB, C andG (in the T3-F case) be the optimal parametermatrices obtained by the T3-F or CP-F analysis of X˜ (note thatwe
ignore the componentmatrices for the unit mode since they are not directly comparable because the entities of such amode
are used for resampling). By supposing that the entities of the unit mode are a random sample drawn from a population,
we generate B bootstrap samples of size I. Here, the basic idea is to mimic the data generation process yielding the sample
data array X˜. With respect to the bth bootstrap sample (b = 1, . . . , B), we perform the same three-waymodel (T3-F or CP-F)
applied to X˜ using the same numbers of components and considering the same preprocessing step (see Remark 2 in the
sequel). Let Bb, Cb andGb (in case of T3-F) be the resulting optimal solution. For every element of every parametermatrix, the
variation across the B bootstrap samples provides an estimate of the variation if we repeatedly sampled from the population.
In this way, we can compute the standard errors or percentile intervals for every parameter. However, attention should be
1 A MATLAB routine for running the algorithm can be obtained upon request.
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paid to the non-uniqueness property of three-way methods. This should be done not only for T3-F, but also for CP-F due to
the possible rescaling and joint permutation of the columns of the component matrices.
With respect to CP-F, we need to scale the columns of B and C (bs and cs, s = 1, . . . , S, respectively) to unit sum
of squares. The same scaling is then performed on Bb and Cb. Then, the columns of Bb and Cb (bbs and c
b
s , s = 1, . . . , S,
respectively) are jointly permuted to maximize
∑S
s=1
∣∣ϕ (bs, bbs )∣∣ ∣∣ϕ (cs, cbs )∣∣, where ϕ (x, y) = x′y‖x‖‖y‖ is the Tucker
congruence coefficient [21]. If necessary the columns of Bb and Cb should be multiplied by−1 to ensure that all the Tucker
congruence coefficients are non-negative. See also [11].
With respect to T3-F, first we need to rotate Bb and Cb so that they resemble as much as possible B and C by finding non-
singular matrices Tb and Ub such that ‖Bb − BTb‖2 and ‖Cb − CUb‖2 are minimized. This leads to the new component
matrices BbTb and CbUb compensating these rotations in the core Gb
(
Ub−1 ⊗ Tb−1
)′
, where Tb = (BbBb)−1 Bb′B and
Ub = (CbCb)−1 Cb′C. To simplify the notation, let Gb be the so-obtained rotated core. It remains to further transform Gb
so that it becomes optimally similar to G. This can be done by seeking the non-singular matrix Sb such that ‖SbGba − Ga‖2 is
minimized. Then, we replaceGba by S
bGba with S
b = GaGb′a
(
GbaG
b′
a
)−1
. Such a transformation should be finally compensated in
the component matrices for the unit mode, but, in practice, this is not done since we do not use these component matrices.
See also [11].
4.5. Low-dimensional plot
In the crisp data case, the entities of the unit mode can be projected as points onto the P-dimensional subspace of RJK
spanned by Fa = (C⊗ B)G′a using the rows of A as coordinates, provided that Fa furnishes an orthonormal basis. To this
purpose, the rotational freedom of T3 can be used by means of, for instance, Gram–Schmidt orthonormalization. In the CP
framework, the plot can still be performed replacing Ga by Ia. See, for further details, [22]. Also for T3-F and CP-F, the low-
dimensional plot can be done considering the subspace spanned by, once again, Fa = (C⊗ B)G′a. However, in the fuzzy
data case, it would be insightful if the observations could be represented as low-dimensional hyperrectangles (rectangles if
P = 2). Assuming the columnwise orthonormality of Fa, the bounds of these hyperrectangles can be obtained using the rows
of AM1 , AM2 , AL and AR as coordinates of the left modes, right modes, left spreads and right spreads, respectively. Let AM1 i,
AM2i, ALi and ARi be the diagonal matrices with non-zero elements equal to the ith row of AM1 , AM2 , AL and AR, respectively.
The vertices of the low-dimensional hyperrectangles are then given by
Ai =
[PHL(AM1 i − ALi)+ PHR(AM2 i + ARi)] , i = 1, . . . , I, (15)
where PHL and PHR help us to describe the vertices of the low-dimensional hyperrectangles. They have the same structures
as for HL and HR but are of order (2P × P). If P = 2, they are equal to those in (8). However, it may be convenient to plot
smaller low-dimensional hyperrectangles considering the most ‘essential’ parts of the fuzzy data, i.e. the (strong) h-level
sets. One way to do so is given by
Ai =
[PHL(AM1 i − L−1(h)ALi)+ PHR(AM2 i + R−1(h)ARi)] , i = 1, . . . , I. (16)
Note that in the trapezoidal case, L−1(h) = R−1(h) = (1− h). Thus, (16) coincides with (15) if h = 0.
Summing up, by means of (15)–(16), we are able to determine the vertices of the low-dimensional hyperrectangles
associated with the observations. These vertices are constructed on the basis of the component matrices for the unit mode.
It is fruitful to observe that such component matrices yield information about the imprecision associated with every unit.
As a consequence, the sizes of the low-dimensional hyperrectangles provide a graphical tool for evaluating the levels of
imprecision affecting the observations.
Remark 2. Preprocessing. In several occasions, it may be convenient to preprocess the data before fitting them by a model.
This can be done by centering and/or scaling in order to eliminate unwanted differences in level and scale among the
data. As for the three-way crisp data case, a crucial point is how each set of entities should be dealt with in centering
and/or scaling the data [23,24]. Centering the data across (without loss of generality) the unit mode leads to the generic
fuzzy datum x˜ijk = (m1ijk − ψ·jk,m2ijk − ψ·jk, lijk, rijk)LR where ψ·jk =
∑I
i=1 m1ijk+m2ijk
2I . Note that, as the spreads provide
a measure of the imprecision of the fuzzy data, it does not make sense to center them. Scaling the data within (without
loss of generality) the variable mode consists of dividing both the modes and the spreads by the standard deviation of the
left and right modes computed with respect to the variable mode, that is x˜ijk = (m1ijk/ξj,m2ijk/ξj, lijk/ξj, rijk/ξj)LR where
ξj =
√∑I
i=1
∑K
k=1
[
(m1ijk−ψ·j·)2+(m2ijk−ψ·j·)2
]
2IK with obvious notation.
Remark 3. Goodness of fit index. To evaluate the goodness of fit of the model, taking into account (7) and (9), the following
index can be adopted:
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1−

∥∥∥M1a − Mˆ1a∥∥∥2 + ∥∥∥M2a − Mˆ2a∥∥∥2 − 2tr [(M1a − Mˆ1a)′ (λLa − λLˆa)]
+2tr
[(
M2a − Mˆ2a
)′ (
ρRa − ρRˆa
)]
+
∥∥∥λLa − λLˆa∥∥∥2 + ∥∥∥ρRa − ρRˆa∥∥∥2

‖M1a‖2 + ‖M2a‖2 − 2tr (M1aλLa)+ 2tr (M2aρRa)+ ‖λLa‖2 + ‖ρRa‖2
. (17)
It compares the explained sum of squares to the observed one. The index takes values in [0, 1]. The higher the index is, the
better the model fits the data.
Remark 4. Special cases. LR1 fuzzy data: (9) reduces to
d2LR1
∼= 2
∥∥∥Ma − Mˆa∥∥∥2 − 2tr [(Ma − Mˆa) (λLa − λLˆa)]
+ 2tr
[(
Ma − Mˆa
) (
ρRa − ρRˆa
)]
+
∥∥∥ρRa − ρRˆa∥∥∥2 + ∥∥∥λLa − λLˆa∥∥∥2 (18)
and the component model is defined by (10)–(11), and (13)–(14) withMa = M1a = M2a. The optimal component matrices
can be attained by using the iterative solution given in the Appendix (withMa = M1a = M2a).
Interval valued data: When La = Ra = 0I×JK , (9) is simplified as
d2I ∼=
∥∥∥M1a − Mˆ1a∥∥∥2 + ∥∥∥M2a − Mˆ2a∥∥∥2 = ∥∥∥∥[M1aM2a
]
−
[
Mˆ1a
Mˆ2a
]∥∥∥∥2 (19)
and the model is formalized by (10)–(12) (with La = Ra = 0I×JK ). The optimal solution can be found by performing an
ordinary three-way component model on
[
M1
M2
]
.
Crisp data: When Ma = M1a = M2a and La = Ra = 0I×JK , the proposed model reduces to an ordinary three-way model
applied toM.
5. Simulation experiment
5.1. Research questions
A simulation experiment has been performed in order to compare the performances of the proposedmodels and standard
three-waymodels applied to crisp data. In fact, from a theoretical point of view, the spread information should play an active
role in performing component models under the empirical assumption that ignoring available information is meaningless.
Nonetheless, from a practical point of view, one may argue that considering precise information (crisp data) may be more
powerful than considering imprecise information (fuzzy data). Specifically, the aim of this simulation study is to assess
whether the use of fuzzy data improves the quality of the results in terms of recovery of the component matrices for the
variable and occasion modes and the core. Moreover, the simulation experiment aims at evaluating whether the measures
of statistical validity of the component matrices provided by bootstrapping in the fuzzy data case are more valuable than
those in the crisp data case. Limiting our attention to T3, the competitors are T3-F and standard T3’s applied to the means
of the inner or outer parts of the fuzzy data (M1+M22 and
(M1−L)+(M2+R)
2 , respectively).
5.2. Construction of simulated data
Randomly generated fuzzy population data with size N = 1000 were constructed with known T3 model structure and
various numbers of variables, occasions (J = 10 × K = 10, J = 40 × K = 10 and J = 40 × K = 40) and components
(P = 2×Q = 2×R = 2, P = 4×Q = 2×R = 2, P = 4×Q = 4×R = 2 and P = 4×Q = 4×R = 4).With respect to the nth
unit (n = 1, . . . ,N), the bounds of the low-dimensional hyperrectangles were generated as A∗n = 12P×PU[0,1]n + wPHU[0,1]n
where 12P×P (2P × P) is a matrix with unit elements, PH (2P × P) has the same structure as for HL (see (8) when P = 2) and
U[0,1]n is a diagonal matrix of order P with diagonal elements drawn randomly from U[0, 1]. Finally,w is a parameter tuning
the widths of the fuzzy data (w = 0.2, 0.5, 1.0). Then, the component matrices B∗ and C∗ were generated randomly from
U[0, 1] and were columnwise orthonormalized. The core array G∗ was constructed considering two assumptions. In the
former (G1), G∗ was generated from U[0, 1]; in the latter (G2), G∗ was constructed so that it had a simple structure. This was
done by randomly choosing a half of its elements and setting them to 0 and generating the other half of its elements from
U[0, 1]. Next, the bounds of the outer parts of the fuzzy data pertaining to the nth unit were obtained as theminima and the
maxima of the columns of A∗nG
∗
a
(
C∗′ ⊗ B∗′) and were contained in the nth row of matrices X∗ and X¯∗, respectively. We thus
assumed that A∗n , B
∗, C∗ and G∗a were the unique parametermatrices underlying the data despite the rotational freedom of T3
and T3-F. The bounds of the inner parts (i.e., the left and rightmodes)were then constructed asM∗1 = X∗+(X¯∗−X∗)∗U[0,0.5]
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andM∗2 = X∗ + (X¯∗ − X∗) ∗ U[0.5,1], respectively. The symbol ∗ denotes the Hadamard product and U[0,0.5] and U[0.5,1] are
matrices of order (I × JK ) with elements drawn randomly from U[0, 0.5] and U[0.5, 1], respectively. Finally, noise was
added to the data so that the simulated data were constructed as X = X∗ + eEX, X¯ = X¯∗ + eEX, M1 = M∗1 + eEM1
and M2 = M∗2 + eEM2 . The noise matrices were filled with elements drawn randomly from U[−1, 1] and rescaled so that
their sum of squares equaled a fraction e (e = 0.1, 0.5, 1.0) of the sum of squares of the corresponding matrices. If, after
adding noise to the matrices, some elements ofM1 were higher than the corresponding ones ofM2, we replaced the values
involved by the average ones. Moreover, if some elements of Xwere higher than the corresponding ones ofM1, we replaced
the elements involved of X by the corresponding ones ofM1 and the same was done if some elements of X¯were lower than
the corresponding ones ofM2.
From each of the above defined populations, we generated random samples of size I = 10 (only for the case J = 10×K =
10), and size I = 40 (for the cases J = 10 × K = 10, J = 40 × K = 10 and J = 40 × K = 40). Summing up, the sample
data arrays were of order 10 × 10 × 10, 40 × 10 × 10, 40 × 40 × 10 and 40 × 40 × 40). For each combination of all the
design variables, three replications were constructed. The design was fully crossed leading to a total of four (sample data
sizes) × four (numbers of components) × two (assumptions on the core) × three (width sizes) × three (error levels) ×
three (replications)= 864 fuzzy arrays.
5.3. Recovery criteria
For every simulated sample data array, T3-F and the two variants of standard T3 were performed. To assess how well a
model recovered the known parameter matrices B∗, C∗ and G∗a , we made use of the Proportion of Recovery (PR) index [25]:
PRB = 1− ‖Bˆ− B
∗‖2
‖B∗‖2 , PRC = 1−
‖Cˆ− C∗‖2
‖C∗‖2 , PRG = 1−
‖Gˆa − G∗a‖2
‖G∗a‖2
, (20)
where, for instance, Bˆ denotes the component matrix for the variable mode which resembled as much as possible B∗. This
was done taking into account the rotational freedom by using the same procedure adopted in Section 4.4. Thus, we suitably
rotated the estimated component matrices from the method at hand, say B and C, so as to obtain Bˆ = BT and Cˆ = CU,
respectively. After rotating B and C, these rotations were compensated in the core. Then, the core was rotated so that it
resembled G∗a . Note that these rotations were necessary because we investigated how much every method suffering from
rotational indeterminacy was able to recover the unique parameter matrices B∗, C∗ and G∗a underlying the simulated data.
To investigate the statistical validity of the obtained components, we performed the bootstrap procedure using B = 500
bootstrap samples. We derived the bootstrap estimates of the standard errors for every elements of B, C and G. To assess the
statistical validity of the estimated parameter matrices, we used the mean of the bootstrap estimates of the standard errors
concerning each matrix separately. We have:
ŜEB =
J∑
j=1
Q∑
q=1
ŝe
(
bjq
)
JQ
, ŜEC =
K∑
k=1
R∑
r=1
ŝe (ckr)
KR
, ŜEG =
P∑
p=1
Q∑
q=1
R∑
r=1
ŝe
(
gpqr
)
PQR
. (21)
Therefore, the PR index helped us to measure how well the sample parameter matrices recovered the corresponding
population parameter matrices known in advance, whereas the bootstrap estimates of the standard errors enabled us to
evaluate the associated uncertainty due to sampling.
5.4. Results
Table 1 contains the average PR and ŜE values. The former was computed as PR = PRB+PRC+PRG3 and the latter as
ŜE = ŜEB+ŜEC+ŜEG3 . By inspecting Table 1 we can observe that on average the PR value for T3-F (0.865) was higher than
those for T3’s in the inner and outer cases (0.846 and 0.861, respectively). This was found for most of the levels of the design
variables except for a few conditions, the most relevant of which is P = 4,Q = 4, R = 4. Thus, with respect to the recovery
of the known population component matrices, the simulation experiment showed that the T3-F model worked better, or at
least equally well, than the T3 models in both the inner and outer cases. Concerning the probabilistic uncertainty, we can
see that on average the sample parameter matrices resulting from T3-F were rather accurate estimates of the population
parameter matrices while those from standard T3’s were a little less accurate. In fact, the average ŜE values were 0.033 for
T3-F and 0.040 (inner case) and 0.039 (outer case) for standard T3’s. Hence, the use of the spread information provided a
source of additional information capable to improve the statistical validity of the extracted components. Specifically, the
average bootstrap estimates of the standard errors about each component matrix resulting from T3-F are uniformly lower
than those resulting from standard T3’s. Summing up, the simulation experiment showed that the performance of T3-F was
the best one, if compared with those of standard T3’s. This was found not only with respect to the recovery of the known
component matrices but also in terms of the associated statistical validity.
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Table 1
Recovering performances (average PR values) and statistical validity of the estimated matrices (average ŜE values) of T3-F and standard T3’s applied to the
means of the inner and outer parts of the fuzzy data.
Design variable T3-F T3 (inner case) T3 (outer case)
PR ŜE PR ŜE PR ŜE
I = 10, J = 10, K = 10 0.856 0.045 0.824 0.053 0.844 0.052
I = 10, J = 10, K = 40 0.899 0.030 0.884 0.041 0.899 0.038
I = 10, J = 40, K = 40 0.871 0.029 0.860 0.034 0.874 0.034
I = 40, J = 40, K = 40 0.833 0.029 0.816 0.032 0.825 0.033
P = 2,Q = 2, R = 2 0.828 0.031 0.808 0.040 0.819 0.040
P = 4,Q = 2, R = 2 0.906 0.012 0.885 0.015 0.888 0.014
P = 4,Q = 4, R = 2 0.862 0.037 0.842 0.047 0.858 0.047
P = 4,Q = 4, R = 4 0.864 0.054 0.848 0.058 0.876 0.056
w = 0.2 0.865 0.036 0.845 0.040 0.858 0.040
w = 0.5 0.865 0.034 0.850 0.040 0.864 0.039
w = 1.0 0.876 0.031 0.843 0.039 0.860 0.038
e = 0.1 0.919 0.012 0.920 0.016 0.917 0.016
e = 0.5 0.875 0.037 0.864 0.047 0.872 0.045
e = 1.0 0.802 0.051 0.754 0.057 0.791 0.056
G1 0.881 0.035 0.857 0.043 0.875 0.042
G2 0.849 0.032 0.835 0.037 0.847 0.036
Average 0.865 0.033 0.846 0.040 0.861 0.039
Fig. 3. Generic fuzzy datum.
6. Application
To illustrate how the proposed techniques work in practice, the results of an application of T3-F to real imprecise data
are reported. The collected data refer to the performance of the Italian branches of an important Italian bank with respect to
J = 7 bank indicators during K = 6 years (2000–2005). Unfortunately, a situation of partial ignorance occurs. In fact, due to
privacy reasons, the information is imprecise because we do not know exactly the scores corresponding to each and every
bank branch. Partial information on I = 52 pre-specified geographical areas (provinces, regions or sub-regions) is available.
For each spatial unit, the available information on the generic jth indicator at occasion k concerns the standard deviation
(σijk) and the average (µijk), minimum (xijk) and maximum (xijk) values computed with respect to the bank branches located
in the geographical area at hand. We decided to manage this information by means of fuzzy sets. As for the choice of a
prior distribution in Bayesian analysis, a sort of elicitation of the membership function is required (fuzzification process).
In practice, it is advisable that the fuzzy sets are constructed in such a way that they fully capture the essential (imprecise)
information. In this respect, every obtained fuzzy datum aims at expressing the degree of truth about the performance of a
generic spatial unit on a specific indicator in a given year. Here, a reasonable choicewas by considering trapezoidal fuzzy data
with left and right modes equal toµijk−σijk andµijk+σijk, respectively, and left and right spreads equal to (µijk−σijk)− xijk
and xijk − (µijk + σijk), respectively (see also Fig. 3). It follows that the resulting lower and upper bounds of every fuzzy
datum were xijk and xijk, respectively. Also note that this way of fuzzifying has been already suggested by various sources in
the literature (see, for instance, [13]).
On this fuzzy data array we applied T3-F (prior analyses showed that CP-F was too restrictive). The use of T3-F allowed
us to detect the underlying structure of the data taking into account the associated imprecision. Furthermore, to give an
insight into the statistical validity of the obtained underlying structure, the nonparametric bootstrap procedure illustrated
in Section 4.4 was considered. To this purpose, B = 1000 bootstrap samples of the same size as the original sample size
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Table 2
Fit values for a subset of T3-F for different numbers of components (P + Q + R ≤ 9).
P Q R P + Q + R Fit
1 1 1 3 0.53
2 2 1 5 0.67
2 2 2 6 0.68
3 2 2 7 0.71
3 3 2 8 0.75
4 3 2 9 0.77
Table 3
Varimax rotated component matrix for the variable mode.
Bank indicator Comp. 1 Comp. 2 Comp. 3
Loans/deposits (L/D) 0.46 (0.03) 0.48 (0.05) 0.09 (0.06)
Bad debts/loans (BD/L) −0.76 (0.03) 0.03 (0.04) 0.05 (0.04)
Financial intermediation and sundry incomes /total assets (FISI/TA) 0.14 (0.03) 0.57 (0.05) 0.03 (0.06)
Net interest income/total assets (NII/TA) −0.30 (0.03) 0.34 (0.04) 0.13 (0.05)
Administrative costs/total assets (AC/TA) −0.30 (0.02) 0.57 (0.04) −0.17 (0.04)
Return on equity (ROE) −0.00 (0.01) 0.04 (0.02) 0.64 (0.03)
Return on assets (ROA) −0.03 (0.01) −0.05 (0.03) 0.73 (0.03)
Note: The component scores higher than 0.25 in absolute sense are in bold. The bootstrap estimates of the standard errors are reported in parentheses.
were randomly generated and T3-F was applied in exactly the same way as we applied it to the original sample (as we will
describe in the sequel). Obviously, the parameter matrices resulting from every bootstrap sample were rotated so that they
become as similar as possible to the ones obtained from the original sample.
Before fitting the model to the data, these were preprocessed by centering across the unit mode and scaling within the
variable mode (see Remark 2). To choose the number of extracted components, we ran several T3-F analyses considering
different values of P, Q and R for which 3 ≤ P + Q + R ≤ 9. Note that only for combinations with PQ ≥ R and PR ≥ Q
and QR ≥ P does the model fit have to be computed, because a model where, for instance, R > PQ gives the same fit as a
model with R = PQ [26]. The results are given in Table 2, where we report only the values of P , Q and R with the highest
fit for each value of P + Q + R. We selected two solutions; these were P = 2, Q = 2, R = 1 (fit = 0.67), and P = 3,
Q = 3, R = 2 (fit = 0.75). In fact, in both the cases, the further increase of one component led to a relatively low increase
of fit. Unfortunately, the solution P = 2, Q = 2, R = 1 was more parsimonious but tended to oversimplify the underlying
structure of the data. Furthermore, some of the components were not well interpretable. We thus considered as optimal the
solution P = 3, Q = 3, R = 2, which seemed to cover the most important structural aspects in the data.
To simplify the interpretation of the components we operated as follows. First, the matrices B and C were orthonor-
malized and varimax rotated to simple structure. This was done compensating these rotations in the core. Then, also the
resulting core Ga was (row-wise) orthonormalized (this was helpful in order to plot the observations) and (row-wise) vari-
max rotated. This rotation was finally compensated in the component matrices for the unit mode. The so-obtained matrices
B, C and Ga are reported in Tables 3–5, which also contain the bootstrap estimates of the standard errors (in parentheses).
With respect to the variablemode (Table 3), the first component depends on, above all, L/D and BD/L (with negative sign).
Thus, this component can be interpreted as ‘low credit risk’. In fact, the branches with high first component scores loan a
large amount of their deposit, but their credit risks are very limited. To fortify this suggestion, it is interesting to observe the
negative score of NII/TA. This suggests that these branches lend money on low interest. Obviously, the lower the interest
is, the lower the credit risk is. Also note that these branches have very low operational costs (AC/TA with score−0.30). The
second component is related positively to L/D, FISI/TA, AC/TA and, to a lesser extent, NII/TA. Taking into account the scores of
L/D and FISI/TA, the branches with high second component scores seem to be characterized by high ‘stock exchange trading
and credit’. Since these branches lend a large amount of money (positive score of FISI/TA), the score of NII/TA (with positive
sign) shows that these branches grant high risk categories of customers (with a very high given interest). Also note that
these branches are characterized by the highest relative amount of operational costs (the AC/TA score is 0.57). Finally, the
third component relates positively to ROE and ROA and is therefore labelled ‘branches performance’. In order to evaluate
the statistical validity of the obtained component matrix, it is fruitful to observe that the average PR value over the 1000
bootstrap samples was 0.99. By inspecting Table 3, one can see that the bootstrap estimates of the standard errors for the
third component are bigger than the corresponding ones for the second component. The same comment holds for the second
component with respect to the first one. However, all the bootstrap estimates of the standard errors are very low. Thus, the
interpretation of the components appears to be very stable across the bootstrap samples. Therefore, this seems to gather
some evidence that the elements of B are extremely accurate estimates of the corresponding population parameters for the
variable mode.
The components for the occasion mode (Table 4) help us to distinguish two groups of years. The second component
is called ‘Twin Towers attack and its consequences’, being related mainly to years 2001 and 2002. The first component
captures the bank features during the remaining ‘standard’ years. In fact, it pertains mainly to years 2000 and 2003–2005.
The probabilistic uncertainty of C is higher than that of B, even if the average PR value over the 1000 bootstrap analyses
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Table 4
Varimax rotated component matrix for the occasion mode.
Year Comp. 1 Comp. 2
2000 0.48 (0.10) 0.20 (0.12)
2001 0.08 (0.10) 0.64 (0.13)
2002 −0.07 (0.15) 0.73 (0.19)
2003 0.55 (0.08) −0.07 (0.10)
2004 0.51 (0.06) −0.09 (0.07)
2005 0.43 (0.07) −0.02 (0.08)
Note: The component scores higher than 0.25 in absolute sense are in bold. The bootstrap estimates of the standard errors are reported in parentheses.
Table 5
Varimax rotated core matrix (unit mode unfolding).
r = 1 r = 2
q = 1 q = 2 q = 3 q = 1 q = 2 q = 3
p = 1 0.76 (0.03) −0.03 (0.03) 0.07 (0.04) 0.64 (0.03) 0.01 (0.04) −0.01 (0.02)
p = 2 −0.01 (0.02) 0.05 (0.05) −0.27 (0.10) 0.03 (0.03) 0.06 (0.08) −0.96 (0.06)
p = 3 −0.00 (0.01) 0.72 (0.03) 0.36 (0.06) −0.02 (0.02) 0.59 (0.05) 0.03 (0.02)
Note: The core elements higher than 0.25 in absolute sense are in bold. The bootstrap estimates of the standard errors are reported in parentheses.
remained high (0.91). In fact, the bootstrap estimates of the standard errors increase with respect to those obtained for B.
The second component appears to provide a little less accurate estimate of the corresponding population component, if
compared with the first component. Nonetheless, the registered variations across the bootstrap samples seem not to be
enough high to affect the interpretation. The main exception is year 2002, which is characterized by bootstrap estimates of
the standard errors remarkably higher than those of the remaining years.
To describe the interactions among the above-interpreted components and provide a first insight into the components
for the unit mode, we observe the core (Table 5). High values of the core array (in the absolute sense) highlight strong
interactions among the components. This enables us to make a summary description of the bank branches on the basis
of the indicators registered during the years under investigation. The first component for the unit mode is related to the
first variable mode component in both the occasion mode components. Therefore, the branches with high first unit mode
component scores present a low credit risk during all the reference years.
In a similarway, it is easy to see a negative interaction between components p = 2 and q = 3, especiallywhen r = 2. This
suggests that the branches with high second unit mode component scores are characterized by the worst performance (tak-
ing into account the interpretation of the third component for the variable mode and the negative sign of the corresponding
core elements). In particular, this holds when r = 2. Thus, such branches remarkably increase their pains due to the Twin
Towers attack. Finally, the third component for the unit mode presents a strong positive interaction with component q = 2.
As a consequence, we can state that the branches with high third unit mode component scores follow a corporate policy
related to high stock exchange trading and credit (on the basis of the interpretation of the second component for the variable
mode). Moreover, during years 2000 and 2003–2005 (r = 1), such branches have a high performance (the core element for
p = 3, q = 3 and r = 1 is 0.36). This does not hold during years 2001 and 2002 (the corresponding core element is 0.03).
Thus, once again, we can find branches, the performances of which get worse due to the Twin Towers attack (r = 2).
In order to give an insight into the uncertainty due to sampling of the core, we can analyze the bootstrap estimates of
the standard errors. From Table 5, it is easy to see that the sample core elements appear to be very stable (the average PR
value over the bootstrap solutions is 0.98). Hence, it can be concluded that our random sample well detects the existing
population interactions among the different components. In other words, all the strong population interactions seem to be
well recognized by our sample data array. This comment holds except for the core element for p = 2, q = 3 and r = 1. Such
an element is not very big in absolute value (−0.27) and the associated bootstrap estimate of the standard errors is high
to some extent (0.10). Thus, it seems to be somehow questionable that such a strong interaction exists for the population
components.
Further information about the bank branch differences can be attained by plotting the observations as low-dimensional
hyperrectangles using (16) with h = 1 onto the low-dimensional space spanned by Fa, which is already columnwise
orthonormal. In particular, the most important information can be found by considering the plot concerning the plane
spanned by the first and second unit mode components (Fig. 4). We can see that the geographical areas with positive first
unit mode component scores are located in Northern Italy, whereas thosewith negative scores in Central and Southern Italy.
It follows that such a component can also be labelled as ‘duality between Northern and Southern Italy’. We can then argue
that the bank branches from Northern (Southern) Italy are characterized by a low (high) credit risk. Therefore, the graphical
tool yields additional information about the unit mode components. In fact, so far, these components have been interpreted
indirectly on the basis of the components for the variable and occasion modes using the core array. Such a finding is based
on the analysis of the positions of the rectangles, but the rectangles can also be distinguished with respect to their sizes.
Specifically, the bigger a rectangle is, the more the imprecision associated with the bank branch is. The biggest rectangles
are those of Rome and Sicily (others). This reflects the imprecision associated with the indicators playing a relevant role in
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Fig. 4. Low-dimensional representation of the bank branches (Unit mode components 1 and 2). Upper side: first 26 bank branches. Lower side: last 26
bank branches.
explaining the two components at hand. In fact, we found that the values of such indicators for the bank branches located
in these two geographical areas are very heterogeneous, thus leading a high level of fuzziness.
7. Final remarks
In this paper an extension of the T3 and CP models for random and imprecise data has been proposed. A possible way
to manage imprecision is by fuzzy logic. Basically, fuzzy logic is a precise logic of imprecision. The proposed techniques
exploit the potentiality of fuzzy logic in detecting the underlying structure of the data taking into account their associated
imprecision. The management of the probabilistic imprecision is carried out by bootstrapping. The results of a simulation
study showed that the proposed techniques are more powerful than the standard ones with respect to both the recovery
of the underlying structure of the data and the statistical validity of the estimated parameter matrices. Specifically, if the
data are imprecise, we found that the use of tools for fuzzy data is recommended. Also the application to real data highlights
the capability of the proposed technique in mining relevant information from a three-way array of (imprecise) data. On the
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basis of the good results of the simulation study and the real application, the most relevant perspective of research is the
attempt to develop three-way component models able to manage both imprecision and randomness analyzing direct data
(original data rather than their covariances) and deriving theoretical expressions for the standard errors of the estimates.
Of course, a preliminary step is the development of a probabilistic formalization of three-way models for direct crisp data.
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Appendix
The minimization of the loss function in (9) can be attained by implementing an ALS algorithm. The iterative solution is
obtained as follows. Note that to indicate thematrix that we currently use tominimize the function in (9) wewill write only
that matrix within the parentheses in d2LR2 (·).
Updating AM1 : By exploiting (9), it remains to minimize
d2LR2
(
AM1
) = tr (FaA′M1AM1F′a − 2M′1aAM1F′a)− 2λtr (FaA′M1La + FaA′M1ALF′a) , (22)
where Fa = (C⊗ B)G′a. We then get
AM1 =
[
M1aFa − λ
(
LaFa − ALF′aFa
)]× [F′aFa]−1 , (23)
Updating AM2 : The way to derive the update of AM2 is similar to that for AM1 . In fact, it remains
d2LR2
(
AM2
) = tr (FaA′M2AM2F′a − 2M′2a AM2F′a)− 2ρtr (FaA′M2Ra + FaA′M2ARF′a) , (24)
from which
AM2 =
[
M2aFa + ρ
(
RaFa − ARF′aFa
)]× [F′aFa]−1 . (25)
It is important to observe that, in the case of LR1 fuzzy data, AM1 = AM2 = AM . Hence, the updates of AM1 and AM2 in (23)
and (25) are replaced by
AM =
[
2MaFa − λ
(
LaFa − ALF′aFa
)+ ρ (RaFa − ARF′aFa)]× [2F′aFa]−1 . (26)
Updating AL: We have
d2LR2 (AL) = −2tr
(
M′1aALFa + FaA′M1ALF′a
)+ λtr (FaA′LALF′a − 2L′aALF′a) . (27)
We then obtain
AL =
[
λLaFa + AM1F′aFa −M1aFa
] (
λF′aFa
)−1
. (28)
Updating AR: The way to derive the update of AR is similar to that for AL. We have
d2LR2 (AR) = −2tr
(
M′2aARFa + FaA′M2ARF′a
)+ ρtr (FaA′RARF′a − 2R′aARF′a) , (29)
and
AR =
[
ρRaFa − AM2F′aFa +M2aFa
] (
ρF′aFa
)−1
. (30)
Updating B: It remains to minimize
d2LR2 (B) = tr
(
FM1b B
′BFM1′b − 2M′1bBFM1′b
)
+ tr
(
FM2b B
′BFM2′b − 2M′2bBFM2′b
)
− 2λtr
(
−FM1b B′Lb + FM1b B′BFL′b −M′1bBFLb
)
+ 2ρtr
(
−FM2b B′Rb + FM2b B′BFR′b −M′2bBFRb
)
+ λ2tr (FLbB′BFL′b − 2L′bBFLb)+ ρ2tr (FRbB′BFR′b − 2R′bBFRb) , (31)
with FM1b =
(
AM1 ⊗ C
)
G′b, F
M2
b =
(
AM2 ⊗ C
)
G′b, F
L
b = (AL ⊗ C)G′b, FRb = (AR ⊗ C)G′b, FM1c =
(
AM1 ⊗ C
)
G′c . We then get
B =
[
M1bF
M1
b +M2bFM2b + λ2LbFLb + ρ2RbFRb
−λ
(
LbF
M1
b +M1bFLb
)
+ ρ
(
RbF
M2
b +M2bFRb
) ]× [FM1′b FM1b + FM2′b FM2b + λ2FL′b FLb + ρ2FR′b FRb−λ (FL′b FM1b + FM1′b FLb)+ ρ (FR′b FM2b + FM2′b FRb)
]−1
. (32)
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Updating C: The way to derive the update of C is similar to that for B. It thus remains to minimize
d2LR2 (C) = tr
(
FM1c C
′CFM1′c − 2M′1cCFM1′c
)+ tr (FM2c C′CFM2′c − 2M′2cCFM2′c )− 2λtr (−FM1c C′Lc + FM1c C′CFL′c −M′1cCFLc)
+ 2ρtr (−FM2c C′Rc + FM2c C′CFR′c −M′2cCFRc )+ λ2tr (FLcC′CFL′c − 2L′cCFLc)+ ρ2tr (FRcC′CFR′c − 2R′cCFRc ) , (33)
with FM1c =
(
AM1 ⊗ C
)
G′c , F
M2
c =
(
AM2 ⊗ C
)
G′c , F
L
c = (AL ⊗ C)G′c and FRc = (AR ⊗ C)G′c . We then obtain
C =
[
M1cFM1c +M2cFM2c + λ2LcFLc + ρ2RcFRc
−λ (LcFM1c +M1cFLc)+ ρ (RcFM2c +M2cFRc )
]
×
[
FM1′c F
M1
c + FM2′c FM2c + λ2FL′c FLc + ρ2FR′c FRc
−λ (FL′c FM1c + FM1′c FLc)+ ρ (FR′c FM2c + FM2′c FRc )
]−1
. (34)
Updating G: From (9) we have
d2LR2 (Ga) = tr
(
(C⊗ B)G′aA′M1AM1Ga
(
C′ ⊗ B′)− 2M′1aAM1Ga (C′ ⊗ B′))
+ tr ((C⊗ B)G′aA′M2AM2Ga (C′ ⊗ B′)− 2M′2aAM2Ga (C′ ⊗ B′))
− 2λtr ((C⊗ B)G′aA′M1L−M1aALGa (C′ ⊗ B′)+ (C⊗ B)G′aA′M1ALGa (C′ ⊗ B′))
+ 2ρtr ((C⊗ B)G′aA′M2R−M2aARGa (C′ ⊗ B′)+ (C⊗ B)G′aA′M2ARGa (C′ ⊗ B′))
+ λ2tr ((C⊗ B)G′aA′LALGa (C′ ⊗ B′)− 2L′aALGa (C′ ⊗ B′))
+ ρ2tr ((C⊗ B)G′aA′RARGa (C′ ⊗ B′)− 2R′aARGa (C′ ⊗ B′)) , (35)
and the update of G is
vec (Ga) =

(
C′C⊗ B′B)⊗ A′M1AM1 + (C′C⊗ B′B)⊗ A′M2AM2+λ2 ((C′C⊗ B′B)⊗ A′LAL)+ ρ2 ((C′C⊗ B′B)⊗ A′RAR)
−λ ((C′C⊗ B′B)⊗ (A′M1AL + A′LAM1))+ρ ((C′C⊗ B′B)⊗ (A′M2AR + A′RAM2))

−1
× vec
[
A′M1M1a (C⊗ B)+ A′M2M2a (C⊗ B)+
(
λ2A′LLa + ρ2A′RRa
)
(C⊗ B)
−λ (A′M1La + A′LM1a) (C⊗ B)+ ρ (A′M2Ra + A′RM2a) (C⊗ B)
]
. (36)
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