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Abstract
The eigenvalues and eigenvectors of the Hilbert–Schmidt operators corresponding to the
Wiener functionals of order 2, which give a rise of soliton solutions of the KdV equation, are
determined. Two explicit expressions of the stochastic oscillatory integral with such Wiener
functional as phase function are given; one is of inﬁnite product type and the other is of Le´vy’s
formula type. As an application, the asymptotic behavior of the stochastic oscillatory integral
will be discussed.
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1. Introduction
Let x40; Wn be the n-dimensional Wiener space over ½0; x; i.e., the space of all
continuous functions w : ½0; x-Rn with wð0Þ ¼ 0; and P be the Wiener measure on
Wn: AWiener functional q : Wn-R is said to be of order 2 if r3q ¼ 0; r being the
Malliavin gradient. The study of stochastic oscillatory integrals with phase Wiener
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functional q of order 2 Z
Wn
ezq dP; ð1Þ
where zAC has sufﬁciently small real part, goes back to 1940s, and there are a lot of
exact evaluations of such Wiener integrals. For example, see [1,2,5,6,8,10]. Recently,
Ikeda and the author showed [7] that the Wiener integral in (1) is applicable to the
study of reﬂectionless potentials and n-soliton solutions of the Korteweg–de Vries
(KdV) equation. In this paper, we investigate the Wiener functional q of order 2 of
the form
q ¼ a
2
2
Z x
0
/c; xpðyÞS2 dy þ
1
2
/bxpðxÞ; xpðxÞS; ð2Þ
where a40; cARn; xpðyÞ is the Rn-valued Ornstein–Uhlenbeck process with
parameter pARn starting from 0; b is a symmetric n 	 n matrix, and /;S denotes
the inner product in Rn: For details, see Section 2. The Wiener functionals
applied in [7] to the stochastic representation of reﬂectionless potentials and soliton
solutions of the KdV equations are exactly of this form. Also see Section 5. We shall
determine the eigenvalues fang of the Hilbert–Schmidt operator A ¼ r2q and the
associated normalized eigenvectors fhng: We shall then obtain the inﬁnite product
expression
Z
Wn
ezq dP ¼
YN
j¼1
ð1 zajÞ
 !1=2
ð3Þ
for zAC with sufﬁciently small real part. See Section 2. Such an inﬁnite product
expression is fundamental and plays a key role in the recent study of stochastic
oscillatory integrals. For example, see [6,10,12].
The inﬁnite product expression (3) suggests another way to obtain eigenvalues of
A: Namely if we have another expression of ðRWn ezq dPÞ2; then eigenvalues of A
which does not vanish are obtained as reciprocal of zeros of the function
z/ðRWn ezq dPÞ2: Following the idea of [5], we shall decompose A into a sum of
a Volterra operator and an operator with ﬁnite-dimensional range, and establish
another exact expression of the stochastic oscillatory integral. As applications, we
shall revisit the characterization of eigenvalues of A and observe the asymptotic
behavior of the stochastic oscillatory integral with phase Wiener function q of order
2 and amplitude function c:
In Section 2, we shall specify quadratic Wiener functionals which we are interested
in and compute the associated Hilbert–Schmidt operators. Their eigenvalues and
eigenvectors will be obtained in Section 3. In Section 4, following the idea developed
in [5], we shall establish an exact expression of
R
Wn e
zq dP by decomposing the
Hilbert–Schmidt operator into a sum of a Volterra operator and an operator with
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ﬁnite-dimensional range. In the same section, the expression will be applied to the
study of the asymptotic behavior of stochastic oscillatory integrals. Section 5 will be
devoted to applications of our result to the Wiener integrals associated with
reﬂectionless potentials and soliton solutions of the KdV equation.
2. Preliminaries
We ﬁrst ﬁx the notation which we shall use throughout the paper. The n-
dimensional Euclidean space Rn is thought of to be the vector space of column
vectors tða1;y; anÞ; where the superscript t indicates the transpose. Let p ¼
tðp1;y; pnÞARn and c ¼ tðc1;y; cnÞARn\f0g: Set D ¼ Dp ¼ diag½p1;y; pn: Deﬁne
the n-dimensional Ornstein–Uhlenbeck process xpðyÞ ¼ tðx1pðyÞ;y; xnpðyÞÞ associated
with D by the stochastic differential equation
dxpðyÞ ¼ dwðyÞ þ DxpðyÞ dy; xpð0Þ ¼ 0;
where dwðyÞ stands for the Itoˆ integral with respect to the Wiener process
fwðyÞgyA½0;x on Wn: Let Rn	n be the space of all real n 	 n matrices, and for
MARn	n we denote by eM the exponential of M; eM ¼PNk¼0 ð1=k!ÞMk: Note that
xpðyÞ ¼ eyD
Z y
0
ezD dwðzÞ; yA½0; x: ð4Þ
Denoting the matrix ðcicjÞ1pi; jpn by c#c; for zAC; we deﬁne the complex n 	 n
matrix BðzÞ by
BðzÞ ¼ D2 þ zc#c; ð5Þ
which plays a key role in the later sections. Let a40 and b be a symmetric n 	 n
matrix. Throughout this paper, we consider the Wiener functional
q ¼ a
2
2
Z x
0
/c; xpðyÞS2 dy þ
1
2
/bxpðxÞ; xpðxÞS: ð6Þ
Such a Wiener functional appeared in [7] to investigate reﬂectionless potentials and
soliton solutions of the KdV equation. For details, see [7] and Section 5.
We next investigate the Hilbert–Schmidt operator associated with q: We denote by
H the Cameron–Martin subspace of Wn; H is the real Hilbert space of all
absolutely continuous hAWn with L2-derivative h0: The inner product in H is
given by
/h; kSH ¼
Z x
0
/h0ðyÞ; k0ðyÞS dy; h; kAH:
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Lemma 1. Let n be a finite measure on ð½0; x;Bð½0; xÞÞ; SARn	n be symmetric and
non-negative definite, and fACð½0; x2;Rn	nÞ; where Bð½0; xÞ is the Borel s-filed of
½0; x: Define
Q ¼
Z x
0
S
Z x
0
f ðy; zÞ dwðzÞ;
Z x
0
f ðy; zÞ dwðzÞ
 
nðdyÞ:
Then, (i) Q is infinitely differentiable in the sense of the Malliavin calculus, (ii) the
operator L ¼ r2Q : H-H is deterministic and of trace class, and (iii) Q 
ð1=2Þ tr LAC2; where Ck is the space of Wiener chaos of order k: Moreover, if we
denote by fbjgNj¼1 the eigenvalues of L counted repeatedly according to the multiplicity,
then (3) holds with q ¼ Q and aj ¼ bj; j ¼ 1; 2;y; for zAC with sufficiently small real
part.
Proof. It is easily seen that Q is inﬁnitely differentiable. Observe that
/Lh; kSH ¼ 2
Z x
0
S
Z x
0
f ðy; zÞh0ðzÞ dz;
Z x
0
f ðy; zÞk0ðzÞ dz
 
nðdyÞ:
In particular, L is deterministic. Moreover, L is non-negative deﬁnite and
0ptr L ¼ 2
Z x
0
Z x
0
trftf ðy; zÞS f ðy; zÞg dz nðdyÞoN:
Thus L is of trace class.
Since
S
Z x
0
f ðy; zÞ dwðzÞ;
Z x
0
f ðy; zÞ dwðzÞ
 

Z x
0
trft f ðy; zÞS f ðy; zÞg dzAC2;
we have that Q  ð1=2Þ trLAC2:
To see the last assertion, note that r2fðrÞ2Lg ¼ 2L; where r is the dual
operator of r and L is thought of as a constant Wiener functional. Hence
Q  1
2
trL ¼ 1
2
ðrÞ2L:
Then it holds thatZ
Wn
ezQ dP ¼
Z
Wn
exp
z
2
ðrÞ2L þ z
2
tr L
	 

dP ¼ fdet2ðI  zLÞg1=2eðz=2Þ tr L
¼fdetðI  zLÞg1=2 ¼
YN
j¼1
ð1 zbjÞ
 !1=2
for zAC with sufﬁciently small real part, where det2 denotes the Carleman–Fredholm
determinant (cf. [6,10]). Thus (3) has been veriﬁed. &
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Due to (4) and Lemma 1, q in (6) satisﬁes that (i) qAC0"C2; (ii) the symmetric
Hilbert–Schmidt operator A : H-H deﬁned by
A ¼ r2q ð7Þ
is of trace class, and (iii) for zAC with sufﬁciently small real part, it holds that
Z n
W
ezq dP ¼ detðI  zAÞf g1=2¼
YN
j¼1
ð1 zajÞ
 !1=2
; ð8Þ
where a1; a2;y are eigenvalues of A counted repeatedly according to the
multiplicity.
We shall close this section by giving an explicit expression of A:
Lemma 2. Define A : H-H by (7). For each hAH; it holds that
ðAhÞ0ðyÞ ¼ eyD
Z x
y
ezDða2c#cÞxðz; hÞ dz þ eðxyÞDbxðx; hÞ; yA½0; x;
where
xðy; hÞ ¼ eyD
Z y
0
ezDh0ðzÞ dzARn; yA½0; x:
Proof. Due to (4), it holds that
/rðxipðyÞÞ; hSH ¼ xiðy; hÞ; i ¼ 1;y; n; hAH; yA½0; x;
where xðy; hÞ ¼ tðx1ðy; hÞ;y; xnðy; hÞÞ: Hence
/Ah; kSH ¼
Z x
0
/ða2c#cÞxðy; hÞ; xðy; kÞS dy þ/bxðx; hÞ; xðx; kÞS
¼ 
Z x
0
eyDða2c#cÞxðy; hÞ;
Z y
0
ezDk0ðzÞ dz
 
dy
þ exDbxðx; hÞ;
Z x
0
eyDk0ðyÞ dy
 
:
Applying the Fubini theorem, we obtain the desired identity. &
3. Eigenvalues and eigenvectors
Let A be as in Section 2. In this section, we compute its eigenvalues and
eigenvectors.
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Let
PðcÞ ¼ fgAL2ð½0; x;RnÞ :/g; cS ¼ 0 a:e:g:
If d1;y; dn1 are linearly independent and perpendicular to c; then
PðcÞ ¼
Xn1
j¼1
fjd j : fjAL2ð½0; x;RÞ; j ¼ 1;y; n  1
( )
:
For MARn	n; we deﬁne
sðy; MÞ ¼
XN
j¼0
y2jþ1
ð2j þ 1Þ! M
j; cðy; MÞ ¼
XN
j¼0
y2j
ð2jÞ! M
j: ð9Þ
Our goal of this section is
Theorem 3. It holds that
kerðAÞ ¼ hAH : h
0 ¼ g  D R 0 gðzÞ dz for some gAPðcÞ
with
R x
0 gðzÞ dzAkerðbÞ
( )
: ð10Þ
In particular, kerðAÞ ¼ f0g if n ¼ 1: Moreover, la0 is an eigenvalue of A if
and only if
det½cðx; Bða2=lÞÞ  fð1=lÞbþ Dgsðx; Bða2=lÞÞ ¼ 0; ð11Þ
where BðzÞ is the matrix defined in (5). In this case, the corresponding eigenvector hAH
is given by
h0ðyÞ ¼ fcðy; Bða2=lÞÞ  Dsðy; Bða2=lÞÞgu
for some uAker½cðx; Bða2=lÞÞ  fð1=lÞbþ Dgsðx; Bða2=lÞÞ\f0g:
Proof. Note that
x0ð; hÞ ¼ h0 þ Dxð; hÞ; ð12Þ
where x0ðy; hÞ ¼ ðd=dyÞðxðy; hÞÞ: Let lAR and hAH\f0g: By Lemma 2 and (12), we
see that the identity Ah ¼ lh is equivalent to that

Z x
y
ezDða2c#cÞxðz; hÞ dz þ exDbxðx; hÞ
¼ leyDfx0ðy; hÞ  Dxðy; hÞg; yA½0; x: ð13Þ
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We ﬁrst show characterization (10) of kerðAÞ: To do this, suppose that l ¼ 0:
Then (13) holds if and only if
bxðx; hÞ ¼ 0 and /c; xðy; hÞS ¼ 0; yA½0; x: ð14Þ
Let K be the set described in the right-hand side of identity (10). If hAkerðAÞ; then by
(14), x0ðy; hÞAPðcÞ and xðx; hÞAkerðbÞ: Due to (12),
h0ðyÞ ¼ x0ðy; hÞ  D
Z y
0
x0ðz; hÞ dz:
Thus hAK and hence kerðAÞCK : Conversely let hAK : For gAPðcÞ such that h0 ¼
g  D R 0 gðzÞ dz and R x0 gðzÞ dzAkerðbÞ; we have that
xðy; hÞ ¼
Z y
0
gðzÞ dz:
This implies that (14) holds, and hence hAkerðAÞ: Thus KCkerðAÞ: Identity (10) has
been veriﬁed.
If n ¼ 1; then c ¼ ðc1Þ; c1a0; and hence PðcÞ ¼ f0g: Thus the second assertion
follows.
To see the last assertion, let la0: Notice that (13) is equivalent to
x00ðy; hÞ  Bða2=lÞxðy; hÞ ¼ 0; yA½0; x; ð15Þ
with the terminal condition that
bxðx; hÞ ¼ lfx0ðx; hÞ  Dxðx; hÞg: ð16Þ
Since xð0; hÞ ¼ 0; (15) is equivalent to that
xðy; hÞ ¼ sðy; Bða2=lÞÞu; yA½0; x; for some uARn:
Plugging this into (16), we obtain that
cðx; Bða2=lÞÞu ¼ fð1=lÞbþ Dgsðx; Bða2=lÞÞu: ð17Þ
It is easily seen that sð; Bða2=lÞÞu  0 if and only if u ¼ 0; and that xð; hÞ  0 if and
only if h ¼ 0: Thus la0 is an eigenvalue of A if and only if there exists uARn\f0g
fulﬁlling (17), i.e. (11) holds, and then a corresponding eigenvector h satisﬁes that
xðy; hÞ ¼ sðy; Bða2=lÞÞu: By (12), this identity implies that h0 ¼ fcð; Bða2=lÞÞ
Dsð; Bða2=lÞÞgu: &
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4. Stochastic oscillatory integrals
We continue to consider the same q and A as deﬁned in Section 2. By virtue of (8),
the non-zero eigenvalues of A can be computed by zeros of the entire function
obtained as the holomorphic extension of the mapping z/ðRWn ezq dPÞ2: Thus an
alternative explicit expression of
R
Wn e
zq dP has its own interest. Moreover, the exact
expression is applicable to the study of the asymptotic behavior of stochastic
oscillatory integral of the form
R
Wn e
ilqc dP as lAR tends to inﬁnity, where i is the
imaginary unit.
4.1. Exact expression
In this subsection, we show that
Theorem 4. It holds that
Z
Wn
ezq dP ¼ fex tr D det½cðx; Bða2zÞÞ  ðzbþ DÞsðx; Bða2zÞÞg1=2 ð18Þ
for zAC with sufficiently small real part, where sðx; Bða2zÞÞ and cðx; Bða2zÞÞ are
defined as in (9). In particular, la0 is an eigenvalue of A if and only if (11) holds.
Before proceeding to the proof, we recall the method achieved by Ikeda et al. [5] to
compute stochastic oscillatory integrals. Let U : H-H be a symmetric Hilbert–
Schmidt operator which admits a decomposition that
U ¼ UV þ UF ;
where UV : H-H is a Volterra operator and UF : H-H is an operator with ﬁnite-
dimensional range. Then it holds that
Z
Wn
eðz=2Þðr
Þ2U dP ¼ fdetðI  zUF ðI  zUV Þ1Þg1=2eðz=2Þ tr UF :
If, in addition, U is of trace class, then
Z
Wn
eðz=2Þfðr
Þ2Uþtr Ug dP ¼ fdetðI  zUF ðI  zUV Þ1Þg1=2: ð19Þ
It should be mentioned that the above detð?Þ is a determinant of ﬁnite-dimensional
matrix, because the range of UF is of ﬁnite dimension.
As for the decomposition of A; we have that
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Lemma 5. Define AV ; AF : H-H by
ðAV hÞ0ðyÞ ¼ eyD
Z y
0
ezDða2c#cÞxðz; hÞ dz
ðAF hÞ0ðyÞ ¼ eyD
Z x
0
ezDða2c#cÞxðz; hÞ dz þ eðxyÞDbxðx; hÞ:
Let e1;y; en be the standard orthonormal basis of Rn; and define jiAH; i ¼ 1;y; n;
by j0iðyÞ ¼ eyDei: Then, (i) A ¼ AV þ AF ; (ii) AV is a Volterra operator, and (iii) the
range of AF is contained in the subspace of H spanned by j1;y;jn:
When b ¼ 0; such a decomposition as above has been obtained by Hara–Ikeda [4],
while theirs are of slightly more complicated form.
Proof. Assertion (i) is an immediate consequence of Lemma 2. Assertions (ii) and
(iii) follow from the very deﬁnition of AV and AF : &
Proof of Theorem 4. Due to the analyticity, it sufﬁces to show identity (18) for
sufﬁciently small lAR: By Lemma 5, it holds that
det½I  lAF ðI  lAV Þ1
¼ det½In  ðjjjijj1H jjjjjj1H /ji; lAF ðI  lAV Þ1jjSHÞ1pi; jpn;
where In denotes the n 	 n unit matrix. Since A is of trace class and q ¼
ð1=2ÞfðrÞ2A þ trAg; by (19) with U ¼ A; UV ¼ AV ; and UF ¼ AF ; we have thatZ
Wn
elq dP
¼ det In  jjjijj1H jjjj jj1H /ji; lAF ðI  lAV Þ1jjSH
 
1pi;jpn
	 
 1=2
: ð20Þ
We shall compute the right-hand side of (20). Let kj ¼ ðI  lAV Þ1jjAH; j ¼
1;y; n: By the deﬁnition of AV and (12), the identity ðI  lAV Þkj ¼ jj reads as
x0ðy; kjÞ  Dxðy; kjÞ  leyD
Z y
0
ezDða2c#cÞxðz; kjÞ dz ¼ j0jðyÞ ð21Þ
for any yA½0; x: Since j00j þ Dj0j ¼ 0; multiplying by eyD the both sides of (21) and
then differentiating, we see that (21) is equivalent to that
x00ð; kjÞ  Bða2lÞxð; kjÞ ¼ 0; x0ð0; kjÞ ¼ ej :
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Noticing that xð0; kjÞ ¼ 0; we have that
xðy; kjÞ ¼ sðy; Bða2lÞÞej:
Combining this with (21), we obtain thatZ x
0
ezDða2c#cÞxðz; kjÞ dz ¼ l1exDfcðx; Bða2lÞÞ  Dsðx; Bða2lÞÞ  exDgej;
which yields that
ðlAF ðI  lAV Þ1jjÞ0ðyÞ
¼ eðxyÞDfcðx; Bða2lÞÞ  ðlbþ DÞsðx; Bða2lÞÞ  exDgej :
For M ¼ ðMijÞ1pi;jpnARn	n; observe thatZ 
0
eðxyÞDMej dy ¼
Xn
k¼1
expk Mkjjk;
and hence that
ji;
Z 
0
eðxyÞDMej dy
 
H
¼ jjjijj2Hexpi Mij:
Thus, if we denote by Y ¼ diag½jjj1jjH ;y; jjjnjjH ; then
jjjijj1H jjjjjj1H /ji; lAF ðI  lAV Þ1jjSH
 
1pi; jpn
¼ YexDfcðx; Bða2lÞÞ  ðlbþ DÞsðx; Bða2lÞÞgY1 þ In:
In conjunction with (20), this implies identity (18). &
4.2. Asymptotic behavior
We ﬁrst give a review on analytic functions onWn: For a separable Hilbert space
E; we denote by DN;NðEÞ the space of inﬁnitely differentiable E-valued Wiener
functionals in the sense of the Malliavin calculus, whose derivatives of all orders are
pth integrable with respect to P for any pAð1;NÞ: For details, see [9,14]. We say
cADN;NðRÞ is analytic (cACo in notation) if there is pAð1;NÞ such that
XN
j¼0
rj
j!
jjrjcjjLpðH#jÞoN for any r40;
where H#j is the Hilbert space of Hilbert–Schmidt j-linear mappings on H and
LpðH#jÞ is the space of H#j-valued pth integrable functions with respect to P:
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Choosing appropriate version of Malliavin gradients rjc’s, we have the
expansion
cðw þ hÞ ¼
XN
j¼0
1
j!
/rjcðwÞ; h#jSH#j for every wAWn; hAH; ð22Þ
where /; SH#j stands for the inner product on H#j: See [10,12]. In what follows,
we always consider such nice versions of c and rjc’s as above, and these versions
will be used to evaluate c and so on.
Write Wn"iH; H"iH; and Wn"iWn for Wn 	 H; H 	 H; and Wn 	Wn;
respectively. Then Wn"iWn is a real Banach space with norm
jjw þ iw0jjWn"iWn ¼ jjwjjWn þ jjw0jjWn ; w; w0AWn;
where jj  jjWn stands for the Banach norm onWn: For their elements ðw; hÞAWn 	
H; ðh; h0ÞAH 	 H; and ðw; w0ÞAWn 	Wn; we write w þ ih; h þ ih0; and w þ iw0;
respectively. Due to (22), c extends to the function *c onWn"iH; which we call the
holomorphic prolongation of c; so that
*cðw þ ihÞ ¼
XN
j¼0
i j
j!
/rjcðwÞ; h#jSH#j ; wAWn; hAH:
Let q be the Wiener functional of order 2 deﬁned by (6) and A ¼ r2q: Denote
byWn0 the closure of kerðAÞ inWn; and by %p : Wn-Wn0 the stochastic extension of
the orthogonal projection p : H-kerðAÞ; if fkjgNj¼1 is an orthogonal basis of
kerðAÞ in H; then %p ¼PNj¼1 ðrkjÞkj; which converges a.s. in Wn: We are now
ready to state our result on the asymptotic behavior of stochastic oscillatory
integral.
Theorem 6. Suppose that cACo satisfies that (i)
PN
j¼0 ðrj=j!Þjjrjcjj2H#jAL1ðPÞ for
any r40; (ii) there is a measurable function c0 : W
n
0-R such that
*cððw þ w0Þ þ
ihÞ-c0ðwÞ as jjw0 þ ihjjWn"iWn-0 for any wAWn0; and (iii) there are l0X0 and d40
such that
sup
lXl0
Z
Wn
j *cððI  ilAÞ1=2wÞj1þdPðdwÞoN;
where ðI  ilAÞ1=2w ¼ w þPNj¼1 fð1 ilajÞ1=2  1gðrhjÞðwÞhj; fajgNj¼1 and
fhjgNj¼1 being the eigenvalues of A and the corresponding normalized eigenvectors.
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Then it holds that
det½cðx; Bðila2ÞÞ  ðilbþ DÞsðx; Bðila2ÞÞ 1=2Z
Wn
eilqc dP
-eðx=2Þtr D
Z
Wn
c03 %p dP as l-N:
It was seen in [13] that assumption (iii) is satisﬁed if there are CX0 and 0odo1=ð4xÞ
such that
j *cðw þ ihÞjpCð1þ exp½djjw þ ihjj2Wn"iWn Þ; wAWn; hAH:
Proof. Applying [10, Theorem 7.8], we can conclude thatZ
Wn
eilqc dP ¼
Z
Wn
eilq dP
Z
Wn
*cððI  lAÞ1=2wÞPðdwÞ: ð23Þ
Extend p to the operator of H"iH to itself, say p again, such that pðh þ ih0Þ ¼
pðhÞAHCH"iH: Since the operator H"iH{h þ ih0/ðI  ilAÞ1=2hAH"iH
converges to p strongly as l-N; by virtue of [3, Corollary 5.1], we see that jjfðI 
ilAÞ1=2  %pgðÞjjWn"iWn does to 0 in probability. Hence, by assumption (ii), *cfðI 
ilAÞ1=2g converges to c03 %p in probability. In conjunction with assumption (iii), this
yields that Z
Wn
*cððI  lAÞ1=2wÞPðdwÞ-
Z
Wn
c03 %p dP as l-N: ð24Þ
It follows from Theorem 4 thatZ
Wn
eilq dP ¼ ex tr Ddet½cðx; Bðila2ÞÞ  ðilbþ DÞsðx; Bðila2ÞÞ 1=2:
Plugging this and (24) into (23), we obtain the desired convergence. &
5. Reﬂectionless potentials and n-solitons
In this section, we specify q in (6) so that
R
Wn e
q dP relates to reﬂectionless
potentials and soliton solutions of the KdV equation. Throughout this section, we
assume that p; cARn satisfy that piapj if iaj and ci40 for any i ¼ 1;y; n:
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5.1. Reflectionless potentials
We shall ﬁrst consider the case where reﬂectionless potentials appear. The
reﬂectionless potential with scattering data Z1;y; Zn; m1;y; mn40 is by deﬁnition
the function
uðxÞ ¼ 2 d
2
dx2
log detðI þ GðxÞÞ; ð25Þ
where
GðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mimj
p
Zi þ Zj
eðZiþZjÞx
 !
1pi; jpn
: ð26Þ
It is well known that if uðx; tÞ is deﬁned by (25) and (26) with mjðtÞ ¼ mj exp½2Z3j t
instead of mj ; 1pjpn; then the function vðx; tÞ ¼ uðx; tÞ is an n-soliton solution of
the KdV equation
@tv ¼ 3
2
v@xv þ 1
4
@3xv; ð27Þ
where @t ¼ @=@t and @x ¼ @=@x: For example, see [11].
Let b ¼ 0 in (6) and consider the Wiener functional
qx ¼ a
2
2
Z x
0
/c; xpðyÞS2 dy:
It has been shown by Ikeda and the author [7, Theorem 2.1] that we can ﬁnd the
scattering data Z1;y; Zn; m1;y; mn uniquely determined by p and c; and the
corresponding reﬂectionless potential uðxÞ is represented as
uðxÞ ¼ 4 d
2
dx2
log
Z
Wn
eqx dP
 
:
Applying Theorems 3 and 4, we see that qx and its associated Hilbert–Schmidt
operator Ax ¼ r2qx satisfy that (i)
kerðAxÞ ¼ hAH : h0 ¼ g  D
Z 
0
gðzÞ dz for some gAPðcÞ
 
;
(ii) la0 is an eigenvalue of Ax if and only if
det½cðx; Bða2=lÞÞ  Dsðx; Bða2=lÞÞ ¼ 0;
and then the corresponding eigenvector hAH is given by
h0ðyÞ ¼ fcðy; Bða2=lÞÞ  Dsðy; Bða2=lÞÞgu
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for some uAker½cðx; Bða2=lÞÞ  Dsðx; Bða2=lÞÞ\f0g; and (iii) it holds thatZ
Wn
ezqx dP ¼ ex tr D det½cðx; Bða2zÞÞ  Dsðx; Bða2zÞÞ 1=2 ð28Þ
for zAC with sufﬁciently small real part.
In [7],
R
Wn e
qx dP is represented in terms of the solution c of the n 	 n matrix
ordinary differential equation
c00  Bða2Þc ¼ 0; cð0Þ ¼ In; c0ð0Þ ¼ D:
In our notation, their representation is written asZ
Wn
eqx dP ¼ ex tr Ddet½cðx; Bða2ÞÞ  sðx; Bða2ÞÞD 1=2: ð29Þ
Since Bða2Þ is symmetric, so are cðx; Bða2ÞÞ and sðx; Bða2ÞÞ: Hence
det½cðx; Bða2ÞÞ  sðx; Bða2ÞÞD ¼ det½cðx; Bða2ÞÞ  Dsðx; Bða2ÞÞ:
Thus, continuing (29) holomorphically in a2; we also arrive at (28).
5.2. n-Soliton solutions of the KdV equation
We now turn to the case of soliton solutions of the KdV equation. As was recalled
in the previous subsection, we have the scattering data Z1;y; Zn; m1;y; mn
determined by p and c: Moreover, it was seen in [7] that there exists UAOðnÞ such
that Bða2Þ ¼ UR2U1; where R ¼ diag½Z1;y; Zn: For yX0 and tAR; we deﬁne
fðy; tÞ ¼ UfcoshðyR þ tR3Þ  sinhðyR þ tR3ÞR1U1DUgU1; ð30Þ
where coshðXÞ ¼ ð1=2ÞðeX þ eX Þ and sinhðXÞ ¼ ð1=2ÞðeX  eX Þ for XARn	n:
Then det fðy; tÞa0 and bðy; tÞ ¼ ðð@yfÞf1Þðy; tÞ is symmetric for every
ðy; tÞA½0; x 	 R ([7]). Setting bt ¼ bð0; tÞ and b ¼ bt  D in (6), we consider the
Wiener functional
qx;t ¼ a
2
2
Z x
0
/c; xpðyÞS2 dy þ
1
2
/ðbt  DÞxpðxÞ; xpðxÞS:
If we set
vðx; tÞ ¼ 4@2x log
Z
Wn
eqx;t dP
 
; ð31Þ
then v is an n-soliton solution of the KdV equation (27). See [7].
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Let Ax;t ¼ r2qx;t: Applying Theorems 3 and 4, we have that (i)
kerðAx;tÞ ¼
h0 ¼ g  D R 
0
gðzÞ dz for some gAPðcÞ
hAH :
with
R x
0 gðzÞ dzAkerðbt  DÞ
8><
>:
9>=
>;;
(ii) la0 is an eigenvalue of Ax;t if and only if
det½cðx; Bða2=lÞÞ  fð1=lÞðbt  DÞ þ Dgsðx; Bða2=lÞÞ ¼ 0; ð32Þ
and then the corresponding eigenvector hAH is given by
h0ðyÞ ¼ fcðy; Bða2=lÞÞ  Dsðy; Bða2=lÞÞgu
for some uAker½cðx; Bða2=lÞÞ  fð1=lÞðbt  DÞ þ Dgsðx; Bða2=lÞÞ\f0g; and
(iii) it holds that
Z
Wn
ezqx;t dP ¼ ex tr Ddet½cðx; Bða2zÞÞ  ðzðbt  DÞ þ DÞ

	 sðx; Bða2zÞÞ1=2 ð33Þ
for zAC with sufﬁciently small real part.
Moreover, if we denote by fljðx; tÞg the zeros of identity (32) counted repeatedly
according to the order, then it holds that
Z
Wn
eqx;t dP ¼
YN
j¼1
ð1 ljðx; tÞÞ
 !1=2
;
which gives an inﬁnite product representation of the n-soliton solution of the KdV
equation.
5.3. 1-Soliton solution of the KdV equation
We continue the notation in the previous subsection. Restricting ourselves to the
case where n ¼ 1; we obtain more concrete expressions. Namely, let n ¼ 1: Then
n 	 n-matrices and n-vectors are all scalars; for example, p ¼ p; c ¼ c; xpðyÞ ¼ xpðyÞ
are all real numbers. Since
a2
Z x
0
/c; xpðyÞS2 dy ¼ a2c2
Z x
0
xpðyÞ2 dy;
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without loss of generality, we may and will assume that c ¼ 1: We set
Op;a ¼ C\fzAC : Re z ¼ p2=a2; Im zo0g;
ZðzÞ ¼ ðp2 þ za2Þ1=2; zAOp;a; and Z ¼ Zð1Þ;
where the branch of z1=2 so that 11=2 ¼ 1 has been used. It then holds that
Bða2zÞ ¼ ZðzÞ2; zAOp;a: ð34Þ
The Z1 used in (30) coincides with Z [7], and hence the function fðy; tÞ in (30) is
represented as
fðy; tÞ ¼ Z p
2Z
eZyþZ
3t 1þ Zþ p
Z p e
2ðZyþZ3tÞ
 
:
Since jpjoZ; we directly see that fðy; tÞ40 for any yX0 and tAR: Moreover, it holds
that
bt  D ¼
a2 sinhðZ3tÞ
Z coshðZ3tÞ  p sinhðZ3tÞ:
Then the Wiener functional qx;t of our interest is rewritten as
qx;t ¼ a
2
2
Z x
0
xpðyÞ2 dy 
1
2
a2 sinhðZ3tÞ
Z coshðZ3tÞ  p sinhðZ3tÞ xpðxÞ
2:
The associated vðx; tÞ deﬁned by (31) is a 1-soliton solution of the KdV
equation (27).
Since n ¼ 1;
kerðAx;tÞ ¼ f0g:
If we set
gt ¼
sinhðZ3tÞ
Z coshðZ3tÞ  p sinhðZ3tÞ and dt ¼ 
pZ coshðZ3tÞ
Z coshðZ3tÞ  p sinhðZ3tÞ;
then
zðbt  DÞ þ D ¼ gtBða2zÞ  dt: ð35Þ
In conjunction with (34), this implies that, if la0; then
cðx; Bða2=lÞÞ  fð1=lÞðbt  DÞ þ Dgsðx; Bða2=lÞÞ
¼ coshðxZð1=lÞÞ þ fgtZð1=lÞ þ ðdt=Zð1=lÞÞg sinhðxZð1=lÞÞ:
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Thus, by Theorem 3, we see that lAR is an eigenvalue of Ax;t if and only if la0 and
solves the identity that
coshðxZð1=lÞÞ þ fgtZð1=lÞ þ ðdt=Zð1=lÞÞg sinhðxZð1=lÞÞ ¼ 0: ð36Þ
Plugging (35) into (33), we see thatZ
W1
ezqx;t dP ¼ fepx½coshðxZðzÞÞ þ fgtZðzÞ þ ðdt=ZðzÞÞg sinhðxZðzÞÞg1=2 ð37Þ
for zAC with sufﬁciently small real part.
Let cACo and c0 be the same as in Theorem 6. Since kerðAÞ ¼ f0g; W10 ¼ f0g;
and hence c03 %p ¼ c0ð0Þ: Note that Re ZðilÞ-N and
coshðxZðilÞÞexZðilÞ; sinhðxZðilÞÞexZðilÞ-1
2
as l-N:
Then, for ta0;
gt
2
ZðilÞexZðilÞ
 1=2Z
W1
eilqx;tc dP-epx=2c0ð0Þ as l-N;
and for t ¼ 0;
exZðilÞ=2ﬃﬃﬃ
2
p
Z
W1
eilqx;0c dP-epx=2c0ð0Þ as l-N:
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