Maximum and regularity principle
, [14] .) A function g on ∂H is said to be resolutive (relative to H), if H Let now f be a Borel measurable function on ∂H such that {x ∈ ∂H ; Uν(x) = f (x)} is polar. Put f = Uν on H. If f is continuous and finite on ∂H then it is continuous on the closure of H. If f is bounded on ∂H then it is bounded on H and
Suppose first that ν is nonnegative. For z ∈ H denote by µ z the harmonic measure corresponding to H and z. If y ∈ ∂H, z ∈ H then ∂H h y (x) dµ z (x) = h y (z)
by [19] , pp. 299, 264. Using Fubini's theorem we get Uν dµ z = ∂H ∂H h y (x) dµ z (x) dν(y) = ∂H h y (z) dν(y) = Uν(z).
Thus Uν is a solution of the Dirichlet problem with the boundary condition Uν/∂H.
Let ν be general. Let ν = ν + − ν − be the Jordan decomposition of ν. Then Uν = Uν + − Uν − is a solution of the Dirichlet problem with the boundary condition Uν/∂H. Since harmonic measures do not charge polar sets ( [2] , Lemma 4.4.5), Uν is a solution of the Dirichlet problem with the boundary condition f . If f is continuous on ∂H then f is continuous on the closure of H. If f is bounded on ∂H then f is bounded on H and since harmonic measures are probability measures we get the above inequalities.
Neumann problem
is an open set with a non-void compact bound-
for ϕ ∈ D (= the space of all compactly supported infinitely differentiable functions in m ). Here H k is the k-dimensional Hausdorff measure normalized so that H k is the Lebesgue measure in k . We formulate the Neumann problem for the Laplace equation with a boundary condition µ ∈ C (∂G) in the sense of distributions as follows: determine a harmonic function h on G for which N G h = µ. It is usual to look for a solution h in the form of the single layer potential Uν, where ν ∈ C (∂G). The single layer potential Uν is a harmonic function in G for which the weak normal derivative N G Uν has sense. The operator N G U : ν → N G Uν is a bounded linear operator on C (∂G) if and only if V G < ∞, where
(see [15] ). There are more geometrical characterizations of v G (x) in [15] which ensure If G has a finite perimeter (which is fulfilled if
for each x ∈ m . Throughout the paper we will assume that V G < ∞. Then
for each ν ∈ C (∂G) and a Borel set M (see [15] ). If L is a bounded linear operator on the Banach space X we denote by L ess the essential norm of L, i.e. the distance of L from the space of all compact linear operators on X. The essential spectral radius of L is defined by
If X is a complex Banach space then r ess L = sup{|λ| ; λI − L is not a Fredholm operator} = sup{|λ| ; λI − L is not a Fredholm operator with index 0} (see [12] , Satz 51.8, Theorem 51.1).
, where I is the identity operator, µ ∈ C (∂G). Then there is a harmonic function u on G, which is a solution of the Neumann problem
if and only if µ ∈ C 0 (∂G) (= the space of such ν ∈ C (∂G) that ν(∂H) = 0 for each bounded component H of cl G). Moreover, if µ ∈ C 0 (∂G) then there is a solution of this problem in the form of the single layer potential Uν, where ν ∈ C (∂G).
Remark 1.
It is well-known that the condition r ess (N G U − is fulfilled for sets with a smooth boundary (of class C 1+α ) (see [16] ) and for convex sets (see [23] In [20] it was shown that the condition r ess (N G U − 1 2 I) < 1 2 has a local character. As a conclusion we obtain that this condition is fullfiled for G ⊂ 3 such that for each x ∈ ∂G there are r(x) > 0, a domain D x which is polyhedral or smooth or convex or a complement of a convex domain, and a diffeomorphism
V. G. Maz'ya and N. V. Grachev proved this condition for several types of sets with "piecewise-smooth" boundary in the general Euclidean space (see [8] , [9] , [11] ).
In the rest of the paper we will suppose that r ess (N G U − 
where f ∈ L p (H), p > m − 1 then µ ∈ C c (∂G) (see [21] , Remark 6).
Notation. Denote by I the set of all isolated points of ∂G,G = G ∪ I. Then the set I is finite by [22] , Lemma 1.
Denote by Ω R (x) the open ball with a centre x and a radius R.
Since the density ofG ∩ Ω R (0) and the density of Ω R (0) \ clG are positive at each point of the boundary ofG by [22] , Lemma 1, the setsG ∩ Ω R (0), Ω R (0)\clG are regular (see [4] , Chap. VII, § § 2, 6, 19, Theorem 5.11, Theorem 5.10).
Lemma 3. G has finitely many components G 1 , . . . , G n and cl
by [20] , Lemma 1.3 or [13] , Lemma 15.
for each y ∈ ∂H. Therefore V H < ∞ and d H (y) has a good meaning for each y ∈ ∂H by [15] , Lemma 2.9. Put u H (y) = 1 for y ∈∂H ∩∂G, 0 for y ∈ ∂G \∂H ∩∂G.
Since n
and Lemma 2.15 yield [12] , Theorem 27.1), the number of bounded components of G is smaller than or equal to the number of bounded components of the closure of G. Therefore the number of bounded components of G is equal to the number of bounded components of the closure of G and the closures of any two different components of G are disjoint.
Then the following assertions are equivalent:
There is a finite continuous extension of Uν from G onto the closure of G. d) There is a finite continuous extension of Uµ from G onto the closure of G.
If ∂G = ∂( m \ G) then these assertions are equivalent to the following ones e) There are a polar set K and a finite continuous function f on ∂G such that Uν = f on ∂G \ K.
f) There are a polar set K and a finite continuous function f on ∂G such that
. Denote µ I = µ/I, µG = µ/(∂G \ I), ν I = ν/I, νG = ν/(∂G \ I). Since the density of G at each point of ∂G \ I is positive by [22] , Lemma 1, we have µ I = ν I by [15] , Observation on p. 25. If µ I = ν I = 0 then none of the assertions a)-d) is true. So we can suppose that µ I = ν I = 0 and coming toG we can suppose that ∂G = ∂( [15] , Plemelj's exchange theorem 2.23. b) ⇒ a). This assertion is true for m > 2 by [21] , Lemma 13. Let us suppose that m = 2. If we denote for f ∈ C(∂G) (= the space of all bounded continuous functions on ∂G equipped with the maximum norm) and
then W G is a bounded linear operator on C(∂G) and N G U is the dual operator of W G (see [15] , Proposition 2.5, Proposition 2.20). We shall show that U c µ ∈
operator with index 0, the space C (∂G) is the direct sum of
and Ker(I − N G U). Therefore µ = µ 1 + µ 2 , where µ 1 ∈ Ker(I − N G U) and
bounded then we choose ϕ ∈ D such that ϕ = 1 in a neigbourhood of cl G. We get
If G is unbounded we get µ 2 (∂G) = 0 in a similar way using the facts that µ 2 ∈ N C U(C (∂G)) and C is bounded. Let σ ∈ C (∂G),
by [22] , Lemma 4. Since the density of G is positive at each point of the boundary by [22] 
, because Uµ 2 is finely continuous at x (see [19] , Chapter V, § 3) and m \ G is not a fine neighbourhood of x, because d G (x) > 0 (see [4] , Chap. VII, § § 2, 6, 19, Theorem 5.11). Thus U c µ 2 = Uµ 2 outside the polar set {x ; U|µ 2 |(x) = ∞}. Since σ 1 does not charge polar sets (see [19] , Theorem 3.1, Theorem 2.1) using Fubini's theorem we get
Denote by H 1 , . . . , H p the components of G. Then there are c 1 , . . . , c p ∈ such that U c σ = c j on H j for j = 1, . . . , p by [22] , Lemma 12. Therefore
If H j is bounded, choose ϕ ∈ D such that ϕ = 1 on H j and ϕ = 0 on cl G \ H j . Then
If H j is unbounded then we get µ 2 (∂H j ) = 0 from the facts that µ 2 (∂G) = 0 and µ 2 (∂H i ) = 0 for each bounded H i . Therefore
by [32] , Chapter VII,
.
Then N G Uν 0 = µ by [22] , Theorem 1. Put
for j a nonnegative integer. According to [15] , Plemelj's exchange theorem 2.23 we have µ j ∈ C c (∂G) and
If λ is an eigenvalue of W G , |λ − 
[15], Lemma 4.5 yields that ν 0 ∈ C c (∂G).
Since N G U(ν − ν 0 ) = 0, we have ν − ν 0 ∈ C c (∂G) by [22] , Lemma 4 and thus ν ∈ C c (∂G). c) ⇒ e). Let f denote a finite continuous extension of Uν from G onto the closure of G. Because Uν + , Uν − are superharmonic functions they are continuous with respect to the fine topology (see [19] , Chapter V, § 3). Denote K = {x ∈ ∂G ; U|ν|(x) = ∞}. Then K is polar and Uν(x) is the fine limit of Uν for each x ∈ ∂G\K. Thus f (x) = Uν(x) for each x ∈ ∂G \ K, because every fine neighbourhood of x intersects G by Lemma 2, Therefore ν ∈ C c (∂G). where
is the double layer potential corresponding to the density u.
. Choose ϕ ∈ D such that ϕ = 1 in the neighbourhood of cl H(r) and ϕ = 0 in the neighbourhood of x. Green's formula yields
Since H m−1 (∂H) < ∞ there is a positive konstant K such that for each positive integer k there are balls
Fix ε > 0. Since cl H is compact, there is a polynomial p such that |u − p| ε on cl H. Using Green's formula we get
If r → 0 we get
Lemma 5. Let µ ∈ C (∂G), let u be a solution of the Neumann problem N G u = µ, finite and continuous up to the boundary of G. Then µ ∈ C c (∂G). ! # " $ " & %
. Let G be bounded. Then u = Uµ − Du. Since u is continuous and finite on ∂G, the double layer potential Du is continuously extendible to the closure of G (see [15] , Chapter 2). Therefore Uµ = Du + u is continuously extendible to the closure of G. Hence µ ∈ C c (∂G) by Theorem 1.
If G is unbounded, fix R > 0 such that
for a Borel measurable set M then N H u = µ +μ. Since u is finite and continuous on cl H, µ +μ ∈ C c (∂H). Since Uμ is continuous in a neighbourhood of ∂G by [15] , Lemma 2.18, we have µ ∈ C c (∂G).
Lemma 6. Let G be unbounded, let w be a solution of the Neumann problem in the sense of distributions with the null boundary condition. Suppose that there are
, Chapter I, Theorem 3.5 yields that there are real numbers a, b and a harmonic function v on a neighbourhood of 0 with v(0) = 0 such that 
where
χ Gj are characteristic functions of G j and c j are arbitrary constants. If G is unbounded then (2) is a general form of solutions continuously extendible to the boundary of G for which there are R > 0,
If µ ∈ C c (∂G), then u given by (2) 
by [15] , Remark 2.24. If we denote for f ∈ C(∂G) and x ∈ ∂G
Fredholm operator, the codimension of the range of N G U is equal to k by [22] , Theorem 1 and N G U is the adjoint operator of W G by [15] , Proposition 2.20, the dimension of the kernel of W G is equal to k by [12] , Theorem 27.1. In a similar way as for w we get that
Since χ G1 , . . . , χ G k form a base of the kernel of W G and W G w = 0, w is constant on ∂G j for each j = 1, . . . , k. Since w is harmonic and continuous, it is constant on G j for each j = 1, . . . , k. So, u has the form (2). Suppose now that G is unbounded and there are R > 0, p 1 such that |∇u| ∈ L p (G \ Ω R (0)). According to Lemma 6 there is a real number a such that |∇w( (5)). Since N G U is a Fredholm operator, the codimension of the range of N G U is equal to k − 1 by [22] , Theorem 1 and N G U is the adjoint operator of W G , the dimension of the kernel of W G is equal to k − 1 by [12] , Theorem 27.1.
In a similar way as for w we get that by [15] , Lemma 2.18, we have |∇Uν − c∇Uµ| ∈ L 2 ( m ) (see [22] , Lemma 6). Easy calculation yields that there are constants c 1 , c 2 such that Uµ = c 1 in Ω r (x) and Uµ = c 1 + c 2 log(|x|/r) on
we have got the assertion of the lemma. Throughout the rest of paper we will suppose that D is dense in W 
Definition. Let L be a bounded linear functional on W
(G) is a weak solution of the Neumann problem for the Laplace equation with the boundary con-
According to Theorem 2 and Theorem 1 there is ν ∈ C c (∂G) such that 
Uν Since (u − Uν) is locally constant on G, u has the form (2). which is the starting point of the boundary element method, holds and there is a continuous solution u of this equation.
