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Abstract
Cooperative short-range communication schemes provide powerful tools to solve interference
and resource shortage problems in wireless access networks. With such schemes, a mobile node
with excellent cellular connectivity can momentarily accept to relay traffic for its neighbors expe-
riencing poor radio conditions and use Device-to-Device (D2D) communications to accomplish
the task. This thesis provides a novel and comprehensive analytical framework that allows eval-
uating the effects of D2D communications in access networks in terms of spectrum and energy
efficiency. The analysis covers the cases in which D2D communications use the same bandwidth
of legacy cellular users (in-band D2D) or a different one (out-band D2D) and leverages on the
characterization of underlying queueing systems and protocols to capture the complex intertwin-
ing of short-range and legacy WiFi and cellular communications.
The analysis also unveils how D2D affects the use and scope of other optimization techniques
used for, e.g., interference coordination and fairness in resource distribution. Indeed, characteriz-
ing the performance of D2D-enabled wireless access networks plays an essential role in the opti-
mization of system operation and, as a consequence, permits to assess the general applicability of
D2D solutions. With such characterization, we were able to design several mechanisms that im-
prove system capabilities. Specifically, we propose bandwidth resource management techniques
for controlling interference when cellular users and D2D pairs share the same spectrum, we design
advanced and energy-aware access selection mechanisms, we show how to adopt D2D communi-
cations in conjunction with interference coordination schemes to achieve high and fair through-
puts, and we discuss on end-to-end fairness—beyond the use of access network resources—when
D2D communications is adopted in C-RAN. The results reported in this thesis show that iden-
tifying performance bottlenecks is key to properly control network operation, and, interestingly,
bottlenecks may not be represented just by wireless resources when end-to-end fairness is of
concern.
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Chapter1
Introduction
Thepromiseofthenextgenerationofcelularnetworks(5G)istooferanunprecedented
experiencetoendusers.Thisincludesextremelyhighdatarates,verylowlatencyandmassive
connectivity[1].Inordertoachievesuchcompetitivegoals,theRadioAccessNetwork(RAN)
designhastochangeradicalyonthephysicallayer,ontheprotocolsfunctioningandonthe
radioresourcemanagement.Furthermore,5GRANsareenvisionedtobeusedformanydiverse
applications. Asaresult,5GRANsaregoingtosupportawiderangeofspectrumbandsand
communicationtechnologies,from to andbeyond,withheterogeneousdata
channelbandwidthsandpropagationconditions.Forexample,LongTermEvolution-Advanced
(LTE-A)technologywilbealsograntedcompatibilityinnovel5Gradio,togetherwith WiFi
evolutions.Newspectrumwilbeavailablefor5G,includinginthemilimiter-waves(mm-waves)
band.Thejointusageofhighandlowspectrumfrequenciescombinesthebeneﬁtofbeamforming
capabilitiesathigherbandwidthswiththegoodcoveragecapabilitiesoflowfrequencies.
Thehighdata-raterequirementfor5Gcalsforlowerfrequencyre-usefactor,higherspectral
efﬁciency,andsigniﬁcantlydenserdeploymentsofbasestations[2].Therefore,inteligentsmal
celswiththeabilitytomakelocaldecisionsontheusageofresourcesorspectrumbandswil
complementlegacymacrocelscoverage. However,thistrendtowardsnetworkdensiﬁcation
leadstochalengingissuesduetosevereInterCelInterference(ICI)efects.
Severaltechniqueshavebeenproposedtocopewithinterferenceorlowspectralefﬁciency
inthenextgenerationofcelularnetworks.5Gnetworkswilleverageinterferencecancelation,
beamformingandmanyotheroptimizationmechanisms[3].Eachoftheproposedtechniques
hasitsownpeculiaradvantageanddisadvantage. Wheninterferencecancelationisinplace,for
example,abasestationregeneratestheusefultransmissionsreceivedestimatingandsubtracting
theinterferingsignals. Mostofthetimes,lowlatencyintra-basestationcommunicationsare
neededinordertocorectlyestimateinterferingsignalsanddecodeusefulinformation. While
uplinkapplicationofinterferencecancelationtechniquesisamaturetechnology,evenmoreif
decodingoperationsarenotperformedatthebasestationsbutperformedinacentraldata-center,
itismuchmorecomplicatedtoenvisionauserdeviceestimatinginterferingsignalswithoutthe
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knowledgeoftheschedulingdecisionsofneighboringbasestations.Inbeamforming,instead,
thecomplexityofidentifyingthecorectlocationofuserterminalsgrowsexponentialywith
thenumberofuserstoserveorwiththenumberofbasestationstosimultaneouslycoordinate.
Extremesempliﬁcationshavetobethereforeintroducedintheultra-densescenariosenvisioned
for5Gnetworks.
InthisthesiswefocusononeofthepossiblesolutionstoICI,i.e.Device-to-Device(D2D)
communications.Theincreasingpenetrationofinterconnecteddevices(smartphones,sensors,
homeappliances,etc.)isgivingprogressivelyrisetoawealthofnewservicesandpossibili-
ties. Milionsofdeviceshavenowadayscelularconnectivityandmulti-technologycapabilities.
Therefore,D2Dcanbeusednotonlyasanewpervasivecommunicationtechnologybutalsoasa
newwayofimprovingenduserperformance.IntraditionalD2D,twoterminalsinproximitywith
informationtoexchangetransmitdirectlytoeachotherwithouttraversingtheBaseStation(BS)
orthecorenetwork.Inthestandards,D2DcommunicationsareknownasProximity-basedSer-
vices(ProSe)[4,5]andtheirmaingoalistoofﬂoadthecelularinfrastructure. Nevertheless,
D2DcommunicationshavebeenalsoproposedasarelaytechniquetocounteractICI.Indeed,
excelentcelularconditionsofsomeusersmightbeexploitedtorelaytrafﬁcforotherneighbor-
ingnodeswithdisruptivechannelconditions.Thisthesispresentsaﬁrstanalyticalframeworkto
analyticalyassessthepossiblegainthattheintroductionofD2Dcommunicationsmaybringto
celularnetworksbothwhenusedasadirectlinkamongterminalsandasarelaymethodology.
Theevaluationperformedisintermsofenergyefﬁciency,fairnessandaggregatethroughput.
DiferenttypesofD2Dschemeshavebeenproposeduptonow. In-bandschemeseither
alowD2Dtransmissionstooccuroverdedicatedcelularresources(in-bandoverlayschemes[6])
oroverthesameresourcesusedbylegacycelularusers(in-bandunderlayschemes[7]).The
analysisoftheperformanceofin-bandschemesischalenging,duetothecomplexinteraction
ofD2Dandlegacycelulartransmissions.Inin-bandunderlayD2D,D2Dandcelularusers
alsharethesameresourcesandtheirperformanceisstronglycorelatedthroughinterference,
throughtrafﬁcpaterns,andthroughthespeciﬁcschedulingalgorithmadopted.Inin-bandoverlay
D2D,instead,thechalengeisindynamicalyreservingtoD2Dtransmissionsthecorectportion
oftheavailableresources.Inordertoavoidmanyoftheabovementionedproblems,out-band
schemesforD2Dcommunicationshavebeenalsoproposed.Inout-bandD2D,transmissions
amongterminalshappenonadiferentbandwidththancelulartransmissions. Mostcommonly,
out-bandD2Dcommunicationshappenonthe bandwidths(at2.4/5GHz.orat60GHz.).
Intheﬁrstpartofthisthesis,westartbycharacterizingtheperformanceofseveralD2Dcom-
municationschemes.Inparticular,amongthepossibleapproaches,wefocusonin-bandunder-
layandout-bandD2Dcommunications.Bothtransmissionschemesareindeedverypromising.
In-bandunderlayD2Dalowsschedulingseveraltransmissionsatthesametimeonthesamere-
sources.Therefore,ifdoneproperly,italowstolargelyimprovespectrumefﬁciencythankstothe
exploitationofspatialdiversity.Celularspectrumisquitescarcenowadays,andin-bandunder-
layD2Dwouldthereforealowincreasingtheoveralaggregatethroughputachievedwithinthe
5access network. Out-band D2D communications, instead, allows increasing the overall through-
put using a different bandwidth than the cellular one. On one hand, using a different bandwidth
grants avoiding the entangled interference management that in-band underlay D2D requires. On
the other hand, out-band underlay D2D communications happen on a not-licensed bandwidth
and it could be insufficient to deliver the Quality of Service (QoS) that a cellular user nowadays
expects. In this thesis we show that there is not a clear winner among in-band underlay D2D com-
munications and out-band D2D communications and cellular operators may choose among those
two options depending on the particular situation at hand. Nevertheless, leveraging the presented
analytical framework, we propose novel mechanisms which improve the throughput fairness and
the energy efficiency both in out-band and in-band underlay D2D communication schemes.
After analysing the performance of D2D communications in RANs, both as a direct link
among users and as a relay methodology, in the second part of this thesis we evaluate the effects
of D2D when the cellular network is already implementing other Inter Cell Interference Coor-
dination (ICIC) techniques. So far, the majority of research efforts have taken simplifying as-
sumptions and tackled interference or low spectral efficiency in isolation. Unfortunately, most of
the resulting techniques have conflicting or overlapping objectives, whose compound effects have
been rarely evaluated. In this thesis instead, we propose an analytical framework which takes into
account a RAN where D2D is deployed simultaneously with Almost-Blank SubFrame (ABSF).
ABSF represents a 3GPP standard technique to partially mute some base stations when ICI is
above a threshold. ABSF mechanism prevents the base station (e.g., the evolved Node B (eNB) of
Long Term Evolution (LTE)/LTE-A networks) from transmitting in a specified set of subframes.
ABSF reduces the overall sensed interference and allows for using more efficient Modulation and
Coding Schemes (MCSs), achieving higher throughputs. Thanks to the analytical framework pre-
sented, we show how to jointly optimize D2D and ABSF in order to improve network aggregate
throughput or per-user fairness.
Finally, we present a new methodology to enforce fairness in D2D-enabled Centralized-Radio
Access Networks (C-RANs). C-RANs have been proposed as a possible solution to reduce the
management complexity which is due to the densification of access networks. A C-RAN consists
of multiple radio Points of Access (PoAs) performing only signal transmission/reception, a fron-
thaul/backhaul connection and a central data center. The data center manages a pool of virtual
base stations, each representing one or more actual base stations, which perform the majority of
the base-band processing. In case of D2D-enabled C-RANs, the data center is also responsible
of the management of the D2D relay groups. As a result, in D2D-enabled C-RANs flows may
have to traverse several resources before reaching destination. In the wired Internet the resources
to traverse are links and all flows have the same requirement for each bit/s of rate. In C-RANs,
though, the resources traversed by the flows are wireless links and computational resources and
requirements may be heterogeneous. For example, the amount of spectrum consumed for each
bit/s depends on the flow’s radio conditions. In the same way, the amount of CPU/RAM re-
quired for encoding/decoding depends on the number of information bits transmitted per each
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OrthogonalFrequency-DivisionMultiplexing(OFDM)symbol[8]and,somehow,onradiocon-
ditions.Resourcesharingbyﬂowswithhomogeneousrequirementshasbeenwidelystudiedover
manyyears.Ourmainobjectiveistoderivetheequivalentresultinthecaseofheterogeneous
resourcerequirements.Explicitly,weshowthatimposinglocalfairnessateachresource,cou-
pledwithend-to-endﬂowcontrol,resultsinadesirablegeneralizationofmax-minfairnesscaled
BotleneckMaxFairness(BMF)[9].ABMFalocationissuchthatresourcesharingisPareto
efﬁcient(i.e.,alcapacityisusedifpossible)andeveryﬂowreceivesthemaximumalocationat
someresourcethatisfulyused.Furthermore,BMFalocationsareveryclosetoproportionalfair
resourcealocations.
1.1. MainContributionsandOrganizationoftheThesis
Inthissectionwehighlightthemainﬁndingsthatcanbefoundinthisthesisanditsorganiza-
tion.
Chapter2discussestherelatedworkandintroducessomebasicconceptsofNetworkCalculus
(NC),whicharethenusedinthefolowing.
IntheﬁrstpartofthisthesisweanalyzetheperformanceofaRANwhenD2Dcommuni-
cationsareusedasadirecttransmissionlinkamongusersorwithrelaypurposes. Wetakeinto
considerationbothin-bandunderlayandout-bandD2Dcommunications,proposingtheuseofa
commonunderlyinganalyticalframework.Inbothcasesindeed,thethroughputthatagiventrans-
miterisabletodelivertothedestinationisunivocalydeterminedbythesetofconcurentactive
transmiters.Inin-bandunderlayD2D,thesetoftransmiterswhichhavebeenscheduledonthe
samefrequencyandatthesametimeunivocalydeterminestheinterferencesensedatdestination,
andthereforetheachievablethroughput.Thesameholdsforout-band D2Dtransmiters.
Asshownin[10],theprobabilityofsuccessfultransmission,aswelastheprobabilityofcol-
lidingwithothertransmiters,isunivocalydeterminedbythesetofdeviceswithtrafﬁctosend.
Therefore,inordertostudytheperformancesoftheD2Dsystems,weconsideraqueuingsystem
forwhichtheservicerateofeachqueuedependsonthesetofqueueswithongoingjobservice.
SuchmodeliscommonlyreferedtoasCoupledProcessorSystem(CPS)[11–13],anditarises
alsoinseveralothercontextsinwhichcouplingderivesfromresourcesharing.
Unfortunately,CPSperformanceanalysisisascomplexaswirelessperformanceanalysis.Up
tonow,thecharacterizationofthedelayexperiencedbytheCPS’sarivals,asweltheachievable
serviceratesareknownonlyfora2-queueCPS.Chapter3presentsaninnovativemethodto
studyCPSperformance,andsubsequently,tostudytheperformanceofD2Dcommunications.
Weproposeafulyanalyticalapproachtotheperformanceanalysisofageneric -queueCPS,
whichdoesnotrequiresimulationstobeparametrized.Theproposedmethodisindependentof
thenatureandshapeofcouplingrelations.Furthermore,ourmethodcanbeappliedtosystemsin
whichthetrafﬁcisdescribedeitherstochasticalyorbymeansofdeterministicarivalcurves[14].
Givensomepriorknowledgeonthecharacterizationoftrafﬁcarivals,Chapter3alowcom-
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putingaconservativeestimationofthethroughputachievedbyD2Dtransmitersbothincaseof
in-bandunderlayandout-bandD2D.Speciﬁcaly,Chapter4showshowtoevaluatetheachievable
networkaggregatethroughputwhenaparticularin-bandunderlayschedulingpolicyisused,i.e.,
FlashLinQ[15].FlashLinQisastate-of-the-artPHY-MACarchitectureforD2D,promotedby
Qualcomm,thatalowstheschedulingofdiferenttransmiters(D2Dorcelular)inthesametime
andfrequencyresources,throughanOrthogonalFrequency-DivisionMultipleAccess(OFDMA)-
likeaccessselectionmechanism.FlashLinQisoneofthemostimportantcandidatestobeadopted
by5Gastheschedulingprotocolofin-bandD2Dcommunications.Chapter5,instead,studies
theperformanceofthe CarierSenseMultipleAccess-ColisionAvoidance(CSMA-CA)
contentionmechanism. bandwidthisindeedthemostprobablecandidatetobeusedfor
out-bandD2Dcommunicationstoofﬂoadthosetransmissionsamonguserswhichinsteadshould
traversethewholeaccessnetwork.Manyoftheavailableresultsaretypicalyvalidundertheas-
sumptionthattheincomingtrafﬁcatthetransmitersisstationaryandPoissonian.Thishasbeen
donedespitethefactthattrafﬁcinrealnetworksiswelfarfrombeingPoissonian(see[16]and
relatedliterature).Inparticular,trafﬁcfromliveaudio/videostreamingexhibitsaperiodicbehav-
iorwhichsubstantialydepartsfromthePoissonmodel.Chapter5presentsananalysiswhich
needslitleknowledgeaboutthearivalstrafﬁcstatistics.
TheknowledgeofthesetofachievableratesbytheD2Dusersitisimportantnotonlybecause
italowsunderstandingwhataretheactualperformanceachieved,butalsobecauseitalows
totunetheoperatingpointoftheD2Dtransmiters. Withsimpleratelimitingtechniquesitis
possibletooptimizeoverthesetofachievableratesthethroughputoftheD2Dtransmitersin
thesystem.InChapter4andChapter5weshowasimplebutefectivemethodologytoachieve
proportionalfairness.
Afterevaluating,andtuning,theperformanceofin-bandunderlayandout-bandD2Dcommu-
nicationswhenusedasdirecttransmissionlinkamongcelularusers,inChapter6wepresentan
analyticalframeworktoevaluatetheperformanceachievedbyacelularoperatorwhichdecides
touseD2Dcommunicationsasarelaymethodology.Herein,weassumethatTelcooperatorsim-
plementalongsidethetraditionalcelularinfrastructureononehand -basedhotspots[17]
and,ontheotherhand,D2D-assistedcooperativerelaytransmissions[4]. Wenamesuchac-
cessnetworks,mixed-accessnetworks.Inthiscontext,D2D-assistedcelularaccessnetworks
mightalowbundlingusertrafﬁcingroupsandimplementingdynamicrelay,withoutrequiring
additionalinfrastructuredeployments.Cooperativerelayimprovestheenduserexperienceto-
wardsdestinationswithpoorornochannelquality.ThereforeD2Dcanbeseenasanalternative
networkaccesstechnology.Nevertheless,includinginthepicturealso hotspotsnotonly
alowsustocapturethetendencyofoperatorstoplacesidebysidecelularand connec-
tivity,butitalsoalowsustoevaluateifstatichotspotsmaysufﬁcetoofﬂoadthecelularaccess
network,makingredundanttheuseofD2Dcooperativerelay.InChapter6,wederiveanovel
comprehensivemodelforthroughputandterminalpowerconsumptionestimationinmixed-access
networkswhichtakesintoaccounttheintertwinednatureofcelularand resourcealoca-
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tionwhenD2Dcomesintoplay.Whileactingoccasionalyasrelay,mobiledevicesexperiencea
higherpowerconsumption[18,19]sincetheyhavetoreceiveandre-transmitthetrafﬁcofother
UserEquipments(UEs).Therefore,baterylifetimebecomesofparamountimportanceinmixed-
accessnetworks.Buildingonourmodel,weformulateanewnetwork-controledaccessselection
problemthataimsatmaximizingtheenergyefﬁciencyachievedattheterminalside.Asamajor
point,intheproposedformulation,notonlyuplinkanddownlinkarebothsimultaneouslycon-
sidered,buttheyarealsoconsideredasjointlyoptimizedintermsofcelularand resource
alocation.
Inthesecondpartofthisthesis,weanalyzetheperformanceofacelularnetworkwhich
simultaneouslydeploysD2Dcommunicationsandotherdiferentoptimizationtechniques.
InChapter7weunveilaﬁrstcontrolmechanismwhichdealsjointlywithinterferenceand
spectrumefﬁciency. WecalsuchacontrolmechanismTwo-levelOpportunisticSpectrumMan-
agementfor5GRadioAccessNetworks(TOMRAN). Wefocusontwoparticulartechniques,
namelyanICICschemebasedontheABSFparadigmforinterferencemanagement,andan
out-bandD2Drelaystrategyforclustersofcolaborativeneighborstoimprovespectralefﬁ-
ciency.Comparedtootherinterferencemanagementapproaches,theABSFconceptissimple
enoughtobeacceptedforinclusionintotechnicalyentangled3GPPspeciﬁcationsandatthe
sametimeithasfoundratherwideacceptanceamongstandardizationinstitutions[20]. Out-
bandD2Dcommunications,instead,avoidunnecessarytrafﬁcinthecelularinfrastructureand
thereforerepresentthekey-enablertocopewithlowspectralefﬁciencyinthefuturehigh-density
networkdesign.Speciﬁcaly,TOMRANjointlycoordinatestwostate-of-the-arttechniquesto
groupusersandtoperformABSF,a.k.a.,DualRadioOpportunisticNetworkingforEnergy
Efﬁciency(DRONEE)[21]andBaseStationsBlanking(BSB)[22],respectively. DRONEE
formsgroupsbymeansofaMerge&Splitalgorithmwhichtargetsthemaximizationofper-
userthroughput.BSB,instead,optimizethepaternsofactivityofeachbasestationtoguarantee
aminimumSINRleveltoanytransmissioninthecelularnetwork.InChapter7,weevaluate
theperformanceofTOMRANwithanextensivesimulationcampaign.Theresultssuggestthat,
evenifastandardABSFtechniqueasBSBandout-bandD2Dhaveoverlappingobjectives,when
usedaltogether,likeinTOMRAN,theylargelyoutperformsamechanismwhichinsteadtakesin
considerationonlyoneofthetwo.
Chapter8picksuponthethelimitationsofICICapproacheslikeABSFinheterogeneous
scenariosandshowsthatD2Dcanbeusedtoboostthroughputsselectively.ABSF,indeed,isa
PHY-layertechniqueandthroughputfairnessisnaturalyoutofitsdesignscope.However,ABSF
canbeseenasatoolforschedulingbasestationactivities,hencecanbeusedtoenforcefairness
amongcels. Moreover,weadoptatechnologicalsolutionreadytoservethenextgenerationof
D2Drelaycommunications:mm-wavescommunicationsfacilitiestargetedbytheIEEE ad
standard,commonlyknownasWirelessGigabit(WiGig)[23]. WiGigachievesvirtualyunlim-
itedspeedswithrespecttothecelularcapacity,thusmakingenhancedrelaygroupsasolution
onestepbeyondclassicalD2D.ThecompoundimpactofABSFandrelayconsistsinregulating
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thenumberofsimultaneouscelulartransmissionswhileatthesametimereducingthepresence
ofvulnerableusersexperiencingpoorchannelconditions.Hence,fairnessandtransmissionefﬁ-
ciencycanbejointlytargetedbysimultaneouslycontrolinginter-celactivity(withABSF)and
intra-celpacketrelay(withenhancedD2D(eD2D) withinanoveluniﬁedframework.Tofuly
understandthepotentialsofABSFandeD2Dincombination,andtomakethebasisforadvanced
controlarchitecturesfor5Gnetworks,we presentatheoreticalstudyonthelimitationsof
ABSFandonthepotentialsofeD2D, derivestochasticconditionstoshowhowABSFcanbe
usedtosteeruserfairness, formulatenovelandconvexoptimizationproblemstosetstochas-
ticABSFactivitypaternsbyleveragingtheadvantagesofeD2Drelayand showthatthe
jointoperationofstochasticABSFandeD2Dispracticalandbringsdramaticgainswithrespect
tostate-of-the-artsolutions.
Finaly,inChapter9,wegoastepbeyondtheoptimizationofthelastwirelesshopandwe
consideraRANwherecodinganddecodingofreceivedsignalsisdoneinacentralizeddat-
acenter,i.e.,D2D-enabledC-RANs.Explicitly,weshowthatimposinglocalfairnessateach
resourceaﬂowhastotraverseinC-RANs,coupledwithend-to-endﬂowcontrol,resultsina
desirablegeneralizationofmax-minfairnesscaledBMF[9].Provingthisresultisharddueto
thecomplexdynamicsofper-ﬂowresourcequeuebacklogs. Weapplyaﬂuidmodeltoprove
convergencetoBMFforﬂowswithheterogeneousrequirementsinanetworklimitedtotwore-
sources.Itisconsiderablyhardertoaccountforheterogeneousrequirementsbecausethewater
ﬁlingcharacterizationofmax-minfairnessuseddoesnotgeneralize. Afterthemathematical
analysisenabledbytheﬂuidmodeladopted,ﬁrstweevaluatetheapproximationintroducedto
thetheoreticalobjectiveofmulti-resourcesharinginagenericpacket-basedscenario.Ourgoal
isindeedunderstandinghowarealisticassumptiononthearivaltrafﬁcdeviatestherealsystem
performancefromitsidealﬂuidbehavior. Wesimulateanetworkwhereresourcesimplement
Start-TimeFairQueuing(SFQ)[24]andinvestigatetheimpactonconvergencetimesofwindow
size,thenumberofcompetingﬂowsandtheirparticularrequirements.Finalyweapplylocalfair-
nessateachresourceinD2D-assistedC-RANandweevaluatetheachievedperformanceagainst
theproportionalfairnessalgorithm.
Finaly,wesummarizethescientiﬁcoutputofthisthesisandwebrieﬂydiscussfutureresearch
directionsinChapter10.
1.2. Publications
Theworkpresentedinthisdoctoralthesishasappearedinsixconferencepapers[25–30]and
oneposter[31]. Additionaly,onemoreconferencepaperisunderreview.Inthissectionwe
brieﬂyelaborateonthesepublicationsandhowtheyformpartofthedoctoralthesis.
Wehavepublishedourworkrelatedtotheevaluationoftheperformanceofin-bandunderlay
andout-bandD2Din diferentconferencepapers(listedbelow).Eachofthepapercharacterizes
thesetofachievablethroughputsbytheD2Dtransmitersinoneofthementionedtransmission
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modes. Building on the proposed modeling, it was also illustrated a rate-limiting technique able
to select the set of throughputs for the D2D transmitters that are sustainable by the system and
that optimize the proportional fairness of the per-user throughputs.
C. Vitale, V. Mancuso, and G. Rizzo, “Modelling D2D communications in cellular ac-
cess networks via coupled processors” in 7th International Conference on Communication
Systems and Networks, COMSNETS 2015, Bangalore, India, January 6-10, 2015, 2015,
pp. 1 8.
C. Vitale, G. Rizzo, and V. Mancuso, “A coupled processors model for 802.11 ad hoc
networks under non-saturation” in 2015 IEEE International Conference on Communica-
tions, ICC 2015, London, United Kingdom, June 8 12, 2015, 2015, pp. 628 634.
Please note that our COMSNETS’15 publication was also awarded of the “Honorable Men-
tion Award”, i.e., the price for the third best paper of the conference. The organizers of the confer-
ence also invited us to present a poster at the same event. The modeling underlying the analysis
of in-band underlay and out-band D2D was based on the CPS queueing system. The CPS is able
to capture the complex coupling (due to interference or to the MAC of WiFi) among throughput
performance of D2D transmitters. Our contribution to the modeling of CPS was presented in the
following article.
C. Vitale, G. Rizzo, B. Rengarajan, and V. Mancuso, “An analytical approach
to performance analysis of coupled processor systems,” in 27th International Teletraffic
Congress, ITC 2015, Ghent, Belgium, September 8-10, 2015, 2015, pp. 89 97.
In this thesis we also analyzed the possible performance of D2D-assisted cellular networks. In
such a system, D2D communications are used to relay the traffic of users experiencing poor chan-
nel quality in order to improve the spectral efficiency. In our contribution, we analytical evalute
what it would be the achieved throughput and the experienced power consumption by users’ ter-
minals when WiFi-Direct D2D communications are among the viable access alternatives. Thanks
to the analytical framework introduced, we propose an access selection mechanism that maximize
the energy efficiency of users’ terminals. The contribution is part of the following article.
C. Vitale and V. Mancuso, “Energy efficiency in mixed access networks,” in Proceed-
ings of the 19th ACM International Conference on Modeling, Analysis and Simulation of
Wireless and Mobile Systems, MSWiM 2016, Malta, November 13-17, 2016, 2016, pp.
35 42.
In the second part of the thesis, instead, we focus on the performance of D2D communications
when they are jointly deployed with different other optimization techniques. First, we focus on
the possible use of D2D communciations with ICIC mechanisms, such as ABSF. In this thesis, we
first shed some lights, through a simulation study, on the possible gains achieved when users group
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via WiFi-Direct and standard ABSF is in place. Then, we developed an analytical framework to
systematically coordinate ABSF operations when users can group via WiGig. The fundamental
difference here is that the capacity of the groups is much larger than the possible capacity of the
cellular network, and groups are never a performance bottleneck. The analytical framework shows
the intrinsic limitations of ABSF (alone) to improve aggregate throughput (even in heterogeneous
environments), and suggests that ABSF would be much more useful if used to infer fairness. The
results contained in this thesis have been published in:
C. Vitale, V. Sciancalepore, A. Asadi, and V. Mancuso, “Two-level opportunistic
spectrum management for green 5G radio access networks,” in 2015 IEEE Online Confer-
ence on Green Communications, OnlineGreenComm 2015, Piscataway, NJ, USA, Novem-
ber 10-12, 2015, 2015, pp. 78 83,
and they are under submission at GLOBECOM’17. The work has been also awarded of a “Best
Paper Award” at OnlineGreenComm 2015.
Finally, we analyzed a possible technique which allows to infer multi-resource sharing. Multi-
resource sharing is fundamental in D2D-enabled C-RANs. Here base stations only have transmis-
sion/reception capabilities, ad-hoc datacenters perform base-band processing and relay nodes act
as a mediator among the cellular infrastructure and the final destination of a traffic flow. In multi-
resource sharing, depending on the requirements of the flows, any of the resources may represent
the performance bottleneck of traffic flows and it is of fundamental importance to infer end-to-end
fairness. The related results have been published in the following article.
T. Bonald, J. Roberts, and C. Vitale, “Convergence to multi-resource fairness under
end to end window control,” The 36th Annual IEEE International Conference on Com-
puter Communications (INFOCOM), 2017.
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Chapter2
RelatedWorkandBackground
Inthissectionwereviewthemostrelevantworksrelatedtothisthesis.Westartcomparingthe
workpresentedinthisthesiswithdiferentotherworksdealingwithin-bandandout-bandDevice-
to-Device(D2D)communications,withInterCelInterferenceCoordination(ICIC)andmulti-
resourcesharing.Finaly,wepresentsomedeﬁnitionsandbasicresultsofNetworkCalculus(NC)
usedinouranalysis(especialyinChapter3)
2.1. RelatedWork
2.1.1. In-bandD2DPerformanceEvaluation
Todate,fewworkshavetriedtocharacterizetheperformanceofin-bandunderlayD2Dcom-
municationschemes,bothwhenD2Disusedasadirectlinkamongusersorasrelaymethodology.
Theanalysisoftheperformanceofin-bandunderlayschemesischalenging,duetothecomplex
interactionamongD2Dtransmissionsandcelularsystemoperations.AsD2Dandcelularusers
alsharethesameresources,indeed,theirperformanceisstronglycorelatedthroughinterference,
throughtheirtrafﬁcpaterns,andthroughthespeciﬁcschedulingalgorithmadopted.Thetypical
assumptionisthatthesystemisinsaturation[32]orperformanceevaluationisperformedvia
simulations[33]orthatonlyasingleD2Dpaircanbescheduledonthesametimeandfrequence
togetherwithacelularuser[7].
Thisleadstopessimistic,overlyconservativeresults,particularlyinnon-saturatedsetings,
andingeneralitdoesnotenablethecharacterizationofthemainperformancetrade-ofsofsuch
D2Dsystems,essentialforthedesignofefﬁcientschedulingandratealocationalgorithms.Given
anin-bandunderlayD2Dcommunicationscheme,inthisthesiswepresenttwonovelresults:
amethodthatalowstoknowifthetrafﬁcarivingattheD2Dtransmitersissuchthatexistsa
deterministicorstochasticboundontheirbacklog,i.e.,thesetofarivalsbelongstothestability
regionofthesystem; amechanismthatoptimizesoverthesetofachievableratesandimposes
proportionalfairnessamongtheD2Dpairsperformance.Theworksthatareclosertooursare[34]
and[33].[34]computestheParetoboundaryofthestabilityregionwithoutconsideringusertrafﬁc
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demands,butassumingthatthetransmissionpowerofuserdevicescanbetuned.Besidesthefact
thattheanalysisdoesnotholdwhenthenodesarenotinsaturation,thepaperappliestosetings
withfewnodes.Inourcase,weassumethatthepowercontrolmechanismactsonadiferenttime
scalethantheschedulingoftheresources.Nonetheless,ourapproachappliesalsotoscenarios
withlargenumberoftransmiters,anditremainsaccurateevenwhennotalusersareinsaturation.
Theapproachusedby[33]usesasimilarmodelingofin-bandunderlayD2Dcommunications
viaCoupledProcessorSystem(CPS)modeling.Twomajorassumptionsareusedthough.The
schedulingpolicytakenintoaccountistheFulFrequencyRe-Use(FFR),i.e.,D2Dtransmiters
usethechanneleverytimetheirtransmissionqueueisnotemptyindependentlyoftheinterference
theycause.Furthermore,thebufersatthetransmitershaveﬁnite,verylimitedcapacity.Asa
result,themodelstudiesasimpliﬁedversionoftheD2Dsystem,whereamonotonicCPSis
derivedfromaFiniteStateMarkovChaincharacterizationofthesystem.Onthecontrary,we
generalizethestudyofD2Dcommunicationsalowingbufersoflarge/inﬁnitecapacityanda
complex,butmuchmorerealistic,schedulingpolicy.Suchchoiceleadstoanon-monotonicCPS
characterizationofthesystem,thatcouldbeanalyzed,untilnow,justthroughworstcaseanalysis.
Severalpiecesofworktrytooptimizethemechanismwhichassignresourcestothediferent
userswhenthesystemisinsaturation.Thoseoptimizationsalsoholdwhentheaimisfairness.For
example,[35]schedulesresourcesinordertoaccomplishgivenQualityofService(QoS)require-
ments,withouttakingintoconsiderationthedemandsoftheuserswhilescheduling.Finaly,[36]
proposesagametheoreticapproachfortheschedulingofeachsingleavailableresource(intime
andfrequency,i.e.,thesocaledResourceBlock(RB).Theparametersofthegamearesetin
orderforthetransmiterstoachieveagivenfairness.Besidesthecomplexityoftheapproach,that
paperisdesignedtoworkonlywhenalthedeviceshavetrafﬁctotransmit.
2.1.2. Out-bandD2DPerformanceEvaluation
Performanceanalysisofthe out-bandD2Dcommunicationshadmanymorecontri-
butionsinthestate-of-theart.Mainly,thisthesisdifersfrompreviousworksbecauseitpresents
anaccurateapproximationofachievablethroughput,aswelasaﬁrstapproximationofairtime
computationinD2Dcommunications,innon-saturatedscenarios.I.e.,inscenarioswherenotal
theusershavealwaystrafﬁctosend.Furthermore,thisthesisevaluatesindetailsthecomplex
interactionofrelay out-bandD2Dcommunicationsincelularnetworks.
CarierSenseMultipleAccess-ColisionAvoidance(CSMA-CA)studieshavetraditionaly
focusedonsaturatedtrafﬁcassumption[10].Manyoftheavailableresultsfornon-saturatedcon-
ditionsdonotcapturetheefectsoftrafﬁcdynamicsonsystemperformance.[37]forexample,
assumesthattheprobabilityoftransmissionandtheprobabilityofsuccessofthestationsina
non-saturatedscenarioisalwaysthesameduringtime,despitetrafﬁcdynamicsdoaltersigniﬁ-
cantlysuchquantities.[38]expandstheseminalworkofBianchi[10]tounsaturatedconditions,
includingtransmissionerorsandcaptureefects.Contrarilytowhatweproposeinthisthesis,al
oftheseapproachesarebasedonaPoissoniantrafﬁcassumption,andtheydependheavilyonthe
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assumption of traffic stationarity. [39] analyzes non saturation in heterogeneous traffic conditions,
but its results still require a complete stochastic traffic characterization to be parametrized. This
has been done despite of the fact that traffic in real networks is well far from being Poissonian
(see [16] and related literature). In particular, traffic from live audio/video streaming exhibits a
periodic behavior which substantially departs from the Poisson model, and which is character-
istic of several known examples of instability [40]. This leaves open the issue of how to derive
valid performance guarantees in out-band D2D communications in realistic settings, when little
is known about traffic statistics. In the present work we propose a different approach, which
assumes traffic to be constrained by leaky bucket arrival curves [14], which limit the maximum
amount of bits which can arrive in a given time interval. As such a traffic characterization trans-
lates into quite loose assumptions on traffic statistics (mainly involving tail probabilities) and it
applies to a large spectrum of practical settings.
2.1.3. CPS Performance Evaluation
Both in the case of in-band underlay D2D and in the case of out-band D2D, we based our anal-
ysis on the CPS model [12], which allows capturing the dependencies between user achievable
rates due to sharing of the wireless transmission medium (mediated by the CSMA-CA mecha-
nisms or the FlashLinQ scheduler) and traffic dynamics, which such coupling entails. CPS is
a queueing system for which the service rate of each queue depends on the set of queues with
ongoing job service [11–13]. CPS is a natural model for wireless communications since the in-
terference experienced by users depends on the set of transmitting base stations. Chapter 4.2 and
Chapter 5.2 show in details how the CPS model also fit for the particular cases of in-band underlay
and out-band D2D we deal with in this thesis.
Due to its extensive possible applications, the CPS queueing system found interest in the
research community. Nevertheless, the available results are very limited. [41] and [42] derive
closed-form necessary and sufficient conditions for the stability of a CPS composed by just two
queues with one class of traffic each, assuming Poisson arrivals and exponential service times.
[11] derives a similar result, assuming heavy-tailed file size distribution. For a two-queue system
with time-varying arrival rates, [43] develops a method for estimating the main statistics of the
resulting two-dimensional queuing process.
For larger settings, some of the existing approaches are based on very conservative assump-
tions, which limit their scope and interest. For a specific inter-cell interference limited cellular
networks scenario, [44] proposes an approximation method which assumes that the demands of
all queues but one are smaller than the saturation rate. Results achieved by means of this approx-
imation yield tighter accuracy when the system approaches saturation, but are loose in any other
condition. For CPSs that are already known to be stable, [13] proposes a method for computing
bounds on the moments of queue length, based on a semidefinite programming approach. Among
the available results, those that apply to a generic number of queues rely also on the use of a large
number of computationally heavy simulations for model parametrization, even under the Poisson
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trafﬁcassumption.Forexample,theanalysispresentedin[12],[45]providesamethodtode-
termineifaparticularconﬁgurationoftheCPSisstable,basedonthesteadystateprobabilities
ofunderlyingMarkovchains.However,thederivationofthesteadystateprobabilitiesrequires
anumberofsimulationswhichgrowsfactorialywiththesizeoftheproblem.Inparticular,if
thesystemiscomposedby nodes, Markovchainsmustbeanalyzedtoknowifagiven
pointbelongstothestabilityregion.Furthermore,almostalexistingapproachesassumePoisson
inputtrafﬁc,leavingopentheissueofhowtoderiveperformanceboundsforCPSunderdifer-
ent(andpossiblymorerealistic)assumptionsoninputtrafﬁc.Notably,andmostimportantly,no
existingresultsalowcomputingeithersoft(i.e.,stochastic)orhard(i.e.,deterministic)sufﬁcient
conditionsforstabilityofthesystem,orsoft/hardboundsonpacketdelayandbacklog.
2.1.4. D2D-assistedCelularNetworksPerformanceEvaluation
Theﬁrstpartofthisthesisconcludesbyderivinganovelcomprehensivemodelwhichac-
countsfortheintertwinednatureofcelularand resourcealocationwhenD2Drelayis
inplace.Infact,whilethebandwidthavailableatthecelularaccessafectstheloadofD2D
over channels,itisalsotruethattheperformanceof mobileterminalsconnected
toAccessPoints(APs)andD2Dtransmissionsareentangledandafectthequantityoftrafﬁc
thatcanbeofﬂoaded.Theframeworkintroducedinthisthesisalowsforthecomputationof
bothachieveduser-throughputandterminalconsumption,eveninnon-saturatedconditions.As
oftoday,ourcontributionistheﬁrstpresentingsuchfeatures.
D2D-assistedcelularaccessnetworkshavebeenproventosubstantialyimprovethroughput
andfairnesscomparedtostandardcelularaccessnetworksandsuchaanalyticaltoolmayalow
fortheoptimizationofnetworkoperation.Theworksin[46–48]focusonD2Dclusteringin
celularnetworks.Theauthorsof[46,47]showviasimulationsthatD2Dclusteringincreases
thenetworkperformancebyupto incomparisontolegacycelularsystems.[48]proposes
anoptimalresourceutilizationformulticastrelayingwithD2Dclusters,provideaclosed-form
expressionfortheProbabilityDensityFunction(PDF)oftheoptimalnumberofrelaysinacluster,
andanintra-clusterretransmissionscheme.[48]alsoshowvianumericalsimulationsthatthe
proposedschemeachievesupto gaininresourceutilizationefﬁciency.Theauthorsof[49]
proposethesocaledDataspotingapproachthatleveragesclusteringtechniquetoincreasethe
networkcapacityindensenetworks.Dataspotingtriestoavoidtransmitingthesamecontents
repeatedlytomobileusersthatarelocatedinasmalarea.InDataspoting,theoperatormapsthe
geographicalavailabilityofthecontentsindenseareas(i.e.,dataspots).Whenauserarivestoa
dataspotandrequestsforacontentwhichisavailableinthedataspot,thebasestationsendsthe
informationofthecontentownertotheuser.ThentheuserinitiatesaWiFicommunicationwith
thecontentownerinordertoretrievethecontent.Theirsimulationresultsilustratethatthereisa
probabilitytoﬁndtheusers’desiredcontentcachedinthedataspot.
Nevertheless,D2D-assistedcelularmaycauseanincreaseinpowerconsumption[18,19].
Existingnetworkaccesstechniquesrarelyaccountforenergyefﬁciencyandthroughputatthe
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sametime. Theymostlyaimtoeitherimprovingbaterylifetimeofdevices[50]orseekfor
throughput[51].Moreover,energyefﬁcient-awareapproacheslike[52]neglectthecouplingbe-
tweenuplinkanddownlinkresourcealocation,orbetweencelularand utilizationdue
totheoperationofD2Drelays.Asoftodaythereisnomodelortechniqueavailabletomake
informedaccessselectiondecisionsbasedonanalyticalestimateofthroughputandpowercon-
sumption,andhenceenergyefﬁciency,inamixedaccessnetwork.Buildingonourmodel,we
formulateanewnetwork-controledaccessselectionproblemthataimstomaximizetheenergyef-
ﬁciencyachievedatterminalside.Asamajorpoint,intheproposedformulation,notonlyuplink
anddownlinkarebothsimultaneouslyconsidered,butalsotheyarejointlyoptimizedintermsof
celularand resourcealocation.Severaltechniquesexiststhatdealwithaccessselection
andenergyefﬁciency.[50]proposestoincreasethebaterylifetimeofterminalsbyconnecting
themtotheleastpowerexpensivetechnologyamongtheonesavailable.Noguaranteesonthe
throughputachievedandnoconsiderationonthediferentloadsofthePointsofAccess(PoAs)
istakenintoaccount.Ouralgorithm,instead,dynamicalyreactstothescenarioofapplication,
havingtheabilityofdetectingtheloadandthethroughputachievedateachPoA.
Otherproposalsevaluatethemostenergyefﬁcientaccessdecisionattheterminal,without
usinganycentralknowledgeofthenetworksituation.[53]assumesuplinkanddownlinkdemands
areknownattheterminal.Theuserthenchoosestheaccesstechnologythatisabletoserveits
trafﬁcwiththelowestcost.However,intheirscheme,accessselectionefectsonneighboring
terminalsarenotconsideredandterminalsarenotalowedtoaccessthenetworkifthereisno
PoAthatcansatisfytheirdemand.Furthermore,throughputandpowerconsumptionofusers
connectedtothesamePoAaretightlycoupled.Ourapproachconsiderstheimpactoftheterminal
choiceonalotherterminalsandalowsPoAstoadaptandaccommodatetherequestsofnew
terminals.
[52]accountsforD2Drelayindownlink,thoughtheenergyefﬁciencyofeachterminalis
consideredasindependent,andresourcealocationasPoA-independent.Accessselectionisthen
solvedasaknapsackproblem. Weovercomesuchlimitationsandproposeamodelthatworks
atanysystemloadandthataccountsforuplink,downlinkandforthecouplingbetweenresource
alocationin andattheeNB,includinginpresenceofD2Drelay.[54],eveniftheirwork
doesnotexplicitlyaddressanaccessselectionmechanism,showshow,inanaccessnetworkwith
in-bandunderlayD2Dsupport,schedulingtheleastinterferingusersatoncemayreduceterminals
powerconsumption,whichisinlinewithourﬁndings.However,weprovideanalyticalreasons
behindthisphenomenon,whichgoeswelbeyondwhathintedin[54].
2.1.5. Almost-BlankSubFrame(ABSF)
AfterhavingshownhowtoevaluatetheperformanceofD2Dcommunicationsbothin-band
orout-band,bothasadirectconnectionamongusersorasarelaymethodology,weshowin
thesecondpartofthisthesishowD2Dcommunicationscanbemanagedtogetherwithother
optimizationtechniques.Theauthorsof[19]describehowD2Dinunlicensedspectrumhasa
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higher implementation opportunity because it requires minor changes in the existing standards.
In [55], it is shown that D2D can be deployed in Long Term Evolution (LTE) networks and groups
can be formed with WiFi-Direct. The authors of [21] and [56] propose a practical opportunistic
scheme and a protocol for D2D over LTE and WiFi networks. Following the conclusions of the
above mentioned contributions, the second part of this thesis focuses on out-band D2D commu-
nications. Moreover, as in Chapter 8, D2D techniques are now considering not only WiFi-like
options, but also novel and faster solutions, e.g., based on millimeter-wave communications [57].
In LTE the major source of interference is due to neighboring cell activity, a.k.a Inter Cell
Interference (ICI). As we mentioned in Chapter 1, a common approach to mitigate ICI is to ap-
ply a 3GPP recently standardized mechanism, called ABSF [58]. ABSF coordinates different
LTE evolved Node Bs (eNBs) by preventing their transmissions for a specified set of subframes
(ABSF pattern), where only control signals are permitted. While D2D is attracting the attention
of industrial players, ABSF has already become popular due to its trade-off between performance
improvement and low implementation complexity, as widely shown by [59]. ABSF has been pro-
posed for throttling macro base station transmissions in presence of micro and pico cells. How-
ever, much more interesting results have been shown when ABSF has been adopted for all kind
of cells. Several works focus their research on how to properly design ABSF patterns to limit ICI
and boost network performance, especially in high-density scenarios. The authors of [60] provide
a clear overview about different ABSF proposals, classifying them as (i) semi-distributed, where
a central entity coordinates scheduling resources, through ABSF patterns, while each base station
is in charge of scheduling its users, and (ii) distributed, where each base station makes local de-
cisions on its own ABSF patterns. As we show in this thesis, the first ones are the approaches
which allow obtaining the best results. Only through the knowledge of the performance of all
the cells in a given geographical area it is possible to choose the right portion of time that every
eNB has to blank its transmissions. As semi-distributed ABSF mechanism, [61] presents BAse
Station Inter-Cell Scheduling (BASICS). BASICS is an efficient algorithm that leverages ABSF
to optimally increase the network throughput by serving best effort traffic and guaranteeing an
acceptable level of fairness between users. Another semi-distributed ABSF mechanism is pre-
sented in [62]. In there, ABSF is tuned to guarantee inelastic traffic demand for delay-guaranteed
networks. The authors of [62] tackle the ICIC problem by inspiring a heuristic solution which
provides a near-optimal deterministic ABSF pattern to schedule all required traffic, when content
distribution systems are involved. Another interesting solution, such as [63], deals with hetero-
geneous networks in which a macro base station coordinates the activity of small base stations to
improve throughput performance when sharing a limited area. For a limited traffic distribution,
the deterministic approach proposed in [20] aims to determine the best blanked subframe den-
sity according to a given traffic distribution. More advanced solutions focus on the pattern reuse
which directly guides the ABSF activity pattern. In particular, [64] derives the best temporal
pattern duration, given a set of chosen patterns to maximize the total user throughput. However,
as proved in our work, while some scenarios may adversely impact on the system throughput, a
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pure throughput maximization can lead to highly unfair throughputs. Finally, for what concerns
the class of distributed ICIC mechanisms, [65] presents a lightweight fully distributed solution,
where each base station makes its own scheduling decisions based on a game theoretic approach.
While both ICI reduction schemes and spectral efficiency enhancement solutions, as for exam-
ple D2D, have shown promising outcomes, they have not been evaluated in a real-world scenario
concurrently. The first work which evaluated, only via simulations, the impact of D2D (with WiFi
Direct) and ABSF (with Base Stations Blanking (BSB)) was [66]. In [66], D2D relay speed is
comparable to cellular speed, and the authors conclude that D2D and ABSF in combination can
bring quite limited value added. However, very few analytical insights have been given before
this manuscript on joint inter-cell interference coordination and intra-cellular traffic offloading.
Starting from the same assumptions, in Chapter 7 we present a novel mechanism, Two-
level Opportunistic Spectrum Management for 5G Radio Access Networks (TOMRAN), which
does not ignore the fact that WiFi can be a bottleneck for relaying cellular data. Although the
achievable rate with WiFi is higher than with cellular technologies of the same generation, WiFi
transmissions mainly suffer from poor coordination of transmitters, exhibiting high performance
degradation. Our work differentiates from the related work because it takes into account the
impact of different communication technologies on each other’s performance, and dynamically
adjusts offloaded traffic based on two factors: cluster size and set of achievable D2D rates, thus
shedding light on how the performance is affected.
In Chapter 8, our work completely differentiates from the literature, since we are the first
to analytically study and design a joint scheme to provide high spectral efficiency by leveraging
cooperative D2D opportunistic communications using mm-waves connections, while at the same
time adjusting user fairness by means of ABSF. The D2D physical layer is changed in order
to remove the possibility that the intra-group resource sharing constitutes the bottleneck of the
transmissions in the access network. Even though a compound analytic approach to D2D and
ICIC is completely missing so far in the literature, many other solutions focus on the trade-off
between throughput and fairness using different approaches. [67] and [68], for example, propose
to apply user association and D2D multi-hop offloading, respectively, to achieve such a goal.
Nevertheless, differently from our approach, many changes to the current cellular architecture
should be done in order to implement such solutions.
As final note, recent studies on D2D communications show the feasibility of such schemes,
including opportunistic scheduling requiring control decisions at the millisecond timescales [56].
2.1.6. Multi-Resource Sharing
The concept of multi-resource sharing, used in Chapter 9 has been widely studied over many
years. Specifically, multi-resource sharing by flows with homogeneous requirements has been at
the center of the efforts of the research community. Of particular interest for the present work
is the observation made 30 years ago that network-wide max-min fairness is realized by imple-
menting fair queuing in router queues and performing window-based flow control [69], [70]. This
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claim was proved by [69] for a synchronous time-slotted network model with flow rates con-
trolled by hop-by-hop windows [71]. However, there is no published proof, before this thesis, that
max-min fair sharing occurs with end-to-end window control, as used in Transmission Control
Protocol (TCP)/Internet Protocol (IP).
Our main objective here is to derive the equivalent result in the case of heterogeneous resource
requirements, which also apply to the Centralized-Radio Access Network (C-RAN) access net-
work described in Chapter 1. Explicitly, we show that imposing local fairness at each resource,
i.e., assigning equal shares to each flow, coupled with end-to-end flow control results in a desirable
generalization of max-min fairness called Bottleneck Max Fairness (BMF) [9]. For homogeneous
requirements, the proof that backlogs eventually converge and rates stabilize at their max-min fair
shares was the culmination of several years doctoral thesis work by Hahne [72]. [73] have since
derived a somewhat simpler proof, thanks to their use of a fluid model, but this is still highly non-
trivial and again confined to hop-by-hop window control. It is considerably harder to account for
heterogeneous requirements because the water filling characterization of max-min fairness used
in [71] and [73] does not generalize to BMF.
Many other multi-resource sharing technique have been presented. Ghodsi and co-authors
introduced the problem of multi-resource sharing in compute clusters [74] and extended their
analysis to networks [75]. They advocate so-called Dominant Resource Fairness (DRF). In net-
working applications, DRF requires schedulers at each resource to implement weighted max-min
fairness with the same flow weight applied at each resource determined from the resource which
requirement is maximal. This choice is motivated by a requirement that the allocation be strate-
gyproof : flows should not be able to gain a greater bit rate by falsely stating their requirements.
The plausibility of designing and implementing such a gaming strategy in a context of dynamic
demand in a network setting is highly debatable, however. An alternative allocation that sac-
rifices strict strategyproofness in order to achieve a better efficiency–performance tradeoff, like
BMF, may represent a better solution for nowadays networks. [9] showed that the BMF allocation
always exists and has all the desirable sharing properties identified by Ghodsi [75] except strat-
egyproofness. On the other hand, it has an alternative property called single-bottleneck fairness:
if the network has a unique bottleneck, the allocation is such that each flow has an equal share of
the bottleneck. That this property is not shared by DRF largely explains its inferior throughput
performance. We argue that this difference of performance outweighed the lack of strategyproof-
ness, especially in an environment where cheating is technically impossible (like wireless) or
practically impossible (like C-RANs).
In the wired Internet, bandwidth sharing is realized by means of congestion control protocols
like TCP that react to drop signals received from First-In First-Out (FIFO) buffers. Sharing is gen-
erally fair enough if users implement the same protocol [76] though it has often been noted that
fair queuing implemented in router queues would provide more robust control, e.g., [77], [78].
For a wireless link, where requirements are highly variable, it is generally considered preferable
to aim for equal resource shares (as in BMF), rather than equal bit rates. This is broadly what the
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proportionalfairschedulerachieves[79],asimplementedin3Gand4Gcelularnetworks.That
the bschedulertendstorealizemax-minfairbitrateswasrecognizedasaperfor-
manceanomaly[80].ThisanomalyismitigatedinmorerecentWiFiversions,wherepacketag-
gregationindeedtendstoequalizeresourceshares.InC-RAN,thedynamicprovisionofcompute
capacityimpliesCPUmaybecomeatemporarybotleneckandthewayitissharedisthereforean
issue.SimpleFIFOqueuingcoupledwithend-to-endcongestioncontrolwouldleadtoapproxi-
matelyequalﬂowbitrates,asinawiredInternet.However,ifrequirementsdifersigniﬁcantly,
max-minfairrateswouldproducethesame“performanceanomaly”asin b.Inan
earlypaperconsideringdual(CPUandbandwidth)resourcesharing,[81]proposedanExplicit
CongestionNotiﬁcation(ECN)markingschemeintendedtorealizeproportionalfairnessthrough
TCPcongestioncontrol. WewouldarguethattheuseofaschedulertoequalizeCPUusage
amongﬂowsconstitutesamoresatisfactoryresourcesharingsolution.
[82]showsthatC-RANsareabletocompensateforunbalancedcomputationalloadsatthe
basestations.Eachbasestation,indeed,wouldhavetocodeanddecodethetrafﬁcoftheusersat-
tached.Theamountofcomputationalresourcesneededwouldbevaryingdependingonthemove-
mentandtrafﬁcpaternsandcentralizingthecomputationalefortsinadatacenterwouldprevent
fromoverprovisioning. Nevertheless,[82]overlooktheproblemthatacentralizeddatacenter
maycreateabotlenecktotheend-to-endcommunications,sincetheresultsdonotcharacterize,
ifnotnumericaly,theﬂuctuationofthecomputationalresourcesrequirementduetochannelpa-
rametersanduserbehavior.Finaly,[8]proposesaschedulingmethodologyforC-RAN,which
simultaneouslydealswithcomputationalandwirelessresources.Theapproachassignsthecom-
putationalresourcesofthedatacenterorderingthediferenttransmissionsbyspectralefﬁciency
uptosaturation.Suchadecisionmaycreateseverefairnessperformanceissuesincaseofhetero-
geneousscenarios,whereusersexperienceverydiferentchannelperformance.
2.2. NetworkCalculusBasicConceptsandDeﬁnitions
Inthissection,weintroducesomedeﬁnitionsandbasicresultsusedinouranalysis(especialy
inChapter3).NC[14]isamin-plussystemtheoryfordeterministicperformanceanalysisofa
queuingsystem.Itprovidestoolsforthederivationofboundstobacklogandpacketdelayina
network.TrafﬁcinNCistypicalycharacterizedbymeansofarrivalcurves[14].
Deﬁnition1(ArivalCurve).Let bethesetofnonnegativewide-senseincreasingfunctions.
,let bethecumulativetrafﬁcarrivalfunctionforthetimeinterval .Then
isanarrivalcurvefortheconsideredﬂowifforany , .
Assuchatrafﬁccharacterizationtranslatesintoquitelooseassumptionsontrafﬁcstatistics
(mainlyinvolvingtailprobabilities),itappliestoalargespectrumofpracticalsetings.Forin-
stance,anytrafﬁcsourceontheInternetisconstrainedbysomeformofarivalcurve(e.g.due
tolimitationsoftheapplicationgeneratingthetrafﬁc,and/ortothebitrateoftheconnection),
possiblybymeansofsomeconservativeassumptionsonthestatisticsofthegeneratedtrafﬁc.
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Oneofthemostcommonclassesofarivalcurvesistheleakybucketarivalcurve,where
.Thenon-negativeparameters and are,respectively,theleakybucketrate
andtheburstinessofthetrafﬁcﬂow.Leakybucketarivalcurvesarewelsuitedtocapturethe
burstynatureoftrafﬁcﬂowsindatanetworks[16,83]andtheyarepartoftheDifServpolicing
mechanism[84].
Let indicatethebacklogofqueueattime.Inwhatfolowswewiladoptthefolowing
twonotionsofstability,accordingtowhethertrafﬁcischaracterizedstochasticalyorthrough
arivalcurves.
Deﬁnition2(Deterministicstability[14]).Asystemof queuesisdeterministicalystableif
thereexistsa suchthat
(2.1)
Deﬁnition3(Stochasticstability[85]).Asystemof queuesisstochasticalystableif
thereexistsa suchthat
(2.2)
Notethatdeterministicstabilityimpliesstochasticstability,buttheconverseisnottrue.Prac-
ticalsufﬁcientconditionsforstabilitytypicalyimplysomeconstraintsonsourcetrafﬁc(e.g.,on
arivalstatistics,orontheirarivalcurveparameters)and/oronthenetwork(i.e.,onsomeformof
serviceguaranteesatqueues)[86].Forinstance,forqueuesinisolation,asufﬁcientconditionfor
stochastic(respectivelydeterministic)stabilityisthatateachqueuetheaveragearivalrateisless
thantheaverageservicerate(respectively,thattheleakybucketrateforthearivalsislessthatthe
guaranteedservicerate)[85].Othernetworkcalculusconceptswewiluseinouranalysisarethe
continuousdatascalingblock,thepolicerandthemultiplexingblock.
Deﬁnition4(ContinuousDataScalingblock).Let denotethecumulativearrivalstoanode
uptotime.Thenodeisacontinuousdatascalingblock,withscalingvalue R ,ifforany
timeinterval ,theamountofservedtrafﬁcis .
Scalingblockshavebeenﬁrstintroducedtomodeltransformationprocesseswhichalter
thetotalamountoftrafﬁc(lossychannels,dataprocessing,encoding/decoding,discardofnon-
conformanttrafﬁc[87]).
Deﬁnition5(Policer).Apolicerwithrate isaprocessingnodethat,foranyarbitraryinput
trafﬁc,forces asthemaximumdeparturerateatitsoutput.
Thisdeﬁnitionimpliesthatthepolicerforces asanarivalcurvefortheoutputtrafﬁc.
Inwhatfolowsweconsiderunbuferedpolicers,whichdiscardnon-conformanttrafﬁc.If
denotesthecumulativearivalsattheinputtothepoliceruptotime,thisimpliesthatforany
timeinterval theoutputofthepoliceris .
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Deﬁnition6(Multiplexingblock).Let denotethecumulativearrivalstoanodeuptotime
.Amultiplexingblock,withmultiplexingfactor ,isanodewith outputﬂows,suchthat
thecumulativearrivalsatthe-thoutput arethesameasattheinput,i.e.
.
Finaly,werecaltheconceptofGeneralizedProcessorSharing(GPS)node[88].Ingeneral,
aGPSnodeiscomposedbyaserverhavingaﬁxedservicerate ,and diferentqueues.Each
queue ischaracterizedbyaweight ,with .Atanygiventime, issplitamong
thenon-emptyqueuesproportionalytotheirweights.Attheﬂuidlimit,ifqueue isactiveat
time,theserviceratereservedtoqueue is:
(2.3)
where isthesetofactivequeuesattime.
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Chapter3
ACPSModelforD2DCommunications
Inthischapterweconsiderasystemcomposedbyanetworkofqueues.Theservicerateof
eachqueue,atanygiventime,dependsonthesetofqueueswithongoingjobservice.Thistype
ofmodeliscommonlyreferedtoasCoupledProcessorSystem(CPS)[11–13],anditarisesin
severalcontextsinwhichcouplingderivesfromresourcesharing.
TheCPShasbeenalsoproposedtomodelthecomplexinterdependenceofwirelesstrans-
missions’performance[89].Inwirelessnetworks,theinterdependenceoftransmissions’per-
formanceistypicalyduetointerference,sincedevicessharethesamemedium.Inorderto
understandwhytheCPSisagoodmodelforwirelessnetworks,itissufﬁcienttothinkofasce-
nariowhereseveraltransmitersmayoccupysimultaneouslythesamespectrum.Inthiscase,the
interferencesensedatdestinationdependsontheparticularsetofsimultaneouslyactivetransmit-
ters.SincetransmitersuseaparticularModulationandCodingScheme(MCS)dependingonthe
interferencesensedatdestination,thesetofsimultaneouslyactivetransmitersdictatessomehow
the“servicerate”atwhicheachtransmiterservesitsowntrafﬁc.Thisaspectisperfectlycaptured
bytheCPSmodeling,sinceCPS’squeueserviceratedependsonthesetofsimultaneouslyactive
queues.CPSsarethereforeanessentialtoolintheevaluationofwirelesssystemsperformance,
especialywhenDevice-to-Device(D2D)communicationsareinplace. AssaidinChapter1,
indeed,ifD2Dcommunicationsareinplace,havingmorethanatransmissionhappeningonthe
samespectrumisfarfrombeingrare.
Unfortunately,CPSperformanceanalysisisascomplexaswirelessperformanceanalysis.Up
tonow,thecharacterizationofthedelayexperiencedbytheCPS’sarivals,aswelasconditions
ontrafﬁcstatisticswhichareabletoensurequeuelengthstability,areknownonlyfora2-queue
CPS.Therefore,theuseoftheCPSmodelinghasbeenlimitedtotoyexamples.Inthefolowing,
weproposeafulyanalyticalapproachtotheperformanceanalysisofageneric -queueCPS,
whichdoesnotrequiresimulationstobeparametrized.Theproposedmethodisindependentof
thenatureandshapeofcouplingrelations.Furthermore,ourmethodcanbeappliedtosystemsin
27
28 ACPSModelforD2DCommunications
whichthetrafﬁcisdescribedeitherstochasticalyorbymeansofdeterministicarivalcurves[14].
Themainresultspresentedinthefolowingchapterare:
WepresentageneralizedmethodforthederivationofperformanceboundsinaCPS
withanarbitraryamountofqueues,basedonaconservativecharacterizationoftheservice
behaviorofaCPS.
ByapplyingourmethodtoCPSswithindependentandstationaryarivals,aswelas
toinputtrafﬁcconstrainedbyarivalcurves,wederiveanalyticalexpressionsofsufﬁcient
conditionsforstabilityofthesystem,andforboundsondelayandbacklog.Forarivalsde-
scribedstochasticaly,state-of-artqueueingtheoryresultsareexploited.Ifinsteadarivals
aredescribedbyarivalcurves,ouranalysisexploitsNetworkCalculus(NC).
Therestofthechapterisorganizedasfolows.Section3.1andSection3.2present,respec-
tively,thesystemmodelandtheideabehindthemethodweusetoassesstheperformanceofa
CPS.Section3.3describesindetailsourmethodforthederivationofperformanceboundsina
CPSinwhichservicerateateachqueuedecreaseswiththesizeoftheactivequeues.Section3.4
ilustratesthederivationofanalyticalexpressionsforthemainperformancebounds.Section3.5
extendstheproposedapproachtoqueuesystemswithgeneric,notnecessarilymonotonic,cou-
pling.
NoticethatweshowhowtoapplythemodeltoD2DcommunicationsinChapter4.InChap-
ter4wealsoassessnumericalythetightnessofourboundstotherealperformanceofaCPS,
whentheCPSisusedtomodelanin-bandD2Dscenario.
3.1. ModelandAssumptions
3.1.1. SystemModel
Weconsiderasystemof queues,whereeachqueue receivestrafﬁcfrom
oneormorefreshsources(i.e.,sourcesresidingoutofthesystem). Weassumesuchqueues
areservedbyworkconservingschedulers,andthattheservedtrafﬁcleavesthesystem.The
systemstateattime,denotedas ,isanarayof binaryvariables,suchthatforeach
,the-thvariableis ifthe thqueuehavetrafﬁctoserve,and otherwise.
Weassumethatatanytime ,theservicerate ofqueue isdeterminedonlybythesystem
state,i.e., .Therefore,eachtrafﬁcﬂowisservedattheﬂuidlimit,experiencing
diferentserviceratesdependingonthesystemstate.Nonetheless,theservicerateofaparticular
queuecanassumeonlyaﬁxednumberofdiferentvalues,oneforeachofthe possiblesystem
states.ThisrepresentstheformaldeﬁnitionofCPS.
InitialywetackletheperformanceanalysisofmonotonicdecreasingCPSs.Thatis,if
3.2The“UpperBounding”Approach 29
and aretwodiferentstatessuchthat 1,then . Thisclass
ofCPSsincludesmanyproblemsofpracticalinterest,e.g.,inthecontextofwirelessnetworks
andofbandwidthsharinginpacketnetworks[12].Indeed,resourcesharinggeneralyinduces
couplingwhichsatisﬁesthemonotonicdecreasingproperty,asusualythemorecontendforthe
sameresource(e.g.,bandwidthinawirelessnetwork),thelessisthesharethateverycontender
gets.However,insomerelevantpracticalsetingssuchcouplingmightsigniﬁcantlydeviatefrom
monotonicity.Forsuchcases,whichhavebeenlitlestudiedsofar,Section3.5wilextendthe
approachtoagenericCPS.
Finaly,weconsiderthatnolossesoccurinthesystem(i.e.,queueshaveinﬁnitecapacity).
3.2. The“UpperBounding”Approach
InthissectionweoutlineanewapproachtotheanalysisofCPSs.Itisbasedontheconcept
ofupperboundingnetwork.
Deﬁnition7(Upperboundingproperty).Giventwonetworksofqueues,wesaythatonenetwork
upperboundsanotherwhenthestochastic(risp.deterministic)stabilityoftheformerimpliesthe
stochastic(risp.deterministic)stabilityofthelater.
Pleasenotethatthedeﬁnitionsofdeterministicandstochasticstabilityhavebeenpresented
inSection2.2.Whenanetworkupperboundsanother,thensufﬁcientstabilityconditionsforthe
upperboundingnetworkholdalsofortheupperboundednetwork.
OurapproachconsistsinindividuatingatleastanetworkwhichupperboundstheCPSwe
wanttostudy,andforwhichweareabletocomputesufﬁcientconditionsforstability.Inorderto
overcomethedifﬁcultiesofexistingapproachestoCPSanalysis,wewilfocusonupperbounding
networkswhichalowapplyingmethodsofanalysisthatarenotdirectlyapplicabletotheoriginal
CPS,suchasstandardNCorsimpleQueuingTheoryprinciples.Weprovideamethodtoconstruct
aclassofupperboundingnetworkssatisfyingtheseproperties,andwederivestochasticand
deterministicboundsholdingfortheupperboundingnetworks.Byexploitingtheupperbounding
property,fromstabilityconditionsandboundsvalidforthegivenclassofupperboundingnetwork
wederiveperformanceboundsfortheupperboundedCPS.Theboundsobtainablewiththis
approachofcoursedependonthespeciﬁcfeaturesoftheupperboundingnetwork.Therefore,
foraCPS,ourmethodyieldsasmanyboundsasupperboundingnetworks.Inwhatfolowswe
describeaﬁrstapplicationofourapproach.Inparticular,foragivenCPS,weilustrateaclassof
upperboundingnetworksthatalowsderivingnewCPSsperformanceboundsbyusingeitherNC
orqueueingtheory.
1Notethatthecomponent-wiseinequality impliesthatthesetofqueuesactiveinstate isasubsetofthe
setofqueuesactiveinstate .
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3.3. MonotonicDecreasingCPSs
Inthissection,weapplyourapproachtomonotonicdecreasingCPSs.Givenan -queue
CPS,westartbyilustratingafundamentalpropertyforanetworktoupperboundtheCPS.Then,
wepresentaclassoffeed-forwardnetworks,thatwedenoteasancilarynetworks,whichrespects
theabovementionedproperty.Finaly,fromstabilityconditionsandperformanceboundsholding
onancilarynetworks,weshowhowtoderivestabilityconditionsandboundsfortheirassociated
CPS.
3.3.1. AFundamentalPropertyforUpperBoundingNetworks
Westartbypresentingaresultdeﬁningasufﬁcientconditionforaclassofnetworkstoupper
boundaCPS.ThestructureoftheancilarynetworkswepresentinSection3.3.2isbasedonthe
folowingresult.
Lemma1(UpperBoundingNetwork).Consideranetworkwith queues,suchthatthere
isaone-to-onemappingbetweenthequeuesoftheCPSandasubsetof queuesofthenetwork.
Ifthequeuesofthesubsetarelabeledwith andthequeuesoftheCPSarelabeled
by ,themappingissuchthateachqueueofthesubsethasthesamearrivals
atanytime asitscorrespondingqueue intheCPS.Let and betheservicerates
attime,respectively,atqueueandqueue .If,atanytime ,itholdsthat
foreachqueue oftheCPS,thenthenetworkupperboundstheCPS.
Proof: Weprovethatatanytime ,thelength ofeachqueue oftheCPSis
alwayssmalerthanthequeuelength ofthecorespondingqueueinthenetwork.Ifthisis
thecase,aboundonthebacklogofalsoholdsforthecorespondingqueueoftheCPS,sothat
thepartialstabilityofthenetworkimpliesthestabilityoftheCPS.Weprovethat
bycontradiction.Assumethat istheﬁrsttimeforwhich holds.Asarivals
arethesameinbothqueues,thisimpliesthatattime abit oftrafﬁchasleftqueue inthe
network,whileisstilbeingservedatthecorespondingqueue oftheCPS.Assumethelast
bitservedbefore atqueue hasbeenservedat inthenetwork,andthelastbithasbeen
servedatqueue attime .Fromthedeﬁnitionof , .Thismeansit
existsaninstant ,atwhich ,contradictingtheassumptions.
Basicaly,Lemma1saysthatanetworkupperboundsanassociatedCPSifeachqueueofthe
networkservesitstrafﬁcatarateslowerthantheoneusedbythemappedCPSqueue.
3.3.2. StructureofanAncilaryNetwork
Wenowpresentaclassofnetworks,theancilarynetworks,whichcanbeusedtoupperbound
amonotonicCPS.Noticethatthepresentedstructurehasbeenthoughtwiththeaimofrespecting
Lemma1.
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Figure3.1:The-thstageofa -queuesancilarynetwork.
Thetopologyofanancilarynetworkisfeed-forward,with stagesandatwo-queue
work-conservingGeneralizedProcessorSharing(GPS)nodeateachstage. GPSnodeswork
attheﬂuidlimitandareinaone-to-onemappingrelationwiththequeuesoftheCPS. Let
indicateoneofthe possiblepermutationsofthelabelsofthequeues
oftheCPS. Eachpermutation individuatesaspeciﬁcmapping,whichassociatesthe -th
queueoftheCPStotheGPSnodeatthe-thstageoftheancilarynetwork, .At
anytime,weassumearivalsfromfreshsourcesatstagearethesameasatthecoresponding
queue attheCPS.
Letusconsiderthestructureofthe -thstage(Fig.3.1)ofanancilarynetworkwithmapping
.By wedenotetheservicerateofqueue oftheCPSwhentheactivequeuesattheCPS
are . isinsteadthesaturationrateof ,i.e.,theservicerateofqueue of
theCPSwhenalqueuesareactive.Eachstage receivestrafﬁcfromthe previousstages.
Wedenoteas thearrivalratefromstage toattime.Eachofthese
ﬂowsfeedsascalingblock,withscalingcoefﬁcient .Theaggregateoutputofalthescaling
blocksatstage thenfeedstoapolicerwithrate .Theoutputofthepolicer
feedsadedicatedqueueoftheGPS.TheotherqueueoftheGPS,instead,servestrafﬁcfromfresh
sources.ThetotalcapacityoftheGPSnodeis ,andtheGPSweightsare for
freshtrafﬁc,and fortrafﬁcfromthepolicer.Thismeansthattheguaranteedserviceratefor
freshtrafﬁcis ,whiletheguaranteedservicerateforthetrafﬁccomingfromthe
policeris .AttheoutputoftheGPSnode,thetrafﬁcfromthepolicerexits
thenetwork.Thetrafﬁcfromfreshsourcesinsteadfeedsamultiplexingblockwithfactor .
EachoftheoutputﬂowsthenfeedsoneofthefolowingstagesFig.3.2ilustratesthestructureof
anancilarynetworkfor .
ItcanbeeasilyseenthatthischoiceofGPSweightsensuresthattheminimumserviceratefor
freshtrafﬁcisequaltothesaturationrateof .Thatis,eachGPSnodeservesthefreshtrafﬁc
atleastwiththeminimumrateguaranteedbytheCPS.ThisparticularchoiceofGPSweights
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Figure 3.2: An example of a three-queue CPS, and of an ancilary network associated to it, core-
sponding to the mapping1 ,2 ,3
also ensures that the guaranteed service rate of the trafﬁc coming from the policer is equal to its
maximum arival rate. As a result, the trafﬁc coming from stages does not bufer at
the GPS node and its presence at the dedicated queue is only dictated by the presence of trafﬁc to
serve at queues for fresh trafﬁc at stages .
When present in the dedicated queue, the trafﬁc coming from the policer absorbs part of the
capacity of the GPS node. Therefore, we cal the ﬂow coming from the policerimpairment ﬂow.
The service rate of the impairment ﬂow, which we denote as , is given by
1
=1
j j (3.1)
The in the computation of is due to the presence of the policer that precedes the ded-
icated queue of the GPS node. Indeed, the second argument of the minimum represents the
maximum output rate alowed by the stage policer, while the ﬁrst argument is the incoming rate
at the policer, i.e., the summation of the rescaled ﬂows coming from the preceding stages.
The role of the scalers is to alow tuning the incoming trafﬁc at each stage. As we show in the
folowing section, there always exist at least a set of values of the scaling coefﬁcients
such that the service rate for fresh trafﬁc at the-th GPS node, i.e., j , is
never larger than the service rate at the coresponding CPS queue . This observation is the key
idea behind the structure of the proposed ancilary networks, and it alows to satisfy Lemma 1.
Let be the matrix of the scaling coefﬁcients of an ancilary network. Hence, given a CPS,
an ancilary network associated to it is univocaly identiﬁed by the pair .
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3.3.3. SufﬁcientConditionsfortheUpperBoundingProperty
Westartpresentinganimportantpropertyoftheancilarynetworks.Aswementionedearlier,
ateachstage ,theservicerateoferedtofreshtrafﬁcattheGPSnodeis
.Hence,suchserviceratedependsontheactivityofnodesinstages .Speciﬁcaly,
inthefolowingLemma,weshowhow univocalydependsonthestateofthequeuesofthe
GPSnodesdedicatedtofresharivals.
Lemma2.Let beanarrayofNbinaryvariables,suchthatthe -thvariableis ifthe
queueforfresharrivalsattheGPSnodeofthe-thstageoftheancilarynetworkisbusyattime
,and otherwise.Thenforeach , isunivocalydeterminedby ,i.e.,
.
Proof: Weprovethelemmabyinduction. Westartfromtheﬁrststageoftheancilarynet-
work. incasethereistrafﬁcfromfreshsourcesinthededicatedqueue,0otherwise.
Asaresult, ,thatis,
if ,0otherwise. univocalydependsonthestateof .Sincethereisnode-
pendenceof onthestateoftheremainingfolowingstages,wecansaythat depends,
moregenericaly,on .Letusnowassumethatfortheﬁrst stages,thelemmaholds.I.e,
.Therefore, , ,
isunivocalydeterminedby ,i.e, .FromEq.(3.1),isthenobviousthat
canassumeonlyaﬁnitenumberofvalues,oneforeachpossiblevalueof .
InwhatfolowsweexploitLemma2toderiveasetofsufﬁcientconditionsontheinstanta-
neousrateoftheimpairmentﬂow(andthereforeonscalingcoefﬁcients)thatanancilarynetwork
mustsatisfyinordertoupperboundtheCPS.
Theorem1.ItisgivenamonotonicdecreasingCPSandan( )ancilarynetworkassociated
toit.TheancilarynetworkupperboundstheCPSif ,
(3.2)
where represents afterapplyingthepermutation .Inpractice, is
theservicerateofqueue oftheCPSwhenthequeuesactiveattheCPSareexactlytheones
mappedontoactivequeuesoftheancilarynetwork.
Proof:Letusindicatewith theservicerateforfreshtrafﬁcatthe
-thGPSnode.ThenEq.(3.2)canbewritenas
(3.3)
Eq.(3.3)ensuresthattheservicerateofeachqueueforfreshtrafﬁcofthenetworkisalways
inferiortotheoneofthecorespondentqueuesintheCPS,ifalactivequeuesforfresharivals
intheancilarynetworkaretheonlyactivequeuesinthemappedCPS.Nevertheless,thesetof
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activequeuesoftheCPSis ,not .TheconditioninEq.(3.3)wouldbesufﬁcientiftheset
ofactivequeuesintheCPSwasthesameoftheancilarynetworksatanytime.Giventhefact
thattheCPSismonotonic,theonlypossiblewayforfresharivalsatthenetworktobeservedat
afasterratethanattheCPSisthatatleastoneofthequeuesin isemptyinthecoresponding
queueofthenetworkattime,i.e.,doesnotbelongtotheactivequeuesin .
WenowprovethatEq.(3.3)issufﬁcientfortheancilarynetworktorespectLemma1,even
takingintoaccountthat .Thatis,weprovethatifEq.(3.3)holdsatanynodeand
anytime ,then foranynodeandanytime .Ifso,fromEq.(3.3)and
thankstothemonotonicityoftheCPS,itfolowsthat
henceprovingthetheorem.
Inthefolowing,weprovethat bycontradiction.Consideringthatthearivals
arethesameatthenodesofthenetworkandatthecorespondingqueuesoftheCPS,wecan
assumethatat , .Then,weassumebyhypothesisthat istheﬁrstmoment
atwhichaqueue thatisnotemptyattheCPSturnsemptyinthecorespondingstage ofthe
ancilarynetwork.Inotherwords, istheﬁrstmomentatwhich doesnothold.
Inordertosatisfythishypothesis,itexistsatleasta atwhich .
Forwhatpreviouslysaid,thisispossiblejustifat oneofthequeuesforfreshtrafﬁcisemptyat
thenetwork,whilethecorespondingqueueattheCPSisnot.Theexistenceof contradictsthe
deﬁnitionof ,provingthetheorem.
Theproofshowshow,asaconsequenceofEq.(3.2),atanymomentandatanynodeofthe
networktheservicerateforfreshtrafﬁcisneverlargerthantherateatthecorespondingqueue
oftheCPS.Fromthestructureoftheancilarynetwork,itcanbeeasilyveriﬁedthatforevery
mapping thereareatleasttwochoicesofscalingcoefﬁcientswhichalwayssatisfyTheorem1.
Theorem2.Givenan -nodesCPS,foreverymapping thereexistscalingmatrices , ,
with
, ;
, ,
suchthattheancilarynetworks( )and( )satisfyTheorem1,i.e.,theyupperboundthe
givenCPS. istheservicerateattheCPSqueue whentheCPSqueues are
active.
Proof:InordertosatisfytheconditioninEq.(3.2),weshouldproveTheorem2foreach
.Nevertheless,byitsdeﬁnition, ,whichbothsidesofEq.(3.2)dependson,takesonly
aﬁnitenumberofvalues.Speciﬁcaly, canassume values,oneforeachofthepossible
combinationsofthebinarystatesofthequeuesforfresharivalsattheancilarynetwork.
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Fortheﬁrstchoiceofthescalingvalues,substituting inEq.(3.2),
foranyvalueof .Since inamonotonicCPS,Eq.(3.2)isalwaysrespected.
Forthesecondchoiceofthescalingvalues,weassumethat istheﬁrstelementin
equalto.Inthiscase:
(3.4)
isindeedequalto ,since istheﬁrststagewithtrafﬁctoserveatthefreshar-
rivalsqueueandnotrafﬁcisenteringfrompreviousstagesatstage. Dependingon ,
therighthand-sideofEq.(3.2)wilassumesomeﬁxedvalue. Inparticular,itwil be
equalto . Since considersalbinaryvari-
ables equalto1byitsdeﬁnition,andthankstothemonotonicityoftheCPS,
.Therefore:
andEq.(3.2)isrespected.Sincethisreasoningappliestoany (andthereforetoanytime,
whichmakes vary),thisprovesthetheoremalsoforthesecondsetofpresentedscalingvalues.
3.4. SufﬁcientConditionsforStabilityandBoundsonBacklogand
Delay
Intheprevioussection,wehaveseenhowtoderiveasetofupperboundingnetworksfora
givenmonotonicdecreasingCPS,i.e.,theancilarynetworks.Inwhatfolowswepresentsome
sufﬁcientconditionsforstabilityofaCPS,aswelasboundsonpacketdelayandbacklog,for
twolargeclassesoftrafﬁccharacterizations.Resultsareobtainedbyexploitingthefeed-forward
propertyoftheancilarynetworks.
3.4.1. IndependentandStationarySources
HereweconsiderthecaseofamonotonicdecreasingCPSwithstationaryandindependent
arivalprocesses,withaveragearivalrates (inbits/s), .Forsucharivalpro-
cesses,thefolowingtheoremyieldssufﬁcientconditionsonaveragearivalratesfortheCPSto
bestable.
Theorem3.Itisgivenan -queuemonotonicdecreasingCPSwithsetofaveragearrivalrates
foritsinputsequalto .SufﬁcientconditionsfortheCPStobestochasticaly
stablearethatitexistsatleastanancilarynetwork satisfyingTheorem1andsuchthat
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thearrivalratessatisfy:
(3.5)
where isthemeanrateimpairmentatstage. is:
(3.6)
isthesubarray of anddepictsthestateofthestagespreceding.
istheprobabilityfortheﬁrst stagesoftheancilarynetworktobeinstate and
representstheaverageovertime. isgivenby:
(3.7)
Proof:ByapplyingBayes’result,andexploitingtheindependencebetweenarivalprocesses,
wehavethat ,
(3.8)
where istheprobabilitythatthequeueatthe-thstageisinstate . Wenowprove
Theorem3byinduction.
Firststep:Attheﬁrststage,freshtrafﬁcisservedataconstantrateequalto ,asthereare
noexternalarivalsfrompreviousstages,i.e,endogenousarivals.Hencethesufﬁcientcondition
forstabilityofthatqueueis .Atthesecondstageofnetwork ,when
thequeueforfreshtrafﬁcattheﬁrststageisactive,thearivalrateoftrafﬁcfromtheﬁrststageis
.Hence,fromthestructureofstage2,thetrafﬁcininputtothepolicerisgiven
by .Asthepoliceratstage2haspolicingrate ,themeanimpairmentrate
atstage2isgivenby
(3.9)
isequaltothemeanutilizationatnode1,whichisgivenby .Finaly,bythe
nodestabilityconditionatthequeueforfreshtrafﬁcatnode2,themeanarivalratemustbenot
largerthanthemeanservicerateforfreshtrafﬁcatthatnode.GiventhattheGPSnodeworksat
theﬂuidlimit,theservicerateforfreshtrafﬁcisequaltotheminimumserviceratededicatedto
fresharivals, ,plusthepartofservicewhichisnotconsumedbytheendogenoustrafﬁc.I.e.,
.Wehavethereforethat .
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Inductionstep. Weﬁrstnotethatforagiven ,thearivalrateatthepolicerofstage
is .Hence,therateimpairmentatstage,foragiven ,isthemin
betweenthearivalrateatthepolicerandthepolicingrate.Theaveragerateimpairmentat is
thencomputedbyEq.(3.6).Inordertocomputetheprobabilitythattheﬁrst queuesarein
state ,wecancompute as ,i.e.,astheaverageutilizationofthequeue
forfresharivalsatstage. ,instead,issimply .RecalingEq.(3.8),this
resultconﬁrmsEq.(3.7)forstage.SincetheGPSworksatﬂuidlimit,theaverageservicerate
reservedtofresharivaltrafﬁcis plusthefractionofcapacityreservedfortheendogenous
trafﬁcthatremainsunused,i.e., .Pleasenotethat isalwayslessthan
duetothepoliceratstage.Byimposingnodestabilityatthefreshtrafﬁcqueuewe
gettheexpressionofEq.(3.5).
Thesesufﬁcientconditionsarederivedbyanalyzingtheupperboundingnetworkbystages,
andimposingnodestabilityateachGPS.
Itisgeneralyhardtocompareoursufﬁcientconditionstoexistingresults,as(exceptfor
thoseassumingsaturationinthesystem)theyrelyonsimulations.Forsimple2-queueCPSs,
nonetheless,analyticexpressionsareavailable[12].Ourconditionsfor are:
Suchexpressions,forthechoiceofscalingvalues describedintheprevioussection(i.e.,
where is intheﬁrstcaseand inthesecond)areidenticalto
thosederivedin[12].Henceforsimplecases,oursufﬁcientconditionscomplywiththeconditions
ofotherapproaches,andinparticularwith[12],whoseconditions(validonlyforPoissonarivals)
arealsonecessary.Pleasenotethat ,sinceattheﬁrststagetheotherqueuemapped
ontothefolowingstageisconsideredasalwaysactive.
WhenthesufﬁcientconditionsinTheorem3hold,itispossibletoderivemeanbacklogand
delaybyexploitingstandardqueuingtheoryresults.Forinstance,whenarivalsarePoissonand
packetlengthsareexponentialydistributed,thefresharivalsqueueatanystage oftheupper
boundingnetworkcanbeapproximatedasan queue.FromthePolaczek-Khinchine
formula,thetotaltrafﬁcinthequeueatstage,i.e., ,isgivenby:
(3.10)
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where isthemeanqueueutilization,givenby , isthepacketprocessingtimefor
fresharivalsatthe-thstageand isthemeanpacketsize.
canbecomputedas .Exploitingthelawoftotalexpecta-
tion:
isderivedassumingthenodehasexponentialservicetimes,withmean .
isthemeanrateimpairmentatstage whenthestateofqueues to isgivenby
,anditcanbederivedfromEq.(3.1).Thederivationof folowsthesamesteps.
Furthermore,meanpacketdelayisderivedfrom byusingLitle’slaw.
3.4.2. TrafﬁcConstrainedbyArrivalCurves
Inwhatfolows,weassumefreshtrafﬁcisconstrainedbyarivalcurves. Morespeciﬁcaly,
weconsiderleakybucketarivalcurves,despitesimilarresultscanbederivedthroughourmethod
forothertypesofarivalcurves.Thefolowingtheoremdeﬁnesasetofsufﬁcientconditionson
leakybucketratesforthedeterministicstabilityoftheCPS.
Theorem4.Givenan -queuemonotonicdecreasingCPS,whereateachnode
fresharrivalsareconstrainedbyleakybucketarrivalcurves,withparameters ,theCPSis
deterministicalystableifthereexistsatleastoneassociatednetwork satisfyingTheorem1,
andsuchthatateachstage , satisﬁes
(3.11)
Proof:Theorem4canbeprovedbyinductionontheindexofthestagesofthefeed-forward
network.Letusconsideranetwork( )associatedtothegivenCPS,andsatisfyingTheorem1.
Letusalsoconsiderstage .Asstagesto arestable, , iscon-
strainedbyaleakybucketarivalcurvewithrate .Hence,fromEq.(3.1),therateimpairment
isconstrainedbyaleakybucketarivalcurve,withrateequalto .
Eq.(3.11)derivesfromimposingthatthesumoftheleakybucketratesofalarivalsattheGPS
nodeshouldbelessthanitstotalservicerate .
FromEq.(3.11)weseethatatrivialsufﬁcientconditionforstabilityis , ,which
corespondstoassumingthewholesystemisinsaturation(alqueuesarealwaysactive).The
additionaltermsinEq.(3.11)takeintoaccountthefactthatqueuesarenotalwaysactive.The
additionaltermsareafunctionoftheboundstofreshtrafﬁcatthosenodeswhichafecttheservice
rateoftheconsideredstage.
WhenaCPSisstableaccordingtoTheorem4,thesetofupperboundingnetworkscanbe
alsousedtocomputehardboundstodelayandbacklogfortheCPS.
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Theorem5.LetusconsideramonotonicdecreasingCPSandan upperboundingnetwork
whichveriﬁesthehypothesisofTheorem4.Thenaboundforbacklogateachnode oftheCPS,
isgivenby:
(3.12)
Moreover,ifthenodesoftheCPSareFIFO,aboundtopacketdelayatthesamenodeis:
if and ,
if ,
if and .
(3.13)
with:
if ,
otherwise.
Pleasenotethat isinﬁnitejustif (fromEq.(3.11).Therefore,thereisno
conﬁgurationforthearivalsthatisdeterministicalystableleadingtounboundeddelays.The
derivationoftheboundsinTheorem5isastraightforwardapplicationofelementaryNCresults,
andisthereforeomited.
3.4.3. BoundsAcrossMultipleUpperBoundingNetworks
Althesufﬁcientconditionsforstabilityaswelasaltheboundspresentedsofararebasedon
theindividuationofaspeciﬁcupperboundingnetwork,i.e.,ofagivenorderingofqueuesandof
agivenchoiceofscalingfactors whichsatisfyTheorem1.Eachupperboundingnetworkleads
toasetofboundsgeneralydiferentthanthoseobtainablewithotherupperboundingnetworks
(i.e.,associatedwithadiferent pair).
HencetheultimatesetofarivalrateswhichleadstostablebacklogsattheoriginalCPS,
andthatcanbeobtainedwithourapproach,isgivenbytheunionofthesetof“stable”arival
ratesobtainedthroughaltheupperboundingnetworkssatisfyingthehypothesisofTheorem3or
Theorem4(dependingonthetypeofarivals).Similarly,foraspeciﬁcsetofinputs,theultimate
boundstobackloganddelaycanbederivedasthe acrossalboundsderivedfromupper
boundingnetworkswhich,forthoseinputs,satisfyTheorem3orTheorem4.
Inpractice,astherearepotentialyinﬁnitelymanyofsuchnetworks,strategiesarerequired
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Figure3.3:ExampleofaCPSexhibitingnon-monotonicbehavior.
toefﬁcientlyrestrictthesearchtoasmalsubsetofnetworks.Suchstrategiesareoftenbasedon
characteristicsofthespeciﬁcsystemunderstudy.Inthisthesis,weapplytheCPSmodelingto
out-bandandin-bandD2Dcommunications.Chapter4andChapter5wilthereforeshowhowto
optimizethesearchoverasmalnumberofnetworks,giventheparticularcaseinhand.
3.5. AnalysisofaGenericCPS
SofarwehaveassumedalCPSstobemonotonicdecreasing.Suchassumptionappliestoa
largesetofpracticalproblemsmodeledasqueuingsystemswithcoupledprocessors.However,
inseveralcases,someofthesystemstowhichtheCPSmodelhasbeenappliedintheliterature
exhibitanon-monotonicbehavior.Forinstance,inChapter4wemodelin-bandD2Dcommu-
nicationsonlybymeansofnon-monotonicCPSs. Ageneralizationoftheresultspresentedin
Section3.4isthereforeneededtoaccountforanygenericCPS.
Inrealsystems,non-monotonicbehaviorsaretypicalyfoundinCPSswhicharegeneraly
monotonicdecreasing,butinwhich,forsomepairsofprocessors,theinterdependencyisnot
directbutmediatedbytheactivityofathirdqueue.
Forexample,letusconsiderthreecoupledqueuessuchastheoneinFig.3.3,inwhichthe
arowsindicatethecouplingrelationship.Insuchexample,thereisnodirectcouplingbetween
queues and.RecalingthatthestateofsuchaCPSisabinarytriplet,wherethe-thpositionis
0or1accordingtowhetherthe-thqueueisbusyoridle,letusassumethefolowingrelationships
betweentheserviceratesofthethreequeues:
Insuchrelationshipsbetweenservicerates,thenon-monotonicityisintherelationship
and .SuchaCPSmightmodel,forinstance,aset
ofwirelesstransmitersinwhichtheactivityoftransmiter (resp.)preventstransmiter from
interferingatqueue(resp.).
Inthisexample,letusconsiderthecaseofstationaryandindependentarivalprocesses,as
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consideredinSection3.4.1formonotonicdecreasingCPSs.Notethattheexamplecanbeeasily
extendedtoleakybucketarivals.Letusconsiderthemaximumarivalratesforwhichthesystem
isstableinthefolowingtwoconﬁgurations.Intheﬁrstone, .Then,queuesand consti-
tuteamonotonicdecreasingCPS.Aswehaveseeninthetwo-queueexampleinSection3.4.1,a
stablealocationofarivalratesis ,and .Suchalocationliesonthe
borderofthestabilityregionofthesystem,i.e.,wecannotincreasethearivalrateatonequeue
withoutdecreasingthearivalrateattheother,ifthesystemhastobekeptstable.Inthesecond
conﬁguration,letusassumethesamearivalratesatqueue and,andletusconsiderthecasein
whichqueue isalwaysbusy.AgainwecanderivethestabilityregionofsuchCPSbyreduction
toatwo-queueCPS.Inthiswayweseethat isstilsustainableby
queue ,butnowqueue couldbestablewithalargerarivalratethantheoneoftheprevious
conﬁguration( ),hencewithalargerarivalratethanwhenqueue
wasalwaysidle.
Inwhatfolows,wediscusshowtoextendourapproachtothecaseinwhichtheCPSis
notnecessarilymonotonicdecreasing.SuchextensionisbasedonthefactthatinagenericCPS
ateachqueuethesmalestserviceratedoesnotnecessarilycorespondtothecaseinwhichal
queuesarebusy,nordoesthelargestserviceratecorespondtothecaseinwhichalqueuesare
idle.
3.5.1. Feed-forwardUpperBoundingNetworks
InagenericCPS,thegeneralstructureofthefeed-forwardnetworkthatweproposeinorder
toderiveperformanceboundsisthesameasdescribedinSection3.3.2. However,thevalues
takenatstage bythetotalservicerateofthej-thGPSnodehavetobeadjusted
tothenon-monotonicnatureofthecoupling.Thistranslatesintoagenericproceduretoﬁnd
GPSweightsandpolicyparameters. Werecalthattheupperboundingfeed-forwardnetworkis
derivedfromtheoriginalCPSbybreakingsomeofthecirculardependenciesbetweenqueues
inawaythatresultsonlyinfeed-forwarddependency.Anynodeatastageofthefeed-forward
networkisinﬂuencedonlybyGPSnodesfromearlierstages,andinﬂuencesonlynodesatlater
stages.FortheresultingnetworktobeupperboundingtheoriginalCPS,theefectsofcoupling
ofthosestageswhoseinﬂuenceisnotmodeledexplicitlybyexchangeoftrafﬁcmustbefactored
intotheserviceratesofalGPSnodesinaconservativeway.InamonotonicCPS,thisconserva-
tiveapproachconsidersalthefolowingstages(whosecouplingrelationshipisnotmodeledvia
exchangeoftrafﬁc)asalwaysactive,i.e.,itassumesthatthecouplingefectsarealwayspresent,
independentlyfromtrafﬁc.Inanon-monotonicCPSinsteadconsideringalthefolowingstages
asalwaysactivemaynotrepresentaconservativeapproach.Inordertocopewiththisdifer-
ence,whenitcomestonon-monotonicCPSs,themainmodiﬁcationstotheancilarynetworks
presentedinSection3.3.2aretotheGPSnodecapacityandtothepolicingrates.
WhenwesetthecapacityoftheGPSourgoalistoconsideralthefolowingstagesasalways
active.Let bethestatevectorforthequeues to oftheCPS,andlet beavectorof
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alzerosoflength representingthestatevectorforthequeues to oftheCPS.Ifwe
reorderthelabelsoftheCPSqueuesfolowingtheparticularsorting,thevectorstateoftheCPS
is ,where isthebinarystateoftheCPSqueue .Wecanextendthedeﬁnitionof
asfolows:
(3.14)
Giventhenewdeﬁnitionvalidfornon-monotoniccases, modelsinaconservativeway
theinterferenceatstage ofalthestageswhichfolow . isequaltothe“worstcase”
servicerateattheCPSqueue (computedoveralthepossiblestatesofqueues to )
whenqueues to areidle.Inthemonotonicdecreasingcasethisdeﬁnitioncoincideswith
theoneinSection3.3.2,sinceinthatcasetheminimumservicerateisachievedwhenqueues
to arealactive.
InordertoadaptthepolicingrateandtheGPSweigthstothenon-monotoniccase,wechange
similarly .InthecaseofgenericCPS, istheworstcaseservicerateofqueue inthe
CPSoveral -dimensionalsystemstates,i.e.:
(3.15)
TheGPSweightsforthefreshtrafﬁcatstage is forfreshtrafﬁc,whileitis
fortrafﬁcarivingfromthepolicer.Thepolicingrateisequalto . and
areasinEq.(3.15)andinEq.(3.14),respectively.
Werecalthat representsthebinaryvectorstateattime ofqueuesforfresharivals
attheancilarynetworkobtainedapplyingthepermutation totheCPSqueues.Inorderto
generalizeTheorem1,wemodify inEq.(3.2)asfolows
(3.16)
representsthe“worstcase”servicerateofqueue attheCPSwhenevaluating
althepossiblesubsetsofqueuesmappedontoactivestagesoftheancilarynetworkattime.
Theorem6showsitexistsasetofconditionswhichmakethestructureoftheancilarynet-
workspresentedinthissectionrespectLemma1and,therefore,beanupperboundingnetwork
fortheCPS.
Theorem6.Givenageneric(i.e.,notnecessarilymonotonicdecreasing)CPS,anda( )feed-
forwardnetworkassociatedtoit,if , thefolowingholds:
(3.17)
thenthefeed-forwardnetworkupperboundsitsassociatedCPS.
Proof:AlsointhecaseofgenericCPS,itiseasytoshowthatthetrafﬁcarivingatstage
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frompreviousstages, ,isunivocalydeterminedbythestateofthequeuesforfresharivals
inthefeed-forwardnetwork, .Furthermore,thankstothepolicer,suchtrafﬁcdoesnotbufer
attheGPSnode. Wecanthereforeindicatetheservicerateattime forfreshtrafﬁcatthe-th
GPSnodeas .Then canbewritenas
(3.18)
Eq.(3.18)ensuresthattheservicerateofeachqueueforfreshtrafﬁcisalwaysinferiortothe
oneofthecorespondingqueuesintheCPS,ifthesetofactivequeuesintheCPSattime isa
subsetofthecorespondingactivequeuesinthenetwork.Unfortunately,itisnotsaidthat
isasubsetof ,theactivequeuesintheancilarynetworks.Theonlypossiblewayforfresh
arivalsatthenetworktobeservedatafasterratethanattheCPSisthatatleastoneofthequeues
in isemptyinthemappedqueueofthenetworkattime,i.e.,itdoesnotbelongtotheactive
queuesin .Ifthisisthecase,theancilarynetworksdonotrespectLemma1andthenetworks
describeddonotupperboundthegenericCPS.
Inthefolowing,weprovethat bycontradiction.Consideringthatthearivals
arethesameatthenodesofthenetworkandatthecorespondingqueuesoftheCPS,wecan
assumethatat , .Then,weassumebyhypothesisthat istheﬁrstmoment
atwhichaqueue thatisnotemptyattheCPSturnsemptyinthecorespondingstage of
thenetwork.Inotherwords, istheﬁrstmomentatwhich doesnothold.In
ordertosatisfythehypothesis ,itexistsatleastamoment atwhich
.Forwhatpreviouslysaid,thisispossiblejustifat oneofthequeuesfor
freshtrafﬁcisemptyintheancilarynetwork,whilethecorespondingqueueattheCPSisnot.
Theexistenceof contradictsthedeﬁnitionof ,provingthetheorem.
ExactlyasforamonotonicdecreasingCPS,itiseasytoprovethattherateimpairmenttrafﬁc
isunivocalydeterminedbythestateofthequeuesforthefresharivalsatthefeed-forward
network .Inpractice,evenifEq.(3.17)dependsonthetime,itidentiﬁesaﬁnitesetof
inequalities(oneforeachpossiblevalueof ,i.e., conditions)thattheancilarynetwork
identiﬁedby( )hastorespectinordertoupperboundagenericCPS.
NotethatthederivationofalresultsinSection3.4doesnotrequiretheCPStobemonotonic
decreasing.Therefore,usingthenewdeﬁnitionsofservicerates and presentedinthis
section,altheconsiderationsmadeinSection3.4onthechoiceofthecoefﬁcients arestil
valid.Similarly,alsufﬁcientconditionsforstabilityandalanalyticalexpressionsofbounds
derivedforthemonotonicdecreasingcasehold—withthenewlydeﬁned and —alsofor
agenericCPS.
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Chapter 4
Modelling In-Band D2D
Communications via D2D
In the last few years, many schemes aiming at enabling Device-to-Device (D2D) communica-
tions in cellular networks have been proposed. In-band schemes either allow D2D transmissions
to occur over dedicated cellular resources (in-band overlay schemes [90]) or over the same re-
sources used by legacy cellular users (in-band underlay schemes [91]). In this chapter we focus
on the latter. Herein, we propose a queuing-theory based approach to performance characteri-
zation of D2D schemes, which captures the dependencies between interfering transmissions and
achievable rates. Our approach is based on the Coupled Processor System (CPS) model [12] we
presented in Chapter 3. Such model naturally applies to D2D systems, as it explicitly accounts
for the achievable transmission rates when the correlation between the service rates of multiple
queues is known. Our approach to CPS performance evaluation enables for the first time a fully
analytical study of D2D communications.
The main contributions of this chapter are as follows. We present a novel analytical approach
to the study of D2D schemes in LTE-like cellular networks, which applies to scenarios with one
or more D2D pairs scheduled in the same Resource Block (RB) of a cellular user, or when little
knowledge of traffic distribution is present. By applying our approach, we derive new sufficient
conditions for stability of transmission queues in a D2D system, and we show how to evaluate
the effects of D2D transmissions over cellular user performance. Moreover, we present a compu-
tationally feasible method for the determination of a proportionally fair allocation of resources,
which allows trading the amount of fairness of the solution for computational complexity. Finally,
we validate our results through simulations, assessing numerically the quality of the bounds and
of the optimal allocations derived with our approach. Our results show the importance, in the per-
formance study of a D2D system, of accurately modelling the mutual correlations in performance
among users in a D2D cellular system.
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4.1. SystemModel
Weconsiderabasestation(evolvedNodeB(eNB)inLongTermEvolution(LTE)terminol-
ogy)belongingtoanLTEaccessnetwork,serving celularusers.Underthecoverageareaof
theconsideredeNB,therearealso D2Dtransmiter-receiverpairs. D2Dpairsonlyhaveto
transmittrafﬁctoeachother.Theschedulingoftheresourcesiscentralized.TheeNB,indeed,
assignsresourcesbothtocelularandD2Dtransmissions,evenifD2Dtrafﬁcdoesnothaveto
traversethecelularinfrastructure.WeassumeD2Dtransmissionshappenontheuplinkchannel.
ThemainreasonforthischoiceisthatinuplinktheeNBisthereceiverofalcelulartrans-
missionsandhascompleteknowledgeofthesensedinterference.Therefore,whenscheduling
D2Dtransmissions,theeNBcanexploitsuchknowledgetokeeptheoveralinterferenceunder
control[92]. Asmediumaccesstechnology,weassumethatOrthogonalFrequency-Division
MultipleAccess(OFDMA)isused.ThroughOFDMA,thetrafﬁcoftheusersisspreadovera
time-frequencygrid.Transmissiontimeissplitintoslotsofﬁxedduration,whilemultipleand
independentsub-cariersareobtainedoverawidechannelbandwidth.ARB(whichisasetof
subcariersoverasingletimeslotduration)isthesmalestresourcethatcanbeassignedtoa
particularuser1.
Weconsiderastaticscenario,inwhichD2Dpairsdonotchangeovertimeandinwhichusers
donotmove. Nevertheless,theanalysismayalsobeusedinscenarioswhereusersmove.In
thosecases,indeed,theanalysiswouldbevalidforshortintervalsoftime,whereuserchannel
qualitycanbeconsideredstatic.Thepathlossmodelusedisthelog-distancepathlossmodel.
Speciﬁcaly,pathloss(indB)betweenatransmiterandareceiveratadistance isgivenby
,where isthepathlossatareferencedistance , isthe
pathlossexponent,and isaGaussianrandomvariablewithstandarddeviation ,modeling
theefectsofshadowing[93].Finaly,wemodelcapacitythroughtheShannonformula.Ifa
generictransmiter (eithercelularorD2D)anditsreceiver areatadistance ,theamount
ofbits transmitedperRBis:
(4.1)
where isthebandwidthoftheRB,isthedurationofatimeslot, istheper-RBtransmis-
sionpowerof, isthenoisespectraldensity, istheinter-celinterference,while isthe
maximumamountofbitsthatcanbetransmitedinaRBwhenthebestModulationandCoding
Scheme(MCS)isused.Thesummationoftheinterferenceatthedenominatorgoesoveralthe
activetransmitersintheRB,bothcelularandD2D. Weassumethatuplinkpowercontrolisin
placebothatthecelularandattheD2Dtransmiters.Uplinkpowercontrolachievesaparticular
1TheanalysisholdsalsoforSingleCarier-FDMA,whereasetofRBs(andnotone)istheminimumquantumof
resource.
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Figure 4.1: Use of resources in D2D in-band underlay systems.
per-RB SNR target, thus coping with path loss and shadowing at the receiver side. As a result,
due to the proximity of transmiter and receiver in D2D, the transmission power used by D2D
communications is typicaly smal and generates litle interference. Such interference becomes
relevant in particularly dense scenarios, which are becoming real in today’s networks. Dense sce-
narios are also the target of this chapter. Therefore, diferently from many works available in the
literature, we wil not neglect the interference caused by D2D transmissions to other concurent
D2D and celular transmissions.
4.1.1. A D2D In-band Underlay Scheme for LTE
In in-band underlay D2D transmission, a D2D pair can be scheduled by the eNB on the
same RBs that are assigned to celular transmiters, or to other D2D pairs. Fig. 4.1 represents an
example of radio resource utilization of in-band underlay D2D communication.
The particular resource scheduling policy we consider is a variation over the one proposed in
FlashLinQ [15]. FlashLinQ is a state-of-the-art PHY-MAC architecture for D2D that alows the
scheduling of diferent transmiters (D2D or celular) in the same time and frequency resource,
through an OFDMA-like access selection mechanism. The scheduling of the transmiters is per-
formed at RB level and is done taking into account the interference sensed by the receivers of the
simultaneously scheduled transmissions. Nevertheless, FlashLinQ does not distinguish between
celular and D2D users. We believe instead that the UEs have to be considered as primary users
of the celular access network and that the D2D transmissions have to be scheduled without pre-
venting satisfactory performance for celular users. We introduce therefore a two-tier scheduling
policy of the transmiters, where ﬁrst celular transmiters are scheduled independently and where,
subsequently, the FlashLinQ scheduling policy is applied to the D2D transmissions. The overal
modiﬁed version of FlashLinQ goes as folows:
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CelularUserEquipments(UEs)transmiters:TheschedulingpolicyattheeNB
isEqualTime[94],whichisinterference-unaware.2WithEqualTime,altheUEswith
trafﬁctosendreceiveexactlythesamequantityofRBsfortransmission.Inordertohavea
fulunderstandingoftheefectoftheD2Dtransmissionsonthecelularones,weassume
thatcelularUEsareinsaturation,i.e.,theyalwayshaveapacketreadytosend.Inpractice,
theeNBassignsRBstoeachcelularuserwiththesameprobability.
D2Dtransmiters-FlashLinQpolicy:ForeachRB,altheD2Dtransmitershaving
atleastonepackettosendareconsidered.Thosewhoarescheduledfortransmissionareal
those whoseinterferenceonthecelulartransmiterscheduledinthesameRBisbelowa
givenlimit,and whoareabletoachieveagivenminimumSignal-to-InterferenceRatio
(SIR),consideringthecelularUEscheduledintheparticularRBunderanalysisandalthe
D2Dtransmitersalreadyscheduled.ThisensuresthattheimpactofD2Dtransmissionson
celularonesiskeptbelowagiventhresholdand,furthermore,thatD2Dusersachievea
targetminimumthroughput.
TheorderinwhichD2Dtransmissionsareconsideredbytheaboveschedulingprocedure
determinesthesetofD2DscheduledtransmissionsinagivenRB.Therefore,inordertomax-
imizefairnessamongD2Dtransmiters,asinFlashLinQ,everytimeaschedulingdecisionhas
tobemade,theorderofcandidateD2Dtransmitersispickedatrandom,folowingauniform
distribution.
4.2. ACPSModelforIn-bandD2DTransmissions
InthissectiontheﬁndingpresentedinChapter3ontheCPSqueueingsystemwilbeusedto
tackletheanalysisofin-bandunderlayD2Dschemes.
ACPSiscomposedbyasetofparalelqueues,whoseserviceratesatanytime isdetermined
bythesetofactivequeuesatthattime.Moreformaly,wedenotethesystemstate. isanaray
ofbinaryvariables,oneforeachqueueoftheCPS,whichvariesovertime.Attime the-th
binaryvariableof isifthe thqueuehavetrafﬁctoserve,andotherwise.Theservicerate
ofthe-thqueueoftheCPSisunivocalydeterminedby,i.e., .
TheD2Dsystemcanbemappedontoa queue-CPS(thenumberofqueuesexactlycore-
spondstothenumberofD2Dtransmitersunderanalysis).Eachofthe“coupled”queuesmodels
oneoftheD2Dtransmissionqueues,wherethecouplingarisesfrommutualinterferencewiththe
otherD2DpairsscheduledinthesameRB.TheCPSmodelingoftheD2Dissoundbecausethe
thenumberofbitstransmitedinaRBbytheD2Dpair canbeunivocaly
determinedbythesetofD2DtransmitersactiveinthegivenRB.
2Anyschedulingscheme,eveninterferenceaware,forwhichitispossibletodeterminetheschedulingprobability
ofacelularusercanalsobeused.
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ThenumberofbitstransmitedinaRBbytheD2Dpair dependson thesetofactiveD2D
pairs,i.e.,thesystemstate, thecelularuser scheduledinthesameRB,
and theparticularorder inwhichD2Dusersarelistedbytheschedulingalgorithm.Ifwe
considerthatcelularusersareinsaturation,thentheaverageservicerateof when represents
thestateofthe pairsis:
(4.2)
where and arerespectivelythenumberofactiveD2Dpairsandthenumberof
possiblesortedlistsofactiveD2Dpairswhenthesystemstateis , isthenumberofavailable
RBspersecond. ,computedapplyingEq.(4.1),istheamountofbitsperRBtransmited
by whenthecelulardevice isactiveand istheparticularsortingusedtoschedulethe
activeD2Dpairs. takesintoconsiderationthefactthattheschedulingalgorithmmaynot
scheduleD2Dpair ifthepreviouslyscheduledD2Dpairsorthecelularuser wouldincur
aninterferencewhichishigherthanthethresholdinterferencesetbyFlashLinQ.InEq.(4.2)we
usedthefactthatalpossiblepermutationsofactiveD2Dpairsareequalylikelytobechosen,as
welastheprobabilityofhavingacelularuser scheduledinaRBis ,duetotheEqualTime
scheduleradopted.
GivenEq.(4.1),theapproximationwemakeadoptingtheCPSmodelforthepresentedin-
bandD2DtransmissionsconsistsinconsideringtheinstantaneousservicerateoftheCPSqueues
astheaveragerateofthecorespondingD2Dtransmitersinagivensystemstate.Furthermore,
whilethecelulartransmissionsarescheduledsequentialy,onaper-RBbasis,andthechangeof
systemstatecanhappenonlywhenanewRBisscheduled,theequivalentCPSmodelworksat
the“ﬂuid”limit,i.e.,eachqueuewouldservehistrafﬁcasitwasinﬁnitelydivisible,anditcould
changestateatanytime.InSection4.5wevalidatenumericalyifthoseapproximationsare
acceptable,andthattheCPSmodelsaccuratelythedynamicsoftheoriginalD2Dsystem.
4.3. AnalyticalResults
InSection4.2weshowedhowasystemwithcelularusersinsaturationand pairscanbe
describedbyaCPS.Inthefolowingwewanttocharacterizetheperformanceofthesystem.First
ofalwewanttodepictwhatisthesetofachievableratesfortheD2Dpairsinthesystem.That
is,wewanttocharacterizethesetofarivalratesattheD2Dpairswhichdonotcauseoverﬂowto
someofthebacklogsinthesystem,i.e.,thestabilityregionofthesystem.Secondly,weevaluate
thesaturationthroughputachievedbythecelularuserswhenin-bandD2Dtransmissionsare
alowed.
Inthefolowing,weassumethatarivalsareupperboundedbyleakybucketarivalcurves
(Chapter2,[14]).If istheD2Dpairunderanalysis, istheleakybucketrateand the
burstiness.Thisassumptiondoesnotlimittheapplicabilityofouranalysis.Indeed,inpractical
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Figure 4.2: Non-monotonic scenario, with three transmiter-receiver pairs.
setings almost any source can be described by some leaky bucket arival curve, possibly by means
of some conservative assumptions on the statistics of the trafﬁc (e.g., burstiness of the ﬂow).
4.3.1. Stability Region of the In-Band D2D System
The underlying CPS system for an in-band D2D system adopting the FlashLinQ scheduler
does not necessarily respect the monotonic property shown in Section 3.3. It is possible, indeed,
that a particular D2D transmiter increments its achievable rate when the group of active D2D
transmiters enlarges. To understand why this can happen, we present the folowing example.
The setup is ilustrated in Fig. 4.2 and it is composed by three diferent transmiter-receiver pairs.
We assume a wal is present between pairs and, so that the reciprocal interference among the
two pairs is heavily reduced. Due to the fact that the interference is very low, FlashLinQ always
schedules simultaneously the two pairs on the same RB. The transmiter-receiver pair, instead,
receives the other two pairs signals in line of sight and cannot be scheduled with any of the two.
As a consequence, when the transmiter-receiver pairs and or and have trafﬁc to send, they
share equaly, on average, the available RBs. If the remaining pair turns active, the transmiter-
receiver pair is scheduled only one third of the times (when it occupies the ﬁrst spot in the
candidates ordering ), while the other two transmiter-receiver pairs are both scheduled two
third of the times. In such a setup therefore, turning active a transmiter-receiver pair improves
the service rate of some of the queues in the system, giving rise to non-monotonic behaviors.
For a generic D2D system with pairs and celular users we can obtain sufﬁcient condi-
tions for stability exploiting the analysis for generic CPSs presented in Section 3.5. For sufﬁcient
conditions for stability we mean a conservative bound for the actual stability region, described
in terms of arival rates. The folowing theorem introduces a set of inequalities ensuring that the
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arivalleakybucketdescriptors ,yieldastablebehaviour.
Theorem7(StabilityRegion).Consideranin-bandunderlayD2Dsystemwith pairshaving
trafﬁcdemandsupperboundedbyleakybucketarrivalcurveswithparameters
,andthegenericsorting of .Foreachsorting ,thefolowing
inequalitiesyieldaconservativeestimateofthestabilityregion:
(4.3)
, and aretheserviceratesofD2Dpair computedasinEq.(3.16)considering
assetofactiveD2Dtransmiters,respectively, , and ,
while istheservicerateofD2Dpair whenthesetofactiveD2Dtransmitersis
.
Theunionofalconservativeestimatesofthestabilityregion,obtainedunderalpossible
permutations ,layswithinthestabilityregionoftheD2Dsystem.
Eq.(4.3)isobtainedbyanalysingtheparticularancilarynetworkintroducedbyourmethodin
Section3.5withsorting (seeTheorem4).ToobtainEq.(4.3),theparticularsetofscalersused
intheancilarynetworksistheoneweprovedinTheorem2tosatisfytheconditionsimposedby
Eq.(3.17).Hence,theancilarynetworkusedyieldsupperboundingnetworksfortheD2Dsystem
underanalysis.Eachsorting generatesadiferentsetofinequalitiesEq.(4.3).Therefore,the
unionofthesufﬁcientconditionsforstabilityretrievedbythe presentednetworks(onefor
eachsorting)stilyieldsaconservativeestimationofthestabilityregionofthein-bandD2D
communicationsystem.
4.3.2. SaturationThroughputofCelularUsers
ThemodelproposedinSection4.2fortheactivityofD2Dpaircanbeusedtoobtainalsoa
lowerboundonthesaturationthroughputofeachcelularuser inthescenario,foraparticular
setofstablelongtermratesofD2Dusers .Toachievethisgoal,webuildanewCPS
modelwith queues,ofwhich areinone-to-onemappingwiththeD2Dtransmitersand
simulatetheactivityofthecelularusers.InthismodelingoftheD2Dsystem,weconsider
thetrafﬁcoftheD2Dpairsrespectingthelongtermrates whichprovedtoleadtoa
stableconﬁgurationofthesystem,i.e.,respectingTheorem7,whileweleteachofthecelular
usersalwayshavesometrafﬁcreadytobesent.
ExactlyasinSection4.2,westudytheCPSthroughasetoffeed-forwardnetworkssuchthat,
atanytimet,thetrafﬁcofthecelulartransmitersatthecorespondingGeneralizedProcessor
Sharing(GPS)nodesisalwaysservedatmostasfastasintheCPS.Thatis,atmostasinthereal
D2Dsystem.Altheancilarynetworkswhichprovestabilityforthe D2Dtransmitersalso
provideamaximumrate forthecelularuser whichwouldensurealsoitsstability.If is
themaximumarivalrateofqueue forwhichwecanprovestabilitythroughTheorem4.3,
52 ModelingIn-BandD2DCommunicationsviaD2D
isalsoavalidlowerboundforthesaturationthroughputof.Indeed,consideringaltheD2D
transmiterstrafﬁcsatisﬁedandtheremainingcelularusersassaturated,althetrafﬁcentering
thequeueof wouldeventualyexitsitsqueueif wastheactualarivalrate.
Givenaparticularsetoflongtermrates fortheD2Dusers,webuildthefeed-
forwardnetworksfolowingthesamemechanismpresentedinSection4.2.Ineachofthefeed-
forwardnetworks,thethGPSnodenowrepresentseitheracelularoraD2Duser,withcapacity
.Inthisparticularcase, isasortingof .Theexpressionof iscomputed
asinEq.(3.16)consideringasthesetofactivetransmitersmappedontostages
andalthecelularusersmappedontooneofthestages .Thisslightmodiﬁcation
alsoappliestothedeﬁnitionof and .
Inordertoacceptasaboundforthesaturationthroughputofcelularuser, hastobe
computedinanancilarynetworkwhichupperboundstheunderlyingCPSofthedescribedD2D
systemandwherealtheD2Dtransmiters,witharivals ,arestable.Whenthepartic-
ularordering of isanalyzed,avalidlowerboundforthesaturationthroughputofcelular
transmiter,mapped ontothethGPSnode,isthemaximumachievableratecomputedfrom
Eq.(4.3),i.e.:
(4.4)
Finaly,theoverallowerboundforthesaturationthroughputof is .
4.4. ProportionalyFairOptimization
Byexploitingtheknowledgeoftheconservativeestimateofthestabilityregionofthesystem,
hereweshowhowtoachieveproportionalfairnessamongD2Dtransmissions. GivenaCPS
with queues,eachrepresentingoneofthe D2Dpairsinthescenario,weﬁrstformalizea
proportionalfairnessthroughputoptimizationproblemthatexploitsthefeed-forwardnetworks
introducedinSection4.2,andthenwepresentaheuristicwhichsearchesfortheoptimumby
characterizingjustasuitablysmalsubsetofnetworks.
4.4.1. ProblemFormulation
Weassumetohave D2Dtransmiters,thattheirdemandisgivenandthatarivalscanbe
describedthroughequivalentleakybucketcharacterizations , .Thegoal
oftheoptimizationistointroduceleakybucketshapersatthetransmiters,havinglongterm
rates ,inorderto ensurestabilityatthetransmissionqueuesoftheD2Dusers,
maximizeaweightedsumoftherates’logarithms,thusachievingproportionalfairnessofuser’s
throughputs. Thesolutionoftheoptimizationproblemandthedistributionofthelongterm
ratesoftheshaperstotheD2DtransmiterscanbeeasilyperformedbytheeNBwheretheD2D
transmissionsaretakingplace.Formaly,weexpresstheoptimizationproblemasfolows:
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maximize
subjectto: (4.5)
wherethemaximizationisperformedoveranypossibleordering . alowstuningtheobjec-
tivefunctioninordertointroducediferentclassesofusers.Theﬁrstconstraintensuresthatthe
longtermrate wepickleadstoastabletransmissionqueueforthegenerictransmiterD2D
(directlyfromTheorem7),whilethesecondensuresthatthelongtermratewepickforthe
shapersisatmosttheoneofthedemandofthegenerictransmiter .
Whendealingwithaparticularsorting ,thepresenceofthe functionintheconstraints
leadstoapiece-wiselinearfeasibilityregion.Todealwiththeproblem,weusetheBig-Mtrans-
formation[95],sothattheresultingoptimizationproblemhasaconvexobjectivefunctionand
belongstothemixed-binaryprogrammingfamily. Weachievetheglobaloptimumoftheopti-
mizationthroughBranchandBound( )method[96].
4.4.2. DerivationofaHeuristic
Inordertoreducethecomputationalcomplexityrequiredbytheoptimizationproblemin
Eq.(4.5),westopthe evaluationwhentheintermediatesolutionisatmostat fromthe
optimum( gives,ateachstep,ahigherandalowerboundfortheoptimum).Thisparameter
canthenbetunedaccordingtothedesiredtrade-ofbetweencomputationalcostandperformance
oftheheuristic.
Thesecondandmostimportantapproximationweintroduceisinthesetofnetworksthatwe
evaluate.Insteadofchoosingalthesortings ,wetrytoidentifythesubsetoffeed-forward
networksthatmostprobablycontainsthestablesetoflongtermrates thatmaximizeourpro-
portionalfairproblem. Welimittothosenetworkstheevaluationoftheoptimizationproblemin
Eq.(4.5).
Tochoosesuchsubsetweusethefolowingreasoning.Duetothecascadestructureofthe
feed-forwardnetwork,foreachCPSqueue,theearlieristhestagetowhichthecoresponding
GPSqueuebelongs,thelargerthesetofqueueswhosecouplingwiththeconsideredoneismod-
eledmoreaccurately,i.e.,throughfeed-forwardtrafﬁcratherthanviaapenaltyontheservice
ratewhichholdsforanytime.
Obviously,thehighertheweightoftheD2Dpairintheproposedoptimization,thehigheris
thecontributiontotheutilityfunctionofthesystem.Therefore,theobjectiveoftheheuristicwe
proposeistomaximizetheachievedthroughputoftheD2Dpairsassociatedtothelargestweights.
54 ModelingIn-BandD2DCommunicationsviaD2D
Table4.1:SimulationSetup
LTECarier
ULBandwidth
B
SubframeDuration
(64-QAMwithcodingrate 0.93)
Min.SIR
mW
packetlength
Accordingly,thesmalsubsetofnetworkswedecidetoevaluateisinitializedbyprobabilisticaly
mappingD2DtransmitersontoGPSnodessequentialy,startingfromtheearlieststagesofthe
feed-forwardnetwork,withprobabilitiesproportionaltotheweights ofD2Dtransmitersin
theobjectivefunctionoftheoptimizationproblemin Eq.(4.5). Werepeattheprobabilistic
mappingprocesstopopulateasmalsetofstartingpointsfortheheuristic.Foreachstarting
pointnetwork,weidentifythesetof “neighbour”networkseachobtainedbyswapping
twoadjacentGPSnodes.Withinthissetofneighbours,thenetworkwiththehigherproportional
fairnessforthesystemistakenasthenewreferencenetwork,andtheevaluationofneighbour
feed-forwardnetworksisrepeateduntilalocalmaximumfortheproportionalfairnessisfound.
Obviously,thetrade-ofamongcomputationandaccuracyofthesolutionisgivenbythenumber
ofstartingpointswechoose.
4.5. NumericalEvaluation
WearenowreadytovalidatetheaccuracyofourCPS-basedmodelforin-bandunderlay
D2Dcommunications.First,inasmalscenario,wesimulatearealD2Dsystemtoevaluatethe
tightnessofboundsonstabilityregion,delayandbacklogachievedasdescribedinSection4.2.
ThenwecharacterizetheD2Dsystemperformanceintermsofstabilityregionandofsaturation
throughputofthecelularusers.Wepickasmalscenarioforgraphicalpurpose,althoughalthe
resultsweshowcanbeeasilyreplicatedforalargernumberofdevices.Finaly,weshowthe
advantageachievedexploitingouranalysiswhenaproportionalfairassignmentoftheresources
isthegoal.Forthewholesetofproposedsimulations,Table4.1summarizesthevaluesofthe
parametersweuse. Wealsousepowercontrol,aimingtoachieveaper-RBSignal-to-Noise
Ratio(SNR)of .
4.6. ModelValidation
InwhatfolowswevalidatetheboundsachievedbyourapproachonasimpleD2Dscenario.
Thescenarioweconsiderconsistsin transmiter-receiverpairsresidingontheverticesoftwo
concentricd-gons,ofradiusrespectively and ,where isthedistancebetweeneach
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transmiteranditsreceiver.Fortheparticularresultsshowninthefolowing, ,while
.Inthisﬁrstevaluation,nocelularuserispresentinthescenario.
AswesaidinSection4.1,weadoptalog-distancepathlossmodel,with beingtheloss
exponent.Weassumedevicesdonotmove,andchannelcharacteristicsdonotchangeovertime.
Insuchasystem,interferenceatareceiver(andthereforethethroughputachievedbyeachtrans-
missionqueue)doesnotvary.Asaresult,interferenceisdeterminedonlybythesetofactive
transmitersinthesystem,makingtheCPSmodelagoodﬁtforperformanceanalysisofsuch
wirelessnetwork.EachofthequeuesoftheCPSmodelsatransmiter-receiverpair.Thenumber
ofbitsthatatransmitercansendoutinanRBisdeterminedbytheparticularorderingusedtoan-
alyzethetransmiter-receiverpairsintheFlashLinQscheduler.OnlytheD2Dtransmiterswhich
respecttheSIRthresholdimposedbytheschedulerareeventualyalowedtotransmitonagiven
RB.Eq.(4.1)isusedtocomputetheparticularthroughputachievedbyeachD2Dtransmiter.In
theparticularexampleweanalyze,interferenceiscomputedeachRBoverthesetofscheduled
pairs.
IndependentlyfromthenumberofD2Dtransmiterspresentinthesystem,weassumean
obstacleispresentbetweenpairs and,sothatthepathlossexponentbetweenthetwopairs
growssigniﬁcantly(andthereciprocalinterferenceamongthetwopairsreduces)asafunctionof
thesignalatenuationinducedbytheobstacle.Again,Fig.4.2ilustratesthecase .
Notethatthissetupgeneratesnon-monotonicbehaviorandthatiswhyithasbeenselected
inthissection. WithFlashLinQ,atransmiter-receiverpairisscheduledonanRBonlyifit
doesnotcausehighinterferencetotheneighboringreceivers.Fortheparticularchosentopology,
whereseveralD2Dpairsareineachotherproximity,if and arelow(e.g., or ),the
interferencesignalatthereceiversissuchthatonlyatransmiter-receiverpaircanbescheduled
atonce.Undoubtedly,theCPSmodelforsuchwirelessscenarioismonotonicdecreasing,since
introducinganewtransmiter-receiverpairtothescenarioreducesthetimeoftransmissionof
althepreviouslypresentpairs. Non-monotonicbehaviors,whichwewilanalyzeinthenext
section,ariseinsteadwhen assumeslargervalues.Table4.2showstheserviceratesofeach
D2Dpairinthesystem,when ,fordiferentvaluesof andforeachpossiblesystem
state.Table4.2alsoshowsthecomputationof applyingtheEq.(3.16),validfor
genericCPSs.
4.6.1. ModelingD2DviaMonotonicDecreasingCPSSetup
Inthissection,weevaluatetheperformanceofthesystemwhentheunderlyingCPSismono-
tonic.Inparticular,weassumethat and .Therefore,weassumethescenario
tobecompletelysymmetric. When ,weevaluatedthesufﬁcientconditionsforstabil-
ityofthe systemwhenthearivalsareconstrainedbyaleakybucketorwhenthearivals
werecharacterizedstochasticaly.Toachievesuchresult,weusedTheorem4andTheorem3,
respectively.Inordertoobtainthelargestpossiblecharacterizationofthesufﬁcientcondition
forstability,wedidnotlimitthechoiceofthescalerstotheonessuggestedbyTheorem2,but
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Table4.2:ServiceratesFig.4.2if and .
TX SystemState Serv.Rate Serv.Rate Serv.Rate
Mb/s Mb/s Mb/s Mb/s
( ) ( ) ( ) ( )
werandomlyselected scalersetsaroundthevaluesofthescalerfamily .Aswesaid
previously,eachscalersetandeachsortingleadstoacompletelydiferentancilarynetwork.The
ﬁnaldeﬁnitionoftheboundsforthestabilityregionwasobtainedastheunionofthestability
regionofeachancilarynetwork.
Fig.4.3showstwosectionsoftheboundariesofsuchregions,derivedbykeepingconstantthe
arivalrateforoneofthethreetransmiters,respectivelyat and .Forcomparison,
wealsoplotedthestabilityregionobtainableassumingafulsaturatedsystem,aswelasthe
stochasticstabilityregionderivedbyanalternativeCPSapproachinthestateoftheart[44].
Theseplotsshowthatourapproachalowsincreasingsensiblythesetofinputratesforwhichthe
systemisknowntobestable,withrespecttothewel-knownstabilityregionobtainableassuming
couplingefectsarealwaysthoseofasaturatedsystem.Suchimprovementismoremarkedthe
fartherthesystemisfromthesaturationpoint.Indeed,inamonotonicCPS,adecreaseinarival
rateatanodefreesupsomesystemcapacityforotherﬂows,bydecreasingtheefectofcoupling
onserviceratesatothernodesinthesystem.Hencetheseplotsshowthatourapproachisaccurate
enoughtoretainsuchapropertyoftheCPS,whichaccountsforthebeterperformanceover
saturatedmodelssuchas[44].Fig.4.3(a)showsthat,asexpected,oursufﬁcientconditions(for
bothstochasticanddeterministicstability)areexactlyequaltoexistingresultsfortwonodesCPS,
asdiscussedinSection3.4.1.Asthoseconditionsaretight,theydeﬁnearegion(shadowedinthe
plots)forwhichthesystemisknowntobeunstable.Notethat[44]performswelonlywhenthe
demandsofalofthequeuesisunderthesaturationpoint.Indeedby[44]anypointforwhichthe
demandsoftwoormorenodesareabovesaturationistobeconsideredunstable.Suchapproach
isthereforenotefﬁcientifthenumberofnodesinthesystemincreases,becausetheprobabilityof
havingastablesetofdemandswherethedemandsoftwoormorequeuesareabovethedemand
thatcanbesatisﬁedundersaturationincreases.
4.6ModelValidation 57
(a) (b)
Figure4.3:Stochasticanddeterministicstabilityregions,forademandatTx1of0Mb/s(a)and
Mb/s(b).
Inordertohaveanindicationofthetightnessofoursufﬁcientconditionsforstability,we
haverunsomesimulationsofthepresentedD2Dcommunicationsystem. Weusedanevent-
drivensimulatorinMatLab,whichservesatanytime thequeuesassociatedtoeachtransmiter-
receiverpairwitharatethatisunivocalydeterminedbythesetofactivequeuesat,computed
asinEq.(4.2). WeassumedPoissonarivalsandweobservedtheevolutionovertimeofqueue
lengthatnodesforarivalratesintheinterval . isthemaximumrateachievable
byaD2DtransmiterifitreceivesaltheresourcesintheLTEspectrumforhimself.
Foreachcombinationofarivalrates,wehaveadoptedthefolowingcrudeheuristicinorder
toindividuatesystemconﬁgurationswhichcouldbeassociatedtoinstability. Wehavedivided
thesimulationtime(onehour)intoﬁveintervals,discardingtheﬁrstinordertoreducetheefect
oftheinitialtransient.Foreachoftheremainingintervals,wehavecomputedtheaveragequeue
lengthoverthetimeinterval.Asetofrateshasbeenconsideredlikelytoleadtoinstabilitywhen,
foratleastonenode,suchaveragequeuelengthincreasedsteadilyoverthefourintervals.Aswe
canseefromFig.4.3,theborderoftheregionindividuatedbysuchheuristicareverycloseto
thebordersofthestochasticstabilityregiongivenbyoursufﬁcientconditions.Suchempirical
estimationssuggestthatourconditionsarereasonablytight,andthatthesetofarivalratesfor
whichqueuesdonotexplodeinpracticeisnotmuchlargerthantheoneindividuatedbyour
bounds.
InFig.4.4weshowthesurfaceplotofthestochasticandthedeterministicstabilityregions,
bothderivedbyoptimizingtheboundsinweusedTheorem4andTheorem3overthescaling
values. Assuchboundsarebasedondiferentassumptionsoninputtrafﬁc,andastheyrelate
todiferentnotionsofstability,ingeneraltheyarenotcomparable. Wecangetanideaoftheir
relativeperformancebyconsideringthespecialcaseofleakybucketconstrainedtrafﬁcsources,
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Figure4.4:Deterministicandstochasticstabilityregions,forthethreenodecase.
withleakybucketrate equaltotheirmeantrafﬁcarivalrate.Toasystemwithsuchinputtrafﬁc
characterization,wecanapplybothTheorem3foritsstochasticstability,andTheorem4forits
deterministicstability.Fig.4.4(butalsoFig.4.3)showthatourstochasticstabilityconditionsare
looserthanthosefordeterministicstability,particularlyaroundthesaturationpoint.Themean
relativediferenceis ,withtheboundsfordeterministicstabilitybeingalwaystighterthan
thoseforstochasticstability.
Inordertohaveanideaofhowtheperformanceofourboundschangeswithrespecttothe
numberofnodesoftheCPS,wehaveevaluatednumericalythestochasticstabilityregionfor
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Figure4.5:Maximumdemandofthe -thuserforwhichthesystemisstochasticalystable,asa
functionof .Thedemandofalotherusersis Mb/s.
.Foreveryvalueof ,wehavesetthedemandof transmitersto
,andwehavecomputedthemaximumdemandofthe -thuserforwhichthesystemis
stochasticalystable,accordingtoourbounds,aswelastheoneresultingfromourheuristicon
simulations.
Fig.4.5showsthatthediferencebetweenourboundsandsimulationresultsincreaseswith
.Indeed,ouranalysisisbasedonaworst-casemodelofthebehaviorofeachnode.Asour
analysisisbasedonthefeed-forwardstructureoftheupperboundingnetworks,theefectsofthe
worst-caseapproachcumulateateachstage,bringingtoresultswhicharemoreconservativeas
(andthereforethenumberofstagesofthefeed-forwardnetworks)increases.
Finaly,wehaveassessednumericalytheresultsonmeandelayandbacklogatCPSqueuesof
Section3.4.1,optimizingthemoverthescalingvaluessatisfyingTheorem1,forthecaseof
.Inordertoobservehowmeandelayandbacklogevolvewhenthesystemapproachesinstability,
wehavechosenﬁxed(random)ratiosbetweenthedemandsofthethreetransmiters,witheach
ratioindividuatingaspeciﬁclineartrajectoryinthethree-dimensionalspaceofuserdemands.
AlongsuchtrajectorieswehaveevaluatedthemeandelayandbacklogfromSection3.4.1,as
welasthoseresultingfromsimulations,usingourpreviouslydescribedheuristictodetermine
whentostopsimulatinginthetrajectory.
InFig.4.6weshowtheresultsforthetrajectorywiththegreatestgapbetweensimulation
andanalyticalvalues.Simulationvaluesareaveragedover simulationruns.Thedemandsare
expressedinfunctionof,with , ,and .Theplotsshowthatsimulation
resultsareveryclosetoanalyticalvalues,withthelaterbeingalwayslargerthantheformer.This
isexpected,giventhatourresultsarebasedonaworst-caseapproach. Wealsoseethat,asthe
trajectorydoesnotpassfromthesaturationpoint,theincreaseofthemeandelayandbacklogwith
loadisfasteratonenode(transmiterintheconsideredtrajectory)thanattheothers.Moreover,
atthisqueuethesharpincreaseinmeandelayandbacklogfromsimulationstakesplacevery
closetotheborderofthestabilityregiongivenbyTheorem3.Althissuggeststhatthesufﬁcient
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Figure4.6:Meandelayandbacklog(analyticalvssimulation)whenλ1=λ;λ2=1.5λ;λ3=2λ:
(a)Tx1,(b)Tx2,(c)Tx3.
conditionsforstochasticstabilityandtheboundsresultingfromourapproacharereasonablytight.
4.6.2. ModelingD2DviaNon-monotonicCPS
Wenowanalyzeawirelesssetupleadingtoanon-monotonicCPS.Weconsiderthepathloss
exponentoftheobstacleamongpairs1and2beingηw=4.AsitiseasytoseefromTable4.2,
pair1andpair2reach60Mb/s whenalsopair3hastrafﬁctotransmit. Nevertheless,when
orpair1orpair2donothavetrafﬁctotransmit,theservicerateoftheotherpairsdecreasesto
45Mb/s.
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Figure4.7:Non-monotonicvs.monotonicstabilityregion.
UsingTheorem6,weareabletoderivethesetoffeed-forwardnetworksneededtoanalyzethe
presentednon-monotonicD2DscenarioandfromTheorem3,wecomputedtheinnerboundary
ofthestochasticstabilityregion.Inordertohaveanideaofthetightnessoftheachievedinner
boundsofthestabilityregion,wealsorunasetofsimulationsforestimatingthestabilityregion
accordingtothesameheuristicasinSection4.6.1.
Fig.4.7showsthesamesectionofthestabilityregionaspresentedinFig.4.3(b),i.e.,ﬁxing
thedemandoftransmiter-receiverpair to .Eveniftheanalyticalboundaryun-
derestimatestheserviceratesofthetransmiter-receiverpairs and whenalqueuesarefuly
backlogged,theaveragediferenceamongtheanalyticalboundaryandthesimulatedsetofstable
demandsis ,i.e,the .Suchapercentageishighonlybecauseasmaldifer-
encein amongtheanalyticalandthesimulatedvaluesisveryhighinpercentagewhenthe
achievablethroughputofthethirdpairisverylimited.
Fig.4.7alsoalowscomparingthestabilityregionachievedbythesystemwithandwithout
thepresenceoftheobstacleinthescenario.Clearly,thereductionofinterferenceamongthepairs
and enlargestheregionofdemandsthatcanbeconsideredstablebothfromtheanalyticaland
fromthesimulationspointofview.
Finaly,Fig.4.8representsthefulcharacterizationoftheinnerboundofthestochasticstabil-
ityregionandthesimulatedone.Inparticular,Fig.4.8(c)showsthediference(in )amongthe
two.Theanalyticalmaximumstabledemandofthetransmiter-receiverpair isalwayssmaler
thantheonecomputedbysimulation.Thisconﬁrmsthatouranalysisleadstoaconservative
estimationoftherealstabilityregionofthesystemalsointhecaseofanon-monotonicCPS.
Furthermore,thehighestdiferenceamongtheanalyticalstabilityregionandthesimulatedone
is .Thediferenceismainlypresentwhenthedemandsofthetransmiters and,i.e.,
thetransmiterswhoseserviceratearenotmonotonicdecreasing,arehigher. Again,inthose
conditions,averysmaldiferenceinachievablethroughputisinsteadveryhighonpercentage.
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Furthermore,theanalysispresentedconstitutestheﬁrstavailableapproximationresultwhichis
validalsofornon-monotonicCPSs,andthefactthatthediferenceamongthemodelandthe
simulationsisquitesmalisverypromising.
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Figure4.8:Stochasticandsimulatedstabilityregions,forthenon-monotonicthreenodecase.
4.6.3. AScenariowithCelularUsers:StabilityRegionandSaturationThrough-
put
Westartnowintroducingsomecelularuserswithintheevaluatedscenario. Wepickasce-
nariowhere celulartransmitersand D2Dpairsarepresent.Thepositionofcelulartransmit-
ters(UE UE UE)andeNBisﬁxedasinFig.4.9.Thedistanceamongcelulartransmiters
andeNBisexactlythesameforthe UEs( ).Indiferentsimulations,theD2Dtransmiters
aremovedsymmetricalyfromposition toposition ,althoughtheirdistancefromtheeNBis
alsoﬁxedto .BymovingtheD2Dpairscloserandcloser,wewanttoevaluatetheimpact
ofcouplingamongtransmissions.
ToevaluatetheimpactofdistanceforD2Dtransmissions,Fig.4.9showsourconservative
4.6 Model Validation 63
(a) Position of the devices.
0 10 20 30 40 50 60 70 80 900
10
20
30
40
50
60
70
80
90
Throughput (Mb/s) − Device 1
Thr
ou
gh
put
 (
Mb/
s) 
− D
evi
ce 
2
 
 
Analytical − B
Simulation − B
Analytical − A
Simulation − A
(b) Stability Region.
Figure 4.9: Scenario under analysis.
estimate of the stability region for D2D pairs and the rates achieved in the simulator at the two
extreme positions we studied (position , maximum distance; position , minimum distance).
The bounds on the stability region folow the results in Section 3.5, while the region depicted by
the simulations has been obtained using the same approach as in Section 4.6.1. As expected, the
stability region in the two cases is extremely diferent. When widely distant, the D2D pairs do
not inﬂuence each other and they substantialy increase the spectral efﬁciency of the cel (both
are able to transmit almost in each RB using the maximum rate). When close, the D2D trans-
missions heavily impact on each other, and a smal increase of the demand of one of the two
causes a sensible reduction of the throughput achieved by the other. Regarding the quality of the
stability region achieved analyticaly, the diference of the areas shown in the picture is
and , when the D2D transmiters are in position and , respectively. We also evaluated
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(a)UETX1(Model). (b)UETX1(Simulation).
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(c)UETX2(Model). (d)UETX2(Simulation).
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(e)UETX3(Model). (f)UETX3(Simulation).
Figure4.10:MaximumAchievableThroughput,CelularUEs.Analysisvs.Simulations.
randomlygeneratedtopologieswith3celularusersand2D2Dusers,andthebiggestdiference
observedwasaslitleas .
Todigintotheresults,Fig.4.10representstheefectoftheD2Dpairsoverthecelular
transmiterswhentheD2Dtransmitersareinthemostcoupledposition,i.e.,inposition in
Fig.4.9.Theﬁgureshowsboththeconservativeestimateachievedbymeansoftheintroduced
model,andthesaturationthroughputachievedbysimulation.Inspectingtheresults,itisclearthat
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Figure4.11:Celularsaturationthroughputdiferencesbetweenanalysisandsimulations(per-
centagew.r.t.simulations). Theanalysisisconservative,althoughlargeunderestimatesonly
occurwhensaturationthroughputsarerelativelylow.
UETX3achievesalwaysthesamethroughput,independentlyfromtheD2Ddemands.Indeed,
duetotheproximityoftheD2DreceiverstoUETX3,theschedulingpolicydoesnotalowD2D
pairstotransmitsotoavoidpoorrates.Itispossibletoevaluatefromtheparticularchosencase
thebeneﬁtthatD2Dtransmissionbringsinthroughputterms.Speciﬁcaly,foreachdemandset
ofD2Dtransmiters,itiseasytocomputethethroughputreductionsuferedbycelularusers.
However,evenifthecelulartransmitersloosejustlitleachievablethroughputintotal,thesum
ofD2Dthroughputsispotentialyveryhigh(greaterthan60Mb/s). Hence,in-bandunderlay
D2Densuresefﬁcientutilizationofresources.
Fig.4.11quantiﬁesthediferenceamongtheconservativeanalyticalestimationofthesatu-
rationthroughputandthethroughputachievedviasimulationsbycelularusers(seeFig.4.10).
Inthecaseunderanalysis,theworstper-userunderestimationgoesasfaras ,althoughthe
averageunderestimationisaslowas andlargeunderestimatesonlyoccurforlowsatu-
rationthroughputs.Alotherevaluatedcasespresentedsimilarvaluesfortheunderestimationof
thesaturationthroughputofthecelularusers,andtheworstper-useraverageunderestimationwe
observedwas .
4.6.4. Optimization
Now,weshowtheresultsoftheoptimizationproblemwepresentedinSection4.4.Inthe
folowing,westoppedthe approachatmost farfromtheoptimalsolution.From
diferentexperiments, representsagoodtrade-ofamongprecisionandcomplexity.First
ofalwepresenthowclosetheheuristicperformsifcomparedagainstabruteforceapproach,i.e.,
anapproachthatsolvestheoptimizationproblemoveralthepossibleupperboundingnetworks,
andwithagaptotheoptimalsolutionforthe algorithmequalto .
Inordertoshowthescalabilityoftheapproachwepropose,herewechooselargerscenarios.
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Table4.3:Heuristicvs.Bruteforce:Utility
D2D Heuristic Bruteforce
transmiters Mean Conf.Int. Mean Conf.Int.
3 2.53 2.38-2.69 2.53 2.38-2.69
4 2.57 2.45-2.71 2.58 2.45-2.72
5 2.34 2.21-2.47 2.35 2.22-2.47
6 2.21 2.02-2.41 2.23 2.04-2.43
Table4.4:Heuristicvs.BruteForce:Complexity
D2D Mean#ofNetworks Conﬁdence Networks
transmiters (Heuristic) Interval Available
3 3.44 3.36-3.52 6
4 4.60 4.36-4.84 24
5 9.56 8.95-10.18 120
6 11.70 10.49-12.92 720
8 22.70 20.52-24.88 40320
D2D Mean#ofBranches Conﬁdence Branches
transmiters (Heuristic) Interval Available
3 2.00 2.00-2.00 2
4 1.99 1.90-2.07 4
5 2.74 2.56-2.93 8
6 2.85 2.55-3.15 16
8 4.82 4.10-5.53 64
InTable4.3wepresenttheresultsobtainedwhen celulartransmitersand,,and D2D
transmitersarepresent.Thechoiceofthenumberoftransmitersissuchthatwecansolvethe
optimizationproblemalsowiththebruteforceapproach.Thepositionofthedevices,thedemand
ofeachoftheD2Dtransmitersandeachweightintheutilitycomputationispickedatrandom
foranyoftheoptimizationproblemsperformed.Table4.3showsthatthepresentedheuristic
performsasgoodasthebruteforceapproachinmostofthecases,althoughitdoesnotneedto
exploretheentiresetofancilarynetworks.
Inordertoevaluatethecomplexityoftheheuristicproposed,Table4.4showsthenumber
ofnetworksevaluatedbytheheuristicandthecomplexityofeachoftheoptimizationproblems
solved(oneforeachnetwork).Suchcomplexityisevaluatedintermsofdiferentbranchesthe
algorithmrequiresbeforereachinganintermediatesolutionthatisatmost far
fromtheoptimum.Inthiscasewealsoevaluateasetoflargeroptimizationproblems,with
D2Dtransmiters.Inparticular,Table4.4showsthatthecomplexityofthesolutionproposed
bytheheuristicpresentedinSection4.4.2remainscomputationalyfeasible,eventhoughthe
complexityofthebruteforceapproachgrowsfast.
Inordertoshowthegainthattheknowledgeoftheconservativeestimateofthestability
regionbrings,wealsosimulatealthescenariosforwhichtheoptimizationwasperformed. We
simulate,foreachofthecases,theoperationofthein-bandunderlayD2Dsystem,consideringor
notthepresenceofshapersattheD2Dtransmiterssetastheoutputoftheoptimizationproblem
wesolved.InbothcaseswecomputethethroughputachievedfromtheD2Dtransmiters,and
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Table4.5:Optimizationvs.Saturation:Utility
D2D Mean Conf. Mean Conf.
transmiters Sat. Interval Opt. Interval
3 2.32 2.11-2.54 2.53 2.37-2.68
4 2.28 2.06-2.50 2.57 2.44-2.70
5 1.98 1.80-2.17 2.34 2.21-2.47
6 1.74 1.39-2.09 2.21 2.01-2.41
8 1.51 1.25-1.77 2.05 1.91-2.19
thenwecomparethecorespondinglog-utility(seetheoptimizationproblemin(4.5).
AsiteasytoseefromTable4.5,evenifweachievejustaconservativeestimateofthewhole
stabilityregion,theshapersimprovesensiblythevalueoftheutilityachieved.Inparticular,when
thescenariosgetlarger,theutilityimprovesupto onaverageand inthebestcase.
Pleasenotethatthesimulationsperformedwhentheshapersarepresentreachalmostthesame
utilityvaluesthattheoptimizationproblemsweregivinginoutput.
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Chapter 5
A CPS Model for 802.11 Out-band D2D
Communications
Wireless mesh networks based on IEEE802.11 are nowadays an inexpensive, well widespread
solution to easily, effectively and wirelessly connect entire cities. Thanks to such pervasiveness,
they are poised to play a central role in many “Internet of Thing” application scenarios, with
very diverse Quality of Service (QoS) requirements. Many of those application, as for exam-
ple Machine to Machine communications, have been also proposed to be integrated within the
next generation of cellular networks for an easy and always-on user experience [97]. Out-band
IEEE802.11 Device-to-Device (D2D) communications may therefore become a common practice
in cellular networks and, as we show in Chapter 6 and in the second part of this thesis, become a
crucial mechanism to improve their performance.
The wide deployment and the potentials of out-band IEEE802.11 D2D communications
makes it crucial to develop models for analytical performance study of such networks. Empir-
ical studies in complex environments hardly give clear indications of the general properties of
wireless mesh networks. In the state of the art, performance analysis of the 802.11 Carrier Sense
Multiple Access - Collision Avoidance (CSMA-CA) mechanism has traditionally focused on sat-
urated traffic assumptions [10]. Many of the available results for non-saturated conditions do not
capture the effects of traffic dynamics on system performance.
In this chapter we propose a different approach, which is based on a Coupled Processor
System (CPS) modeling of the IEEE802.11 MAC behavior. Contrarily to the state of the art
approaches, our modeling allows capturing the dependencies between user achievable rates and
traffic dynamics, due to sharing of the wireless transmission medium (mediated by the CSMA-CA
mechanisms). For the analysis of the underlying CPS modeling of the IEEE802.11 MAC, we use
the approach proposed in Chapter 3.
The main contributions of this chapter are as follows.
We present an analytical approach to the study of IEEE802.11 networks under non-
saturation conditions. By applying our approach, we derive sufficient conditions for stabil-
69
70 ACPSModelfor802.11Out-bandD2DCommunications
ityoftransmissionqueues.
Wepresentacomputationalyfeasiblemethodforthedeterminationofaproportion-
alyfairalocationofresourcesinadhocnetworks,whichalowstradingtheamountof
fairnessofthesolutionforcomputationalcomplexity.
Wevalidateourresultsthroughsimulations,assessingthequalityoftheboundsand
oftheoptimalalocationsderivedwithourapproach.
Thechapterisorganizedasfolows.Section5.1introducesthesystemmodel,andthemain
assumptionsunderlyingouranalysis.InSection5.2weintroduceourmethodbasedontheCPS
model,andwederivesufﬁcientconditionsforstabilityofournetwork.Section5.3presentsa
heuristicforthecomputationofaproportionalyfairoperatingpointforthesystem.Finaly,in
Section5.4weassessnumericalyourresults.
5.1. SystemModel
Weconsiderascenariowith hostscommunicatingviatheIEEE protocolinadhoc
mode.Weassumealhostsareinrangeofeachother.Weassumehostsdonotsuferforadditional
interferenceontheIEEE bandwidthandthattheydonotmove.Suchanassumptionisin
linewithmanyapplicationscenarios,asforexample,MachinetoMachinecommunications.
Wedonotmakeanyassumptiononthetrafﬁcgeneratedbyapplicationsateachhost.How-
ever,weassumethatsuchtrafﬁcispassedthroughaleakybucketcontroler[14],beforebeing
sentthroughthewirelessconnection.Thisdeviceforcesitsoutputtobeconstrainedbyaleaky
bucketarrivalcurve,withparameters(burstiness)and(rate).Wementionedthepropertiesofa
leakybucketarivalcurveinSection2.2.Infewwords,if isthecumulativearivalrateatthe
outputofthecontroler, , , [14].Atthecontroler,alarivals
fromtheapplicationlayerwhicharenotconformanttosucharivalcurvearebufered.Introduc-
ingsuchcontroleralowstotunetheamountoftrafﬁcbuferedatthetransmissionqueuesofthe
hostsand,possibly,toavoidsomepathologicalconditionsforthesystem.Awel-knownprob-
lemofIEEE ,forinstance,isthatfewhostswithpoorchannelqualityjeopardize
themedium,attheexpenseofalotherhosts.Inthesecases,constrainingthetrafﬁcsenttothe
networkbyeachhostmighthelpachievingabeteralocationofsystemresources.Leakybucket
controlercouldbeimplementedattheapplicationlayerthroughcommunicationamongnodes,
adjustingtheoperatingpointofthesysteminordertooptimizeagivenutilityfunction(e.g.,inor-
dertoachievefairness).Moreover,assumingsomeformofconstraintonsourcesalowsdividing
hostsintoclasses,withdiferentservicelevelsforeachclass.
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5.2. ACPSmodelforOut-bandD2DCommunications
InthissectionwepresenthowtomodelIEEE asaCPS. Weusethemodeltostudy
theperformancewhenthesystemisnotsaturated,i.e.,whenthehostsnotalwayshavetrafﬁc
totransmit.Inthisparticularcase,CPSisabletocapturethecouplingamonghostsduetothe
IEEE MACprotocol.
5.2.1. TheCPSModel
AsmentionedinSection3,aCPSiscomposedbyasetofparalelqueues(i.e.,queueswhich
donotexchangetrafﬁcamongthem)servedbyworkconservingschedulers,andwhoseservice
ratesatanytime iscompletelydeterminedbythesetofactivequeuesatthattime. Wedeﬁne
asthestateofthesystematagiventime thearayofbinaryvariables .Attime,the-th
binaryvariableof is ifthe-thqueuehavetrafﬁctoserve, otherwise.Thenattime the
servicerateofthe-thqueueis ,i.e.,itisonlyfunctionofthestateofthesystem
attime.
Inwhatfolows,wemodelour -nodeout-bandD2Dnetworkasa -queueCPS.Theappli-
cationoftheCPSmodelingtoout-bandD2D,eventhoughisintuitive,hasneverbeenpresented
beforethisthesis.Thestate ofsuchCPSisgivenbythesetofactiveD2Dtransmitersattime
.Inmodelingourout-bandD2DsystemasaCPS,weassumethatforeachD2Dtransmiterat
time,theservicerate iscompletelydeterminedbythestateofthesystem.Sincethesystem
isnotworkinginsaturation,thesetofactivequeuesgeneralychangesovertime.Nevertheless,
whenthesetofactivequeuesisthesameatdiferentintervalsoftime,theperformanceofthe
activehostsareroughlythesame(apartfromashorttransientperiod).Therefore,weassumethat
thethroughputachievedbythehostsinagivensystemstateisequaltothethroughputtheywould
achievewhenthesubsetofactivehostsisinsaturation.Foreachsetofactivehoststhereexists
adiferentsaturationthroughput,andthesystemoscilatesamongthediferentsystemstatesde-
pendingonthesetofhostswithtrafﬁctosend.Foreachsetofactivehosts,wecharacterizethe
saturationthroughputasin[10].ThesaturationthroughputisvalidforIEEE ,butit
canbeeasilymodiﬁedtobevalidalsoforIEEE .If isthesetofactivetransmiters
attime,theinstantaneousservicerateatthe-thactivetransmiterisgivenby:
(5.1)
Here,thedenominatorrepresentstheaveragedurationofaslotoftheIEEE MAC. is
theaverageslotdurationwhenatransmissionissuccessful, istheaverageslotdurationwhen
acolisionhappensonthechannel, istheprobabilitythatatransmissionoccuringonthe
channelissuccessful,whichisgivenbytheprobabilitythatexactlyonestationtransmitsonthe
channel. istheprobabilitythatthereisatleastonetransmissionintheconsideredslottime.
Finaly, isthedurationofanemptyslottime.Thenumeratorinsteadrepresentstheaverage
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numberofbitstransmitedbyhost inatimeslotand istheaveragepacketpayloadsize.
AltheseparameterscanbecomputeddirectlyfromtheparametersoftheCSMA-CAprotocol,
andtheyarestrictlydependentonthesetofactivetransmiters .Fortheexpressionsofeach
parameter,pleasereferto[10].
ThemainapproximationofusingtheCPSmodelingforout-bandD2Dcommunicationsis
thattheCPSmodelworksatthe“ﬂuid”limit,i.e.,eachqueueservesitstrafﬁcasitwereinﬁnitely
divisible,whilethewirelesssystemfolowstheMACprotocolofIEEE which,forexample,
letsasinglehosttransmitatonce.InSection5.4weassessthevalidityofsuchassumption,
showingnumericalythattheseapproximationsmodelaccuratelytheperformanceofout-band
D2Dcommunications.
5.2.2. SufﬁcientConditionsforStabilityofanOut-bandD2DSystem
Eq.(5.1)alowscharacterizingtheunderlyingCPSsystemoftheIEEE networkwe
wanttoanalyze.FortheparticularcaseofIEEE ,wheneveranewhostturnsactive,the
averagethroughputofthehostswhichwerepreviouslyactivedecreases.Forthisreason,out-band
D2DcommunicationscanbemodeledasamonotonicdecreasingCPS,andtheresultsachieved
inSection3.4ontheconservativeestimationofthestabilityregionstilhold.
InwhatfolowswerecalthemainresulttheoremofSection3.4whichweexploitinthe
folowingsection.Letusassumetohaveacharacterizationofthearivalsofthehostsinout-
bandD2Dsystemgivenbythesetofofleakybucketparameters .Whenthe
particularorderingoftheD2Dhosts isused,theout-bandD2Dsystemisstable
if:
(5.2)
and aredeﬁnedasinSection3.3.2,whiletheschedulerscanassumeanyvaluerespecting
Theorem1.TheresultisdirectlyobtainedapplyingTheorem4totheout-bandD2Dsystem.
5.3. DerivationoftheOptimalOperatingPoint
Choosingtheleakybucketparametersoftrafﬁcsourcesinournetworksalowstuningthe
operatingpointofthesystem.Forexample,leakybucketparameterscanbechoseninorderto
maximizesomeutilityfunctionas,forexample,afairnessutilityfunction.IEEE already
implementssomeformoffairnessthroughtheuseofframeaggregation.Theoreticaly,when
frameaggregationisinplace,thesameamountofresourceisassignedtoalusers(intermsof
airtime)andproportionalfairnessisachieved.Unfortunately,frameaggregationimplementations
deviatelargelyfromtheexpectedbehavior,dependingonthevendor[98].
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Thefolowingtechnique,instead,achievesfairnessthroughratelimitingtechniquesatthe
applicationlayer,overcomingvendor-dependentdiferences.
5.3.1. ProblemFormulation
Inthepresentsection,theutilityfunctionthatwechoosetooptimizeisaweightedfairness
function,whichisonepossiblewayofbalancingsomenotionoffairnessamonguserswith,for
instance,diferentclassesofservice.Itsexpressionis:
(5.3)
where istheminimumbitrateforanacceptableperformancefortheapplication.Thefeasible
setofleakybucketratesoverwhichtooptimizesuchutilityisgivenbythesetofinequalitiesin
Eq.(5.2),astheydeﬁnethesetofratesforwhichtheout-bandD2Dcommunicationsystemcan
beconsideredstable.
Thefeasibleoperatingpointswhichmaximizetheweightedfairnessarethereforethesolu-
tionsofthefolowingoptimizationproblem,computedoverthesetofancilarynetworkswecan
gatheranalyzingtheunderlyingCPS.
maximize
subjectto: (5.4)
wheretheconstraintsderivefromEq.(5.2). Thisoptimizationproblemissimilartotheone
weproposedforin-bandD2Dcommunications.Therefore,alsothisoptimizationpresentstwo
chalenges: thepresenceoftheminfunctionintheconstraints,whichleadstoanon-convex
feasibilityregion;and thecomplexityoftheproblem,whichscalesfactorialywiththenum-
berofhosts.
5.3.2. HeuristicApproach
Inordertopracticalysolvetheaboveproblem,weproposeaheuristicapproachthatitisvery
similartotheoneproposedinSection4.4.2.Wedescribetheheuristicalsointhissectionforthe
sakeofcompleteness.
Theheuristiciscomposedoftwoparts. Theﬁrstpartaimsatreducingtheproblemtoa
tractableproblemthatcanbesolvedwithstandardtools.Speciﬁcaly,sincethepresenceofthe
functionintheconstraintsoftheaboveproblemleadstoanon-convexfeasibilityregion,we
usethesocaledbig-Mtransformation[95].Insteadofthatconstraint,themethodbuildstwo
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constraintsinwhichweaddabinaryvariablemultiplyingalargeconstantvalue . Whenever
thebinaryvariableisequaltoone,thelargeconstantmakestheconstraintuselessbecausealthe
feasiblesetsofleakybucketratessatisfyit,whilewhenthebinaryvariableiszerotheconstraint
isactive.Bychoosingavalueforthebinaryvariablesweselectapartofthefeasibilityregion.
Therefore,thetwotermsofthemininEq.(5.4)areneveractiveatthesametime.
Theproblemobtainedinthiswaybelongstothemixed-binaryprogrammingfamily.Wesolve
itbymeansofBranchandBound( )method[96].Foreach,westopthebranch-and-bound
evaluationwhentheintermediatesolutionisatmostatawayfromtheoptimum.Tuningalows
achievingdiferenttradeofsbetweencomputationalcostandoptimalityofthesolution.
Thesecondpartofourheuristicaimsatreducingthenumberofauxiliarynetworksoverwhich
tosearchfortheoptimum.Itisbasedonrunningasetofgreedysearchesfromasetofstarting
points,eachofwhichhasbeenderivedasfolows.Toeachnode oftheCPS,we
associatethequantity .Then,startingfromtheﬁrststageoftheauxiliarynetwork,weassigna
nodeoftheCPStoeachstagewithaprobabilityproportionaltothisquantity.Theideaunderlying
suchalgorithmforthechoiceofthestartingpointsisthatnodeswithhigherweights inthe
utilityfunctionneedtobemodeledmoreaccuratelythantheothers.Thisisachievedbyassigning
thosenodestothelaststagesoftheauxiliarynetwork.Indeed,duetothestructureoftheancilary
network,thelowerthestageanodebelongsto,thelargerthesetofnodeswhosecouplingwith
theconsideredoneismodeledthroughaccuraterescaledtrafﬁcratherthanviaaconservative
penaltyontheservicerate,holdingforanytime,andthereforeindependentontrafﬁcpaternsat
interferingnodes.
Wedescribenowtheelementarystepofthesearch.Fromanetwork ,weconsiderthe
setof networksobtainedbyaswapoftwocontiguousnodesin andweperformthe
optimizationinEq.(5.4)fortheresultingancilarynetworks.Ifthelogutilityvalueof islower
thanthemaxlogutilityamongalthese networks,thenetworkwiththehighestlog-utility
valueamongalthe isselected.Otherwise,thesearchstops.Thelargestofallocalmaxima
computedfromalstartingpointsistheﬁnaloutputofourheuristic.Bychangingthenumberof
startingpointswecanachievediferenttrade-ofsbetweencomputationalcostandoptimalityof
thesolution.
5.4. NumericalEvaluation
Inthissectionweassessnumericalyourresults.First,weevaluatetheﬁtingofthepro-
posedCPSmodelforaIEEE network.Inparticular,weevaluatetheimpactofassuming
thesaturationthroughputsinEq.(5.1),statebystate,astheserviceratesoftheCPSequivalent
model.Then,weevaluatetheperformanceofourheuristic,forproportionalfairness.Theoper-
atingpointsderivedwithourapproacharecomparedtothoseobtainableinsaturatedcondition,
i.e.,assumingalqueuesarealwaysactive,asafunctionofthenumberofhostsinthesystem.
Moreover,wheneverfeasible,i.e.,forsetingswithonlyfewnodes,wehavecomparedourresults
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Table5.1:SetupoftheWirelessScenario
AvailableChannelSpeeds(Mbit/s) 1;2;5.5;6;9;11;12
18;24;36;48;54
CWmin 16
Backofstages 5
Preamble+PHYheader( ) 20
SIFS( ) 16
ACKTime( ) 24
DIFS( ) 34
Slottime( ) 9
MACheader(bits) 224
Chunksize(bits) 15000
withthoseobtainablebysolvingtheoptimizationprobleminEq.(5.4)throughbruteforceover
altheancilarynetworksaspresentedinSection5.2.1.
TheparametersusedintheconsideredscenariosarepresentedinTable5.1. Wehavechosen
the standardforhostscommunication. Thevaluesoftheparametersarederived
from[99].
5.4.1. CPSModelValidation
Inthissection,weevaluatetheﬁtingoftheCPSmodelfor communications.The
evaluationisperformedviasimulation. WeimplementedinMATLABtheMACof
andweselectedatrandomforeachofthetransmitersaﬁxedchannelqualityamongtheones
ofTable5.1.Fordiferentscenariosandgiventheselectedchannelqualitiesselected,wepick
atrandomastablesetofarivalratesforthetransmiters.Thedecisionoftakingstablearival
ratesensuresthatthesetofactivetransmiterspresentinthewirelessscenario,i.e.,thesystem
state,changesovertime.Then,foreachsystemstateandforeachtransmiter,weevaluatethe
diferenceamongtheaveragethroughputachievedduringsimulationsandtheservicerateused
intheCPSmodel,i.e.,Eq.(5.1).Fig.5.1presentstheProbabilityDensityFunction(PDF)of
thediferencesforscenarioshaving and nodes.Similarresultshavebeenobtainedalsofor
diferentset-ups.
Inbothcases,theserviceratesusedintheCPSmodelingareclosetotheonescomputed
duringsimulations.Inparticular,inthe andthe ofthecases,respectively,the
absolutevalueofthediferenceamongtheserviceratescomputedasinEq.(5.1)andthecore-
spondingonesachievedthroughsimulationsislessthanthe .Evenifthesystemassumesa
givenstatejustforashortintervaloftime,i.e.,evenifthesubsetofactivetransmiterschange
quitequickly,theaboveresultshowsthatthesaturationthroughputofEq.(5.1)isreachedfairly
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Figure5.1:Probabilitydensityfunction,diferenceSimulationsvs.CPSservicerates.
sooninalmostalthecases.Therefore,weconsiderasnegligibletheimpactoftheapproxima-
tionsintroducedduringthemodelingofthesystemasaCPS.
5.4.2. ProportionalFairnessOptimizationResults
InthissectionweevaluatetheresultsachievedthroughtheoptimizationproblemEq.(5.4)in
alargesetofscenarios.Ineachseting,wesolveEq.(5.4)exploitingourheuristic,computingfor
agivennumberofusersthesetofleakybucketrateswhichmaximizethelog-utilityfunction.
Inthefolowing,theweights oftheutilityfunction,deﬁnedinSection5.3.1,areuniformly
distributedin .Insteadofconsideringaspeciﬁcpropagationmodel,andmodelingitsimpact
ontheachievablechannelrates,foreachuserweassignedchannelraterandomly,assumingrates
tobeuniformlydistributedamongthesetofavailableratesinTable5.1.Wehavesettheparameter
forthe to .Furthermore,foragivennumberofhosts ,weconsideredanumberof
startingpointsfortheheuristic,i.e.,anumberofancilarynetworks,whichscaleswith .Indeed,
as grows,itincreasesalsothesolutionspace,aswelasitdoesthespaceofpossiblevalues
oftheweightsoftheutilityfunction,andofthechannelrates.Empiricaly,andforthenumber
ofusersconsideredinourevaluations,wehavefoundthatscalingthenumberofstartingpoints
as broughtacceptableresultsintermsofoutputoftheoptimizationandofcomputational
complexity.
Overal,foreachvalueof weconsideredatotalnumberofinstancesofourseting(i.e.,
aparticularchoiceofstartingpoints,setofweightsandsetofchannelrates)sufﬁcienttoget
a conﬁdenceintervalwithinthe ofthevalueoftheaverageutility achieved.In
anycase,weneverusedlessthan100instances.Aﬁrstobjectiveofournumericalevaluation
hasbeentoassesstheperformanceoftheproposedheuristic,whichhasbeenintroducedasa
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Table5.2:AverageLog-Utility:Heuristicvs.ExhaustiveSearch
Opt.technique 3Nodes 4Nodes 5Nodes 6Nodes
Ex.Search 3.4690 3.0688 2.8034 2.3933
Heuristic 3.4690 3.0590 2.7879 2.3630
Diference 0 -0.32% -0.55% -1.27%
MaxDiference 0 -6.56% -10.64% -15.88%
computationalyfeasibleapproachtotheproblemofmaximizingthe(weighted)proportional
fairnessinthealocationofleakybucketratesamongIEEE hosts. Morespeciﬁcaly,we
havetriedtogiveanideaofhowfar,onaverage,thesolutionsofourheuristicarefromtheoptimal
values,inordertoevaluatetheimpactoftheapproximationsonwhichtheheuristicisbased.To
thisend,forscenarioswithasmalnumberofnodes(forwhichanexhaustivesearchstilbrings
toanacceptablecomputationalcomplexity),wehavecomparedtheaveragelog-utilityderived
throughourheuristicwiththeonederivedthroughexhaustivesearchoveralthepossibleupper
boundingnetworksandchoosing .FromTable5.2weobservethat,intheconsidered
scenarios,thesolutionsfromourheuristicbringautilitywhichisonaverageveryclosetothe
optimalvaluesderivedthroughexhaustivesearch.Thissuggeststhattheapproximationsonwhich
ourheuristicisbasedhaveanoverallowimpactontheoptimalityoftheoperatingpointderived.
InFig.5.2wecomparetheaveragelog-utility,togetherwiththe conﬁdenceinterval,
fromourheuristicandtheoneobtainableinthesaturatedscenario.Fig.5.2alsocontainsthe
medianoftheutility inthesamecases. Wecanseehowinalcasestheaveragelog-utility
derivedbyoptimizing(throughourheuristic)overthesetofoperatingpointswhicharestable
accordingtoourmethodisalwaysatleast largerthantheonederivedbyassumingthe
systeminsaturation.Moreover,weseethattherelativeimprovement(intermsofutility)brought
byourheuristicovertheutilityachievedundersaturationassumptiongrowswiththesizeofthe
scenario.Thelargeristhenumberofthestationsinthesystem,indeed,thehigheristherateof
contentionsand,consequently,theinefﬁciencyoftheMACundersaturationassumptions.Aswe
canseefromtheevaluationofthemedianinFig.5.2,thediferencebetweentheoptimalvalues
oftheutilityfunctionderivedwiththesetwomethodsisrelevantalsoindistribution,andeven
largerthantheonefortheaverage.
Applyingleakybucketcontrolersatthestationsreducesthenumberofalwayscontending
stationsandthereforeimproves,asthisresultconﬁrms,theefﬁciencyofthewirelesschannel.
Nevertheless,itisinterestingtonotethatforbothmethodstheoptimalvalueoflog-utilityde-
creaseswhenthenumberofnodesincreases.Therefore,alsowhentheheuristicisapplied,the
devicesfaceanincreaseoftheinefﬁciencyoftheMAC,evenifatasmalerscale.
Inordertohaveabeterideaofthediferencebetweentheoperatingpointsresultingfromthe
heuristicandfromthesaturationassumption,wehavecomparedthemonthebasisofthetotal
averageweightedthroughput,inordertotakeintoaccounttherelativecontributionofeachhost
78 ACPSModelfor802.11Out-bandD2DCommunications
1
1.5
2
2.5
3
3.5
4
3 4 5 6 7 8 9 10 11
Nodes
Av
era
ge 
Util
ity
 
 
Median Heuristic
Median Saturation
0
0.5
1
2
3
4
5
6
7
3 4 5 6 7 8 9 10 11
Nodes
Wei
ght
ed 
Av
era
ge 
Thr
ou
gh
put
(M
b/s
)
 
 
Saturation
Heuristic
Figure5.2:AverageandMedianLog-utility.Heuristicvs.Saturationapprox.
Figure5.3:WeightedAv.Throughput.Heuristicvs.SaturationCondition.
totheutilityofthesystem.Thatis,theweightsinthesesumsarethesameasthoseadoptedinthe
utilityfunction.TheresultsareshowninFig.5.3,wherethecasesunderanalysisareexactlythe
sameusedinFig.5.2.Weseehowourheuristicbringsthesystemtoanoperatingpointforwhich
thetotalaveragethroughputisatleast higherthanthetotalaveragethroughputimposing
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Table5.3:ComplexityoftheHeuristic
AverageNumber MaximumNumber
Network-Heuristic Network( )
3Nodes 6 6
4Nodes 17.15 24
5Nodes 41.04 120
6Nodes 59.22 720
11Nodes 409.05
Av.Per-Network Av.Per-Network
branches-Heu. branches-ExhaustiveSear.
3Nodes 4 4
4Nodes 6.49 8.32
5Nodes 9.47 12.87
6Nodes 11.89 17.80
11Nodes 29.11 -
saturationthroughputasratelimits.Thisshowshowourheuristicderivessystemoperatingpoints
that,besidesmaximizingtheutilityfunction,bringtoamuchmoreefﬁcientutilizationofnetwork
resources.
Inordertounderstandthefeasibilityoftheproposedapproach,weanalyzedthecomplexity
oftheheuristicweproposeversustheexhaustivesearchofTable5.2.InTable5.3wepresentﬁrst
theaveragenumberofnetworksthetwomethodsanalyzeinordertogettheﬁnallog-utilityofthe
system.Incaseoftheheuristic,wecountthetotalnumberofupperboundingnetworksanalyzed,
consideringalthe startingpoints. Wealsopresentthenumberofoptimizationproblems
whichthe methodsolvesforeachnetwork.Intheworstcase,thenumberofbranches
visitedbythe for nodesis .Resultsareshownuptothepointatwhich
thecomparisoniscomputationalyfeasible(6nodes),andforthelargestscenarioweanalyzed
throughourheuristic(11nodes). Wecanseehowtheheuristicrequiresaconsiderablyinferior
numberofevaluations(bothintermsofupperboundingnetworks,bothintermsofbranches),
withaverylimitedimpactontheoptimalityofthevalueofthelog-utilityderived(asseeninTa-
ble5.2).Pleasenotethatthediferentstartingpointsoftheheuristicarecompletelyindependent
fromeachother.Therefore,thecomputationaltimecanbereducedsensiblyiftheheuristicis
evaluatedinparalel.Finalyweevaluatehowtheresultschangevaryingthenumberofstarting
pointsandthevalueof. Alsohere,weevaluatealthescenariosdiscussedformerlywhen
and nodeswerepresentinthenetwork.TheresultspresentedinTable5.4usethesetinghav-
ing and startingpointsasabenchmark.Eventhoughtheutility remainsalmost
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Table5.4:DependenceofResultson andonNumberofStartingPoints(SP)heuristic
4Nodes 7Nodes
, ,
, ,
, ,
, ,
Weight.Av.Th., ,SP=
Weight.Av.Th., ,SP=
Weight.Av.Th., ,SP=
Weight.Av.Th., ,SP=
thesameineveryconﬁgurationoftheheuristic,theweightedaveragethroughputchangessensi-
bly.Themostafectingparameteroftheheuristicisclearlythenumberofstartingpointsused.
Increasingthenumberofstartingpoints theweightedthroughputincreasesaccordingly.Un-
fortunately,thenumberofupperboundingnetworksincreasesofthe and with
and nodes,respectively,leadingtoacomputationalyexpensiveresolutionoftheproposedopti-
mization.However,consideringasacceptablethecomplexityoftheproposedheuristic,reducing
thenumberofstartingpointsresultsinanunnecessarylostinperformance,thatcanbecometricky
whenthenumberofnodesincreases.Thesamereasoningapplieswhenweevaluatethechoiceof
:sometimesthediferenceofperformanceistoosmaltojustifythedecreasingofthevalueof
.Forinstance,theincreaseofbranchesanalyzedwhen reachesthe ifcompared
to ,whiletheaccuracyofperformanceestimatesremainssimilar.Thepresentedheuristic
represents,therefore,agoodtrade-ofamongcomplexityandperformance.
Chapter6
EnergyEfﬁciencyinMixedAccess
Networks
Multi-technologyaccessnetworkswithheterogeneousprotocolsandresourcealocation
schemesaresprouting. Ontheonehand,telcooperatorsalreadyimplement -based
hotspotsalongsidethetraditionalcelularinfrastructure[17].Ontheotherhand,thestandard-
izationofDevice-to-Device(D2D)-assistedcelularnetworksisnowbecomingreality[4]and
futurecelularnetworks(e.g.,5G)areenvisionedtosupportD2Dcommunications.
Inthiscontext,D2D-assistedcelularaccessnetworksmightalowbundlingusertrafﬁcin
groupsandimplementdynamicrelay,withoutrequiringadditionalinfrastructuredeployments.If
so,theywouldalowimprovingtheservicetowardsdestinationsexperiencingpoorornochannel
quality.ContrarilytowhatweanalyzedinChapter4andChapter5whereD2Dwasanalyzed
onlyasameanofcommunicationamongusers,inthissectionweanalyzeanaccessnetwork
whereD2Dcanbeseenasanalternativenetworkaccesstechnology.
Inthefolowing,wefocusonaccessnetworksinwhichD2Dcomplementsthepresenceof
standardAccessPoints(APs)andevolvedNodeBs(eNBs)via out-bandconnectivity.We
refertosuchnetworksasmixedaccessnetworks.Devicesprovidingnetworkaccessarerefered
asPointsofAccess(PoAs).
Westartourworkbyderivinganovelcomprehensivemodelforthroughputandterminal
powerconsumptionestimationinmixedaccessnetworkswhichaccountsfortheintertwinedna-
tureofcelularand resourcealocationwhenD2Dcomesintoplay.Infact,whilethe
throughputachievedbyusersinthecelularnetworkbyD2Drelaynodesafectsthedownlink
loadofD2Dover channels,itisalsotruethattheperformanceof mobiletermi-
nalsafectthequantityoftrafﬁcthatcanbeofﬂoaded,andthereforecelularusers.Themodel
measuresalsoenergyefﬁciencybecausebaterylifetimebecomesofparamountimportancein
mixedaccessnetworks. WhileactingoccasionalyasD2DPoA,sincetheyhavetoreceiveand
relayalsothetrafﬁcofotherUserEquipments(UEs),mobiledevicesexperienceahigherpower
consumption.
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Ourmodelincludesaninnovativeapproachtothecharacterizationof cliquesunder
anytrafﬁcloadcondition,usingasimpleyetefectivedescriptionof asasystemwith
avariablenumberoffulybackloggedterminals.Theapproachrepresentsanapproximationof
theanalysispresentedinChapter5andusesstandardtoolslikeBianchi’sanalysis[10]. With
ourmodel,wecomputetheairtimeusedbyterminalsforcommunicatingtoanykindofPoAs,
evenwhenexperiencingheterogeneouschannelqualitiesandundervariableloadconditions.The
airtimecharacterizationisnovelandkeyinourproposal,sinceitisneededtocomputethroughput
andpowerconsumptionoftheterminals.
Buildingonourmodel,weformulateanewnetwork-controledaccessselectionproblem
thataimstomaximizetheenergyefﬁciencyachievedatterminalside.Asamajorpoint,inthe
proposedformulation,notonlyuplinkanddownlinkarebothsimultaneouslyconsidered,but
alsotheyarejointlyoptimizedintermsofcelularand resourcealocation.Sincethe
resultingproblemisNP-Hard,wedesignanovelandefﬁcientheuristicforaccessselectionin
mixedaccessnetworks.Wevalidateourmodelandtheheuristicviapacket-levelsimulationsand
showthat,thankstoD2D-enabledrelay,theaccessselectionmechanismweproposeachievesup
to higherefﬁciencyandmuchfairerthroughputdistributionsthanstandardaccessselection
procedures.Notably,ourresultsscalewelwiththedensityofterminalsinmixedaccessnetworks.
Thereminderofthischapterisstructuredasfolows.Section6.1describesthecomponents
ofnetwork-controledmixedaccessnetworks.Section6.2presentsourinnovativeandcompre-
hensivemodel.InSection6.3weformulatetheenergyefﬁcientaccessselectionproblemand
proposeanon-lineheuristic.InSection6.4wevalidatethemodelandpresentnumericalresults.
6.1. MixedAccessNetworkswithSDN
Inthissection,wepresentthecomponentsofamixedaccessnetworkinwhicheNBs,APsand
D2Dconnectivityareconcurentlydeployed. Mixedaccessnetworksrepresentoneofthemost
likelysolutiontomanyissuesarisinginthenextgenerationofcelularaccessnetworks.Inorder
toprovidehigherbroadbandconnectivitytomobileusers,celularnetworksaresteeringtowardsa
densiﬁcationofeNBs.However,jointlywiththedensiﬁcationofdevicepopulations—e.g.,dueto
theemergingparadigmsofInternetofThingsandmachine-typecommunications—thistendency
createshigherinterferenceandincreasestheprobabilitythatusersfarfromaneNBexperience
low-qualitychannelconditions.Therefore,integratingtheclassicalcelularbandwidthwiththe
spectrumofAPsorimplementingD2Dconnectivityalowstosensiblyimprovetheaver-
agespectralefﬁciencyanddeliverfarbeteruserexperiencethanwithcelular-onlyresources.
Inamixedaccessnetwork,usersdirectlyconnectedtoaneNBcanactasrelayforuplinkand
downlinktransmissionsofotherusers,usingD2D.Inanycase,userscanatachtoasinglePoA,
i.e.,anAP,aneNBoraD2Drelay.WedenotebyMobileNode(MN)theuseratachedtoanAP,
andbyUEtheuseratachedtoaneNB,whereasforrelaysandusersatachedtorelaysweuse
WiFi-Directterminology,i.e.,GroupOwner(GO)andGroupMember(GM),respectively.Each
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Figure 6.1: SDN-controled mixed access network.
UE can become GO and form and manage a single WiFi-Direct group to receive and transmit
uplink and downlink trafﬁc of al the users (GMs) accessing the network through that GO. D2D
transmissions in a WiFi-Direct group use frequencies and therefore do not interfere with
celular communications. Nevertheless, diferent groups, as wel as diferent APs, can be assigned
to the same channel and contend for the same resources.
Unfortunately, and celular resources are limited and it is possible that GOs are not
able to relay al the received trafﬁc in uplink and/or downlink. In order to avoid wasting valuable
resources, we assume that in a mixed access network, operators are the ones steering the resource
alocation, both in the celular network and in the channels. In the considered mixed access
network, resource alocation relies on SDN, and a controler has the goal of colecting relevant
pieces of information from the PoAs to enforce trafﬁc policies dynamicaly. Fig. 6.1 ilustrates
the above-mentioned network elements.
Speciﬁcaly, exploiting the knowledge of channel qualities of al the terminals in the sys-
tem, as wel as their uplink and downlink demand, the controler applies the analytical approach
we present in Section 6.2 to estimate the throughput each user can achieve under the curent
PoA association. Thanks to the computation of the achievable throughput of the users, the con-
troler enforces rate limiting at the sources and ensures that no resource is actualy misused. The
SDN controler is also the entity that manages the access selection decisions. In the particular
mixed-access network we enviosion, access selection is performed with the objective of increas-
ing batery lifetime at the terminal side. The algorithm we propose to perform access selection is
presented in Section 6.3.
6.2. System Model
We start by proposing a novel model for the estimation of throughput and power consumption
at terminal side which is valid in the proposed mixed access network. We ﬁrst model celular and
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throughputandpowerconsumptioninisolation,i.e.,undergivenloadlevels.Thenwe
modeltheimpactofthecouplingbetweencelularand duetoD2Drelay.
6.2.1. AnalyticalFramework
Network.Wedenoteby thenumberofeNBsintheaccessnetwork,whereas represents
thesetofeNBs.Theset isthesetofusersatachedtoeNB.The
numberofGMsatachedtotheWiFi-Directgroupmanagedby isdenotedby .If isnot
aGO, .Theuplinkdemandof is .Suchdemandincludestheuplinktrafﬁcof
plustheuplinktrafﬁcofthe GMsatachedtoit.Thedownlinkdemandisinsteadindicatedas
,whichincludesthedemandof andofalitsGMs.
Wedenoteby thenumberofAPs/GOsusingthesame channel,whereas
representsthesetofAPs/GOsonthesamechannel. WeassumethataltheAPs/GOsusing
thesamechannelareinradiorangewitheachother.Ifnotneeded,weomittheindex when
analyzingagivenclique.Theset isthesetofusersatachedto
aparticularAP/GO .The trafﬁcdemandsof areindicatedas and in
uplinkanddownlink,respectively.Therefore,thenotationusedfor usersissimilartothe
oneusedforcelularusers,althoughtheexactmeaningwilbeclearfromthecontext.
Celulartransmissions.Weassumethatpowercontrolisoperatedonlyintheuplinkchannel,
andthatuplinkanddownlinkoccurondiferentfrequencies.Folowing[100],weassumethat
theterminalssettheirtransmissionpowerinordertoachieveaparticularSignal-to-NoiseRatio
(SNR)target,thuscopingatthereceiverwithpathlossandshadowing.Furthermore,weassume
thataltheeNBsusethesamecelularbandwidth,i.e.,frequencyreuse1isused.Weassumethat
thecelulartransmissionsadoptOrthogonalFrequency-DivisionMultipleAccess(OFDMA)to
alocateresourcestotheusers.Nowadays,thisiscommonpracticein3GPPfor4Gnetworks,and
nextgenerationofcelularnetworks(5G)wilcontinueonthesamepath. Wealsoassumethat
eNBsarealwaysactiveindownlink(e.g.,duetointensedownloadactivity),whereastheuplink
mightbenotsaturated(e.g.,duetobotlenecksbetweentheGMsandtheirGOs).
Celularscheduling.WeassumethateNBsoperateindependentlyfromeachotherandthat
useaVerticalFirstScheduler(VFS)[101],i.e.,asubframeisalocated,whenpossible,entirely
tothesameuser.Duetothefactthatitreducestheairtimebydesign,VFSachieveshighenergy
saving.IntheVFSframework,usersarescheduledwithaWeightedRoundRobin(WRR)policy.
SchedulingofGOs.SinceGOshaulthetrafﬁcofotherusers,weassumethattheirweightin
WRRisproportionaltothenumberofGMsconnectedplusone(theGOitself).
D2Dand operation.In ,weassumethatnopowercontrolisused.Further-
more,weassumethatAPsorGOsservetheirusersinRoundRobin(RR)order.Inthischapter
wealsoassumethat isused.
cliques.Weassumethat,duetotheuseofdiferentchannelsorduetodistance,we
have independent(non-interfering) sets. Nevertheless,GOsandGMs,aswelas
MNsandAPsbelongingtothesame setcompeteforthesameresources.Forthisreason,
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eveniftheydonothavetotransmittoeachother,theyformaclique.
Demandsandarrivalprocesses.Weassumedemandsandarivalprocessesarestationary
andindependent,butnotidenticalydistributedforeachuserandforuplinkanddownlink.Ar-
rivalsarepacketswiththesameaveragesizeforalcases.
Uplinkanddownlinkcoupling.Contrarilytowhatassumedinthemajorityoftheworkon
accessnetworks,hereweanalyzetheuplinkanddownlinkjointly,accountingforthefactthat
theyarecoupled.Forexample,ifthedownlinkthroughputachievedbyaGOoverthecelular
linkchanges,weconsiderthechangeinthedownlinkrelay,whichwilafecttheuplinktrafﬁc
fromGMs,and,consequently,theuplinkloadoverthecelularlinkoftheGO.
Controlerrole.Thecontrolerisabletoestimateanalyticaly(asweshowinthefolowing)
whatisthemaximumamountoftrafﬁcthatcanbeactualyrelayedbytheGOs,bothoverthe
celularandthe channeltheyhaveaccessto.Therefore,thecontrolerisalsotheentitythat
enforcesratelimitingatthesourcesaccordinglytothemaximumachievableuplinkanddownlink
throughputofeveryone,avoidingwasteofresources.Ifratelimitingisnotinplace,aGOcan
beassignedcelularresourcesforrelayingtrafﬁcwhichmaynotberelayedinthecoresponding
channel(e.g.,becauseofchannelsaturation).Thesameholdsalsofor trafﬁc,
whichmaynotﬁndavailableresourcesinthecelularbandwidth.Finaly,thecontrolerisalso
theentitythatmakesaccessselectiondecisionsforthenewterminalsenteringthesystem.
Itisworthnoticingthatdiferentassumptionsonthescheduling,resourcealocation,packet
sizeoronthenetworkcontroloperationcanbeeasilyaccommodatedinourmodel.
6.2.2. AnalysisofCelularOperation
ThethroughputofcelularUEsisstrictlyrelatedtothenumberofresourcesassignedtoaUE
(proportionaltoitsactivitytime,theairtime)andthenumberofbitsthataUEisabletotransmit
foreachresource(bitefﬁciency).Similarly,thepowerconsumptionunderVFSschedulingis
proportionaltotheairtimeoftheterminals[101].Therefore,wedevelopananalyticalmethodto
computebitefﬁciencyandairtime.
6.2.2.1. Uplink
LetusﬁrstconsideruplinktransmissionstotheeNB.Let bethetransmissionpowerused
byUE ,whichistheresultoftheuplinkpowercontrolmechanisminplaceanditissetto
,where isthetargetSNRthateachusertriestoachievein
uplinktransmissions[100], isthenoisepower, isthepathlossinthetransmissions
from toeNB,while isthemaximumpowertransmissionalowed.
Wenowshowhowtocalculatetheaverageuplinkbitefﬁciency achievedbyeachuplink
transmiter,thatis,theaveragenumberofbitsthateachUEcantransmitinaOFDMsymbol.The
averagelevelofinterferencesensedbyeacheNBisthepowerreceivedfromtheusersatachedto
theothereNBs.Thus,usingtheShannonformulaoverthebandwidthofasymbol andover
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itsduration ,theresultingbitefﬁciencyis:
(6.1)
where istheuplinkairtimeofaninterferinguserinadiferentcel,andthesecondtermin
theargumentofthe functionistheSINR.
WithVFS,theairtimeusedinuplinkistheportionofsymbolsneededtoservethethroughput
,outofatotalofthe symbolstransmitedbytheeNBpersecondovertheentireuplink
bandwidth.Sincethenumberofsymbolspersecondrequiredis ,theairtimeis:
(6.2)
Theaboveformulasshowthatthereisacomplexrelationbetweenairtime,bitefﬁciencyand
throughput.Indeed,thebitefﬁciencyandtheairtimeachievedbyaparticularuserdependonthe
bitefﬁciencyandtheairtimeoftheinterferingusers,whichinturndependonthebitefﬁciency
andtheairtimeoftheuserunderanalysis.
Denotingby theunsatisﬁeddemand(intermsofsymbols/s),theairtimeisalsoexpressed
as:
(6.3)
inwhich canbecomputediteratively. WeproposeAlgorithm1tosolvetheproblem
withoutapproximations.Thealgorithm,whichisarecursiveﬁxedpointalgorithm,estimates
iterativelytheuplinkairtimeofeachuserinthescenarioanditsachievedaveragebitefﬁciency.
Thealgorithmstartsbyassigningusersairtimeproportionalytotherelaygroupsize .
Then,giventheresourcealocationatthepreviousstep,Algorithm1estimatesthebitefﬁciency,
giventhebitefﬁciencyjustcomputed,anupdatedversionoftheresourcealocation.Inthe
algorithm,theavailable symbols/saredistributedtotheusersrespectingtheweightsofthe
WRRscheduleruptosatisfyingthedemand. Unusedresourcesarethenassignedtotheusers
whosedemandsarehigherthantheirfairshare.
Uponconvergence,orafteramaximumnumberofiterations,Algorithm1returnstheair-
timealocationthatcorespondstotheserveddemand(computedasinline20ofthealgorithm’s
pseudocode).Thethroughputcanbethencomputedbyinverting(6.2).
Finaly,theuplinkpowerconsumption iscomputedbasedontheuplinkairtimeandthe
transmissionpower[102]:
(6.4)
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Algorithm1Uplinkcelularbitefﬁciencyandairtimecomputation
Input: ,
,
,
, , , , ,
Initialization:
ComputeWRRweights ,initializeairtimes andcounter :
,
, [curentcomputedvaluesofairtimes]
, [valuescomputedinthepreviousround]
Procedure
Iterativeprocedure(atmost loops).
1:while and ,do
First,updatebitefﬁciency:
2: for do
3: Compute using(6.1)
4: ;[bitefﬁciencycannotexceed ]
5: endfor
Second,updateresourcealocation(symbolsareassignedtousersproportionalyto ;unusedresourcesare
redistributediteratively):
6: for do
7: ;[availableuplinksymbols/s]
8: , ;[initializationunsatisﬁeddemandof insymbols/s]
Iterativeresourcealocation:
9: while do
10: ;[symbols/salocatedbyeNB inthisWRRround]
11: for do
12: ;[symbols/sassignedto ]
13:
14:
15: endfor
16:
17: endwhile
Updateairtimevalues:
18: for do
19:
20: Compute with(6.3)
21: endfor
22: endfor
23:
24:endwhile
Output: ,
where isthepowerconsumedbytheterminalswhenthetransmissionpoweris , isa
proportionalityfactor(in ), ,and isthepowerconsumption
oftheterminalswhennotransmissionisinplace.Itisworthnoticingthatthepowerconsumed
byadevicescaleslogarithmicalywiththetransmissionpower,whilelinearlywiththeairtime.
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6.2.2.2. Downlink
ThedownlinktransmissionpowerofaneNBisconstantovertimeandequalto .The
bitefﬁciencydependsoninter-celinterferencegeneratedbythetransmissionsofothereNBs,
whicharealwaysactive. Asaresult,theaveragebitefﬁciencyachieved byeNB inthe
transmissionstouser ,canbecomputedas:
(6.5)
where representsthepathlossamongeNB anduser .Notethat,diferentlyfrom
theuplinkcase,thebitefﬁciencyindownlinkisnotafectedbytheuserairtime,andsoitcanbe
computedwithoutiterations.
DownlinkresourcealocationfolowsthesameVFSschedulingpolicyusedinuplink,sothat
anexpressionequivalentto(6.2)holdsbyreplacingthesuperscript with .So,tocompute
thedownlinkuserairtimeandthroughput,weonlyneedtocomputetheamountofunsatisﬁed
demand ,usingthe WRRpolicyforresourcealocation.Forsuchcomputationweusean
algorithmsimilartoAlgorithm1inwhichthe“while-do”statementisnotnecessary.Infact,a
singleiteration(equivalenttolines6-22ofAlgorithm1)sufﬁcestoreturnthedownlinkairtime
ofeachuser,fromwhichwecomputethedownlinkthroughput:
(6.6)
Finaly,thepowerconsumptioninreceptionby is:
(6.7)
where isthepowerconsumedbytheterminalwhilereceivingand isconsumedwhenthe
terminalisidle.
6.2.3. Analysisof802.11Operation
Inordertocomputethethroughputandthepowerconsumptionachievedin ,wean-
alyzeagenericclique. Weﬁrstshowhowtocomputethebitefﬁciencyof transmiters.
Second,withthebitefﬁcienciesweproposeanewmodeltocomputethethroughputbasedonthe
ideasintroducedinChapter5: operationsaregoingtobeanalyzedbysystemstates. We
thencomputethedurationofthestates,whichiskeytoestimatethepowerconsumption.
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6.2.3.1. BitEfﬁciency
Thebitefﬁciency achievedbyeachPoA ,whichin channeliscomputedin
,isunivocalydeterminedbytheparticulardestination andiscomputedasfolows:
(6.8)
where istheﬁxedtransmissionpowerof and isthepathlossfrom to .
Eq.(6.8)doesnotincludeinterferencebecausesuccessful transmissionsinacliqueoccur
whenonlyonedevicetransmits.Since servesdiferentterminalsexperiencingdiferentpath
losses,theaveragebitefﬁciencyof dependsonthedistributionoftransmissionsfrom to
theterminalsatachedto .Indeed,diferentlyfromwhatassumedinstate-of-the-artproposals,
theaveragebitefﬁciencyofatransmiterisneitheraninputoftheproblemnoraconstant,since
itchangeswiththetrafﬁcdistributionacrossterminalsservedby ,andthetrafﬁcdistribution
changeswiththenumberofdevicesinthecliqueandwiththeirdemand.Forthisreasonwe
presenthereanovelapproximationmethodtocomputethroughputandpowerconsumption.
AsinChapter3,thebasicideabehindourmodelisthat,ineach channel,operations
canbesplitinintervalsoftimeduringwhichthesetofactive(backlogged)devicesremains
unchanged.Ineachofsuchintervals,activeAPs,GOs,MNsandGMscanberegardedasa
saturatedsystemforwhichtheanalysisofBianchiforaclique[10]canbeused. Therefore,
eachintervalcorespondstoastateofthesystem,forwhichwecancomputebitefﬁciencies,
throughputsandairtimes.
LetusconsiderthePoAs .Inagenericstate,theterminalswithpacketstotransmit
to aredenotedastheset ,whereas isthesetofterminalswithpacketstoreceive
from .Now,whiletheaveragebitefﬁciency ofterminal iscomputedwith
anexpressionsimilarto(6.8),thebitefﬁciencyofPoA istheaverageofitsbitefﬁciencies
experiencedwhentransmitingtoitsatachedterminalsinRRinstate (packetshavethesame
averagelength,otherwiseper-useraveragepacketsizesshalbeusedasweightsinthefolowing
expression):
(6.9)
6.2.3.2. ThroughputandStateDuration
Duetothepacket-fairnessofthe MACprotocolassumed,altransmitersachievethe
samethroughput(inpacketspersecond). Havingassumedacommonaveragepacketlengths
foraltransmiters,althroughputsinacliquearestatisticalyidentical.Suchcommonvalueis
thethroughput computedinstate withBianchi’sformula[10](seeEq.(5.2),inwhich
theaveragetransmissiontimeiscomputedwiththebitefﬁcienciesderivedasdescribedabove.
Notethat accountsforthepresenceofalactivePoAsandfortheiratachedterminalsactive
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instate,soitexpressesthecouplingbetweendiferentPoAsusingthesamechannelinthe
samearea. Moreover,thethroughputofaPoAisfairlysharedbetweenitsMNsorGMsbythe
RRschedulingpolicyadopted.Thereforeuplinkthroughputs anddownlinkthroughputs
oftheMNs(orGMs)of ,instate,areasfolows:
(6.10)
Wenowneedtocomputethetimespentineachstatetocomputethroughputandairtime
of devices. Unfortunately,theunderlyingCoupledProcessorSystem(CPS)modelfor
transmissionswepreviouslyintroduced,andwhoseideasareatthebaseofthemodeling
presentedhere,doesnotalowustocomputetheamountoftimespentbythedevicesinagiven
state,butonlyasafeestimationoftheaveragethroughputeachdevicecanachieve.Therefore,we
slightlymodifywhatpresentedinChapter5.Firstofal,wenotethattheorderinwhichstatesare
visitedisnotimportant,becausethearivalprocessesareindependent.Sowestudytheevolution
ofthesystemamongstatesreorderingtheintervalsoftimewherethesamesetofdevicesare
active. WestartwiththestatewherealdevicesareactiveandalthequeuesattheAPs/GOsare
backlogged.Wenamesuchstate :thesystemremainsinsuchstateuntiltheuplinkordownlink
demandofonedeviceiscompletelyserved.Theportionoftimethesystemstaysinstate is:
(6.11)
After ,thesystemswitchestostate inwhichoneless downlink/uplinkﬂowis
active,whichchangestheaveragesystemthroughput.Thus,thecomputationof andofthe
durationsofsuccessivestatescanbedonesequentialy,untilaldemandsareservedor .
Thevalues representthefractionsoftimespentineachstate.Theresultingaveragethroughputs
on arethereforeasfolows:
(6.12)
Notethattheapproachproposedisanapproximation,sinceitassumesthatafteraﬂowacti-
vatesordeactivates,thesystemreachesinstantaneouslyitssteadystate,inwhichBianchi’sfor-
mulaholds.However,wewilshowviasimulationthatthisapproximationintroducesnegligible
erors.
6.2.3.3. AirtimeandPowerConsumption
InordertocomputethepowerconsumptionofAPsandMNs(orGOsandGMs)over ,
weexploittheresultsof[103].Speciﬁcaly,throughputandairtimedeterminethepowercon-
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sumptionofPoAs( )andterminals( ):
(6.13)
(6.14)
where ispowerconsumedbyan devicewhenidle, and arethepowerscon-
sumedbyadeviceperairtimeunitintransmission/reception, and arethepowerscon-
sumedperpackettransmited/receivedpersecond,and istheaveragepacketlength.Inthe
formulas,wehavedenotedby and thetransmission/receptionairtimeof ,whereas
and denoteairtimesatPoA .
Wehaveshownhowtocomputethethroughputintheprevioussubsection,wenowshowhow
tocomputetheairtimeasanaverageoverstates.Wedenoteby and respectivelytheprob-
abilitythatasystemslot(whichhasvariablelength,asdeﬁnedin[10])containsatransmission
andtheconditionalprobabilitythatatransmissionissuccessfulinstate,giventhatthetransmis-
sionoccurs.Usingthesameapproachasin[10],wecancompute and fromthenumberof
transmitingdevices(PoAsandterminals)instate,whichwedenoteby :
(6.15)
(6.16)
(6.17)
where isthetheminimumcongestionwindowsizeof and isthemaximumnumber
oftransmissionatemptsforapacketthatsuferscolisions.Theabsoluteprobabilitytohave
asuccessforanyofthetransmitersisthen ,sothattheprobabilityof
colisioninaslotforagiventransmiteris .Thus,solving(6.16)and(6.17)for ,leads
totheairtimecomputationforstate:
(6.18)
(6.19)
(6.20)
(6.21)
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where isthedurationofaslotcontainingacolision,1 isthesuccessfultransmissiondu-
rationfrom toPoA ,and isthesuccessfultransmissiondurationfromPoA to
terminal .2Consideringthatunusedslotshaveﬁxedduration ,theaverageslotduration
instateis:
(6.22)
Finaly,theaverageairtimevaluesarecomputedbyaveragingeachof(6.18)–(6.21)according
tothestatedurations computedasdescribedinSection6.2.3.2. Notethat,diferentlyfrom
existingstudies,theaboveequationstakeintoconsiderationthepresenceofaPoAsinaclique,
andthefactthatPoAsserveterminalswithdiferentchannelqualities.
6.2.4. Network-controledCoupling
SofarwehavepresentedhowtocomputethroughputandpowerconsumptionofcelularUEs
and GOsandMNsconsideringﬁxedtrafﬁcdemands.HowevertherealdemandofGOs
dependsonwhattheyreceivetorelayonbehalfoftheirGMs.Indeed,itispossiblethatthetrafﬁc
torelaycannotbehandledbytheGO.Inabsenceofcoordination,itisthereforepossiblethat
celularresourcesarewastedfortrafﬁcthatcannotberelayedbytheGOs.Anetworkcontroler
mayavoidsuchproblemsbyactingascoordinatoramongthecelularnetworkandthe
groups.ThecontrolerneedstoestimatethequantityoftrafﬁcthatGOscanactualyrelaygiven
thelimitationofcelularand resourcesandenforcearatelimitingontheactivityofGOs
andGMs.SuchcontrolbeneﬁcialyimpactstheresourcealocationofUEsthatdonotactas
relays,sincemoreresourcesarefreedforUEs.Inaddition,sinceGOs’activityonthe
channelsisreducedwithrespecttotheuncontroledcase,alsoAPsandtheirMNsindirectly
beneﬁtfromthepresenceofacontrolerregulatingtheGOsandthecelulardevices.
Thecontroleroperatesexploitingtheanalysispresentedintheprevioussections.Itﬁrst
proceedswiththealocationofcelulardownlinkresourcesaccordingtoaldownlinkdemands,
whichdeterminesthemaximumrelayloadofGOs.Thenthecontrolerﬁndsthecoresponding
operationalpointofthe802.11cliques,usingasweltheuplinkdemandsofGMsandMNsand
theloadoftheAPs.ThiscomputationyieldstheuplinkcelularrelaytrafﬁcdemandofGOs,and
acorespondinguplinkalocationcanbecomputedforGMs.Withsuchalocation,thecontroler
imposestoGMstosendnomorethanwhattheGOscanhandletotheeNB,andsothe802.11load
changes(freedresourcesareredistributedtounsatisﬁedusers).Therefore,theoperationalpoint
1ColisionslastasmuchasanRTSframeifthe four-wayhandshakeisused,otherwisetheylastasmuchas
apackettransmissionplusatimeout.
2SuccessfultransmissiondurationsincludeoverheadsduetoMACACKtransmissionandstandardinter-frame
spaces.
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of802.11isrecomputed,andresultsinpossiblymodiﬁed802.11throughputforGOs.Celular
downlinkresourcealocationisthenrecomputedwiththenewdemandfromtheGOs,ﬁndinga
ﬁnal,stable,workingpointforthenetwork.Moreindetail:
Step0:CelulardownlinkresourcesarealocatedwiththeprocedurepresentedinSec-
tion6.2.2.2,thedemandofGOsbeingcomputedlocaltrafﬁcplusdemandsofGMs:
UE actingasPoA (6.23)
Inthenotationadoptedintheaboveexpression,wehaveusedthefactthataGOactsasUEfor
theeNBandasAPforGMs.Thecontrolercomputesthecelulardownlinkthroughput of
anyGO (aliasPoA ).Onlypartofsuchthroughputbelongsto ,smalerthan ,while
therestisforrelay.
Step1:ThecontrolercomputesthepartitionoftheachieveddownlinkthroughputofaGO,
,totheGOitselfanditsGMs.ThepartitioniscomputedconsideringRRandthedownlink
demands.
Step2:Thecontrolercomputestheuplink throughput ofeachGMusingthe
proceduredescribedinSection6.2.3,butreplacing withtheGMdownlinkthroughputsfound
inStep1asdownlink demands.
Step3:ThecelularuplinkcanthenbecomputedwiththeprocedureofSection6.2.2.1,using
GMs’ throughputscomputedinStep2asGOrelayuplinkdemand.
Step4:TheresultingcelularuplinkthroughputoftheGOissplitacrossitsGMsasin
downlink(withRR).SuchthroughputvaluesaresetbythecontrolerasratelimitsoftheGMs.
Step5:Thecontrolercannowrecomputetheoperationalpointin foralAPs,GOs,
MNs,andGMs,withthelimitsﬁxedforrelaytrafﬁcinStep1andStep4.Inthisstep,any
GMobtainsexactlytherateﬁxedwithratelimiting,whileaGOcanreceivenomorethanwhat
imposedinStep1.GMsandGOsimposedtransmissionratescanberelayedtothecelularinfras-
tructure.Thisstepensuresnowasteofcelularor resources.
Step6:GOdownlinkrelaythroughputs(in )computedinStep5areusedtorecompute
thedownlinkresourcealocationwiththeprocedureofSection6.2.2.2.
Withtheabove,wehavenotonlythethroughputs,butalsothedemandsofalterminals,
accountingforratelimitingenforcedtoGOsandGMs.Sowecanalsocomputeairtimeand
powerconsumptionofalterminalswiththemethodsdescribedinSections6.2.2and6.2.3.
6.3. EnergyEfﬁcientAccessSelection
Inthissectionwepresentanewaccessselectionmechanismthatimprovestheenergyefﬁ-
ciencyofwirelessterminalsinmixedaccessnetworks.Exploitingthefactthatcarefulyselecting
theatachmentoftheterminalstoproperPoAsleadstodiferentthroughputsandpowercon-
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sumptions,ouraccessselectionmechanismaimstomaximizethetotalterminalenergyefﬁciency
ﬁgure:
(6.24)
where isthesetofUEs(someofwhichactingasGOs),MNs,andGMspresentinthesystem,
and arethethroughputsachievedbyterminal inuplinkanddownlink,respectively,
whereas isthepowerconsumedby.IfisaGO, and donottakeintoconsiderationthe
trafﬁcwhichisbeingrelayedtowardstheGMs,while includestheportionofpowerconsumed
toreceiveandrelaythetrafﬁcoftheGMs.
Inouraccessselectionmechanism,terminalscouldaccesstheInternetselectingbetween
eNBs,APsandGOs,undertheircoverage. Moreover,UEscanbecomeGOsifneeded,i.e.,if
thereisabeneﬁtintermsoftotalenergyefﬁciency(6.24).However,purelypursuingthetotal
energyefﬁciencymightleadtolowandunfairlydistributedthroughputs.Forinstance,anAP
mightbemoreenergyefﬁcientthananeNBbutguaranteelessthroughputwhenthenumberof
MNsbecomeslargeandcolisionsdrasticalydegradethethroughputin .Furthermore,
whenactingasaGO,aUEmayuseanon-negligiblepartofitsenergytorelaythetrafﬁcof
theatachedGMs.TheindividualenergyefﬁciencyofaGOisnegativelyimpairedbytherelay
trafﬁc,andbeingaGOisnotbeneﬁcialfortheUEactingasGO.Itcanbebeneﬁcialforthetotal
energyefﬁciencythough.KeepingGOsintheloopisalsobeneﬁcialfromthepointofviewof
connectivityandfromthepointofviewoftheusers,sinceeachGOmightturntobeaGMat
somepointintime.
Toaccountfortheaboveconsiderations,inthefolowing,weformulateanaccessselection
problemthataimstomaximizethetotalenergyefﬁciencyunderthroughputandenergyconstraints
deﬁnedonaper-terminalbasis.
6.3.1. ProblemFormulation
Inourformulation,weusethetotalenergyefﬁciencyasutilityfunction,andweaddper-
terminalconstraintstoguaranteethat theachievedterminalthroughputisatleast times
thehighestthroughputpotentialyachievedunderanyotheraccesschoice, ,and
theenergyefﬁciencyachievedbyaGOisatleastthe timestheenergyefﬁciencyachievedby
actingasasimpleUE, .Denotingby theenergyefﬁciencyofterminal,andby
thesetoffeasibleterminalaccesscombinations,theresultingformulationofouroptimization
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problemisasfolows:
s.t.:
(6.25)
Intheproblemformulationwehavesplitthecontributiontothetotalenergyefﬁciencyin
termsofMNs(theﬁrstsummation)andUEs(secondsummation).ThecontributionofUEsis
furthersplitbetweennon-GOs(UEs )andGOs(UEs ).
Duetothefactthat,inarealmixedaccessnetwork,theaccessselectionmechanismhastotake
separatedecisionseverytimeanewterminalentersthenetworkoreverytimeaterminalneeds
ahandover,weactualytackletheaboveoptimizationprobleminon-linefashion.Theresulting
on-lineproblemcanbereducedtoanon-lineGeneralizedAssignmentProblem(GAP)[104],in
whichitemsariveoneaftertheotherandtheyhavetobeassignedtobinsofﬁxedcapacity.In
GAPadecisionhastobemadeatthearivalofeachitemandcannotbechangedlater. When
assignedtoabin,theitemrequiresagivencapacityandprovidesagivenbeneﬁt.Dependingon
thebin,capacityandbeneﬁtmaychange.TheobjectiveofGAPistostorethesubsetofavailable
itemssotomaximizethebeneﬁtachieved.Inouron-lineproblemeachterminalcanbeseenasan
iteminGAP,whileeachofthePoAsisabin.DependingonthePoA,thecapacityrequiredandthe
energyefﬁciency(thebeneﬁt)achievedbyeachterminalchange.However,ourproblemismore
constrainedthanGAP,sinceweneedtoassignaPoAtoeachandeveryterminal.Therefore,ifthe
capacityrequestedbyasubsetofterminalstoaPoAishigherthantheactualcapacityofthePoA,
eachterminalhastoshrinkitsrequestsotoﬁtintothePoA,attheexpensesofreducedefﬁciency.
OurproblemisaGAPwithextraconstraintsandwithbin-occupancy-dependentbeneﬁts.Since
GAPisNP-Hard,soisouron-lineproblem.
6.3.2. On-lineEnergyEfﬁcientAccessSelection
Inordertoﬁndasolutiontoouroptimizationproblem,weproposethe MarginalBene-
ﬁtHeuristic(MBH),inspiredathewelknownheuristicthathasbeenproposedforsolving
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GAP[104].
Uponthearivalofaterminal,orathandoverrequest,MBHworksasfolows:
1. MBHcomputestheenergyefﬁciencyofeachterminalbeforetheatachmentofthenew
terminal.
2. MBHevaluatestheatachmentofthenewterminaltoanyfeasiblePoA.Foreachpossibil-
ity,MBHcomputestheenergyefﬁciencyofafectedterminals.
3.Atthispoint,althePoAsnotensuringatleast ofthemaximumthroughputthatcould
bereceivedbythenewterminalarediscarded.Likewise,whenthePoAisaGO,theMBH
algorithmevaluatestheenergyefﬁciencydegradationexperiencedbytheGO.Tohavea
referencepoint,altheGMsatachedtotheGOunderanalysisareconsideredasatached
directlytotheirclosereNBsandtheGOenergyefﬁciencyiscomputed.Ifbyservingal
itsGMsandthenewterminaltheenergyefﬁciencyoftheGOdropsbelow timesthe
energyefﬁciencyitwouldachievewhileactingasasimpleUE,thenthisGOisdiscarded
fromthePoAcandidatelist.
4.TheMBHchosesaPoAwhichguaranteesthehighestmarginalbeneﬁt(w.r.t.thesamePoA
withoutthenewterminalatached)amongtheremainingoptions.
OurapproachdifersfromtheclassicheuristicusedfortheGAPproblemsmainlybecauseit
doesnotrequiretoevaluatethealocationofanewincomingterminaltoeachandeverypossible
in-rangePoA.Infact,theadditionalconstraintsweintroduced,i.e.,onthroughputandenergy
guaranteesfortheincomingterminal,identifyasubsetofpossibletargetPoAs.Anotherdifer-
enceisthefactthatMBH,diferentlyfromGAPheuristics,acceptsnegativemarginalbeneﬁts,
sinceMBHneedstoalocatethenewterminaltoonePoAinanycase. Moreover,andmost
importantly,ourheuristichastorecomputetheresourcealocationforeachpossibleassignment.
6.4. NumericalEvaluation
Inthissectionweﬁrstvalidateourmethodtoanalyze performance.Thecelularpart
ofthemodelisquitestraightforwardsoweskipvalidationresultshere. Afterwards,weshow
howourMBHschemeoutperformsstateoftheartapproachesandweshedlightonthetrade-of
betweenmaximizingsystemenergyefﬁciencyandachievingfairthroughputs.
6.4.1. 802.11ModelValidation
TovalidatethethroughputandpowerconsumptionmodelwepresentedinSection6.2.3,
weusedapacket-levelsimulatorwriteninMatLab.Inoursimulations,aGOandanumber
ofGMsrandomlypickedamong2and10werepositionedina area,folowing
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Figure6.2: modelvalidation.
auniformdistribution.ThechannelqualityamongtheGOandthediferentGMs(andvicev-
ersa)wascomputedasin(6.8).ThesimulatorconsidersthataltheGMsandtheGOcanlis-
tentothetransmissionofaltheothers.Transmissionswerethereforeregulatedbythe
MACprotocol,whosemainparametersareshowinTable6.1.PacketarivalsfolowedPoisson
processeswithintensityﬁxedduringthesimulationandpicketuniformlyatrandomintheset
.
InFig.6.2wecomparesimulatedandanalyticalycomputedthroughputandairtimeoftermi-
nals.Eachpointcorespondstoasimulatedthroughput(airtime),whereastheredlineindicates
wherethepointshouldbeifthemodelwaseror-free.Asitiseasytosee,theapproximation
introducedwithourstate-basedanalysisispracticalynegligible,andthelargestrelativeeroris
forthroughputand forairtime.Furthermore,althoughnotexplicitlyshowninthe
ﬁgure,the percentileoftheeroronthroughputisaslowas ,whiletheoneforthe
airtimeis .
6.4.2. AccessSelectionPerformance
InthissectionweevaluatetheperformanceofouraccessselectionmechanismMBH.In
particular,wequantifythegainsintermsofenergyefﬁciencyachievedbyMBHagainststateof
theartsolutionswhenthevaluesof and change. Wealsoconsidertheefectsofaccess
selectiondecisionsonaggregatethroughputanditsfairdistributionamongterminals.
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Table6.2:Celulartransmissionandpowerparameters
Carier
Bandwidth
SubframeDuration
SymbolsperResourceBlock(RB)
MaxPowerUplink
PowerDownlink
SNRtargetPowerControl
MaxSymbolEfﬁciency
NoiseLevel
PathLossModel Log-Distance,Exponent
Inanareaof ,weﬁrstﬁxedthepositionof eNBssotohaveaninter-site
distanceequalto m.Furthermore,ineachexperiment,wepositionedrandomly APswith
uniformdistribution.TheAPsselecttheparticularchanneltheyusedependingontheirlocation
(thesameholdsforUEsactingasGOs).Inthisway,terminalsscheduledonthesamechannel
areco-locatedandformaclique. Wefurtherintroduce users,oneaftertheother,atrandom
positions.Attheirarival,weapplyMBH,andwetestdiferentconﬁgurationsfor and .
ThedemandsoftheusersareliketheonesdescribedinSection6.4.1,anddownlinkanduplink
demandsofaterminalarepickedindependently.Notethat,whileaddingnewusers,weevaluate
theperformanceofMBHunderdiferent(increasing)densityofterminals.
andcelularparametersaresetupasshowninTable6.1andTable6.2,respectively.
Thelateralsoshowstheparticularpowerconsumptionparametersused,extractedfrom[94],
[103],and[102].Furthermore,weset tozero.Inthiswayweefectivelyevaluateonlythe
powerconsumptionofthenetworkcardsoftheterminalswhentransmiting/receiving.
Fig.6.3presentstheresultsachievedintermsofutility(i.e.,energyefﬁciency),aggregate
throughputandfairnessvaryingthevaluesassumedby and .Resultsarecomparedwitha
standardWiFiFirstpolicy[51],inwhichanewuserisatachedtothestrongestAP,ifavailable,
ortothestrongesteNBifnoAPisavailable.ResultsarealsocomparedwithaversionofMBH
whichignoresD2Drelayopportunities.Thenumberofindependent channelsconsidered
inFig.6.3is3,butsimilarresultshavebeenachievedwithmorechannels.
ThemaintendencyshownbyFig.6.3isthatMBHisabletoachievehugeenergyefﬁciency
gainswhencomparedtoWiFiFirstpolicyifthereisnoguaranteeonper-userthroughputandGO
powerefﬁciency.When and aresettozero,indeed,MBHimprovestheenergyefﬁciency
attheterminalsidebyaboutthe ifcomparedtotheWiFiFirstpolicy.However,acareful
inspectionoftheresultsshowsthatMBHwith and settozeroaggregatesthetrafﬁcand
theenergyefﬁciencytoasmalnumberofuserspresentinthescenario. Asaresult,boththe
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Figure6.3:PerformanceofMBHconsideringdiferentvaluesofαTandαE(with3channelsfor
802.11).
aggregatetrafﬁcandtheper-userfairnessdecreasew.r.t.theWiFiFirstpolicy.
Ontheonehand,increasingthevalueofαTalowscopingwiththisproblem.Indeed,re-
strictingtheaccessselectionofthenewuserstothesubsetofPoAsensuringatleastαTtimes
themaximumachievablethroughputimprovesdrasticalytheaggregatethroughputandfairness.
Ontheotherhand,suchresultisachievedattheexpenseofGOenergyefﬁciency,andtheﬁgures
showsthatutilitydropswhenthroughputgrows.Forinstance,whenαTis1(andαE =0),a
newuseralwaysatachestothePoAensuringthelargerachievablethroughput,andMBHenergy
efﬁciencygaindropsto35%—whichisstilremarkable—with 15%higherfairnessw.r.t. WiFi
First.
ByincreasingαE,wecanensurethatGOslimittheirD2Drelayactivity,i.e.,wereduce
theaveragenumberofGOsinthesystem.Inturn,thisreducestheachievableenergyefﬁciency
gain. Nevertheless,Fig.6.3showsthatatrade-ofbetweensystemenergyefﬁciency,fairness
andpowerconsumptionwastedduetorelayispossible.Forinstance,whenweselectαT=0.5
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Figure6.4:Performanceof BHconsideringdiferentvaluesof Tand E(with3channelsfor
802.11)whenonlythe30 oftheUEsacceptthe Orole.
and E 0.5 weachievegaininenergyefciencycloseto50 whileachievingcompetitive
aggregatethroughputandfairnessw.r.t.WiFiFirst.Wealsoensurethatatmosthalfofthepower
consumedbya Oisreservedforrelay.WealsonotethatD2Diseytoenableenergyefcient
accessnetwors.Infact when BHisnotalowedtocreaterelaylinsperformance gures
dropandbecomeverycloseto(thoughbeterthan)whatachievablewithWiFiFirst.Notealso
thatinterestinglytheutilitygainisbarelyafectedbythepopulationdensitywhichtelsthat
BHscaleswel.
TofurtherevaluatethevalueofD2DPoAswehavedesignedanexperimentinwhichonly
30 oftheUEsaccepttoplaythe Orole.TheresultsshowninFig.6.4forthesamescenarios
analyzedinFig.6.3ilustratehowtheenergyefciencyof BHeepsoutperformingtheone
achievedbylegacyaccessselectionschemes(uptothe37 gaininutility). However with
less OsandlessD2Dopportunitiestheutility(energyefciency)growsataslowerpacewith
thenetwor population. The gureconrmsthatthephenomenonobservedinFig.6.3i.e.
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thatincreasing reducestheutilitybutalsoincreasesthroughputandfairness,wasduetothe
reducednumberofavailableGOs.Indeed,inFig.6.4,withsystematicalylessGOs,fairness
aswelasoveralthroughputincreaseinal MBHconﬁgurationsw.r.t.Fig.6.3.However,this
experimentilustrateshowevenalimitednumberofD2Dopportunitieshasahighpositiveimpact
onenergyefﬁciency.
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Chapter 7
Two-level Opportunistic Spectrum
Management for 5G Radio Access
Networks
In the first part of this thesis we analyzed the effects of introducing Device-to-Device (D2D)
communications within the cellular infrastructure. The analysis aimed at showing the system
performance when D2D communications were used as a mean of communication among users
or as a relay technique towards the internet. In this chapter, and in general in this part of the
thesis, we analyze the effects of D2D communications when they are used jointly with different
techniques.
Several techniques have been proposed to independently cope with interference or low spec-
tral efficiency in RANs, such as beamforming, Multiple-Input Multiple-Output Transmissions
(MIMO) or many others, as shown in [3]. Leveraging some preliminary promising results pub-
lished in [66], in this chapter we propose a novel control mechanism that jointly deals with in-
terference and spectrum efficiency by coordinating intra-cell and inter-cell resource allocation
strategies. We call such a control mechanism Two-level Opportunistic Spectrum Management for
5G Radio Access Networks (TOMRAN).
Specifically, TOMRAN exploits an Inter Cell Interference Coordination (ICIC) scheme based
on the Almost-Blank SubFrame (ABSF) paradigm for inter-cell resource scheduling, and an out-
band D2D relaying strategy for collaborative users for intra-cell resource allocation. ABSF repre-
sents a 3GPP standard technique to deal with the interference caused by neighboring cell activity,
a.k.a. Inter Cell Interference (ICI). ABSF mechanism prevents the base station (e.g., the evolved
Node B (eNB) of LTE/LTE-A networks) from transmitting in a specified set of subframes (as
specified in the ABSF pattern information), where only control signaling is permitted. However,
even when subframes are blanked, some physical resource elements, such as the Cell-specific
Reference Symbolss (CRSs), must be active to provide channel measurements and estimations,
hence the term almost blank in the ABSF acronym. This causes some interference that can be
105
106 Two-level Opportunistic Spectrum Management for 5G Radio Access Networks
WiFi transmission
LTE transmission
ABSF ABSF ABSFABSF ABSF
ABSF ABSF ABSF ABSF
ABSF ABSF ABSF ABSF
!"#$%&!'!&
!"#$%&'()*'+,-*.(
/01)(!**'23.,%*'(
!"#$%&!'!&
!"#$%&'()*'+,-*.(
/01)(!**'23.,%*'(
ABSF ABSF ABSF ABSF
ABSF ABSF ABSF ABSF
ABSF ABSF ABSFABSF ABSF
!"#$%&!"!&
Controler
Controler
Controler
Figure 7.1: Network architecture.
easily handled by interference cancelation techniques, as proposed in [105, 106]. Therefore,
ABSF alows to use higher Modulation and Coding Scheme (MCS) and leads to achieving higher
throughputs by reducing the overal sensed interference. As we showed in Chapter 4, Chapter 5
and Chapter 6, D2D communications represents instead the key-enabler to cope with low spectral
efﬁciency in the future high-density network design.
Diferently from other proposals, TOMRAN takes into account the real capacity atained by
each technology involved, e.g., Long Term Evolution-Advanced (LTE-A) [107] and WiFi
Direct for relaying [108], and does not neglect their impact on each other’s performance. As we
already mentioned in Chapter 6, ofﬂoading trafﬁc through a contention-based system, such as
an -based WLAN, may result in serious congestion that dramaticaly degrades the overal
system performance. Conversely, TOMRAN estimates the stability region of the D2D
links and guarantees that the celular trafﬁc is efectively relayed. Indeed, TOMRAN exploits the
results in Chapter 5 in order to corectly evaluate the achievable rates. Making use of such
features, TOMRAN dynamicaly adjusts the amount of the ofﬂoaded trafﬁc.
The organization of the chapter is as folows: in Section 7.1 we present TOMRAN. In Sec-
tion 7.2 we discuss advantages ofered and complexity issues tackled in TOMRAN. Finaly, we
present in Section 7.3 an extensive simulation campaign to quantify the gains provided by a joint
inter-cel and intra-cel resource alocation.
7.1. The TOMRAN Control Application
We assume a multi-cel celular network with frequency-reuse- and users in the network.
We also assume that a SDN-based architecture is deployed in the celular access network, simi-
larly to the one mentioned in Chapter 6. In such architecture, a controler manages a smal piece
of the network based on ﬁxed policies and adaptive rules. The controler dynamicaly takes re-
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sourcealocationdecisionsandpromptlyissuesschedulingpoliciestothebasestationsunderits
control.Fig.7.1providesahighlevelviewofthisarchitecture.WeenvisionTOMRANtobeim-
plementedinanapplicationdeployedontopofthecontrolerinchargeofgatheringalnecessary
informationfor D2Dclustering, D2Dintra-celresourcealocation,and inter-cel
interferencecoordinationbasedontheABSFtechnique.Operationaldetailsareprovidedinthe
folowing,pointingouthowajointintra-celandinter-celresourcemanagementcanbeproperly
achieved.Inthiscontext,weanalyzeonlydownlinkcommunications,leavingtheanalysisof
uplinkoutofthescopeofthischapter.
D2Dclusteringandrelay.TOMRANisresponsiblefortheclusterformationprocess.Each
controlerinthesystemcolectstheinformationregardingthechannelqualityandthelocation
oftheusers.Basedonsuchinformation,D2Dclustersareformedinthenetworkbymeansof
aMerge&Splitalgorithm[21]targetingthemaximizationofper-userthroughput.Inparticular,
TOMRANtakesintoaccountthedistanceamongclustermembersandtheachievablethroughput
gainafterclusteringthem,andassumesthattheclusteringgainisfairlysharedamongcluster
members.Then,TOMRANelectstheclustermemberwiththehighestcelularchannelqualityto
actastherelaybetweentheeNBandotherclustermembers.Eachclustermembercanpotentialy
becomearelayonceitscelularchannelqualitybecomesthehighestinitscluster.Nevertheless,
therelayselectiondecisionisrenewedonlywhenthechannelstatisticsoftheclustermembers
changeconsiderably.SinceTOMRANisawareofclusteringdecisionswheneverapacketis
deliveredtoaclustermember,theeNBsimplytransmitsthepackettoitscorespondingrelay.
However,whentransmitingtoaparticularcluster,TOMRANseparatesalusersintoprimary,i.e.,
relaynodes,andsecondary,i.e.,alotherclustermembers.AttheeNBs,TOMRANsendspackets
totheclustermembers,viatherelaynode,onlywhentherearenoprimaryusers’packetsqueued.
Alinal,TOMRANmaximizesthesystemthroughputandimprovestheenergyefﬁciencysince
onlythemostefﬁcientlinksareenabledasdownlinkpathsfromtheeNBtotheusers,without
penalizingthoseusersperformingasrelaynodes.
D2Dresourcealocation.TOMRANdisposesofseveralnon-overlappingWiFichannelsfor
intra-celresourcealocationforD2Dcommunications(channelsinthe GHzbandwidthand
severalmoreinthe GHzbandwidth,dependingonthecountry). Aftertheclusterformation
phaseconcludes,TOMRANuniformlyassignstheavailablechannelstorelaynodes.Hence,re-
laysthatarescheduledonthesameWiFichannelcontendforthesameWiFiresources,afecting
eachother’sperformance.TOMRANgathersthestatisticsofuserdemands,whichareavailable
atthebasestationside,andtheD2Dlinkcapacityforeachuser,whichisbeforehandreported
throughcelularChannelStateInformation(CSI)indicators.Oncealneededpiecesofinforma-
tionareavailable,TOMRANevaluatesthesetofachievableratesforeachWiFichannelbymeans
oftheCPSmodel.Inparticular,inordertoevaluatethesetoftheachievablerateswithinacluster
ofdevices,TOMRANusestheanalysisproposedinChapter5.
Wheneverthedemandsoftherelaynodescannotbeserved(e.g.,userdemandslieoutside
thestabilityregionofD2D),TOMRANoptimalyselectsasetofratesinaper-userproportional-
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fairmanner,whichautomaticalycapstherelaydemands. Withinthesetofachievablerates,
TOMRANselectstheonesoptimizingper-userproportionalfairnessthroughtheoptimization
problempresentedinEq.(5.4).Were-formulatetheoptimizationprobleminthefolowing:
maximize
subjectto (7.1)
where and arethemaximumthroughputthatrelaynodeisalowedtoretransmittoitsrelay
membersandtheinitialtotaldemandofthoserelaymembers, isthesetofachievablerates
foralrelaynodesscheduledinthesameWiFichannel,asdeterminedbytheCoupledProcessor
System(CPS)model, isthenumberofrelaynodestransmitinginthatchannel,and
isthenumberofclustermembersunderrelaynode.
Inter-celABSFcontrol.Afterachievingthemaximumtrafﬁceachrelaynodecouldtrans-
mittoitsrelaymembers,TOMRANmanagesthecoordinationofbasestationstoenforcean
ICICstrategy.Speciﬁcaly,TOMRANuses celularchannelinformationforrelaysandnon-
clusterednodes(ifany),whicharetheonlyactivecelularusers,and therealdownlinkde-
mandofeachcluster,computedthroughProblem(7.1). Basedonthecolectedinformation,
TOMRANinstructseachoftheeNBstotransmitonaperiodicpaternofsubframes(ABSF
patern).TheICICalgorithmweadoptinTOMRANisBaseStationsBlanking(BSB),afast
centralizedapproach[22].Inpractice,withBSB,every“decisionperiod”(typicaly frames),
TOMRANcolectsuserandchannelinformationandissuesanABSFpaterntoeacheNBthrough
thecontroler.SuchpaternisoptimizedtoguaranteeaminimumSINRleveltoanydownlink
transmissioninthecelularnetworkwhileusingaslitleaspossiblethecelularairtimetoserve
atmosttheoferedtrafﬁcdemand.WeremarkthatBSBhasnotbeenthoughttobeusedinasatu-
ratedenvironment,i.e.,withdownlinkqueuewhichhavealwayssometrafﬁctotransmittousers.
Furthermore,BSBdoesnotprovideanyguaranteewheneNBscoverageareasdiferlargely. We
generalizetheapproachpresentedhereinChapter8.Wereferthereaderto[22]formoredetails
onBSB.
Insummary,fromclusterformationtorelaycapacityestimationandratealocation,passing
throughD2Dresourcealocationandinterferencecoordination,TOMRANpermitstocontroland
optimizecelularnetworkoperationatbothinter-celandintra-cellevels,achievinghighenergy
saving.
7.2. KeyPerformanceAdvantages
TOMRANcombinesD2DclusteringandICICtechniques,whichmightpursuepartialyover-
lappingorevenconﬂictingobjectives.However,asshowninwhatfolows,TOMRANmanages
toorchestratethetwoaforementionedtechniqueswithscalablecomplexity,achievingefﬁcient
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resource utilization and guaranteeing stability.
First, TOMRAN reduces its complexity when needed. The D2D clustering reduces the num-
ber of cellular users scheduled by the eNB (only one user per cluster, e.g., the relay node). The
selected relay node is the user experiencing the best channel quality in the cluster. When relay
nodes are placed close to the base stations, the useful signal strength perceived is much higher
than the interference due to the fact that signal attenuation grows quadratically or more with the
distance. In these cases, the additional complexity introduced with BSB for enforcing ICIC might
only marginally improve the overall network performance. Thus, both ICIC and relay node se-
lection aim at using channels with limited interference. Nevertheless, the complexity of BSB is
dominated by the number of users in the most crowded cell [22], and therefore it drops when the
coverage area of each eNB reduces. BSB adds complexity to network operations only when the
coverage area is sufficiently large and also relay nodes are far from the eNBs, i.e, only when ICIC
is truly needed.
Second, the complexity of BSB may become significant when the number of relay nodes in
each cell is small while the number of interfering cells explodes. In this case, ICIC and relay
selection work in a quite orthogonal way, leaving to the ICIC scheme the ability of improving
consistently the scheduling of relay nodes potentially suffering from higher interference. As a
result, the complexity of the ICIC technique used in TOMRAN scales automatically to pursue the
optimal achievable gains.
Third, to reduce interference, BSB (as any ICIC scheme) limits the number of transmission
opportunities of the base stations. This objective conflicts with the goal of scheduling relays as of-
ten as possible, to take advantage of their high channel qualities. In turn, the quantity of traffic that
relay nodes can handle is mostly limited by the capacity of the D2D systems. Therefore, rather
than using independent optimizations of relay nodes activity and cellular scheduling, TOMRAN
jointly solves the two problems and identifies whether the system bottleneck lies in the cellular
capacity or in the D2D achievable rates. Specifically, to evaluate whether the traffic received by
relay nodes can be retransmitted using D2D, TOMRAN uses a conservative estimation of the rates
achievable over WiFi D2D links, as in Chapter 5, and instructs the base station scheduler to never
exceed such rates using the proportional fair optimization expressed in (7.1). TOMRAN ensures
an efficient and fair utilization of the resources at the base stations, and frees the highest quantity
of resources, which allows to serve more users. Obviously, it is possible that some relay node
would achieve higher rates than the ones assigned by TOMRAN, which exploits only sufficient
conditions for stability. Nevertheless, such conditions always guarantee that the backlogs of relay
nodes never explode in a cellular network controlled by TOMRAN.
7.3. Performance Evaluation
Numerical simulations have been carried out to assess the system performance. All simula-
tions are based on a cellular scenario, where mobile users are provided with a standard LTE-A
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Table7.1:Systemsimulationparameters
Parameter Value
Scenario Circulararea
Celulardownlinkbandwidth 20MHz
NumberofBaseStations 7
NumberofWiFiChannels 11
Numberofusers( ) 350
BaseStationtransmitpower 27dBm
Thermalnoisepower -174dBm/Hz
Relaynodeselectiontime( ) every2s
Slowfading,Pathlossmodel 9dB,UMa[109]
WiFirelaynodetransmitpower 20dBm
WiFibandwidth 20MHz
interface.UsersareentitledtoformD2Dclustersthroughasecondinterface,e.g.,WiFi-Direct
interface,inordertorelaythecelulartrafﬁc. WebenchmarkourTOMRANmechanismagainst
legacyLTE-A.Moreover,weshowhoweithertheICICorD2Dclusteringapproachwouldimpact
aggregatethroughputandspectralefﬁciencywhenusedinisolation.Welabelas“BSB”thosere-
sultsinwhichonlyICICisadopted,andas“D2D”thoseresultsinwhichonlyD2Dclusteringis
involved.
7.3.1. SimulationDetails
OurperformanceevaluationisbasedonaMATLABsimulator. Weconsiderascenariothat
consistsofaseven-celnetworkwith usersuniformlydistributedoveracircularareawith
avariableradius.UsersatachtotheeNBwiththestrongestsignalandneithermovenorleave
thenetworkduringthesimulation.Asaresult,D2Dclustersaregivenininputtothesimulator,
sincetheydonotchangeafterclusterformation,whilerelaynodescanchangebasedoninstan-
taneouscelularchannelqualities,whichchangeduetofading.Out-bandD2Dcommunications
use802.11ncompliantWiFi-Directinthe GHzbandwidth. Whenclusteringisinplace,the
controlerissuesABSFpaternsconsideringonlytherelaynodesasinputfortheeNBscheduler.
EacheNBschedulesrelaynodesusingaRoundRobin(RR)equaltimeschedulingpolicy.As
previouslymentioned,thetrafﬁcofrelaynodesisprioritizedanditisservedbeforethetrafﬁc
ofclustermembers.Thetotalamountofclustermemberstrafﬁcthatisqueuedisﬁniteanditis
shapedbyaleakybucketcontroler,whoselongtermrateisgivenbythesolutionoftheoptimiza-
tionprobleminEq.(7.1).Thesimulationdetails,basedonthevaluessuggestedbytheITU-R
guidelinesforIMT-Advancednetworks[109],aresummarizedinTable7.1.Inwhatfolows,we
evaluatethesystemperformanceintermsofaveragethroughputachievedbythebasestations,
assumingthatalusersoferthesamedemand.
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Figure7.2:DistributionofdistancesamongrelaynodesandcorespondingBSnormalizedover
inter-sitedistance(th, th, th,and thpercentilesareplotedtogetherwiththemedian,
whileredcrossesrepresentoutliers).
7.3.2. SimulationResults
Fig.7.2showsthenormalizedaveragedistancebetweentherelaynodeanditsservingbase
stationastheradiusofthesimulatedareavaries.Interestingly,theresultsexhibitanincreasing
behavior,whichleadstoahigherprobabilitytoﬁndarelaynodeonthecel-edgewhenthe
networkarearadiusislarger.Thisisalsoconﬁrmedby thpercentilesreportedintheﬁgure,
whichgrowwhileincreasingthenetworkarearadius.Thus,thelargerthenetworkarearadius,
thelowertheprobabilitytoselectarelaynodewithagoodcelularchannelquality.Evenin
presenceofclusteringtechniques,thisresultsinacelularperformancedegradation,asseveral
celularusers(e.g.,relaynodes)suferfromintenseinterference.Therefore,anefﬁcientICIC
solutionisneededtofulyboostthesystemperformancebylimitingcelularinterferenceefects
onrelaynodes,asdonewithTOMRAN.
Thenetworkradiusplaysanimportantroleintheclusterformationprocesswhichdirectly
impactsontheperformanceofthenetwork.InFig.7.3(a),weshowthethroughputofdiferent
schemesvaryingthenetworkradiuswithaﬁxeduserdemandof Mbps,whileinFig.7.3(b),
weincreasetheusertrafﬁcdemandto Mbps.Spatialdensiﬁcationofbasestationsandusers
(e.g.,networkarearadiusequalto meters)seriouslyimpairsthelegacycelularnetworkper-
formance.Insuchconditions,aggregatethroughputalwaysimprovesevenifusingonlyICIC
mechanismsorD2Dclusteringofusers.Speciﬁcaly,aggregatethroughputimprovesupto
whenuserdemandsare Mbpsandupto whenuserdemandsare Mbps.TOMRAN,
thatjointlyexploitstheadvantagesofbothtechniques,improvesaggregatethroughputevenfur-
ther.Interestingly,itbringsadditionalgainwhenthecelularinterferencebecomeschalenging
(e.g.,whenrelaynodesareontheceledge).Thisresultconﬁrmsourintuitionspresentedin
Section7.2,showingtheabilityofTOMRANtotradeofaggregatethroughputforcomputa-
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Figure7.3:Aggregatethroughputof7basestationsevaluatedfordiferentnetworkarearadius.
SimulationparametersaretakenfromGreenTouchProject.
User Data Demand [Mb/s]
0.5 1 1.5 2 2.5
Ag
gre
gat
e T
hro
ug
hp
ut [
Mb/
s]
0
100
200
300
400
500
600
Legacy
BSB
D2D
TOMRAN
Demand w/o WiFi limit
Demand with WiFi limit
WiFi Botleneck
(a)Networkarearadiusequalto40meters. (b)Networkarearadiusequalto120meters.
Figure7.4:Aggregatethroughputof basestationsfordiferentusertrafﬁcdemands,when
usersareplaced.
tionalcomplexity.Again,ifcomparedwithasimpleclusteringtechnique,TOMRANshowsan
increasingrelativegaininaggregatethroughput.Indeed,whentheper-userdemandis Mbps,
thegainpassesfrom to whentheconsideredarearadiusgoesfrom to meters.
Thisvalidatesourintuitions,provingthatacompoundefectstudyofapplyingtwoindependent
enhancementapproachesleadstoahugegainintermofaggregatethroughput,eventhoughWiFi
resourcesharinglimitationisconsidered.
Fig.7.4(a)ilustratestheachievedthroughputforthediferentschemestestedinanetwork
withradiusof meters.Theﬁxedper-userdemandrangesfrom Mbpsto Mbps.Notably,
weobserveasigniﬁcantimprovementwithTOMRAN,inwhichbothD2DclusteringandICIC
worksimultaneously.Indeed,TOMRANbooststhenetworkcapacitybyachievingupto
gaincomparedtothelegacyscheme.Inaddition,TOMRANexhibitsuptothe and
gainincomparisontoBSBandD2Dschemes,respectively.Fig.7.4(b)showsthethroughput
resultswhenthenetworkradiusisincreasedto meters.Aninterestingdiferencewiththe
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(a)Clustermembers’datarates. (b)Relayusers’datarates.
Figure7.5:CDFdataratesfordiferentschemesinanetworkwitharadiusof metersand
Mbpsasuserdatademand.
previouscaseemergeshereduetothebehaviorofD2Dclusteringwhenappliedeitherinisolation
orjointlywithICIC. TheoveralgainofTOMRANandD2Disconsiderablyreducedhere,
andiscomparabletothegainachievedbyusingtheICICalgorithminisolation(BSB).This
isclearlyexplainedbytheuserpositionsandaveragedistancesfromservingbasestations,as
showninFig.7.2:severalrelaynodesareplacedattheedgeofdiferentcels,experiencingbad
SINRvalues. However,eveninthiscase,TOMRANoutperformsalotherschemesby ,
,and withrespecttolegacy,BSB,andD2D,respectively. Duetothesparsenessof
relaynodesinthescenario,D2D-basedsolutionsareindeednotsufﬁcienttocopewithspectrum
efﬁciencyissues.Thus,simultaneouslyapplyinganICICmechanismwithD2Dclusteringalows
reducingthecelularinterferencesensedbyrelaynodesattheedgeofthecelsandimproving
theoveralthroughput.Inaddition,inboththecasesaddressedinFig.7.4,whilethelegacy
celularnetworkisnotabletosatisfyalusertrafﬁcdemands,TOMRANisrobusttousertrafﬁc
increasing. Moreovertheﬁguresshowthedemandoferedwithandwithoutconsideringthe
limitationoftheWiFisharedmedia.Notethattherearetwo“special”operationalpoints.Theﬁrst
representsthe“WiFiBotleneck”,andshowstheminimumper-userdemandforwhichthetrafﬁc
ofatleastoneclustermemberislargerthantheD2Dout-bandcapacity.Thesecondrepresentsthe
“CelularBotleneck”,andshowstheminimumper-userdemandatwhichtheTOMRANcapacity
doesnotmatchtheavailable WiFicapacity.ItisimportanttonotethatTOMRANperforms
similarlytoD2Dclusteringonlywhenalusertrafﬁcisserved(belowthe“CelularBotleneck”).
Moreover,thegainstemmingfromthecoupledcontrolofICICandD2DclusteringinTOMRAN
isnotequivalenttothesumofthegainsprovidedbyBSBandD2D.Infact,bothICICand
D2Dclusteringtechniquesusedinisolationrelyonwirelesschanneldiversitytoimprovethe
performance.However,thediversitygainofD2DafterapplyingICICviaABSFpaternsislower
becausechannelqualityofusersincreasesduetolowerinterference(i.e.,theopportunisticD2D
schedulinggainislower).
WeshowinFig.7.5(a)theCDFoftheaveragedataratesachievedbyclustermembers,ex-
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cluding relay nodes. Even if relay node traffic is prioritized, it is easy to note that cluster members
do not starve. On the contrary, they receive a higher throughput than what they would achieve with
any other mechanism. Finally, in Fig. 7.5(b) we summarize data rates associated to relay users.
D2D substantially improves the relay nodes’ condition with respect to legacy cellular networks
and with respect to BSB. When TOMRAN is operated, cluster relay nodes’ capacity is fully
maximized, and high data rates compensate the additional energy required for relaying traffic.
Chapter8
StochasticInterferencein5GNetworks
witheD2DSupport
Chapter7showedthatacelularaccessnetworkwhichimplementsatthesametimeInterCel
InterferenceCoordination(ICIC)andDevice-to-Device(D2D)solutionsgenerateslargegainsin
aggregatethroughput,aleviatingsomeoftheissuesthatarepresentinverydensedeployments.
However,inthischapterweshowthatitisverychalengingtoincludeICIC/Almost-BlankSub-
Frame(ABSF)intotechnicalyentangled3GPPspeciﬁcationsastheyofernofairnessguaran-
teesinper-userthroughput.Fig.7.5,forexample,showsthatTOMRANdeliversverydiferent
per-userthroughputstoclustermembers.Furthermore,BaseStationsBlanking(BSB)doesnot
provideanyguaranteewhenevolvedNodeBs(eNBs)coverageareadiferslargely.
Thisistheconsequenceofimposing(almost)interference-freetransmissionsattheexpenses
ofdrasticalylimitingthenumberoftransmissionsinneighboringcels.Furthermore,ICIC/ABSF
arePHY-layertechniqueswhereinthroughputfairnessisnaturalyoutofdesignscope.However,
weshowthatABSFcanbeseenasanoveltoolforschedulingbasestationactivities,hencecan
beusedtoenforcefairnessamongcels,thoughattheexpensesofsystemthroughput.Indeed,
wefoundtheuseofABSFtoachievefairnessquiteintuitive,eventhoughitwasnotdesignedfor
fairnesspurposes.
InordertocopewiththelossofthroughputincuredusingABSFonlyforfairnesspurpose,in
thischapterweassumethatshort-rangeopportunisticcooperativerelaytechniquesareinplace,
likeinTOMRAN.Inthefolowing,weadoptatechnologicalsolutionreadytoservethenext
generationofD2Drelaycommunications:mm-wavescommunicationsfacilitiestargetedbythe
IEEE adstandard,commonlyknownasWirelessGigabit(WiGig)[23]. WiGigachieves
virtualyunlimitedspeedswithrespecttothecelularcapacity,thusmakingenhancedenhanced
D2D(eD2D)relaygroupsasolutiononestepbeyondclassicalD2D.Inthefolowing,weuse
thetermeD2Dtorefertoourmm-wavesD2Dproposal.ThecompoundimpactofABSFand
eD2Drelayconsistsinregulatingthenumberofsimultaneouscelulartransmissionswhileat
thesametimereducingthepresenceofvulnerableusersexperiencingpoorchannelconditions.
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Hence,fairnessandtransmissionefﬁciencycanbejointlytargetedbysimultaneouslycontroling
inter-celactivity(withABSF)andintra-celpacketrelay(witheD2D)withinanoveluniﬁed
framework.TofulyunderstandthepotentialsofABSFandeD2Dincombination,wederivea
theoreticalanalysis.Speciﬁcaly,we presentatheoreticalstudyonthelimitationsofABSF
andonthepotentialsofeD2D, derivestochasticconditionstoshowhowABSFcanbeused
tosteeruserfairness, formulatenovelandconvexoptimizationproblemstosetstochastic
ABSFactivitypaternsbyleveragingtheadvantagesofeD2Drelayand showthatthejoint
operationofstochasticABSFandeD2Dispracticalandbringsdramaticgainswithrespectto
state-of-the-artsolutions.
Therestofthechapterisstructuredasfolows.Section8.1presentstheframeworkwefocus
on.InSection8.2wederiveanovelanalyticalmodeltostudythenetworkbehavior.InSection8.3
weexemplifytheimpactofABSFandeD2Donarealisticnetworktopology.InSection8.4we
formulatetwonewproblemsforthestochasticoptimizationofABSFinpresenceofeD2Drelay,
respectivelyunderstaticanddynamicuserdensityconditions.InSection8.5wevalidatethe
modelandreportonperformanceevaluation.
8.1. eD2D-assistedICICFramework
Weconsiderdownlinktransmissionsinacelularaccessnetworkwithaset ofinterfering
basestations,operatedonthesamefrequencybandbythesameoperator.Usersareprovidedwith
multi-RATconnectivity,i.e.,LTE-Aand adphysicalinterfaces.Basestationsimplement
ABSF,anduserscandecidetogroupandletthebasestationelecttherelayuserfortheentire
group.Thesetofgroupswilbedenotedby ,andthesizeofgroup wilbedenotedas
.Intra-grouprelaytransmissionsuseWiGig,andtherelaynodeisopportunisticalychanged
accordingtowhomisexperiencingthebestchannelcondition,similarlytowhatimplementedfor
WiFi-Directin[56].Weusemm-waveseD2Dtorefertointra-groupD2Drelay.Weassumethat
algroupsalwayshavepacketstoreceive,i.e.,thedownlinkqueueofeachgroupissaturated.
Insuchmm-waveseD2D-assistedcelularframework,depictedinFig.8.1,weproposea
solutionthatretainsthekeystrengthsprovidedbyeD2DandABSF.However,diferentlyfrom
standardapplications,wedesignapracticalschemetotunetheuseofABSFstochasticaly,to
ensureuserfairnessratherthantoreduceinter-celinterference,whileatthesametimecounting
oneD2Dtoboostthesystemthroughputbymeansofpacketrelay.
8.1.1. UserGroupsandMobility
Theformationandpresenceofgroupsofusersleaningtowardcooperationiskeyforthe
successof5Gopportunisticrelayapproaches.Wetargetgroupsofuserssocialyinterconnected,
theso-caled“persistentgroups”,whichmayleadtotheformationofrelayopportunitieslasting
asufﬁcientlylargeperiodoftime.Indeed,weareinterestedincreatinggroupsamongusers
showingastrongcorelationintheirpaternmobility,maybealsooriginatedbythefactthat
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theyaresharingthesamemeansoftransportation. ThusweusetheReferencePointGroup
Mobility(RPGM)model[110]forouranalysis.Wedeﬁneacenterofgravityforthegroup,which
imposesgroupmotionparameters,suchasspeedordirection.Groupsarethereforeintrinsicaly
presentinouraccessnetworkandhowtoformgroupsisoutofthescopeofthiscontribution.
Topursuetransmissionefﬁciencyandsystemthroughput,wealowuserstoformgroupsand
useagroupmemberasrelaynodetotalktothebasestation.Forthesakeoffairness,groups
areservedbythebasestationusingaweightedroundrobinpolicyassumingthenumberofusers
withinthegroupasgroup’sweight.Therefore,theaveragenumberofresourcesalotedtoeach
userremainsconstantconsideringalpossiblegroupconﬁgurations.
8.1.2. eD2DRelayTechnology
AsfortheD2Dtechnology,weproposeIEEE ad,commonlyknownasWiGig.Inaddi-
tiontoconventional b/n,where and GHzfrequenciesareinvolved,WiGigaddsanew
frequencybandover GHzforultra-highdataspeed.InWiGig,acontrol/userplanenetwork
functionalsplitisapplied:wheneverthehigh-performanceconnectionisavailable,amm-waves
connectionisestablished. WeproposeWiGigforimplementingD2Drelay,resultinginwhatwe
denoteaseD2Drelay,fortwomainreasons: asother -basedsolutionsalreadyproposed
forD2D,WiGigdoesnotinterferewithcelulartransmissions,and WiGigachievesunprece-
dentedspeeds1withverylimitedinterferenceissues.Inparticular,upto32antennaelements
canbegroupedtogetherinaverylimitedspace,toperformbeamformingforhighlydirective
communications,thusreducingtheinterferencecausedbyconcurenttransmissions.However,
thedirectivityinthecommunicationdoesnotbringanyadditionaldelayduringassociationand
discoveryprocedures,asthecontrolplaneismanagedthroughconventional channels.
8.1.3. OpportunisticDataForwarding
Withtheultra-highcapacityofeD2D,thesystemthroughputbotleneckisrepresentedbythe
celulartransmissionrateonly.Therefore,themoreefﬁcientcelulartransmissionsare,thehigher
thesystemthroughputgrows.Therebyitiskeynotonlytoselectrelaynodesopportunisticaly,but
alsotobeabletoswitchrelaynodesswiftly,assoonaschannelconditionsvary.Weassumethat
therelaynodeisselectedonaper-packetbasissothatcelulartransmissionsalwaysoccuronthe
strongestcelularchannel,likesuggestedandexperimentalyvalidatedin[56].Suchcontinuous
re-electionofrelaynodeshasnopracticaldrawbacksfromthepointofviewofend-to-endtrafﬁc
ﬂowsmanagement.Infact,relaydecisionsaretakenonaper-packetbasisbythebasestation
(whoknowswhichgroupmemberhasthebeterchannel),afterwhich,relaynodesservethe
aggregategroupdatademandviaWiGig,thusexperiencingnopracticaldelay.Therefore,inour
system,dataforwardingistransparenttoprotocolssuchasTCPorUDP.
1The ncapacityisupper-limitedto Mb/sunderthebestchannelconditions,while WiGigcurently
supportsuptoGb/s,butitcanidealyreach G/swith xMIMOand QAMmodulation.
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Figure 8.1: eD2D-assisted celular framework.
8.1.4. ABSF for Fairness
ABSF is a 3GPP time-domain scheduling scheme to prevent macro base stations from trans-
miting data in a particular set of subframes. Blanking decisions are based on interference sufered
in the system, and result in a binary patern that speciﬁes whether a subframe has to be blanked
or not (ABSF patern). Based on the 3GPP standard, the ABSF scheme can be implemented in a
conventional celular system without imposing any constraint on the speciﬁc set of subframes to
blank. Speciﬁcaly, standard guidelines propose an ABSFapplication ratioas a number of used
subframes over the total number of subframes within a patern. Once this ﬁxed ratio is imposed
by anetwork controler, base stations may make random choices to select the speciﬁc patern of
subframes to be blanked.
In order to assess the impact of ABSF, we wil compute the transmission efﬁciency for each
possible combination of active base stations. In such computation, the operation of eD2D-relay
groups is taken in consideration. We name each of the possible combinations of active base
stations asABSF state, and denote it by. We use for the set of base stations not blanked by
ABSF in state , whereas we denote the set of al possible states by, with .
By muting subframes for a subset base stations, ABSF helps to transmit at higher Modulation
and Coding Scheme (MCS), but it cannot help users with inherently poor channels. In fact, ABSF
alone can even lessen the overal volume of trafﬁc served in the celular network if not properly
tuned, simply because some cels are prevented from transmiting.
We go beyond existing schemes, and apply the ABSF paradigm to eD2D-enabled networks in
which bad channels are used as litle as possible and the number of users considered in blanking
decisions reduces to the number of groups. Therefore, with our proposal, we soften the burden
of making ABSF decisions. How often a relay node wil receive data is a consequence of which
ABSF patern has been selected by anetwork controler, which stochasticaly builds the paterns
to be distributed to the base stations. This can be adjusted over time to pursue not only system
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throughputbutalsofairness.
AsanalyticalyshowninSections8.2to8.4,astochasticthroughput-efﬁcientandfairness-
optimalstrategyforABSFcanbederivedbyleveragingtheimpactofopportunisticrelayof
celulardatatrafﬁconthetransmissionefﬁciencyachievedunderdiferentABSFblankingpat-
terns.
8.2. ModelDesign
Weanalyticalyevaluatethetransmissionefﬁciencyandthesystemthroughputperformance
achievedwhencelulardataforwardingleveragesouropportunisticcooperativeeD2Dmecha-
nism.Speciﬁcaly,wecomputethetransmissionefﬁciencyofaneD2Drelaygroup,i.e.,the
averagenumberofbitspersymbolthatcouldbetransmitedtoacooperativerelaygroupusing
alcelularresources. Wefurthermodelthesystemthroughput,i.e.,theoveralvolumeoftrafﬁc
servedinthecelularnetwork,assumingthatthepositionofalrelaygroupsinthescenariois
known.Weﬁnalyshowsystemthroughputvariationsuponmovementsoftherelaygroupsoccur.
Theoveral modelprovidesausefulguidelineonthesystemperformanceoptimization.
8.2.1. TransmissionEfﬁciency
Interferingcelulartransmissionsmaycauseasevereperformancedegradation.Userchannel
qualityisstronglyafectedbytransmissionactivitiesofsuroundingbasestations.
Letusdenoteby theaverageSINRforuseringroupatlocation .Giventhe
vectoroflocations forthe usersofgroup ,the
averageSINRcanbederivedbasedonthesetofactivebasestationsandthepropagationmodel
describedin[111]. Wecomputethetransmissionefﬁciency foreachgroup as
theaveragenumberofbitsperphysicaltransmissionsymboldownloadedbyeachgrouprelay
node.Wecanarguethatthetransmissionefﬁciencyofagroupdeterminestheresourceutilization
oncegroupmemberlocations aregiven.Infact, representsthegroupcapacity
normalizedtoonetransmissionsymbol,giventhecoordinatesofalgroupmembers.
Computingtransmissionefﬁcienciesdependsonthepositionandnumberofusersinthe
group,aswelasonthemappingbetweenSINRandMCS(forfurtherdetailsonMCSmapping
exampleswereferthereaderto[58]).DependingonthedistributionoftheSINR,weachieve
muchdiferenttransmissionefﬁcienciesevenwiththesameaverageSINR.Furthermore,we
shouldtakeintoaccountthefactthattherelaynodechangesdependingonwhoistheterminal
experiencingthebestchannelquality.Alinal,thetransmissionefﬁciency ofgroup
canbecomputedasfolows:
SINR Pr SINR d (8.1)
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where arethebitstransmitedpersymbolusingMCS andSINR isthedistributionofthe
SINRexperiencedbyuser,whoseaverageis .Intheintegralweaccountforthenumberof
bitspersymboltransmitedbytheusersonadiscreteset ofMCSsassuggestedbythestan-
dard[58].Therefore,wecastthefunction SINR inacontinuoussubsetofvaluescomprised
between and ,representinglowerandupperSINRlevels,respectively,forassigning
theMCS totheuser. Weexpresstheprobabilityforbeingtherelaynodeofgroup,asthe
probabilitythatanyotheruser ofgroup hasaSINRlowerthantheoneexperiencedbyuser.
Aspointedoutin[112],SNRexperiencedbyauseratanygivenlocationinaurbanenvi-
ronmentfolowsanegativeexponentialdistribution(whereastheinstantaneoussignalfolowsa
Rayleighdistribution)whoseaveragevalueonlydependsonthepathlossefect.Radioatenu-
ationandfadingarebothtakenintoaccountinouranalysis.Theinterferingefectofneighbor
signalpropagationoperatingonthesamefrequencyisequivalenttoaconstantnoise,sinceal
neighborbasestationsaresynchronizedonthesubframeboundariesanduseconstantdownlink
power.Hence,theSINRcanbealsoapproximatedaccordingtoanexponentialdistributionwith
expectedvalueequaltotheratiobetweentheaverageusefulpowerreceivedandthesumofthe
averagepowerlevelsreceivedfrominterferingbasestations.Inthefolowing,wekeepthisas-
sumption.Nevertheless,thedistributionoftheSINRcanbeadapteddependingonthescenario
and,inarealset-up,canbealsoexperimentalycomputed.WhentheSINRrespectsanexponen-
tialdistribution,thenthefolowingpropositionholds.
Proposition1.GiventheaverageSINR ofuser ingrouplocatedatpositions ,the
transmissionefﬁciencyforgroupiscomputedas:
(8.2)
where isthenumberofbitspersymboltransmitedwhenMCS isused, isthesetof
availableMCSs, and representtheupperandlowerSINRlevelusedtoselectMCS
, representsthepowersetoftheusersingroup whenuser istakenout,and isa
genericelementofsuchpowerset(sothat is,inturn,asetofusers).
Proof:ApplyingtheexponentialdistributiontoEq.(8.1) is:
d (8.3)
Expandingtheproductintheintegral,wecanobtainthefolowingresult:
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d (8.4)
where representsthepowersetof ,i.e.,althepossiblesubsetsofgroupmembers
thatcanbeobtainedfromtheset whenuser istakenout,while isonespeciﬁcsubsetin
.SolvingtheintegralgivesEq.(8.2).
UsingthegroupmobilitymodeldescribedinSection8.1.1,wecanconceiveeachgroup
asasinglepointwhereinuserpositionscolapsedinthegroup’scenterofgravity. Giventhe
coordinates ofthecenterofgravityofgroup,wecancomputetheaverageSINR
inthispointandassume .Underthisassumption,wecanreadily
deriveanapproximatedandsimpliﬁedexpressionforthetransmissionefﬁciencyofgroup from
Proposition1,asfolows:
(8.5)
Pleasenotethat ineither(8.2)or(8.5)beneﬁtsfromapplyingopportunisticeD2Drelay,
i.e.,theefﬁciencyiscomputedoncelulartransmissionstowardstheinstantaneousgroupleader,
whichisthenodewiththehighestinstantaneousSINRvalueinthegroup.Therefore,theexpres-
sionfor describestheaverageofarandomvariablethatisfunctionof negativeexponential
randomvariablesthatareindependentbutnotnecessarilyidenticalydistributed.Thebasestation
wilopportunisticalyselectandinstantaneouslytransmittothegroupmemberexperiencingthe
bestchannelquality,eventhoughalgroupmembersmightexperiencethesame(orverysimilar)
averageSINR(e.g., ).
WithABSF,eachstate determinesinterference,andhencetransmissionefﬁciencychanges
fromstatetostate.Wedenoteby thetransmissionefﬁciencyofgroupinstate,whichcanbe
computedwitheither(8.2)or(8.5)byconsideringonlythesetofactivebasestations.Ofcourse,
whengroup ’sbasestationispreventedfromtransmitinginstate.
8.2.2. InstantaneousSystemThroughput
Weanalyzetheoveralnetworkperformanceinpresenceofmultiplegroupssharingavailable
resources.AsmentionedinSection8.1.1,eachactivebasestationimplementsaschedulersuch
thateachgroupreceivesresourcesproportionalytothegroupsize,i.e.,foranygroup under
thecoverageofanactivebasestation attime,theresourcesalocatedcanbeexpressed
asfolows:
sym
coversgroups and attime
(8.6)
where symisthetotalavailablenumberofsymbolspersecondatthebasestation serving
group attime.Pleasenotethat isindependentoftheparticularstate oftheABSFif
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thesystemisinsaturation.
Withtheabove,theresultinginstantaneousthroughput(inbitspersecond)achievedbygroup
instateattime iscomputedwiththefolowingexpression:
(8.7)
Thecorespondinginstantaneoussystemthroughputinstate attime is .
8.2.3. AsymptoticPerformance
Letusnowconsidertheimpactofgroupmobilityonasymptoticperformance,sinceitdirectly
afectsexperiencedSINRlevels.Theobjectiveistocomputethemeanthroughputofgroup,
averagedovertimeandspace,whenagivenstate oftheABSFisconsidered. Werelyonthe
knowledgeoftheasymptoticdistributionofgrouplocationsandweindicatethespatialdistribu-
tionofthegravitycenterofgroupoverthescenarioas ,consideringthatthemovements
oftheoveralgroupcanbeapproximatedbythemobilityofitsgravitycenter.Suchdistribution
canbeeasilyderivedforwel-knownmobilitymodels,e.g.,theRandomWayPoint(RWP)mo-
bilitymodel[113]thatappliestothegravitycenter’spositionifgroupsfolowRPGM,anditcan
alsobeempiricalyretrievedifneeded.
Basedonthespatialdistributionofthegroupgravitycenter,andﬁxingtheABSFstatetoa
particularstate ,theconditionalaveragetransmissionefﬁciencyachievedbyagroupundera
particularbasestation,namely ,canbecomputedasfolows:
(8.8)
where istheareacoveredbybasestation.
Given ,theaveragethroughput(overtimeandspace)achievedbygroupinstate
canbecomputedas
(8.9)
where representstheaveragenumberofsymbolsalocatedtogroupunderbasestation
,and istheprobabilityforgroup tobescheduledbybasestationanditisexpressedas
Theaveragenumberofsymbolspersecondtobeusedin(8.9),i.e., ,isobtainedby
consideringalpossiblecombinationsofgroupsthatfalunderthecoverageofbasestations,as
folows:
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(8.10)
where isthepowersetofthegroupsin whengroup istakenout( istherefore
asettoo).Thecalculationof assumesaproportionalresourceschedulingbasedupon
groupsizes,i.e.,proportionaltothenumberofusersbuildinguptheeD2Dgroups.Interestingly,
canbealsocomputedasthetimeaverageofresourcesreceivedfromgroup while
scheduledbybasestation,i.e.:
(8.11)
where onlyifthepositionofgroup attime isservedbybasestation.
Thedistributionofresourcesexpressedin(8.10)—andthereforetheasymptoticsystem
throughputinstate expressedin(8.9)—isstrictlydependentonthesetofactivegroups and
theirmovements.Incaseofhomogeneousscenarioswhereinalgroupsexperiencethesame
spatialdistributionoftheirgravitycenter,i.e., ,sothat ,
,andalgroupsshowthesamenumberofusers,i.e., , , is
thesameforalgroupsandcanbesimpliﬁedasfolows:
(8.12)
TheasymptoticsystemthroughputachievedunderABSFstate issimplygivenbythesumof
group’sasymptoticthroughputs,i.e., .Thesameresultwouldbeachieved
fortheasymptoticsystemthroughputbydirectlyintegratingovertimethesumof values
givenby(8.7).However,asABSFstateschangeovertime,theactualtotalthroughputachieved
byeachgroup—andhencethefairnesslevelexperiencedinthenetwork—dependsonthefraction
oftimespentineachABSFstate. Wewilstudytheoptimizationofsuchfractionsoftime,i.e.,
theoptimizationofABSFpaterns,inSection8.4. Beforethat,weproceedbyprovidingthe
readerwithaconcreteexamplethatshowshoweD2DandthechoiceofABSFstateimpacton
throughputandfairnessperformance.
8.3. ExampleofImpactofABSFandeD2DRelay
ToevaluatetheimpactofABSFonaneD2D-enablednetwork,wetakearealisticheteroge-
neousdense-urbanareaof m mclosetotheOxfordCircusmetrostationinLondoncity
(UnitedKingdom).Basedonitsrealtopography,intheexamplepresentedinwhatfolows,we
consideronlythebasestationsunderthecontrolofO2mobilenetworkoperator.2
2AlinformationareretrievedfromtheOFCOMreportsavailableathttp://stakeholders.ofcom.org.
uk/sitefinder/sitefinder-dataset/
124 StochasticInterferencein5GNetworkswitheD2DSupport
Figure8.2:O2deploymentinLondoncity-OxfordCircus.
Intheconsideredarea,basestationsarepresent,asilustratedinFig.8.2,whichalsoreports
theheterogeneoustransmissionpowersofthebasestations.Accordingly,weplotinFig.8.3a
snapshotofthegroupthroughputsobtainedinthreediferentABSFstatesforastaticalocation
of groups,whosecentersofgravityarereportedaswhitedotsintheﬁgure.Fig.8.3shows
theaverageofthegroupthroughputsovertheentirenetwork(topofeachsubﬁgure)andoverthe
areaofeachcel(indicatednexttothecelcenter)whengroupsizesare ,i.e.,without
eD2Drelay,and foralgroups,respectively.
AsshowninFigs.8.3(a)and8.3(b),withalbasestationsactive(i.e.,asinthecasenoABSF
wasenforced)thedistributionofgroupthroughputsisunfairandlowinarealisticdeployment,
withespecialylargecelsguaranteeingpoorthroughputs.TheefectofeD2Drelayisnotable
andresultsina increaseintheaverageofgroupthroughputsovertheentirenetwork,though
notalcelsexperiencethesamedegreeofbeneﬁt.
Figs.8.3(c)and8.3(d)showthroughputsachievedbykeepingactivethethreestrongestbase
stationsonly.InthisABSFstate,mostoftheusersareundercoverageofactivebasestations,but
theinterferencelevelremainshigh.Onlythecentralbasestationexperiencesasigniﬁcantgain
(itdoublesthethroughputforthegroupsitserves,withandwithouteD2Drelay),sincemany
interferingsmalcelsarounditareblanked. Here,theimpactofeD2Dislessimportantbut
stilhigh( onthegroupthroughputaveragedovertheentirenetwork). Moreover,group
throughputsinthisstatearenotonlyunfairlydistributed,butalsomuchlowerthaninthecasewith
albasestationsactive.Inourexperiments,wehaveobservedasimilarbehaviorinmanycases
(notreportedhereforlackofspace)whichquestionstheabilityofABSFtoimprovethroughputs
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inatrulyheterogeneousscenario.
Finaly,Figs.8.3(e)and8.3(f)ilustratehowblankingthecentral(andstrongest)celyields
muchhigherthroughputsthanintheotherconsideredcases.Therefore,thisstateisconvenient
toboostthroughput.However,onceagain,oneshouldnoticethatmanyusersarenotunderthe
coverageofthecentralbasestation,andthereforeblanked.Ifusedrepeatedly,thisstatewould
createlargeunfairnessinuserthroughput.WestilnoticethateD2Dwithgroupsof usersbrings
asigniﬁcant gainonthegroupthroughputaveragedovertheentirenetwork.
Ingeneral,thedistributionofthroughputsovergroupsisverymuchunfairinanyABSFstate
andifABSFstatesarenotchosencarefuly,wemayincurlossofthroughputoruserthroughputs
whichareverydiferentwitheachother.TheexampleofFig.8.3alsoshowsthatopportunistic
eD2Drelaynotonlyboostthroughputs,butalsoatenuatesthediferencebetweenthroughputs
achievedundervariousABSFstates,whichmeansthat,witheD2Drelay,ABSFcanbemore
likelyusedtopursueothergoalsratherthansimplytransmissionefﬁciency.Forinstance,since
ABSFcanbeseenasamechanismthatschedulesbasestationactivity,itisnaturaltothinkof
ABSFasofatoolforenforcingfairnessbyalternatingsystemstatesconveniently.
Theaboveconsiderationsmotivatetheproblemformulationthatwilbeformalypresentedin
Section8.4intermsofoptimalprobabilitiestoselectABSFstatesgiventheuserdistributionand
giventhefactthatusershelpeachotherwitheD2Drelay.
8.4. ProportionalFairnessOptimization
AswehaveshowedinSection8.2,inarealnetwork,boththeasymptoticthroughputandthe
instantaneousthroughputachievedbythegroupschangeduetotwofactors: thepositionof
theusers,and theABSFstatewhereinthesystemlays.
HereweﬁrstcomputethestochasticABSFpaternthatachievesasymptoticmaximaluser
fairnessaccordingtotheclassicalconceptofproportionalfairness,whichholdsunderavasteset
ofheterogeneousconditions.Undertheassumptionofultra-densescenarios,suchanasymptotic
analysisalsoapproximateswelthenormalbehaviorofthenetwork,sincedensityconditionsdo
notchangeovertime.
Afterwards,forhighlydynamicscenarioswhereinuserdensitycanﬂuctuateovertimeand
theultra-denseassumptioncannotbeused,wedesignaneasy-to-deploystochasticABSFmech-
anismthatjointlyachieveshightransmissionefﬁciencyaswelasmaximaluserfairness,closely
folowingthevariationsofchannelqualitiesandgrouplocationsinthesystem.
Beforeproceeding,notethat,bothwithasymptoticanddynamicoptimization,implementing
theresultingstochasticABSFpaternshasatwofoldadvantage: randompaternsdonotincur
systematicdiscretizationissuesthatmightarisewithdeterministicalocationsofstates,and
theymakeitpossibletogeneratedistinctpaternsfordistinctbasestationsindependently,thus
reducingthecomplexityofnetworkcontrolersissuingthepaterns.
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(a) Al basestationsactive, withouteD2D
( ).
(b)Albasestationsactive, .
(c)Strongestbasestationsonly,withouteD2D
( ).
(d)Strongestbasestationsonly, .
(e)Blankingthecentralbasestation,without
eD2D( ).
(f)Blankingthecentralbasestation, .
Figure8.3:Exampleofthroughputsachievableinarealisticnetworkdeployment.Figurebest
viewedincolors.
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8.4.1. AsymptoticProportionalFairnessOptimization
GiventheABSFstate ,wehaveshowninSection8.2.3howtocomputetheasymptotic
throughputachievedbyeachgroupinthesystem,eveninheterogeneousconditions. is
indeedthenumberofbitspersecondtransmitedtogroup,takingintoaccounttheparticular
spatialdistributionofthegroupandaltheboundaryconditions.TheABSFmechanismalows
switchingamongdiferentstates,sotoachieveasperformancetheaverageofwhatachieved
overtheselectedstates.Speciﬁcaly,denotingby thefractionoftimeduringwhichstateis
enforced,theresultingasymptoticthroughput ofgroup issimplygivenby
(8.13)
canbere-interpretedastheprobabilitymassdistributionofABSFstates,andtheanalysis
unveilsthatperformanceisstronglyafectedbythesetofABSFstatesusedandtheirprobabilities
ratherthanbytheorderinwhichsuchstatesarevisited.Basedonsuchinsight,westochasticaly
approachtheABSFselectionproblem,i.e.,weassignprobabilitiestoselectABSFstates,anduse
suchprobabilitiestogeneratesequences(paterns)ofABSFstatesrandomly.Hence,proportional
fairnessbetweenuserthroughputsisachievedbyoptimizingABSFstateprobabilities.
TheoptimizationproblemthatweformulateinordertoselectsuchABSFstateprobabilities
goesasfolows:
ProblemAsymptoticABSF-PF
Select ,soto:
maximize
subjectto: (8.14)
whereweights areusedtotunethegroupfairness.Sincetheargumentofthe function
inthemaximizationislinearwiththedecisionvariables ,theproblemisconvexandadmits
aglobaloptimumthatcanbefoundwithanyof-the-shelfsolver. Moreover,bylinearizingthe
problem(e.g.,the canbeapproximatedbyapolygonalchain),theoptimumcanbefoundin
polynomialtime.
Oncetheprobabilities arecomputed,thenoderunningtheoptimization(i.e.,anetwork
controler)stochasticalybuildsanddistributeastochasticalyoptimalABSFpaternbychoosing,
foreachsubframecomposingtheABSFpatern,astateatrandomaccordingtooptimalprobabil-
ities.TheABSFpaternisthenrepeatedindeﬁnitely.
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8.4.2. DynamicProportionalFairnessOptimization
Wenextfocusonahighlydynamicevolvingsystemandweprovideamechanismtooptimize
ABSFpaternstoachieveproportionalfairnessovertime,accountingfornetworkdynamicsas
theyareobserved.
Toformulateourproportionalfairnessoptimizationproblem,letusconsiderthat,inshort
intervalsoftimeofduration,inwhichmobilityefectsarenegligible,thethroughputachievable
ineachstate byeachgroupdoesnotchangeandcanbeindicatedasthegroupthroughput
computedatanypointintimewithinthatinterval.Thus,consideringatime-slotedoptimization
frameworkstartingattime ,composedbyintervals ,we
candenotethethroughputas computedwithanyvalueof chosenin .Also
inthisdynamicversionoftheABSFoptimization,duringintervals ,itishoweverpossible
tochosesubsequentlydiferentABSFstates,sotoachieveasperformancetheaverageofwhat
achievedovertheselectedstates. Wedenoteas thefractionoftimeduringwhichstate
isenforcedininterval ,theresultingthroughput ofgroup ininterval is:
(8.15)
Clearly,theorderinwhichABSFstatesarevisitedisnotimportantandthecomputationof
suchABSFstateprobabilitiesmustberepeatedeveryinterval ,duetonetworkdynamics.The
choicefortheduration ofsuchintervalispivotalforsystemperformance:ashortintervalalows
toconsiderthenetworkasstatic,whilealongintervalaccountsforincludingseveralABSFstates,
whichinturnincreasestheaccuracyresultingfromimplementingoptimalprobabilitieswitha
ﬁnite-lengthABSFpatern.Forinstance,theprobabilitiescouldbechosenoncepersecond,in
linewithnormalABSFdecision-makingprocedures,whichinvolvespaternsoftensorhundreds
ofstateswhereineachstatelastsatleast1ms.
TheoptimizationproblemthatweformulateinordertoselectsuchABSFstateprobabilities
isbasedonalong-termproportionalfairnessmetric,inwhichthethroughputisobservedovera
periodof pastintervalsandpredictedforthenextinterval .Toachieveso,theoptimization
isrepeatedatthebeginofeachinterval ,andwedeﬁneautilityfunction basedonthe of
groupthroughputs(tointroduceproportionalfairness)computedover intervals:
ProblemDynamicABSF-PF
Attime ,select ,soto:
maximize
subjectto: (8.16)
whereweights areusedtotunethegroupfairnesstargetandcoefﬁcients deﬁnehowpast
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samplesofthroughputafectfuturedecisions.Since ,whichistheonlyunknowntermin
thesuminsidethe argument,islinearinthedecisionvariables ,alsotheabove-deﬁneddy-
namicversionoftheoptimizationproblemisconvex,admitsaglobalmaximumandcanbeeasily
linearizedandsolvedinpolynomialtime.Everytimeprobabilities arecomputed,the
networkcontrolerstochasticalybuildsanddistributeanewABSFpaternbychoosing,foreach
subframecomposingtheABSFpatern,astateatrandomaccordingtonewoptimalprobabilities.
SuchABSFpaternisrepeatedlyuseduntilanewpaternisissued.
8.4.3. RemarksontheStochasticOptimizationofABSFPaterns
InbothProblemsAsymptoticABSF-PFandDynamicABSF-PF,weights canbe
selectedbasedonthedesiredfairnesstarget.E.g.,fortargetingequalthroughputonaper-user
basis,giventhatthegroupthroughputisequalysharedbygroupmembers, canbesetas
thenumberofusersforminggroup,sothatgroupthroughputswilbeasmuchaspossible
proportionaltogroupsizes.
Coefﬁcients inProblemDynamicABSF-PFcanbetakenasanon-decreasingsequence
ofnon-negativeweights,sothatpastvaluesofthethroughputreceivelessorequalimportance
withrespecttotheprevisionfornextinterval .Forexample,exponentialydecayingcoefﬁcients
orconstantcoefﬁcientsrepresentsimpleandwidelyadoptedsolutionsforthiskindofdigital
ﬁlteringproblems.
Interestingly,ProblemDynamicABSF-PFissimpletoadaptalsotocoverthecaseinwhich
thetrafﬁcofgroupsisnotsaturated.Insuchacase,thetimewindow hastobesmaler
thantheintervalduringwhichthesetofreceiverschanges.Infact,duringsuchintervalalactive
receiverscanbeconsideredassaturatedandthepresentedanalysisholds.
8.5. PerformanceEvaluation
Inthissection,weevaluateourproposals—hereafterindicatedasAsymptoticABSF-PF
andDynamicABSF-PFafterthenamesoftheoptimizationproblemsdeﬁnedinSec-
tion8.4.2—forseveralcelularsscenarios,includingdiferentmobilitybehaviors,groupsizes
andnetworkareadensities.Inparticular,weshowthat:
theanalyticalmodelderivedinSection8.2providesaccurateresultsasvalidated
againstapacket-levelsimulator;
theanalyticalmodelyieldsreliableresultsevenwhensomeofourassumptionsdo
nothold(forinstance,usergroupsarenotcolapsedinonespatialpoint)andundertruly
simulatedusermobilitymodels;
ourpracticaloptimizationsolutionsprovideoutstandingresultsintermsofthrough-
put,transmissionefﬁciencyanduserfairness,whencomparedtostate-of-the-artap-
proaches;
130 StochasticInterferencein5GNetworkswitheD2DSupport
AsymptoticABSF-PFandDynamicABSF-PFoutperformcurentstandard-
izedsolutionswhenappliedtooptimizenetworkoperationsinrealisticalyevaluatedsce-
narios,suchasadense-urbanscenariocoveredwithaheterogeneousceldeployment.
WehavedevelopedaMatlabevent-drivenpacketsimulatortostudyregulardeployments,
namelysyntheticscenarios. Weconsidertworadicalydiferentscenariostoshowthatourap-
proachbringssubstantialbeneﬁtsunderverydiferentoperationalconditions: asimplecelular
networkwith basestationsusingthesametransmissionpower( mW)andregularlyspaced
withInter-siteDistance(ISD)equalto mina m marea,and theheterogeneous
O2deploymentusedfortheexamplediscussedinSection8.3.Onlydownlinktransmissionsare
takenintoaccountinoursimulation,witha MHzbandwidthandwiththepathlossmodelde-
scribedin[111].Powerreceivedbyusers,fromtheatachedandtheinterferingeNB,folows
anexponentialdistribution.WedonotassumeinsteadthattheSignal-to-Interference-plus-Noise
Ratio(SINR)folowsanexponentialdistribution,likewedidinProposition1,butweactualy
computetheSINRinstantaneouslyastheratioamongtheactualpowerreceivedbytheusers.
ContrarilytowhathasbeenanalyzedinChapter7,transmissionqueuesarefulybacklogged.
Relaygroup canincludeupto users:whenever wewilbedealingwiththecaseof
nocooperativeeD2Dcommunications.Whenactive,basestationsapplyaweightedroundrobin
policytodelivertheoferedtrafﬁctotherelaygroups,usingthesizesofthegroupsasweights.
WeusetheRWPmobilitymodel[113]tomovethecenterofgravityofeachgroupwithinthe
simulatedarea,withaspeedrangingfrom to m/s.ForsolvingProblemABSF-PFpresented
inSection8.4.2,weruntheABSFoptimizationsevery ms,withweights to
achieveper-userfairness, ,and .Inalcasesweuse -bitlongABSFpaterns
cyclicalyrepeatedinthe msinterval.Networksimulationslast s,whereasuserchannel
conditionsareevaluatedonasubframebasis,e.g.,each ms.ForthecaseoftheO2deployment
inLondon,wedealwithahigh-denseareainwhichtheRWPmobilityisdevelopedthroughthe
streetsonthemap.Alpresentedresultsareprovidedwith conﬁdenceintervals.
Toassesstheperformanceofourpracticalsolutions,weevaluateAsymptoticABSF-PF
andDynamicABSF-PFintermsofsystemthroughputandfairness,thelaterbeingmeasured
bymeansofthewel-knownJain’sFairnessIndex(JFI).Forthesakeofcomparison,wealso
considerasolutionwithoutABSF,namelyLegacy,aswelasanotherstochasticapproach,us-
inganoptimizationproblemsimilartoDynamicABSF-PFthatmaximizessystemthroughput
ratherthanuserfairness,i.e.,itoptimizesthesumofgroupthroughputsratherthanthesumof
logarithms.WerefertosuchpolicyasMaxThroughput.Wefurtherbenchmarkourapproach
againsttwopracticalstateoftheartheuristics:BSB,proposedin[62],inwhichABSFisusedto
targetamax-minutilityfunction;andDRONEE[21],inwhichrelaygroups(eD2Dgroupsinour
case)areformeddynamicalytoimprovethroughput.BSBandDRONEEwerealsofundamental
componentsofTOMRAN,thecoordinationmechanismwhichwepresentedinChapter7.Lastly,
wecompareDynamicABSF-PFtostandardrandomizedABSFschemeswithdiferentABSF
applicationratios.
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8.5.1. ModelValidation
InordertoevaluateandvalidatetheanalyticalmodelpresentedinSection8.2,inFig.8.4
wegraphicalyprovideasetofanalyticalresultsintermsofsystemthroughputs .Forthe
validation,weusestaticscenarioswhereintheABSFstateandthepositionofnodesremain
unchanged,sotocomparetheanalyticalyderivedthroughputs(oneforeachstate)withlong-run
averagespereachstateobservedinsimulations.Duetothehugecomputationalefortrequiredfor
simulatingeverypossibleABSFstate,onlysomesigniﬁcantABSFstateshavebeenconsidered
withinthepacketsimulator. WemarkwitharedcircletheABSFstatecorespondingtoalbase
stationssimultaneouslyactive,topointouttheimpactonthesystemthroughputofnoABSF
application.Notably,weobservethatsimulationresultscloselyfolowthoseprovidedthrough
theanalysis,properlyvalidatingtheaccuracyofourstudywithandwithouteD2Drelaygroups.
8.5.2. PerformanceinHomogeneousDeployments
Wenextassesstheperformanceofourpracticalsolutionforsyntheticdeploymentsofregu-
larlyspacedbasestationsusingthesametransmissionpower.
Figs.8.5(a)and8.5(b)presentsystemthroughputsandfairnesslevelsachievedwithdiferent
ABSFpolicies.Resultsaredrawnforafewexamplesofuserpopulationsandnumbersofrelay
groups.Intheﬁgures,thex-axisreportsthenumberofconsideredusers,and,whenapplicable,
thenumberofrelaygroups.Eachgroup consistsof users,where isauniformrandom
variabledrawnbetween and.Notethat,ﬁguresreporttwocaseswith users,andtwocases
with users,i.e.,withandwithoutgroups.Therefore,itiseasytoobserveboththeimpactof
theuserpopulationsizeaswelasofD2Dcommunications.
InFig.8.5(a),theLegacyschemeshowsanacceptablelevelofthroughputevenwhencom-
paredtotheMaxThroughputscheme,butonlywheneD2Disnotused.OurAsymptotic
ABSF-PFandDynamicABSF-PFschemesprovidereasonableresultsinabsenceofeD2D,
outperformingtheheuristicprovidedbyBSB.BSB,whichhasnotbeenthoughtohandleasatu-
ratedscenario,heavilyunderperformsifcomparedwiththeresultsinFig.7.4.Furthermore,our
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Figure8.5:PerformanceHomogeneousScenario
optimizedmechanismsachievesimilarthroughputsastheLegacyscheme.Notably,inthisho-
mogeneousscenario,AsymptoticABSF-PFobtainsevenbeterthroughputthanDynamic
ABSF-PF.However,bothstochasticABSFpaternsdonothelpmuchintermsofthroughput,
unlesseD2Disenabled.ThisconﬁrmsthatABSF,evenwhenoptimized,isnotasuitable5G
solutiononitsown.Instead,incombinationwitheD2D,stochasticABFSpaternsmakethe
diference. Moreover,LegacyandBSBschemesdonottakeadvantageofeD2Drelaygroups,
andtheirperformanceﬁguresonlyslightlychangewiththenumberofusersandgroups.Incon-
trast,MaxThroughputleveragesthetransmissionefﬁciencyenhancementsduetoopportunis-
ticeD2Drelayandsigniﬁcantlyboostthroughputs.Inalcases,MaxThroughputrepresents
thehighestachievablenetworkthroughput.Therefore,Fig.8.5(a)revealstheneatpotentialof
eD2DandthefactthatlitlegaincanbeexpectedbyanyschemeunlesseD2Disjointlyenforced.
Notethat,asvisibleinFig.8.5(a),userdensityplaysaveryminorroleintermsofsystem
throughput.Conversely,densityhasahugeimpactonfairness,asevaluatedinFig.8.5(b),wherein
wedonotreportresultsforLegacyandAsymptoticABSF-PF,sincethoseschemesare
perfectlyfairbydeﬁnitioninacompletelyhomogeneousscenarioliketheoneunderanalysis,
atleastonthelongrun.3 Intheﬁgure,DynamicABSF-PFexhibitsverypowerfulresults
whencomparedtoBSBandMaxThroughput. However,weneedtoremarkthatBSB,as
thenetworkbecomesdenser,showsbeterresultsintermsoffairnessattheexpensesofavery
poorsystemthroughput.Nonetheless,DynamicABSF-PFyieldsfairnesslevelsverycloseto
optimalfairnessmetricsinalcases(i.e.,verycloseto).Thisconﬁrmsthatstochasticaly-issued
ABSFpaternsandeD2Dincombinationaresuitableforachievinghighfairnesswhileimproving
throughput.
Forthesameexperiments,Figs.8.6(a)and8.6(b)reporttwoexamplesofshortfairnessper-
formancecomparison.Everys,wecomputedtheJFIoftheaveragethroughputoftheusersin
3Notethat,inthehomogeneouscase,alusers(groups)havethesamespatialdistribution.Thereby,Legacyas
welasanyABSFstrategythatdoesnotchange/adaptovertime—asithappenswithAsymptoticABSF-PF—
resultsinthesameasymptoticthroughputforalusers(groups).
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thesystem.TheﬁguresreportdistributionfunctionsoftheontainedJFI,fromwhichitisevident
thatDynamicABSF-PFandBSB(thelaterespecialywhenthenumberofusersishigh)be-
haveconsistentlyfairerthanLegacyandMaxThroughputonshorttimescales.ABSF-PF
showsverysmalvariabilityincolectedsamples,whichmeansthattheoptimizationdescribed
in(8.16)promptlyadaptstonetworkchangescausedbythemobilityofusers.
NextwecompareDynamicABSF-PFtostandardABSFimplementationwithtypicalﬁxed
applicationratios,rangingfrom to (i.e.,blankingfrom to ofthesubframes
atrandom),assuggestedin[58]. Here,blanksubframesarerandomlychosenbyeachbase
stationindependently,andtheresultingpaternsareautomaticalyrepeatedtoﬁlupthestandard
ABSFpaternof subframes.The80-subframelongpaternisthenrepeatedindeﬁnitely[58].
Speciﬁcaly,Fig.8.7(a)comparessystemthroughputsachievedwithDynamicABSF-PFand
whenthreeﬁxedABSFapplicationratiosareappliedtothesystem(withandwithouteD2Drelay).
TheﬁgureshowsthatstandardABSFschemesdonotbringsigniﬁcantthroughputimprovements.
Moreover,whenfairnessissuesareconsidered,inFig.8.7(b), DynamicABSF-PFexhibits
strongadvantageswithrespecttoﬁxedABSFapplicationratios.
Insummary,ourstochasticABSFschemeoutperformscurentstandardsolutionsandofers
abargaintrade-ofbetweenuserfairnessandspectralefﬁciency.AsymptoticABSF-PFand
DynamicABSF-PFprovideextremelyhighfairnesslevelspreservingreasonablethroughput
values,comparabletothemaximumachievablewhenneglectingfairnessissues.Asﬁnalremark,
exploitingeD2Drelaycommunicationsisanotableadvantageofourscheme.
8.5.3. PerformanceinaHeterogeneousDeployment
Sincehomogeneousbasestationdeploymentsmightbiasourresults,wenexttakeintocon-
siderationarealisticscenario,focusingouratentiononaparticularusecase:Londoncity,as
previouslypresentedinSection8.3fortheareareportedinFig.8.2. Weconsideratotalamount
of users,astheuserdensityforsuchareais users/kmandtheareaconsideredis
km[114].Usersareplacedwithintheconsideredareafolowingtwodistributions:one
guidesusersmobilitybehavioralongthestreetswhiletheothercharacterizesthestaticuserpo-
134 StochasticInterferencein5GNetworkswitheD2DSupport
50 us
ers
100 u
sers
150 u
sers
150 u
sers
 (50 
grou
ps)300 u
sers
300 u
sers
 (10
0 gro
ups)
Sys
te
m T
hro
ug
hp
ut [
Mb
ps]
0
50
100
150
200
Dynamic ABSF-PF
ABSF Ratio = 4/8
ABSF Ratio = 5/8
ABSF Ratio = 6/8
50 us
ers
100 u
sers
150 u
sers
150 u
sers
 (50 
grou
ps)300 u
sers
300 u
sers
 (10
0 gro
ups)
Jai
n's 
Fai
rn
ess
 In
de
x
0.9
0.92
0.94
0.96
0.98
1
Dynamic ABSF-PF
ABSF Ratio = 4/8
ABSF Ratio = 5/8
ABSF Ratio = 6/8
(a)Systemthroughput. (b)Jain’sFairnessIndex.
Figure8.7:ComparisonwithstandardABSF
sitionswhentheyarewithinthebuildings.Alongoursimulations,wevarytheratio between
theaveragesofthosetwodistributionstomodeldiferentday-timeperiods.Mobileusersfolow
aconstrainedRWPmodel: theyselectrandomlyaspeedandadestinationlocationwithina
validstreetofthemap, thentheyfolowtheshortestpathandreachthenewdestinationby
folowingthestreetsofthemap. Whenrelaygroupsareinplace,thegroup,e.g.,itscenterof
gravity,folowsthemobilitymodelrulesonthestreetswhiletheusersofthegrouparerandomly
placedaroundthecenterofgravity.Userswithinthebuildingsarestaticalyalocatedatrandom
accordingtoauniformdistribution.
SincewehaveshowninSections8.5.2thateD2Drelayisalwaysbeneﬁcial,hereweconsider
twobenchmarkingschemesinwhicheD2Dgroupsarealsopresent.Intheﬁrstscheme,wealow
theformationofeD2DgroupsalsounderBSB,i.e.,weuseourpreviouslydeﬁnedmethodTwo-
levelOpportunisticSpectrumManagementfor5GRadioAccessNetworks(TOMRAN),whilein
thesecondschemeweusetheDRONEEmechanismdeﬁnedin[21]toformclustersdynamicaly,
underlegacybasestationoperation(noABSF). WerefertotheresultingschemesasTOMRAN
andDRONEE,respectively. Wehavecariedoutdiferentsimulationstoevaluatetherealistic
deploymentindiferentoperationaltimeframes.Foreachtimeframe,weproperlymodeltheratio
betweenthedistributionofusersmovingalongthestreetsandtheusersstayingwithinthe
buildingsinthefolowingway: PeakHours,duringlunchtime, , Business
Hours,duringmorningandafternoon, , NightHours, [114].
InFig.8.8(a),weshowthesystemthroughputexpressedfordiferentschemes. Weobserve
thatthesystemthroughputincreasesduringpeakhours,asmostofthepeoplearemovingoutside
and,thus,exploitingopportunisticeD2Dconnectionsbringsanadditionalgain.Asymptotic
ABSF-PFandDynamcABSF-PFperformquitewel,showingsimilarthroughputﬁguresas
DRONEEandsigniﬁcantlyworsethroughputresultsonlyifcomparedwithMaxThroughput.
NotethatAsymptoticABSF-PFobtainsonlyslightlylowerthroughputthanDynamic
ABSF-PF,althoughitresultsinmuchlowerfairness. Moreindetail,duetotheheterogene-
ityoftherealisticscenario,userfairnessissigniﬁcantlyimpairedcomparedtoresultsobtained
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Figure8.8:PerformanceHeterogeneousScenario.
forahomogeneousdeployment,asshowninFig.8.8(b).However,DynamicABSF-PFunveils
thegreatpotentialsofproperlyapplyingadynamicABSFscheme,outperformingnotonlythe
asymptoticoptimizationscheme,butalsoMaxThroughputandDRONEEsolutionsinterms
ofJFIbyabout and ,respectively.Moreover,thefairnessachievedwithTOMRANis
comparablewithorbeterthanourproposal’sone,thoughitprovidesmuchlessthroughput.
Inconclusion,ourresultsilustratehowDynamicABSF-PFisintrinsicalybeterthanstan-
dardapproachesandpure(static)ABSFoptimizationstargetingthroughputorlowinterference.In
particular,althoughwehaveshownthatABSFaloneisnotabletoboostthroughput,Dynamic
ABSF-PFmanagestohandlethethroughputenhancementsachievablewitheD2Drelaywhile
achievingveryhighfairnesslevels.However,incaseofhomogeneousscenarios,theimportance
ofdynamicoptimizationbecomeslower,andanasymptoticandlesscomplexoptimizationap-
proachcanbeusedinstead.
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Chapter 9
Convergence to Multi-resource Fairness
Under End-to-end Window Control
Up to now, we focused only on the last wireless hop of the Radio Access Network (RAN).
Nevertheless, in the next generation of wireless networks, flows may have to traverse several
resources before reaching destination. Centralized-Radio Access Network (C-RAN) have been
indeed proposed as a possible solution to reduce the complexity of the densification of access net-
works. A C-RAN consists in multiple radio PoAs performing only signal transmission/reception,
a fronthaul/backhaul connection, a transport network and a central data center. The data center
manages a pool of virtual base stations, each representing one or more actual base stations, which
performs the majority of the base-band processing. In the wired Internet the resources to traverse
are links and all flows have the same requirement for each bit/s of rate. In C-RANs, though, the
resources traversed by the flows are wireless links and computational resources and requirements
may be heterogeneous. For example, the amount of spectrum consumed for each bit/s depends
on the flow’s radio conditions. In the same way, the amount of CPU/RAM required for encod-
ing/decoding depends on the number of information bits transmitted per each OFDM symbol and,
somehow, on radio conditions.
Resource sharing by flows with homogeneous requirements has been widely studied over
many years. Of particular interest for the present chapter is the observation made some 30 years
ago that end-to-end max-min fairness is realized by implementing fair queuing in router queues
and performing window-based flow control [69]. Our main objective here is to derive the equiva-
lent result in the case of heterogeneous resource requirements. Explicitly, we show that imposing
local fairness at each resource, coupled with end-to-end flow control, results in a desirable gener-
alization of max-min fairness called Bottleneck Max Fairness (BMF) [9].
Proving this result is hard due to the complex dynamics of per-flow resource queue backlogs.
For homogeneous requirements, the proof that backlogs eventually converge and rates stabilize at
their max-min fair shares was the culmination of several years doctoral thesis work by Hahne [72].
Chrysos and Katevenis have since derived a somewhat simpler proof, thanks to their use of a fluid
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model,butthisisstilhighlynon-trivialandagainconﬁnedtohop-by-hopwindowcontrol[73].
WeapplythesameﬂuidmodelasChrysosandKatevenistoproveconvergencetoBMFfor
ﬂowswithheterogeneousrequirementsinanetworklimitedtotworesources.Itisconsiderably
hardertoaccountforheterogeneousrequirementsbecausethewaterﬁlingcharacterizationof
max-minfairnessusedin[71]and[73]doesnotgeneralizetoBMF.Inaddition,wehaveused
waterﬁlingwithinsightsgainedfromtheanalysisofBMFtoderiveanoriginalproofofconver-
genceforageneralnetworkwithhomogeneousrequirementsunderend-to-endwindowcontrol.
Afterthemathematicalanalysisenabledbytheﬂuidmodeladopted,weevaluatetheapproxi-
mationintroducedtothetheoreticalobjectiveofmulti-resourcesharinginapracticalpacket-based
scenario.Ourgoalisindeedunderstandinghowamorerealisticassumptiononthearivaltraf-
ﬁcdeviatestherealsystemperformancefromitsidealbehavior. Wesimulateanetworkwhere
resourcesimplementStart-TimeFairQueuing(SFQ)1[24]andinvestigatetheimpactonconver-
gencetimesofwindowsize,thenumberofcompetingﬂowsandtheirparticularrequirements.
Finalyweapplylocalfairnessateachresourceinthescenariowhichmotivatedthiswork,i.e.,
aC-RAN-likeaccessnetwork.InthescenariowealsoconsiderD2Dcommunications. D2D,
indeed,provedtobeafundamentaltooltoimprovelegacycelularaccessnetworkandween-
visionitsusealsointhenewgenerationofcelularnetwork.Nevertheless,whenD2Disused
forrelaypurposes,D2Dimpliesthatﬂowshavetotraversealsoanadditionalresource,i.e.,the
cluster-head,andmulti-resourcefairnessamongﬂowsbecomesofastoundingimportance.
Inthenextsection,wearguetheneedtoperformfairresourceschedulingforheterogeneous
requirementsanddiscusspropertiesoftheresultingBMFalocation.Section9.2introducesthe
dynamicalsystemdescribingtheevolutionofbacklogsintheﬂuidmodellimit.Themainconver-
genceresultsforthisdynamicalsystemaregiveninSection9.3.Section9.4presentssimulation
resultsthatilustratedeviationsfromtheﬂuidmodelidealwhenaccountingforﬁnitesizedpack-
ets,whileSection9.5showstheirapplicationtoaC-RANenvironment.
9.1. Multi-resourceSharing
Wediscusswhyschedulingisrequiredforfairmulti-resourcesharingbeforerecalingthe
desirablepropertiesofBMF.ThemainsymbolsusedarelistedinTable9.1.
9.1.1. NeedforScheduling
Consideranetworkwith resourcessharedby ﬂows.Resource hascapacityof units
persecondwhereunitsareresourcedependent.Flow requires unitsofresource toprocess
1SFQisaschedulingalgorithmwhichassignsalmostidealyequalsharestoeachﬂowatanyresource,evenina
packetsystem
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numberofresources
numberofﬂows
capacityofresource
requirementofoneunitofﬂowatresource
normalizedrequirement
resourcevisitedbyﬂowpriortovisitingresource
rateatwhichﬂowleavesresource
ratealocatedtoﬂow
fairshareatresource
backlogofﬂow atresource
backlogindicator,1if ,0otherwise
end-to-endwindowofﬂowinbits
end-to-endwindowinpackets
Table9.1:Summaryofnotation.
eachbit.Therateinbit/s, ,alocatedtoﬂowmustsatisfythecapacityconstraints
(9.1)
for . istheamountofresourceusedpersecondbyﬂow.
InC-RAN,forexample,theenvisagedresourceuseisthefolowing:
centraldatacenter:theresourceconsistsintheCPU/RAMusedforcoding/encoding.
ismeasuredincycle/sand isthenumberofcyclesneededtoprocessonebitof
ﬂow;[8]suggeststhatthehigheristhenumberofinformativebitscontainedineach
symbol,i.e.,thehigheristhecomplexityoftheMCSused,thehigheristhenumberof
cyclesrequiredforencoding/decoding.
fronthaul/backhaulwirednetwork: ismeasuredinbit/s; ifﬂowuseslink
and otherwise;
LTEwirelesslink: ismeasuredinsymbols/s; isthefractionalnumberof
slotsneededtotransmiteachbitofﬂow accountingfortheﬂow’sradioconditions;the
requirementcanbemorethan20timessmalerforauserclosetotheantennathanfora
userattheceledge;
D2Drelaylink:ifout-bandD2Disusedtorelaythetrafﬁc, is1,and canbe
approximatedasthefractionoftimeneededtotransmiteachbitfromthecluster-headto
thecorespondingcluster-member.
SchedulingisgeneralyabsentinthewiredInternetandbandwidthsharingisrealizedby
meansofcongestioncontrolprotocolslikeTCPthatreacttodropsignalsreceivedfromFirst-In
First-Out(FIFO)bufers.Sharingisgeneralyfairenoughifusersimplementthesameprotocol
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[76]thoughithasoftenbeennotedthatfairqueuingimplementedinrouterqueueswouldprovide
morerobustcontrol,e.g.,[77],[78].
Forawirelesslink,whererequirementsarehighlyvariable,itisgeneralyconsideredprefer-
abletoaimforequalresourceshares, ,ratherthanequalbitrates.Thisisbroadlywhatthe
proportionalfairschedulerachieves[79],asimplementedin3Gand4Gcelularnetworks.That
theIEEE schedulertendstorealizemax-minfairbitrateswasrecognizedasaperfor-
manceanomaly[80].ThisanomalyismitigatedinmorerecentWiFiversions,like ,
wherepacketaggregationindeedtendstoequalizethe .InC-RAN,thedynamicprovision
ofcomputecapacityimpliesCPUmaybecomeatemporarybotleneckandthewayitisshared
isthereforeanissue.SimpleFIFOqueuingcoupledwithend-to-endcongestioncontrolwould
leadtoapproximatelyequalﬂowbitrates,asinawiredInternet.However,ifrequirementsdifer
signiﬁcantly,max-minfairrateswouldproducethesame“performanceanomaly”asin .
Inthisworkweadoptthepositionthatﬂowsusingasingleresourceconsideredinisolation
shouldreceivemax-minfairresourceshares.Let betheincomingbitrateofﬂowatresource
.Thescheduleralocatesafairshare toanyﬂowsuchthat ,andalo-
cates totheothers,wherefairshare isdeterminedbythecapacityconstraint
(9.1).
9.1.2. BotleneckMaxFairness
Ghodsiandco-authorsintroducedtheproblemofmulti-resourcesharingincomputeclus-
ters[74]andextendedtheiranalysistonetworks[75].Theyadvocateso-caledDominantRe-
sourceFairness(DRF).Innetworkingapplications,DRFrequiresschedulersateachresourceto
implementweightedmax-minfairnesswiththesameﬂowweight appliedateachresourcede-
terminedfromthedominantrelativeresourcerequirement, .Thischoice
ismotivatedbyarequirementthatthealocationbestrategyproof:ﬂowsshouldnotbeableto
gainagreaterbitratebyfalselystatingtheirrequirements.
Theplausibilityofdesigningandimplementingsuchagamingstrategyinacontextofdy-
namicdemandinanetworksetingishighlydebatable,however. BMFisanalternativealo-
cationtechniquethatsacriﬁcesstrictstrategyproofnessinordertoachieveabeterefﬁciency–
performancetradeof.
Likemax-minfairness,BMFisdeﬁnedforaﬂuidmodelwherepacketsizeisinﬁnitesimaly
smalandresourcecapacityisperfectlydivisibleamongﬂows.Thealocationissuchthatre-
sourcesharingisParetoefﬁcient(i.e.,alcapacityisusedifpossible)andeveryﬂowreceivesthe
maximumalocationatsomeresourcethatisfulyused.Thismayberecognizedasoneofthe
deﬁnitionsofmax-minfairresourcesharing,e.g.,[115].Thesigniﬁcantdiferenceherederives
fromtheheterogeneousrequirements incapacityconstraints(9.1).
Itwasshownin[9]thattheBMFalocationalwaysexistsandthatithastheso-caledsingle-
botleneckfairnessproperty:ifthenetworkhasauniquebotleneck,thealocationissuchthat
foralﬂows.SuchalocationwouldalsobetheonethatProportionalFair(PF)
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wouldachieveinthesamecase.ThatthispropertyisnotsharedbyDRFlargelyexplainsits
inferiorthroughputperformance.
AsigniﬁcantadvantageofBMFinnetworkingapplicationsisthatthealocationcanbereal-
izedsimplybyimplementingweightedfairqueuingindependentlyateachresourcewithweights
forﬂowatresource equalto .Themainobjectiveofthisworkistojustifythisstatement.
9.1.3. SchedulingandWindow-basedFlowControl
Wesupposeﬂow maintainsaﬁxedvolume ofunacknowledgeddataandeveryresource
realizesweightedmax-minfairsharingwithweights .Assumethenetworkatainsasteady
statewithconstantﬂowrates ,constantqueuebacklogsandconstantroundtriptimes.
Proposition1.Supposeﬂowsimplementalargeenoughﬁxedwindowandresourcesrealize
weightedfairqueuing.Ifthenetworkatainsasteadystate,therealizedﬂowratesarebotle-
neckmaxfair.
Proof:Theproofisimmediateasthewindowcanbemadelargeenoughthateveryﬂowhasat
leastonebotleneckresource(i.e.,ithasabacklogandtheresourceisthereforefulyused)while
theschedulerensuresitsshareofthatresourceismaximal.These,withParetoefﬁciency,arethe
conditionsthatdeﬁneBMF.
Thispropositionalsoappliestomax-minfairnessasaspecialcaseofBMFanditsequivalent
wasstatedbyHahne[71].AlthedifﬁcultyinprovingthecontrolsyieldBMFisinprovingthe
systemdoesinfactconvergetoasteadystate.
9.2. ADynamicalSystem
Wepresentthedynamicalsystemgoverningtheevolutionoftheresourcequeuebacklogsand
ﬂowratesunderaﬂuidmodelwithzeropropagationtimes. Weassumeresourcesareconsumed
successivelyintheorderdeﬁnedbyaﬂow-speciﬁcroute: designatestheresourcevisited
byﬂow priortoitsvisittoresource.Inthisandthenextsection,tosimplifytheformulas,we
usenormalizedrequirements .
9.2.1. PersistentBinarySystemStates
Let denotetherateatwhichﬂow isservedbyresource attime.Forbrevity,we
generalyomittheexplicitdependenceontimeinthisandothervariables.Flowrates depend
onthebacklogsateachqueue or,moresuccinctly,onthebacklogstatusindicators ,
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Inperiodswherethe areconstant,rates arealsoconstantandsatisfythefolowing
equations
where ✶
✶
Theseequationscanberewriten:
(9.2)
Theyexpresstheresultofper-resourceweightedmax-minfairschedulers,asdescribedattheend
ofSection9.1.1.
Toavoidunhelpfulcomplications,wesupposethe aresuchthatlinearequations(9.2)are
independentandthereforeyieldauniquesetof’sforeachbinarystatevector.Formanysuch
vectors,thecomputed ’swilnotinfactbefeasible(e.g.,theymightbenegative).Vectorsthat
doyieldasetoffeasibleratesconstitutethespaceofvalidpersistentbinarystates.
9.2.2. EvolutionBetweenPersistentStates
Thesystemevolvesbetweenpersistentstatesasfolows.Albacklogsforwhich
aredecreasingintime.Letthequeueofﬂow atresource betheonetoemptyﬁrst.Atthis
instantthesystementersanewstate where and fortheotherqueues.
If isapersistentstate(i.e.,thereisafeasiblesolutiontothenewinstanceofequations(9.2),
thesystemwilenteranewphasewithanewsetofrates whichpersistuntilanewqueue
empties.If isnotpersistent,someofthenon-backloggedqueueswilimmediatelybecome
backloggedbecausetheﬂow’sincomingrateexceedsitsweightedfairshare.Incase isnot
persistent,therates satisfythefolowingequations:
(9.3)
wherethefairsharesatisﬁes
✶
✶
Thenewpersistentstateis where if and ,and otherwise.
Noticethat isindeedapersistentstatesincethe satisfy(9.2)with replacedby .
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9.2.. Convergence
Thenetworkevolvesbetweenpersistentstatesuntilitentersoneinwhichtheservicerates
atalresourcesarethesameforeach ow.Ifthisoccurs,theratesinquestionareBMFby
Proposition1.
Theequationsdeﬁningthedynamicalsystemcanberapidlysolvednumericalyalowingus
toexploreconvergenceoverawiderangeofparametervalues(e.g.,1milionrandomchoices).
Convergenceindeedalwaysoccursinalourexperiments.Thegraphdeﬁnedbyvalidtransitions
betweenpersistentstatesisacyclic.TherearecaseswheretheBMFalocationisnotunique[9].
Insuchcases,numericalexperimentsshowthesystemconvergestooneoranotherofthepossible
alocations,dependingontheassumedinitialbacklogs .
Unfortunately,itprovesverydifﬁculttoanalyticalyproveconvergenceingeneral.Thenext
sectionprovesconvergenceforsomesigniﬁcantspecialcases.
9.. ProofofConvergence
WeﬁrstproveconvergencetoBMFfornetworksof2resourcesconsumedsuccessivelybefore
discussingthedifﬁcultyofextendingthisresulttomoreresources. Wethenproveconvergence
for resourcesinthespecialcasewhereBMFreducestomax-minfairness,i.e.,incaseof
homogeneousrequirements.
9..1. BMFfor2resources
Weconsiderasystemwith2resourcesand ows.Thecapacityofalresourcesisnor-
malizedto1.Toavoidsometediousqualiﬁcations,wesupposeherethat andtheratios
aredistinct.
Inspectingtheresultsofnumeroussimulations,weobservedthattheevolutionofbacklogsis
suchthatonequeueinparticularisneveremptyinanypersistentstate.Theresourceinquestion
is andthe owis .Forconvenience
andwithoutlossofgeneralitywethereforerenumbertheresourcessuchthat
(9.4)
andthe owssuchthat
(9.5)
Thequeuethatneveremptiesisthenthatof ow1atresource1.Thefolowingthreelemmas
alowustoafﬁrmconvergenceinTheorem.Forabetervisualizationofthemainresultofthis
section,Lemmas and5areprovedinSection9. whiletheproofofLemma4issymmetricalto
thatofLemma andisthereforeomited.
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Lemma3.Flow1alwaysstabilizestoabacklogonlyatresource1.Givenﬂows1to are
backloggedonlyatresource1,for ,asufﬁcientconditionthatﬂowalsostabilizesto
abacklogonlyat1is
(9.6)
Lemma4.Asufﬁcientconditionforﬂow tostabilizetoabacklogonlyatresource2is
. Givenﬂows to,for ,arebackloggedonlyatresource
2,asufﬁcientconditionthatﬂow alsostabilizestoabacklogonlyat2is
(9.7)
Lemma5.Giventheﬁrst ﬂowsfor haveconvergedtoabacklogonlyatresource1
andthelast ﬂowsfor haveconvergedtoabacklogonlyatresource2,eitherﬂow wil
convergetoaresource1backlog,orﬂow wilconvergetoaresource2backlog.
Lemma5showsthatthesystemwileventualyconvergetoastatewheretheﬁrst ﬂows
stabilizewithabacklogonlyatresource1whiletheremainderstabilizewithabacklogonlyat
resource2forsome, .Theorderofconvergencedependsoninitialbacklogsandthe
variousﬂowwindowsizes.Thelemmaimpliesthatconvergencewiloccuratleastasfastasif
ﬁrstﬂow1stabilizes,theneitherﬂow2orﬂow ,andsoon,proceedingfromeitherthelowest
orthehighestnumberedremainingﬂow.Inthisorder,thelastﬂowtostabilizeiseitherﬂow
orﬂow .Thevalueof characterizestheBMFalocationandisspeciﬁedinthefolowing
theorem.
Theorem8.Wheneachresourcelocalyrealizesweightedmax-minfairsharingwithrespective
weights ,ﬂowratesconvergetotheBMFalocation.Whenresourcesandﬂowsarelabeled
suchthat(9.4)and(9.5)hold,ﬂows1to arebackloggedonlyatresource1andtheremainder
onlyatresource2,where istheindexsuchthat
(9.8)
TheBMFalocationsare ,for ,and ,for ,where
and arethefairshares
(9.9)
(9.10)
9.3Proofof onvergence 15
Proof.Wenowfrom emmas3 and5thatthebaclogsofal owseventualystabilieand
Proposition1showstheresultingalocationisB F.
ondition(9.6)maybewriten where and arethenu
meratoranddenominatoroftherighthandsiderespectively.Itmayreadilybeveriedthat
for .Thisconditionthereforeensures
by emma3thattherst owsstabiliewithabaclogonlyatresource1.
Ifnow whichisthesecondineualityin(9.8)we
cansimilarlyshowthat for . ondition(9.7)isthus
satisedforows to completingtheproofthat(9.8)characteriesthestabiliedbaclogs.
Finalyfairshares(9.9)and(9.1)folowfromtheeuations
9.3.2. orethan2 esources
Whilealoursimulationsofthedynamical uidsystemconrmconvergenceatthetimeof
writingwehavenotbeenabletoprovethisanalyticaly.Weobserveinthenumericalresultsthat
ineverycasethebaclogofone owatoneresourceisalwaysdecreasingorempty. nfortu
natelythis ueueisnotidentiedbyasimplegeneraliationofthecharacteriationdiscovered
for2resourcenetwors.ItdependsontheroutingbutthesameB Falocationresultsfromal
possibleroutings.Thenextsectionprovidesanoriginalproofofconvergenceforanetwor of
anysieinthespecialcaseofmaxminfairness.
9.3.3. axminFairness
Theresourcesconsideredherearewirednetworlins. onsideranetwor of linsof
capacities for sharedwithmaxminfairnessby ows.Flow hasreuirement
whenituseslin and otherwise.Flow maintainsawindowof unac
nowledgeddata.Theproofofconvergenceofthecorespondingdynamicalsystemderivesfrom
thewel nownwaterlingdenitionofmaxminfairnessasusedpreviouslybyHahne71
and hrysosand atevenis73forhopbyhopwindowcontrol.
et bethesetoforder1botlenecsdenedby
containsthelinsthataresimultaneouslysaturatedrstinthewaterlingprocedure. et
bethesetof ows suchthat for i.e.the owsthatuseatleastoneoftheorder
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1botlenecks.Nowdeﬁnerecursivelybotlenecksetsoforder andcorespondingﬂowsets
by
where istheweightedmax-minfairrateforﬂowand
for or
Links aresaturatedinstep ofthewaterﬁlingprocedure.
Theweightedmax-minratesaregivenrecursivelyby
(9.11)
for ,and
(9.12)
for and .
Theorem9.Whenﬂowshavehomogeneousrequirementsandarecontroledbyanend-to-end
window,ratesconvergefromanyinitialstatetothemax-minfairrates.
Proof.Theproofisbyinduction. Weﬁrstprovethatbufersatlinks forﬂows are
drainedatrate andtheirbacklogiseitherincreasingorstable.
Ifthebacklogofﬂow atsomelink islessthan ,ﬂowmustbebacklogged
atsomeotherlink.Denotebytheﬁrstbackloggedlinkinthepathofpreceding.Therate
ofﬂow leavinglinksatisﬁes
Rate istherateinto and,bythedeﬁnitionof , .Thisistrueforalﬂows
using whosebacklogatthatlinkislessthan (includingthosethathavenobacklogbecause
linkfolowssomeotherlinkin intheﬂowpath).
Let betheservicerateofﬂow atlink .Notethat isthemax-minfairrate
realizedlocalybyﬂowsusing whenalﬂowsarebackloggedat .Foranyﬂowbacklogged
at, cannotbelessthan .Ontheotherhand,anynon-backloggedﬂowmustbeservedatits
inputrateandwehavejustshownthatthisisatleastequalto .Clearly,theonlyalocationsthat
satisfytheseconditionsandthecapacityconstraint, ,arethe givenby(9.11).
Increasingqueues(i.e.,where )muststabilizebeforesometime afterwhichnolink
outside hasabacklogforﬂows .When containsmorethan1link,thestablebacklogsof
ﬂow canbeanypartitionofthewindow .
Nowsupposeﬂows haveconvergedtotheirfairratesandthataftersomeepoch
theirwindowsareentirelycontainedinthebuferofsomelinkin . Weneedtoprove
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ﬂows wilthensimilarlyconvergeaftersomeepoch .
Consider .Ifthequeueatsomelink islessthan ,ﬂowmustbe
backloggedatsomeotherlink.Denoteby theﬁrstlinkinthepathofpreceding tohavea
ﬂow backlog.Therate ofﬂow leavinglinksatisﬁes
Asfor ,thisimpliestheoutputrateisatleastthatgivenby(9.12)fortheseﬂows.Asany
otherﬂowin withafulbacklogcannotreceivealowerrate,weconcludetheymustalreceive
thesamerategivenby(9.12).
Thebacklogiseitherincreasingorstable.Ifalqueuesarealreadystable,theinduction
hypothesisissatisﬁedand .Ifnot,alincreasingqueueswilhavestabilizedatsome
laterepoch afterwhichnolinkotherthan hasabacklogforﬂows .
NotethatthespecialcaseofBMFwhererequirements areeitherequaltosomeﬂow
dependentvalue or0isequivalenttomax-minfairnessfortheresourceshares .Theorem
9thereforehasthecorolarythatthisspecialcaseindeedconvergestotheBMFalocations.
9.4. PacketSystemBehavior
Simulationisusedtoevaluatetheconvergencebehaviorofpacketizedﬂows.Resultsshow
thatﬂowsindeedconvergetotheﬂuidBMFratesaslongasthewindowinpacketsislargeenough.
9.4.1. PacketModel
Wesimulateanetworkof2unitcapacityresourceswherealﬂowsusebothresource.Packets
areofconstantsize bitsandaredistinguishedbyﬂowrequirements .Propagationtimes
arezero.Thesourceofeachﬂowmaintains unacknowledgedpacketsinthebacklogof
eitherresource( intheﬂuidmodelnotation).Aspacketsizeandwindowareﬁxed,
itisasifpacketscirculatefromoneresourcetotheotherand,inresultsbelow,wemeasuretimein
roundtriptimes(RTTs),thevariabletimebetweensuccessiveservicecompletionsofthe“same”
packet.
Eachresourceimplements(SFQ)[24].Thestarttimetag ofthe packetofﬂow to
ariveatresource iscomputedrecursivelyonitsarivalepoch by,
(9.13)
where isthestarttimeofthelastpackettohavebegunserviceat.Packetsareservedin
increasingorderofstarttimetags.Intermsofthealgorithmdescribedin[24],itisasifpackets
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havelength .
SFQonlyapproximatesweightedmax-minfairnessandresourcesharingrealizedbythepack-
etizedﬂowsdifersfromtheﬂuidideal.Inparticular,theBMFratesmaynotbeatainedifthe
windowistoosmal.Thefolowingpropositiongivesalowerboundontherequiredwindowsize.
Proposition2.AsufﬁcientconditionfortheﬂowstoataintheBMFalocationintheconsidered
2resourcenetworkisthattheend-to-endwindowinpacketssatisﬁes,
(9.14)
foralﬂows andalresources.
Proof.Th.1of[24]showsthatthediferenceintheamountofservicereceivedbytwocontinu-
ouslybackloggedﬂowsinagivenintervalisbounded.Reinterpretingtheparametersofthebound
intermsofthepresentnetwork,wehave,fortwoﬂowsand,backloggedthroughoutinterval
,
where and arethenumberofﬂow and packetsservedintheinterval.
Inorderthattheﬂowsbebacklogged,itisnecessarythat belargeenoughtoabsorbthe
ﬂuctuations.Therequirementforﬂow isforatleast bitsinthebacklogtoefectively
satisfythemomentaryexcessservicerate.Thistranslatestoawindow sinceeach
packethasanefective“length”of bits.Repeatingthisreasoningforeachpossiblecouple
ofbackloggedﬂowsandeachresourceyields(9.14).
9.4.2. TendingtotheFluidLimit
Theﬂuidmodeloccursinthelimitwherethepacketsizetendstozerowhilethewindowin
volumeofdataremainsﬁxed.Thebacklogandthroughputresultsderivedfortheﬂuidmodelin
factpredicttheperformanceofthepacketizedsystemforquitelargepackets.
Fig.9.1showstheevolutionoftheshareof intheresource1backlogasafunctionofthe
numberofRTTsexperiencedbyﬂow2.Theﬁgurerelatestoaparticularinstancewhere2ﬂows
sharethe2resourceswithrespectiverequirements , , , .The
windowofeachﬂowisinitialyevenlysplitbetweenbothresources.
Theredlines,for ,almostcoincidewiththeresultsoftheﬂuidmodel(black
lines).Forlargerpackets,with ,thebacklogsfolowtheﬂuidtrendsbutnaturaly
exhibitgreatervariability.
InFig.9.2weshowtheimpactof ontheevolutionofﬂowratesatresource2.Therate
receivedbyﬂowatresource inthepacketmodelisdeﬁnedas
(9.15)
9.4PacketSystemBehavior 149
1 2 3 4
.2
.4
.
.
1
 TTs  Flow 2
 p
ack
ets
 at
 
es.
1
 
 
Flow 1  W  1
Flow 2  W  1
Flow 1  W  1
Flow 2  W  1
Flow 1  Fluid
Flow 2  Fluid
1 2 3 4
1
2
3
4
 TTs Flow 2
i2 
pa
ck
se
c
 
 
Flow 1  W  3
Flow 2  W  3
Flow 1  W  1
Flow 2  W  1
Flow 1  Fluid
Flow 2  Fluid
Figure9.1:ExampleofBacklogevolution.
Figure9.2:Exampleofunfairconvergence.
wherePi(t)isthenumberofpacketsofﬂowiservedbeforetimetatresource andTk isthe
TTofpacketkatresource.Variablei(t)isanaverageoftheﬂowirateleavingresource
overthelastW(p)packets.
ConvergencetoBMFratesoccursifW(p)islargerthantheboundofProposition2.Inthe
presentexample,therateofﬂow2forW(p) 3convergestoavaluelessthantheBMFaloca-
tion. ntheotherhand,forW(p) 1 andgreater,convergencetotheﬂuidlimitratesoccurs
withintheﬁrstfew TTsforresource1(notshown).Convergencetakes TTshoweverfor
ratesatresource2.
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9.4.3. SpeedofConvergence
ThetimetoconvergetotheBMFratesdependsontherequirementparameters. Wehave
exploredthisdependencebysimulatingthe2resourcenetworkwithmanydiferentrandomre-
quirements.Flowsofthesame“class”havethesamerequirementsdrawnuniformlyatrandom
between0and1.Thereisavariablenumberofﬂowsperclass. Weset forthis
experiment.Theinitialassignmentofthe packetsofeachﬂowateachresourceisalsoset
atrandom.
Figure9.3plotsthecumulativedistributionfunctionofthetimetoconvergencefor5000
realizations.Theratesaredeemedtoconvergewhenal measuredrates, ,aresimultaneously
within5%ofthecalculatedBMFrates.Timetoconvergenceforeachﬂowismeasuredinitsown
RTTsandtheoveralconvergencetimeisthemaximumofthesecounts.
Theﬁgureshowsthatconvergencetimecanbequitelongandincreasesstatisticalywiththe
numberofﬂows.Slowconvergenceoccurswhenaﬂowbacklogdrainsfromoneresourcetothe
otherataveryslowratesincethefairshareateachismomentarilyverysimilar.Theoccurence
ofsuchaneventismorelikelyasthenumberofﬂowswithdiferentrequirementsisgreater.This
explainswhytheconvergencetimeinthisexperimentisstatisticalylongerforthecaseswith
moreclasses.Note,however,thatevenwhenconvergencetopreciseBMFratesmayberelatively
long,itisveryrare( %ofcases)thattherateatainedbyanyﬂowafter20RTTsdifersby
morethan20%fromitsBMFrate.
Wehavealsoinvestigatedtheimpactonconvergencetimeofthepacketwindowsize .
TheconvergencetimeinRTTshasroughlythesameCDFif issomewhatgreaterthanthe
boundinProposition2.ThisCDFcoincideswiththatoftheﬂuidmodelevaluatedusingthesame
randomchoiceofrequirementsandinitialbacklogs.
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9.5. C-RANMulti-resourceSharing
Inthissection,weapplythemulti-resourceconceptspresentedabovetotheuplinkofaD2D-
assistedC-RAN(eventhoughthesameapproachmaybeusedalsoindownlink).Intheuplink
ofaD2D-assistedC-RAN,eachﬂowhastotraverseseveralresourcesbeforereachingthecore
network.Thepossiblecasesaretwo:
theﬂowbelongstoarelaynode,i.e.,toauserwhichisdirectlyconnectedtoan
eNB.Inthiscase,theﬂowﬁrsttraversestheuplinkchanneltowardstheatachedeNB,
thenthemm-waves(oroptical)backhaulconnectingtheeNBtothedatacenterand,ﬁnaly,
getsdecodedatthedatacenter.Fortheuplinkchannelandthebackhaul,theﬂowcontends
theresources(RBsandairtime)withaltheusersatachedtothesameeNB,whileatthe
datacenter,itcontendsthecomputationalresourceswithaltheusersatachedtooneofthe
eNBsmanagedbythedatacenter;
theﬂowbelongstoaGroupMember(GM),i.e.,toauserwhichisconnectedtoan
eNBonlyviaarelaynode.Inthisparticularcase,weenvisiontheuseofout-bandD2D
communicationsand,hence,theuseofthe bandwidth.TheﬂowbelongingtoaGM
ﬁrstcontendsthe resourceswithaltheusersbelongingtothesamerelaygroup.
Then,afterarivingattherelaynode,theﬂowtraversesthesameresourcesastheones
traversedbytherelaynode’sﬂow.
InaC-RAN,theperformancebotlenecksofaﬂowmayconsistinthe bandwidth,in
casetherelaynodeismanagingalargegroup,theuplinkchanneloralsothedatacenter(depend-
ingonitscomputationalcapacityandthepoolofeNBithastomanage).Inthefolowing,we
assumeinsteadthebackhaullinkshaveenoughcapacitytoaccommodatethepeakoftrafﬁcwhich
canbesentinuplinktoaneNB.Therefore,wedonotconsiderthebackhaullinksasapossible
performancebotleneck.
Inthiscontext,ourmaingoalistoachievemulti-resourcesharingwiththeleastpossible
changestotheexistingprotocols.Therefore,weusestate-of-the-artschedulerswhichperform
localfairnessandweassumethatthedatacenteracknowledgetotheusersthecorectreceptionof
eachblockoftrafﬁcinordertoapplywindowcontrol.ThisprocedureisalreadyinplaceinLTE,
sinceeNBshavetoacknowledgethecorectreceptionofeachblockoftrafﬁcwithin after
userdatatransmission.
Inordertoimplementlocalfairnessateachresource,weusethefolowingschedulers:
In bandwidthweusestandard . Aswepreviouslymentioned,
equalizestheshareofairtimeassignedtoeachuserontheWiFibandwidthvia
frameaggregation.Thenumberofconsecutivepacketsausercansendeachtimeitsuccess-
fulyaccessthechannelisproportionaltoitschannelquality,i.e.,inverselyproportionalto
packettimetransmission.
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Intheuplinkcelularchannel,ﬂowsarescheduledfolowingRoundRobin(RR).
Each ,theeNBusesSC-FDMAtoscheduleusersoveritsbandwidth,tryingtoassign
thesamenumberofRBstoeachuser.Incasethisisnotpossible,inthefolowing ,
theeNBschedulesﬁrsttheuserswhichquotaofpreviouslyassignedRBsisthesmaler.
TheRRschedulertakesintoconsiderationthateachrelaynodeistransmitingthetrafﬁcof
severalotherusers.Hence,eachﬂow,independentlyfromthefactthatitarivesdirectlyto
theeNBorviatherelaynode,receivesitsownfairshare.
Atthedatacenter,ﬂowsaredecodedinparalel.Computationalpower,alsointhis
case,issharedequalyamongﬂows.
Pleasenotethattheschedulingalgorithmsusedatthediferentresourcesreactautomaticaly
toﬂowswhicharenotsaturated. Whenaﬂowdoesnothavetheamountoftrafﬁctoﬁlits
fairshare,indeed,theexceedingquotaofresourcesissharedamongthebackloggedﬂows.This
isimportantbecause,atconvergence,thewindowofpacketsofeachﬂowispositionedatthe
corespondingbotlenecks,whiletherestoftheresourceswilbeseeingasarivalsonlythetrafﬁc
thatthebotlenecksareabletoserve,i.e.,lessthanthefairshare.
9.5.1. PerformanceEvaluation
Inthefolowing,weevaluatebysimulationstheachievedperformancesoftheproposedmulti-
resourcesharingmechanismoverarealisticscenario.
Assimulationset-up,wechooseagaintheLondonscenariopresentedinSection8.3.The
scenarioisheterogeneous,withsmalandmacrocels(seeFig.8.2formoredetails).Usersare
atachedtotheeNBsdependingonthepowersensedindownlinkfromthebasestations,butthey
altransmitinuplinkwiththesamepower( ).BoththeWiFibandwidthandthecelular
bandwidthare MHz,whilethepathlossmodelisagaintheonedescribedin[111].Groups
canbeformedonlyamongusersfaratmost meterstoeachothers. Weanalyzethesystemin
aperiodwheretheusersdonotmoveandwheretheSNRsensedattheeNBsandattherelay
nodesisﬁxed.Intheperiodanalyzed,therefore,alsogroupsdonotchangeandtheyaretherefore
aninputofourproblem.Giventheassumptionsproposed,therequirementsofeachﬂowremain
constantovertime,anditispossibletocomputetherequirementmatrix .
Inthissectionweaimatshowingtwodiferentresults.First,weshowtheperformanceofa
C-RANwhichimplementsthesameschedulerspresentedinSection9.5ateachresource,without
thewindowcontrolalgorithm.Second,weshowtheperformanceofoursharingalgorithmcom-
paredtoanidealproportionalfairmechanism.Foreachsimulation,weretrievetherequirement
matrix andweobtainviaoptimizationthesetofthroughputs whichmaximize ,
respectingthecapacityconstraints.
WebuiltasimulatorinMATLABwhichsimulatestheMACof forthegroups,
theRRresourceschedulingofLongTermEvolution(LTE)andtheparalelexecutionofthe
tasksinthedatacenter.Inthesimulator,wheneverapacketisservedatthedatacenter,anew
9.5C-RANMulti-resourceSharing 153
packetisalowedtobetransmitedatthesourceoftheservedﬂow.Inthesimulator: the
SNRsensedattherelaynodedictatesthenumberofbitsHztransmitedovertheWiFigroups.
ThemappingSNR/channelqualityisperformedfolowing[116]; theSNRsensedattheeNB
dictatesthenumberofbitssymboltransmitedovertheuplinkchannel.ThemappingSNRMCS
isperformedfolowing[58]; theSNRsensedattheeNBalsodictateshowdifﬁcultitis
decondingthereceivedtransmission.Thenumberofbitsiterationforthecodingisgivenby[8].
Interestingly,theuserswithlargerequirementsforthewirelesslink,i.e.,theuserswithlow
SNR,typicalyhaveasmalrequirementatthedatacenter,sincetheirtransmissionscaryfew
informationbits. Onthecontrary,theuserswithverygoodchannelquality,i.e.,withsmal
wirelessrequirements,presentverylargerequirementsatthedatacenter.Whenﬂowshavemixed
characteristics,multi-resourcesharingbecomesfundamentaltoinferend-to-endfairness.
InFig.9.4,weshowtheLondonscenarioresultswhentheusersinthesystemare users.
AsinChapter8,weevaluatethesystemunderthreediferentconditions: PeakHours,during
lunchtime,wherethe oftheusersisoutsidethebuildings, BusinessHours,during
morningandafternoon,wherethe oftheusersisoutsidethebuildings,NightHours,with
only oftheusersoutside[114].Alsointhesesimulations,onlytheusersoutsidethebuilding
arealowedtoformstaticgroups.Inthiswaywecanalsofactorintheuplinkcasetheefectsof
D2D,sincediferentsimulationspresentdiferentdensitiesofgroupspresence. Weevaluatethe
performanceoftheC-RANintermsofaggregatethroughputandutility( ).
WeﬁrstcomparetheperformanceofBMFobtainedthroughsimulationsandusingthebacklog
evolutionattheﬂuidlimitwhichweexplainedinSection9.2.AsitispossibletoseefromFig.9.4,
theﬂuidlimitmodelingdepictsquiteaccuratelythebehavioroftherealsystem,sinceaggregate
throughputandutilityareverycloseinbothcases.Furthermore,evenifthecasesunderanalysis
aremuchlargerthan resources,althesimulationsperformedconvergetoaparticularbacklog
state,whichisBMF.
ThenwecomparetheperformanceofBMFwithasystemimplementingthefairschedulersat
theresources,butnotthewindowcontrolmechanism. Wenamesuchasolution“UDPLegacy”.
ItisclearfromFig.9.4thattheuseofawindowcontrolisfundamentaltoimprovetheperfor-
manceofC-RANs,bothintermsofaggregatethroughputandintermsofutility,sinceitavoids
unnecessarywasteofresourcesbytheﬂowswhicharebotleneckedsomewhereelseinthenet-
work.
Finaly,wecomparetheresultswewouldachieveifwewereabletoperformperfectpro-
portionalfairness.Inadistributedenvironment,implementingproportionalfairnessiscomputa-
tionalyexpensive,sinceinformationaboutbacklogsshouldbeexchangedamongresources[9].
Nevertheless,proportionalfairnessrepresentsavalidbenchmarktoseehowfarBMFperforms
fromtheoptimum.AsitispossibletoseefromFig.9.4,BMFisclosetotheoptimumbothin
termsofaggregatethroughputandutility.
Alinal,BMFprovestobeadistributedalgorithmwhichcanbeimplementedveryeasily
withstate-of-the-artprotocolsandapproximatesquiteclosely,eveninarealisticscenario,theop-
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Figure9.4:C-RANperformanceunderdiferentmechanisms
timalproportionalfairnessalgorithm.BMFisanaturalextensionoftheoptimizationtechniques
presentedinthisthesis,sinceitappliesonestepfurtherthanthelastwirelesslink.
9.6. ProofofLemmas3and5
ThefolowingisusedintheproofsofLemmas3–5.
Lemma6.Inequality(9.4)implies .
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Proof.Sincetheharmonicmeanofasetofnumbersisalwayssmalerthanthearithmeticmean,
Thus,
andthelemmafolowssincethe arealpositive.
Lemma3–aSufﬁcientCondition
Proof.When ,thedenominatorin(9.6)iszeroandtheconditionreads
sincetherighthandsidemustbenegative. Withthisinterpretationweprovethat(9.6)isa
sufﬁcientconditionforﬂow tobebackloggedfor .Since byLemma
6,sufﬁciencyisenoughtoprovetheﬁrststatement.
Weonlyneedtoconsiderevolutionsfromvalid(i.e.,persistent)systemstateswitheachﬂow
backloggedatatleastoneresource.Ifalﬂowsareinitialybackloggedonlyatresource1andthis
isapersistentstate,convergencehasalreadyoccured.Ifalﬂowswereinitialybackloggedonly
atresource2wewouldhave and .Thisyieldsacombinedconsumption
ofresource1, ,thatisgreaterthan1(byLemma6)provingthatthisstateisinfact
impossible,i.e.,notpersistent.
Whenbothresourceshaveatleastonebackloggedﬂow,thefairshares and arewel-
deﬁnedandcharacterizethesystemstate.Ifﬂow isbackloggedat1butnotat2,wemusthave
, and yielding .Ifﬂowisbackloggedatboth
resourceswiththequeueat1increasing,wehave , and again
yielding .Similarly,forﬂowsthatarenotbackloggedat1orhaveadecreasing
queue,wemusthave .
Thevalueoftheratio partitionsﬂowsintotwocategories.Theﬁrstdenoted consists
ofﬂowssuchthat .Theseﬂowsarebackloggedonlyat1orhaveanincreasing
resource1queue.Thesecondcategory comprisestheremainderandthesearebacklogged
onlyat2orhaveadecreasingqueueat1.Thestatementofthelemmaistrueifﬂow belongsto
category ineveryvalidstate.
Toestablishthesufﬁcientcondition,ﬁrstsupposeﬂow isnotincategory forsomevalid
statesince .Noﬂowotherthanﬂows1to canthenbein sincewewould
require and .Let bethesetofﬂowsbackloggedonly
at2and itscardinality.Thefairshares and thensatisfy
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Solvingweﬁnd,
Therighthandsideismaximizedwhen consistsofﬂows to foraparticularvalueof .
Thesearetheﬂowswiththesmalestvaluesof .Toseethissupposethemaximizing
insteadincludesﬂow butnot with ;replacing by wouldincrease
contradictingtheinitialassumption.Thus,
Notethat and,forthepositivityof and ,wealsorequire,
(9.16)
(9.17)
Itistruethat and wouldalsobepositiveiftheinequalityinboth(9.16)and(9.17)were
inverted.Weshowthatthisisimpossiblefor .Write
Forthisexpressiontobenegativeitisclearlynecessarythatthesmalestterminthesumbe
negative,i.e., .
Similarly,writing
wededucethattheexpressioncanonlybenegativeifthesmalestterminthesumisnegative,
i.e.,if . Giventheorderingoftheﬂowsfolowing(9.5),thiscondition
isincompatiblewiththepreviousonecompletingtheproofthat(9.16)and(9.17)areindeed
necessaryconditionsonthevalueof .
Let
sothat maximizes overstatessatisfyingtheaboveinequalities.Wenowshowthat
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isactualytheonlypossibilitybysuccessivelyconsideringalpossiblevaluesof .
i) and .
If maximizes wehave or
(9.18)
wherethedenominatorsarebothpositiveintheassumedrange.Cross-multiplyingandsimplify-
ing,weﬁnd,
If,asassumed, forsomevalidstate,thencertainly
implying . As and areintegers,thisinequalityisincom-
patiblewiththeassumption . Weconcludefromthiscontradictionthat cannotinfact
beintheconsideredrange.
i) and .
Weagainhave(9.18)butthedenominatorontheleftispositivewhiletheoneontherightis
negative.Cross-multiplyingthereforeinvertstheinequalityandwededuce,
(9.19)
Let and sothat .
Wecanwrite
As ispositiveintheconsideredrange,theinequalityyields
Ontheotherhand, isnegativesothattheinequalityisinvertedondivisiongiving,
(9.20)
Wecanalsowrite,
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From(9.19)and ,wehave and,therefore,
Thiscontradicts(9.20)proving,therefore,that cannotbeintheconsideredrange.
ii) .
Firstconsider .Inthestatewherealﬂowsarebackloggedonlyatresource2,wewouldhave
andacombinedﬂowintoresource1of .However,thelaterexpressionis
greaterthan1byLemma6provingthatthisstateisimpossible.Flow1mustthereforebelongto
.
For ,inorderfortheinitialassumptiontobesatisﬁedwerequire for
somestate.Thisisclearlynotsatisﬁedif .Inotherwords,asufﬁcient
conditionforﬂow isindeed(9.6).
Lemma5-ConvergencetoBMF
Proof.WeknowfromLemma3thatthebacklogofﬂow1alwaysconvergesandfromLemma4
thatthebacklogofﬂow convergesindependentlyof if .Itremainstoconsider
stateswith and wherethesufﬁcientconditionsforconvergenceare(9.6)and(9.7),
respectively.
Let denotethenumeratorand thedenominatoroftherighthandsideof(9.6):
Itiseasilyveriﬁedthat and cannotbothbenegativeforthesamevalueof.Moreover,
thevaluesof where maybenegativearethesmalestpossible(itiseasytoseethat
for )andthevaluesof where maybenegativeare
thelargestpossible(since for ).
Thesufﬁcientcondition(9.7)thatﬂow stabilizestoaresource2backlogmaybeex-
pressed
Iftherighthandsideisnegative,theconditionistrivialysatisﬁed.Ifpositivebothnumeratorand
denominatorarepositiveandwecaninverttheinequalitytoread
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If condition(9.6)isnotsatisﬁed.Theproofiscompleteifweprovethat
,i.e.,(9.7)is
satisﬁed.
If then and mustbothbepositiveand
.Wededuce,
Now, so .Applyingthesame
argumentrepeatedlyweﬁnalydeduce .
160 Convergence to Multi-resource Fairness Under End-to-end Window Control
Chapter10
Conclusions
Inthisthesis,wehaveintroduced,fortheﬁrsttime,anovelanalyticalapproachto(in-band
underlayandout-band)D2DsystemsbasedonaCPSmodel.ACPSisaqueueingmodelwhichis
abletocapturetheintertwinednatureofuserperformanceinaD2D-assistedcelularnetwork.In
aCPS,indeed,serviceratesaredeterminedbythesetofqueuesservingtrafﬁc.Inthesameway,
theperformanceofusersinaD2D-assistedcelularnetworkisdeterminedbytheinterference
generatedbythesetoftransmitersscheduledonthesameresources(in-bandunderlay)orbythe
numberofuserscompetingontheMACofWiFi(out-band).
Unfortunately,analyzingaCPSisasdifﬁcultasanalyzingaD2D-assistedcelularnetwork.
WeproposethereforeanovelapproachtoCPSqueuingsystems,basedonworstcaseanalysis,
whichscalestoagenericnumberofnodesandwhichenablecharacterizingthemainperformance
featuresof(in-bandunderlayandout-band)D2Dsystemsunderanygivenoperationalcondition,
i.e.,alsowhensaturationdoesnothold.Interestingly,themodelingofD2Dsystemsenablesalso
theoptimizationofnetworkoperation.LeaveragingtheCoupledProcessorSystem(CPS)mod-
eling,weproposeasimpleratelimitingtechniquewhichperformproportionalfairnessamong
in-bandunderlayandout-bandD2Dtransmiters.
WhenD2Disalsousedforrelaypurposesandnotonlyasasimplecommunicationlink
amonguserswithcontenttoexchange,wehaveproposedaframeworktocomputethroughput,
airtimeandpowerconsumptionofmobileterminalsinaD2D-assistedcelularnetwork. Our
modelisuniqueandaccurate,anditsnoveltyconsistsnotonlyinaccountingforthecoupling
betweencelularand resourcealocation/utilizationinuplinkanddownlinkwithD2D
relay,butalsointhemethodusedtoanalyzethe operationbyidentifyingnetworkstates.
Wehavethenformulatedanon-lineaccessselectionproblemforenergyefﬁciency.GiventheNP-
hardnessoftheproblem,wehaveproposedMBH,anon-lineheuristicthatlargelyoutperforms
existingassociationpolicieswhileprovidingenhancedlevelsoffairness(intermsofthroughputs
ofterminalsandenergyefﬁciencyofrelaynodes).Ournumericalresultsdemonstratethatenergy
efﬁciencycanbelargelyenhanced,andthatitcanbetradedofforfairnesswhilemaintaining
highthroughputgains,thankstotheadoptionofD2D-basedrelay.
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Finally, we analyzed the performance of D2D communications when used in conjunction
with other optimization techniques. We focused on handling D2D communications when ICIC
techniques are in place. First, we have proposed TOMRAN, a control mechanism that combines
inter-cell interference coordination with intra-cellular D2D-based traffic offloading to enhance
the system spectral efficiency. We have proven that TOMRAN achieves outstanding results with
respect to ICIC and D2D solutions taken in isolation, bringing substantial gain even when out-
band D2D resource sharing limitations represent the communication bottleneck.
Encouraged by the TOMRAN performance results, in this manuscript we have analytically
characterized the performance of a cellular network with ABSF and mm-waves D2D. In such
kind of cellular network, throughput, transmission efficiency, fairness and ICIC can be addressed
simultaneously by means of ABSF thanks to the adoption of ultra-high speed D2D relay tech-
niques such as the ones based on WiGig. Our analysis shows that ABSF alone is not able to
guarantee high average throughputs to all users, although it guarantees cleaner and more efficient
channel transmissions. However, we have shown that ABSF can be used to tune fairness stochas-
tically. We have leveraged the analysis carried out in the manuscript to define two proportional
fairness optimization problems aiming to assign optimal probabilities to the occurrence of ABSF
states, respectively under asymptotic and dynamic fairness targets.
In this thesis, we also argue that optimizing only the last wireless hop in 5G networks is not
sufficient. Indeed, we show the importance of including in the analysis other resources which
are nowadays part of the RANs: backhaul and computational resources. We consider multi-
resource sharing between flows with heterogeneous resource requirements, arising in networks
with wireless links or software routers implementing virtualized network functions, as C-RANs
with D2D support. BMF is a sharing objective in this context that yields a satisfactory efficiency
fairness tradeoff. Our aim in this thesis has been to show BMF can be realized by locally imposing
fair sharing at each resource and performing end-to-end window-based flow control.
In the future, we consider the possibility of applying the theoretical results achieved in this
thesis also to different scenarios than D2D networks. CPS and multi-resource sharing, indeed, are
concepts which go beyond cellular networks. The proposed models can be applied, as we said,
to a large number of D2D transmission modes, but also to multiprocessor systems, to problems
of resource allocation in data centers and, in general, to all those systems where coupling, even
distributed over different resources, is present.
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