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1 Introduction and results
Consider the classical universal cover of the one dimensional complex torus
C∗, which gives us the exact sequence
0 −→ Z i−→ C exp−→ C∗ → 1. (1)
Model theoretically one can interprete the sequence as a structure in
various ways. The simplest algebraic structure on the sequence which bears
an interesting algebro-geometric information is the one with the additive
group structure in the middle and with the full algebraic geometry on C∗.
The latter is equivalent to treating C∗ as C \ {0} with the full field structure
on C. We call this structure a group cover of the multiplicative group of
the field.
Is the group cover of C∗ determined uniquely? We can put the question
in the following precise form:
Given an exact sequence
0 −→ Z iH−→ H ex−→ C∗ → 1 (2)
with H a torsion-free divisible abelian group and ex a group homomorphism,
is there an isomorphism σ between the groups covers (1) and (2), that is a
group-isomorphism σH : C→ H and a field automorphism σC : C→ C such
that all the arrows commute?
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0 −−−→ Z iC−−−→ C exp−−−→ C∗ −−−→ 1yi yσH yσC
0 −−−→ Z iH−−−→ H ex−−−→ C∗ −−−→ 1
This paper gives a positive answer to the question in a more general form.
Theorem 1 Let F× be the multiplicative group of an algebraically closed
field of characteristic 0, H an abelian divisible torsion free group such that
the sequence
0 −→ Z i−→ H ex−→ F× −→ 1 (3)
is exact. Then the isomorphism type of the sequence is determined by the
isomorphism type of the field F. In other words, if
0 −→ Z i′−→ H ′ ex′−→ F ′× −→ 1 (4)
is another such sequence, with a field F ′ isomorphic to F, then there is an
isomorphism σ between the sequences, which is a field isomorphism on F, a
group isomorphism on H and Z, and all the arrows commute.
It is worth reminding here that the isomorphism type of an algebraically
closed field of a given characteristic is, by Steinitz’ theorem, determined by
its transcendence degree.
The results of the paper furnish an algebraic background for the study of
a more complicated structure, a field with pseudo-exponentiation (see [Z1,
section 2] and [Z3]) which takes into account that the cover H bears field
structure as well.
The proof of Theorem 1 is a model-theoretic consequence of Theorem 2
(see the introduction below) formulated and proved in a field-theoretic lan-
guage. The formulation is rather technical but, importantly, it is an arith-
metic statement equivalent to the geometric form of Theorem 1. The equiva-
lence is due to the model-theoretical Keisler-Shelah theory of excellency. We
do not give full details for this equivalence here leaving it to the forthcoming
paper [Z4].
Theorem 1 is not trivial due to the fact that, once for a ∈ F× we fix an
h ∈ H such that ex(h) = a, we fix the whole subgroup ex(Q ·h). In particular
if, for example, F = F ′ we can not in general take σ to be identity on F.
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On the other hand, there is a version of the statement which is quite easy
to prove; this is the case when in the definitions Z is replaced by Zˆ, the com-
pletion of Z in the profinite topology. This corresponds to the well-known
SGA-construction of “the algebraic π1”. We discuss these issues and provide
detailed proofs in the last section of the paper.
The author would like to thank Neil Dummigan for a very substantial
contribution to this paper. On the initial step of the research he directed the
author to certain Galois calculations, which developed later into the proof
of the crucial Lemma 2.19, and also took part in the proof of an important
Lemma 2.1, not mentioning helpful general discussions and suggestions.
The author is very thankful to D.Pierce for carefully reading the pa-
per and suggesting many valuable improvements. Also thanks are due to
P.Voloch who provided us with a proof of a version of Corollary 1.5 over an
algebraically closed field.
In the rest of the section we introduce our main definitions and discuss
the main results on a more technical level.
Notation 1.1 For a non-torsion a ∈ C× let aQ be a (non unique) multi-
plicative subgroup of C× containing a and isomorphic to the additive group
Q of the rational numbers. We call such a subgroup a multiplicatively
divisible subgroup associated with a. (An example of such a subgroup
one gets by fixing a value for ln a and letting
aQ = {exp(q ln a) : q ∈ Q}.)
Notice that the notation aQ makes also sense when a is a root of unity, then
this is just the torsion group of the field.
We further denote
〈a1, . . . , an〉 is the multiplicative subgroup generated by a1, . . . , an ∈ C×.
µn is the group of roots of unity of power n in C
×,
µ is the group of all the roots of unity in C×.
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Remark 1.2 Notice that, for a fixed a ∈ C× as above, a choice of aQ can be
done by choosing roots a
1
m of a of powers m ∈ N in an agreeing way, which
thus form a projective system, in a natural bijection to the projective system
µml →xm µl
of subgroups of roots of unity. The projective limit of the latter can be
identified with the group Zˆ, the completion of the cyclic group Z in the
profinite topology. Thus any choice of aQ corresponds to a point in Zˆ.
When aQ is given, a
1
m will stand for the unique root of a of power m in
aQ.
For P a subfield of C and X1, . . . , Xn ⊆ C we let P (X1, . . . , Xn) be the
subfield generated by X1, . . . , Xn over P.
We say that {b1, . . . , bl} ⊆ C× multiplicatively independent if, for
integer n1, . . . , nl
bn11 · · · · · bnll = 1 if and only if n1 = · · · = nl = 0.
Definition 1.3 Given some subgroups bQ1 , . . . , b
Q
l of C
× a subfield F ⊆ C
and some positive integer m, we will say that the group elements b
1
m
1 ∈
bQ1 , . . . , b
1
m
l ∈ bQl determine the isomorphism type of bQ1 , · · · ·, bQl over F
if, for any subgroups cQ1 , . . . , c
Q
l of C
×, any field isomorphism
φm : F (b
1
m
1 , . . . , b
1
m
l )→ F (c
1
m
1 , . . . , c
1
m
l ),
b
1
m
i 7→ c
1
m
i
over F extends to a field isomorphism
φ∞ : F (b
Q
1 , . . . , b
Q
l )→ F (cQ1 , . . . , cQl )
bQi 7→ cQi .
Theorem 2 Let P ⊆ C be a finitely generated extension of Q and L1, . . . , Ln
algebraically closed subfields of the algebraic closure of P, n ≥ 0. Let a1, . . . , ar ∈
P×, b1, . . . , bl ∈ C× and aQ1 , . . . , aQr , bQ1 , . . . , bQl are multiplicatively divisible
subgroups associated with the elements. Suppose that b1, . . . bl are multiplica-
tively independent over 〈a1, . . . , ar〉 · L×1 · · · · · L×n .
Then there is an m ∈ N such that b
1
m
1 , . . . , b
1
m
l determine the isomorphism
type of bQ1 , . . . , b
Q
l over the field Pˆ = P (L1, . . . , Ln, µ, a
Q
1 , . . . , a
Q
r ).
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Remark 1.4 µ is needed in the definition of Pˆ only in case n = 0.
Theorem 2 has the following
Corollary 1.5 Let W
1
n be the locus of (the minimal algebraic variety con-
taining)
〈
b
1
n
1 , . . . , b
1
n
l
〉
over Pˆ . Then for some m, for each d, the algebraic
set
{(x1, . . . , xℓ) : (xd1, . . . , xdℓ ) ∈ W 1/m}
is irreducible over Pˆ and is precisely W 1/dm.
The proof of Theorem 1 in case F is countable follows directly from
Theorem 2, with n = 0, by the standard back-and-forth construction of
the isomorphism. For this we only need to notice that if a partial linear
isomorphism σH : H → H ′ maps a Q-subspace generated by linearly inde-
pendent h1, . . . , hr ∈ H to the subspace generated by linearly independent
h′1, . . . , h
′
r ∈ H ′, with a1 = ex(h1), . . . , ar = ex(hr) and σF : ai → a′i = ex(h′i)
a Galois isomorphism, then we can extend σ to any new h. Indeed, let
ex(h) = b, and choose m as in Theorem 2 and b
1
m = ex( h
m
). Then extend
the field-isomorphism σF by defining b
′
1
m = σF (b
1
m ) and h′ ∈ H ′ so that
b′
1
m = ex(h
′
m
), and finally put σH(h) = h
′.
The case of cardinality ℵ1 can be done applying the case n = 1 of The-
orem 2 by using one more standard model-theoretic trick. As we want to
extend an isomorphism between two countable sequences (3) one transcen-
dence degree up ℵ1 times, we need to be able to extend σ0 = (σH0 , σF0) for
countable H0 and F0 as above to (H,F ) with F = ex(H) an algebraically
closed field of transcendence degree one over F0, say
F = aclF0(b0) = F0(b0, . . . , bi, . . . ).
We extend σ0 by induction to σi = (σHi , σFi) with Fi containing b0, . . . , bi−1
and Hi containing h0, . . . , hi−1, such that ex(h0) = b0, . . . , ex(hi−1) = bi−1.
Since b0 is transcendental over F0 any choice of b
′
0 ∈ F ′ and h′0 ∈ H ′ with
ex(h′0) = b
′
0 will do for σH1(h0) and σF1(b0).
For step i > 1 let L be the algebraically closed subfield of F0 of finite
transcendence degree of the form F0 ∩ acl(b0, . . . , bi). Then, since F0 and
acl(b0, . . . , bi) are linearly disjoint over L (see [L], Ch.VIII) any Galois auto-
morphism of L(bQ0 , . . . , b
Q
i ) over L can be extended to a Galois automorphism
of F0(b
Q
0 , . . . , b
Q
i ) over F0. In particular, if the isomorphism type of b
Q
0 , . . . , b
Q
i
5
over L is determined by b
1
m
0 , . . . , b
1
m
i then the same is true over F0. Since such
anm is given by case n = 1 of Theorem 2, we can proceed as above extending
the isomorphism.
Surprisingly, this does not easily generalise to arbitrary cardinalities. So,
the passage from the countable to the general case goes via a direct applica-
tion of the main result of [Z2], a special case of Shelah’s excellency theory
[Sh], which gives very general conditions for an isomorphism between un-
countable structures to exist.
It would be useful to remark that the linear disjointness argument used
above corresponds to the general notion of splitting, a part of the theory of
excellency.
It is highly desirable in view of the discussion of other pseudo-analytic
structures in [Z1]:
- to generalise Theorem 2 to fields of arbitrary characteristics;
- to prove a version of Theorem 1 for the sequences of the form
0 −→ ker i−→ H ex−→ A(F ) −→ 0, (5)
where A(F ) is the group of F -points of an abelian variety A of dimension
d with the field of definition F0 ⊆ F, F an algebraically closed field, H
an abelian torsion free group, ker an abelian group of rank 2d, and the
isomorphism σ on A(F ) is induced by an isomorphism of the field F fixing
F0.
2 Proof of the main theorem
Notice first that the above definition can be equivalently given as follows:
b
1
m
1 ∈ bQ1 , . . . , b
1
m
l ∈ bQl determine the isomorphism type of bQ1 · · · · · bQl over
F iff, given subgroups of the form cQ1 · · · · · cQl and a field isomorphism φm
over F such that φm(b
1
m
i ) = c
1
m
i , we can for any d ∈ N extend φm to a field
isomorphism
φdm : F (b
1
dm
1 , . . . , b
1
dm
l )→ F (c
1
dm
1 , . . . , c
1
dm
l )
taking b
1
dm
i to c
1
dm
i .
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Indeed, though the latter formulation is formally weaker, it allows us to
define
φ∞ =
⋃
d∈N
φdm.
We prove Theorem 2 through the following series of lemmas. Without
loss of generality we assume that Lj ∩ P contains a transcendence basis of
Lj for each j = 1, . . . , n, that is Lj is algebraic over its subfield Lj ∩ P.
Lemma 2.1 The multiplicative group of the field P is isomorphic to a direct
product A · C of a free abelian group A and the group C = P× ∩ µ.
The multiplicative group of the field P (L), for L an algebraically closed
field, is isomorphic to a direct product A · C of a free abelian group A and
the group C = L×.
Proof Let first P be a finite (algebraic) extension of Q. Then by the theory
of fractional ideals (see [He]), letting U be the group of units of the ring
of integers of P, the quotient-group P×/U is a subgroup of the group of
fractional ideals, which is a free abelian group generated by the prime ideals.
Hence P×/U is free too. By Dirichlet’s Unit Theorem, U = C · U ′ where C
is the torsion subgroup of U and U ′ a finitely generated free abelian group.
Hence P×/C is free. It follows that P× = A · C for some free A.
The multiplicative group of P (L), for P a finitely generated extension
of Q, is the multiplicative group of a field which is of finite transcendence
degree over the algebraically closed field L. Such a field can be viewed as the
field of rational functions of an algebraic variety over L. According to the
normalization theorem ([H], I, ex.3.17), we can assume the variety normal.
On a normal variety the concept of Weil divisor ([H], II.6) makes sense, and
the divisors of functions (the principal divisors) form a subgroup of the free
abelian group of all Weil divisors on the variety. So P (L)×/U, where U is the
subgroup of functions with trivial divisors, which is the group L× of constant
functions, is isomorphic to a subgroup A of a free abelian group, and thus is
free itself.
In the case that P is a finitely generated extension of Q we can view P
as the function field of an algebraic variety, over some finite extension of Q.
We can again assume the variety normal over the algebraic closure of Q, by
the normalisation theorem. As the normalization procedure uses only finitely
many coefficients, so rather than going to the algebraic closure of Q, some
sufficiently large finite extension will do. So let the new P be the function
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field of the variety over this sufficiently large finite extension K of Q. As
above the group of principal Weil divisors P×/K×, is a free abelian group,
say A′. But K×, the multiplicative group of a finite extension of Q, is iso-
morphic to A′′ · C, A′′ free, by the above proved. By the theory of abelian
groups we thus have P× = A′ ·A′′ ·C, with A = A′ ·A′′ free and the products
direct. 
Recall that a subgroup B of an abelian group is called pure if whenever
the equation xn = b for a b ∈ B and n ≥ 1 has a solution in A, it has a
solution in B.
Definition 2.2 A tuple {a1, . . . , ak} of elements of P× will be called sim-
ple in P if {a1, . . . , ak} is multiplicatively independent and the subgroup
〈a1, . . . , ak〉 is pure in P×.
Remark 2.3 In case P = Q any tuple of distinct primes is simple.
Lemma 2.4 Let {a1, . . . , ar} be a multiplicatively independent tuple in P
and C = P ∩ µ. Then the following conditions are equivalent:
(i) {a1, . . . , ar} can be extended to a basis of a free subgroup A such that
A · C = P×.
(ii) 〈a1, . . . , ar〉 is a direct summand of P×.
(iii) the image of {a1, . . . , ar} in the quotient-group P×/C can be extended
to a basis of the free abelian group P×/C.
(iv) {a1, . . . , ar} is simple.
Proof Let P× = A · C and A a free abelian subgroup of P×. This induces
the projection pr : P× → A with kernel C.
Suppose now P× = 〈a1, . . . , ar〉 · B, direct. Then pr is a monomorphism
on 〈a1, . . . , ar〉 and pr(A) = A is a direct product of gp(pr(a1), . . . , pr(ar))
and pr(B). Choose now a subset S ⊆ pr(B) freely generating pr(B) and
T ⊆ pr−1(S) such that pr(T ) = S and pr−1(s) ∩ T consists of one element
for any s ∈ S. Then T generates a free subgroup 〈T 〉 such that 〈T 〉 · C = B
and so T completes {a1, . . . , ar} to a set of free generators. This proves that
(ii) ⇒ (i).
(i) ⇒ (iii) by definition, and (iii) ⇒ (iv) is obvious.
Also if (iii) holds, let U be a basis of P×/C extending the image of
{a1, . . . , ar} and T ⊆ P× a set of representatives of elements of U, containing
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{a1, . . . , ar}. It is easy to see that T generates a free group complementary
to C. This proves that (iii) ⇒ (i).
Suppose that (iv) holds. Consider a basis U of free generators of A. Let
u1, . . . , un be distinct elements of U such that {a1, . . . , ar} ⊆ 〈u1, . . . , ur〉 .
By Corollary 28.3 in [F], under the assumptions that gp{a1, . . . , ar} is a pure
subgroup of a finitely generated abelian group, it is a direct summand of the
group. I.e.
〈u1, . . . , un〉 = 〈a1, . . . , ar〉 ·B
for some subgroup B of 〈u1, . . . , un〉 . Since the latter is free, B is free too
and thus {a1, . . . , ar} can be extended to a basis of 〈u1, . . . , un〉 . Adding to
the basis U \ {u1, . . . , un} we get a basis of A. Thus (iv) ⇒ (iii).
Finally, notice that (ii) ⇒ (iii) is obvious. 
Lemma 2.5 Let {a1, . . . , ar, ar+1} be simple in Pr+1 = P (a1, . . . , ar+1). Then
a1, . . . , ar is simple in Pr = P (a1, . . . , ar).
Proof Indeed, if, for b ∈ 〈a1, . . . , ar〉 , the equation xn = b has a solution in
P (a1, . . . , ar), it has one in P (a1, . . . , ar, ar+1), and hence it has a solution in
the free group 〈a1, . . . , ar, ar+1〉 . It follows that the equation has a solution
in 〈a1, . . . , ar〉 .
Definition 2.6 Given a number k > 1, a non-zero a ∈ P is said to be
k-simple if a /∈ µ and for any b ∈ P, ǫ ∈ µ and an integer d
ad = bk · ǫ implies k|d.
Remark 2.7 Obviously, every simple a ∈ P is k-simple. On the other hand,
e.g. in Q, 52 is 3-simple but not 2-simple.
Lemma 2.8 Let a ∈ P and k > 1, an integer. Then the following three
conditions are equivalent
(i) a is k-simple;
(ii) given a divisor m > 1 of k there is no α ∈ P and a root of unity ǫ
such that a = αmǫ;
(iii) given a divisor m > 1 of k the image of a in the quotient-group
P×/C (C = P ∩ µ) has no roots of power m.
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Proof (i) ⇔ (iii) since the group P×/C is torsion-free.
(i) ⇒ (ii) is obvious. To prove the converse suppose the negation of (i)
holds, i.e. ad = bkǫ for some b ∈ P, ǫ ∈ C, (k, d) = s < k, m = k/s and
d is minimal for all choices of b, ǫ and k. Then by minimality s = 1 and
1 = ku+ dv for some integers u and v. Thus
a = advaku = bkvakuǫ′ = (aubv)kǫ′
for some ǫ′ ∈ C. Hence, letting α = (aubv) we get the negation of (ii). 
Let from now on q be a prime number.
Lemma 2.9 Let ǫ be a root of unity of order q. Suppose a ∈ P is q-simple
in P. Then a is q-simple in P (ǫ).
Proof Suppose
a = αqζ
for some α, ζ ∈ P (ǫ) and ζM = 1 for some integer M. Then
aM = αqM .
The orbit of α under the Galois group (P (ǫ) : P ) consists of d = deg(α/P ) ≤
(P (ǫ) : P ) ≤ q−1 elements of the form αξ, for ξ ∈ µqM . Hence the norm has
the form
NP (α) = α
dξ′ = b ∈ P
for some ξ′ ∈ µqM . Thus ad = bqξ′′ for some ξ′′ ∈ µqM . This contradicts
q-simplicity. 
Lemma 2.10 If a is q-simple in P and ı =
√−1 ∈ P then a is q-simple in
P (ζ), where ζ is a root of unity of order qt, t ≥ 1.
Proof By Lemma 2.9 the statement holds for t = 1. Suppose it holds for
t = t0 and fails for t = t0 + 1. We may then assume that ζ0, a primitive root
of unity of order qt0 , is in P.
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Let ζ be a primitive root of unity of order qt, ζq = ζ0, and we may assume
that ζ /∈ P. By [L], VI,Thm 6.2, polynomial xq−ζ0 is irreducible over P, thus
|P (ζ) : P | = q
By assumptions and Lemma 2.8 there is α ∈ P (ζ) \ P and ǫ ∈ µ such that
a = αqǫ. (6)
Of course, ǫ ∈ P (ζ).
If (m, q) = 1 then am is q-simple in P as well, so by raising the equation
(6) to power m we may w.l.o.g. assume that the multiplicative order of ǫ is
of the form qr for some non-negative integer r ≤ t0 + 1. Hence ǫq ∈ P and
αq
2
= aq ∈ P.
Then, by [L], VI,Thm 6.2 again, deg(α/P ) divides |P (ζ) : P |, hence
deg(α/P ) = q.
Let σ 6= 1 be an element of the Galois group (P (ζ) : P ).
Since α ∈ P (ζ), there are unique c0, . . . cq−1 ∈ P such that
α =
∑
0≤i<q−1
ciζ
i.
and, since ζq = ζ0 ∈ P,
σ(ζ) = ζ · ǫ,
for some ǫ, a primitive root of unity of order q, which is in P.
Thus,
σ(ζ i) = ζ iǫi
and
σ(α) =
∑
0≤i<q
ciǫ
iζ i.
On the other hand
σ(α) = αξ, for some ξ, ξq
2
= 1. (7)
If σ(ξ) = ξ then ξ ∈ P and
σ(α) =
∑
0≤i<q
ciξζ
i.
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Hence for all i
ciǫ
i = ciξ,
which means ci = 0 for all but one i = m,
α = cmζ
m
and
a = bqζmq, where b ∈ P,
which contradicts the assumption of q-simplicity, and we are done in this
case.
So we assume that ξ is a root of order q2, not in P.
By definitions σ(ξ) = ξl for some 1 < l < q2 such that (l, q) = 1.
By induction on k the condition (7) extends to
σk(α) = ξ1+l+···+l
k−1
.
Since σ is of order q we have σq(α) = α and thus
1 + l + · · ·+ lq−1 ≡ 0(mod q2). (8)
But
1 + l + · · ·+ lq−1 = l
q − 1
l − 1
and hence
lq ≡ 1(mod q) and l ≡ 1(mod q).
It follows l = q + 1 and lk ≡ kq + 1(mod q2), for k = 0, . . . , q − 1, thus
1 + l + · · ·+ lq−1 ≡ q(1 + q − 1
2
)(mod q2).
Comparing with (8) we see that only q = 2 is possible. But in this case
ξ = ı ∈ P, the contradiction. 
From now on we assume that ı ∈ P.
Let P0 be a maximal purely transcendental extension of Q in P, and ϕ
the Euler function.
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Lemma 2.11 If a is q-simple in P but not qw-simple in P (ξ) for some root
of unity ξ and a positive integer w, then ϕ(qw) divides |P : P0|.
Proof First consider the case when ξ is a primitive root of unity of order p,
some p ∈ N, (p, q) = 1.
Suppose
αq
w
= aǫm, (9)
ǫ is a primitive root of unity of order qw, α ∈ P (ξ), and m ∈ N.
By [L], VI,Thm 6.2, polynomial xq
w − a is irreducible over P, thus
deg(α/P ) = qw
and for any ǫ, a root of unity of order qw, there is σ in the Galois group of
the normal extension (P (ξ) : P ) such that
σ(α) = αǫ.
It follows that a primitive root of unity of order qw, denote it ǫ, belongs to
P (ξ).
Now we compare the degrees of some Galois extensions:
|P (ǫξ) : P0| = |P (ǫξ) : P | · |P : P0|,
|P (ǫξ) : P0| = |P (ǫξ) : P0(ǫξ)| · |P0(ǫξ) : P0|.
But |P (ǫξ) : P0(ǫξ)| = d1 is a divisor of |P : P0| ([L], VI, Thm 1.12) and
|P0(ǫξ) : P0| = ϕ(qw) · ϕ(p).
Hence
|P (ǫξ) : P | = |P : P0|−1 · d1 · ϕ(qw) · ϕ(p).
Analogously we get
|P (ξ) : P | = |P : P0|−1 · d2 · ϕ(p)
for some divisor d2 of |P : P0|.
So, under the condition ǫ ∈ P (ξ), we obtain
d1 · ϕ(qw) = d2,
which implies that ϕ(qw) divides |P : P0|.
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In the general case assume α ∈ P (ǫξ) and (9) holds. Let β ∈ P (ξ) satisfy
the equation
βq
u
= aǫn
for maximal possible integer u and some integer n. Then ϕ(qu) divides |P : P0|
by the above proved, and β is q-simple in P (ξ). By Lemma 2.10 β is q-simple
in P (ξ, ǫ), which implies u ≥ w and ϕ(qw) divides |P : P0|. 
Corollary 2.12 If a is simple in P then there is a positive integer N de-
pending on P such that a
1
N ∈ P (ξ), for some root of unity ξ, and a 1N is
simple in P (ξ′) for any root of unity ξ′ such that P (ξ) ⊆ P (ξ′).
Proof Let N be the maximal positive integer with the property that ϕ(N)
divides |P : P0| and a 1N ∈ P (ξ) for some ξ.
Such an integer exists because the first part of the condition is satisfied
by at most finitely many integers.
If there is M and ξ′ such that
(a
1
N )
1
M ∈ P (ξ′),
then, by Lemma 2.11, ϕ(N · M) divides |P : P0|. By the choice of N,
N ·M ≤ N, hence M = 1.
Lemma 2.13 Let A be a free abelian subgroup of rank r of a torsion free
group A′. Suppose there is a natural number N such that aN ∈ A for any
a ∈ A′. Then A′ is a free abelian group of rank r.
Proof By assumptions group A′/A is periodic, of a bounded exponent.
Proposition 18.3 of [F] states under these conditions that A′ is a direct prod-
uct of cyclic groups, in our case all the cyclic groups are infinite, i.e. the
group is free. The rank of A′ must be r too, because any b1, . . . , bs ∈ A′ with
s > r must be multiplicatively dependent, since bN1 , . . . b
N
s are dependent el-
ements in A. 
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Lemma 2.14 Let a1, . . . , ar be a simple tuple in P and A the subgroup of
P× generated by a1, . . . , ar. Let P¯ = P (µ), the extension of P by all the roots
of unity, and A# be the pure hull of A in P¯×, i.e. the group of the elements
b ∈ P¯× such that bn ∈ A for some n.
Then A′ = A#/A# ∩ µ is a free abelian group of rank r.
Proof By assumptions A can be naturally identified with A/A ∩ µ and is
a free abelian group of rank r. By Corollary 2.12, given b ∈ A# the least
positive integer N such that bN ∈ A · µ is bounded by |P : P0|. Thus A′/A is
periodic of bounded exponent. It follows that A and A′ satisfy the assump-
tions of Lemma 2.13. Thus A′ is free abelian of rank r.
Let from now on P¯ = P (µ), the extension of P by all the roots of unity.
It follows from Lemma 2.14
Corollary 2.15 For any multiplicatively independent tuple {a1, . . . , ar} ⊆
P× there is a tuple
{a′1, . . . , a′r} ⊆ P¯× ∩ aQ1 · · · · · aQr
such that {a′1, . . . , a′r} is simple in the field P¯ .
The following statements 2.16 - 2.19 make sense in the case n 6= 0.
Lemma 2.16 Given a field K containing all roots of unity, suppose {a1, . . . , ar} ⊆
K× is simple in K and b1, . . . , br in an extension of K generate a subgroup
〈b1, . . . , br〉 containing 〈a1, . . . , ar〉 .
Then {b1, . . . , br} is simple in K(b1, . . . , br).
Proof It follows from assumptions that (〈b1, . . . , br〉 : 〈a1, . . . , ar〉) is finite,
hence there is an m such that bm1 , . . . , b
m
r ∈ 〈a1, . . . , ar〉 .
Claim. Suppose b ∈ 〈b1, . . . , br〉 has a root β ∈ K(b1, . . . , br) of power l.
Then b has a root of power l in 〈b1, . . . , br〉 .
Indeed, there is a positive integerM ≤ ml such that βM ∈ K and bMi ∈ K,
all i. By [L], VI, Theorem 8.1 (Kummer’s Theory)
(K(β, b1, . . . , br) : K) = (〈β, b1, . . . , br〉 ·KM : KM),
15
KM is the M-powers subgroup of K×.
On the other hand K(β, b1, . . . , br) = K(b1, . . . , br) and
(K(b1, . . . , br) : K) = (〈b1, . . . , br〉 ·KM : KM).
It follows β ∈ 〈b1, . . . , br〉 ·KM . Hence b = βl = cl ·pl for some c ∈ 〈b1, . . . , br〉
and p ∈ KM . But bm, cm are in 〈a1, . . . , ar〉 and bm · c−lm ∈ 〈a1, . . . , ar〉
has a root p of power lm in K. Since {a1, . . . , ar} is simple in K, we get that
p ∈ 〈a1, . . . , ar〉 and thus β is equal, up to a root of unity, to c·p ∈ 〈b1, . . . , br〉 .
This proves the claim.
The Lemma now follows directly from the claim. 
Lemma 2.17 Suppose {a1, . . . , ar} ⊆ P× are multiplicatively independent
over L×1 · · · · · L×n . Then there are a′1, . . . , a′r ∈ P (L1, . . . , Ln) which are free
generators of the group aQ1 · · · · · aQr ∩P (a′1, . . . , a′r, Li) for any i ∈ {1, . . . , n}.
Proof Suppose, for 0 ≤ k < n, we found a′1, . . . , a′r ⊆ P (L1, . . . , Ln) which
are free generators of the group aQ1 · · · · · aQr ∩ P (a′1, . . . , a′r, Lj) for any j ∈
{1, . . . , k}. Since aQ1 · · · · · aQr = a′1Q · · · · · a′rQ, we may assume a′i = ai ∈ P,
i = 1, . . . , r. By Lemma 2.1, aQ1 · · · · · aQr ∩ P (a1, . . . , ar, Lk+1) is free, so let
a′1, . . . , a
′
r be its free generators.
By Lemma 2.16 {a′1, . . . , a′r} is simple in P (a′1, . . . , a′r, Lj) for j ≤ k and
the same holds by the choice for j = k + 1. The lemma follows now by in-
duction on k. 
Proposition 2.18 Given {a1, . . . , ar} ⊆ P¯ multiplicatively independent over
P¯∩L×1 ·· · ··L×n , there are {a′1, . . . , a′r} ⊆ P¯ (L1, . . . , Ln) simple in P¯ (L1, . . . , Ln),
such that a1, . . . , ar ∈ 〈a′1, . . . , a′r〉 .
Proof By Lemma 2.17 we can find {a′1, . . . , a′n} simple in P¯ (a′1, . . . , a′r, Lj)
for each j ∈ {1, . . . , n}. We may assume a′i = ai ∈ P¯ , all i, and are going to
prove that {a1, . . . , ar} is simple in P (Li) for each i ∈ {1, . . . , n}.
Since L1, . . . , Ln are countable fields, we can represent
P (L1, . . . , Ln) = P¯ (L1, . . . , Ln) =
⋃
i∈N
P (i),
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where P (0) = P¯ and P (i+1) = P (i)(λi) for some λi ∈ L1 ∪ · · · ∪Ln. Moreover,
letting L
(i)
j = Lj ∩ P (i), we may assume that either L(i+1)j = L(i)j , or L(i+1)j =
L
(i)
j (λi) and (L
(i+1)
j : L
(i)
j ) is a normal extension with simple Galois group,
that is with no intermediate normal extensions. In the second case, since
λi ∈ acl(L(i)j ) and L(i)j is algebraically closed in P (i), by Lemma 4.10 of
[L], VIII, we have linear disjointness and an isomorphism of Galois groups
(L
(i+1)
j : L
(i)
j ) and (P
(i+1) : P (i)).
To prove the proposition it is enough to check that if an element a ∈ P¯
is simple in P (i)(Lj), all j, it is simple in P
(i+1)(Lj) all j.
Suppose towards a contradiction that a is not simple in P (i+1)(Lj). That
is there is a root α of a of some order m > 1 in P (i+1)(Lj). Choosing m
minimal, we have that α generates a cyclic (hence normal) extension of P (i)
of order m. Since (P (i+1) : P (i)) has no intermediate normal extensions, it
must be cyclic generated by α, so (L
(i+1)
j : L
(i)
j ) is cyclic of order m as well.
Hence, we may assume λi = λ is a root of order m of an element b ∈ L(i)j .
Consider a unique representation
λ = p0 + p1α+ · · ·+ pm−1αm−1,
with p0, . . . , pm−1 ∈ P (i).
Let σ be an automorphism of (P (i+1) : P (i)) which sends α to αξ, for ξ a
primitive root of 1 of order m. Then
σ(λ) = p0 + p1αξ + · · ·+ pm−1αm−1ξm−1
and at the same time
σ(λ) = λξk = p0ξ
k + p1αξ
k + · · ·+ pm−1αm−1ξk
for some k.
Comparing the two expressions we get that all but one pi’s is zero and
λ = pkα
k, in fact k coprime with m. Thus α = p−1k λ
m′ for some m′ and so
α ∈ P (i) · Lj , proving that a is not simple in P (i)(Lj). The contradiction.
Lemma 2.19 Let R ⊆ C be a field containing a primitive root of unity of
order n, {a1, . . . , ar} ⊆ R be simple in R and α1, . . . , αr ∈ C, αni = ai for
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1 ≤ i ≤ r. Then the Galois group (R(α1, . . . , αr) : R) is isomorphic to Zrn, the
rth Cartesian power of cyclic group of order n. That is any other collection
(α′1, . . . , α
′
r) of roots of (a1, . . . , ar) of order n is conjugated to (α1, . . . , αr)
by an automorphism over R.
Proof Let R×
n
be the n-powers subgroup of R×. Since {a1, . . . , ar} is simple,
we have the group isomomorphism
〈a1, . . . , ar〉 / 〈a1, . . . , ar〉 ∩ R×n ∼= Zrn.
On the other hand, by Kummer’s theory (Theorem 8.1 of [L], Ch.VI)
(R(α1, . . . , αr) : R) ∼= 〈a1, . . . , ar〉 / 〈a1, . . . , ar〉 ∩R×n.

Proof of the theorem.
Let C = µ·L×1 ·· · ··Ln.Wemay assume that {a1, . . . , ar} is multiplicatively
independent over C. Let
A = µ · 〈a1, . . . , ar, b1, . . . , bl〉 ∩ P (b1, . . . , bl).
Since A/A ∩ C is a free group of rank r + l, by Proposition 2.18 there is
{a′1, . . . , a′r, b′1, . . . , b′l} ⊆ aQ1 ·· · ··aQr ·bQ1 ·· · ··bQl simple in P¯ (a′1, . . . , a′r, b′1, . . . , b′l).
We preserve this property with any choice of free generators of the group
〈a′1, . . . , a′r, b′1, . . . , b′l〉 , in particular we may assume
{a′1, . . . , a′r} ⊆ aQ1 · · · · · aQr .
By Lemma 2.19 (b′1, . . . , b
′
l) determines the type of (b
′
1
Q, . . . , b′l
Q) over
P¯ (a′1
Q, . . . , a′r
Q, L1, . . . , Ln).
Obviously, b′1, . . . , b
′
l are in the subgroup generated by b
1
m
1 , . . . , b
1
m
l , µ and
aQ1 · · · · · aQr , for some integer m, and thus (b
1
m
1 , . . . , b
1
m
l ) determines the type
of (b1
Q, . . . , bl
Q) over P¯ (a′1
Q, . . . , a′r
Q, L1, . . . , Ln). 
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3 Theorem 1
As was mentioned in the first section of the paper, the proof of Theorem 1
from Theorem 2 is based on a rather general model theoretic construction.
First, let us represent a sequence of the form (3) as a one sorted structure
H. The domain of H will be H, the only basic operation is +, the group
operation, and the basic relations on H are: a binary equivalence relation E,
with interpretation
E(h1, h2) iff ex(h1) = ex(h2),
and a ternary relation S with the interpretation
S(h1, h2, h3) iff ex(h1) + ex(h2) = ex(h3).
So, each equivalence class hE with a representative h ∈ H corresponds
to a non-zero element ex(h) of F. The multiplication in F corresponds to the
group operation + on H, and we also have S to speak about addition in F.
In particular, the equivalence class corresponding to the unit 1 of F, which
is just the kernel of ex, is definable in H.
The appropriate formal logical language to consider the structures is
Lω1,ω, the language with countable conjunctions and finite number of vari-
ables studied in [K].
Lemma 3.1 There is an Lω1,ω-sentence Σ such that any model H of Σ rep-
resents a sequence (3) with some algebraically closed field F and conversely,
any H corresponding to a sequence of the form (3) is a model of Σ.
Proof Σ should say that:
(i) (H,+) is a divisible torsion free abelian group;
(ii) H/E, with regards to the operations coming from + and S, can be
identified as F \ {0} for some algebraically closed field F of characteristic
zero;
and
(iii) ∃x0 ∈ ker , ∀x ∈ ker (
∨
z∈Z
x = zx0),
where ker stands for the kernel of the homomorphism ex. 
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We also can define a closure operator cl on the domain H of a model H
of Σ by letting for X ⊆ H
cl(X) = ex−1(acl(ex(X))),
where acl is the algebraic closure operator in the sense of the field structure
on F = ex(H) ∪ {0}.
Lemma 3.2 For any model H of Σ and X ⊆ H :
(i) cl(X) is countable for X finite;
(ii)
cl(Y ) =
⋃
X⊆Y, X finite
cl(X);
(iii) X → cl(X) is a monotone idempotent operator;
(iv) cl satisfies the exchange principle:
z ∈ cl(X ∪ {y}) \ cl(X)⇒ y ∈ cl(X ∪ {z});
(v) cl(X) with the induced relations is a model of Σ.
Proof Follows immediately from the properties of acl.
Definition 3.3 Let H,H′ be models of Σ and G their common subset. A
(partial) mapping ϕ : H→ H′ is called a G-monomorphism, if it preserves
quantifier-free formulas with parameters from G, that is for any such formula
Φ(v1, . . . , vn) and elements h1, . . . , hn ∈ H
H |= Φ(h1, . . . , hn) iff H′ |= Φ(ϕ(h1), . . . , ϕ(hn)).
Remark 3.4 The G-monomorphism type of a linearly independent tuple
(x1, . . . , xl) inH is determined by the algebraic type of (ex(q1x1), . . . , ex(qlxl))
for all rational numbers q1, . . . , ql. In other words, letting y
q
i = ex(qxi), we
want to know the field theoretic isomorphism type of (yQ1 , . . . , y
Q
l ).
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Lemma 3.5 Models of Σ are ω-homogeneous over a model. That is,
given H and H′ models of Σ and a common submodel G ⊆ H, G ⊆ H′ the
following holds:
(i) Suppose X0 ⊆ H, X ′0 ⊆ H ′ are finite subsets of models H and H′
correspondingly, and there is a G-monomorphism ϕ0 : X0 → X ′0. Suppose
also X ⊆ H and X ′ ⊆ H ′ are cl-independent over X0 ∪ G and X ′0 ∪ G,
correspondingly. Then any bijection ϕ : X0X → X ′0X ′ extending ϕ0 is a
G-monomorphism.
(ii) If a partial ϕ : H→ H′ is a G-monomorphism, Dom ϕ = X, with X
finite, then for any y ∈ H there is a G-monomorphism ϕ′ extending ϕ with
Dom ϕ′ = X ∪ {y}.
(iii) if ϕ : X ∪ {y} → X ′ ∪ {y′} is a G-monomorphism, then
y ∈ cl(X) iff y′ ∈ cl(X ′).
Proof (i) is obvious if one remembers that the cl-independence of X over X0
means that ex(X) is algebraically independent over ex(X0) in the field F.
(ii) follows directly from Theorem 2 (see also Corollary 1.5), when one
takes ex(G) = L = L1 = · · · = Ln, algebraically closed subfield of F, X to
be {a1, . . . , ar} and y = b1, l = 1.
(iii) is obvious.
Lemma 3.6 Given a countable submodels G1, . . . , Gn ⊆ H and h1, . . . , hl ∈
cl(G1 ∪ · · · ∪ Gn), the locus of (h1, . . . , hl) over G1 ∪ · · · ∪ Gn is finitely
determined, i.e. there is a finite subset A ⊆ G1 ∪ · · · ∪ Gn, such that any
ϕ : {h1, . . . , hl} → H which is an A-monomorphism is also a (G1∪· · ·∪Gn)-
monomorphism.
Proof Let Li = ex(Gi), i = 1, . . . , n, b
q
j = ex(qhj), for j = 1, . . . , l, q ∈ Q.
We may assume that h1, . . . , hl are Q-linearly independent over the vector
subspace G1 + · · · + Gn, which implies the multiplicative independence of
b1, . . . , bl over L
×
1 · · · · · L×n .
Apply Theorem 2 with the above notation assuming r = 0. Since the type
of (h1, . . . , hl) over G1 ∪ · · · ∪Gn is determined by the field-theoretic type of
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(b
1
m
1 , . . . , b
1
m
l ), for some m, only finitely many parameters from G1 ∪ · · · ∪Gn
are needed to fix the type. 
In [Z2] we call an Lω1,ω-definable class quasi-minimal excellent if it
satisfies the statements of Lemmas 3.2-3.6.
Proof of Theorem 1. The main Theorem 2 of [Z2] immediately implies
that, if the class of models of a Σ is quasi-minimal excellent, then, given
an uncountable cardinality, a model of Σ of this cardinality is unique, up to
isomorphism. This yields the proof of Theorem 1. 
Remark 3.7 The unique model of Σ of cardinality ω1 is not homogeneous.
So we can not apply Keisler’s theory of categoricity and stability (see [K]) to
this sentence. In fact, Σ provides a natural example for the negative answers
to Open Question in [K], pp. 100-101. Earlier an artificial counterexample
to the questions was published in [M].
Indeed, consider a transcendental a ∈ F× and h ∈ H such that ex(h) = a.
Let for every n ∈ N
an = ex(
1
n
h) + 1 and ex(hn) = an.
Let X = {hn : n ∈ N}, Xi = {hn : n ≤ i} and
p = tp(h/X).
Notice that a, a1, . . . , an are multiplicatively independent over Q
×, since a is
transcendental. Then any subtype pi = tp(h/Xi) is, by Theorem 2, atomic
and actually defined by the minimal polynomial for a
1
m = ex( h
m
), for some
m, over Q(ex(spanQXi)) which is also an Lω1,ω-complete formula. This also
implies that any two roots of a
1
m of any power k > 0 are indiscernible over
Xi. But they are discernible over Xmk, being elements of Q(ex(spanQXmk)).
Hence pi is not complete over X, hence p is not atomic. It follows that,
given any countable fragment L′ of Lω1,ω, there is a countable model H0 of
Σ containing an L′-equivalent copy X ′ of X and omitting type p′, which cor-
responds to p. By ω1-categoricity H0 is embeddable in H, and p
′ is omitted
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in H as well, since any realisation h′ of p′ satisfies ex(h′) ∈ acl(ex(X)) ⊆ H0
and hence h′ ∈ H0.
The last observation contrasts with the case of a cover with compact
kernel, that is the case when the kernel of ex is assumed to be Ẑ, the closure
of Z in the profinite topology, corresponding to the sequence of the form
0→ Ẑ→iH H →exH F× → 1. (10)
Proposition 3.8 If in an exact sequence of groups
0→ Ẑ→iG G→exG F× → 1 (11)
G is a divisible torsion-free abelian group, then there is a group isomorphism
σ : H → G
such that exH = exG ◦ σ.
Proof Let h ∈ H and g ∈ G satisfy exH(h) = exG(g) = a for some a ∈ F×.
Claim. There is a unique ν ∈ ker exG such that
exH(
h
n
) = exG(
g + ν
n
) for all n ≥ 1.
Indeed, let
bn = exH(
h
n
)exG(
g
n
)−1 and βn ∈ G such that exG(βn
n
) = bn, for each n ≥ 1.
Obviously,
βn ∈ ker exG and βnm − βn
n
∈ ker exG.
We may identify the additive group ker exG with the group Ẑ and look for ν
as a solution of the system of equations mod n for z ∈ Ẑ
z ≡ βn mod nẐ, n ∈ N. (12)
The system is finitely satisfiable, for to find a solution for n1, . . . , nk, it is
enough to solve one equation
z ≡ βm mod mẐ
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for m = n1 · · · · · nk.
The defining property of Ẑ is that any finitely satisfiable system of the
form (12) has a unique solution (see [F], Ch.VII). This proves the claim.
By the Claim to every h ∈ H we can assign unique g with the property
exH(
h
n
) = exG(
g
n
) for all n ≥ 1.
Letting σ(h) we have exH = exG ◦ σ and also, by uniqueness, σ(h1 + h2) =
σ(h1) + σ(h2). 
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