The isoperimetric problem for log-concave product measures in ‫ޒ‬ n equipped with the uniform distance is considered. Necessary and sufficient conditions under which standard half-spaces are extremal are presented.
Introduction.
Let be a probability measure on the real line ‫.ޒ‬ Consider the value 1.1 r Ž n. p s inf n A q hD ,
Ž . Ž . Ž .
h n n n w x n where s = иии = is the product measure in ‫ޒ‬ , D s y1, 1 is the n n-dimensional cube in ‫ޒ‬ n and the infimum is then over all Borel-measurable n n Ž . sets A ; ‫ޒ‬ of measure A G p; 0 -p -1, h ) 0.
We are searching for necessary and sufficent conditions under which the Ž . Ä n 4 infimum in 1. 1 is attained at the half-spaces A s x g ‫ޒ‬ : x F c of 1 Ž measure p, for all p and h the half-spaces of this form will be called . standard . In these notes, we give such conditions in the case where is log-concave.
There exists the following probabilistic consequence of the above property. If , . . . , are independent random variables on some probability space 
Ž .
where m и denotes quantile of order p of a random variable. For h -0, the p Ž . converse inequality should be written in 1.2 . In other words, the deviations of M from its quantiles are not larger than those of the original random variable ; this is also equivalent to existence of a Lipschitz function from 1 
‫ޒ‬ to ‫ޒ‬ such that M and are identically distributed. 1 
In terms of the isoperimetric problem, property 1.2 can be equivalently Ž . expressed as follows: 1.1 attains a minimum at the standard half-spaces within the class of all convex subsets of ‫ޒ‬ n . We will prove, however, that the last implies the extremal property of these half-spaces within the class of all Borel-measurable subsets of ‫ޒ‬ n . Moreover, in order to obtain such an extremal property with respect to the supremum distance, we will prove that it Ž . Ž only suffices to assume that 1.2 is fulfilled for two random variables in the . Ä 4 case n G 2 : M s y and M s max , . 1 1 2
In the case where is a Gaussian measure on the real line, the half-spaces w x Ž . possess a much more intrinsic property 6, 4 ; they are extremal in 1 Ž . a strong property when n G 2 characterizes Gaussian measures in the class w x of all probability distributions . Talagrand 7 considered an enlargement of sets A which is, in a certain sense, even smaller than the Euclidean h-neighborhood of A. An inequality he proved for the two-sided exponential distribution does not express any extremal property but states a rather strong variant of the so-called concentration-of-measure phenomenon. In-Ž w x w x. equalities e.g., as in 1 and 2 for the uniform enlargement defined by the supremum distance state the weakest variant of this phenomenon.
Ž . ŽŽ x. Denote by F the distribution function of the measure : F x s yϱ, x , x g ‫.ޒ‬ By definition, is log-concave if it has a density f such that the Ž . Ž . function log f is concave on the interval a , b , where
Ž .
F F
In general, yϱ F a -b F qϱ. Necessarily, f is continuous and positive on
In this paper, we present the following statement on log-concave measures. Ž . Often, it is not easy to check 1.3 . We will give the following weaker Ž . condition: the function log frF is concave. For the standard Gaussian w Ž . measure, the last property i.e., the second derivative of log frF is never 
Description of the proof.
For the reader's convenience, we first note several steps which will be performed to prove Theorem 1.1. The first step is to solve the one-dimensional isoperimetric problem. A special case where Ž . Ž < <. w x has density f x s exp y x r2, x g ‫,ޒ‬ has been studied in 7 . In Section 3 we will prove by similar methods the following statements. 
When the measure is symmetric around its median, the expression 2.1 is simplified: 
Ž . Therefore, in order to prove the necessity of b and c in Theorem 1.1, it Ž . suffices to establish the following lemma see Section 4 . To prove the sufficiency part in Theorem 1.1, we will show the following in Section 5.
Ž .
Ž . Ž . LEMMA 2. 4 . Properties a and c imply 2.4 .
Ž . We will also show Lemma 5.2 why c may be replaced in this lemma by the assumption of log-concavity of frF.
To complete the proof of Theorem 1.1, the problem now is how to derive the Ž n.
Ž . identity r s R from 2.4 and property a . For this purpose, we use a h h w x Ž statement from 1 Theorems 1.1 and 1.2, which are formulated here to-. gether for the space X s ‫ޒ‬ with the canonical enlargement .
Let be a probability Borel measure on ‫.ޒ‬ For any n G 1,
h n n Ž . where the infimum is over all Borel-measurable A ; ‫ޒ‬ of measure A G Ž . n n p, and where y1, 1 is the open cube in ‫ޒ‬ . Clearly, for absolutely continuous probability distributions,
THEOREM 2.5 1 . Suppose that the function ᑬ is concave and increasing
where S p s 1 y R 1 y p . In particular, ᑬ s ᑬ if and only if the func-
Ž . tion R s ᑬ satisfies 2.5 and 2. 6 . h In this statement, the parameter h is fixed. First let us check that Theorem 2.5 may be applied to log-concave mea-Ž . Ž . 
Ž .
Since log f is concave, we have that, whenever h ) 0, the increment 
Ž . which is equivalent to 2.4 . Consequently, Theorem 2.5 allows us to conclude that then the standard half-spaces are extremal for . Recall that and are 1 2 independent random variables with common log-concave law . Inequality 3. One-dimensional isoperimetric problem for log-concave measures. First, we explain why it suffices to prove Proposition 2.1 under the following additional assumption: 
ous decreasing function. 
n n n n n n Ž . Taking the limit in 3.2 , we obtain 
Ž . By assumption 3.1 , the increment u x q h y u x of the function u x s Ž Ž .. ylog f x represents an increasing function of x g ‫.ޒ‬ Therefore, for each
. is continuous and increasing on yϱ, F 1 y p . Consequently, one of the following occurs: 
Applying such a procedure to any of the middle intervals ⌬ , 1 -i -n, i n G 3, we obtain a new interval ⌬ X of measure p and a new set A s D⌬ X , 
A s n y 1; that is, A consists of n y 1 intervals. One can continue this 1 1 process and construct A , . . . , A . The last set will consist of two intervals.
ny2
Again, applying the above procedure to these two intervals, we obtain a set of w x w x w x B of the following three types: B s yϱ, a ; B s b, qϱ ; B s yϱ, a j w
In all the cases, B s A and B F A , since 3.5 was used at each step. To exclude the sets of the third type, it remains to apply the second part of Lemma 3.1. I REMARK 3. 3 . In order to prove Proposition 2.1, log-concavity was used in Lemma 3.1. Nevertheless, the statement holds for some other distributions, too. In particular, the reasoning in the proof of this lemma can be applied to an arbitrary distribution F which is concentrated on an interval where F has a monotonic density. 
Ž . For h s 0, 3.6 turns into an equality, and we obtain the inequality for Ž .
ing p with 1 y p, we get a converse inequality. Thus, for all p g 0, 1 ,
. However, this means that m is the median of F, and F is symmetric around m. The proof is complete. I 4. Necessity.
For h s 0, 4.1 turns into an equality, and h Ž . we obtain the inequality for derivatives of both parts of 4.1 at h s 0: 
Step 1. Assume that inequality 5.1 is strict for all p, q. The family R , h g ‫,ޒ‬ forms a one-parameter group of increasing bijec- 
The first two expansions give Step 1. Indeed,
T T T
therefore, 
Thus, F satisfies the assumption of Step 1, and one may conclude that, for
. For example, one may set where A q 1 y B s a q 1 y b: a g A, b g B , and where # denotes the inner measure. A full description of log-concave measures was given w x by Borell 3 . In the case E s ‫,ޒ‬ and if is not a unit mass ␦ at some point x x g ‫,ޒ‬ the above definition is reduced to that mentioned in Section 1: has a Ž . Ž density f such that the function log f is concave on ‫ޒ‬ as a function with w .. values in yϱ, qϱ .
In this section, we give other equivalent definitions of log-concavity for measures on the real line. Let be a nonatomic probability measure with c has a continuous, positive density f on a, b , and, moreover, Since h ) 0 is arbitrary and since, by the Lebesgue theorem, F is differentiable at almost all x g ‫,ޒ‬ the value of x q h can be arbitrary; so we conclude Ž .
