Abstract: Patient reported outcome measures (PROMs) are increasingly being used in research to explore experiences of cancer survivors. Techniques to predict symptoms, with the aim of providing triage care, rely on the ability to analyse trends in symptoms or quality of life and at present are limited. The secondary analysis in this study uses a statistical method involving the application of autoregression (AR) to PROMs in order to predict symptom intensity following radiotherapy, and to explore its feasibility as an analytical tool. The technique is demonstrated using an existing dataset of 94 prostate cancer patients who completed a validated battery of PROMs over time. In addition the relationship between symptoms was investigated and symptom clusters were identified to determine their value in assisting predictive modeling. Three symptom clusters, namely urinary, gastrointestinal and emotional were identified. The study indicates that incorporating symptom clustering into predictive modeling helps to identify the most informative predictor variables. The analysis also showed that the degree of rise of symptom intensity during radiotherapy has the ability to predict later radiotherapy-related symptoms. The method was most successful for the prediction of urinary and gastrointestinal symptoms. Quantitative or qualitative prediction was possible on different symptoms. The application of this technique to predict radiotherapy outcomes could lead to increased use of PROMs within clinical practice. This in turn would contribute to improvements in both patient care after radiotherapy and also strategies to prevent side effects. In order to further evaluate the predictive ability of the approach, the analysis of a larger dataset with a longer follow up was identified as the next step.
INTRODUCTION
Cancer is increasingly being viewed as a chronic disease with the number of patients surviving for 10 years having doubled over the last 40 years [1] . Traditional cancer services have attempted to adapt to this change with innovative models of surveillance, shared care and remote support being provided to manage the increased volume of patients [2] , but to date little has been done to predict or pre-empt postradiotherapy symptoms. Furthermore, combined therapies and longer survival have an impact on the prevalence of late effects. This is evidenced in increased healthcare needs reported in the UK [3, 4] . However, to detect and meet these needs, tailored healthcare approaches are required to match service models to individuals' predicted risk [5, 6] . Looking at symptoms from the patients' perspective is critical to understanding the consequences of cancer treatment and the impact of late effects on people's lives [7, 8] .
To this end, patient reported outcome measures *Address correspondence to this author at the School of Health Sciences, Faculty of Health and Medical Sciences, University of Surrey, Guildford GU2 7XH, UK; Tel: +44(0)1483 689384; Fax: +44(0)1483 300803; E-mail: a.lemanska@surrey.ac.uk (PROMs) have become an important tool to reflect the quality of health care from the patient perspective.
Although PROMs are clearly an area of healthcare policy interest [9] , there is no evidence based guidance on the inclusion of PROMs in clinical practice or in research. PROMs have been proposed as a predictor of survival for cancer patients [10] and identified as an essential requirement of clinical trials and research [11] . We propose, that through careful analysis, PROMs can be used to predict radiotherapy side effects, which could lead to improvements in symptom management in cancer survivors. One obstacle to the extensive use of PROMs in clinical practice is the lack of consistency in current methods and published guidelines [12] . There is a need for evaluation of PROMs based methods to improve their reliability and validity [13] , as well as a need for standardization [14] . One area of PROMs that has not received much attention is that of the change in symptoms over time and by investigating these trends we intend to improve the potential of PROMs for clinicians. Two analytical approaches that could be particularly useful to evaluate PROMs are predictive modelling and symptom clustering.
A feasibility study involving the prediction of postradiotherapy symptoms using an autoregression (AR) technique was the primary objective in this paper. The focus is methodological and the main purpose was to investigate and present the application of AR for the prediction of PROMs. In addition the effect of symptom clustering was also explored to assist predictive modelling. Symptom clusters have been well defined in cancer populations and methods of how these are measured have been critiqued [15, 16] . In fact patients rarely exhibit symptoms in isolation [17] , and although research has traditionally focused on individual symptoms, more recent studies have shown that complex relationships occur between multiple patient health-related outcomes [18] . It has been observed that two or more symptoms can have a catalytic effect on one another [19, 20] . The occurrence of specific symptom clusters can have a profound and direct effect on patient outcomes, resulting in reduced healthrelated quality of life (HRQOL) [21] . Conversely, treating symptoms in isolation may not necessarily improve HRQOL or enable the prediction of patient outcomes [22] . Multiple symptoms are common in over 40% of patients [23] and those patients who report a higher number of symptoms often have poorer quality of life and poorer long term survival [24] . At present the identification of clusters does not necessarily aid intervention and change practice [25] .
In contrast to the significant interest in symptom clusters, little has been done to predict patient healthrelated outcomes into the future. The majority of literature concerned with the prediction of patient outcomes focuses on the prediction of overall survival, in particular with regard to cancer survival [26, 27] . This may be partly due to the lack of understanding of the factors that can lead to late complications [28] or those that affect HRQOL over time [29] . Therefore, the primary objective of this study was to explore the feasibility of predicting patient reported symptoms after radiotherapy. We present here a new application of AR for this purpose. We propose here that the method may enable the prediction of later health-related outcomes on the basis of early outcomes. We explored the feasibility of the method to predict post-radiotherapy symptoms from PROMs recorded during treatment. The intensity of symptoms experienced by patients changes over time during radiotherapy, and the aim was to use this change when analyzing the data from radiotherapy in order to predict post-radiotherapy health-related outcomes. The ability to accurately predict patient outcomes is important because it offers great potential to evaluate PROMs in clinical practice and can lead to improved development of PROMs. Few previous studies have been able to identify factors that affect HRQOL over time [29] . This paper explores how the analysis of time profiles from PROMs and the use of symptom clusters can be used to assist and target the predictive modeling of later health-related outcomes.
MATERIALS AND METHODS

Dataset
This study was based around a secondary analysis of an already existing and previously published dataset [30] . Ethical approval for the secondary data analysis was gained from the local NHS Caldecott Guardian. The dataset for the original study was collected from 115 men who were diagnosed with prostate cancer (n=94) and bladder cancer (n=21), and subsequently underwent radical radiotherapy. However, only prostate cancer patients were included in this study in order to preserve the homogeneity of the dataset. The participants were aged from 51 to 80 years old. The radiotherapy treatment was computerised tomography planned and delivered to the prostate gland on a daily basis, using 2 Gy fractions to give a total dose of 64-74 Gy. The dataset and treatment techniques were described in detail in a previous paper [30] . This is a small dataset, however it was selected for this study to serve as an exemplar for the purpose of presenting this new approach, because it had the particular advantage of frequent collection of PROMs during radiotherapy, making it ideal for the development of AR predictive models. The success of this technique requires serial measurements in PROMS for prediction, and in many other datasets it is difficult to correlate acute and late toxicity in any detail, as toxicity is often measured pre and post treatment and looking only at change over large time intervals.
Measures
Two well validated tools were utilised for the collection of PROMs. These were the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire -Core 30 (EORTC QLQ-C30) [31] and Memorial Symptom Assessment Scale (MSAS) [32, 33] . EORTC QLQ-C30 is a general tool used to assess global components of health and overall HRQOL and it was used here to explore patients' psychological reaction to the illness and treatment. The EORTC QLQ-C30 emotional functioning domain that consist of four symptoms was included in the analysis. MSAS that had been previously redesigned and validated [34] was used in the dataset to measure 10 symptoms specific to pelvic radiotherapy.
MSAS provides multidimensional information about symptoms, where each symptom is assessed in terms of frequency, severity and distress of symptom occurrence. Although these three dimensions are usually highly correlated, some studies have demonstrated that the multidimensional assessment broadens the acquired information about the impact of symptoms [32] , giving rise to a more detailed understanding of the symptoms. Prior to analysis, the three dimensions were averaged for each symptom to obtain one composite score (referred to in this paper as symptom intensity), which would reflect the level of symptom burden.
Both MSAS and EORTC QLQ-C30 capture a detailed response when given several categories to a question by using the Likert scale [35] . However, because the aim of the dataset was to capture changes in symptoms over time, a continuous visual analogue scale (VAS) from 0 to 100 [36] was applied during the data collection with MSAS. Participants were asked to mark their responses to the questions about the symptoms on a 100mm line, with a higher score representing a higher intensity. This method gave a more sensitive monitoring approach in comparison to the Likert scale [37, 38] . Symptom assessment was performed on a weekly basis during the six weeks of radiotherapy, and then every six weeks after radiotherapy until the 18th week, when the study ended. EORTC QLQ-C30 assessment was performed three times, in weeks 1 (the beginning of radiotherapy), 6 (the end of radiotherapy) and 18 (the end of the study) and it was aligned with the MSAS data using linear interpolation to create one comprehensive dataset. Table 1 summarises the symptoms included in the study according to the represented disorder and the corresponding PROMs tools. In total, 10 symptoms were monitored with MSAS. They were complemented by four symptoms representing the emotional functioning scale from EORTC QLQ-C30. Incorporating both MSAS and EORTC QLQ-C30 facilitated the analysis and understanding of the interactions between the physical symptoms and psychological measures.
Statistical Analysis and Prediction
Data Pre-Processing
Data handling was performed using Matlab version 7.14.0.739 (R2012a) with in-house developed codes. The original data were pre-processed to address the irregular collection times (when data were not collected exactly at the specified weeks) and missing values (when some symptoms were not recorded). The time irregularity was corrected using linear interpolation, and the missing data, apart from dropouts [39] , were imputed using the expectation-maximization algorithm [39] . Dropouts are common problem in patient studies. There were 88, 76, 34 and 16 patients, at week 1, 6, 12 and 18 respectively, who completed both symptoms and HRQOL questionnaires. Dropouts were not imputed and only available patients were used for symptom clustering each week. In addition only the 16 patients that completed the 18 week study were included in predictive modelling.
Clustering
The identification of symptom clusters per se was not the ultimate goal of this research, but a tool to support predictive modelling. We propose that the information contained within clusters may help to identify the predictor variables without modelling the entire dataset and so making modelling more efficient. Therefore for the brevity of this paper, we do not explore or go into too much detail about the various ways of exploring symptom clusters. Rather we are interested in the contribution of how specific clusters can facilitate prediction and help to build AR models.
The Pearson correlation coefficient [40] , in the form of the Pearson correlation distance, was used to capture numerically the similarity between symptoms. It was calculated between each pair of symptom intensity variables and collected in a matrix known as the distance matrix. Principal coordinates analysis (PCO) [40] was used to analyze the relationship. Similar to principal component analysis (PCA), PCO is an exploratory technique that summarises the variance in the dataset in the form of principal components. PCO, however, uses information about the similarity or dissimilarity between the variables, instead of raw data. It can be applied directly to the distance matrix, which makes it particularly suitable for cluster analysis. To investigate clustering between the symptoms, the first two PCO components were used in order to visualise the symptom variance in the form of a two dimensional scores plots.
Autoregression
Autoregression (AR) [41, 42] is a simple and practical procedure for predictive modelling of time series data. It is used to predict the future outputs of a time series from the past values of those outputs. The linear AR model relates the predicted variable, x t , to its past values according to equation:
where t is the time index, i … I are the weights (autoregression coefficients), x t 1, , x t I are past values of the variable at time t 1, , t I, and I is the number of past time points considered in the model; e t is the term of the residual associated with the noise and μ is a constant that represents the offset. In the terminology of regression modelling, x t 1, , x t I (the variables at the right-hand side of eq. (1)) are also termed predictor variables, and the variable to be predicted, x t (the variable at the left-hand size of eq.
(1)), is called response.
Apart from using time-lagged endogenous terms ( x t 1, , x t I ), it is also possible to include some exogenous variables that are considered to be good predictors. For example, the autoregressive model with one exogenous variable (ARX) is given by
where u t i represents a time-lagged exogenous variable and i its coefficients. To determine the ARX coefficients, the partial least squares (PLS) [43] method was used because of high collinearity between the predictor variables ( x t i ' s and u t i ' s ).
The quality of model prediction can be evaluated by calculating the differences between observed and predicted values, i.e. the residuals. Root mean square error (RMSE) is a common measure that is based on the sum of squares of residuals. Another measure of prediction capability is the coefficient of determination (R 2 ), which indicates the proportion of variance within the data that have been explained by the model [44] . Both RMSE and R 2 were used in this analysis.
RESULTS
Clustering
Figure 1 presents the PCO results for four points in time (weeks 1, 6, 12 and 18), where the first two PCO components explain the majority (78%, 82%, 77% and 78%, respectively) of variance in the distance matrices. At these four time points, the three symptom disorder groups (urinary, gastrointestinal and emotional), as listed in Table 1 , can be broadly identified as clusters on the scatter plots with a few exceptions. The urinary cluster is the most distinguishable, especially in week 1 and week 12. The emotional cluster is the most distinct at the end of the treatment in week 6. The gastrointestinal cluster, which is clearly distinguished from the other symptoms especially in week 1, usually shows similar trends to the urinary symptoms. It appears in the same half of all graphs as the urinary cluster, except in week 12, according to the first principal component (comp 1). 
Prediction
Data from the initial six weeks (1 to 6) were used to predict the symptom intensity in week 18. As it was explained in the Data pre-processing section, only the 16 patients that completed the 18 week study were included in predictive modelling. The prediction accuracy was evaluated by using the leave-one-out cross-validation (LOOCV) method [45] . Without clustering, all the symptoms from these six weeks were used as predictor variables (denoted by "Pred-All"), and each symptom in week 18 was modelled individually as the response variable (denoted by "Resp-One"). The clustering results can be used in two ways: (i) the predictor variables include only the symptoms that are in the same cluster as the response variables (denoted by "Pred-Cluster"), and (ii) the response variables to be predicted include all symptoms from a cluster (denoted by "Resp-Cluster"). Therefore, four types of models were investigated: "Pred-All & Resp-One", "Pred-All & Resp-Cluster", "Pred-Cluster & Resp-One", and "PredCluster & Resp-Cluster". Simultaneous prediction of multiple symptoms in a cluster, i.e. in "Pred-All & RespCluster" and "Pred-Cluster & Resp-Cluster", was implemented by the PLS2 algorithm, which builds models for multiple response variables [43] .
The results of the four types of ARX models are presented in Table 2 in terms of R 2 and RMSE (in parentheses). A general observation is that some, but not all symptoms, can be well predicted with large R 2 and small RMSE values. In particular, Table 2 shows that without clustering ("Pred-All & Resp-One"), the value of R 2 for nocturia is greater than 0.6, indicating satisfactory prediction, (R 2 values greater than 0.6 are in bold in the table). In addition, it appears that symptom clustering is helpful to improve prediction accuracy in some cases. When clustering is used for either the predictor or the response variables, or both, four more symptoms are well predicted (urinary leak, sore anus, diarrhoea, feeling tired). In particular, using clustering for both predictor and response variables ("Pred-Cluster & Resp-Cluster") gives the most satisfactory results in terms of the capability of predicting four symptoms. However, no matter what model type is used, the prediction results for nine out of 14 symptoms are not satisfactory, and for the successful cases, it is not clear a priori what type of model (whether using clustering on predictor and/or response variables) gives the best accuracy.
Besides the raw PROMs data, it is also possible to use the slopes of the symptoms' time profiles during the first six weeks as predictor variables. The slope represents the change of symptom intensity during the course of radiotherapy and thus the patient's acute sensitivity to treatment, and it is believed to be an important factor that determines later risks for the patient [46] . Conceptually, a steep slope would indicate a higher risk of side effects [28, 47] . In addition, using slope removes the effect of baseline symptom recorded in week 1 and focuses on the change from the baseline to week 6 when acute side effects are expected to be the most pronounced. The results of predicting symptoms intensity in week 18, by using the slope as predictor variables, are given in Table 3 . Similar to the previous method where the raw PROMs data were used, four types of models were built depending on whether symptom clustering was used: "Pred-All & Resp-One", "Pred-All & Resp-Cluster", "Pred-Cluster & Resp-One", and "Pred-Cluster & Resp-Cluster" Table 3 shows that only one symptom (nocturia) can be well predicted if no clustering is used, and additional four (urinary leak, sore anus, constipation, diarrhoea) when clustering is applied at either the predictor or the response variables, or both. Symptom clustering appears to be a useful method to improve prediction accuracy; in particular using clustering at both predictor and response variables ("Pred-Cluster & Resp-Cluster"), as was observed using the raw PROMs data.
Combining the results in Tables 2 and 3 reveals that by using symptom clustering in one of the three types of models, and using either raw PROMs data or slope, it is possible to obtain acceptable prediction results (R 2 >0.6 with relatively small RMSE) for six of the 14 symptoms, including two (urinary leak and nocturia) from the urinary cluster, three (sore anus, constipation and diarrhoea) from the gastrointestinal cluster, and one (feeling tired) from the emotional cluster. However, the remaining eight symptoms appeared to be unpredictable in the dataset reported. The other challenge is that no single model type is universally superior to the others for different symptoms. This situation calls for the careful evaluation of predictive models before using them in practice (such as the use of cross-validation in this study). Figure 2 illustrates the predicted versus observed values for the two best predicted symptoms (nocturia and feeling tired) and the four quantitatively unpredictable symptoms (urinary frequency, pain passing urine, constipation, and diarrhoea), when using the "Pred-Cluster & Resp-One" model with raw PROMs data. as low as -0.14 and RMSE=14.18, that six patients experienced a high level of intensity for diarrhoea. Out of those six patients, three were predicted true positive, in a group of four patients who were predicted to experience acute diarrhoea, and three were false negative. For one patient the predicted symptom intensity was false positive, while for the remaining nine the results were true negative, and correctly predicted to experience no serious diarrhoea symptoms. In the case of urinary frequency there were only four patients with a high observed intensity for that symptom. Two of them were predicted true positive and two false negative. The remaining patients were correctly predicted as true negatives. The qualitative assessment method was characterized with an average sensitivity of 50% and specificity of over 93%.
With high specificity this method can be a valuable screening technique to identify patients that are not at risk of serious side effects. However, we can observe that with its low sensitivity, the qualitative method was not very effective in identifying patients that will develop high intensity of a symptom in the future.
DISCUSSION
In the light of current results we believe that qualitative prediction of symptom intensity could be used to inform clinical decision making. The poor performance of the model in predicting symptoms that have high intensity can be accounted for by the fact that in the current dataset only a small number of patients experienced a high observed intensity of symptoms. The performance of the method should be further investigated on other datasets containing patients that experience high intensity of a symptom, as well as patients that do not. In addition, the choice of the decision threshold between high and low symptom intensity in this model was set arbitrarily. Further research, working together with the expertise of clinicians, is required to establish this arbitrary cut-off value, and this should be done empirically, and also independently for each symptom and condition.
In this study, we endeavoured to explore the clusters present in the dataset for the purpose of prediction of post-radiotherapy health-related outcomes. As would be expected, the clusters identified follow the trends that have been defined in pelvic toxicity literature [48] , confirming the reliability of the clustering analysis approach. We investigated how the information that was gained during cluster analysis can be utilised for predictive modelling, and four types of ARX models were explored. The results suggest that clustering analysis is potentially helpful in identifying the informative and appropriate predictors and response variables. The effectiveness of symptom clustering may be because the symptoms within a cluster are highly correlated and have mechanistic relationships and therefore inform prediction. In many cases, the inclusion of clustering data gave better results than using all symptoms indiscriminately. This finding can be beneficial in studies where the dataset is large, with many symptoms to consider, as prediction can be performed with specific symptoms rather than using all data, which is a more economical approach, and has the advantage of building simpler ARX models that are easier to interpret. The clinical relevance of symptom clusters and their relationship within PROMs remains a key question for nurse researchers and merits further research in this area.
In addition to modelling the raw PROMs data, the use of slope calculated from time profiles was investigated, and both methods gave similar results. Slope is an important and direct indication of the patient's sensitivity to radiotherapy and may be preferred by clinicians because of its clear physical meaning. Finally, it should be noted that not all symptoms are well predicted as judged by the quantitative measures R 2 and RMSE. Whilst a better modelling approach and data collection procedure are likely to improve prediction results, the other possibility is to deliver qualitative prediction in terms of whether the symptom intensity is high or low.
For the purpose of this feasibility study a small, historical dataset was used, which made the new application of statistical techniques manageable. The dataset in question was particularly suitable on a number of levels for examining the concept of predictive modelling. As mentioned previously, it is the frequent collection of PROMs that makes the dataset suitable for the development of AR models. Traditional methods for evaluating PROMS look at change over time, using the baseline compared to the endpoint with ANOVA or multiple regression. This does not utilise multiple data points or capture the breadth of data or trajectory over time, and could potentially miss predictors. In addition the dataset provided the opportunity to test how effective the method was working outside optimal conditions, for example with irregular or missing data. There were however, some limitations in using this existing dataset, such as the fact that the dataset followed patients for only 18 weeks. There was also a large number of dropouts. The next step towards further validation of this approach to prediction would be to work with a more complete dataset. A PROMs dataset with a longer time series would be of benefit in predicting late side effects. The research team has secured larger datasets over a longer time frame, and there are plans in place to further test the performance of the methods presented here. However, as an initial study, this research was a valuable first step toward modelling PROMs data for use in radiotherapy. This analysis technique could have potential for wider use outside radiotherapy because symptom clusters were previously identified and linked to health related outcomes in chronic diseases such as multiple sclerosis (Motl & McAuley, 2010) .
