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In this paper we give a bijection between the partitions of n with parts congruent 
to 1 or 4 (mod 5) and the partitions of n with parts differing by at least 2. This 
bijection is obtained by a cut-and-paste procedure which starts with a partition in 
one class and ends with a partition in the other class. The whole construction is a 
combination of a bijection discovered quite early by Schur and two bijections of 
our own. A basic principle concerning pairs of involutions provides the key for 
connecting all these bijections. It appears that our methods lead to an algorithm for 
constructing bijections for other identities of Rogers-Ramanujan type such as the 
Gordon identities. 
Throughout this paper we shall use the following notation. D will denote 
the class of all partitions with parts differing by at least two. E will denote 
the class of all partitions. El, E2, E3, E4, E5 will denote respectively the 
classes of partitions with parts congruent to 1,2,3,4,0 (mod 5). We shall 
think of E as the Cartesian product 
This simply corresponds to taking an arbitrary partition and separating the 
parts according to their congruence class (mod 5). By appending a “Z” we 
shall express the condition that the parts should be distinct. For instance, EZ 
denotes the class of all partitions with distinct parts and EZ2 denotes the 
class of all partitions with distinct parts all congruent to 2 (mod 5). 
The sum of the parts of a partition TI will be noted by w(n) and referred 
to as the weight of II. The weight of a k-tuple of partitions (IT,, T&,..., IT,) is 
simply defined as the sum of the weights of the individual components. 
* This research was supported by NSF grants. 
289 
0097-3 165/8 l/060289-5 ISO2.00/0 
Copyright 0 1981 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
290 GARSIA AND MILNE 
Our goal is to establish a weight preserving bijection between the class D 
and the class El X E4. 
This will be achieved by constructing a weight preserving bijection within 
EZ x D x E which will match the subset $ x D x + to the subset 
4 x 4 x (El x E4). Here the symbol 4 x D x 4 denotes the set of all triplets 
(EZ, D, E) of EZ x D x E with EZ and E the empty partitions and D an 
arbitrary element of D. The analogous interpretation should be given to the 
symbol + x $ x (El x E4). 
We shall obtain first a weight preserving permutation A of the set 
EZ X D X E onto itself with the fundamental property: 
each cycle of A contains either no element of the sets 
0 X D X 4, + X 4 X (El X E4) or exactly one element 
of each. 
This given, to produce our desired bijection between D and El x E4, we 
interpret an element D E D simply as the triplet (4, D, 4) and then take its 
images under the successive powers of A. The fundamental property 
guarantees that exactly one of these images will be of the form ($, $, E) with 
E E El x E4. 
Since the cycles of a permutation are disjoint this algorithm produces the 
desired bijection. 
The construction of such a permutation A gives a completely 
combinatorial proof of the first Rogers-Ramanujan identity. 
The permutation A itself will be constructed as the product of two 
involutions l3 and Q both acting on the space EZ x D x E. The involution l3 
is a combination of a bijection initially given by Schur and a bijection of our 
own. Roughly speaking Schur’s bijection is closely related to the sum side of 
the Rogers-Ramanujan identity and our bijection is closely related to the 
product side. 
The involutions a and l3 are described in Sections 1, 2 and 3. The 
fundamental property of A is derived in Section 4. In this section we present 
a basic principle concerning involutions which is the key to the proof of the 
fundamental property. 
In our search for a bijection we were motivated by the principle that every 
analytic proof of a combinatorial identity contains within itself the germ of a 
bijection. Indeed the bijection we produce here stems right out of one of the 
standard proofs of the Rogers-Ramanujan identities. However, to make our 
presentation completely combinatorial we shall refrain, at least in the first 
part of the paper, from making any reference to the analytical steps that have 
inspired our combinatorial constructs. The expert will have no difficulty 
recognizing them between the lines. Nonetheless, in the fifth section of this 
paper we give a step-by-step translation of our combinatorial constructs into 
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the analytical steps that have motivated them. The beginner may find it 
illuminating to read the fifth section first. 
The developments in Section 5 can also be used as a model for the 
construction of bijections for other identities of the Rogers-Ramanujan type 
such as the Gordon identities [lo]. It appears that what we have there is 
essentially an algorithm for the construction of bijections in a wider 
combinatorial setting than that of the theory of partitions. 
Combinatorial constructs involving partitions are most easily 
communicated by drawing suitably chosen pictures. This is not the style 
most often used in the literature. The reason may be that pictorial 
description are sometimes thought to lack precision and rigor. On the other 
hand, mathematical language can be a rather imprecise medium at times. 
This is especially true when degenerate cases arise. Our presentation here, in 
Sections 1, 2 and 3, will follow the pictorial style. To add the required rigor 
and precision to our presentation we have decided to formulate all our 
bijections and constructs in the form of APL computer programs. The actual 
final bijection itself is given in Section 6 as a completely debugged APL 
program. 
To help people who may wish to write a new program or test the present 
one we have included at the end of the paper a list of matches produced by 
the bijection. The APL language is one of the easiest computer languages to 
learn and one which most closely resembles the mathematical language of 
common use, but is infinitely more precise. The reader should have no 
difficulty learning what is needed of APL here. 
We are deeply indebted to George Andrews for information and 
inspiration through all the stages of our work here. His contributions to the 
theory of partitions are immeasurable. Indeed everything we know about 
partitions we learned through his writings. We are also grateful to him for 
providing us with a wealth of information through innumerable phone calls 
and conversations. His enthusiasm and interest in this problem has helped us 
all the way. 
The idea that analysis can be used as a guide to combinatorial constructs 
has been used before of course, but was brought to attention by the beautiful 
use that was made of it by the Lotharingian school of combinatorics. 
Through the works of Schutzenberger, Foata, Viennot, Flajolet and Dumond 
one gets the impression that the whole of mathematics is an open book of 
combinatorial information. Undoubtedly we have been profoundly inspired 
by these works. 
The problem whose solution we present here was formulated by 
MacMahon [ 121 who apparently was one of the first to give the partition 
interpretation of the Rogers-Ramanujan identities. This interpretation was 
also given by Schur [ 141, who actually independently discovered the iden- 
tities themselves. 
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There is an extensive history of the Rogers-Ramanujan identities and we 
need not dwell on it further here. Excellent sources for this and related 
matters are the books of Hardy [ 1 I] and Andrews [ 1,2]. Some very 
interesting combinatorial aspects of the problem are presented in [2]. In [3] 
the reader may find a very illuminating viewpoint on how one may be led to 
conjecture the existence of such a bijection by purely combinatorial 
experimentation. 
We should also mention that a preliminary announcement of our results is 
given in [7]. 
1. THE SCHUR INVOLUTION 
To facilitate the reading of Section 6 we shall try as much as possible to 
use notation consistent with our APL programs. The lements EZ, D, E of a 
triplet (EZ, D, E) are understood to be vectors whose components are 
ordered in a weakly decreasing manner. In APL notation EZ[ 11, EZ[2],... 
denote the first, second,... components of EZ. The symbol pEZ denotes the 
number of components of EZ. Here of course, this refers to the number of 
parts of the partition EZ. With these conventions EZ[l] denotes the largest 
part of EZ and EZ[pEZ] denotes the smallest part. A triplet (EZ, D, E) is 
said to be positive or negative according as EZ has an even or an odd 
number of parts. To simplify our notation we shall use the symbol BIG to 
denote the Cartesian product EZ X D x E. The collections of positive and 
negative triplets of BIG will be denoted by BIG+ and BIG-, respectively, 
and will be referred to as the positive and negative parts of BIG. 
Given an integer Q > 1 the pair of partitions 
(a) EZ = (2Q, 2Q - l,..., Q + l), 
(b) D=(2Q- 1,2&-3 ,..., 3, 1) 
(1.1) 
will be referred to as a special Schur pair of type A and will be denoted by 
the symbol SSA(Q). 
Given an integer P > 0 the pair of partitions 
(a) EZ = (2P - 1, 2P - 2 ,..., P), 
(b) D=(2P-1,2P-3 ,..., 3,l) 
(1.2) 
will be referred to as a special Schur pair of type B and will be denoted by 
the symbol SSB(P). In case P = 0 the expressions in (1.2a and b) should be 
interpreted as the empty partitions. Thus symbolically SSB(0) = (I#,$). 
The subset of BIG consisting of the triplets of the form 
WA(Q), E) or WW’), E) 
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with E an arbitrary partition, will be denoted by the symbol SS x E and will 
be referred to as the Schur special set. The positive and negative parts of 
SS x E will be denoted by SS’ X E and SS- x E respectively. 
The bijection introduced by Schur in [ 141 (see also the d = t = 2 case of 
Gordon in [lo]) induces a permutation of BIG onto itself which we shall 
denote by SBETA. This permutation has the following properties: 
(a) SBETA operates only on the first two components of a triplet 
(EC Q E). 
(b) Its square is the identity, that is, SBETA is an involution. 
(c) The fixed points of SBETA are the elements of SS x E. (1.3) 
(d) SBETA bijectively interchanges the sets BIG+ - SS+ x E and 
BIG- - SS- x E. 
Thus schematically we can represent the situation by the diagram in Fig. 1. 
Although [IO] and [ 141 contain a full description of the Schur bijection, 
for sake of completeness and for consistency of notation, we shall give the 
definition of SBETA in full detail. 
To this end we partition BIG into three subsets T, A, B as follows. T is the 
collection of triplets (EZ, D, E), where the largest part of EZ exceeds by at 
least two the largest part of D or the largest part of D exceeds the largest 
part of EZ. A is the collection of triplets where the largest part of EZ is 
equal to one plus the largest part of D. Finally B is the collection of triplets 
where the largest parts of EZ and D are equal. In symbols 
T={(EZ,D,E):(EZ[l]>D[1]+2)V(D[l]>EZ[l]+l)}, 
A={(EZ,D,E):EZ[l]=D[l]+l}, 
B= {(EZ,D,E):EZ[l]=D[l]}. 
FIGURE 1 
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In T the definition of SBETA is immediate. If EZ [ 1 ] > D[ 1 ] + 2 we 
simply remove EZ [ 1 ] from EZ and transfer it to D. If D[ 1 ] > EZ [ 1 ] + 1 we 
remove D [ 1 ] from D and transfer it to EZ. 
It remains to define SBETA in A and B. To do this we need to associate 
three parameters P, Q and R to each triplet (EZ, D, E). P is defined simply 
as the size of the smallest part of EZ, (that is, P = EZ[ pEZ]). For Q and R 
it is best to draw a picture. Let EZ and D be given by the Ferrers diagrams 
We superimpose these diagrams on the l-staircase and the 2-staircase 
diagrams which have EZ[ I] and D[ 11, respectively, as largest parts. 
If we indicate the staircases by dots we get 
. . . . . . 
This done Q is set equal to the number of outer corners common to EZ and 
the l-staircase and R is set equal to the number of outer corners common to 
D and the 2-staircase. These corners are indicated by the arrows in the 
figure. 
Let MIN denote the minimum of P, Q and R. We partition A into Al, A2, 
A3 as follows: 
Al = {(EZ, D, E): P = MIN} n A, 
A2 = {(EZ, D, E): (Q = MIN) A (P # Q)} n A, 
A3=A-Al -A2. 
Note that A3 can also be defined by setting 
A3 = {(EZ, D, E): (R = MIN) A (Q # R) A (P # R)} n A. 
Similarly we partition B into Bl, B2, B3, where 
Bl = {(EZ, D, E): P = MIN} n B, 
B2 = {(EZ, D, E): (R = MIN) A (P # R)} n B, 
B3 = {(EZ, D, E): (Q = MIN) A (R # Q) A (P # Q)} A B. 
Observe that according to our definitions a triplet (EZ, D, E) with 
(EZ, D) = SSA(4), that is, 
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belongs to A2 for any partition E (this follows from the fact that here we 
have P = 5, Q = 4 and R = 4). More generally every triplet of the form 
(SSA(Q), E) belongs to A2. Similarly the triplets (SSB(P), E) all belong to 
Bl. Property 1.3~ defines SBETA on the Schur special set SS x E. 
According to what we have observed, SS X E is a subset of A2 + Bl. Thus 
to complete the definition of SBETA we need to define it in Al, A3, B2, B3 
and the sets A2’, Bl’ which are obtained from A2 and Bl, respectively, by 
removing from them the elements of the Schur special set. 
We define SBETA so that it performs the bijective interchanges 
A1 +iEzB2, A3 SBETA B3T A2’ SBETA B 1’. (1.4) 
Property 1.3b (that SBETA is an involution) requires that we only define 
SBETA in Al, A3 and A2’ so that the maps in (1.4) are all bijections. We 
proceed to carry out this definition by illustrating it on examples. 
Let (EZ, D, E) be such that 
EZ= D= 
Here P = 3, Q = 5 and R = 4; furthermore EZ[ l] = 11 = D[ l] + 1. Thus we 
are in Al. The image of such a triplet is obtained by removing from EZ the 
P squares constituting its smallest part and appending them in the diagram 
of the partition D to increase the P largest parts of D by one. Calling EZ’ 
and D’ the resulting partitions we can summarize the action of SBETA on 
Al by the ,diagram (the shaded squares are those that move) 
I  .  .  
EZ= D= EZ’= 
before s&l after 
FIGURE 2 
Of course we let SBETA(EZ, D, E) = (EZ’, D’, E). Since the new values of 
P,QandRareP’=5,Q’=5andR’=3andEZ’[l]=D’[l],theresulting 
triplet is in B2. It is not difficult to see that every triplet in B2 can be 
obtained in this manner as an image of a triplet in Al. The image triplet 
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clearly uniquely determines the original triplet. This defines a bijection 
between Al and B2. 
Now let 
EZ= D= 
HerewehaveP=5,Q=4andR=3;furthermoreEZ[l]=D[l]+l.Thus 
we are in A3. The partitions EZ’ and D’ in the image triplet are in this case 
obtained by removing first from EZ its largest part and transferring it to D 
and then removing from D R squares from the ends of what used to be its 
largest R rows and appending them at the ends of the first R rows of EZ’. A 
picture explains this a lot better (again the shaded squares are those that 
move): 
D= 
before 
EZ'= 
&A 
FIGURE 3 
D'= 
after 
For the image triplet we have now P’ = 5, Q’ = 3 and R’ = 4; furthermore 
EZ’[ 1 ] = D’ [ 11. Thus we are in B3. To show that this defines a bijection 
between A3 and B3 we must verify that every triplet in B3 can thus be 
uniquely obtained as an image of a triplet in A3. 
It remains to define SBETA in A2’. 
For example let 
D= 
HerewehaveP=7,Q=3andR=4;furthermoreEZ[1]=13=D[l]+l. 
Clearly (EZ, D) is not a special Schur pair; thus we are in A2’. In this case 
SBETA alters only EZ, and the image triplet is obtained by lifting Q 
squares from the side to the top of EZ. More precisely we remove one square 
from the ends of each of the first Q rows of EZ and put these squares 
together to form a new part of size Q. In pictures: 
EZ= D= 
before 
EZ'= 
SBLI 
FIGURE 4 
D'= 
after 
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For the image triplet we have now P’ = 3, Q’ = 6 and R’ = R = 4; 
furthermore EZ [ 1 ] = 12 = D [ 1 ] and the pair (EZ’, D’) is not special. Thus 
we are in Bl’. But now something very interesting happens. The operation 
may break down for a triplet (EZ, D, E) in A2. Indeed difficulties arise if 
upon removing the Q squares from the sides of EZ we at the same time 
happen to shorten the size of the smallest part of EZ down to Q. In this case 
we can .no longer deposit the Q squares on top of EZ without creating two 
equal parts. However this happens if and only if Q is equal to the number of 
parts of EZ and P = Q + 1. This implies that 
EZ[l]=Q+l+Q-1=2Q, 
and since we are in A2, 
D(l]=EZ[l]-1=2Q-1. 
Finally R > Q forces 
D[R]<2Q-l--(R-l)<1 
from which we easily deduce that 
EZ = 2Q,..., Q + 1, D = 24 - 1, 24 - 3 ,..., 3, 1 
or that (EZ, D) = SSA(Q). Thus the operation illustrated in Fig. 4 is well 
defined for a triplet in A2’, the result will always be a triplet in Bl’. 
To show that this defines a bijection of A2’ onto Bl’ we need to study the 
reverse operation, The latter is simply illustrated by Fig. 4 read from right to 
left. This operation when carried out on a triplet (EZ, D, E) of Bl consists 
then of lowering the P squares forming the smallest part of EZ back to the 
ends of the first P rows of EZ. 
We claim that this operation can be carried out whenever the triplet is in 
B 1’. Indeed if the triplet is in Bl difficulties arise if and only if after 
removing the P squares from the top of EZ we have no longer P rows to put 
them in. But that means that we must have 
pEZ=Q=P. 
This implies 
EZ[l ]=P+P-1=2P-1, 
and since we are in Bl 
DI l]=EZ[1]=2P-1. 
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Finally R > P gives 
DIR] < 2P - 1 - 2(R - 1) < 1, 
from which we easily deduce that 
(EZ, D) = SSB(P). 
We can thus conclude that the operation defined by Fig. 4 and its reverse 
defines a bijection between A2’ and Bl’. 
To summarize we may say that Figs. 2, 3 and 4 illustrate the action of 
SBETA on Al, A3 and A2’ while the same figures read from right to left 
illustrate the action of SBETA on B2, B3 and Bl’. The reader will find a 
precise description of these bijections in the APL procedures Al, A2, A3; 
Bl, B2, B3 given in Section 6. 
2. THE CONVERT BIJECTION 
Our goal is to construct a weight preserving involution BETA of BIG onto 
itself whose fixed points are the elements of the set 
+ x + x (El x E4). 
The Schur involution does not go far enough in this respect and we shall 
have to construct a new involution GMBETA having the desired fixed points 
and acting on the Schur special set itself. 
The involution BETA can then be obtained as a combination of SBETA 
and GMBETA. Indeed we shall set it equal to SBETA on BIG - SS x E and 
to GMBETA on SS x E. 
To define GMBETA we need to work with the Cartesian product 
EZ~XEZ~XE~XE~XE~XE~. (2-l) 
For convenience of notation we shall denote this space by the symbol 
NEWSS. 
We also need to associate a sign to each element of NEWSS. We do this 
by letting the sign of a sixtuple 
(EZ2, EZ3, E2, E3, El, E4) 
be equal to minus one to the power the total number of parts in EZ2 and 
EZ3. In symbols 
(-l)pEZ2+pEZ3+ 
(2.2) 
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This given GMBETA will be obtained as the product of: 
(1) A weight and sign preserving bijection of SS X E onto NEWSS 
which we call CONVERT. 
(2) A weight preserving involution we call GAMMA of NEWSS onto 
itself with fixed points the elements of the set 
GAMMA in addition will be sign reversing outside its fixed point set. 
(3) A bijection of NEWWS back onto SS x E which we call INVERT 
and which is simply the inverse of CONVERT. 
Thus our program for the construction of GMBETA can be summarized 
by the diagram 
SSXE 
CONVERT 
- NEWSS 
b 4 
GMBETA GAMMA 
1 
T  
SSxE - 
INVERT 
NEWSS 
In this section we shall describe the bijections CONVERT and INVERT. 
The construction of GAMMA and the final assembly of GMBETA will be 
carried out in the next section. 
The action of CONVERT is best explained if we replace our triplets 
(EZ, D, E) by the corresponding seventuples 
(EZ, D, E5, E2, E3, El, E4) (2.3) 
obtained by separating the parts of E according to their congruence class 
(mod 5). 
In this setting CONVERT can be defined by giving a cut-and-paste 
algorithm which converts a special triplet (EZ, D, E5) into a pair 
(EZ2, EZ3), where EZ2, EZ3 are partitions with distinct parts respectively 
congruent to 2 and 3 (mod 5). Once (EZ, D, E5) has been so converted the 
image by CONVERT of the seventuple in (2.3) is then taken to be the 
sixtuple 
(EZ2, EZ3, E2, E3, El, E4). 
The conversion algorithm is based on two very simple procedures CUT 
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and UCUT which we presently describe. However to do this we need further 
notation. 
Given a Ferrers diagram F we define its “ith diagonal” to be the 
collection of squares of F which proceed diagonally up starting from the 
beginning of the ith row. In the figure below we illustrate the lst, 2nd, 3rd 
and 5th diagonals of the Ferrers diagram of the partition 12 10 8 7 5 5 3 1 
1 
St 
grid 5th 
The argument of CUT is a pair consisting of an integer P > 0 and a 
partition E whose first P parts are distinct. Following APL notation we shall 
write “P CUT E” to mean “apply CUT to the pair P, E.” The output of 
P CUT E is a pair of partitions PA1 and PA2 with the properties: 
(a) PA1 and PA2 have distinct parts, 
(b) pPA2 = pPA1 + P, 
(c) w(E) = w(PA1) + w(PA2), 
(2.4) 
(d) PA2 may have one part equal to zero. 
Our definition is best given by working out P CUT E on a special 
example.WeshalltakeP=3andE=1210875331. 
Step 1. Draw the Ferrers diagram of E and shade the squares of its 
(P + 1)st diagonal 
Step 2. Construct PA1 and PA2 according to the following recipe. The 
i th part of PA1 is to be equal to the number of squares directly above and 
including the i th shaded square. The (P + i)th part of PA2 is to be equal to 
the number of squares directly to the right of the ith shaded square. Finally 
the first P parts of PA2 are to be the same as the corresponding ones of E 
itself. This example gives then 
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Thus 3 CUT 12 10 8 7 5 3 3 1 yields 
PA1=532, PA2=12108630. 
The properties in (2.4) are almost immediate. Indeed the condition that the 
first P parts of E are distinct and the very nature of the construction 
guarantee (2.4a). Property (2.4b) follows from the fact that pPA1 and 
pPA2 - P are both equal to the number of squares in the (P + 1)st diagonal. 
Property (2.4~) is trivial. 
If we absolutely must view this procedure as a cut-and-paste construction 
we can proceed as follows. We take the same first step and then go to: 
Step 2. Cut the Ferrers diagram of E along the staircase that is just 
below the shaded squares and separate the two portions PA1 and PA2 as 
indicated: 
0 
PAI-’ 
cut + 
+PA2 
Step 3. Up-justify PA1 and left-justify PA2: 
Step 4. Rotate PA1 90” counterclockwise. Note, care must be taken to 
indicate the zero part of PA2 by a vertical segment. 
PAI=: k PA2= 
The procedure UCUT has a very similar definition. Its argument is a pair 
consisting of an integer Q > 1 and a partition E whose first Q + 1 parts are 
distinct. The output of Q UCUT E is a pair of partitions PA1 and PA2 with 
the properties: 
(a) PA 1 and PA2 have distinct parts. 
(b) pPA2 = pPAl + Q. 
(c) w(E) = w(PA 1) + w(PA2). 
(2.5) 
(d) PA1 may have a part equal to zero. 
Again we give our definition by working on a special example. We take 
Q=4andE=121198644431 and follow the cut-and-paste version. 
58243 l/3-6 
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Step 1. Draw the Ferrers diagram of E and shade the squares of its 
(Q + l)st diagonal 
Step 2. Cut the Ferrers diagram of E along the staircase that is just 
above the shaded squares and separate the two portions PA1 and PA2 as 
indicated: 
4PA2 
Step 3. Up-justify PAI and left-justify PA2: 
PAl+ 
*PA2 
Step 4. Rotate PA1 90’ counterclockwise. 
PAl= h PA2= 
Thus4UCUT12119864443 lyields 
PA1=5320, PA2= 12 11 9 8 6 3 2 1. 
We leave it to the reader to verify that the output of UCUT satisfies the 
properties in (2.5). 
There are some degenerate cases that may occur in our uses of CUT and 
UCUT. These are taken care of in the APL programs given in Section 6. 
Nevertheless it might be good to say a few words about them here as well. 
First of all the argument of CUT may be a partition E with smallest part 
equal to zero. However if we go through our definition we see that this 
causes no problem with our requirements in (2.4). We should point out that, 
except for PAl, PA2, the argument of CUT and the output of PASTE (see 
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later this section) all other partitions considered in this paper have strictly 
greater than zero parts. 
Another degeneracy occurs when we are to P CUT a partition E with P 
parts or Q UCUT a partition E with Q parts. In this case E will have distinct 
parts and we shall agree to set 
PAl=d and PA2 = E. 
This is consistent with our requirements in (2.4) and (2.5). 
We are now ready to give our definition of CONVERT. 
There are two further types of special partitions that play a role here. We 
shall denote them by the symbols GMS2(P) and GMS3(Q). They are respec- 
tively the 5-staircases with parts congruent to 2 and 3 (mod 5). More 
precisely for P, Q > 1 we set 
(a) GMSZ(P) = (2 + 5(P - l), 2 + 5(P - 2) ,..., 2 + 5,2), 
(b) GMS3(Q) = (3 + 5(Q - l), 3 + 5(Q - 2) ,..., 3 + 5,3). (26) 
In our uses of (2.6) Q will always be greater than or equal to one, but P may 
be zero. In that case we agree to set 
GMS2(0) = I$. 
This given, part of our conversion algorithm is to replace the Schur pair 
SSB(P) by the single partition GMS2(P) and the Schur pair SSA(Q) by 
GMS3(Q). Simple algebraic manipulations which compare (1.2) and (1.1) 
with (2.6a and b) respectively show that this is a weight preserving 
replacement. However, if we must see it as a cut-and-paste procedure, we can 
use the geometric argument we illustrate below: 
;B(5)= * + 
EZ 1 CUT EZ left justify 
;A(5)= is3 +L1113 + 
EZ 1 CUT EZ left justify 
To convert a special triplet (EZ, D, E5) into a pair (EZ2, EZ3) we have 
to distinguish two cases according as (EZ, D) is of type A or B. We thus 
have two procedures ACONVERT and BCONVERT whose precise 
definitions are given in Section 6. We shall present them here by working out 
special cases. 
The argument of ACONVERT is a special triplet (EZ, D, E5) = 
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(SSA(Q), E5), where E5 is an arbitrary partition with parts divisible by 5. 
Let us take Q = 4 and 
E5 = 35 35 30 30 20 15 15 10 5 5. 
Thus our point of departure is the triplet 
EZ= ES= 
We proceed as follows: 
Step 1. Replace the SSA(Q) by GMS3(Q): 
Step 2. Borrow 2 x Q squares we shall pay back later. Using these 
squares, transform the GMS3(Q) into a 5-staircase with parts all congruent 
to zero (mod 5). 
Step 3. Shrink all parts by a factor of 5 and left-justify the whole 
picture. 
+ E= 
Note: The resulting partition E has the first Q + 1 parts all distinct. 
Step 4. Q UCUT E: 
520 
+++ 
PA1 PA2 
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Step 5. Expand all parts by a factor of 5: 
“- 
5PAl 
5PA2 
Step 6. Remove two columns from 5PA2. Note that property (2.5b) of 
UCUT guarantees that these columns will have a total of 24 + 2pPAl 
squares. Use 24 of them to pay back what we borrowed in Step 2. Attach 
the remaining 2pPAl squares at the beginning of 5PAl to obtain a partition 
with parts congruent to 2 (mod 5). The final result is 
EZ2= 
EZ3= 
Note that the output of ACONVERT is a pair of partitions EZ2 and EZ3 
with the properties: 
(a) EZ2 and EZ3 have distinct parts respectively congruent to 2 and 3 
(mod 5), 
(b) pEZ2 < pEZ3, 
(,-) (+EZ*+PEZ3 = (-l)PEZ, (2.7) 
(d) w(EZ2) + w(EZ3) = w(EZ) + w(D) + w(E5). 
Indeed (2.7d) is built into our construction (and (2.5~)). Property (2.7a) 
follows from (2.5a). Property (2.7b) follows from (2.5b) since we shall 
always have Q > 1. Finally, (2.7~) holds since by (2.5b) again we have 
The procedure BCONVERT has an entirely analogous definition. The 
argument is a special triplet (EZ, D, E5) = (SSB(P), E5). The output is a 
pair EZ2, EZ3 with the properties: 
(a) EZ2 and EZ3 have distinct parts respectively congruent to 2 and 3 
(mod 51, 
(b) pEZ2 > pEZ3, 
(c)(--l) PEZ*+PEZL(-~)PEZ, 
(2.8) 
(d) w(EZ2) + w(EZ3) = w(EZ) + w(D) + w(E5). 
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We shall illustrate it for P = 4 and E5 = 40 35 35 30 25 25 15 15 10 10 5. 
Our point of departure is thus the triplet 
We proceed as follows: 
Step 1. Replace the SSB(P) by GMS2(P): 
Step 2. Remove the first two columns from the GMS2(P). Set aside 
these 2 x P squares. They will be used later. This transforms the GMS2(P) 
into a 5-staircase with parts all congruent to zero (mod 5). 
Step 3. Shrink all parts by a factor of 5 and left-justify the whole 
picture. 
+ E= 
Note: The resulting partition E has the first P parts all distinct. 
Step 4. P CUT E. 
PA1 PA2 
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Step 5. Expand all parts by a factor of 5. 
5PAi 
5PA2 
Step 6. Remove two columns from 5PAl. Note that, by property (2.4b), 
PA2 has pPA1 + P parts. Thus using the 2pPAl squares we have removed 
from 5PAl and the 2P squares we have set aside in Step 2, we can add two 
full columns to 5PA2 and transform it into a partition with parts all 
congruent to 2 (mod 5). This gives 
z3= 
E22= 
Thus the final result is 
EZ2 = 57 47 42 32 22 17 2, EZ3 = 33 23 8. 
We leave it to the reader to verify that the output of BCONVERT has the 
properties listed in (2.8). 
The CONVERT map is thus defined by the pair of procedures 
ACONVERT and BCONVERT. 
Our final task in this section is the construction of the INVERT bijection. 
Crudely speaking, we do this by carrying out the constructions given in the 
definition of CONVERT in reverse. In particular INVERT is based upon 
two procedures “PASTE” and “UPASTE,” which are simply the inverse of 
CUT and UCUT. 
The argument of PASTE is a pair of partitions PA1 and PA2 with the 
properties 
(1) PA1 and PA2 have distinct parts, 
(2) pPA1 < pPA2, 
(3) PA2 may have a zero part. 
The output of PASTE is a partition E and an integer P such that 
(1) P=pPAZ-pPA1, 
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(2) w(E) = w(PA1) + w(PA2), 
(3) the first P parts of E are distinct, 
(4) E may have a zero part. 
Analogously the argument of UPASTE is a pair of partitions PA1 and 
PA2 with the properties: 
(1) PA1 and PA2 have distinct parts, 
(2) pPA1 < pPA2, 
(3) PA1 may have a zero part. 
The output of UPASTE is a partition E and an integer Q such that 
(1) Q=pPA2-pPA1, 
(2) w(E) = w(PA1) + w(PA2), 
(3) the fist Q + 1 parts of E are distinct. 
In order not to be unduly repetitious we shall not give separate pictorial 
descriptions for these procedures here. The reader may simply go over the 
steps in the definitions of CUT and UCUT in reverse order. Moreover, the 
precise definitions of PASTE and UPASTE can be found in Section 6. 
This given, the image by INVERT of a sixtuple 
(EZ2, EZ3, E2, E3, El, E4) 
in NEWSS is taken to be the seventuple 
(EZ, D, E5, E2, E3, El, I%), 
where the triplet (EZ, D, E5) is obtained from the pair (EZ2, EZ3) by 
reversing the steps carried out in the conversion algorithm. 
More precisely, in transforming the pair (EZ2, EZ3) back into a triplet 
(EZ, D, E5) we have to distinguish two cases according as 
pEZ2 < pEZ3 (2.9) 
or 
pEZ2 > pEZ3. (2.10) 
In the fust case (EZ, D, E5) is obtained by reversing the steps of 
ACONVERT and in the second case by reversing the steps of BCONVERT. 
The precise manner in which all this is done can be found in Section 6. 
Here to give an idea of what is involved we shall work out a special example. 
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Let us be given 
EZ2 = 32 22 17 2, EZ3 = 58 53 48 43 33 28 18 8 3 
Since pEZ2 < pEZ3 we shall have to reverse the steps of ACONVERT. 
Step 1. Let Q = pEZ3 - pEZ2. Borrow 24 squares and use them 
together with the 2pEZ2 squares we obtain by removing the first two 
columns from EZ2, to add two full columns to EZ3. The two partitions EZ2 
and EZ3 are thus transformed into two partitions 5PAl and 5PA2 with 
parts congruent to zero (mod 5). In pictures: 
5PAl= 
5PA2= 
Step 2. Shrink all parts by a factor of 5. This gives two partitions PA1 
and PA2 with distinct parts: 
PAl= PAZ= 
Step 3. Apply the UPASTE procedure. In this case we get 
Q=pPA2-pPAl=5 and 
Step 4. Separate a Q-staircase from E: 
E= 
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Step 5. Stretch all parts by a factor of 5. 
Step 6. Remove the first two columns from the 5-staircase to pay back 
what we borrowed in Step 1. Replace the resulting GMS3(Q) by the special 
pair SSA(Q). This gives 
EZ= D= E5= 
The reader may write out for himself an example in which pEZ2 > pEZ3. 
3. THE ALPHA AND GAMMA INVOLUTIONS 
There remains to define two more bijections: ALPHA acting on BIG and 
GAMMA acting on NEWSS. Fortunately, they are both very simple. 
Let (EZ, D, E) be a given triplet of BIG and suppose that EZ and E are 
not both empty. We shall define then MIN to be the smallest of the parts 
occurring in EZ and E. More precisely we set 
MIN = minimum{EZ[pEZ], E[pE]} if EZ#Q and E#4 
= EZ[pEZ] if E=I$ 
= E[PEI if EZ=+ 
This gives the action of ALPHA on a triplet (EZ, D, E) is defined as 
follows: 
Case 1. If EZ=E=b then 
ALPHA(+, D, 4) = ($, D, $1. 
Case 2. If EZ or E is not empty then we set 
ALPHA(EZ, D, E) = (EZ’, D, E’), 
where 
(a) If MIN is a part of EZ then the pair (EZ’, E’) is obtained from 
(EZ, E) by transferring MIN from EZ to E. 
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(b) If MIN is not a part of EZ then (EZ’, E’) is obtained from (EZ, E) 
by transferring one part equal to MIN from E to EZ. 
Again this is best understood by working out examples. For instance, we 
before 
Conversely 
before 
E ALPHA EZ' D 
after 
+ kkIm 
E ALPHA EZ' D 
after 
The GAMMA bijection has an entirely analogous definition. 
Given a sixtuple 
(EZ2, EZ3, E2, E3, El, E4) 
in NEWSS its image by GAMMA is the sixtuple 
(EZ2’, EZ3’, E2’, E3’, El, E4) 
constructed by the following procedure: 
Case 1. If EZ2 =EZ3 =E2=E3 =I$ then we set EZ2’ =EZ3’ = 
E2’ = E3’ = 4, that is, 
GAMMA($, +, $3 $9 El, M) = (4, 4, 4, $3 El, E4). 
Case 2. If EZ2, EZ3, E2, E3 are not all empty, we define MIN to be the 
smallest of the parts occurring in EZ2, EZ3, E2, E3. This given 
(a) If MIN is a part of. EZ2 then we set 
EZ3’ = EZ3, E3’ = E3 
and let (EZ2’, E2’) be the pair obtained from (EZ2, E2) by transferring MIN 
from EZ2 to E2. 
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(b) If MIN is a part of EZ3 then we set 
EZ2’ = EZ2, E2’ = E2 
and let (EZ3’, E3’) be the pair obtained from (EZ3, E3) by transferring MIN 
from EZ3 to E3. 
(c) Finally if MIN is not in EZ2 nor in EZ3 then the quadruple 
(EZ2’, EZ3’, E2’, E3’) is obtained by transferring one part equal to MIN 
from the pair (E2, E3) to the pair (EZ2, EZ3). Of course in doing this we 
should place this part in EZ2 or EZ3 according as MIN = 2 or 3 (mod 5). 
A pair of examples should make things clear. 
The image by GAMMA of the sixtuple 
EZ2,EZ3 
is the sixtuple 
EZ2’.EZ3’ 
On the other hand the sixtuple 
EZ2,EZ3 
gets mapped into 
EZ2’,EZ3’ 
m 
E2,E3 
E2’,E3’ 
E2,E3 
E2’,E3’ 
El,E4 
EI,E4 
El ,E4 
El ,E4 
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We are now done with defining bijections, and it is time to summarise 
what we have in our possession. The following self-explanatory table gives a 
global view of our maps and their properties. 
Name Domain Range Type Fixed point set Behaviour 
SBETA BIG BIG involution SS x E sign reversing 
CONVERT SS x E NEWSS bijection - sign preserving 
INVERT NEWSS SSXE bijection - sign preserving 
GAMMA NEWSS NEWSS involution 0 x + x 0 x + x El X E4 sign reversing 
GMBETA SS x E SS x E involution 0 X 4 X (El X E4) sign reversing 
ALPHA BIG BIG involution + x D x + sign reversing 
BETA BIG BIG involution + x + x (El x E4) sign reversing 
Of course all these maps are weight preserving. 
A review of our constructions should quickly yield that SBETA, 
CONVERT, INVERT, GAMMA and ALPHA have the properties listed in 
the table. For instance, the sign preserving properties of CONVERT and 
INVERT follow from properties (2.7~) and (2.8~). The sign reversing 
properties of SBETA, ALPHA, GAMMA follow from the fact that in each 
of the constructions which appear in the definitions of these maps a part 
which contributes to the sign is either removed or added (except of course 
when we are on the fixed point set). 
As for GMBETA and ultimately BETA the only thing we have to verify is 
that they indeed have + x + x (El x E4) as a fixed point set. To this end 
note first that CONVERT sends 
onto the sixtuple 
Such a sixtuple is left unchanged by GAMMA, and finally INVERT sends it 
back to 
Conversely, if a seventuple 
(EZ, D, E5, E2, E3, El, E4) 
in SS X E is left unchanged by GMBETA then its CONVERT image 
(EZ2, EZ3, E2, E3, El, E4) 
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BIG SSxE -- - NEWSS 
SBETA 1 GAMMA] 
1 
BIG SSxE 4 NEWSS 
GMBETA 
FIGURE 5 
must be left unchanged by GAMMA. However by construction GAMMA 
leaves unchanged only the sixtuples of the form 
($7 9, $9 $3 El, E4). 
Thus we must have 
EZ2=EZ3=E2=E3=+ 
But now we get that the triplet (EZ, D, E5) must be sent into the pair ($, I$) 
by the conversion algorithm. However this can only happen if 
EZ=D=E5=$. 
Thus GMBETA has the desired fixed point set. The remaining properties 
of GMBETA are immediate consequences of the corresponding properties of 
CONVERT, GAMMA and INVERT. 
We have briefly indicated how BETA is assembled from SBETA and 
GMBETA. The diagram above should illustrate how the various ingredients 
fit together in the final assembly of BETA. The reader should have no 
difficulty in verifying that BETA has the desired properties. 
4. A BASIC PRINCIPLE CONCERNING PAIRS OF INVOLUTIONS 
We should note that what we have so far immediately yields that the 
partitions of n in the class D are equinumerous with those in the class 
El x E4. 
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To show this we need some notation. If S is a set of k-tuples of partitions 
let S1, denote the subset of k-tuples of weight n in S. 
This gives, from our table in Section 3 we deduce that ALPHA maps the 
set 
bijectively onto BIG-I, and BETA maps BIG- I,, bijectively onto the set 
Thus these sets have the same cardinality. Consequently the same must be 
true for the pair 
+ x D x +I”9 0 X 9 x (El x WI, 
or equivalently the pair 
DI,, El x E41,. 
ALPHA and BETA have thus given us the existence of a weight preserving 
bijection between D and El X E4. However, at this point, a moment’s 
reflection and belief in “constructibility” should strongly suggest that 
ALPHA and BETA can not possibly do just that. 
The purpose of this section is to show that indeed, these two involutions 
do contain the mechanism of our desired bijection. 
This can be done in a very general setting. In fact, a basic principle is 
involved here which merits separate presentation. We shall proceed at first 
by assuming less than is available in our present context since the idea 
should turn out to be useful in a variety of other combinatorial situations. 
Let C be a finite class of “signed” objects and let C+ and C- denote the 
“positive” and “negative” parts of C. Suppose further that we have two 
involutions a and p of C onto itself and let F, and Fs denote their respective 
fixed point sets. 
For the moment we shall only make the assumption: 
a and f3 are sign reversing outside F, and Fs, respectively. (4.1) 
This given our goal is a complete description of the cycle structure of the 
product permutation A = ap. This will be obtained by means of a labelled 
graph G with loops and multiple edges and with C as a vertex set, which is 
constructed from a and B according to the following recipe: 
1. Each vertex x E C is labelled with a “+” or a “-” 
according as x E C + or x E C -. 
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2. Between two distinct elements x, y E C we put an a- 
labelled edge if y = ax, a P-labelled edge if y = 8x, or both 
types of edges if both conditions are satisfied. 
3. At a fixed point x we put an a-labelled loop if x E F,, a p- 
labelled loop if x E F, , or both again if x E F, n F,. 
An example should help clarify this construction. Let 
(4.2) 
c = {l, 2, 3, 4, 5 )...) 19} 
with 
C’={l, 2, 3, 4 )...) 11) and c- = (12, 13, 14 )...) 19) 
and let us take 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
15 14 3 12 5 17 16 13 18 19 11 4 8 2 1 7 6 9 10 
P=( 13 1 14 2 16 3 18 4 15 5 19 6 7 12 8 9 17 0 11 12 8 13 1 14 2 15 5 16 3 17 0 18 4 19 6 ’ 
Here we have 
F,= 13, 5, ll}, Fs = { 7, 9, 11). 
The corresponding graph in this case consists of the following connected 
components: 
FIGURE 6 
A ROGERS-RAMANUJAN BLJECTION 317 
In general such a graph can only have components of the following basic 
types: 
A: a (Even number of nodes both ends in Fa) 
(Even number of nodes both ends in F ) 
P 
c: - + - + - a p (Odd number of nodes positive ends ) 
P 2a3pba5Q6a 
D: 
t - + - t 
a P (Odd number of nodes negative ends ) 
9 *a3p4a5136a 
E: (No fixed points ) 
FIGURE I 
To verify this fact we note first that since a and S are involutions: 
1. Each x E C is either a fixed point of a or belongs to a unique 2- 
cycle of a. 
2. Each x E C is either a fixed point of p or belongs to a unique 2- 
cycle of S. 
Secondly because of the assumption in (4.1), we also have that 
3. Each edge of the graph joins a “+” labelled vertex to a “-” 
labelled vertex. 
These three properties imply that the components of G are “chains” or 
“cycles” obtained by “linking” together a number of the following basic 
units : 
oto, a q-5 aq =$$ f a a a 
This given it is not difficult to verify that the only possible patterns are those 
listed in Fig. 7. 
Note now that these five types of components of G correspond respec- 
tively to the following types of cycles for the permutation A = aS. 
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2 
B': FP3: 
0 lEFP t 
3 
4 2 6 
c’: F,): 
t 
0 
TCFP 
t t 
3 5 
5 
a) ; 
0 3 
E': 
t 
E. 
b) + 
0 
2 
+ 
c 
A cycle which contains exactly two fixed 
points of a, one positive,one negative. 
A cycle which contains exactly two fixed 
points of p, one positive,one negative. 
A cycle which contains exactly one positb 
fixed point of a , one positive f-ixd po 
of p . (Note that the whole figure may 
degenerate into a single positive fixed 
point of u,p and A ). 
A cycle which contains exactly one negati 
fixed point of a , one negative fixed po 
of p . (Note that the whole figure may 
degenerate into a single negative fixed 
point of a,p and A ) . 
A cycle with no-fixed points, completely 
contained in C 
A cycle with no+fixed points, comp’leteiy 
contained in C 
This given we immeditately deduce the following fundamental fact: 
THEOREM 4.1. If a and p, in addition to (4.1), satisfy also 
F, and Fp are completely contained in C+, (4.3 ) 
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then each cycle of the permutation A = afl contains either no fuced points at 
all or exactly one element of F, and one element of Fs. 
Proof. The hypotheses exclude types A, B and D for the components of 
G. This leaves us with only types C’ and E’ for the cyles of A. 
Clearly when F,, F, c Ct the components of G of type C are precisely 
those that give us the bijection of F, onto F,. Indeed we need only match 
their end points. In practice however, we are led to the following algorithm. 
We start with an element x E F,. This automatically places us at an end 
point of a component of type C. We then take the images of x by the 
successive powers of A. In so doing we will be proceeding along this 
connected component. Eventually we must reach the other end, say y, which 
automatically will be in F,. We then match x to y. 
This algorithm when applied to the example we illustrated in Fig. 6 (which 
does indeed satisfy (4.3)) yields the bijection 
3 -, (A23 =) 7, 
5 -, (A55 =) 9, 
ll-+ (All =) 11. 
As the reader may have already noticed, Theorem 4.1 does apply if we let 
C = BIGI, 
and take a and B to be respectively the restrictions of ALPHA and BETA to 
BIG/, . Thus the fundamental property for the product bijection ALPHA X 
BETA does indeed hold as asserted in the introduction. 
It might be of interest to have a look at the matches that the algorithm 
sketched above produces for some special values of n. The reader may find a 
few at the end of the paper. Those were produced by computer. The case 
n = 12, however, is sufficiently small to be carried out by hand. In this case 
we obtain the matches: 
D Power of A El xE4 
12 
11 1 
10 2 
93 
84 
75 
83 1 
74 1 
642 
6’ 
11 1 
l’* 
9 l3 
4 1* 
6 1” 
43 
4l l4 
6 4 1’ 
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In concluding this section we should observe that almost exactly the same 
graphs we used here have been introduced in [4] and used in [4,5] for 
entirely different purposes. 
5. FORMAL SERIES IDENTITIES 
If Xi) x2,..., xk are variables representing a collection of k distinct objects 
then the monomial 
xyxp2 . . . xp (5.1) 
can be used to represent the composite object obtained by assembling 
without regard to order pi copies of the first object, p2 copies of the second, 
etc.... This composite object is usually referred to as a “multiset.” The 
exponent pi is then called the “multiplicity” of the i th object in the given 
multiset. 
The formal sum 
-i- Pk - 1 
1 1 
L XT’... Xk - ~ . . . 
PI"'Pk 
l-x, l-x, 
can thus be used to represent the collection of all these multisets. It should 
be stressed that the expression on the right hand side of (5.2) has no other 
meaning than that of an alternate notation for the left hand side. 
In the particular case that xi represents a row of i squares, that is, 
i 
- 
xi N om...o 
then the monomial x~x2x:x: may be taken to represent the Ferrers diagram 
(5.3) 
Thus the formal series 
(1 -x,)(1 -:,, . . . (1 -x5) 
(5.4) 
can represent the collection of all Ferrers diagrams with rows of length less 
than or equal to 5. 
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On the other hand, if xi represents a column of i squares, that is, 
then the same monomial xi x2 x:x: may be taken to represent the Ferrers 
diagram (transposed of (5.3)) 
The series in (5.4) will then represent the collection of all Ferrers diagrams 
with no more than live rows. 
In the same vein we see that the series 
(a) LLLXqL, 
l-x, l-x* l-x, l-x, l-x, 
(b) Xl x2 x3 x4 1 
l-x, 1-x,l-x,l-x,l-x,’ 
2 
(c) AA---- 4 x4 x5 
1 -x1 1 l-x, 1 1 -x2 -x4 -x5 
(5.5) 
can represent the collections of Ferrers diagrams with, respectively, 
(a) exactly j7ve distinct rows, 
(b) exactly five distinct rows, but the jkst row may have zero length, 
(c) exactly Jve rows dz@ring in length by at least 2. 
Keeping these observations in mind, we can easily write down “weight 
enumerators” for all our collections of partitions. 
We recall that if C is a collection of k-tuples of partitons, the “weight 
enumerator” or the “generating function” of C is the formal series 
GFC(q) = 2 q’“? 
CEC 
(5.6) 
If C is also a signed collection then we shall set 
SGFC(q) = c sign(c) q”“‘) 
CEC 
and refer to it as the “signed generating function” of C. 
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For convenience, if C is a class of partitions, we denote by C, the 
collection of all partitions of C with exactly m parts. Furthermore by a “0” 
superscript we shall indicate that the partitons in the class may have one part 
equal to zero. For instance, with this notation 
denotes the class of partitions with exactly m distinct parts the smallest of 
which may be zero. 
This given we can represent our collections by formal series in the 
following manner 
E=n’, 
m>l lBxm 
EZ 1: n (1 + x,,,), 
m>l 
m-l 
EZ;’ n XiL, 
i=l 1 -Xi l-X, 
ElxE4= 11 ’ 
1 
m>D l -XSm+l l -X5m+4 ' 
m-l 2 
u-y ,ALA!?L. 
m~0 i=l 1 -Xi 1 -X, 
(5.7) 
In this last expression the term with m = 0 should be interpreted as 1. It 
represents the empty partition. 
Starting from these representations, the corresponding generating functions 
are simply obtained by replacing xi by q’. This gives 
04 GFE = rIl -&s (b) GFEZ = n (1 + q”), 
m>l 
q(m: ‘1 
(‘1 GFEZm= (1 -q) ,., (1 -qm)’ 
qm 
td) GFEZL=(l-q)... (l-qm)’ 
te) GFE1 x E4= no 1_,1,.+* i5m+4 3 1-q 
In* 
(f) GFD= ‘Y 
myo (1 - q) .3. (1 - qrn) ’ (5.8) 
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(h) SGFSS x E = C (-1)P q(5/2)P2-(1/2)p 
p>o 
+ C (-1)Q qU/2)Q'+W2)Q 
Q>l 
(i) SGFNEWSS = n (1 - q5m+2)(1 - q5m+3) 
m>o 
1 1 1 
’ mqo 1 - :5m+2 1 -q5m+3 1 -q5m+l 1 -q5m+4 
These relations follow from the representations given in (5.7) and the 
observation that the generating function of a Cartesian product is equal to the 
product of the generating functions of the individual factors. 
Clearly a weight preserving bijection between two collections of k-tuples 
of partitions implies equality of their corresponding generating functions. 
Thus every one of our bijections produces a formal series identity. In 
particular, our bijection between D and El x E4 (upon equating (e) and (f) 
in (5.8)) yields the identity 
m* 1 
so (1 -q)“. (1 -qm)=m>O (1-q5m+1)(1-q5m+4) * n (5.9) 
This is the first of the so-called Rogers-Ramanujan identities [I]. 
In the same vein the CONVERT bijection (or more appropriately the 
conversion algorithm) yields 
C (-1)P qW2WW2)P + C (-1)Q qW2)Q2+W2)Q n ’ 5m 
P>O Q>l m>l I-q 
= n (1 _ q5m+2)(l - q5m+3)n 
m>O 
On the other hand, if a class C has a weight preserving involution a which 
is sign reversing outside its fixed point set E,, then the signed generating 
function of C reduces to the expression 
SGFC(q) = c sign(c) q’“(‘). 
CEF~ 
(5.10) 
This follows immediately from the fact that each element of C that is outside 
F, is paired off by a with another element of equal weight and opposite sign. 
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In particular SBETA yields the identity 
n (l -qmJ(~o (l-q) .qm;1 -qm)) ;, (1 Iqm) m>l 
= c (-1)P qw2w-w2)P + C (-l>Q q(5/2)Q2t 
F-G-0 Q>l 
The involution ALPHA itself yields the trivial identity 
mQ, (l-qrn)( c In2 In>0 (1- 4) .‘t *(1 - qm 
m2 
7 
=m~o(I-q).~.(I-qm) 
(5.11) 
(5.12) 
and at the same time GMBETA yields 
z. (-1)P q(5/2)Pz--(1/2)P + r (-1)Q q’J/“Q2t”“‘Q) ;, (1 yqm) 
Q>I 
(5.13) 
Thus it should not be too surprising now that a combination of SBETA, 
GMBETA and ALPHA should yield the identity in (5.9). 
We will show next that our procedures CUT and UCUT are simply a 
combinatorial way of expressing the Jacobi triple product identity [ 1, p. 211. 
To this end note first that the input of P CUT, that is, a partition F whose 
first P parts are distinct, can be represented by a pair (S,(P), E) consisting of 
an arbitrary partition E and the staircase 
S,(P) = P - 1, P - 2 )...) LO, P > 0 (S,(O) = 0). 
Indeed we simply take E to be the partition obtained by subtracting S,(P) 
from F. Similarly, the input of Q UCUT can be represented by a pair 
(S,(Q), E) with E arbitrary and 
s,(Q) = Q, Q - I,..., 2, 1, Q> 1. 
Thus if we decompose the output of P CUT and Q UCUT according to 
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the number of parts of PAl, we can summarize the action of these two 
procedures by the symbolic identities 
(a) s,,(P) x E = c EZ, x EZL,,, 
m>O 
(b) s,(Q)xEr c EZO,xEZ,+,. 
m>O 
(5.14) 
Clearly this is just a way of expressing the properties in (2.4), (2.5) and the 
fact that both CUT and UCUT are invertible operations. 
Using formulas (5.8a,c and d) we can convert the expressions in (5.14) 
respectively into the formal series identities 
(a)q(Fi)n ’ =T q(“: ‘> q(“:‘) 
m>l C1 -4”) ,~O(l-q)...(l-q~)(l-q)***(l-qm+P)’ 
cb) qtQ”) mIl (1 Iqy = so (1 _ q)q!!:l _ qm) (1 _ qT(mli(y?qm+Q)' 
(5.15) 
Now, using the well known [ 1, p. 191 expansion 
n (1 + zq”) = Y zm 
q(Y) 
mfio (1 - 9) **a (1 - qrn) 
(5.16) 
m>O 
we can rewrite (5.15a and b) in the form 
(a> 9 (PZ-PW 
)I 
7 
ze 
(b) q 
(Q*+ Q)/2 
mvI &= ipo (l + zqi) ,g ( ’ + :) ( z-QT 
(5.17) 
where the symbol “I” denotes the operation of taking a coefficient. 
This given if we multiply (5.17a) by zp and (5.17b) by zpQ and sum for 
P > 0 and Q 2 1 we can condense these two identities into the single identity 
P= -co 
(5.18) 
This is one of the forms that may be given to the triple product identity.’ 
’ We should mention that the Jacobi identity has already been given several combinatorial 
proofs. B. Gordon pointed out to us that such a proof was given by Sylvester in [ 151. The 
latter might be the earliest proof that would be suitable for our purposes here. 
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For sake of completeness we might add that the identity (5.16) itself 
follows immediately from the decomposition 
EZ’=I$+ x EZ; 
or, which is the same, from the formal series identity 
Upon carefully reviewing our constructions we can get a glimpse of a 
method we can follow to construct bijections for other partition identities. 
The idea is to start from an existing analytic proof and convert each of the 
basic steps into a bijection. It develops that many partition identities 
(including the second Rogers-Ramanujan identity of course) possess 
analytic proofs whose basic steps lead to bijections very similar to those we 
have constructed here. More precisely, in these cases we encounter three 
kinds of bijections. Those which are pertinent to the specific problem 
considered (such as SBETA in our case). Those which correspond to a 
specialization of the Jacobi triple product identity (such as the CONVERT 
bijection in our case) and finally those which perform cancellations of the 
We 
n l -x n (1-xX,)=1 
m>l lvxx, m>l 
(such as ALPHA and GAMMA in our case). We shall refer to the latter as 
“canceling” involutions. 
Now, there are a number of partition identities for which the analogues of 
SBETA are either already available (as is the case for the Gordon identities 
for instance) or stem right out of a combinatorial interpretation of the 
corresponding analytic step involved. In these cases bijections can be 
assembled by working out the analogue of GMBETA (if the Jacobi triple 
product identity is involved at all) and replacing analytic steps such as 
(5.19) by the corresponding canceling involutions. This program is carried 
out in [ 81 for the Gordon identities and in [ 131 for a number of classical 
identities such as the theorems of Euler and Schur. 
It will be good to illustrate the method here by working on some simple 
examples. The following identities appear to be well suited for this purpose: 
n l ,>o 1 -q*i+i = ‘5 (1 + 47 
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y 
P=-cc 
(4)P (f3m-(l/*)P g, & = 1, (5.2 1) 
These are two classical theorems in the theory of partitions, both due to 
Euler, which already have many different proofs (see [ 1,6,9, 151) that may 
be compared with the combinatorial proofs we shall obtain here. 
The first of these identities expresses the fact that the partitions of n with 
odd parts are as numerous as those with distinct parts. Our first goal will 
then be to produce a bijection between these two classes of partitions. To this 
end we shall use as a guide the following two-step analytic proof of (5.20). 
n ‘1 =Gl 
J>o 1-q2+1 
(5.22) 
Since two cancellations of type (5.19) occur here, our first move will be to 
replace them by canceling involutions. In fact, the formalism strongly 
suggests that the latter should be two involutions a and B say, respectively, 
canceling partitions with even parts and partitions with repeated parts. The 
space in which this is all to take place comes right out of the expressions 
occurring in (5.22). To describe it we need some notation. 
Let EE and EO denote the classes of partitions with even parts and with 
odd parts, respectively. Using our previous conventions EEZ will denote the 
collection of all partitions with distinct even parts. Let us also call a pair of 
equal parts a “duet.” We can visualize a duet as pair of “glued together” 
equal rows on a Ferrers diagram. The class of all partitions made up solely 
of distinct duets shall be denoted by DUETZ. Note that formally we can set 
EEZ N JJ (1 + Xzi), DUETZ = n (1 + x;). 
i>l i>l 
Of course, we also have 
GFEEZ = n (1 + q*‘) = GFDUETZ. 
i>l 
Both collections E x EEZ and E x DUETZ give us a combinatorial inter- 
pretation of the middle term in (5.22). Indeed, we can make them into signed 
collections in such a manner that we have 
m,l+J~ (l-q”)=SG rI FE x EEZ = SGFE x DUETZ. (5.23) 
It is clear that to do this we just set the sign of a pair (E, EEZ) equal to 
(- l)pEE2 and the sign of a pair (E, DUETZ) equal to minus one to the power 
the number of duets in DUETZ. 
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Regardless of which of these two spaces E x EEZ or E X DUETZ we 
chose to work with we should like a and l3 to have respectively the fixed 
point sets 
(a) F, = EO x +, (b) Fp=EZx+ (5.24) 
If we chose E X EEZ, the involution a is easily constructed. Indeed, we 
simply define the image by a of a pair (E, EEZ) to be the pair (8, EEZ) 
obtained by moving the smallest even part of the pair (E, EEZ) from EEZ to 
E if it is in EEZ and from E to EEZ if it is not in EEZ. 
Combining this construction with formula (5.10) we obtain a completely 
combinatorial interpretation of the left equality in (5.22). In order to obtain 
a similar interpretation for the right equality in (5.22), we can work with the 
space E X DUETZ and “cancel” duets rather than even parts. More 
precisely we define an involution y acting on E X DUETZ by letting the 
image by y of a pair (E, DUETZ) be equal to the pair (E, DUETZ) obtained 
by moving the smallest duet occurring in the pair (E, DUETZ) from 
DUETZ to E if this duet is in DUETZ and from E to DUETZ if it is not. 
Formula (5.10) with a replaced by y will then deliver the right equality in 
(5.22). 
We can tie all this together by translating the last equality in (5.23) into a 
bijection. The obvious way to do this is to identify a pair (E, EEZ) with the 
pair (E, DUETZ) obtained by “folding” each even part occurring in EEZ 
into a duet. 
More precisely, we let the pair 
correspond to the pair 
(XY’)...) x”,“; XI’, )...) x;J E E x DUETZ. 
This defines a weight and sign preserving bijection of E X EEZ onto 
E x DUETZ which we call CONVERT. We can now construct, on the space 
E x EEZ, an involution p, whose fixed point set is given by (5.24b), 
according to the following diagram 
ExEEZ CONVERT E X DUETZ 
Y 
INVERT Ex DUETZ 
Here INVERT denotes the inverse of CONVERT. Perhaps we should 
mention that l3 has the desired fixed point set since we tacitly assumed in the 
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construction of y that pairs (E, $) E E x DUETZ would be left unchanged 
when E contains no duets. 
The involution principle applied to a and p yields now the desired 
bijection between EO and EZ. For instance, to obtain a match for the 
partition 3 3 3 1 1 we chase through the images of the pair (3 3 3 1 1; $) by 
alternate applications of a and p obtaining 
F,3(333 11;$)$333;2)~(3332;$)$32;6) 
~(3;62)~(3 11;6)+63 11;4) 
7 (6 3; 2) T (6 3 2; $) E Fg. 
If we experiment with further examples we soon discover that this process 
can lead to a lengthy sequence of iterations. This is due to a sort of “Tower 
of Hanoi” effect caused by the limited number of “moves” at our disposal. 
Nevertheless, there is an element of surprise here. Indeed it was pointed 
out by Remmel [ 131 that the resulting bijection is identical with the one put 
together by Glaisher in [9] almost 100 years ago. In point of fact Remmel 
shows that a number of “ad hoc” bijections occurring in the literature can be 
derived in a systematic way from the involution principle. This fact has an 
interesting implication concerning our Rogers-Ramanujan bijection. If we 
take a look at some of the matches reproduced at the end of the paper we see 
that the result is often obtained after a considerable number of iterations 
(3436 for 12 10 8 -+ 9*6*). On the basis of what happens in the case of 
Euler’s theorem we should be tempted to suspect that, forbidding as our 
bijection may look on the surface, there may be a more direct underlying 
“number theoretical” description for it in the style of the Glaisher bijection. 
Clearly this may be worth further investigation. 
We shall now turn our attention to the identity in (5.21). Note that if we 
set 
n’= 
Ill>1 1-c 
z. p(n) q” 
then (5.21) is equivalent to the recursion 
p(n) = p(n - 1) + p(n - 2) - p(n - 5) - p(n - 7) + ... 
+ (-l)k-l[p(n - jk* + fk) + p(n - $k* - fk)] + ..a. (5.25) 
Here it is understood that when m is negative p(m) = 0. 
There are two proofs of (5.21) often found in the literature (see [3, p. 176; 
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2, p. 5]), one entirely formal, and one partly combinatorial. We shall use our 
method to transform them both into bijective proofs of (5.25). 
In the first of these proofs, we start by establishing the Jacobi triple 
product identity (formula (5.18)) then replace q by q3 and z by -q obtaining 
F 
k=Lim 
(-l)k q(3/*)kz--(1/2)k mFI 1 -lql- = n (1 - q3m+‘)(l -q3m+2).(5.26) 
m>o 
Finally, we divide by the right hand side to get 
f (-l)k qW2W-W2)k 
k=-w 
= n (1 -qjm+l)(l -qjm+y n 1 1 
m>O 1 -q3m+I 1 -q3m+2 = 1. (5.27) m>o 
We shall replace each of these steps by a bijection. More precisely the first 
equality in (5.27) will be replaced by a bijection very similar to the 
CONVERT bijection of Section 2 and the second equality by a canceling 
involution. 
The spaces in which this is all to take place can almost be read-off from 
(5.27) itself. To see this we need some notation. Let S be the union of the 
following classes of partitions: 
Sl:o 9 E!m, ikakm, 
SZ:m, k, !ZEBZm3, 
‘--’ (5.28) 
I... 
In other words the kth element of Sl, denoted by Sl(k), is a 3-staircase with 
k parts congruent to 1 (mod 3) and the kth element of S2 is a 3-staircase 
with k parts congruent to 2 (mod 3). We agree to include the empty partition 
in the first class. That is we set 
S1(0)=0. 
Now let S x E denote the set of pairs (S, E) with S an element of S and E an 
arbitrary partition. We shall also make S x E into a signed collection by 
setting the sign of a pair (S, E) equal to minus one to the power the number 
of parts in S. 
These conventions assure that the signed generating function of S X E is 
given precisely by the left hand side of (5.21). In view of (5.10), our goal 
will then be the construction of a weight preserving involution, say l3, of 
S X E onto itself which leaves fixed only the pair ($, $) and is sign reversing 
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in S x E - + x 4. Moreover, once p has been constructed, formula (5.25) 
will follow at once since it merely expresses the fact that, within the space 
S x E (,, consisting of the pairs (S, E) of weight n, the number of positive 
pairs is equal to the number of negative pairs. 
To carry out the construction of j3 we need to introduce an auxiliary space 
which will play a role here quite similar to that of NEWSS in Section 2. To 
this end let F3, Fl, F2 denote the classes of partitions with parts respectively 
congruent to 0, 1, 2 (mod 3). Following our previous conventions, FZl and 
FZ2 will then denote the classes of partitions with distinct parts congruent to 
1 and 2 (mod 3), respectively. 
The Cartesian product 
FZl xFZ2xFl xF2 
will be denoted by AUX. We shall also make AUX into a signed collection 
by setting the sign of a quadruple 
(FZl, FZ2, Fl, F2) 
equal to minus one to the total number of parts in FZl and FZ2. 
This given we see that the middle expression in (5.27) is precisely the 
signed generating function of AUX. Keeping all this in mind, we see that our 
desired involution p can be assembled according to the diagram: 
where y is the canceling involution corresponding to the last step in (5.27), 
CONVERT is a weight and sign preserving bijection of S x E onto AUX 
which is induced by the equality in (5.26) and finally INVERT is simply the 
inverse of CONVERT. 
To be precise, we let the image by y of a quadruple (FZl, FZ2, Fl, F2) be 
the quadruple (Fz 1, Fz.2, Fl, P2) obtained by moving the smallest part in 
(FZl, FZ2, Fl, F2) from the pair (FZl, FZ2) to the pair (Fl, F2) if this part 
is in (FZl, FZ2) and from (Fl, F2) to (FZl, FZ2) if this part is not in 
(FZl, FZ2). 
We shall not give a complete description of the CONVERT bijection here. 
Only a few highlights should be sufficient since the construction of this 
bijection follows almost step by step that of the CONVERT bijection of 
Section 2. 
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Given a pair (S, E) to construct its image by CONVERT we first replace 
(S, E) by the quadruple 
(S, F3, F 1, F2) 
obtained by separating the parts of E according to their congruence class 
(mod 3). This done we transform the pair (S, F3) into a pair (FZl, FZ2) E 
FZl x FZ2 using CUT or UCUT according as S belongs to Sl or S2. The 
manner by which this is carried out should closely reflect what we did in 
deducing (5.26) from the triple product identity. In particular the “shrinking” 
and “stretching” operations are now to be done by a factor of 3 (rather 
than 5). Finally we should remark that the resulting pair (FZl, FZ2) should 
have the same weight as the original pair (S, F3) and furthermore 
pFZ1 f pFZ2 
should have the same parity as the number of parts in S. 
The reader should have no difficulty in completing the construction. 
The second proof of (5.21) we shall work with is based on a beautiful 
bijection due to F. Franklin [ 1, p. lo] which establishes combinatorially the 
identity 
n (1 - qm) = -f (Al)k q(3/2)k*-W2)k. 
m>l k=-co 
(5.29) 
Starting from this result, of course, the next step is to divide by the left hand 
side and get 
’ = n (I - 4”) mvl +-q ,=z, (-l)k q(3/2)k2-W2)k n 
1 . 
m>l m>l l-qrn 
(5.30) 
Thus to obtain a completely combinatorial construction we need only replace 
the first equality in (5.30) by a canceling involution. The middle expression 
in (5.30) suggests where the action should take place. More precisely, we 
work with the space EZ x E consisting of pairs (EZ, E), where EZ is a 
partition with distinct parts and E is arbitrary. of course, we make EZ x E 
into a signed collection so that 
SGFEZxE= n (l-qm)m~l+. 
m>l 
That is, we set the sign of a pair (EZ, E) equal to minus one to the power the 
number of parts in EZ. 
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This given we replace the first equality in (5.30) by the involution a that 
sends a pair (EZ, E) # (+, +) into the pair @Z, l?) obtained by appropriately 
moving the smallest part of (EZ, E) from EZ to E or vice versa. 
The second equality in (5.30) is then replaced by the Franklin bijection. 
The actual manner in which this bijection is put together is immaterial here, 
the reader may consult [l] for details. For our purposes it suffices to know 
that we can use this bijection to define an involution p of EZ X E onto itself 
which is weight preserving, has S x E as fixed point set (clearly S c EZ) and 
is sign reversing in EZ X E - S X E. 
Let us then consider the graph G corresponding to the pair a, B according 
to the construction of Section 4. We can no longer say now that only 
components of type C occur since in this case p has negative as well as 
positive fixed points. Indeed we can easily see that G has only one 
component of type C. Namely, that corresponding to the pair (I$, I$) that is 
fixed by both a and l3. There are no components of type A or D since a has 
no negative fixed points. That leaves only components of type B or E. 
Remarkably, the components of type B give us an involution of S X E - 
+ x 0 onto itself which is, of course, weight preserving and sign reversing. 
But this is precisely what we need to establish (5.25) bijectively. 
We should point out that experimentation with simple examples quickly 
yields that the bijection resulting from this construction is quite different 
from the one we obtain by means of the CUT and UCUT operations. 
It may be worthwhile making some additional remarks about the graph of 
Section 4 in the general case. Let us suppose that we have a collection C of 
k-tuples of partitions and again two involutions a and B which are weight 
preserving and sign reversing ourside their fixed point sets F, and F,. Using 
(5.10) twice we obtain 
c sign c q’“@) = SGFC = c sign c qwcc) (5.3 1) 
CEFO CEFfj 
or better yet 
(5.32) 
It develops that the graph G corresponding to the pair a, p yields a bijective 
refinement of this equality. Indeed, the components of G further decompose 
the sets FJ, F;, Fi, F; as follows: 
F,t = F:(A) + F:(C), F, = F,(A) + F,(D), 
F; = F;(B) + F;(C), Fi = Fi(B) + F@), 
where, for instance, F:(A) consists of the elements of Fz that are end points 
582J3 I /3-s 
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of a component of type A. Similarly F:(C) consists of the elements of Fz 
that are end points of a component of type C. The sets F;(A), F;(D), 
F;(B), F{(C), F;(B), F;(D) have analogous definitions. 
By matching end points of components of a given type we obtain weight 
preserving bijections between pairs of these sets which we shall respectively 
denote by 
VA, ‘PB, (PC, 00, 
This given, the equality in (5.32) can effectively be replaced by the diagram: 
In particular (5.31) can be further relined to the equality 
‘j- qW(C) _ x qW(C) = SGFC = c q’“@) _ 1 qwcc). (5.33) 
cq$D) CCFp ce~-(D) 
B 
It is to be noted that both the Rogers Ramanujan identity (formula (5.9)) 
and the identities in (5.20), (5.21) can be viewed as special instances of the 
general principle expressed by (5.33). 
6. THE APL PROGRAMS 
In Table I we reproduce printouts of the APL procedures which calculate 
our various bijections and involutions. The procedures VCUT, VUCUT, 
VPASTE, VUPASTE, VAl, VA2, VA3, VBl, VB2, VB3, VACONVERT, 
VBCONVERT, VINVERT, VALPHA, VGAMMA follow very closely the 
descriptions we have given in Sections 2 and 3, and we need not go into them 
again here. However, it may be good to say a few words about the 
procedures VBETA, VCLASSDET and VFM. 
First of all, VBETA and VCLASSDET are the master programs which 
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TABLE I 
APL Programs 
Table continued 
carry out the assembly of the involution VBETA of Sections 2 and 3. In 
VBETA we first carry out the operations of SBETA in case the triplet 
(EZ, D, E) belongs to the class T of Section 2. In case the triplet is not in T, 
control is passed to VCLASSDET. VCLASSDET then determines which of 
the classes Al, A2’, A3; B l’, B2, B3 or A2 - A2’ (=SSA), Bl - Bl’ 
(=SSB) the triplet belongs to. This done control is transferred to the 
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TABLE I-Continued 
Table continued 
procedures VAl, VA2, VA3, VBl, VB2, VB3 or VSSA, VSSB as the case 
requires. 
Finally the procedure VFM implements the construction of the bijection 
according to the findings of Section 4. The argument of VFM is a partition 
D E D. This partition is replaced by the triplet (+, D, $) and an iteration is 
started of successive applications of ALPHA and BETA (starting with 
A ROGERS-RAMANUJAN BIJECTION 
TABLE I-Continued 
MATCHES PRODUCED BY OUR SIJECTlON FOR THE CASE n.30 
331 
30 
29 1 
78 2 
27 3 
26 4 
26 3 1 
25 5 
25 4 I 
24 6 
24 5 1 
24 4 2 
?3 7 
23 6 I 
23 6 2 
22 R 
22 7 1 
22 b 2 
22 5 3 
21 9 
21 8 1 
21 7 2 
21 6 3 
21531 
20 10 
20 9 1 
20 R 2 
20 7 3 
20 b 4 
20 6 3 1 
19 li 
19 10 I 
19 9 2 
19 8 3 
19 7 4 
19731 
19641 
18 12 
18 11 1 
18 10 2 
18 9 3 
18 8 4 
18 8 3 1 
18 7 5 
18 7 4 I 
18 6 4 2 
17 13 
17 1% 1 
17 11 2 
17 10 3 
17 9 4 
17931 
17 8 5 
17 R 4 1 
17 7 5 1 
17742 
16 14 
16 13 1 
16 12 2 
16 il 3 
Table continued 
BETA). The iteration is stopped when we reach a triplet (4, 4, E) with E c 
El x E4. The resulting partition E is then printed out together with the 
number of iterations needed to reach it. 
582a/31/3-9 
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E: 
n: : I E: 82 
E: I 
E:L R2 
C. . < 
0:-i t 
n: 3 1 
D: 3 1 
D: 2 ;Iii 83 
1 D: 2 E: 1 
0: 3 E: I *I 
I n: 3 C’ 
i: 5 1 I 
7 1 1 5SB 
E: 7 1 
F:,, T  
E: 7 
“d: 
E:72 SSE 
E: 7 
El: 2 E: 7 T  
0: 2 E: 
0: 7 2 E: 
0: 7 2 E: : 
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