INTRODUCTION
as the capabilities of data collecting and storing are increasing very rapidly, the usage of high frequency data in finance becomes more and more popular. such a usage is also connected with the increase of the popularity of, for example, algorithmic trading and other practical applications. in such techniques even ultra-high frequency data are analysed. of course, in a situation, when fast computational machines are unavailable, then the enormous amount of data cannot be quickly analysed and high frequency data are not so convenient.
nowadays, transactions on stock exchanges are executed in majority by computers. Whereas not long ago most of them were done, at least in principle, by the human being. Currently, computers are capable not only of submitting, but also of managing, the stock exchange orders. it is estimated that between 50% and 77% of the trading volume in the Us equities markets is nowadays done by the algorithmic trading (Cartea and Jaimungal, 2013) .
of course, such changes resulted in a vast literature on fundamentals of high frequency data analysis (for example: ait-sahalia and Jacod, 2014; Dacorogna et al., 2001; mariano and yiu-Kuen, 2008) .
however, high frequency data are not just a mere increase in a computational challenge for statisticians, econometricians and programmers. they are not merely a source of more records with no new insight into the structure of the market. tick data unveil some specific patterns and effects, which diminish even if daily data are used. in other words, high frequency data are very useful in studying the microstructure of the market (o'hara, 1997; hautsch, 2012; hasbrouck, 2007) .
the microstructure foundations of the Warsaw stock exchange were thoroughly discussed by orłowski (2009) and Bień (2005) . yet, their researches were done for a very specific stock or for the period just after eU accession. therefore, it seems interesting to analyse also a bit more recent period, relatively large period and for selected stocks. Usually, most researches for Polish stock exchange, cited later in this paper, were based solely on the market index. Despite the fact that the stock market index is a fair representative of the overall market, it still gives just the overall information and in certain situations may give biased results. for example, the stock market index was found to have a stronger effect on stocks than stock have on the index (Kennet et al., 2013) . it seems very natural then that researches interested in the microstructure of the market should analyse also particular selected stocks.
secondly, the developed markets were quite extensively studied in case of highfrequency data. on the other hand, less attention was given to the developing stock exchanges. however, the Warsaw stock exchange is the biggest in the region. as a result, it is tried herein to fill a certain literature gap and provide more detailed study on its market microstructure.
in particular, the aim of this research is to analyse certain relationships from the Warsaw stock exchange in the context of the market microstructure and highfrequency approach. moreover, the aim is to formulate the results basing on the data from single stocks, instead of studying just the behaviour of the stock market index. in a more narrow sense the aim is to check the correlation between stock returns and durations between the transactions. secondly, the volatility patterns are studied with the heterogeneous autoregressive model for realized volatility (har) and the UhfgarCh model. additionally, the standard arma-garCh approach is also considered. thirdly, the hypothesis of Diamond and Verrecchia (supposing a negative correlation between price changes and the time passed between transactions) is checked.
LITERATURE REVIEW
high-frequency data contain a lot of information useful for market players. for example, andersen and teräsvirta (2009) stressed that this information can be used for better volatility forecasting. in other words, the more frequent data can result in more accurate forecasts. secondly, high-frequency data contain information which can be important in the context of the distribution of returns under the conditions of non-arbitrage. moreover, this kind of data can be interestingly joint with the concept of multivariate measures of the quadratic variation. finally, they noticed the advantages of high-frequency data in estimating realized volatility, as well as, generally in the specification and estimation of the econometric model.
as it was just aforementioned, high frequency data unveil a lot of interesting patterns and effects not seen under the analysis of less frequent records. on the contrary to daily data, tick data are characterized by unequal durations between the time of sequent transactions (i.e., a non-synchronous trading occurs). including this information in the statistical analysis of returns shows that there is a negative serial autocorrelation between the returns. moreover, tick data allow to include the information about the bid-ask spread, which imposes a negative first lag autocorrelation of price changes. this effect is usually named a bid-ask bounce (Bauwens, 2001; Campbell et al., 1996; tsay, 2005) . as a result, for intraday transaction data a price reversal can be observed.
indeed, based on numerous empirical findings it is commonly agreed that the transaction data are characterised by unequally spaced time intervals between the transactions and also by the existence of a daily periodic or diurnal pattern (ghysels, 2000) . in particular, most of the transactions are executed at the beginning and at the end of the session. the number of transactions is usually the lowest in the middle of the session. such a pattern is clearly seen as an U-shaped curve of the transactions intensity (Wood et al., 1985; admati and Pfleiderer, 1988) . also, the fact that multiple transactions can be executed within a single second and prices have only discrete values plays a significant role in the statistical analy-sis (Cartea and meyer-Brandis, 2010; Dufour and engle, 2000; easley and o'hara, 1992; engle and russell, 1998; manganelli, 2005) .
for example, gramming and Wellner (2002) noticed an interesting fact that the duration between transactions (or quote updates) can significantly affect the volatility. on the other hand, they questioned if the volatility does feedback the durations. finally, they found that volatility shocks can lead to longer transaction durations.
the above observation is linked with the stimulative hypothesis of Diamond and Verrecchia (1987) who predicted a negative correlation between price changes and the time passed between transactions. their conclusions were drawn from modelling and analysing the role of information on the market. according to their considerations, durations should be negatively correlated with price changes, because of short-selling constraints which prevent from the trading on private bad news, whereas there are no similar constraints to prevent from trading on private good news. their paper has been very stimulating for the further discussion and the development of numerous researches on the role of information for traders. indeed, the presented relations are usually discussed in the context of information-based models or inventory-based models (Bowe et al., 2007; tsay and ting, 2008) . however, it is worth to mention that basing also on the analysis of the role of information, easley and o'hara (1992) derived the conclusions opposite to Diamond and Verrecchia (1987) . But tay et al. (2011) found that after long transaction durations it is more likely that prices will decline, which is consistent rather with the hypothesis of Diamond and Verrecchia (1987) than with that of easley and o'hara (1992). yet, it should be mentioned, that the research of tay et al. (2011) was based on the extension of aCD (autoregressive conditional duration) model initially proposed by engle and russel (1998) . this model is currently one of the fundamental tool in high frequency data analysis. however, Dufour and engle (2000) argued that long durations should have lower impact on prices than short durations. yet, staying with the hypothesis of the negative correlation, one can also find some reminiscences of the elliot waves theory. according to this hypothesis, it is believed that the increases of the price are usually lasting for a longer time and are more stable than the price declines, which happen in relatively shorter periods (frost and Prechter, 1998; Poser and Plummer, 2003) . the elliot wave theory is deeply rooted in behavioural aspects, which are also very important on stock exchanges. nevertheless, this paper is focused only on quantitative analysis, so it will not be more discussed.
as far as now, there is no consensus amongst researchers whether a sudden price decrease should be the sing for an investor to sell the stocks as soon as possible and prevent from further price decline or should an investor wait till the price correction (i.e., to benefit from the price reversal effect). for example, a sudden price decline can result in the decrease in the liquidity and, as a result, in further obstacles against selling stocks.
in this context, some researchers acknowledge the disposition effect. it is a name for the situation, in which investors keep their stocks even though the price has significantly fallen. investors can be more willing to trade after price increases. then, it can be assumed that a decrease in the liquidity is connected with a price decrease (griffin et al., 2007) . similarly, a threat to the liquidity can result in a price decrease. But the impact between the price and the liquidity can be asymmetric. the trading volume is usually considered as the liquidity measure, as it is the simplest and the most fundamental one (gabrielsen et al., 2011) .
on the contrary to the above described effects, ammann and Kessler (2009) analysed certain types of stock price crashes on the Us market. they based on the intraday data. they found that during the crash, the liquidity is in general relatively higher, similarly as the trading volume and the number of transactions in a fixed time interval. Jones (2002) analysed the Dow Jones index for the whole 20th century and showed that high liquidity can result in low returns. another problem, indicated by numerous researchers is that low liquid stocks can generate relatively a bit higher returns in order to compensate relatively higher transaction costs. yet, this liquidity premium was found rather small (Baker and filbeck, 2015; lhabitant and gregoriou, 2008) .
for the Warsaw stock exchange it was found by Doman and Doman (2010) that the liquidity is the most important factor influencing the process of discovering information by uninformed traders. Baker and stein (2004) introduced a certain model of various investor types. they found that lower bid-ask spread (being an indicator of the increasing liquidity) can result in lower returns. similarly, engle (2000) basing on aCD and garCh type models, found that variances are high in the periods of longer durations between transactions. the usual explanation for such a relationship is derived on the basis of the asymmetry of information available for traders.
the liquidity is not observable. therefore, there exist various liquidity measures. Unfortunately, Baker (1996) found that different measures can lead to mutually exclusive conclusions, which vary depending on which liquidity measure is used.
yet, there has not been much research in the above direction on the Warsaw stock exchange. although, gluzicka (2013) and Doman (2008) analysed stock market indexes on the Warsaw stock exchange in this context. they found that there is a significant and strong correlation between the price and the trading volume during the boom. however, this correlation was significant, strong and positive only during the boom periods. on the other hand, on the bear market and shortly afterwards the sign of the correlation depended on which market index was analysed. the linear test of the granger causality proved that the price change results in the change in the (47 -72) 
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Krzysztof Drachal Volatility Patterns of the largest Polish ComPanies trading volume. But it could not have been concluded that a change in the trading volume results in a change in the price. moreover, the causality between the trading volume and returns was found significant only for few market indexes.
it is also worth to mention that for a developed market, foster and Viswanathan (1990; observed that the trading volume should exhibit some degree of autocorrelation.
another interesting problem is the forecasting of the volatility. similarly, like the liquidity, it is not observable. one of the modern ways of modelling the volatility is based on the garCh model framework. this model was introduced by Bollerslev (1986) as a generalization of the model of engle (1982) . the engle model allows the error term to have a characteristic size of variance. the garCh model additionally allows to include the lagged conditional variance terms as autoregressive. then, the variance depends both on past shocks (through the lagged residuals) and the past values of itself.
the simplest type of the above family of models is the garCh(1,1) model. in particular, x t follows the garCh(1,1) process, if: xt = c + f1 y1 + f2 y2+ . . . + fk yk+ ut ,
where c, f 1 , ... , f k are parameters, y 1 , ... , y k are explanatory variables and u is the error term. it is assumed that z t follows the standard normal distribution with zero mean and variance one. it should be noted that there are various modifications of the simple garCh(1,1) model. therefore, one should rather speak of the garCh type family of models.
for example, Xekalaki and Degiannakis (2010) , Craioveanu (2008) and Doman and Doman (2009) provided thorough reviews of the applicability of various garCh type models in finance. one of the great advantages of the garCh model is that such a model can be quite easily fitted depending on the market specification and the research context. on the other hand, this fact can also be a drawback, as one can describe the concrete case in various ways (ai et al., 2011; Berra and higgins, 1993; engle, 2001) . an extensive list of various garCh type models was presented by Bollerslev (2008) in a quite concise manner. empirical results of the application of garCh type models for the Warsaw stock exchange were described, for example, by fiszeder (2009), Bień (2005) , Doman and Doman (2005) and ferenstein and gąsowski (2004) . it should also be mentioned that some researchers criticized the garCh models (starica, 2006) . Bauwens (2001) discussed the usage of garCh(1,1) type models for intraday data and found that the influence of trade related variables is important for 5min, 10min, 15min and 30min data. however, Dacorogna et al. (2001) presented an interesting review and arguments that the estimates of the garCh model based on a physical time can lead to spurious estimates if high frequency data are used. shortly, this is due to the need of incorporating the statistically significant, previously mentioned, seasonal intraday pattern (andersen and Bollerslev, 1997) ; but then the aggregation properties of the model break down.
Christoffersen (2012) and francq and Zakoian (2010) provided an interesting discussion, comparison of the garCh based volatility with the realized volatility concept and references to the vast literature. indeed, there are various approaches towards the estimation of the volatility of an asset (andersen et al., 2010; 2012; Barndor-nielsen et al., 2004) . for example, if r t,i is the i-th intraday return on day t and n is the number of intraday returns per day, then the eq. (4) defines the realized volatility.
rV t = Σ i=1 n r t,i 2 (4) the realized volatility and the garCh framework (together with the stochastic volatility and the implied volatility) are one of the most important approaches towards the dynamic modelling of the volatility. it is worth to mention that the realized volatility is non-parametric, whereas the volatility derived from the garCh framework is parametric. moreover, the garCh model provides a one step ahead forecast given the past, whereas the realized volatility does not use the information from the other days. the important advantage of the realized volatility is that in the case of high frequency data returns the classical time series methods can be applied (andersen et al., 2003) . the concept of volatility in various aspects was thoroughly and interestingly discussed in the collection edited by Knight and satchell (2007) . short reviews in the context of the Warsaw stock exchange were presented by Ślepaczuk and Zakrzewski (2009a; 2009b) . some solutions of the previously mentioned problems with non-synchronous trading and volatility modelling, yet staying with the garCh framework approach, were proposed, inter alia, by rossi and fantazzini (2014) and Chen et al. (2009; . for example, Dionee et al. (2009) proposed a successful modification for the case of the toronto stock exchange, antola and Vuorenmaa (2013) for nasdaq and martens (2002) for s&P 500 index. andersen and Bollerslev (1998a) decomposed the conditional variance of intraday returns into multiplicative product of diurnal components. Chanda et al. (2005) and engle and sokalska (2012) focused on modelling and forecasting intraday returns. the volatility was decomposed into different components, i.e., the conditional variance was expressed as a product of daily, diurnal and stochastic intraday volatility. such a methodology was applied to 10 min returns of over 2700 Us equities. muller et al. (1997) proposed an approach connected with the hypothesis of a heterogeneous market. they used the heterogeneous interval arCh model, in which the conditional variance depends on past squared returns taken at different frequencies. such an approach was a try to fix the problem of the asymmetry in the standard garCh approach.
in case of tick data engle (2000) proposed to consider time-adjusted returns. in other words, r t is defined to be the return in time t divided by the square root of the duration interval time. next, it is assumed that r t follows the arma process, i.e., r t = c + f r t-1 + g u t-1 + u t , (5) where c, f and g are parameters and u is the error term. it is assumed that u t = z t √h t , (6) where z t follows the standard normal distribution with zero mean and variance one and h t = w + a (u t-1 ) 2 + b h t-1 .
(7) as a result, the arma(1,1)-garCh(1,1) model can be estimated. it is an example of the simplest Uhf-garCh model (ultra-high frequency garCh). its advantage is that it can be easily estimated as the standard arma-garCh type model. the obtained outcomes allow the estimation of the variance per unit time.
a quite different approach was proposed by ghysels and Jasiak (1998). they modelled unequal durations by the variation of the engle and russell (1998) aCD model and the volatility by the garCh(1,1) model. the discussion of this approach in the context of the Uhf-garCh type model was presented by meddahi et al. (2006) . an extensive review of aCD models, both from theoretical and applied point of view, was presented by Pacurara (2008) .
however, racicot (2004) and racicot et al. (2008) argued that the integrated volatility method of andersen and Bollerslev (1998a) and Bollerslev and Wright (2001) measured by the squared value of intraday returns outperforms UhfgarCh type models.
on the other hand, an interesting and successful application of Uhf-garCh model to the Portuguese money market was done by sol murta (2007). Zongxin and Xiao (2011) applied similar model to 14 stocks from the shanghai stock exchange. also, Wang et al. (2010) discussed the garCh model for the shanghai stock exchange. alfonso-Cifuentes and serna-Cortes (2012) successfully studied the Colombian exchange market index with such an approach. another interesting model was given by Darolles et al. (2000) . the Bayesian inference for certain Uhf-garCh models based on the tick data for the Warsaw stock exchange was studied by huptas (2009; 2013) .
later, engle and sun (2005) expanded the Uhf-garCh model by incorporating autocorrelations caused by the microstructure effect. their approach was applied to the problem of a one-day volatility forecasting of the tick data.
in case of the realized volatility andersen et al. (2007) and Corsi (2009) proposed the har model (heterogeneous autoregressive model for realized volatility). this model is easy to estimate and can reproduce the long memory and fat tails. the model is given by the eq. (8).
rV t+1 = c 0 + c 1 rV t + c 2 rV t-5,t + c 3 rV t-22,t + u t+1 ,
where rV is defined as in eq. (4).
METHODOLOGY
the periodicity in diurnal patterns for high frequency data can be analysed by various methods (martens et al., 2002; franse, 1992; ghysels and osborn, 2001) . for example, with a help of the fourier flexible form approximation, by sampling moments for each intraday bin or by the dynamic cubic spline (Creal et al., 2011 and harvey, 2013; harvey and Koopman, 1993; ito, 2013) . the last method allows for the dynamic in the periodicity, an inclusion of the day of the week effect with no seasonal dummy variables, and the fact that the overnight news can change the next day trading pattern.
But, for example, the problem of the occurrence of the day of the week effect on the Warsaw stock exchange is not clearly solved yet (gajdosowva et al., 2011; heryan and stavarek, 2012; Jamróz and Koronkiewicz, 2014) . therefore, and also due to the simplicity, it was not taken under considerations in the present research.
it can also be assumed that the pattern of the periodicity is fixed in time. such an assumption was made in this research, following numerous previous studies, for example, andersen and Bollerslev (1998b), , Campbell and Diebold (2005) , engle and rangel (2008), engle and russell (1998) and engle and sokalska (2012). therefore, the deseasonalized durations are understood as the physical time durations divided by the seasonal factor. similarly as in the paper of allen et al. (2006), the seasonal factor was estimated by the cubic smoothing splines with 4 effective degrees of freedom for the spline (nychka et al., 2015) applied to the mean daily aggregated data.
following engle and sokalska (2012) and sokalska (2010) the overnight returns were excluded from the analysis. in particular, logarithmic returns were used. if the sample was aggregated into fixed time intervals, the median price was taken as a representative for a particular bin, except for the daily data, for which the last transaction price was taken. Usually, the last observation is taken in many studies also for short intervals. however, the median seems to be more representative from the point of view of an investor who can deal with this price. nevertheless, as a bin is taken more and more smaller, the difference between different aggregation methods should diminish (Brownlees and gallo, 2006) . however, it should be mentioned that henker and Wang (2006) argued that even small changes in the specification of time interval can significantly affect the outcomes through the severe biases in the estimated parameters. But their research was based on a very developed market, i.e., the new york stock exchange, and contradicted some previous findings. interestingly, Diebold (1988) suggested that the conditional heteroskedasticity should be smaller, when the width of an aggregate bin becomes smaller. additionally, De luca (2006) stated that very high frequency processes are close to the integrated garCh(1,1) model, i.e., the igarCh(1,1) model. 
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Krzysztof Drachal Volatility Patterns of the largest Polish ComPanies many empirical analyses focused on stock exchange indexes, whereas separate time series for particular stocks are less often analysed. it is true that the behaviour of a stock in encoded in the stock exchange index, merely by definition. on the other hand, it seems interesting to analyse the concrete stocks as the fundamental activity on a stock exchange is to trade the stocks. it should also be mentioned that the composition of a market index is changed from time to time. moreover, the investor can trade on particular stocks, but a short-selling is not allowed, which significantly affects the situation. this constraint is relaxed for index contracts, but the transaction durations of an index contract are not meaningful for the behaviour of durations of a particular stock. all in all, it seems very reasonable to analyse some concrete portfolio of stocks.
in this research 20 selected stocks from the Warsaw stock exchange were analysed: alior, asseCoPol, BogDanKa, BZWBK, eUroCash, JsW, Kernel, Kghm, lotos, lPP, mBanK, orangePl, PeKao, Pge, Pgnig, PKnorlen, PKoBP, PZU, synthos and taUronPe. these stocks constituted Wig 20 index in the end of 2014. Wig 20 is composed of 20 largest stocks from the Warsaw stock exchange. no more than 5 stocks out of a particular market sector can be included in it, nor can an investment fund be included in it (gPW, 2015) . the tick data were obtained from BoŚ (2015). table 1. presents the number of observations for particular time series. the date of the last observation is march 5, 2015 for all analysed stocks. the computational part was done in r (gentleman and ihaka, 1996; r Core team, 2014) with a help of "highfrequency" (Boundt et al., 2014) and "rugarch" (ghalanos, 2014) packages.
if not stated otherwise, the 5% significance level was assumed. 
RESULTS
first, the mentioned Diamond and Verrecchia (1987) hypothesis was tested for the unadjusted durations. the results are presented in table 2. it presents the correlation between price changes and durations. the correlation was checked by the Pearson coefficient. it can be seen that the correlation occurred to be statistically significant at 5% level only in just a bit more than a half of the stocks. But if it happened to be significant, then (in 73% of such cases) it was negative, as predicted by Diamond and Verrecchia (1987) . nevertheless, it has to be mentioned that in some cases a significant positive correlation was found, but such a behaviour is rather unusual according to the analysed data. in every case the correlation of the trading volume and the duration is positive and statistically significant. this is consistent with previously cited references. the same relationship holds, if deseasonalised durations are considered. on the other hand, there is no clear relationship between the trading volume and logarithmic returns. the correlation is statistically significant in 70% of analysed stocks. in 7 cases a statistically significant negative correlation was found. in 7 cases a statistically significant positive correlation was found. therefore, it seems that there is no definite relationship between returns and the trading volume. on the other hand, in every case a positive first lag autocorrelation of the trading volume was found. this is consistent with the already cited references. only in one case this relationship was not found statistically significant at 5% significance level. But if 10% level is assumed, then the relationship is statistically significant for every analysed stock.
Consistently with the cited references it was also checked if the significance of arCh effects for logarithmic returns possibly vanishes within some intervals. it was found that significant arCh effects are present for 5 min., 10 min., 15 min., 30 min. and 1 hour intervals for every analysed stock. the result are presented in table 5. following engle (2000) who proposed to consider time-adjusted returns, logarithmic returns were divided by the square root of the duration interval time. such returns were checked for the existence of arCh effects. only in three cases no significant arCh effects were found. however, for the majority of the analysed stocks such effects were statistically significant. the results are presented in table 6. as a result, it was justified to perform Uhf-garCh analysis for these stocks, as described by eqs (5) -(7). Uhf-garCh models were estimated according to eqs (5) - (7). of course, for the previously mentioned three cases with no significant arCh effects the Uhf-garCh model was not estimated. the results are presented in tables 7. and 8. in table 7. there are estimated coefficients of eqs (5) - (7) and in table 8. the corresponding p-values indicating t-test that these coefficients are indeed not equal to zero. the parameter c in eq. (5) for every stock was set to 0 (i.e., models without mean were estimated). in addition, in table 7. there are p-values from lm test checking whether there remain any significant arCh effects in standardized residuals. in all cases there are no remaining arCh effects, meaning that garCh(1,1) specification was enough.
it is interesting to notice that the estimated coefficients for garCh equations are similar amongst different stocks. the coefficients of Uhf-garCh models are quite similar to the ones of Będowska-sójka and Kliber (2010) . on the other hand, values of w in eq. (7) are much smaller than those found by sokalska (2012) . in this context the paper of strawiński and Ślepaczuk (2008) is also interesting. they analysed high frequency data from Wig20 index futures in the context of efficient market hypothesis. from table 8. it can be seen that estimated ma coefficient in arma equation was statistically significant for every stock. on the other hand, ar term was not statistically significant in two cases. statistical non significance of constant term in variance equation for every stock is not problematic. as seen from table 7. this coefficient should be assumed equal to zero. the other terms in variance equation are statistically significant for every analysed stock. table 9. presents the coefficients of har model, i.e., the one given by eqs (8) and (4). also, adjuster r-squared coefficients are given. for two stocks adjusted rsquared coefficient is very low. it indicated that har model in these cases poorly fits the data. in a few cases this coefficient is quite high (JsW, Kghm, PeKao, Pge, PKnorlen, PKoBP, synthos). for these stocks har model can quite reasonably describe the real data. for every stock the constant term is quite small. in most cases the coefficient representing weekly realized volatility is significantly higher than the one representing the daily volatility. yet, in many cases the coefficient representing monthly volatility is smaller even that the one for daily variance. this ca be a sign that after one month the market "forgets" about price fluctuations. Source: own elaboration.
CONCLUSIONS
the empirical properties of the high-frequency data of 20 selected stocks from the Warsaw stock exchange (in particular the ones listed on Wig 20) were examined. in every case a large amount of data was analysed. all analysed data were intraday one.
it was found that in many cases there is a significant negative correlation between price change and duration. the stylized facts of negative first lag autocorrelation of price change and logarithmic returns were also confirmed.
in case of trading volume it was found that it is significantly positively correlated with durations. there is also a positive significant first lag autocorrelation. on the other hand, the relationship between the reading volume and logarithmic returns is inconclusive. for some stocks it is significantly positive, but some significant and negative. it seems therefore interesting, for the future researches, to include in the considerations larger sample. in other words, to consider the analysis basing on more stocks. as the Warsaw stock exchange is expanding and with a time more data are collected, this should be possible.
arCh effects are present for every analysed stock. however, the Uhf-garCh model could be constructed only for 85% of the considered stocks. the outcomes were quite similar for every stock. garCh(1,1) specification for the variance equation was enough in every case.
the har model was also estimated. in many cases quite high r-squared coefficient was obtained. Both ar(1)ma(1)-garCh(1,1) and har models had statistically significant coefficients in most cases.
although the already applied methods are based in the specific econometric modelling, i.e., suitable to catch the high-frequency properties; the core methodology is still well grounded in the conventional econometric theory. nevertheless, still some kind of a drawback can erase, if the forecasting would be the only aim. the conclusions derived in this paper base on the analysis of the whole available data sample. in reality, the market player can only use the past information; but can update his or her state of knowledge as the new information arrives on the market. in this context the Bayesian econometrics and conventional, but recursive and rolling window approaches, might be worth to consider. however, they were yet not applied much in a joint way with the concept of high-frequency data. therefore, for the future researches such a combination could be interesting (Du et al., 2016) .
