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CLUSTERING WITH NOISY QUERIES
ARYA MAZUMDAR AND BARNA SAHA
Abstract. In this paper, we initiate a rigorous theoretical study of clustering with noisy
queries (or a faulty oracle). Given a set of n elements, our goal is to recover the true cluster-
ing by asking minimum number of pairwise queries to an oracle. Oracle can answer queries
of the form “do elements u and v belong to the same cluster?”-the queries can be asked in-
teractively (adaptive queries), or non-adaptively up-front, but its answer can be erroneous
with probability p. In this paper, we provide the first information theoretic lower bound on
the number of queries for clustering with noisy oracle in both situations. We design novel
algorithms that closely match this query complexity lower bound, even when the number of
clusters is unknown. Moreover, we design computationally efficient algorithms both for the
adaptive and non-adaptive settings. The problem captures/generalizes multiple application
scenarios. It is directly motivated by the growing body of work that use crowdsourcing for
entity resolution, a fundamental and challenging data mining task aimed to identify all records
in a database referring to the same entity. Here crowd represents the noisy oracle, and the num-
ber of queries directly relates to the cost of crowdsourcing. Another application comes from
the problem of sign edge prediction in social network, where social interactions can be both
positive and negative, and one must identify the sign of all pair-wise interactions by querying
a few pairs. Furthermore, clustering with noisy oracle is intimately connected to correlation
clustering, leading to improvement therein. Finally, it introduces a new direction of study in
the popular stochastic block model where one has an incomplete stochastic block model matrix
to recover the clusters.
1. Introduction
Clustering is one of the most fundamental and popular methods for data classification. In
this paper we initiate a rigorous theoretical study of clustering with the help of a ‘faulty oracle’,
a model that captures many application scenarios and has drawn significant attention in recent
years.
Suppose we are given a set of n points, that need to be clustered into k clusters where k is
unknown to us. Suppose there is an oracle that can answer pair-wise queries of the form, “do u
and v belong to the same cluster?”. Repeating the same question to the oracle always returns
the same answer, but the answer could be wrong with probability p < 12 (that is slightly better
than random answer). We are interested to find the minimum number of queries needed to
recover the true clusters with high probability. Understanding query complexity of the faulty
oracle model is a fundamental theoretical question [23] with many existing works on sorting and
selection [5, 6] where queries are erroneous with probability p, and repeating the same question
does not change the answer. Here we study the basic clustering problem under this setting
which also captures several fundamental applications. Throughout the paper, ‘noisy oracle’ and
‘faulty oracle’ have the same meaning.
Crowdsourced Entity Resolution. Entity resolution (ER) is an important data mining task
that tries to identify all records in a database that refer to the same underlying entity. Starting
with the seminal work of Fellegi and Sunter [24], numerous algorithms with variety of techniques
have been developed for ER [22, 26, 37, 17]. Still, due to ambiguity in representation and
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poor data quality, accuracy of automated ER techniques has been unsatisfactory. To remedy
this, a recent trend in ER has been to use human in the loop. In this setting, humans are
asked simple pair-wise queries adaptively, “do u and v represent the same entity?”, and these
answers are used to improve the final accuracy [28, 50, 52, 25, 48, 19, 27, 35, 43]. Proliferation
of crowdsourcing platforms like Amazon Mechanical Turk (AMT), CrowdFlower etc. allows
for easy implementation. However, data collected from non-expert workers on crowdsourcing
platforms are inevitably noisy. A simple scheme to reduce errors could be to take a majority
vote after asking the same question to multiple independent crowd workers. However, often
that is not sufficient. Our experiments on several real datasets with answers collected from
AMT [29, 48] show majority voting could sometime even increase the errors. Interestingly,
such an observation has been made by a recent paper as well [47]. There are more complex
querying model [47, 51, 49], and involved heuristics [29, 48] to handle errors in this scenario. Let
p, 0 < p < 1/2 be the probability of error1 of a query answer which might also be the aggregated
answer after repeating the query several times. Therefore, once the answer has been aggregated,
it cannot change. In all crowdsourcing works, the goal is to minimize the number of queries to
reduce the cost and time of crowdsourcing, and recover the entities (clusters). This is exactly
clustering with noisy oracle. While several heuristics have been developed [48, 28, 49], here we
provide a rigorous theory with near-optimal algorithms and hardness bounds.
Signed Edge Prediction. The edge sign prediction problem can be defined as follows. Sup-
pose we are given a social network with signs on all its edges, but the sign from node u to
v, denoted by s(u, v) ∈ {±1} is hidden. The goal is to recover these signs as best as possible
using minimal amount of information. Social interactions or sentiments can be both positive
(“like”, “trust”) and negative (“dislike”, “distrust”). [38] provides several such examples; e.g.,
Wikipedia, where one can vote for or against the nomination of others to adminship [8], or
Epinions and Slashdots where users can express trust or distrust, or can declare others to be
friends or foes [7, 36]. Initiated by [9, 32], many techniques and related models using convex
optimization, low-rank approximation and learning theoretic approaches have been used for this
problem [15, 10, 12]. Recently [14, 12, 44] proposed the following model for edge sign prediction.
We can query a pair of nodes (u, v) to test whether s(u, v) = +1 indicating u and v belong to
the same cluster or s(u, v) = −1 indicating they are not. However, the query fails to return the
correct answer with probability 0 < p < 1/2, and we want to query the minimal possible pairs.
This is exactly the case of clustering with noisy oracle. Our result significantly improves, and
generalizes over [14, 12, 44].
Correlation Clustering. In fact, when all pair-wise queries are given, and the goal is to recover
the maximum likelihood (ML) clustering, then our problem is equivalent to noisy correlation
clustering [4, 41]. Introduced by [4], correlation clustering is an extremely well-studied model
of clustering. We are given a graph G = (V,E) with each edge e ∈ E labelled either +1 or
−1, the goal of correlation clustering is to either (a) minimize the number of disagreements,
that is the number of intra-cluster −1 edges and inter-cluster +1 edges, or (b) maximize the
number of agreements that is the number of intra-cluster +1 edges and inter-cluster −1 edges.
Correlation clustering is NP-hard, but can be approximated well with provable guarantees [4].
In a random noise model, also introduced by [4] and studied further by [41], we start with a
ground truth clustering, and then each edge label is flipped with probability p. This is exactly
the graph we observe if we make all possible pair-wise queries, and the ML decoding coincides
with correlation clustering. The proposed algorithm of [4] can recover in this case all clusters
of size ω(
√|V | log |V |), and if “all” the clusters have size Ω(√|V |), then they can be recovered
by [41]. Using our proposed algorithms for clustering with noisy oracle, we can also recover
significantly smaller sized clusters given the number of clusters are not too many. Such a result
is possible to obtain using the repeated-peeling technique of [3]. However, our running time is
significantly better. E.g. for k ≤ n1/6, we have a running time of O(n log n), whereas for [3], it
1an approximation of p can often be estimated manually from a small sample of crowd answers.
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is dominated by the time to solve a convex optimization over n-vertex graph which is at least
O(n3).
Stochastic Block Model (SBM). The clustering with faulty oracle is intimately connected
with the planted partition model, also known as the stochastic block model [34, 21, 20, 2, 1, 30,
16, 45]. The stochastic block model is an extremely well-studied model of random graphs where
two vertices within the same community share an edge with probability p′, and two vertices
in different communities share an edge with probability q′. It is often assumed that k, the
number of communities, is a constant (e.g. k = 2 is known as the planted bisection model and
is studied extensively [1, 45, 21] or a slowly growing function of n (e.g. k = o(log n)). There
are extensive literature on characterizing the threshold phenomenon in SBM in terms of the
gap between p′ and q′ (e.g. see [2] and therein for many references) for exact and approximate
recovery of clusters of nearly equal size2. If we allow for different probability of errors for pairs
of elements based on whether they belong to the same cluster or not, then the resultant faulty
oracle model is an intriguing generalization of SBM. Consider the probability of error for a
query on (u, v) is 1 − p′ if u and v belong to the same cluster and q′ otherwise; but now, we
can only learn a subset of the entries of an SBM matrix by querying adaptively. Understanding
how the threshold of recovery changes for such an “incomplete” or “space-efficient” SBM will
be a fascinating direction to pursue. In fact, our lower bound results extend to asymmetric
probability values, while designing efficient algorithms and sharp thresholds are ongoing works.
In [13], a locality model where measurements can only be obtained for nearby nodes is studied for
two clusters with non-adaptive querying and allowing repetitions. It would also be interesting
to extend our work with such locality constraints.
Contributions. Formally the clustering with a faulty oracle is defined as follows.
Problem (Query-Cluster). Consider a set of points V ≡ [n] containing k latent clusters Vi,
i = 1, . . . , k, Vi ∩ Vj = ∅, where k and the subsets Vi ⊆ [n] are unknown. There is an oracle
Op,q : V × V → {±1}, with two error parameters p, q : 0 < p < q < 1. The oracle takes as
input a pair of vertices u, v ∈ V ×V , and if u, v belong to the same cluster then Op,q(u, v) = +1
with probability 1− p and Op,q(u, v) = −1 with probability p. On the other hand, if u, v do not
belong to the same cluster then Op,q(u, v) = +1 with probability 1− q and Op,q(u, v) = −1 with
probability q. Such an oracle is called a binary asymmetric channel. A special case would be
when p = 1− q = 12 − λ, λ > 0, the binary symmetric channel, where the error rate is the same
p for all pairs. Except for the lower bound, we focus on the symmetric case in this paper. Note
that the oracle returns the same answer on repetition. Now, given V , find Q ⊆ V ×V such that
|Q| is minimum, and from the oracle answers it is possible to recover Vi, i = 1, 2, ..., k with high
probability3.
Our contributions are as follows.
• Lower Bound (Section 2). We show that Ω( nk∆(p‖q)) is the information theoretic lower
bound on the number of adaptive queries required to obtain the correct clustering with high
probability even when the clusters are of similar size (see, Theorem 1). Here ∆(p‖q) is the
Jensen-Shannon divergence between Bernoulli p and q distributions. For the symmetric case,
that is when p = 1−q, ∆(p‖1−p) = (1−2p) log 1−pp . In particular, if p = 12−λ, our lower bound
on query complexity is Ω(nkλ2 ) = Ω(
nk
(1−2p)2 ). Developing lower bounds in the interactive setting
especially with noisy answers appears to be significantly challenging as popular techniques based
on Fano-type inequalities for multiple hypothesis testing [11, 39] do not apply, and we believe
our technique will be useful in other noisy interactive learning settings.
• Information-Theoretic Optimal Algorithm (Section 3). For the symmetric error case, we
design an algorithm which asks at most O( nk logn
(1−2p)2 ) queries (Theorem 2) matching the lower
bound within an O(log n) factor, whenever p = 12 − λ.
2Most recent works consider the region of interest as p′ = a logn
n
and q′ = b logn
n
for some a > b > 0.
3 high probability implies with probability 1− on(1), where on(1)→ 0 as n→∞
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• Computationally Efficient Algorithm (Section 3.2). We next design an algorithm that is
computationally efficient and runs in O(n log n+ k6) time and asks at most O(nk
2 logn
(1−2p)4 ) queries.
Note that most prior works in SBM, or works on edge sign detection, only consider the case
when k is a constant [2, 30, 16], even just k = 2 [45, 1, 14, 12, 44]. As long as, k = O(n1/6),
we get a running time of O(n log n). We can use this algorithm to recover all clusters of size at
least min (k,
√
n) log n for correlation clustering on noisy graph, improving upon the results of
[4, 41]. The algorithm runs in time O(n log n) whenever k ≤ n1/6, as opposed to O(n3) in [3].
• Nonadaptive Algorithm (Section 4). When the queries must be done up-front, for k = 2, we
give a simple O(n log n) time algorithm that asks O( n logn(1−2p)4 ) queries improving upon [44] where
a polynomial time algorithm (at least with a running time of O(n3)) is shown with number of
queries O(n log n/(1/2 − p) lognlog logn ) and over [14, 12] where O(npoly log n) queries are required
under certain conditions on the clusters. Our result generalizes to k > 2, and we show interesting
lower bounds in this setting. Further, we derive new lower bound showing trade-off between
queries and threshold of recovery for incomplete SBM in Sec. 4.1.
2. Lower bound for the faulty-oracle model
Note that we are not allowed to ask the same question multiple times to get the correct answer.
In this case, even for probabilistic recovery, a minimum size bound on cluster size is required.
For example, consider the following two different clusterings. C1 : V = ⊔k−2i=1 Vi ⊔ {v1, v2} ⊔ {v3}
and C2 : V = ⊔k−2i=1 Vi ⊔ {v1} ⊔ {v2, v3}. Now if one of these two clusterings are given two us
uniformly at random, no matter how many queries we do, we will fail to recover the correct
clustering with positive probability. Therefore, the challenge in proving lower bounds is when
clusters all have size more than a minimum threshold, or when they are all nearly balanced.
This removes the constraint on the algorithm designer on how many times a cluster can be
queried with a vertex and the algorithms can have greater flexibility. We define a clustering to
be balanced if either of the following two conditions hold 1) the maximum size of a cluster is
≤ 4nk , 2) the minimum size of a cluster is ≥ n20k . It is much harder to prove lower bounds if the
clustering is balanced.
Our main lower bound in this section uses the Jensen-Shannon (JS) divergence. The well-
known KL divergence is defined between two probability mass functions f and g: D(f‖g) =∑
i f(i) log
f(i)
g(i) . Further define the JS divergence as: ∆(f‖g) = 12(D(f‖g) +D(g‖f)). In partic-
ular, the KL and JS divergences between two Bernoulli random variable with parameters p and
q are denoted with D(p‖q) and ∆(p‖q) respectively.
Theorem 1 (Query-Cluster Lower Bound). Any (randomized) algorithm must make Ω
(
nk
∆(p‖q)
)
expected number of queries to recover the correct clustering with probability at least 34 , even when
the clustering is known to be balanced.
Note that the lower bound is more effective when p and q are close. Moreover our ac-
tual lower bound is slightly tighter with the expected number of queries required given by
Ω
(
nk
min{D(q‖p),D(p‖q)}
)
.
We have V to be the n-element set to be clustered: V = ⊔ki=1Vi. To prove Theorem 1 we
first show that, if the number of queries is small, then there exist Ω(k) number of clusters, that
are not being sufficiently queried with. Then we show that, since the size of the clusters cannot
be too large or too small, there exists a decent number of vertices in these clusters.
The main piece of the proof of Theorem 1 is Lemma 1.
Lemma 1. Suppose, there are k clusters. There exist at least 4k5 clusters such that an element
v from any one of these clusters will be assigned to a wrong cluster by any randomized algorithm
with probability 1/4 unless the total number of queries involving v is more than k10∆(p‖q) .
Proof. Our first task is to cast the problem as a hypothesis testing problem.
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Step 1: Setting up the hypotheses. Let us assume that the k clusters are already formed,
and we can moreover assume that all elements except for one element v has already been assigned
to a cluster. Note that, queries that do not involve the said element plays no role in this stage.
Now the problem reduces to a hypothesis testing problem where the ith hypothesis Hi for
i = 1, . . . , k, denotes that the true cluster for v is Vi. We can also add a null-hypothesis
H0 that stands for the vertex belonging to none of the clusters (since k is unknown this is a
hypothetical possibility for any algorithm4). Let Pi denote the joint probability distribution of
our observations (the answers to the queries involving vertex v) when Hi is true, i = 1, . . . , k.
That is for any event A we have,
Pi(A) = Pr(A|Hi).
Suppose T denotes the total number of queries made by a (possibly randomized) algorithm
at this stage before assigning a cluster. Also let x be the T dimensional binary vector that is
the result of the queries. The assignment is based on x. Let the random variable Ti denote the
number of queries involving cluster Vi, i = 1, . . . , k. In the second phase, we need to identify a
set of clusters that are not being queried with enough by the algorithm.
Step 2: A set of “weak” clusters. We must have,
∑k
i=1 E0Ti = T. Let,
J1 ≡ {i ∈ {1, . . . , k} : E0Ti ≤ 10T
k
}.
Since, (k − |J1|)10Tk ≤ T, we have |J1| ≥ 9k10 . That is there exist at least 9k10 clusters in each of
where less than 10Tk (on average under H0) queries were made before assignment.
Let Ei ≡ { the algorithm outputs cluster Vi}. Let
J2 = {i ∈ {1, . . . , k} : P0(Ei) ≤ 10
k
}.
Moreover, since
∑k
i=1 P0(Ei) ≤ 1 we must have, (k − |J2|)10k ≤ 1, or |J2| ≥ 9k10 . Therefore,
J = J1 ∩ J2 has size,
|J | ≥ 2 · 9k
10
− k = 4k
5
.
Now let us assume that, we are given an element v ∈ Vj for some j ∈ J to cluster (Hj is the
true hypothesis). The probability of correct clustering is Pj(Ej). In the last step, we give an
upper bound on probability of correct assignment for this element.
Step 3: Bounding probability of correct assignment for weak cluster elements. We
must have,
Pj(Ej) = P0(Ej) + Pj(Ej)− P0(Ej)
≤ 10
k
+ |P0(Ej)− Pj(Ej)|
≤ 10
k
+ ‖P0 − Pj‖TV ≤ 10
k
+
√
1
2
D(P0‖Pj).
where we again used the definition of the total variation distance and in the last step we have
used the Pinsker’s inequality [18]. The task is now to bound the divergence D(P0‖Pj). Recall
that P0 and Pj are the joint distributions of the independent random variables (answers to
queries) that are identical to one of two Bernoulli random variables:Y , which is Bernoulli(p),
or Z, which is Bernoulli(q). Let X1, . . . ,XT denote the outputs of the queries, all independent
random variables. We must have, from the chain rule [18],
D(P0‖Pj) =
T∑
i=1
D(P0(xi|x1, . . . , xi−1)‖Pj(xi|x1, . . . , xi−1))
4this lower bound easily extend to the case even when k is known
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=
T∑
i=1
∑
(x1,...,xi−1)∈{0,1}i−1
P0(x1, . . . , xi−1)D(P0(xi|x1, . . . , xi−1)‖Pj(xi|x1, . . . , xi−1)).
Note that, for the random variable Xi, the term D(P0(xi|x1, . . . , xi−1)‖Pj(xi|x1, . . . , xi−1)) will
contribute to D(q‖p) only when the query involves the cluster Vj . Otherwise the term will
contribute to 0. Hence,
D(P0‖Pj) =
T∑
i=1
∑
(x1,...,xi−1)∈{0,1}i−1:ith query involves Vj
P0(x1, . . . , xi−1)D(q‖p)
= D(q‖p)
T∑
i=1
∑
(x1,...,xi−1)∈{0,1}i−1:ith query involves Vj
P0(x1, . . . , xi−1)
= D(q‖p)
T∑
i=1
P0(ith query involves Vj) = D(q‖p)E0Tj ≤ 10T
k
D(q‖p).
Now plugging this in,
Pj(Ej) ≤ 10
k
+
√
1
2
10T
k
D(q‖p) ≤ 10
k
+
√
1
2
,
if T ≤ k10D(q‖p) and large enough k. Had we bounded the total variation distance with D(Pj‖P0)
in the Pinsker’s inequality then we would haveD(p‖q) in the denominator. Obviously the smaller
of D(p‖q) and D(q‖p) would give the stronger lower bound. 
Now we are ready to prove Theorem 1.
Proof of Theorem 1. We will show the claim by considering a balanced input. Recall that for
a balanced input either the maximum size of a cluster is ≤ 4nk or the minimum size of a cluster
is ≥ n20k . We will consider the two cases separately for the proof.
Case 1: the maximum size of a cluster is ≤ 4nk .
Suppose, the total number of queries is T ′. That means number of vertices involved in the
queries is ≤ 2T ′. Note that, there are k clusters and n elements. Let U be the set of vertices
that are involved in less than 16T
′
n queries. Clearly, (n− |U |)16T
′
n ≤ 2T ′, or |U | ≥ 7n8 .
Now we know from Lemma 1 that there exists 4k5 clusters such that a vertex v from any one of
these clusters will be assigned to a wrong cluster by any randomized algorithm with probability
1/4 unless the expected number of queries involving this vertex is more than k10∆(q‖p) .
We claim that U must have an intersection with at least one of these 4k5 clusters. If not, then
more than 7n8 vertices must belong to less than k − 4k5 = k5 clusters. Or the maximum size of a
cluster will be 7n·58k >
4n
k , which is prohibited according to our assumption.
Now each vertex in the intersection of U and the 4k5 clusters are going to be assigned to
an incorrect cluster with positive probability if, 16T
′
n ≤ k10∆(p‖q) . Therefore we must have T ′ ≥
nk
160∆(p‖q) .
Case 2: the minimum size of a cluster is ≥ n20k .
Let U ′ be the set of clusters that are involved in at most 16T
′
k queries. That means, (k −
|U ′|)16T ′k ≤ 2T ′. This implies, |U ′| ≥ 7k8 . Now we know from Lemma 1 that there exist 4k5
clusters (say U∗) such that a vertex v from any one of these clusters will be assigned to a wrong
cluster by any randomized algorithm with probability 1/4 unless the expected number of queries
involving this vertex is more than k10∆(p‖q) . Quite clearly |U∗ ∩ U | ≥ 7k8 + 4k5 − k = 27k40 .
Consider a cluster Vi such that i ∈ U∗ ∩U , which is always possible because the intersection
is nonempty. Vi is involved in at most
16T ′
k queries. Let the minimum size of any cluster be
t. Now, at least half of the vertices of Vi must each be involved in at most
32T ′
kt queries. Now
each of these vertices must be involved in at least k10∆(p‖q) queries (see Lemma 1) to avoid
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being assigned to a wrong cluster with positive probability. This means, 32T
′
kt ≥ k10∆(p‖q) or
T ′ = Ω
(
nk
∆(p‖q)
)
, since t ≥ n20k . 
3. Algorithms
In this section, we first develop an information theoretically optimal algorithm for clustering
with faulty oracle within an O(log n) factor of the optimal query complexity. Next, we show how
the ideas can be extended to make it computationally efficient. We consider both the adaptive
and non-adaptive versions.
3.1. Information-Theoretic Optimal Algorithm. Let V = ⊔ki=1Vi be the true clustering
and V = ⊔ki=1Vˆi be the maximum likelihood (ML) estimate of the clustering that can be
found when all
(n
2
)
queries have been made to the faulty oracle. Our first result obtains a query
complexity upper bound within an O(log n) factor of the information theoretic lower bound. The
algorithm runs in quasi-polynomial time, and we show this is the optimal possible assuming
the famous planted clique hardness. Next, we show how the ideas can be extended to make
it computationally efficient in Section 3.2. We consider both the adaptive and non-adaptive
versions.
In particular, we prove the following theorem.
Theorem 2. There exists an algorithm with query complexity O( nk logn(1−2p)2 ) for Query-Cluster that
returns the ML estimate with high probability when query answers are incorrect with probability
p < 12 . Moreover, the algorithm returns all true clusters of V of size at least
C logn
(1−2p)2 for a
suitable constant C with probability 1− on(1).
Remark 1. Assuming p = 12 − λ, as λ → 0, ∆(p‖1 − p) = (1 − 2p) ln 1−pp = 2λ ln 1/2+λ1/2−λ =
2λ ln(1 + 2λ1/2−λ ) ≤ 4λ
2
1/2−λ = O(λ
2) = O((1 − 2p)2), matching the query complexity lower bound
within an O(log n) factor. Thus our upper bound is within a log n factor of the information
theoretic optimum in this range.
Finding the Maximum Likelihood Clustering of V with faulty oracle. We can view
the clustering problem as following. We have an undirected graph G(V ≡ [n], E), such that G
is a union of k disjoint cliques Gi(Vi, Ei), i = 1, . . . , k. The subsets Vi ∈ [n] are unknown to us;
they are called the clusters of V . The adjacency matrix of G is a block-diagonal matrix. Let us
denote this matrix by A = (ai,j).
Now suppose, each edge of G is erased independently with probability p, and at the same
time each non-edge is replaced with an edge with probability p. Let the resultant adjacency
matrix of the modified graph be Z = (zi,j). The aim is to recover A from Z.
Lemma 2. The maximum likelihood recovery is given by the following:
max
Sℓ,ℓ=1,···:V=⊔ℓSℓ
∏
ℓ
∏
i,j∈Sℓ,i6=j
P+(zi,j)
∏
r,t,r 6=t
∏
i∈Sr ,j∈St
P−(zi,j)
= max
Sℓ,ℓ=1,···:V=⊔ℓ=1Sℓ
∏
ℓ
∏
i,j∈Sℓ,i6=j
P+(zi,j)
P−(zi,j)
∏
i,j∈V,i6=j
P−(zi,j).
where, P+(1) = 1− p, P+(0) = p, P−(1) = p, P−(0) = 1− p.
Therefore, the ML recovery asks for,
max
Sℓ,ℓ=1,···:V=⊔ℓ=1Sℓ
∑
ℓ
∑
i,j∈Sℓ,i6=j
ln
P+(zi,j)
P−(zi,j)
.
Note that,
ln
P+(0)
P−(0)
= − ln P+(1)
P−(1)
= ln
p
1− p.
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Hence the ML estimation is,
max
Sℓ,ℓ=1,···:V=⊔ℓ=1Sℓ
∑
ℓ
∑
i,j∈Sℓ,i6=j
ωi,j,(1)
where ωi,j = 2zi,j − 1, i 6= j, i.e., ωi,j = 1, when zi,j = 1 and ωi,j = −1 when zi,j = 0, i 6= j.
Further ωi,i = zi,i = 0, i = 1, . . . , n. We will use this fact to prove Theorem 2 and Theorem 3
below.
Note that (1) is equivalent to finding correlation clustering in G with the objective of maxi-
mizing the consistency with the edge labels, that is we want to maximize the total number of
positive intra-cluster edges and total number of negative inter-cluster edges [4, 41, 40]. This
can be seen as follows.
max
Sℓ,ℓ=1,···:V=⊔ℓ=1Sℓ
∑
ℓ
∑
i,j∈Sℓ,i6=j
ωi,j
≡ max
Sℓ,ℓ=1,···:V=⊔ℓ=1Sℓ
[∑
ℓ
∑
i,j∈Sℓ,i6=j
∣∣(i, j) : ωi,j = +1∣∣− ∣∣(i, j) : ωi,j = −1∣∣]+ ∑
i,j∈V,i6=j
∣∣(i, j) : ωi,j = −1∣∣
= max
Sℓ,ℓ=1,···:V=⊔ℓ=1Sℓ
[∑
ℓ
∑
i,j∈Sℓ,i6=j
∣∣(i, j) : ωi,j = +1∣∣+ [ ∑
r,t:r 6=t
∣∣(i, j) : i ∈ Sr, j ∈ St, ωi,j = −1∣∣].
Therefore (1) is same as correlation clustering. However going forward we will be viewing it as
obtaining clusters with maximum intra-cluster weight. That will help us to obtain the desired
running time of our algorithm. Also, note that, we have a random instance of correlation
clustering here, and not a worst case instance.
Algorithm. 1. The algorithm that we propose has several phases. The main idea is as follows.
We start by selecting a small subset of vertices, and extract the heaviest weight subgraph in it
by suitably defining edge weight. If the subgraph extracted has ∼ log n size, we are confident
that it is part of an original cluster. We then grow it completely, where a decision to add a new
vertex to it happens by considering the query answers involving these different log n vertices and
the new vertex. Otherwise, if the subgraph extracted has size less than log n, we select more
vertices. We note that we would never have to select more than O(k log n) vertices, because
by pigeonhole principle, this will ensure that we have selected at least ∼ log n members from
a cluster, and the subgraph detected will have size at least log n. This helps us to bound the
query complexity. We emphasize that our algorithm is completely deterministic.
Phase 1: Selecting a small subgraph. Let c = 16(1−2p)2 .
(1) Select c log n vertices arbitrarily from V . Let V ′ be the set of selected vertices. Create
a subgraph G′ = (V ′, E′) by querying for every (u, v) ∈ V ′ × V ′ and assigning a weight
of ω(u, v) = +1 if the query answer is “yes” and ω(u, v) = −1 otherwise .
(2) Extract the heaviest weight subgraph S in G′. If |S| ≥ c log n, move to Phase 2.
(3) Else we have |S| < c log n. Select a new vertex u, add it to V ′, and query u with every
vertex in V ′ \ {u}. Move to step (2).
Phase 2: Creating an Active List of Clusters. Initialize an empty list called active when Phase
2 is executed for the first time.
(1) Add S to the list active.
(2) Update G′ by removing S from V ′ and every edge incident on S. For every vertex z ∈ V ′,
if
∑
u∈S ω(z, u) > 0, include z in S and remove z from G′ with all edges incident to it.
(3) Extract the heaviest weight subgraph S in G′. If |S| ≥ c log n, Move to step(1). Else
move to Phase 3.
Phase 3: Growing the Active Clusters. We now have a set of clusters in active.
(1) Select an unassigned vertex v not in V ′ (that is previously unexplored), and for every
cluster C ∈ active, pick c log n distinct vertices u1, u2, ...., ul in the cluster and query v
with them. If the majority of these answers are “yes”, then include v in C.
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(2) Else we have for every C ∈ active the majority answer is “no” for v. Include v ∈ V ′
and query v with every node in V ′ \ v and update E′ accordingly. Extract the heaviest
weight subgraph S from G′ and if its size is at least c log n move to Phase 2 step (1).
Else move to Phase 3 step (1) by selecting another unexplored vertex.
Phase 4: Maximum Likelihood (ML) Estimate.
(1) When there is no new vertex to query in Phase 3, extract the maximum likelihood
clustering of G′ and return them along with the active clusters, where the ML estimation
is defined in Equation 1.
Analysis. To establish the correctness of the algorithm, we show the following. Suppose all
(n
2
)
queries on V × V have been made. If the ML estimate of the clustering with these (n2) answers
is same as the true clustering of V that is, ⊔ki=1Vi ≡ ⊔ki=1Vˆi then the algorithm for faulty oracle
finds the true clustering with high probability.
Let without loss of generality, |Vˆ1| ≥ ... ≥ |Vˆl| ≥ 6c log n > |Vˆl+1| ≥ ... ≥ |Vˆk|. We will show
that Phase 1-3 recover Vˆ1, Vˆ2...Vˆl with probability at least 1 − 1n . The remaining clusters are
recovered in Phase 4.
A subcluster is a subset of nodes in some cluster. Lemma 5 shows that any set S that is
included in active in Phase 2 of the algorithm is a subcluster of V . This establishes that all
clusters in active at any time are subclusters of some original cluster in V . Next, Lemma 7 shows
that elements that are added to a cluster in active are added correctly, and no two clusters in
active can be merged. Therefore, clusters obtained from active are the true clusters. Finally,
the remaining of the clusters can be retrieved from G′ by computing a ML estimate on G′ in
Phase 4, leading to Theorem 3.
We will use the following version of the Hoeffding’s inequality heavily in our proof. We state
it here for the sake of completeness.
Hoeffding’s inequality for large deviation of sums of bounded independent random variables
is well known [33][Thm. 2].
Lemma 3 (Hoeffding). If X1, . . . ,Xn are independent random variables and ai ≤ Xi ≤ bi for
all i ∈ [n]. Then
Pr(| 1
n
n∑
i=1
(Xi − EXi)| ≥ t) ≤ 2 exp(− 2n
2t2∑n
i=1(bi − ai)2
).
This inequality can be used when the random variables are independently sampled with
replacement from a finite sample space. However due to a result in the same paper [33][Thm.
4], this inequality also holds when the random variables are sampled without replacement from
a finite population.
Lemma 4 (Hoeffding). If X1, . . . ,Xn are random variables sampled without replacement from
a finite set X ⊂ R, and a ≤ x ≤ b for all x ∈ X . Then
Pr(| 1
n
n∑
i=1
(Xi − EXi)| ≥ t) ≤ 2 exp(− 2nt
2
(b− a)2 ).
Lemma 5. Let c′ = 6c = 96(1−2p)2 . Algorithm 1 in Phase 1 and 3 returns a subcluster of V of
size at least c log n with high probability if G′ contains a subcluster of V of size at least c′ log n.
Moreover, it does not return any set of vertices of size at least c log n if G′ does not contain a
subcluster of V of size at least c log n.
Proof. Let V ′ =
⋃
V ′i , i ∈ [1, k], V ′i ∩ V ′j = ∅ for i 6= j, and V ′i ⊆ Vi. Suppose without loss of
generality |V ′1 | ≥ |V ′2 | ≥ .... ≥ |V ′k|. The lemma is proved via a series of claims. The proofs of
the claims are delegated to Appendix A.
Claim 1. Let |V ′1 | ≥ c′ log n. Then a set S ⊆ Vi for some i ∈ [1, k] will be returned with high
probability when G′ is processed.
Claim 2. Let |V ′1 | ≥ c′ log n. Then a set S ⊆ Vi for some i ∈ [1, k] with size at least c log n will
be returned with high probability when G′ is processed.
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Claim 3. If |V ′1 | < c log n. then no subset of size > c log n will be returned by the algorithm for
faulty oracle when processing G′ with high probability.
Since, the algorithm attempts to extract a heaviest weight subgraph at most n times, and
each time the probability of failure is at most O( 1n2 ). By union bound, all the calls succeed
with probability at least 1−O( 1n). This establishes the lemma. 
We will need the following version of Chernoff bound as well.
Lemma 6 (Chernoff Bound). Let X1,X2, ...,Xn be independent binary random variables, and
X =
∑n
i=1Xi with E[X] = µ. Then for any ǫ > 0
Pr[X ≥ (1 + ǫ)µ] ≤ exp
(
− ǫ
2
2 + ǫ
µ
)
and,
Pr[X ≤ (1− ǫ)µ] ≤ exp
(
− ǫ
2
2
µ
)
Lemma 7. The list active contains all the true clusters of V of size ≥ c′ log n at the end of the
algorithm with high probability.
Proof. From Lemma 5, any cluster that is added to active in Phase 2 is a subset of some original
cluster in V with high probability, and has size at least c log n. Moreover, whenever G′ contains
a subcluster of V of size at least c′ log n, it is retrieved by the algorithm and added to active.
When a vertex v is added to a cluster C in active, we have |C| ≥ c log n at that time, and there
exist l = c log n distinct members of C, say, u1, u2, .., ul such that majority of the queries of v
with these vertices returned +1. Let if possible v 6∈ C. Then the expected number of queries
among the l queries that had an answer “yes” (+1) is lp. We now use the Chernoff bound,
Lemma 6 bound, to have,
Pr(v added to C | v 6∈ C) ≤ e
−lp (
1
2p
−1)2
2+( 1
2p
−1) ≤ 1
n3
.
On the other hand, if there exists a cluster C ∈ active such that v ∈ C, then while grow-
ing C, v will be added to C (either v already belongs to G′, or is a newly considered vertex).
This again follows by the Chernoff bound. Here the expected number of queries to be an-
swered “yes” is (1 − p)l. Hence the probability that less than l2 queries will be answered yes is
Pr(v not included in C | v ∈ C) ≤ exp(−c log n(1− p) (1−2p)2
8(1−p)2 ) = exp(− 2(1−p) log n) ≤ 1n2 . There-
fore, for all v, if v is included in a cluster in active, the assignment is correct with probability
at least 1− 1n . Also, the assignment happens as soon as such a cluster is formed in active and
v is explored (whichever happens first).
Furthermore, two clusters in active cannot be merged. Suppose, if possible there are two
clusters C1 and C2 which ought to be subset of the same cluster in V . Let without loss of
generality C2 is added later in active. Consider the first vertex v ∈ C2 that is considered by
our algorithm. If C1 is already there in active at that time, then with high probability v will
be added to C1 in Phase 3. Therefore, C1 must have been added to active after v has been
considered by our algorithm and added to G′. Now, at the time C1 is added to A in Phase
2, v ∈ V ′, and again v will be added to C1 with high probability in Phase 2–thereby giving a
contradiction.
This completes the proof of the lemma. 
Theorem 3. If the ML estimate of the clustering of V with all possible
(n
2
)
queries return the
true clustering, then the algorithm for faulty oracle returns the true clusters with high probability.
Moreover, it returns all the true clusters of V of size at least c′ log n with high probability.
Proof. From Lemma 5 and Lemma 7, active contains all the true clusters of V of size at least
c′ log n with high probability. Any vertex that is not included in the clusters in active at the end
of the algorithm, are in G′. Also G′ contains all possible pairwise queries among them. Clearly,
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then the ML estimate of G′ will be the true ML estimate of the clustering restricted to these
clusters. 
Finally, once all the clusters in active are grown, we have a fully queried graph inG′ containing
the small clusters which can be retrieved in Phase 4. This completes the correctness of the
algorithm. With the following lemma, we get Theorem 2.
Lemma 8. The query complexity of the algorithm for faulty oracle is O
(
nk logn
(1−2p)2
)
.
Proof. Let there be k′ clusters in active when v is considered by the algorithm. k′ could be
0 in which case v is considered in Phase 1, else v is considered in Phase 3. Therefore, v is
queried with at most ck′ log n members, c log n each from the k′ active clusters. If v is not
included in one of these clusters, then v is added to G′ and queried will all vertices V ′ in G′.
We have seen in the correctness proof (Lemma 3) that if G′ contains at least c′ log n vertices
from any original cluster, then ML estimate on G′ retrieves those vertices as a cluster with high
probability. Hence, when v is queried with the vertices in G′, |V ′| ≤ (k − k′)c′ log n. Thus
the total number of queries made when the algorithm considers v is at most c′k log n, where
c′ = 6c = 96(2p−1)2 when the error probability is p. This gives the query complexity of the
algorithm considering all the vertices, which matches the lower bound computed in Section 2
within an O(log n) factor. 
Now combining all these we get the statement of Theorem 2.
Running Time & Connection to Planted Clique. While the algorithm described above is
very close to information theoretic optimal, the running time is not polynomial. Moreover, it is
unlikely that the algorithm can be made efficient.
A crucial step of our algorithm is to find a large cluster of size at least O( logn(2p−1)2 ), which can of
course be computed in O(n
logn
(2p−1)2 ) time. However, since size of G′ is bounded by O( k logn
(2p−1)2 ), the
running time to compute such a heaviest weight subgraph is O([ k logn(2p−1)2 ]
logn
(2p−1)2 ). This running
time is unlikely to be improved to a polynomial. This follows from the planted clique conjecture.
Conjecture 1 (Planted Clique Hardness). Given an Erdős-Rényi random graph G(n, p), with
p = 12 , the planted clique conjecture states that if we plant in G(n, p) a clique of size t where
t = [Ω(log n), o(
√
n)], then there exists no polynomial time algorithm to recover the largest clique
in this planted model.
Reduction. Given such a graph with a planted clique of size t = Θ(log n), we can construct
a new graph H by randomly deleting each edge with probability 13 . Then in H, there is one
cluster of size t where edge error probability is 13 and the remaining clusters are singleton with
inter-cluster edge error probability being 12 ∗ 23 = 13 . So, if we can detect the heaviest weight
subgraph in polynomial time in the faulty oracle algorithm, then there will be a polynomial
time algorithm for the planted clique problem.
In fact, the reduction shows that if it is computationally hard to detect a planted clique
of size t for some value of t > 0, then it is also computationally hard to detect a cluster of
size ≤ t in the faulty oracle model. Note that t = o(√n). In the next section, we propose a
computationally efficient algorithm which recovers all clusters of size at least min (k,
√
n) logn
(1−2p)2 with
high probability, which is the best possible assuming the conjecture, and can potentially recover
much smaller sized clusters if k = o(
√
n).
3.2. Computationally Efficient Algorithm.
Known k. We first design an algorithm when k, the number of clusters is known. Then we
extend it to the case of unknown k. The algorithm is completely deterministic.
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Theorem 4. There exists a polynomial time algorithm with query complexity O( nk
2
(2p−1)4 ) for
Query-Cluster with error probability p and known k, that recovers all clusters of size at least
Ω( k logn
(2p−1)4 ).
The algorithm is given below.
Algorithm 2. Let N = 64k
2 logn
(1−2p)4 . We define two thresholds T (a) = pa +
6
(1−2p)
√
N log n and
θ(a) = 2p(1− p)a+ 2√N log n. The algorithm is as follows.
Phase 1-2C: Select a Small Subgraph. Initially we have an empty graph G′ = (V ′, E′), and all
vertices in V are unassigned to any cluster.
(1) Select X new vertices arbitrarily from the unassigned vertices in V \ V ′ and add them to
V ′ such that the size of V ′ is N . If there are not enough vertices left in V \ V ′, select all of
them. Update G′ = (V ′, E′) by querying for every (u, v) such that u ∈ X and v ∈ V ′ and
assigning a weight of ω(u, v) = +1 if the query answer is “yes” and ω(u, v) = −1 otherwise
.
(2) Let N+(u) denote all the neighbors of u in G′ connected by +1-weighted edges. We now
cluster G′. Select every u and v such that u 6= v and |N+(u)|, |N+(v)| ≥ T (|V ′|). Then
if |N+(u) \ N+(v)| + |N+(v) \ N+(u)| ≤ θ(|V ′|) (the symmetric difference of these neigh-
borhoods) include u and v in the same cluster. Include in active all clusters formed in this
step that have size at least 64k logn(1−2p)4 . If there is no such cluster, abort. Remove all vertices
in such cluster from V ′ and any edge incident on them from E′.
Phase 3C: Growing the Active Clusters.
(1) For every unassigned vertex v ∈ V \V ′, and for every cluster C ∈ active, pick c log n distinct
vertices u1, u2, ...., ul in the cluster and query v with them. If the majority of these answers
are “yes”, then include v in C.
(2) Output all the clusters in active and move to Phase 1 step (1) to obtain the remaining
clusters.
Analysis. Note that at every iteration, we consider a set X of new vertices from V \ V ′ which
have not been previously included in any cluster considered in active, and query all pairs in
X × V ′ \ V . Let A denote the fixed n × n matrix, where if (i, j), i, j ∈ V is queried by the
algorithm in any iteration, we include the query result there (+1 or −1), else the entry is empty
which indicates that the pair was not queried by the entire run of the algorithm. This matrix A
has the property that for any entry (i, j), if i and j belong to the same cluster and queried then
A(i, j) = +1 with probability (1− p) and A(i, j) = −1 with probability p. On the other hand,
if i and j belong to different clusters and queried then A(i, j) = −1 with probability (1 − p)
and A(i, j) = +1 with probability p. Note that the adjacency matrix of G′ in any iteration is a
submatrix of A which has no empty entry.
We first look at Phase 1-2C. At every iteration, our algorithm selects a submatrix of A
corresponding to V ′ × V ′ after step 1. This submatrix of A has no empty entry. Let us call it
A′. We show that if V ′ contains any subcluster of size ≥ 64k logn
(2p−1)4 , it is retrieved by step 2 with
probability at least 1− 1n2 . In that case, the iteration succeeds. Now the submatrices from one
iteration to the other iteration can overlap, so we can only apply union bound to obtain the
overall success probability, but that suffices. The probability that in step 2, the algorithm fails
to retrieve any cluster of size at least 64k logn(2p−1)4 in any iteration is at most
1
n2 . The number of
iterations is at most k < n, since in every iteration except possibly for the last one, V ′ contains
at least one subcluster of that size by a simple pigeonhole principle. This is because in every
iteration except possibly for the last one |V ′| = 64k2 logn(2p−1)4 , and there are at most k clusters.
Therefore, the probability that there exists at least one iteration which fails to retrieve the
“large” clusters is at most kn2 ≤ 1n by union bound. Thus all the iterations will be successful in
retrieving the large clusters with probability at least 1− 1n .
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Now, following the same argument as Lemma 7, each such cluster will be grown completely
by Phase 3-C step (1), and will be output correctly in Phase 3-C step 2.
Lemma 9. Let c = 64
(1−2p)4 . Whenever G
′ contains a subcluster of size ck log n, it is retrieved
by Algorithm 2 in Phase 1-2C with high probability.
Proof. Consider a particular iteration. Let N+(u) denote all the neighbors of u in G′ connected
by +1 edges. Let A′ denote the corresponding submatrix of A corresponding to G′. We have
|V ′| ≤ N (|V ′| = N except possibly for the last iteration). Assume, |V ′| = N ′. Also |V | = n.
Let Cu denote the cluster containing u. We have
E[|N+(u)|] = (1− p)|Cu|+ p(N ′ − |Cu|) = pN ′ + (1− 2p)|Cu|
By the Hoeffding’s inequality
Pr(|N+(u)| ∈ pN ′ + (1− 2p)|Cu| ± 2
√
N log n) ≥ 1− 1
n4
Therefore for all u such that |Cu| ≥ 8
√
N logn
(1−2p)2 , we have |N+(u)| > pN ′ + 6(1−2p)
√
N log n =
T (|V ′|), and for all u such that |Cu| ≤ 4
√
N logn
(1−2p)2 , we have |N+(u)| < pN ′+ 6(1−2p)
√
N log n with
probability at least 1− 1n3 by union bound.
Consider all u such that |N+(u)| > T (|V ′|). Then with probability at least 1− 1
n3
, we have
|Cu| > 4
√
N logn
(1−2p)2 . Let us call this set U . For every u, v ∈ U, u 6= v, the algorithm computes the
symmetric difference of N+(u) and N+(v) which is
(1) 2p(1 − p)N ′ on expectation if u and v belong to the same cluster. And again applying
Hoeffding’s inequality, it is at most 2p(1 − p)N ′ + 2√N log n with probability at least
1− 1
n4
.
(2) (p2+(1−p)2)(|Cu|+|Cv|)+2p(1−p)(N ′−|Cu|−|Cv|) = 2p(1−p)N ′+(1−2p)2(|Cu|+|Cv|)
on expectation if u and v belong to different clusters. Again using the Hoeffding’s
inequality, it is at least 2p(1−p)N ′+(1−2p)2(|Cu|+ |Cv|)−2
√
N log n with probability
at least 1− 1n4 .
Therefore, for all u and v, either of the above two inequalities fail with probability at most
1
n2 .
Now, since for all u if |N+(u)| > T (|V ′|) then |Cu| > 4
√
N logn
(1−2p)2 with probability 1 − 1n3 , we
get
for every u and v in U , if the symmetric difference of N+(u) and N+(v) is ≤ 2p(1 − p)N ′ +
2
√
N log n = θ(|V ′|), then u and v must belong to the same cluster with probability at least
1− 1
n2
− 1
n3
≥ 1− 2
n2
.
Hence, all subclusters of G′ that have size at least 8
√
N logn
(1−2p)2 will be retrieved correctly with
probability at least 1− 2
n2
. Now since N ′ = N = 64k
2 logn
(1−2p)4 for all but possibly the last iteration,
we have 8
√
N logn
(1−2p)2 =
64k logn
(1−2p)4 . Moreover, since there are at most k clusters in G and hence in G
′,
there exists at least one subcluster of size 64k logn(1−2p)4 in G
′ in every iteration except possibly the
last one, which will be retrieved.
Then, there could be at most k < n iterations. The probability that in one iteration, the
algorithm will fail to retrieve a large cluster by our analysis is at most 2
n2
. Hence, by union
bound over the iterations, the algorithm will successfully retrieve all clusters in Phase 1-2C with
probability at least 1− 2n . 
Now, following the same argument as in Lemma 7, each subcluster of size 64k logn
(1−2p)4 will be
grown completely by Phase 3-C step (1).
Running time of the algorithm is dominated by the time required to run step 2 of Phase
1-2C. Computing trivially, finding the symmetric differences of +1 neighborhoods all
(N
2
)
pairs
requires time O(N3). We can keep a sorted list of +1 neighbors of every vertex is O(N2 log n)
time. Then, for every pair, it takes O(N) time to find the symmetric difference. This can be
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reduced to O(Nω) using fast matrix multiplication to compute set intersection where ω ≤ 2.373.
Moreover, since each invocation of this step removes one cluster, there can be at most k calls
to it and for every vertex, time required in Phase 3C over all the rounds is O(k log n). This
gives an overall running time of O(nk log n+kNω) = O(nk log n+k1+2ω) = O(nk log n+k5.746).
Without fast matrix multiplication, the running time is O(nk log n+ k7).
The query complexity of the algorithm is O(nk
2 logn
(2p−1)4 ) since each vertex is involved in at most
O(( k
2 logn
(2p−1)4 ) queries within G
′ and O( k logn
(2p−1)2 ) queries across the active clusters. Thus we get
Theorem 4.
Remark 2. Readers familiar with the correlation clustering algorithm for noisy input from [4]
would recognize that the idea of looking into symmetric difference of positive neighborhoods is
from [4]. Like [4], we need to know the parameter p to design our algorithm. In fact, one can
view our algorithm as running the algorithm of [4] on carefully crafted subgraphs. Developing a
parameter free algorithm that works without knowing p remains an exciting future direction.
Unknown k. Let c = 64(1−2p)4 . When the number of clusters k is unknown, it is not possible
exactly to determine when the subgraph G′ = (V ′, E′) contains ck2 log n sampled vertices. To
overcome such difficulty, we propose the following approach of iteratively guessing and updating
the estimate of k based on the highest size of N+(v) for v ∈ V ′. Let ℓ be the guessed value of
k. We start with ℓ = 2.
(1) Guess k = ℓ
(2) Randomly sample X vertices so that N = |V ′| = cℓ2 log n
(3) For each v ∈ V ′, estimate Cˆv = 1(1−2p)(|N+(v)| − pN)
(4) If maxv Cˆv >
6ℓ logn
(1−2p)4 then run step 2 of Phase 1-3C on G
′ with k = l, and then move to
Phase 3C.
(5) Else set k = 2l and move to step (2).
Clearly, we will never guess l > 2k, and hence the process converges after at most log k
rounds. When N = cℓ2 log n, we have
√
N log n ≤ cℓ log n (we must have ℓ2 ≤ n, otherwise we
sample the entire graph). From Lemma 9 we get, whenever Cˆv >
6ℓ logn
(1−2p)4 , the actual size of
cluster containing v is ≥ 4ℓ logn(1−2p)4 with high probability. We can then obtain the exact subcluster
containing v in G′ and grow it fully in Phase 3C with high probability. The query complexity
remain the same within a factor of 2 and running time increases only by a factor of log k.
Discussion: Correlation Clustering over Noisy Input. In a random noise model, also
introduced by [4] and studied further by [41], we start with a ground truth clustering, and then
each edge label is flipped with probability p. [4] gave an algorithm that recovers all true clusters
of size ≥ c1
√
n log n for some suitable constant c1 under this model. Moreover, if all the clusters
have size ≥ c2
√
n, [41] gave a semi-definite programming based algorithm to recover all of them.
Using the algorithm for unknown k verbatim, we can obtain a correlation clustering algorithm
for random noise model that recovers all clusters of size Ω(min(k,
√
n) logn
(2p−1)4 ). Since the maximum
likelihood estimate of our algorithm is correlation clustering, the true clusters (which is same as
the ML clustering) of size Ω(min(k,
√
n) logn
(2p−1)4 ) that the algorithm recovers is the correct correlation
clustering output. Therefore, when k <
√
n
logn , we can recover much smaller sized clusters than
[4, 41].
Theorem 5. There exists a deterministic polynomial time algorithm for correlation clustering
over noisy input that recovers all the underlying true clusters of size at least c3min (k,
√
n) log n
for a suitable constant c3 with high probability.
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4. Non-adaptive Algorithm and the Stochastic Block Model
In this section, we consider the case when all queries must be made upfront that is adaptive
querying is not allowed. We show how our adaptive algorithms can be modified to handle such
setting. Specifically, for k = 2, we show nonadaptive algorithms are as powerful as adaptive
algorithms, but for k ≥ 3, unless the maximum to minimum cluster size is bounded, there is a
significant advantage gained by using adaptive algorithm.
First, let us note that when there are only two clusters, and the oracle gives correct answers,
then it is possible to recover the clusters with only n − 1 queries. Indeed, just query every
element with a fixed element. It is also easy to see than Ω(n) queries are required (since our
lower bound of Theorem 1 is valid in this special case).
On the other hand, consider the case when there are k > 2 clusters, and the oracle is perfect.
We show that any deterministic algorithm would require Ω(n2) queries. This is in stark contrast
with our adaptive algorithms which are all deterministic and achieve significantly less query
complexity.
Claim 4. Assume there are k ≥ 3 clusters and the minimum size of a cluster is r. Then
any deterministic nonadaptive algorithm must make Ω(n
2
r ) queries, even when the when query
answers are perfect. This shows that adaptive algorithms are much more powerful than their
nonadaptive counterparts.
Proof. Consider a graph with n vertices and there will be an edge between two vertices if
the deterministic nonadaptive algorithm makes queries between them. Assume the number of
queries made is at most n
2
4r . Then, using Turán’s theorem, this graph must have an independent
set of size at least nn/2r+1 ≈ 2r. We can create an closeting instance with three clusters: one
large cluster with n − 2r vertices, and two small clusters with size r each, where the union of
the later two constitutes the independent set. Since the algorithm makes no query within the
later two cluster, there will be no way to identify them. Hence the number of queries for any
nonadaptive deterministic algorithm must be more than n
2
4r . 
Moving on to the faulty oracle case, we prove the following theorem.
Theorem 6. For number of clusters k = 2, there exists an O(n log n) time nonadaptive algo-
rithm that recovers the clusters with high probability with query complexity O( n logn(1−2p)4 ).
For k ≥ 3, if R is the ratio between maximum to minimum cluster size, then there exists
a randomized nonadaptive algorithm that recovers all clusters with high probability with query
complexity O(Rnk logn(1−2p)2 ). Moreover, there exists a computationally efficient algorithm for the
same with query complexity O(Rnk
2 logn
(1−2p)4 ).
Non-adaptive with k = 2: For k = 2, the algorithm is as follows. It constructs the graph
G′ = (V ′, E′) by randomly sampling N = 4c log n vertices where c = Θ( 1
(1−2p)4 ) and querying
all
(|V ′|
2
)
pairs as well as all (u, v) where u ∈ V \ V ′ and v ∈ V ′. Note that this is quite different
from random querying.
G′ then contains at least one subcluster of size at least 2c log n = N2 , which is recovered by
running the computationally efficient algorithm from Section 3.2. Using the query answers of
(u, v) where u ∈ V \ V ′ and v ∈ V ′, the subcluster is then grown fully. Finally, all the other
vertices are put in a separate cluster.
The algorithm running time is O(n log n) from the running time discussion of our computa-
tionally efficient adaptive algorithm for known k. This improves upon [44, 14, 12].
Non-adaptive with k ≥ 3: Let R ≥ 1 be the ratio of the maximum to minimum cluster size.
When the minimum size cluster is small, in Appendix 4.1, we provide a lower bound of Ω(n2)
for any deterministic algorithm. Our algorithm simply creates G′ by randomly and uniformly
sampling Θ(Rk
2 logn
(1−2p)4 ) vertices from G. It then queries all (u, v) ∈ V ′ × V ′. We here assume
Θ(Rk
2 logn
(1−2p)4 ) < n, otherwise G
′ is the entire fully-queried graph G. The query complexity is
therefore, O(Rnk
2 logn
(1−2p)4 ).
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Since, we sample the vertices uniformly at random, the minimum number of vertices selected
from any cluster with high probability using the Chernoff bound is O(Rnk logn(1−2p)4 ). Now, again
following the algorithm of Section 3.2, we can recover all these subclusters exactly with high
probability–the remaining queries are then used to grow them fully. The running time of the
algorithm is same as the running time of its adaptive version.
To obtain an information theoretic optimal result within an O(log n) factor, instead of sam-
pling Θ(Rk
2 logn
(1−2p)4 ) vertices, we sample Θ(
Rk logn
(1−2p)2 ) vertices from G to construct G
′ and then issue
all pairwise queries (u, v) ∈ V × V ′. Then, by the same argument, the minimum size of any
subcluster in G′ is at least Θ( logn(1−2p)2 ) with high probability which can be recovered by using
the algorithm for detecting heaviest weight subgraph from Section 3.1.
4.1. The Stochastic Block Model. Our model of faulty oracle is closely related to the sto-
chastic block model. Indeed, if all
(n
2
)
queries are performed with the faulty oracle Op,q, we
exactly recover the adjacency matrix of usual stochastic block model. When we are performing
a fixed number Q <
(n
2
)
of queries to the oracle, we can think of that as a generalization of the
stochastic block model, where only Q entrees of the adjacency matrix of the stochastic block
model is being provided to us. Once crucial point about our model is that though, we can
adaptively query to carefully select the entries of the adjacency matrix of the stochastic block
model to ensure recovery of the clustering.
Let us, consider the case when all of the Q queries are made nonadaptively. This is still a
generalization of stochastic block model (in which case Q =
(n
2
)
). Assume the prior probability
of each element being assigned to any cluster is uniform. Since each query involves two elements,
this means that the average number of queries an element is involved in is 2Qn . Using Markov
inequality, we can say that there exists at least n2 elements U , each of which are involved in at
most 4Qn queries.
Now we can restrict ourselves to finding the clustering among only such n2 elements each of
which are involved in at most 4Qn queries. Now let us just take any two clusters V1 and V2 and a
fixed element v ∈ V1∩U . We obtain K = n2k different equiprobable clusterings by interchanging
v with the elements of V2 ∩ U . Let us consider the task of distinguishing between these K
hypotheses, by looking the query answers.
Now, we can use a generalized Fano’s inequality from [46][Thm. 4], where we consider Renyi
divergence of order 12 , to have,
−2 log
(√1− Pe
K
+
√
Pe(1− 1
K
)
)
≤ − log
∑
y
(
1
K
K∑
j=1
√
Qj(y))
2
where Pe the probability of error of this hypothesis testing problem. This implies,
(√1− Pe
K
+
√
Pe(1− 1
K
)
)2 ≥ 1−H2(Qi‖Qj)
≥ 1−
(
1− (1−H2(p‖q)) 8Qnk
)
= (1−H2(p‖q)) 8Qnk ,
where we have used the fact that each element considered can influence at most 4Qnk query
answers on average by this interchange. Again, if we assume p ∼ Bernoulli
(
a logn
n
)
and q ∼
Bernoulli
(
b logn
n
)
, a particular regime of interest for stochastic block model, then,
√
k
n
+
√
Pe
CLUSTERING WITH NOISY QUERIES 17
≥
(√ab log n
n
+
√
(1− a log n
n
)(1 − b log n
n
)
) 4Q
nk
= n
−
(
a+b
2
−√ab− ab logn
n
)
4Q
n2k .
This implies,
√
Pe ≥ n
−
(
a+b
2
−√ab
)
4Q
n2k −√kn−1/2. In particular, if
(
a+b
2 −
√
ab
)
4Q
n2k
< 12 , then
Pe > 0. Hence, Pe >
1
n if
√
a−√b < n2
√
k
Q .
Note that when Q =
(n
2
)
, the maximum possible value, we get
√
a−√b <
√
k
2 =⇒ Pe > 0,–
this is slightly suboptimal by a factor of
√
2 than what is known for the stochastic block
model [2, 45]. Tightening the constant, and getting matching upper bound for arbitrary Q are
interesting future work. However, note that, our tools are not specialized for this regime of
stochastic block models, and the result works for general values of Q, not only the corner point
of Q =
(n
2
)
.
Now to extend this argument, to the case where adaptive querying is allowed, is difficult.
Therefore we have to rely on the general technique of Theorem 1.
Remark 3. There is another different version of Fano’s inequality that we can use here - form
[31][Thm. 7], that says the probability of error of this hypothesis testing problem is:
Pe ≥ 1−
4Q
nk (D(p‖q) +D(q‖p)) + ln 2
log n2k
.
This says that the number of nonadaptive queries must be at least Ω( nk lognD(p‖q)+D(q‖p)) to recover
the clustering with positive probability (this is indeed a lower bound for balanced clustering). As
we have seen from Theorem 6, this bound is tight.
References
[1] E. Abbe, A. S. Bandeira, and G. Hall. Exact recovery in the stochastic block model. IEEE Trans. Information
Theory, 62(1):471–487, 2016.
[2] E. Abbe and C. Sandon. Community detection in general stochastic block models: Fundamental limits and
efficient algorithms for recovery. In IEEE 56th Annual Symposium on Foundations of Computer Science,
FOCS, pages 670–688, 2015.
[3] N. Ailon, Y. Chen, and H. Xu. Breaking the small cluster barrier of graph clustering. In Proceedings of the
30th International Conference on Machine Learning, ICML 2013, pages 995–1003, 2013.
[4] N. Bansal, A. Blum, and S. Chawla. Correlation clustering. Machine Learning, 56(1-3):89–113, 2004.
[5] M. Braverman and E. Mossel. Noisy sorting without resampling. In Proceedings of the nineteenth annual
ACM-SIAM symposium on Discrete algorithms, pages 268–276. Society for Industrial and Applied Mathe-
matics, 2008.
[6] M. Braverman and E. Mossel. Sorting from noisy information. CoRR, abs/0910.1191, 2009.
[7] M. J. Brzozowski, T. Hogg, and G. Szabo. Friends and foes: ideological social networking. In Proceedings of
the SIGCHI conference on human factors in computing systems, pages 817–820. ACM, 2008.
[8] M. Burke and R. Kraut. Mopping up: modeling wikipedia promotion decisions. In Proceedings of the 2008
ACM conference on Computer supported cooperative work, pages 27–36. ACM, 2008.
[9] D. Cartwright and F. Harary. Structural balance: a generalization of heider’s theory. Psychological review,
63(5):277, 1956.
[10] N. Cesa-Bianchi, C. Gentile, F. Vitale, G. Zappella, et al. A correlation clustering approach to link classifi-
cation in signed networks. In COLT, pages 34–1, 2012.
[11] K. Chaudhuri, F. C. Graham, and A. Tsiatas. Spectral clustering of graphs with general degrees in the
extended planted partition model. In COLT, pages 35–1, 2012.
[12] Y. Chen, A. Jalali, S. Sanghavi, and H. Xu. Clustering partially observed graphs via convex optimization.
Journal of Machine Learning Research, 15(1):2213–2238, 2014.
[13] Y. Chen, G. Kamath, C. Suh, and D. Tse. Community recovery in graphs with locality. In Proceedings of
The 33rd International Conference on Machine Learning, pages 689–698, 2016.
[14] Y. Chen, S. Sanghavi, and H. Xu. Clustering sparse graphs. In Advances in neural information processing
systems, pages 2204–2212, 2012.
[15] K.-Y. Chiang, C.-J. Hsieh, N. Natarajan, I. S. Dhillon, and A. Tewari. Prediction and clustering in signed
networks: a local to global perspective. Journal of Machine Learning Research, 15(1):1177–1213, 2014.
18 ARYA MAZUMDAR AND BARNA SAHA
[16] P. Chin, A. Rao, and V. Vu. Stochastic block model and community detection in the sparse graphs: A
spectral algorithm with optimal rate of recovery. arXiv preprint arXiv:1501.05021, 2015.
[17] P. Christen. Data matching: concepts and techniques for record linkage, entity resolution, and duplicate
detection. Springer Science and Business Media, 2012.
[18] T. M. Cover and J. A. Thomas. Elements of information theory, 2nd Ed. John Wiley & Sons, 2012.
[19] N. Dalvi, A. Dasgupta, R. Kumar, and V. Rastogi. Aggregating crowdsourced binary ratings. In WWW,
pages 285–294, 2013.
[20] A. Decelle, F. Krzakala, C. Moore, and L. Zdeborová. Asymptotic analysis of the stochastic block model for
modular networks and its algorithmic applications. Physical Review E, 84(6):066106, 2011.
[21] M. E. Dyer and A. M. Frieze. The solution of some random np-hard problems in polynomial expected time.
Journal of Algorithms, 10(4):451–489, 1989.
[22] A. K. Elmagarmid, P. G. Ipeirotis, and V. S. Verykios. Duplicate record detection: A survey. IEEE Trans.
Knowl. Data Eng., 19(1):1–16, 2007.
[23] U. Feige, P. Raghavan, D. Peleg, and E. Upfal. Computing with noisy information. SIAM Journal on
Computing, 23(5):1001–1018, 1994.
[24] I. P. Fellegi and A. B. Sunter. A theory for record linkage. Journal of the American Statistical Association,
64(328):1183–1210, 1969.
[25] D. Firmani, B. Saha, and D. Srivastava. Online entity resolution using an oracle. PVLDB, 9(5):384–395,
2016.
[26] L. Getoor and A. Machanavajjhala. Entity resolution: theory, practice & open challenges. PVLDB,
5(12):2018–2019, 2012.
[27] A. Ghosh, S. Kale, and P. McAfee. Who moderates the moderators?: crowdsourcing abuse detection in
user-generated content. In EC, pages 167–176, 2011.
[28] C. Gokhale, S. Das, A. Doan, J. F. Naughton, N. Rampalli, J. Shavlik, and X. Zhu. Corleone: Hands-off
crowdsourcing for entity matching. In SIGMOD Conference, pages 601–612, 2014.
[29] A. Gruenheid, B. Nushi, T. Kraska, W. Gatterbauer, and D. Kossmann. Fault-tolerant entity resolution
with the crowd. CoRR, abs/1512.00537, 2015.
[30] B. Hajek, Y. Wu, and J. Xu. Achieving exact cluster recovery threshold via semidefinite programming:
Extensions. IEEE Transactions on Information Theory, 62(10):5918–5937, 2016.
[31] T. S. Han and S. Verdu. Generalizing the fano inequality. IEEE Transactions on Information Theory,
40(4):1247–1251, 1994.
[32] F. Harary et al. On the notion of balance of a signed graph. The Michigan Mathematical Journal, 2(2):143–
146, 1953.
[33] W. Hoeffding. Probability inequalities for sums of bounded random variables. Journal of the American
statistical association, 58(301):13–30, 1963.
[34] P. W. Holland, K. B. Laskey, and S. Leinhardt. Stochastic blockmodels: First steps. Social networks, 5(2):109–
137, 1983.
[35] D. R. Karger, S. Oh, and D. Shah. Iterative learning for reliable crowdsourcing systems. In NIPS, pages
1953–1961, 2011.
[36] C. A. Lampe, E. Johnston, and P. Resnick. Follow the reader: filtering comments on slashdot. In Proceedings
of the SIGCHI conference on Human factors in computing systems, pages 1253–1262. ACM, 2007.
[37] M. D. Larsen and D. B. Rubin. Iterative automated record linkage using mixture models. Journal of the
American Statistical Association, 96(453):32–41, 2001.
[38] J. Leskovec, D. Huttenlocher, and J. Kleinberg. Predicting positive and negative links in online social
networks. In Proceedings of the 19th international conference on World wide web, pages 641–650. ACM,
2010.
[39] S. H. Lim, Y. Chen, and H. Xu. Clustering from labels and time-varying graphs. In Z. Ghahramani,
M. Welling, C. Cortes, N. D. Lawrence, and K. Q. Weinberger, editors, Advances in Neural Information
Processing Systems 27, pages 1188–1196. Curran Associates, Inc., 2014.
[40] K. Makarychev, Y. Makarychev, and A. Vijayaraghavan. Correlation clustering with noisy partial informa-
tion. In Proceedings of The 28th Conference on Learning Theory, pages 1321–1342, 2015.
[41] C. Mathieu and W. Schudy. Correlation clustering with noisy input. In Proceedings of the Twenty-First
Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2010, Austin, Texas, USA, January 17-19,
2010, pages 712–728, 2010.
[42] A. Mazumdar and B. Saha. Clustering via crowdsourcing. arXiv preprint arXiv:1604.01839, 2016.
[43] A. Mazumdar and B. Saha. A Theoretical Analysis of First Heuristics of Crowdsourced Entity Resolution.
The Thirty-First AAAI Conference on Artificial Intelligence (AAAI-17), 2017.
[44] M. Mitzenmacher and C. E. Tsourakakis. Predicting signed edges with o(n(1+ǫ)logn) queries. CoRR,
abs/1609.00750, 2016.
[45] E. Mossel, J. Neeman, and A. Sly. Consistency thresholds for the planted bisection model. In Proceedings of
the Forty-Seventh Annual ACM on Symposium on Theory of Computing, pages 69–75. ACM, 2015.
CLUSTERING WITH NOISY QUERIES 19
[46] Y. Polyanskiy and S. Verdú. Arimoto channel coding converse and rényi divergence. In Communication,
Control, and Computing (Allerton), 2010 48th Annual Allerton Conference on, pages 1327–1333. IEEE,
2010.
[47] D. Prelec, H. S. Seung, and J. McCoy. A solution to the single-question crowd wisdom problem. Nature,
541(7638):532–535, 2017.
[48] V. Verroios and H. Garcia-Molina. Entity resolution with crowd errors. In 31st IEEE International Confer-
ence on Data Engineering, ICDE 2015, Seoul, South Korea, April 13-17, 2015, pages 219–230, 2015.
[49] V. Verroios, H. Garcia-Molina, and Y. Papakonstantinou. Waldo: An adaptive human interface for crowd
entity resolution. In SIGMOD, pages 219–230, 2017.
[50] N. Vesdapunt, K. Bellare, and N. Dalvi. Crowdsourcing algorithms for entity resolution. PVLDB, 7(12):1071–
1082, 2014.
[51] R. K. Vinayak and B. Hassibi. Crowdsourced clustering: Querying edges vs triangles. In Advances in Neural
Information Processing Systems, pages 1316–1324, 2016.
[52] J. Wang, T. Kraska, M. J. Franklin, and J. Feng. Crowder: Crowdsourcing entity resolution. PVLDB,
5(11):1483–1494, 2012.
Appendix A. Algorithms
A.1. Proofs of the claims in Lemma 5.
Proof of Claim 1. For an i : |V ′i | ≥ c′ log n, we have
E
∑
s,t∈V ′
i
,s<t
ωs,t =
(
|V ′i |
2
)
((1− p)− p) = (1− 2p)
(
|V ′i |
2
)
.
Since ωs,t are independent binary random variables, using the Hoeffding’s inequality (Lemma
3),
Pr
( ∑
s,t∈V ′
i
,s<t
ωs,t ≤ E
∑
s,t∈V ′
i
,s<t
ωs,t − u
)
≤ e
− u2
2(
|V ′
i
|
2 ) .
Hence,
Pr
( ∑
s,t∈V ′
i
,s<t
ωs,t > (1− δ)E
∑
s,t∈V ′
i
,s<t
ωs,t
)
≥ 1− e−
δ2(1−2p)2(|V
′
i
|
2 )
2 .
Therefore with high probability (here the success probability is even > 1− 1
nlogn
)
∑
s,t∈V ′
i
,s<t
ωs,t > (1− δ)(1 − 2p)
(
|V ′i |
2
)
≥ (1− δ)(1 − 2p)
(
c′ log n
2
)
>
c′2
3
(1− 2p) log2 n,
for an appropriately chosen δ (say δ = 14).
So, when processing G′, the algorithm must return a set S such that |S| ≥ c′
√
2(1−2p)
3 log n =
c′′ log n (define c′′ = c′
√
2(1−2p)
3 ) with probability > 1− 1nlogn - since otherwise
∑
i,j∈S,i<j
ωi,j <
(
c′
√
2(1−2p)
3 log n
2
)
<
c′2
3
(1− 2p) log2 n.
Now let S * Vi for any i. Then S must have intersection with at least 2 clusters. Let
Vi ∩ S = Ci and let j∗ = argmini:Ci 6=∅ |Ci|. We claim that,
(2)
∑
i,j∈S,i<j
ωi,j <
∑
i,j∈S\Cj∗ ,i<j
ωi,j,
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with high probability. Condition (2) is equivalent to,
(I)
∑
i,j∈Cj∗ ,i<j
ωi,j +
∑
i∈Cj∗ ,j∈S\Cj∗
ωi,j < 0.
However this is true because,
(1) E
(∑
i,j∈Cj∗ ,i<j ωi,j
)
= (1 − 2p)(|Cj∗ |
2
)
and E
(∑
i∈Cj∗ ,j∈S\Cj∗ ωi,j
)
= −(1 − 2p)|Cj∗ | ·
|S \ Cj∗|. Note that |S \ Cj∗ | ≥ |Cj∗ |. Hence the expected value of the L.H.S. of (I) is
negative.
(2) As long as |Cj∗| ≥ 12
√
logn
(1−2p) we have, from Hoeffding’s inequality,
Pr
( ∑
i,j∈Cj∗ ,i<j
ωi,j ≥ (1 + ν)(1− 2p)
(
|Cj∗ |
2
))
≤ e−
ν2(1−2p)2(
|Cj∗ |
2 )
2 = n−36ν
2
.
While at the same time,
Pr
( ∑
i∈Cj∗ ,j∈S\Cj∗
ωi,j ≥ −(1− ν)(1− 2p)|Cj∗ | · |S \ Cj∗ |
)
≤ e−
ν2(1−2p)2|Cj∗ |·|S\Cj∗ |
2 = n−72ν
2
.
Setting ν = 14 (say), of course with high probability (probability at least 1− 2n2.25 )∑
i,j∈Cj∗ ,i<j
ωi,j +
∑
i∈Cj∗ ,j∈S\Cj∗
ωi,j < 0.
(3) When |Cj∗ | < 12
√
logn
(1−2p) , let |Cj∗ | = x. We have,
∑
i,j∈Cj∗ ,i<j
ωi,j ≤
(
|Cj∗ |
2
)
≤ x
2
2
.
While at the same time,
Pr
( ∑
i∈Cj∗ ,j∈S\Cj∗
ωi,j ≥ −(1− ν)(1− 2p)|Cj∗ | · |S \ Cj∗ |
)
≤ e−
ν2(1−2p)2|Cj∗ |·|S\Cj∗ |
2 ≤ e− ν
2(1−2p)2x(|S|−x)
2
If x ≥
√
3
2(1−2p) , then x(|S|−x) ≥ 2x|S|3 = 2c
′ logn
3 ≥ 64 logn(1−2p)2 , where the second inequality
followed since x < S3 . Hence, in this case, again setting ν =
1
4 and noting the value of
S and the fact |Cj∗| < 12
√
logn
(1−2p) , with probability at least 1− 1n2 ,∑
i,j∈Cj∗ ,i<j
ωi,j +
∑
i∈Cj∗ ,j∈S\Cj∗
ωi,j < 0.
If x <
√
3
2(1−2p) , then (S − x) > 48x logn(1−2p) . Hence E[
∑
i∈Cj∗ ,j∈S\Cj∗ ωi,j] ≤ −(1 −
2p)x(S − x) < −48 log nx22 .
Hence by Hoeffding’s inequality,
Pr
( ∑
i∈Cj∗ ,j∈S\Cj∗
ωi,j ≥ −x
2
2
)
≤ e−
2∗47∗47x4 log2 n
|Cj∗ ||S\Cj∗ | ≤ e−
2∗47∗47x3 log2 n
|S| <<
1
n2
Hence (2) is true with probability at least 1− 4n2 . But then the algorithm would not return S,
but will return S \ Cj∗. Hence, we have run into a contradiction. This means S ⊆ Vi for some
Vi. 
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Proof of Claim 2. From Claim 1 with probability at least 1− 4n2 , S ⊆ Vi and∑
i,j∈S,i<j
ωi,j ≥ c
′2
3
(1− 2p) log2 n.
Suppose if possible |S| = x < c log n = c′ logn6 . Then
E[
∑
i,j∈S,i<j
ωi,j] <
x2
2
(1− 2p)
Hence, by the Hoeffding’s inequality
Pr
( ∑
i,j∈S,i<j
ωi,j ≥ c
′2
3
(1− 2p) log2 n
)
≤ e−
(1−2p)2
(
c′2
3
log2 n− x
2
2
)2
x2
≤ e−
(1−2p)2
(
c′2
4 log
2 n
)2
x2 <<
1
n2
Therefore, |S| ≥ c log n with probability at least 1− 5n2 .

Proof of Claim 3. If the algorithm returns a set S with |S| > c log n then S must have intersec-
tion with at least 2 clusters in V . Now following the same argument as in Claim 1 to establish
Eq. (2), we arrive to a contradiction, and S cannot be returned. 
