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THE GRADED RING OF QUANTUM THETA FUNCTIONS FOR
NONCOMMUTATIVE TORUS WITH REAL MULTIPLICATION
MARIYA VLASENKO
Abstrat. For quantum torus generated by unitaries UV = e(θ)V U there
exist nontrivial strong Morita autoequivalenes in ase when θ is real quadrati
irrationality. A.Polishhuk introdued and studied the graded ring of holomor-
phi setions of powers of the respetive bimodule (depending on the hoie of
a omplex struture). We onsider a Segre square of this ring whose graded
omponents are spanned by Rieffel salar produts of Polishhuk's holomor-
phi vetors as in [5℄ and [8℄. These graded omponents are linear spaes of
quantum theta funtions in sense of Yu.Manin.
Introdution
A quantum torus Aθ with an irrational parameter θ ∈ R\Q is a transformation
group C∗-algebra C∗(θZ,R/Z) for the group ation of θZ on R/Z or, equivalently,
a universal C∗-algebra generated by two unitaries U, V ∈ Aθ satisfying relation
UV = e(θ)V U . Here e(x) = exp(2πix).
Denition 1. Aθ is a quantum torus with real multipliation if θ is a real qua-
drati irrationality, i.e. a real irrational root of a quadrati equation with rational
oeients.
Let k be a real quadrati field. In [1℄ it is proposed to use quantum tori with real
multipliation Aθ, θ ∈ k\Q as geometri objets assoiated to k. This should be
ompared to onsideration of ellipti urves with omplex multipliation Eτ = C/
Γ, Γ = Z + τZ, τ ∈ k
′
\Q for omplex quadrati field k
′
. Any endomorphism
α : Eτ → Eτ is a linear map on the universal overing C, so End(Eτ ) is identified
with the ring of multipliers of the lattie Γ, that is {α ∈ C|αΓ ⊂ Γ}. We say that
Eτ is an ellipti urve with omplex multipliation if End(Eτ ) is larger then Z,
whih happens preisely when τ is a omplex quadrati number.
Real multipliation of quantum tori has similar interpretation when we onsider
morphisms in sense of nonommutative geometry: every element of End(Aθ) is
by definition an (isomorphism lass of) Aθ-Aθ-bimodule, finitely generated and
projetive as left and right module at the same time. Every suh isomorphism lass
[M ] ∈ End(Aθ) defines an endomorphism φ[M ] ofK0-group of Aθ via [P ] 7→ [P ⊗
Aθ
M ]
for finitely generated projetive right Aθ-modules P . It is shown in [1℄ that when
K0(Aθ) is identified with the lattie Γ = Z+ θZ via trae map, then φ[M ] beomes
a multipliation by real number. Moreover, this map
K0 : End(Aθ)→ {α ∈ R|αΓ ⊂ Γ}, K0([M ]) = φ[M ]
is surjetive. So, Aθ is a quantum tori with real multipliation if and only if
K0(End(Aθ)) is larger then Z.
In this paper we onstrut the graded ring of quantum theta funtions R = ⊕Rn
for quantum torus with real multipliation Aθ. The onstrution is desribed in
Setion 6, were we also prove that θ ∈ k\Q an be hosen suh that the ring R is
generated over C by finite dimensional vetor spae R1 (Theorem 5).
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We sketh the definition of R below. First, we need simple fats from number
theory. One an prove that {α ∈ R|αΓ ⊂ Γ} = Z + fOk for some integer f ≥ 1,
whereOk is the ring of integers of real quadrati field k = Q(θ). Thus there are units
of infinite order of Ok in Z+fOk, and we take one of them ε ∈ (Z+fOk)∩O
×
k . Then
there exists a bimodule Mε with K0([Mε]) = ε, whih is an Aθ −Aθ-imprimitivity
bimodule. Bimodules of suh a kind were studied in [2℄,[3℄,[1℄, and we desribe them
in Setion 5. Setions 1-3 ontain disussion of relationship between biprojetive
bimodules and imprimitivity bimodules. Mε is an infinite dimensional C-vetor
spae, but one an take finite dimensional subspaes En ⊂M
⊗n
ε of so-alled holo-
morphi vetors, and they are ompatible with tensor produt: En⊗Em ⊂ En+m
([2℄,[3℄). So, we obtain the graded ring E = ⊕nEn with multipliation defined via
tensor produt. This ring was studied in [4℄. The hoie of holomorphi vetors
depend on a omplex parameter τ ∈ C, formally defining holomorphi struture
on Aθ. In this paper we use struture of imprimitivity bimodules onM
⊗n
ε to obtain
quantum theta funtions from holomorphi vetors (see Setion 4 for definition of
the struture of imprimitivity bimodule on tensor produt). It was already notied
in [5℄ that operator-valued theta funtions appear from imprimitivity bimodules
over quantum tori.
We use the definition of quantum theta funtions given in [6℄ and [7℄. Let us
briefly reall it. Consider Heisenberg group Gθ
1→ C× → Gθ → C
2 × Z2 → 0
ating on elements of quantum torus Aθ by
(α; ~x; ~m)
∑
~n∈Z2
a~nU
n1V n2 = α
∑
~n∈Z2
e(n1x1 + n2x2)a~nU
m1V m2Un1V n2 .
A multiplier L is any free subgroup of rank 2 in Gθ, whih is a lift of a free subgroup
of rank 2 in C2 × Z2. We denote by Γ(L) ⊂ Aθ the vetor spae of elements fixed
by L. All elements of Γ(L) are alled quantum theta funtions with multiplier L.
For example, take a lattie L = Z~s+Z~r ⊂ Z2, and a matrix Ω ∈ M2C, symmetri
Ω = Ωt and with positive imaginary part ℑΩ > 0. Then (e(12~s
tAt~s);A~s;~s) and
(e(12~r
tAt~r);A~r;~r) generate a multiplier, where A = θ2
(
0 1
−1 0
)
+Ω. Let us denote
this multiplier by L = L(L,Ω). Then Γ(L) is #(Z2/L)-dimensional C-vetor spae
of elements of the form
Θ[f ](Ω) =
∑
~m∈Z2
f(~m)e(
1
2
~mtΩ~m)e(−
θ
2
m1m2)U
m1V m2
for f : Z2/L→ C.
We define graded omponents of our ring of quantum theta funtions as Rn =
Γ(L(cnZ
2,Ωn)) ⊂ Aθ. Now we explain what are cn and Ωn. Reall we have hosen
a unit ε ∈ Ok and a omplex parameter τ ∈ C. Now we need them to satisfy
some tehnial onditions, espeially ℑτ > 0 and ε = cθ + d > 0, εθ = aθ + b with(
a b
c d
)
∈ SL2(Z) and c > 0. Existene of suh an ε one an get for example from
Setion 6. Then cn are defined by ε
n = cnθ+dn with integer cn, dn, or, equivalently,
by
(
a b
c d
)n
=
(
an bn
cn dn
)
, or by
∑
n cnt
n = ct2−(a+d)t+1 . In partiular, the last
expression shows that {cn} is an inreasing sequene of positive integers, sine
a+ d = ε+ 1ε ≥ 2. Now Ωn =
1
cnεn
Ω where
Ω =
i
2ℑτ
(
|τ |2 −ℜτ
−ℜτ 1
)
.
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If we whish to define a produt on R = ⊕Rn, then usual produt in Aθ wouldn't
do. It was already notied in [7℄ that a produt of two quantum theta funtions
in Aθ is not a quantum theta funtion as a rule. But our quantum theta funtions
in Rn arise from bimodules M
n
ε (Proposition 6.2), so we get another produt  a
bilinear operation ⋆ : Rn ⊗Rm → Rn+m, naturally oming from tensor produt of
bimodules.
So, we get the ring R whose elements are formally an elements of quantum tori
Aθ, but multipliation law is different from the one in Aθ. In fat R is isomorphi
to a kind of Segre square of E  the subspae in E⊗¯E generated by elements a⊗¯b
with a, b ∈ En for some n. Here ⊗¯ means that (αa)⊗¯b = a⊗¯(α¯b) for α ∈ C. Both
R and E enapsulate the struture of real multipliation and use arithmetial data
to be onstruted. But the following question still remains unanswered: whether
we an use suh a rings to obtain arithmetial invariants of real quadrati field
k = Q(θ)?
Aknowledgement. I am grateful to Yuri Ivanovih Manin who taught me the
idea of real multipliation and ollaboration with whom led to writing this notes.
I also thank Alexander Polishhuk who read the first version of the paper and re-
marked that our ring of quantum theta funtions is a Segre square of the ring of
holomorphi vetors.
1. Strong Morita equivalene
Let A be a pre-C∗-algebra, i.e. C-algebra with involution and norm satisfying
||x||2 = ||x∗x|| and ||x|| = 0 if and only if x = 0 for x ∈ A. If A has a unit element
1 ∈ A it is assumed that ||1|| = 1. An A-valued pre-inner produt on linear spae
M is an A-valued sesquilinear form 〈·, ·〉 (here it does not matter in whih variable
it is onjugate linear) suh that 〈x, x〉 ≥ 0 in ompletion of A and 〈x, y〉
∗
= 〈y, x〉
for x, y ∈M . We denote Im 〈·, ·〉 ⊂ A the set of finite sums of elements of the form
〈x, y〉 for x, y ∈M .
Following definitions were introdued in [9℄.
Denition 1.1. A left A-module M is alled a left A-rigged spae if it is endowed
with A-valued pre-inner produt A 〈·, ·〉 : M ×M 7→ A, linear in rst argument and
onjugate linear in seond, suh that A 〈ax, y〉 = a A 〈x, y〉 for x, y ∈M,a ∈ A and
the two-sided ideal Im A 〈·, ·〉 is dense in A.
Note that A 〈ax, y〉 = a A 〈x, y〉 for an A-valued inner produt imply also
A 〈x, ay〉 = A 〈x, y〉 a
∗
. That is why Im A 〈·, ·〉 is two-sided ideal as mentioned.
Definition of a right rigged spae we obtain by simple refletion from the left to the
right:
Denition 1.2. A right A-moduleM is alled a right A-rigged spae if it is endowed
with pre-inner produt 〈·, ·〉A :M ×M 7→ A, onjugate linear in rst argument and
linear in seond, suh that 〈x, ya〉A = 〈x, y〉A a for x, y ∈ M,a ∈ A and the ideal
Im 〈·, ·〉A is dense in A.
Let now A,B be pre-C∗-algebras.
Denition 1.3. An A−B bimodule M is alled an imprimitivity bimodule if
(1) M is left-A-right-B-rigged spae;
(2) A 〈x, y〉 z = x 〈y, z〉B;
(3) 〈ax, ax〉B ≤ ||a||
2
A 〈x, x〉B and A 〈xb, xb〉 ≤ ||b||
2
B A 〈x, x〉
for x, y, z ∈M and a ∈ A, b ∈ B.
Note that in imprimitivity bimodule we also have relation A 〈x, yb〉 = A 〈xb
∗, y〉
for any x, y ∈ M and b ∈ B. Indeed, for b ∈ Im 〈·, ·〉B it is a onsequene of
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relation (2) in definition above. Let us hek neessary ontinuity. Suppose ||bn|| →
0. Then || A 〈ybn, ybn〉 || ≤ ||bn||
2|| A 〈y, y〉 || → 0 by (3). Now by Proposition 2.9
in [9℄ we have || A 〈x, ybn〉 || ≤ || A 〈x, x〉 ||
1
2 || A 〈ybn, ybn〉 ||
1
2 → 0, and analogously
|| A 〈xb
∗
n, y〉 || → 0. Evidently, symmetrial relation 〈ax, y〉B = 〈x, a
∗y〉B for any
x, y ∈M and a ∈ A also holds.
Denition 1.4. ([10℄) Two pre-C∗-algebras A, B are said to be strongly Morita
equivalent if there exist an A−B-imprimitivity bimodule.
Example 1.5. Let A be a pre-C∗-algebra with 1. Consider M = An  free right A-
module of rank n. Then EndAM =MnA  the ring of n×n matries with entries
in A, whih is a unital pre-C∗-algebra again. Then M is MnA− A-imprimitivity
bimodule with inner produts
〈x, y〉A = x
∗y =
∑
i
x∗i yi
MnA 〈x, y〉 = xy
∗ = (xiy
∗
j )
n
i,j=1
Example 1.6. Let G be a loally ompat group, and let H and K be losed sub-
groups of G. Let A = C∗(K,G/H), B = C∗(H,K\G) be transformation group
C∗-algebras for left ation of K on G/H and right ation of H on K\G orre-
spondingly. It is shown in [10℄ that there is a natural A−B-imprimitivity bimodule
M  a ompletion of the spae Cc(G) of C-valued ontinuous funtions with om-
pat support on G with respet to an appropriate norm, with inner produts given
on f, g ∈ Cc(G) by:
A 〈f, g〉 (k, x) = β(k)
∫
H
f(x˜h)g∗(h−1x˜−1k)dh
where x˜ ∈ G is any representative of lass x, i.e. x = x˜H,
〈f, g〉B (h, y) = γ(h)
∫
K
f∗(y˜−1k)g(k−1y˜h)dk
where y = Ky˜. Here β(·) =
(
δG(·)
δK(·)
) 1
2
, γ(·) =
(
δG(·)
δH(·)
) 1
2
, δG, δH , δK are the
modular funtions of loally ompat groups G,H,K orrespondingly, an involution
is dened on Cc(G) by g 7→ g
∗(z) = δG(z
−1)g¯(z−1), and all integrals above are
taken w.r.t. left Haar measures.
We will see in Setions 2,3 below that this two examples are quite similar.
Strong Morita equivalene implies Morita equivalene, i.e. equivalene of at-
egories of Hermitian representations([9℄). It is not obvious from definitions that
strong Morita equivalene is indeed an equivalene relation. In [9℄ an inverse im-
primitivity bimodule is onstruted, showing that this relation is symmetri. In
Setion 4 we define a natural struture of imprimitivity bimodule on tensor produt
of imprimitivity bimodules for unital C∗-algebras. In partiular it makes evident
transitivity of strong Morita equivalene for unital C∗-algebras.
2. Inner produts for projetive module
We generalize Example 1.5 in urrent setion. On a projetive module pre-inner
produts whih satisfy all algebrai relations from Definition 1.3 were introdued
in [1℄. We are going to hek the ondition of density of images for these inner
produts now.
Let A be C∗-algebra with 1, let p ∈ MnA be projetion, i.e. p = p
∗ = p2.
Consider a submodule M = pAn of right A-module An onsisting of suh olumns
whih are invariant under left multipliation by p. Then EndAM = pMnAp, where
matries at by multipliation from the left. pMnAp is a C
∗
-algebra with norm
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restrited from MnA, and sine ||p|| = 1 this is a unital C
∗
-algebra. We onsider
two inner produts onM whih are restritions of inner produts from Example 1.5:
〈x, y〉A = x
∗y =
∑
i
x∗i yi
pMnAp 〈x, y〉 = xy
∗ = (xiy
∗
j )
n
i,j=1
Then Im pMAp 〈·, ·〉 = pMnAp, and Im 〈·, ·〉A =
∑
i,j Api,jA  the ideal in A
generated by matrix entries of p.
Proposition 2.1. pAn with inner produts dened above is pMnAp−A-imprimitivity
bimodule if and only if Im 〈·, ·〉A = A.
Proof. In unital C∗-algebra A there is no dense ideal exept A. So, ondition
Im 〈·, ·〉A = A is neessary for pA
n
to be right A-rigged spae. We show it is
suffiient. Indeed, all neessary identities for 〈·, ·〉A and pMnAp 〈·, ·〉 are satisfied as
they are satisfied in Example 1.5, and we already mentioned that Im pMnAp 〈·, ·〉 =
pMnAp. 
In the next setion we show that any imprimitivity bimodule between unital
C∗-algebras is of this form. This idea also omes from works of M. Rieffel  one
may ompare Theorem 1 below to Proposition 2.1 in [11℄.
3. Imprimitivity bimodule for C∗-algebras with 1
Theorem 1. Let A,B be two strongly Morita equivalent C∗-algebras with 1, and
M be a B −A-imprimitivity bimodule. Then
(1) B = EndAM ;
(2) there exist n ∈ Z, projetion p ∈ MnA and isomorphism of right A-modules
Ψ :M → pA∞ suh that for u, v ∈M :
〈u, v〉A = Ψ(u)
∗Ψ(v)
B 〈u, v〉 = Ψ
−1 ◦Ψ(u)Ψ(v)∗ ◦Ψ
Proof. As B is unital C∗-algebra, any dense ideal in it is B. Then there exist
integer n and x1, . . . , xn, y1, . . . , yn ∈M suh that
1B =
∑
i
B 〈xi, yi〉 .
Consider unital C∗-algebra C =MnA and B−C-bimodule N =M
n
onsisting
of olumns of elements of M . We define inner produts on N by
B 〈m,n〉 =
∑
i
B 〈mi, ni〉
〈m,n〉C = (〈mi, nj〉A)
n
i,j=1
One an hek N is B − C-imprimitivity bimodule. Now B 〈x, y〉 = 1B. Consider
z = x 〈y, y〉
1/2
C . Then
B 〈z, z〉 = B 〈x, x 〈y, y〉C〉 = B 〈x, B 〈x, y〉 y〉 = B 〈y, x〉 B 〈x, y〉 = 1B,
and p = 〈z, z〉C is a projetion. Indeed, obviously p
∗ = p and
〈z, z〉C 〈z, z〉C = 〈z, z 〈z, z〉C〉C = 〈z, B 〈z, z〉 z〉C = 〈z, z〉C .
Consider homomorphism of right A-modules Ψ :M → pAn, Ψ(m) = (〈zi,m〉A),
and unital homomorphism of rings Φ : B → pMnAp, Φ(b) = 〈z, bz〉C . We now
prove they are both orretly defined and are in fat isomorphisms.
For Ψ onsider j : M → N given by j(m) = (mδ1i)
n
i=1. Then olumns of
〈z, j(m)〉C are Ψ(m), 0, . . . , 0. Sine P 〈z, j(m)〉C = 〈z 〈z, z〉C , j(m)〉C
= 〈〈z, z〉C z, j(m)〉C = 〈z, j(m)〉C , Ψ(m) ∈ pA
n
. Injetivity of Ψ follows from
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z 〈z, n〉C = B 〈z, z〉n = n 6= 0 for nonzero n ∈ N . Surjetivity follows from fat
that Im 〈z, ·〉C = pC.
Φ(b) is obviously invariant under left ant right multipliation by p. To prove
injetivity we note that b = B 〈y, x〉 b B 〈x, y〉 = B 〈bz, z〉, so bz 6= 0 if b 6= 0. Thus
also 〈z, bz〉C 6= 0. Surjetivity follows from fat that pCp is spanned by p 〈m,n〉C p
and equality p 〈m,n〉C p = Φ( B 〈m, z〉 B 〈n, z〉). Also Φ(b1b2) = Φ(b1)Φ(b2).
To prove statement it remains to hek that 〈u, v〉A = Ψ(u)
∗Ψ(v), Φ( B 〈u, v〉) =
Ψ(u)Ψ(v)∗ and Φ( B 〈u, v〉)Ψ(t) = Ψ( B 〈u, v〉 t). Indeed,
Ψ(u)∗Ψ(v) =
∑
i
〈u, zi〉A 〈zi, v〉A = 〈u, B 〈z, z〉 v〉A = 〈u, v〉A .
Next, we ompare (i, j)'th matrix entry for Φ( B 〈u, v〉) = 〈z, B 〈u, v〉 z〉C and
Ψ(u)Ψ(v)∗:
〈zi, B 〈u, v〉 zj〉A = 〈zi, u〉A 〈v, zj〉A .
Now we ompare i'th oordinate in Φ( B 〈u, v〉)Ψ(t) and Ψ( B 〈u, v〉 t):
(Ψ(u)Ψ(v)∗Ψ(t))i = Ψ(u)i 〈v, t〉A = 〈zi, u〉A 〈v, t〉A = 〈zi, B 〈u, v〉 t〉A .

Corollary 3.1. Suppose there are two strutures of a B−A-imprimitivity bimodule
on bimodule M : B 〈·, ·〉
i
and 〈·, ·〉
i
A for i = 1, 2. If 〈·, ·〉
1
A = 〈·, ·〉
2
A then also
B 〈·, ·〉
1
= B 〈·, ·〉
2
, and vie versa.
Proof. Due to theorem above it is suffiient to hek the statement in ase M =
pA∞ and 〈x, y〉
1
A = 〈x, y〉
2
A = x
∗y. Then for any z ∈ pA∞ we have B 〈x, y〉 z =
x 〈y, z〉A = xy
∗z. Taking z = pk for all olumns of p = (pk) we get B 〈x, y〉 =
B 〈x, y〉 p = xy
∗p = xy∗, so the seond inner produt is defined by the first one. 
4. Composition of strong Morita morphisms
Evidently hoie of inner produts for an A−B-imprimitivity bimoduleM is non-
unique. For example, we an multiply them both by positive number and with suh
new inner produts M will be again an A − B-imprimitivity bimodule. Anyway,
following theorem gives one natural hoie of imprimitivity bimodule struture on
tensor produt of two imprimitivity bimodules.
Theorem 2. Let A,B,C be unital C∗-algebras, M,N be A − B and B − C-
imprimitivity bimodules orrespondingly. Then M ⊗
B
N with inner produts dened
by
〈x⊗ z, y ⊗ t〉C = 〈z, 〈x, y〉B t〉C
A 〈x⊗ z, y ⊗ t〉 = A 〈x B 〈z, t〉 , y〉
is an A− C-imprimitivity bimodule.
Proof. Let K = M ⊗
B
N . We hek that K is a right C-rigged spae. First, let
us see that 〈·, ·〉C on K is well-defined C-valued inner produt antilinear in first
variable. Indeed, for b ∈ B
〈xb⊗ z, y ⊗ t〉C = 〈z, 〈xb, y〉B t〉C = 〈z, b
∗ 〈x, y〉B t〉C
= 〈bz, 〈x, y〉B t〉C = 〈x⊗ bz, y ⊗ t〉C .
Taking b ∈ C1 we see that 〈·, ·〉C is antilinear in first variable. Analogously
〈x⊗ z, yb⊗ t〉C = 〈x⊗ z, y ⊗ bt〉C and 〈·, ·〉C is linear in seond variable. To see
positivity of 〈
∑n
i=1 xi ⊗ zi,
∑
i xi ⊗ zi〉C =
∑
i,j
〈
zi, 〈xi, xj〉B zj
〉
C
, we reall that
Mn is an A −MnB-imprimitivity bimodule. So matrix H = 〈xi, xj〉B is positive
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element of MnB. Thus 〈y,Hy〉C =
∑
i,j 〈yi, hi,jyj〉C ≥ 0 as N
n
is an MnB − C-
imprimitivity bimodule.
Consider elements xi, yi in M suh that
∑
i 〈xi, yi〉B = 1. Then for any z, t ∈ N∑
i
〈xi ⊗ z, yi ⊗ t〉C = 〈z, t〉C ,
so Im 〈·, ·〉C on N is a subset of Im 〈·, ·〉C on K. Thus Im 〈·, ·〉C on K is dense in C.
For c ∈ C we obviously have relation
〈x⊗ z, y ⊗ tc〉C = 〈z, 〈x, y〉B tc〉C = 〈x⊗ z, y ⊗ t〉C c,
so we proved K is a right C-rigged spae. Analogously K is a left A-rigged spae.
Now we hek ondition (2) in Definition 1.3 :
v ⊗ w 〈x⊗ z, y ⊗ t〉C = v ⊗ w 〈〈y, x〉B z, t〉C = v ⊗ B 〈w, 〈y, x〉B z〉 t
= v B 〈w, 〈y, x〉B z〉 ⊗ t = v B 〈w, z〉 〈x, y〉B ⊗ t = A 〈v B 〈w, z〉 , x〉 y ⊗ t
= A 〈v ⊗ w, x ⊗ z〉 y ⊗ t.
For ondition (3) onsider a ∈ A and〈
a
n∑
i=1
xi ⊗ zi, a
∑
i
xi ⊗ zi
〉
C
=
∑
i,j
〈
zi, 〈axi, axj〉B zj
〉
C
≤
∑
i,j
〈
zi, ||a||
2 〈xi, xj〉B zj
〉
C
= ||a||2
〈∑
i
xi ⊗ zi,
∑
i
xi ⊗ zi
〉
C
asMn is an A−MnB-imprimitivity bimodule. Analogously we an hek ondition
(3) for A 〈·, ·〉. 
We remark that this statement is also true in ase of unital pre-C∗-algebras. The
proof is the same just we need additional ontinuity arguments to prove density of
images of pre-inner produts.
5. Morita bimodules over quantum tori
Reall that quantum torus Aθ for θ ∈ R\Q is a transformation group C
∗
-algebra
C∗(θZ,R/Z). It is known that Aθ is universal C
∗
-algebra generated by two uni-
taries U, V ∈ Aθ satisfying relation UV = e(θ)V U . The hoie of suh unitaries is
not unique. If U, V ∈ Aθ are hosen we all them a frame.
From Example 1.6 we see that Aθ = C
∗(θZ,R/Z) is strongly Morita equivalent
to C∗(Z,R/θZ) ∼= C∗(1θZ,R/Z) = A 1θ . Obviously Aθ+1 = Aθ, as relation UV =
e(θ)V U is invariant under transformation θ 7→ θ + 1. Also Aθ ∼= A−θ as we an
map U to V
′
and V to U ′ for any frames U, V ∈ Aθ, U
′
, V
′
∈ Aθ. Reall that
GL2(Z) ats on omplex numbers by(
a b
c d
)
θ =
aθ + b
cθ + d
.
So we see that Aθ is strongly Morita equivalent to Agθ for any g ∈ GL2(Z). Indeed,
as GL2(Z) is generated by
(
0 1
1 0
)
and
(
1 1
0 1
)
, its orbit is generated by transfor-
mations θ 7→ θ + 1 and θ 7→ 1θ . Conversely, it is shown in [11℄ that Aθ and Aθ′ are
not strongly Morita equivalent if θ and θ
′
don't lie in the same orbit of GL2(Z).
Below we reall an expliit onstrution of Agθ − Aθ-imprimitivity bimodule
E(g, θ) for g ∈ SL2(Z), θ ∈ R\Q ([2℄, [3℄,[1℄). (Bimodules for g ∈ GL2(Z) an be
easily obtained from those by omposition with homomorphism U 7→ V
′
,V 7→ U
′
of quantum tori on the left.) It is proven in [2℄ that E(hg, θ) ∼= E(h, gθ) ⊗
Agθ
E(g, θ)
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as bimodule, and we laim in theorem below that inner produts satisfy relations
of Theorem 2.
To onstrut our bimodules we need to fix a frame in Aθ for eah θ ∈ R\Q. (If
θ = θ
′
modulo Z then the frames should oinide.) Let g =
(
a b
c d
)
∈ SL2(Z).
If c = 0 we put E(g, θ) = Aθ with ation of Agθ = Aθ via multipliation from
the left and ation of Aθ by right multipliation, and define inner produts by
Agθ 〈a, b〉 = ab
∗
and 〈a, b〉Aθ = a
∗b as in Example 1.5. If c 6= 0, we onsider the
spae E0(g, θ) = S(R× Z/cZ) with following ations of generators U, V of Aθ and
U
′
, V
′
of Agθ on f ∈ E
0(g, θ):
(fU)(x, α) = f(x−
cθ + d
c
, α− 1)
(fV )(x, α) = e(x− α
d
c
)f(x, α)
(U
′
f)(x, α) = f(x−
1
c
, α− a)
(V
′
f)(x, α) = e(
x
cθ + d
−
α
c
)f(x, α)
We define for f, s ∈ E0(g, θ) inner produts:
Agθ 〈f, s〉 =
∑
n∈Z2
〈
f, U
′n1V
′n2s
〉
L2
U
′n1V
′n2
〈f, s〉Aθ =
1
cθ + d
∑
n∈Z2
〈s, fUn1V n2〉L2 U
n1V n2
Let E(g, θ) be the ompletion of E0(g, θ) with the norm ||f || = || Agθ 〈f, f〉 ||
1
2
.
Then E(g, θ) is an Agθ −Aθ-imprimitivity bimodule (Theorem 3.2 in [1℄).
In [2℄,[3℄ there are onstruted bimodule isomorphisms th,g : E(h, gθ) ⊗
Agθ
E(g, θ)→
E(hg, θ) for h, g ∈ SL2(Z).
Theorem 3. For h, g ∈ SL2(Z), f1, s1 ∈ E(h, gθ) and f2, s2 ∈ E(g, θ)
Ahgθ 〈th,g(f1 ⊗ f2), th,g(s1 ⊗ s2)〉 = Ahgθ
〈
f1 Agθ 〈f2, s2〉 , s1
〉
〈th,g(f1 ⊗ f2), th,g(s1 ⊗ s2)〉Aθ =
〈
f2, 〈f1, s1〉Agθ s2
〉
Aθ
Proof. First, due to Theorem 2 and Corollary 3.1 it is enough to hek only one of
two statements of the theorem. We prefer the seond one.
As maps th,g are assoiative (Proposition 1.2 in [3℄) it is enough to hek the
statement for generators of SL2(Z) at plae of h only. Indeed, suppose the state-
ment is true for E(h1, gθ) ⊗ E(g, θ), E(h2, h1gθ) ⊗ E(h1g, θ) and E(h2, h1gθ) ⊗
E(h1, gθ). Then it is true for E(h2h1, gθ)⊗ E(g, θ) due to assoiativity relation
th2h1,g ◦ (th2,h1 ⊗ id) = th2,h1g ◦ (id⊗ th1,g).
Take h =
(
1 1
0 1
)
. Then f1, s1 ∈ Agθ, 〈f1, s1〉Agθ = f
∗
1 s1, th,g(f1, f2) = f1f2 (in
sense of left ation) and similar th,g(s1, s2) = s1s2. As h
(
a b
c d
)
=
(
a+ c b+ d
c d
)
we have no hanges in formulas for ation of quantum tori, so E(hg, θ) = E(g, θ)
and
〈f1f2, s1s2〉Aθ = 〈f2, f
∗
1 s1s2〉Aθ
asE(g, θ) is an Agθ−Aθ-imprimitivity bimodule. Indeed, for an A−B-imprimitivity
bimodule M we have 〈ax, y〉B = 〈x, a
∗y〉B for a ∈ A, x, y ∈M .
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Now take h =
(
0 −1
1 0
)
. Then hg =
(
−c −d
a b
)
. Let us onsider the ase
g 6= h, c 6= 0. Cases g = h and c = 0 an be done analogously. Obviously we
an restrit to dense set of Shwartz funtions f1, s1 ∈ E
0(h, gθ), f2, s2 ∈ E
0(g, θ).
E0(h, gθ) = S(R) with
〈f1, s1〉Agθ =
1
gθ
∑
n∈Z2
∫
s1(y)e(−yn2)f¯1(y − n1θ)dy U
n1V n2
where U, V ∈ Agθ. Let U
′
,V
′
be generators of Aθ. Comparing oeffiients near
U
′m1V
′m2
in identity, whih we need to prove, we see that it is equivalent to
1
aθ + b
〈
th,g(s1 ⊗ s2), th,g(f1 ⊗ f2U
′m1V
′m2)
〉
L2
=
1
cθ + d
〈
〈f1, s1〉Agθ s2, f2U
′m1V
′m2
〉
L2
Substituting f2 instead of f2U
′m1V
′m2
, we need to prove for arbitrary f1, s1 ∈ S(R),
f2, s2 ∈ S(R× Z/cZ)
〈th,g(s1 ⊗ s2), th,g(f1 ⊗ f2)〉L2 =
∑
n∈Z2
∫
s1(y)e(−yn2)f¯1(y−n1θ)dy 〈U
n1V n2s2, f2〉L2
This is a routine omputation using Poisson summation formula. We use abbre-
viations LHS (RHS) for left-(right)-hand side of this identity orrespondingly. By
expliit formula for th,g (Proposition 1.2 in [3℄)
th,g(s1 ⊗ s2)(x, α) =
∑
n∈Z
s1
(
x
cθ + d
+ gθ
(
cb
a
α− n
))
s2
(
x−
b
a
α+
n
c
, an
)
,
and analogously for th,g(f1 ⊗ f2). Now
LHS =
∑
n,m∈Z
∑
α∈Z/aZ
∫
s1(z)s2(y −
m− n
c
, an)f¯1(z − gθ(m− n))f¯2(y, am)dy
where z = xcθ+d+gθ
(
cb
a α− n
)
and y = x− baα+
m
c . Let us representm = dm1+cm2
with m1 ∈ Z/cZ and m2 ∈ Z. Then am = m1 and an = m1 − a(m− n) modulo c.
Introduing new variable n1 = m− n we proeed:
=
∑
m1∈Z/cZ
∫ ∑
n1∈Z
∑
m2∈Z,α∈Z/aZ
s1(z)f¯1(z − gθn1)(U
n1s2)(y,m1)f¯2(y,m1)dy
Let us express z via y and summing variables:
z =
1
cθ + d
(
y +
b
a
α−
m
c
)
+ gθ(
cb
a
α− n)
=
1
cθ + d
(
y +
b
a
α−m2 −
d
c
m1
)
+
aθ + b
cθ + d
(
cb
a
α− cm2 − dm1 + n1)
= (bα−m2a)−
ad
c
m1 +
1
cθ + d
(y + (aθ + b)n1)
Denote n2 = bα−m2a, and z0 = z − n2. Then by Poisson summation formula∑
n2∈Z
s1(n2 + z0)f¯1(n2 + z0 − gθn1) =
∑
n2∈Z
e(z0)
n2
∫
e(−tn2)s1(t)f¯1(t− gθn1)dt.
We put this into LHS, and note that e(z0)
n2(Un1s2)(y,m1) = (U
n1V n2s2)(y,m1).
So LHS =∑
m1∈Z/cZ
∫ ∑
n1,n2∈Z
∫
e(−tn2)s1(t)f¯1(t− gθn1)dt(U
n1V n2s2)(y,m1)f¯2(y,m1)dy
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=
∑
n1,n2
∫
e(−tn2)s1(t)f¯1(t− gθn1)dt 〈U
n1V n2s2, f2〉L2 = RHS

6. Real multipliation
Irrational number θ ∈ R\Q is a root of quadrati equation if and only if there
exist matrix g ∈ SL2(Z), g 6= ±1 suh that gθ = θ. Let us fix suh g and θ. It
follows from Setion 5 that there are nontrivial Aθ − Aθ-imprimitivity bimodules
exatly in this ase. Now we are going to onstrut a graded ring R = R(g, θ) =
⊕
n≥1
Rn using tensor produts and inner produts in these imprimitivity bimodules.
We start with onstrution of another graded ring due to Polishhuk [4℄, whih
uses only tensor produts.
We onsider the set of bimodules E(gn, θ), n ≥ 1 defined in previous setion,
and have the family of isomorphisms
tgm,gn : E(g
n, θ)⊗ E(gm, θ)→˜E(gn+m, θ).
Let Hk = {M ∈ MkC|M = M
t
and ℑ(M) > 0} be so-alled Siegel upper half-
plane. So, H1 is just an upper half of omplex plane C, and we fix τ ∈ H1. Denote
matrix entries of gn by
(
an bn
cn dn
)
. Denote µn = τ
cn
cnθ+dn
. Note that cnθ + dn
is an eigenvalue of gn, so it is nonzero. Also cn 6= 0 as g
n
is a nontrivial matrix
stabilizing θ. Thus µn 6= 0. Denote
En =
{{
φf (x, α) = e(µn
x2
2 )f(α)
∣∣∣f : Z/cnZ→ C} , cncnθ+dn > 0
{0} , cncnθ+dn < 0
⊂ E(gn, θ).
En is either 0 or a |cn|-dimensional vetor spae. In fat we have either En = {0}
for all n or En 6= {0} for all n. Indeed, we see that definition of En is the same
for E(g, θ) and E(−g, θ). Thus taking either g or −g instead of g we an suppose
that c1θ + d1 > 0. c1θ + d1 is an eigenvalue of g, so g has positive eigenvalues.
Now it follows from
∑∞
n=1 cnt
n = ctt2−tr(g)t+1 that all cn have the same sign, as all
oeffiients of power series for
1
t2−tr(g)t+1 are positive. All cnθ+ dn are eigenvalues
of gn, so they are also positive.
Consider the set
Sθ :=
{
g =
(
a b
c d
)
∈ SL2(Z)
∣∣∣g 6= ±1, gθ = θ, tr(g) > 0 & c > 0}
It is always nonempty: we already showed how to satisfy first three onditions,
then if the forth is not satisfied we an take g−1 instead of g.
Further we suppose g ∈ Sθ. Then all En are nonzero vetor spaes. It was
notied already in [2℄ that vetor spaes En are preserved under tensor produts of
bimodules. Following an be heked by diret omputation:
Proposition 6.1. For f : Z/cnZ→ C, g : Z/cmZ→ C we have tgn,gm(φf ⊗ φg) =
φf ⋆
n,m
g where
f ⋆
n,m
g(α) =
∑
q∈Z
e
(
τ
2
cn+m
cncm
(
q −
cmdn+m
cn+m
α
)2)
f(andn+mα− q)g(amq)
is a funtion on Z/cn+mZ.
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Now we onsider the graded ring E = ⊕n≥1En with multipliation given by
φf ∗φg := φt ⋆
n,m
g ∈ En+m for φf ∈ En, φg ∈ Em. Assoiativity of this multipliation
follows from identity
tgn+m,gk ◦ (tgn,gm ⊗ id) = tgn,gm+k ◦ (id⊗ tgm,gk) : En ⊗ Em ⊗ Ek → En+m+k
stated in Proposition 1.2 in [3℄. Note that if we hoose for basis in En funtions
of the form φf with haraters f ∈ (Z/cnZ)
∗
, we would get multipliation ta-
ble onsisting of values at rational points of various theta funtions with rational
haraters θ
[
α
β
]
(γ, δτ) where α, β, γ, δ ∈ Q (see, e.g. [12℄). For example,
1 ⋆
n,m
1(α) = θ
 cmdn+mcn+m α
0
(0, τ
2
cn+m
cncm
)
.
In [4℄ (Theorem 2.4) there are established riterions whether the ring E is gen-
erated over C by E1, is quadrati and is Koszul. Using them we state the riterion
whether there exist g ∈ Sθ suh that E have these good properties:
Theorem 4. Let θ ∈ R\Q be a quadrati irrationality, and θ
′
be its Galois onju-
gate. Then the following onditions are equivalent:
(1) |θ − θ
′
| < 1;
(2) there exist g ∈ Sθ suh that the ring E is generated by E1 over C;
(3) there exist g ∈ Sθ suh that the ring E is quadrati;
(4) there exist g ∈ Sθ suh that the ring E is Koszul.
Proof. First we show (2),(3) and (4) imply (1). Let g =
(
a b
c d
)
with given prop-
erties exist. As g ∈ Sθ then it satisfies onditions of Theorem 2.4 in [4℄. This
implies c ≥ a + d + ε, where ε = 0 for (2), ε = 1 for (3), ε = 2 for (4). Then, as
cθ2 + (d− a)θ − b = 0,
|θ − θ′|2 =
(d− a)2 + 4bc
c2
=
(d+ a)2 − 4
c2
≤
(d+ a)2 − 4
(d+ a)2
< 1.
Let us prove that (1) implies (2),(3) and (4). Namely, we are going to show that
(i) implies that for every ε ≤ 2 there exist g ∈ Sθ suh that c > a+ d+ ε. This will
imply (2) for ε = 1, (3) and (4) for ε = 2 due to Theorem 2.4 in [4℄.
Take any g ∈ Sθ. Now, as g stabilizes θ, we have norm and trae
N(θ) = −
b
c
=
1− ad
c2
, T r(θ) =
a− d
c
,
and
(a+ d)2 = (a− d)2 + 4ad = c2(Tr(θ)2 − 4N(θ)) + 4 = c2|θ − θ′|2 + 4.
So, as |θ− θ′| < 1 we have (a+d)2 < (c− ε)2 if c is large enough, and a+d < c− ε,
beause a+ d > 2 and ε ≤ 2 and c > 0. Then one an take gn, whih also belongs
to Sθ, instead of g, and get large enough number c in the last identity. 
Now we are going to onstrut another ring, whih also uses inner produts in
imprimitivity bimodules E(gn, θ). We will use left Aθ-valued inner produts, but
the same onstrution an be done for the right ones. We put Rn = Im Aθ 〈·, ·〉
∣∣∣
En

the vetor spae of finite sums of values of left inner produt on pairs of vetors from
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En ⊂ E(g
n, θ). In Introdution we defined for Ω ∈ H2 and funtion f : Z
2 → C
periodi w.r.t. some ofinite lattie in Z2 an element
Θ[f ](Ω) =
∑
~m∈Z2
f(~m)e(
1
2
~mtΩ~m)e(−
θ
2
m1m2)U
m1V m2 ∈ Aθ.
Proposition 6.2. Rn =
{
Θ[f ]( 1cn(cnθ+dn)Ω)
∣∣∣f : Z2/cnZ2 → C} where
Ω =
i
2ℑτ
(
|τ |2 −ℜτ
−ℜτ 1
)
∈ H2.
Proof. By routine omputation we get
Aθ 〈φf , φg〉 =
1
2(ℑµn)
∑
~m∈Z2
Q(~m)e
(
1
2
~mt
Ω
cn(cnθ + dn)
~m
)
e(−
θ
2
m1m2)U
m1V m2
where
Q(~m) =
∑
α∈Z/cnZ
f(α+ anm1)g¯(α)e(
α
cn
m2).
Now the statement follows. We have
1
cn(cnθ+dn)
Ω ∈ H2 sine Ω ∈ H2 and cn(cnθ+
dn) > 0 as g ∈ Sθ. 
Note, that Rn is a vetor spae. dimRn = c
2
n = (dimEn)
2
, what implies in
partiular that there are no linear relations among Aθ
〈
φfi , φfj
〉
for any basis {fi}
in spae of funtions on Z/cnZ.
Now we define an operation ⋆
n,m
: Rn ⊗Rm → Rn+m:∑
i
Aθ 〈xi, yi〉 ⋆n,m
∑
j
Aθ 〈zj , tj〉 :=
∑
i,j
Aθ 〈xi ∗ zj, yi ∗ tj〉
This operation is well defined. Indeed, every element of Rn an be uniquely repre-
sented as a linear ombination of Aθ
〈
φfi , φfj
〉
as we remarked above. We an now
introdue the ring R = ⊕n≥1Rn with multipliation given by φ ∗ ψ := φ ⋆
n,m
ψ ∈
Rn+m for φ ∈ Rn, ψ ∈ Rm. Multipliation is obviously assoiative, beause it is
assoiative in the ring E defined above. Analogously to Theorem 4 we have:
Theorem 5. Let θ ∈ R\Q be a quadrati irrationality, θ
′
be its Galois onjugate
and |θ−θ
′
| < 1. Then there exist suh g ∈ Sθ suh that the graded ring R = R(g, θ)
is generated by R1 over C.
Proof. By Theorem 4 we an find g ∈ Sθ suh that E = E(g, θ) is generated by E1.
So, if we hoose some basis x1, . . . , xc in E1, then En is spanned by the elements
xi1 ∗ · · · ∗ xin . Thus Rn is spanned by elements
Aθ 〈xi1 ∗ · · · ∗ xin , xj1 ∗ · · · ∗ xjn〉 = Πs Aθ 〈xis , xjs〉
where Aθ 〈xis , xjs〉 ∈ R1. 
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