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Weyl fermions can be created in materials with both time reversal and inversion symmetry by
applying a magnetic field, as evidenced by recent measurements of anomalous negative magnetore-
sistance. Here, we do a thorough analysis of the Weyl points in these materials: by enforcing crystal
symmetries, we classify the location and monopole charges of Weyl points created by fields aligned
with high-symmetry axes. The analysis applies generally to materials with band inversion in the Td,
D4h and D6h point groups. For the Td point group, we find that Weyl nodes persist for all directions
of the magnetic field. Further, we compute the anomalous magnetoresistance of field-created Weyl
fermions in the semiclassical regime. We find that the magnetoresistance can scale non-quadratically
with magnetic field, in contrast to materials with intrinsic Weyl nodes. Our results are relevant to
future experiments in the semi-classical regime.
INTRODUCTION
Following their insulating counterparts[1], topological
semi-metals have attracted much recent theoretical and
experimental interest. Weyl and Dirac semimetals have
recently been theoretically predicted[2–6] and experimen-
tally observed[7–9]. Both display topologically protected
Fermi-arc surface states, as well as large negative magne-
toresistance due to the “chiral anomaly”[10–15]. While
Weyl fermions in these semimetals are robust to small
perturbations due to their topological character, Dirac
points require a combination of crystal symmetry, time
reversal, and inversion symmetry[16]. This suggests that
Weyl fermions can be engineered by breaking inversion
or time reversal symmetry in materials with four-band
crossings. While breaking inversion symmetry can be
accomplished by adding strain[17], it is more straight-
forward to break time reversal symmetry by turning on a
magnetic field. This route to creating Weyl fermions has
already been carried out in GdPtBi[18, 19], NdPtBi[19],
Na3Bi[13] and Cd3As2[20–22]. We predict that the same
route can be used to observe Weyl fermions in the exper-
imentally relevant materials HgTe[23, 24] and InSb[25].
Here, we consider turning on a magnetic field in ma-
terials with four-band crossings. We consider two types
of four-band crossings: symmetry-enforced band cross-
ings at the Γ point and Dirac points near the Γ point
on a high-symmetry line. In both cases, the magnetic
field breaks the four-band crossing into an even number
of Weyl nodes. We demonstrate the emergence of Weyl
nodes explicitly in GdPtBi, HgTe and InSb, which host
a symmetry-enforced four-band crossing near the Fermi
level, and Cd3As2 and Na3Bi, which host Dirac points
near the Fermi level, using k·p Hamiltonians generated by
ab initio calculations. We then show that this is a general
result when the magnetic field is along a high-symmetry
line. However, the emergent Weyls do not always reside
on the axis parallel to the magnetic field: instead, a com-
plex map of Weyl points (and nodal lines[26–29]) emerges
for different directions of the magnetic field. Since Weyl
points do not require symmetry protection, they persist
when the magnetic field is moved away from these axes.
Surprisingly, we find that in GdPtBi and HgTe, Weyl
points exist for all directions of the magnetic field. In the
Supplement, we give numerical evidence for this state-
ment and then prove it explicitly for all materials with
Td symmetry and j = 3/2 orbitals at the Fermi level.
We emphasize that while we use the language of apply-
ing an external magnetic field, our results apply equally
well to magnetically ordered materials that host a four-
band crossing above the Ne´el temperature and can thus
be tuned to display Weyl points below this temperature.
This is relevant for antiferromagnetic Heuslers[19].
Finally we consider the semiclassical negative mag-
netoconductance that is a consequence of the chiral
anomaly. This has previously been considered for Weyl
points that exist independent of the magnetic field[30,
31]. Here, we show that when the Weyl points are cre-
ated by a magnetic field, the magnetoconductance takes
a different scaling form. In particular, it can scale as
high as B5/2, where the exact scaling depends on the lin-
earized Hamiltonian near the Weyl point. We apply this
model to GdPtBi, in which recent experiments[18] have
observed the chiral anomaly.
EMERGENT WEYL NODES FROM A
SYMMETRY-ENFORCED FOUR-BAND
CROSSING
Here we focus on GdPtBi, which is in the Td point
group. However, because our analysis depends only on
symmetry and band inversion, it applies to all materials
with the same symmetry and relevant orbitals near the
Γ point, e.g., HgTe and InSb.
In GdPtBi, the low-energy spectrum near the Γ
point is described by the four p-orbitals with jz =
±3/2,±1/2. Thus, the symmetry operators comprise
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2a four-dimensional representation of the Td symmetry
group. The k · p Hamiltonian takes the form[32],
HΓ(kx, ky, kz) =
(
A0 + (A+
C√
3
)k2
)
I4×4 +
+ C(k2x − k2y)Γ1 + C√3 (2k2z − k2x − k2y)Γ2 +
+ E(kxkyΓ3 + kxkzΓ4 + kykzΓ5) +
+D(kxU1 + kyU2 + 2kzU3), (1)
where the Γ1,...,5 are Clifford algebra matrices, Γij =
[Γi,Γj ]/(2i) and U1 =
√
3Γ15 − Γ25, U2 = −
√
3Γ14 −
Γ24, U3 = Γ23. The parameters A0, A,C,D,E are ob-
tained by an ab initio fit and given in the Supplementary
Material. We note here only that A0 ≈ 0, meaning that
at the Fermi level the spectrum is four-fold degenerate at
the Γ point[18]; two bands disperse upwards and two dis-
perse downwards. The D 6= 0 parameter breaks inversion
symmetry.
We now consider what happens in the presence of a
magnetic field by adding an effective Zeeman coupling to
Eq (1),
HZ = ~B · ~J, (2)
where ~J is a vector of the spin-3/2 matrices. Using this
model, oppositely-dispersing bands have either a pro-
tected or avoided crossing, regardless of their g-factor.
Notice that band inversion is crucial here: if all bands
dispersed in the same direction, then the presence or ab-
sence of a crossing would depend crucially on the precise
values g-factors of the bands. However, as long as the
system exhibits band inversion, and all bands have the
same sign of the g-factor, then the physics described be-
low is universal. In the following analysis, we will ignore
the effects of cyclotron motion to lowest order, focusing
purely on the Zeeman splitting. This is a good approxi-
mation for large g−factor materials such as GdPtBi.
When the magnetic field is along an axis of rotation,
band crossings along this axis between bands with dif-
ferent eigenvalues under the rotation are protected; thus,
Weyl points are guaranteed to exist. Because the original
four-band quadratic crossing was at the Fermi energy at
zero field, these Weyl points will also lie near the Fermi
level. Additionally, since the nontrivial Chern number
of a Weyl point cannot disappear under small deforma-
tions of the Hamiltonian, these Weyls will continue to
exist even as the magnetic field is moved away from the
rotation axis. This protection is crucial to experimental
observation. However, as the magnetic field is moved far
away from a high-symmetry axis, it is possible for two
Weyl points of opposite chirality to meet and annihilate.
Surprisingly, we have verified numerically, using the k · p
Hamiltonian (1), that this is not the case for every pair
of nodes: Weyl points exist in GdPtBi for all directions
of the magnetic field.
Weyl points can also be protected between high-
symmetry planes with different Chern numbers; we
~B Emergent Weyl points
[001], [010], [100] 6 + 8k1 Weyl points
[110], [11¯0], [101],
[101¯], [011], [011¯]
0, 1, or 2 line nodes,
4 + 8k2 Weyl points
[111],
[111¯], [11¯1], [1¯11],
[1¯1¯1], [1¯1¯1], [11¯1¯]
4 + 6k3 Weyl points
TABLE I. Weyl points in GdPtBi when a magnetic field is ap-
plied along one of the high-symmetry axes in the first column.
The integers ki indicate Weyl points that appear at generic
points Brillouin zone; for GdPtBi, a numerical analysis of our
k · p model yields k1 = k2 = 0, k3 = 1, but these numbers are
material-dependent.
show[32]that in GdPtBi, when the magnetic field is ap-
plied along the zˆ direction, two such Weyl points exist in
the kx = 0 plane and another pair in the ky = 0 plane.
These points persist –albeit moving in momentum-space–
when the magnetic field is moved off this axis until they
reach each other and annihilate. The same analysis ap-
plies to a magnetic field in the xˆ and yˆ directions.
When the magnetic field is in the xˆ + yˆ direction, we
find four Weyl nodes which, for D → 0, are confined
to the (k, k, kz) plane; these nodes persist as D is con-
tinuously varied from zero to its experimentally relevant
value in either GdPtBi or HgTe. Additionally, at least
one line node appears in the (k,−k, kz) plane.[32]For the
ab initio parameters, two line nodes appear; however,
for other choices of parameters, one of these lines moves
towards the edge of the Brillouin zone and disappears.
Last, when the magnetic field is in the xˆ+ yˆ+ zˆ direc-
tion, there are four Weyl points along the kx = ky = kz
axis.
Additional Weyl points at generic points in the Bril-
louin zone must occur in multiples of six or eight, de-
pending on the symmetry that remains when a particu-
lar magnetic field is present. A summary of Weyl points
that emerge in GdPtBi upon applying a magnetic field
along a high-symmetry axis are shown in Table I.
The symmetry-protected Weyl points we describe in
this section also persist for arbitrary magnetic fields. In
particular, at the special point E = 2C,D = 0 in Eq (1),
the Hamiltonian HΓ + HZ is exactly solvable and has
Weyl points along the momentum axis parallel to the
magnetic field. We show in the Supplement that as E is
moved away from this fine-tuned value, the Weyl points
move in space, but do not annihilate; we confirm this
claim with a numerical analysis. Because the Weyl points
are topologically protected, they will also persist for small
values of D.
3EMERGENT WEYL NODES FROM DIRAC
POINTS NEAR THE Γ POINT
In Cd3As2 and Na3Bi, a different, but similar, scenario
develops, where again band inversion plays a crucial role.
There are two pairs of relevant orbitals at the Γ point
near the Fermi level: the s-orbitals with jz = ±1/2 and
the p-orbitals with jz = ±3/2; each pair transforms as
a two-dimensional representation of Dnh, where n = 4
in Cd3As2 and n = 6 in Na3Bi. The two representa-
tions have different energies at the Γ point, but, because
the bands are inverted, they can cross elsewhere in mo-
mentum space. In the materials of interest, the crossings
occurs at the Fermi level and are protected by Cnz sym-
metry. Furthermore, the crossings occur close enough to
the Γ point to be described by the effective k · p model,
HDirac(kx, ky, kz) =
(
C0 + C1k
2
z + C2k
2
‖
)
I4×4 + (3)
τz ⊗
((
M0 +M1k
2
z +M2k
2
‖
)
σz +A(σxkx + σyky)
)
,
where k2‖ = k
2
x + k
2
y. Eq (3) describes two Dirac points
on the kz axis at kz = ±
√−M0/M1 (M0 and M1 have
opposite signs in the ab initio fit; the fitting parameters
for the quadratic terms and the symmetry-allowed third
order terms are included in the Supplementary Mate-
rial.) Because the four relevant bands come in pairs with
distinct angular momentum character, we allow for two
different g-factors gs and gp in the Zeeman coupling[32].
In the presence of a magnetic field, each Dirac point can
split into up to four Weyl points. As in the previous
section, putative crossings will exist regardless of the g-
factors of the different orbitals because the bands dis-
perse in opposite directions. Furthermore, Weyl points
that emerge when the magnetic field is along a partic-
ular high-symmetry axis must persist when the field is
slightly off-axis because they can only annihilate in pairs
of opposite chirality.
We now summarize our results[32]. When the mag-
netic field is along the zˆ direction all band crossings are
protected by Cnz symmetry: depending on the value of
the magnetic field, this implies between four and eight
Weyl points. Band crossings between the jz = ±3/2 and
∓1/2 bands are double Weyl points – these are not robust
to small changes in the magnetic field; instead, they can
split into two single Weyl points. Line nodes, protected
by M001, can also emerge in the kz = 0 plane for large
enough magnetic field.
When the magnetic field is along the xˆ direction, C2x
symmetry can protect between two and four total Weyl
points and M100 symmetry protects line nodes in the
kx = 0 plane. The same is true for the other symmetry-
related directions.
SEMICLASSICAL MAGNETOTRANSPORT
The presence of Weyl points near the Fermi surface in
a material - whether intrinsic or created by an external
field - leads to an experimentally measurable negative
magnetoresistance.[13–15, 18] The origin of this effect is
due to the non-trivial Berry curvature surrounding each
Weyl node, and is a manifestation of the so-called “chi-
ral anomaly.” Previous theoretical analysis of this effect
has been carried out for materials with intrinsic, field
independent Weyl nodes, in both the semiclassical and
ultra-quantum (only the lowest Landau level occupied)
limits.[12, 30, 31, 33] For these intrinsic Weyls, chiral ki-
netic theory implies that, in the semiclassical limit and
at low temperature, there is an anomalous positive mag-
netoconductance of the form
σµνa =
∑
i
τv3i
8pi2µ2i
BµBν ,
where τ is the inter-nodal scattering rate, vi is the (ge-
ometric) mean velocity of node i, and µi is the chem-
ical potential measured from node i. We wish to gen-
eralize this result to the case where the Weyl nodes are
created by an external magnetic field. Relegating the
details of the derivation to the Supplementary Material,
we find that the magnetoconductance acquires additional
field dependence due to the field dependence of the Weyl
velocities, which enters both explicitly and through the
now-strongly-field-dependent scattering time. We find
for low fields
σµνa =
∑
i
τ i(B)|detAi|
8pi2µ2i
BµBν(1 +O(B)). (4)
where Ai, along with the vector ui, which, in the materi-
als we consider, enters the O(B) corrections, parameter-
ize the linearized two-band Hamiltonian near the Weyl
point at ki:[34]
H = uij(kj − kij)I+ (kj − kij)Aijkσk (5)
τ i(B) is the rate for scattering out of node i. For short-
range impurities we find
τ i(B) = τ0
2pi2|detAi|
µ2i
(1 +O(B)) (6)
We now make three observations. First, because
|detAi| depends on magnetic field, we expect that the
magnetoconductance for field-created Weyls scales dif-
ferently than that for intrinsic Weyl semimetals; in par-
ticular, we provide a simple model in the Supplemen-
tary Material where |detAi| ∼ |B|1/2. Second, because
|detAi| is not a rotationally invariant function of B, we
expect that the magnetoconductance will also fail to be
rotationally invariant. Finally, as B increases, we expect
4the O(B) corrections to Eq. (4), given explicitly in the
Supplementary material, to become significant. This can
cause the directionality of the magnetoconductance to
acquire additional field-dependence.
Similarly, thermoelectric transport in Weyl materials
is also influenced by the chiral anomaly. In particular,
the thermoelectric conductivity αµν , relating the current
response to a temperature gradient, is experimentally rel-
evant. Using Onsager reciprocity[35, 36], we can compute
this by looking instead at the energy current response to
an electric field. Using the same semiclassical treatement
as above and neglecting interactions we recover the Mott
formula
αµν =
pi2T 2
3
∂σµν
∂µ
, (7)
valid for both the anomalous and non-anomalous parts
of the thermoelectric conductivity. In particular, we ex-
pect that the magnetic field dependence of the anomalous
thermoelectric conductivity should simply follow that of
the ordinary conductivity. Differences between these two
effects serves to measure the significance of electron-
electron interactions, which explicitly modify the heat-
current[37].
Lastly, we remark on the effects of higher-order Weyl
crossings on magnetotransport. In particular, we focus
on double-Weyl points, since – as mentioned above –
these are present in Na3Bi and Cd3As2. Using the fact
that the Berry curvature transforms as a tensor under
reparametrizations of the Brillouin zone, we can easily
repeat the semiclassical analysis above for double (or
even n-fold) Weyl points. We find that the forms of all
transport coefficients remain the same. The only change
is that the response coefficients are proportional to the
square of the Chern number (i.e. 4 in the case of a dou-
ble Weyl), and that the form of the density of states
changes. In particular, the density of states for a double
Weyl point is linear in the chemical potential.
VALIDITY OF SEMICLASSICAL TRANSPORT
We now consider whether Weyl points can be well sep-
arated when the system is in the semiclassical regime.
This introduces two competing criteria. First, the Weyl
points must be well-resolved: the Fermi level must be
close enough to the nodal point that the Fermi surface
consists of disconnected pockets encircling each node.
Quantitatively, this translates to the constraint,
kF ∼ µ
v
 k0 (8)
where v = (detA)1/3 is the mean velocity of the Weyl
point at position k0, kF is the Fermi wavevector mea-
sured as the deviation from k0, and the chemical poten-
tial µ is the deviation in energy from the Weyl point.
Second, we demand that the number ν of filled Landau
levels is large. Recall that for a single Weyl point,
µ ∼
√
2Bν. (9)
Hence, we demand,
µ
√
2B (10)
We now consider when the two constraints (8) and (10)
are simultaneously satisfiable. For Weyl points that orig-
inate from a symmetry-enforced band touching, such as
those in GdPtBi, v ∼ k0 ∼ √B, and hence we need si-
multaneously that
B  γ1µ and B  γ2µ2 (11)
where γ1 and γ2 are material-dependent parameters.
Whether or not there exists a regime that satisfies Eq (11)
depends on µ, which is nearly fixed (for B not too
large) for a bulk 3d material. For GdPtBi, we find from
experiment[18] that the Weyl points become well resolved
for B ∼ 6T ; however quantum oscillations reveal that
the Landau level index ν ∼ 5 at this value of the field.
However, the preceding analysis ignores the magnetiza-
tion of GdPtBi. Near the Ne´el temperature of about
9K, the spins will have a large magnetic susceptibility,
in which case a smaller field will have the same effect.
Additionally, this will be compounded by the quenching
of the orbital magnetism in the crystal, leading to an
enhancement of the Zeeman energy relative to the cy-
clotron energy. In this case, it is quite possible that the
experimental regime satisfies Eq (11)[19].
If the scale of inversion breaking, D in Eq (1), is much
larger than the magnetic field, then k0 ∼ √B and v ∼ D.
Then Eq (11) is replaced by,
γ1µ D
√
B and
√
B  γ2µ, (12)
which is satisfied for small enough fields when D exceeds
other scales.
We now consider Weyl points that emerge from split-
ting a Dirac point with a magnetic field. In this case,
for the two Weyl points to be well-resolved, the spacing
between the Weyl points, which scales like B, must be
greater than kF ∼ µ/v. To leading order, v depends
on the initial dispersion (i.e., determined by Eq (3)) and
only has sub-leading B dependence. This again leads to
Eq (11). The recent experiment on Na3Bi[13] reports the
nodes to be well separated when B = 12T , but the onset
of the lowest Landau level to be near 6 − 8T . Hence,
the semiclassical regime will likely not quantitatively de-
scribe this experiment.
DISCUSSION
A magnetic field can create Weyl points from four-
band crossings by breaking time reversal symmetry. This
5is a powerful technique for creating Weyl points whose
position in energy-momentum space is tunable. Here,
we have studied two canonical and experimentally rele-
vant examples: a symmetry-enforced four-band crossing
at the Γ point and a Dirac node near the Γ point. We
have shown that a complex map of Weyl points (and line
nodes) emerges, depending on the direction and mag-
nitude of the magnetic field. It would be interesting to
experimentally track the movement of these points by ob-
serving how the surface Fermi arcs move as the magnetic
field is changed, e.g., in STM experiments. Furthermore,
for the particular cases of GdPtBi and HgTe, our numer-
ical analysis indicates that Weyl points exist near the
Fermi level for all directions of the magnetic field: this
should prompt future experiments that probe the chiral
anomaly with fields away from the high-symmetry axes.
We computed the anomalous longitudinal conductance
in the semiclassical regime for Weyl points created by a
magnetic field. The conductance scales with a higher
power of the magnetic field than the conductance for in-
trinsic Weyl points. Naively, this is consistent with ex-
perimental data: for example, the low-field data in Ref 18
shows that σxx scales like a higher power of B than B
2;
we plot this data in the Supplement. However, this agree-
ment should be taken with a grain of salt, because, as
mentioned in the previous section, the experiment is not
fully in the semi-classical regime. Our theory will be bet-
ter tested in future experiments that are in this regime,
where we expect the scaling of longitudinal conductance
to go beyond B2 for magnetic-field created Weyl points.
Our analysis readily generalizes to other point groups.
This would be a useful course of study to identify future
candidates for magnetic field created Weyl points. In
addition, an analysis of the quantum regime could be
used to describe existing experiments. We leave these
questions for future works.
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4D IRREPS AT Γ: GdPtBi, HgTe, InSb
In this Appendix, we perform the detailed symmetry
analysis of materials with a quadratic four-band crossing
at the Γ point in a Zeeman field. We will first derive
the most general low-energy k · p Hamiltonian near the
Γ point. We then deduce the location and multiplicities
of all sets of Weyl points that emerge when the magnetic
field is aligned with high-symmetry crystallographic di-
rections.
In all cases we consider, the low-energy bands come
from the p orbitals with total angular momentum J =
3/2. We have chosen the ordered basis |J,mj〉 =
| 32 , 32 〉, | 32 , 12 〉, | 32 ,− 12 〉, | 32 ,− 32 〉. The J = 3/2 angular mo-
mentum operators are:
Jx =

0
√
3
2 0 0√
3
2 0 1 0
0 1 0
√
3
2
0 0
√
3
2 0
 (S1)
Jy =

0 − 12
(
i
√
3
)
0 0
i
√
3
2 0 −i 0
0 i 0 − 12
(
i
√
3
)
0 0 i
√
3
2 0
 (S2)
Jz =

3
2 0 0 0
0 12 0 0
0 0 − 12 0
0 0 0 − 32
 (S3)
Symmetries
In this basis, we can represent the elements of the sym-
metry group Td along with time reversal by the matrices
(K represents complex conjugation)
T =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
K (S4)
C2x =

0 0 0 i
0 0 i 0
0 i 0 0
i 0 0 0
 (S5)
C2y =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 (S6)
C2z =

i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 −i
 (S7)
C4zI =

− 4√−1 0 0 0
0 −(−1)3/4 0 0
0 0 4
√−1 0
0 0 0 (−1)3/4
 (S8)
M110 =

0 0 0 −(−1)3/4
0 0 4
√−1 0
0 (−1)3/4 0 0
− 4√−1 0 0 0
 (S9)
C3,111 =
√
2
4
e−ipi/4

−i −√3 i√3 1
−i√3 −1 −i −√3
−i√3 1 −i √3
−i √3 i√3 −1
 (S10)
Notice the unconventional C4zI symmetry, where I is in-
version; inversion by itself is not a symmetry. The Hamil-
tonian H(kx, ky, kz) then must satisfy:
TH(kx, ky, kz)T
−1 = H(−kx,−ky,−kz) (S11)
C2xH(kx, ky, kz)C
−1
2x = H(kx,−ky,−kz) (S12)
C2yH(kx, ky, kz)C
−1
2y = H(−kx, ky,−kz) (S13)
C2zH(kx, ky, kz)C
−1
2z = H(−kx,−ky, kz) (S14)
C4zIH(kx, ky, kz)(C4zI)
−1 = H(ky,−kx,−kz) (S15)
M110H(kx, ky, kz)M
−1
110 = H(−ky,−kx, kz) (S16)
C3,111H(kx, ky, kz)C
−1
3,111 = H(kz, kx, ky) (S17)
8Hamiltonian
The most general Hamiltonian consistent with
Eqs. (S11)-(S17) is given – to order k2 – by,
H(kx, ky, kz) =
(
A0 +Ak
2
)
I4×4 +
+ C(k2x − k2y)Γ1 + C√3 (2k2z − k2x − k2y)Γ2 +
+ E(kxkyΓ3 + kxkzΓ4 + kykzΓ5) +
+D(kxU1 + kyU2 + 2kzU3) (S18)
From here on, we ignore the overall energy shift by setting
A0 = 0. Inversion symmetry is preserved when D = 0.
The matrices Γ1...5, U1,2,3 are given by:
Γ1 =
1√
3
(J2x − J2y ) =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

Γ2 =
1
3 (2J
2
z − J2x − J2y ) =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

Γ3 =
1√
3
{Jx, Jy} =

0 0 −i 0
0 0 0 −i
i 0 0 0
0 i 0 0

Γ4 =
1√
3
{Jx, Jz} =

0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0

Γ5 =
1√
3
{Jy, Jz} =

0 −i 0 0
i 0 0 0
0 0 0 i
0 0 −i 0

U1 =

0 1 0
√
3
1 0 −√3 0
0 −√3 0 1√
3 0 1 0

U2 =

0 i 0 −i√3
−i 0 −i√3 0
0 i
√
3 0 i
i
√
3 0 −i 0

U3 =

0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0
 (S19)
Notice the Γ1...5 are Clifford algebra matrices:
{Γa,Γb} = 2δab (S20)
and U1,2,3 can be written down in terms of the Clifford
algebra matrices and their commutations (the full su(4)
algebra):
Γab =
1
2i
[Γa,Γb] (S21)
as:
U1 =
√
3Γ15 − Γ25; U2 = −
√
3Γ14 − Γ24;
U3 = Γ23 (S22)
The ab initio fit yields
A C D E
GdPtBi −1.46 8.20 0.08 −5.4
HgTe 2.85 11.20 0.04 −12.0
InSb 8.85 14.20 0.01 −22.0
(S23)
where A, C, and E are in units of eVA˚2 and D is in
units of eVA˚. Along the kz axis, this structure is in-
verted, with the Jz = ±3/2 heavy bands dispersing up-
wards (electron-like) and the Jz = ±1/2 bands dispersing
downwards (hole-like).
Weyl Nodes
When time-reversal symmetry is broken, a complicated
phase diagram of Weyl points appears. The number
of these Weyl points depends on the direction of the
magnetic field, on the g-factors of the problem, and on
whether the magnetic field couples differently to heavy
and light holes. We can use the k · p model (S18), with
the parameters (S23), to find the Weyl points in most
of the interesting cases, and we expect it to be reliable.
Since simulating g-factors is notoriously hard, we use an
effective model for the Zeeman coupling where we add to
the Hamiltonian in Eq. (S18) the Zeeman term:
HZ = ~B · ~J (S24)
where Jx, Jy, Jz are the spin-3/2 matrices of Eqs. (S1,
S2, S3). We have assumed that the g-factor is positive,
without loss of generality. We now analyze the spectrum
as we align the magnetic field with high-symmetry crys-
tallographic axes.
Field in [001] direction
At ~k = 0, the presence of the magnetic field
splits the 3/2 multiplet into four bands with energies
3/2B, 1/2B,−1/2B,−3/2B; the first and fourth bands
disperse upwards, while the second and third disperse
downwards.
We first consider the spectrum when ~k is in the [001]
direction. There are two Weyl nodes on the 001 high
9symmetry axis between the −3/2 and −1/2 bands. Since
the band of energy −3/2B at the Γ point disperses up-
wards, while the bands of energy 1/2B,−1/2B disperse
downwards, they will invariably intersect. The crossing
between the −1/2 and −3/2 bands is protected, as the
bands have different eigenvalue under C2z – their eigen-
values are ±i, as given by Eq (S7). There are two Weyls
at ~k = (0, 0,±
√√
3B
4C ). They are related by C4zI, which
means that they have opposite chirality due to the inver-
sion operation (inversion changes the Weyl charge, TR
leaves it invariant, rotations leave it invariant and mir-
rors – the product of rotation times inversion – change
it.) They are shown in Fig. S2a.
We move to analyze the physics between the −3/2 and
1/2 bands (the −3/2 band disperses upwards, the 1/2
band downwards and they start inverted). Their cross-
ings in the [001] direction are avoided. However, we now
give a topological proof why they must give rise to Weyl
points elsewhere in momentum space.
Consider the plane kz = 0. It is a gapped plane with
respect to the bands −3/2, 1/2. At the Γ point, the C4I
eigenvalues of these bands are exp(i3pi/4), exp(i7pi/4)
respectively. The −3/2 rests below the 1/2 band at the
Γ point.
Away from the Γ point, if we believe the k·p model cor-
rectly describes the physics, the bands at very large mo-
mentum (or (pi, pi) on the lattice, which is infinity in the
continuum) are ordered in energy in the normal 1/2,−3/2
way and so their C4 eigenvalues are exactly the opposite
of those at the Γ point.
Now take the plane kz = pi(= ∞). In this plane the
bands have C4zI eigenvalues exp(i7pi/4), exp(i3pi/4), or-
dered in energy. Hence, going from the kz = 0 to kz = pi
plane, the C4zI eigenvalue of the lower band has changed
from exp(i3pi/4) to exp(i7pi/4). Ref [38] relates the eigen-
values of the C4 operator of the occupied bands to the
quantity iC where C is the Chern number of the bands:
iCkz=0−Ckz=∞ =
exp(i3pi/4)
exp(i7pi/4)
= −1 (S25)
Hence, Ckz=0 − Ckz=∞ = 2. Since both those planes are
gapped with respect to the −3/2 and 1/2 bands, we see
that two (mod four) Weyl nodes have to reside between
kz = 0 and kz =∞ planes.
Suppose one of these points is at some ~k =
(kx0, ky0, kz0). By C2z symmetry, its partner is at
(−kx0,−ky0, kz0). However, unless kx0 = 0 or ky0 = 0,
the product C2xT , which remains a symmetry in the
presence of a magnetic field (with a magnetic field in
the [001] direction, C2x flips the field, but time-reversal
flips it back), implies two additional Weyl points between
kz = 0 and kz = ∞ planes at (∓kx0,±ky0, kz0). Thus,
the two Weyl points required by the Chern number argu-
ment in Eq (S25) must lie in either the kx = 0 or ky = 0
plane. Figure S2b shows the pair of Weyls in the kx = 0
plane.
Suppose they lie in the kx = 0 plane, at (0, ky0, kz0).
Then, by C4zI symmetry, there must be two more Weyl
points at (±ky0, 0,−kz0) (which could have been de-
rived by applying the same Chern number argument in
Eq (S25) to the kz = 0 and kz = −∞ planes).
In summary, we have proven that (at least) six Weyl
points must exist – two on a high symmetry line and two
on high-symmetry planes. In general, additional Weyl
points might exist at generic points in the Brillioun zone.
The combined presence of C4zI and C2xT implies that
these Weyl points come in sets of eight. Thus, the total
number of Weyl points that can exist is 6 + 8k, where
k ∈ Z. This is shown in Table I.
Due to the C3 symmetry of the crystal, an identical
argument goes through for ~B aligned with the 100 and
010 directions as well.
Field in [110] direction
With ~B in the [110] direction, it is convenient to work
in the basis of eigenstates of
Jx + Jy ≡ J110. (S26)
At the Γ point, eigenstates of the Hamiltonian coincide
with eigenstates of J110. As before, the bands with J110
eigenvalue ±3/2 disperse upwards, and the bands with
eigenvalue ±1/2 disperse downwards.
With the magnetic field in this direction, the only re-
maining symmetries of the Hamiltonian are the mirror
symmetry M110, and the combined symmetry C2zT . The
points ~k = (k,−k, kz) are fixed by the action of M110,
while the points ~k = (kx, ky, 0) are fixed by C2zT ; these
two subspaces are the high-symmetry planes we will an-
alyze. (The intersection line ~k = (k,−k, 0) of these two
planes is invariant under M110C2zT . However, as an
anti-unitary symmetry that squares to +1, it does not
permit band crossings on a line without fine-tuning, for
the following reason: a generic two-band Hamiltonian
on the line takes the form H(k) = d(k) · σ. An anti-
unitary symmetry that squares to +1 can be represented
by K, the complex conjugation operator. The require-
ment [H(k),K] = 0 implies dy(k) = 0. Thus, H(k) is
described by two functions, dx,z, which are a function of
one variable, k. Without fine-tuning, it is not generically
true that there exists a k0 where dx(k0) = dz(k0) = 0.)
We will start by analyzing the plane fixed by M110.
Along this plane the energy eigenstates are M110 eigen-
states. Going away from the Γ point, the bands with J110
eigenvalues (3/2, 1/2,−1/2,−3/2) have, respectively, the
mirror eigenvalues (i,−i, i,−i). Based on the direction
of the band dispersion, we then expect the J110 = −1/2
band and the J110 = −3/2 bands to cross in the high
symmetry plane due to their differing mirror eigenvalues.
It is not hard to show that such crossings produce line
nodes. In the vicinity of the crossing, we can represent
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the mirror symmetry, which squares to −1, as M110 =
iσy. The effective Hamiltonian on the high symmetry
plane takes the form
Heff (k,−k, kz) = di(k,−k, kz)σi. (S27)
Imposing the symmetry M110Heff (k,−k, kz)M−1110 =
Heff (k,−k, kz) requires
Heff (k,−k, kz) = dy(k,−k, kz)σy. (S28)
Since there is one parameter dy and two momenta (k, kz),
any point where dy(k,−k, kz) = 0 is generically part of a
line node where dy(k, kz) = 0.
Using the ab initio parameters (S23), we are guaran-
teed such a point. Furthermore, when D = 0, so that in-
version symmetry is present, we have two such line nodes
at inversion-symmetric points. We expect this to hold
true for small values of D as well, and for the physically
relevant situation D = 0.08, we do, in fact, observe two
line nodes, which are shown in Fig. S3a. However, as
inversion symmetry breaking is increased to unphysical
values, the bands tilt so that they only cross on one side
of the origin and only one line node exists.
Let us now examine the high symmetry (kx, ky, 0)
plane. This plane is fixed by C2zT , which is antiuni-
tary and squares to +1. Assuming there exists a crossing
on this plane, we can write an effective two-band Hamil-
tonian, and represent C2zT by K. An analysis similar
to the previous section shows that after enforcing this
symmetry, the Hamiltonian consists of two parameters,
which are a function of two momenta. Hence, on this
plane, there can generically be isolated band crossings in
the (kx, ky, 0) plane. The M110 symmetry requires that
a putative Weyl point at (kx, ky, 0) have a partner Weyl
at (−ky,−kx, 0).
If the line nodes in the (k,−k, kz) plane persist to
kz = 0, they will intersect the (kx, ky, 0) plane, twice
each. By tuning the parameters in the Hamiltonian (for
instance the degree of inversion symmetry breaking), we
can change the number of line nodes. Hence, the line
nodes can create pairs of band degeneracies in the plane
(kx, ky, 0), with the number of pairs determined by the ab
initio parameters. Using the particular ab initio values
(S23), we observe four band crossings in the (kx, ky, 0)
plane, and all four lie on the line nodes.
Similar arguments go through when considering the
3/2 and 1/2 band, which also have differing mirror eigen-
values. We find from the k · p Hamiltonian that there is
also a pair of line nodes between these bands, however,
using the ab initio parameters, this pair sits much farther
from the Γ point in the Brillouin zone; whether or not
this pair is an artifact of the k · p expansion would have
to be confirmed by further ab initio calculations.
Finally, we find four additional Weyl points near the
(k, k, kz) plane. We prove their existence in the inversion-
symmetric case D = 0, where they lie exactly on this
plane; the nontrivial Chern number associated with the
Weyl points guarantees that they survive small inversion
breaking. When D = 0, there is an additional unitary
symmetry, C2,110, and antiunitary symmetry, C2,11¯0T ,
which satisfy,
C22,110 = −1; (C11¯0T )2 = 1; {C2,110, C2,11¯0T} = 0 (S29)
Both of these symmetries leave invariant the line ~k =
(k, k, 0); the former also leaves invariant the plane ~k =
(k, k, kz).
We start by considering the special value of parame-
ters, E = 2C in Eq (S18). On the line kx = ky, kz = 0,
the Hamiltonian reduces to:
H(
k110
2
,
k110
2
, 0) = A
k2110
2
I+
Ck2110
2
(
− Γ2√
3
+ Γ3
)
(S30)
where we define k110(11¯0) = (kx + (−)ky) /2. The Hamil-
tonian (S30) commutes with Jx + Jy. Thus, when the
Zeeman term (S24) is added, the four bands can be la-
belled not only by their C2,110 eigenvalue, but by their
eigenvalue under (Jx + Jy)/
√
2. The bands with eigen-
values ±1/2 both cross the band with eigenvalue −3/2.
We now analyze each of these crossings to show which
are protected as we move away from the E = 2C point
– if the band crossings are Weyl points, they will persist
for small perturbations, but we want to know whether
they persist for a large change in parameter space, where
E and C are given by the parameters (S23).
We first consider the crossings between the −1/2 and
−3/2 bands. An effective Hamiltonian for these two
bands is given by H
− 32 ,− 12
eff = di(k110, k11¯0, kz)σi, for some
functions di. In this effective space, we can choose C2,110
to be represented by iσy and C11¯0T by σzK, where K
is the complex conjugation operator; this choice is con-
sistent Eq (S29) and consistent with the fact that these
bands have distinct eigenvalues ±i under C2,110. Enforc-
ing C2,110 yields
dx,z(k110, k11¯0, kz) = −dx,z(k110,−k11¯0,−kz)
dy(k110, k11¯0, kz) = dy(k110,−k11¯0,−kz), (S31)
while enforcing C11¯0T yields,
dx(k110, k11¯0, kz) = −dx(k110,−k11¯0, kz)
dy(k110, k11¯0, kz) = dy(k110,−k11¯0, kz)
dz(k110, k11¯0, kz) = dz(k110,−k11¯0, kz) (S32)
To linear order in k, these sets of constraints yield dx ∝
k1,1¯0, dz ∝ kz, dy ∝ k110 + d0, for some constant d0 that
determines the location of the band crossing. Hence, the
band crossings between these bands are two single Weyl
points. When E is tuned away from 2C, the Weyl points
will remain on the line (k, k, 0) (Weyl points off this line
come in sets of four or eight). Thus, to determine in
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what parameter regime the Weyl points persist, we need
only diagonalize H(k, k, 0) + (Jx + Jy)B/
√
2 and check
for crossings between the −3/2 and −1/2 bands. This
Hamiltonian has eigenvalues,
η
B
2
±
√
B2 + η
B√
3
k2 (2C + 3E) +
4
3
C2k4 + E2k4
(S33)
where η = ±1 and we have omitted the shift 2Ak2 in all
band energies. The −3/2 and −1/2 bands intersect only
when E(2C + E) > 0. Thus, for C > 0, the Weyl points
exist only when E > 0 or E < −2C (when C < 0, they
exist when E < 0 or E > 2|C|); at the transition points,
the Weyls annihilate at k →∞. Referring to the ab initio
values in (S23), we see that in the regime of interest for
this particular material, the Weyl points between these
two bands do not exist. We have confirmed this analysis
of the k · p model numerically.
We next consider the crossing between the 1/2 and
−3/2 bands. Instead of applying a symmetry argument
similar to that in the previous paragraph, we directly
expand H(kx, ky, kz) +B(Jx +Jy)/
√
2 about the desired
band crossing at k110 = 3
1/4
√
B/C, k11¯0 = kz = 0 and
project onto the 1/2 and −3/2 bands to compute the 2×2
effective Hamiltonian, H
− 32 , 12
eff = c0I+ ciσi, where
c0 =
(A
√
3− 3C)B
2C
+
√
BC
31/4
δ110 +
C√
3
(
k211¯0 + 2k
2
z
)
cx = −3
1/4
√
BC√
2
δ110 +
C√
2
k211¯0 − 2Ck11¯0kz
cy =
31/4
√
BC√
2
δ110 − C√
2
k211¯0 − 2Ck11¯0kz
cz = −
√
BC
31/4
δ110 − C√
3
(
k211¯0 − 4k2z
)
(S34)
where δ110 ≡ k110 − 31/4
√
B/C. Defining a rotated set
of Pauli matrices σ˜i = Oijσj , where
O =
 1/
√
2 1/
√
2 0
1/(2
√
2) −1/(2√2) −√3/2√
3/(2
√
2) −√3/(2√2) 1/2
 , (S35)
we find H
− 32 , 12
eff = c˜iσ˜i, where
c˜x = −2
√
2Ck11¯0kz
c˜y = C(k
2
11¯0 − 2k2z)
c˜z = δ˜110 (S36)
where δ˜110 ≡ −2(3−1/4)
√
BCδ110 + C(k
2
11¯0 + 2k
2
z)/
√
3
is a shift and rescaling of the δ110 axis. In this
form, it is evident that H
− 32 , 12
eff describes a double Weyl
point. When E is tuned away from its special value
of 2C, this double Weyl, and its partner at k110 =
−31/4√B/C, k11¯0 = kz = 0, split into four single Weyl
points, which are restricted to lie in the (k110, kz) plane
(because Weyl points off this plane come in sets of
eight). The single Weyl points can pairwise annihilate
only on the kz axis. Thus, if the kz axis is gapped
for all value of E at fixed C, then these four single
Weyl points persist through the large parameter change
from E = 2C to E and C described by (S23). The
Hamiltonian along the kz axis, including the Zeeman
term, is given by H(0, 0, kz) + (Jx + Jy)B/
√
2, which
has eigenvalues B
(
−1/2 + x2/√3±
√
1 + 2√
3
x2 + 43x
4
)
and B
(
1/2 + x2/
√
3±
√
1− 2√
3
x2 + 43x
4
)
, where x =√
C/Bkz. It is straightforward to check that these eigen-
values are distinct for all real values of x. Thus, we have
shown that the two double Weyl points that describe the
crossings between the −3/2 and +1/2 bands at the spe-
cial parameter value E = 2C split into four single Weyl
points, which survive as E and C are varied to the values
in (S23).
Restoring D = 0.08 6= 0, we argue that, while these
nodes may move off the symmetry plane, they do not an-
nihilate. This is because their opposite chirality partners
are generically far away in the Brillouin zone.
Lastly, due to the symmetries of the crystal, a com-
pletely analogous analysis holds for ~B aligned with any
of the [101], [011], [1¯10], [1¯01], or [01¯0] directions.
Field in [111] direction
Define J111 =
1√
3
(Jx + Jy + Jz). Then
C3,111J111C
−1
3,111 = J111. (S37)
Thus, when ~B||[111], eigenstates of J111 are simultane-
ously eigenstates of C3,111. In particular, the states with
J111 eigenvalues 3/2,−3/2, 1/2,−1/2 have C3,111 eigen-
values −1,−1, (1− i√3)/2, (1 + i√3)/2, respectively.
At ~k = 0, the bands corresponding to ±3/2 curve
downwards, while the bands corresponding to ±1/2 curve
upwards (notice that along the xˆ, yˆ, zˆ directions, along
the ~k|| ~B axis, the opposite is true, that is, the ±3/2
bands curve upwards.) Hence, there are possible cross-
ings between the 3/2 band and the ±1/2 bands (while
the −3/2 band has no potential crossings.) Along the
high-symmetry axis kx = ky = kz, these bands all have
distinct eigenvalues of C3,111; hence, these crossings are
protected, and we see four Weyl points.
At the inversion symmetric point (D = 0), these
Weyl points are exactly at ~k = ±√B/E(1, 1, 1) and
±√B/(2E)(1, 1, 1), where ~B = B(1, 1, 1). When D 6= 0,
we can also find an analytical expression for the Weyl
points along this axis, but it is not elucidating. These
four Weyls are shown in Fig. S3b.
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Notice that if there is an additional Weyl node at some
point (kx0, ky0, kz0), then the combination of C3,111 and
C4zI dictates that there are five more symmetry-related
Weyls. Hence, the total number of Weyl nodes is 4 + 6k;
numerical diagonalization of the k · p Hamiltonian in
this case indicates that k = 1 for the ab initio param-
eters (S23).
Proof that Weyl points exist for all directions of B
We now prove that for any generic material parame-
ters, Weyl points exist in all directions of the magnetic
field when inversion symmetry is present; the topological
nature of the Weyl points ensures that they will persist
for small inversion symmetry-breaking. For arbitrary B,
consider the Hamiltonian H(k) + HZ ≡ H(k) + J · B,
where H(k) is defined in Eq (S18); then set D = 0 to
preserve inversion symmetry and, without loss of gener-
ality, set A = A0 = 0, which fixes the zero of energy.
The Hamiltonian is now a function of the parameters E
and C, as well as of k and B. Now consider the fine-
tuned point in parameter space, E = 2C: with this
choice of parameters, [H(k),k · J] = 0, and, in partic-
ular, [H(kB),B · J] = 0, rendering the Hamiltonian ex-
actly solvable along the axis k ‖ B. The eigenvalues of
H(kB) + J · B are given by 16
(−4√3Ck2B2 ± 3B) and
1
6
(
4
√
3Ck2B2 ± 9B). For finite B, Weyl points exist at
k = ±31/4/√4C and k = ±31/4/√2C, as shown below.
The band crossings are protected because all four bands
have different eigenvalues of B · J. As E is varied away
FIG. S1. Schematic depiction of the four Weyl points that
exist along the direction k ‖ B when E = 2C.
from 2C, the four Weyl points move out of the k ‖ B
plane, to generic positions ±k1,2, consistent with inver-
sion symmetry. Notice that the Weyl points at ±k1 can-
not annihilate each other (nor can the points at ±k2) be-
cause to do so while enforcing inversion symmetry would
require two bands to become degenerate at the origin;
however, for finite B, the Hamiltonian has four distinct
eigenvalues at the origin (it is equal to J ·B, which has
eigenvalues ± 12B, ± 32B). Thus, the Weyl points can only
annihilate if there exist values of E and C such that
k1 = ±k2.
If k1 is near ±k2, the effective Hamiltonian of the two
nearby Weyl points requires only three bands, i.e., it is
a 3 × 3 Hermitian matrix, which is described by eight
functions, di(k), i = 1, . . . , 8, which are determined by E
and C. The band crossing occurs when di(k) = 0 for all
i. Generically, a system of eight equations involving five
variables (E, C, and kx,y,z) has no solutions. If solutions
exist, then they exist as isolated points, (E∗, C∗,k∗).
We now argue that these Weyl points persist for physi-
cal values of the material parameters. Given a particular
material, described by generic values E1 6= 2C1, consider
tuning E and C from (E,C) = (2C0, C0), for arbitrary
C0 6= 0, to (E1, C1). We can always choose a path in
parameter space that avoids the isolated points (E∗, C∗)
which permit three-band crossings. This leaves no op-
portunity for the Weyl points that exist at (2C0, C0) to
annihilate. Hence, for arbitrary B and generic values of
E and C, at least four Weyl points exist.
Numerical Observations
We confirmed the above analysis for GdPtBi, HgTe
and InSb by numerically diagonalizing the k · p Hamil-
tonian, using the parameters in Eq (S23). Surprisingly,
this procedure showed that there exist Weyl nodes for
the magnetic field in any direction; the field-induced
Weyls are surprisingly universal. Furthermore, we find
that while all of the Weyl nodes on the high symmetry
planes mentioned in the previous sections were of Type
I, some of the Weyl fermions that emerge in the numerics
are the Type II Weyls introduced in Ref 34. We now list
some mention some specific results for GdPtBi. Focus-
ing on the middle two bands and for magnetic fields of
unit magnitude in the [11x] direction, we find that there
are at least four Weyl nodes for any x ∈ [0, 1], and that
for x = 0.4121, two of these nodes transition from Type
I to Type II. These critical Weyls are located at k =
(−0.0461,−0.302, 0.244) and k = (0.302, 0.0461,−0.244)
(The symmetry in location is due to M110C2zT , which
preserves any magnetic field of the form (B,B,Bz)).
The energy of these crossings is E = −0.225. The two
Type I Weyls are located at k = (0.318, 0.312, 0.330) and
k = (−0.312,−0.318,−0.330), with energies E = −0.03.
Cd3As2
k · p Hamiltonian
In Cd3As2, there are eight bands of interest: two s-
orbitals with |J, Jz〉 = |1/2,±1/2〉 and six p-orbitals with
|J, Jz〉 = |3/2,±3/2〉, |3/2,±1/2〉, |1/2,±1/2〉. In the
presence of spin-orbit coupling, the states nearest to the
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(a) (b)
FIG. S2. (a) shows two Weyl nodes along the line (0, 0, kz) with ~B = (0, 0, 20). In the figure we have increased D by a factor of
40 in order to resolve the avoided crossings. The Weyl nodes are type I, and are described by an effective two-band Hamiltonian
with ~v = ±(0, 0, 4.85) and A =
 −9.39 0 00 −9.23 0
0 0 ±42.98
. (b) shows the non-trivial Weyl nodes in the kx = 0 plane, for
the same values of the field and material parameters (D = 5) as in the previous figure. The linearized Hamiltonian for the
rightmost Weyl has (for D = 0.08) ~v = (0,−0.24, 6.12) and A =
 0 1 03.23 0 2.94
19.55 0 57.57
. This is a Type I Weyl. The other is
related to it by C2z.
(a) (b)
FIG. S3. (a) shows the spectrum with ~B = (20, 20, 0), plotted along the high symmetry line ~k = (kx,−kx, 0). The two
crossings extend to line nodes for kz 6= 0. This can be seen from the linearized effective Hamiltonian, which near the left-most
node has ~v = (−17.84, 17.84, 0) and A =
 0 43.56 17.650 43.56 17.65
0 0 0
 (b) Shows the spectrum with ~B = (20, 20, 20), plotted along
~k = (k, k, k). There are four Weyl nodes protected by C3,111 symmetry. At B = 20(1, 1, 1), we have computed the velocities
and A matrix to verify that the crossings are linear and that the Weyls are Type I. For the nodes at k ≈ .707 and k ≈ 1.00
on the plot, we find the velocities v = −6.938(1, 1, 1) and v = −9.812(1, 1, 1), respectively, with corresponding matrices:
A =
 24.15 −39.93 −16.3322.51 40.88 −16.33
−46.66 −0.95 −16.33
 and A =
 −32.02 58.48 −23.09−34.63 56.97 −23.09
66.65 1.510 −23.09

The C3,111 symmetry dictates that the velocities are the same and that the entries in the last column of the A matrix are the
same. We have checked that (AAT )ij − vivj has three positive eigenvalues in both cases.
Fermi level come from the heavy-hole p-states |3/2,±3/2〉
and the conduction s-states |1/2,±1/2〉[3]. Since the
bands are inverted (the p-orbitals disperse downwards
and the s-orbitals upwards), they will intersect at some
point in the Brillouin zone, but not at the Γ point. These
facts comprise the major difference between the previous
analysis of GdPtBi and the current analysis of Cd3As2:
in the former case, the low-energy bands comprise a four-
dimensional irreducible representation (irrep) and, con-
sequently, form a four-band multiplet at the Γ point; in
contrast, the low-energy bands in C3As2 come from two
two-dimensional irreps, which are not generically degen-
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erate at the Γ point, but must cross somewhere in the
Brillouin zone. In both cases, band inversion is crucial
for Weyl points to emerge in the presence of a magnetic
field.
We work in the basis jz = 3/2, 1/2,−1/2,−3/2. We
take the D4h symmetry group for Cd3As2[7], which has
generators
C4z =

−(−1)1/4 0 0 0
0 −(−1)3/4 0 0
0 0 (−1)1/4 0
0 0 0 (−1)3/4
 (S38)
C2x =

0 0 0 i
0 0 −i 0
0 −i 0 0
i 0 0 0
 (S39)
M001 =

−i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 i
 (S40)
in addition to time reversal, which takes the form
T =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
K (S41)
These symmetries imply C2z, C2y, C2,110, C2,11¯0, M100,
M010, M110, M11¯0, inversion and the product of inversion
and C4z.
The k · p Hamiltonian to order k3 derived from the
symmetries above takes the form:
H0(k) = 0(k) +

M(k) A(k) B(k) 0
A∗(k) −M(k) 0 B(k)
B∗(k) 0 −M(k) −A(k)
0 B∗(k) −A∗(k) M(k)

(S42)
where
M(k) ≡M0 +M1k2z +M2k2‖
A(k) ≡ Ak−
(
1 +Azk
2
z
)
+ k+
(
A1k
2
+ +A2k
2
−
)
B(k) ≡ (B1k2+ +B2k2−) kz
0(k) ≡ C0 + C1k2z + C2k2‖ (S43)
and k± = kx ± iky and k2‖ = k2x + k2y = k+k−.
The energies of this Hamiltonian can be solved for ex-
actly and are found to be doubly degenerate everywhere:
E(k) = 0(k)±
√
M(k)2 + |A(k)|2 + |B(k)|2 (S44)
It is evident that the doubly-degenerate bands cross
each other when M(k) = A(k) = B(k) = 0. For generic
parameters, this occurs when kz = ±
√−M0/M1, k‖ = 0.
Thus, it is crucial that M0 and M1 have opposite signs,
in agreement with the fit in Eq (S45).
Material parameters
Ab initio calculations give the order k2 parameters in
(S42):
M0 = .0205, M1 = −18.77, M2 = −13.5, A = 0.889
C0 = −.0145, C1 = 10.59, C2 = 11.5
(S45)
Energy is in units of eV when momentum is in units A˚−1.
Magnetic field
The Zeeman term takes the form:
HZ = −(gsJs + gpJp) ·B (S46)
where, in our basis,
(Js)i =
0 0 0 00 ( 12σi) 0
0 0 0 0
 , (Jp)z =

3
2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 − 32
 (S47)
Since (Jp)x,y mix with bands further away in energy that
are not included in the k · p, we determine their effec-
tive forms perturbatively below when necessary. Notice
that in (S46), we have included two g-factors because the
bands come from different representations.
We now consider the band crossings when the magnetic
field is along one of the high-symmetry axes.
Field in the zˆ direction
The kz-axis is invariant under C4z. Since H0 + HZ is
diagonal along this axis when B = Bz zˆ, Eq (S38) shows
that each of the four bands has a different eigenvalue of
C4z. Hence, band crossings along this axis are protected;
we show below that there are between four and eight band
crossings along this axis, depending on the magnitude of
Bz and gp,s.
The kz = 0 plane is also a high-symmetry plane, invari-
ant under M001 = Diag[−i,−i, i, i]. For small Bz, this
plane is gapped. As Bz is increased, line nodes emerge
between different bands depending on the relative signs
and magnitudes of gs and gp.
We now compute the effective two-band Hamiltonians
that describe the band crossings along the kz axis. We
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first consider the crossing between the jz = 3/2 and jz =
1/2 bands, which occurs at k2z0 = ((gs − 3gp)Bz/4 −
M0)/M1. The linearized Hamiltonian is:
H
3
2
1
2
eff = 2M1kz0δzσz + a(kxσx + kyσy), (S48)
where a = A(1 + Azk
2
z0) and δz ≡ kz − kz0. This band
crossing describes a single Weyl point. The band crossing
between jz = −3/2 and jz = −1/2 is similar: the Hamil-
tonian has an overall negative sign and kz0 is the same
after the replacement Bz → −Bz. For any magnitude of
|B|, at least one of these pairs of single Weyl points will
exist; for small enough |B|, both pairs exist.
The band crossing between the jz = 3/2 and −1/2
bands occurs at k2z0 = (−Bz(gs + 3gp)/4−M0) /M1.
The effective Hamiltonian is:
H
3
2 ,− 12
eff =
(
2M1kz0δz 2
(
B2k
2
− +B1k
2
+
)
kz0
2
(
B2k
2
+ +B1k
2
−
)
kz0 −2M1kz0δz
)
,
(S49)
which describes a double Weyl point. The crossing be-
tween the jz = −3/2 and 1/2 bands is similar: the diag-
onal entries of the Hamiltonian have the opposite sign,
while the off-diagonal entries are the same, and kz0 is
found by taking Bz → −Bz. For any magnitude of |B|,
at least one of these pairs of double Weyl points will exist;
for small enough |B|, both pairs exist.
Thus, when B = Bz zˆ, at least one pair of single and
one pair of double Weyl points emerge on the kz axis.
For small enough B, two pairs of single and two pairs of
double Weyl points emerge.
Field in the xˆ direction
The kx axis is invariant under C2x symmetry. This can
protect crossings between any two bands with opposite
C2x eigenvalues, for a maximum of four total Weyl points.
The kx = 0 plane is invariant under the mirror symme-
try, M100. Under M100, one of the s-orbitals has eigenval-
ues +i and the other−i; the same holds for the p-orbitals.
This protects up to two line nodes, between the s-orbital
with jx = ±1/2 and the p-orbital with jx = ∓3/2. For
any value of Bx, it is guaranteed that at least one of these
will exist; if |B| is small enough, both will appear. The
other two potential crossings are avoided.
The ky = 0 plane is also a high-symmetry plane, invari-
ant under the product C2yT , but this plane is generically
gapped.
We now now verify these claims using the k · p model:
only two of the four p-orbitals with J = 3/2 are included
in the low-energy k · p model (S42); in particular, the
Jz = ±3/2 orbitals are included while the Jz = ±1/2
orbitals are not. However, the Zeeman term will mix
all four orbitals. Assume the Jz = ±1/2 orbitals are
separated by some energy, ∆, from the Jz = ±3/2 bands
in the k·pmodel (S42). Then whenB = Bxxˆ, the Zeeman
term can be added perturbatively to (S42), which yields
the following Hamiltonian,
H(k)=0(k)+

M(k)+Bxδ A(k) B(k) −Bxδ2
A∗(k) −M(k) − 12gsBx B(k)
B∗(k) − 12gsBx −M(k) −A(k)
−Bxδ2 B∗(k) −A∗(k) M(k)+Bxδ

(S50)
where δ ∝ Bx/∆. This is the lowest order term that is
consistent with C2x symmetry, which remains a symme-
try when B = Bxxˆ.
Since the kx axis is gapped when Bx = 0, Weyl points
do not emerge along this axis until Bx is large enough.
When this value is reached, two or four Weyl points
emerge. By computing effective two-band Hamiltonians,
we have verified that these are all single Weyl points.
Along the kz axis, the eigenvalues are given by,
E+± =M(k) +Bxδ ±Bxδ2
E−± = −M(k)± 1
2
gsBx (S51)
There are four possible crossings, either E+± = E−± or
E+± = E−∓.
In the first case, the band crossings occur at kz0 satis-
fying 2M(kz0) = Bx( gs2 − δ − δ2). To leading order, the
effective Hamiltonian between the bands E++ and E−+
is given by,
Heff = −2
(
δzkz0M1 + (k
2
x + k
2
y)M2
)
σz +
−Akx
(
1 +Azk
2
z0
)
σx + 4kz0(B2 −B1)kxkyσy(S52)
where δz ≡ kz − kz0. This is part of the line node in
the kx = 0 plane: setting kx = 0, Heff → −2(δzkz0M1 +
k2yM2)σz, for which there is a line of degenerate eigenval-
ues. The effective Hamiltonian between E+− and E−−
is the complex conjugate of this one.
The other band crossings occur at kz1 satisfying
2M(kz1) = Bx(− gs2 − δ + δ2). The effective Hamilto-
nian at the crossing between E++ and E−− is, to leading
order,
Heff = −2
(
δzkz1M1 + (k
2
x + k
2
y)M2
)
σz (S53)
− 2(B1 +B2)(k2x − k2y)kz1σx −Aky
(
1 +Azk
2
z1
)
σy
This describes a point crossing, however, the Chern num-
ber is zero. Thus, it is not a Weyl point.
The same analysis holds when B is in the [010], [110],
or [11¯0] directions, which also have C2 symmetry.
Band crossings along the kz axis for arbitrary B
On the kz axis, symmetry constrains the k ·
p Hamiltonian to the form: H(kz) = 
′(kz) +
M′(kz)diag[1,−1,−1, 1], where ′(kz) and M′(kz) are
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even functions of kz that are equal to 0(kz) and M(kz)
to order k2z . Thus, the Hamiltonian with the Zeeman
term, HZ in Eq (S46), splits into two 2 × 2 blocks,
′(kz)+M′(kz)−gpJp ·B and ′(kz)−M′(kz)−gsJs ·B.
The eigenvalues of gsJs · B are ± gs4 |B|. From the pre-
vious subsection, we know the eigenvalues of gpJp · B
do not take such a simple form, but take the form
E0(Bx,y)±Ep(Bx,y,z). Since HZ has no zero eigenvalues
for finite B, there will be band crossings along the kz axis
when 2M′(kz) = E0±Ep∓ gs4 |B|, where the ± signs are
uncorrelated. As long as E0 < M0 (recall from the pre-
vious subsection that E0 ∼ 1/∆, where ∆ is the splitting
between the p orbitals with |Jz| = 1/2 and Jz = |3/2|),
this equation will always have solutions. However, as we
saw in the previous subsection, these band crossings are
not always Weyl points.
Na3Bi
k · p Hamiltonian
The analysis proceeds similar to Cd3As2: in Na3Bi
there are eight bands of interest, two s-orbitals with
(J, Jz) = (1/2,±1/2) and six p-orbitals with (J, Jz) =
(3/2,±3/2), (3/2,±1/2), (1/2,±1/2). Following Ref [2],
in the presence of spin-orbit coupling, the states near-
est to the Fermi level come from the heavy-hole p-
states |j, jz〉 = |3/2,±3/2〉 and the conduction s-states
|1/2,±1/2〉. Thus, the system is represented by two two-
dimensional irreps. Since the bands are inverted (the p-
orbitals disperse downwards and the s-orbitals upwards),
they will intersect at some point in the Brillouin zone
away from the Γ point. Below, we work in the basis or-
dered by jz = 3/2, 1/2,−1/2,−3/2.
We take the D6h symmetry group for NaBi, which has
generators
C6z =

−i 0 0 0
0 −(−1)5/6 0 0
0 0 (−1)5/6 0
0 0 0 i
 (S54)
C2x =

0 0 0 i
0 0 −i 0
0 −i 0 0
i 0 0 0
 (S55)
M100 =

0 0 0 −i
0 0 −i 0
0 −i 0 0
−i 0 0 0
 (S56)
in addition to time reversal, which takes the form
T =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
K (S57)
These symmetries imply C3z; C2 rotations about and
mirror planes perpendicular to: yˆ, zˆ, aˆ, bˆ, cˆ, dˆ; and inver-
sion. We have defined the unit vectors corresponding to
pi/6 rotations of xˆ:
aˆ =
1
2
(
xˆ+
√
3yˆ
)
bˆ =
1
2
(
−xˆ+
√
3yˆ
)
cˆ =
1
2
(√
3xˆ+ yˆ
)
dˆ =
1
2
(
−
√
3xˆ+ yˆ
)
(S58)
The k·p Hamiltonian to order k3 derived from the sym-
metries above has the same structure as that of Cd3As
in Eq (S42), but with the matrix elements,
M(k) ≡M0 +M1k2z +M2k2‖
A(k) ≡ Ak−
(
1 +A1k
2
z +A2k
2
‖
)
B(k) ≡ −1
2
Bk2−kz
0(k) ≡ C0 + C1k2z + C2k2‖, (S59)
where k± = kx ± iky and k2‖ = k2x + k2y = k+k−.
The energies of this Hamiltonian can be solved for ex-
actly and are doubly degenerate everywhere:
E(k) = 0(k)±
√
M(k)2 + |A(k)|2 + |B(k)|2 (S60)
The doubly-degenerate bands cross each other when
M(k) = A(k) = B(k) = 0. This occurs when kz =
±√−M0/M1, k‖ = 0. Thus, it is crucial that M0 and M1
have opposite signs, as agrees with the fit in Eq (S61).
Material parameters
Ref [2] provides the fit to the coefficients of the
quadratic terms:
M0 = 0.08686
M1 = −10.6424
M2 = −10.361
C0 = −0.06382
C1 = 8.7536
C2 = −8.4008
A = 2.4598 (S61)
where the energy is in units of eV when the momentum
is in units A˚−1.
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Magnetic field
The Zeeman term takes the form:
HZ = −(gsJs + gpJp) ·B (S62)
where, if we exclude mixing with bands outside the k · p
model, the Js and Jp matrices are given by Eq (S47).
As in the previous section, the p-orbitals with J = 3/2,
Jz = ±1/2 are not included in the k · p. We will include
the mixing between these orbitals and the Jz = ±3/2
orbitals perturbatively below when needed.
Field in the zˆ direction
When the magnetic field is in the zˆ direction, the kz-
axis remains a high-symmetry line and C6z preserves
points on this line. From Eq (S54), it is evident that all
bands have different eigenvalues under C6z; hence cross-
ings between all bands are protected. As in Cd3As2, this
can yield up to eight Weyl points (and a minimum of
four.)
The crossing between jz = ±1/2 and jz = ∓3/2 occurs
at (0, 0, kz0), where k
2
z0 = (±Bz(gs + 3gp)/4−M0) /M1;
the crossing point can be easily found, since H0(0, 0, kz),
(Js)z and (Jp)z are all diagonal. The effective two-band
Hamiltonian describing the band crossing is given by,
H
± 12 ,∓ 32
eff = −2(M1kz0δz + (k2x + k2y)M2)σz (S63)
−B(k2x − k2y)kz0σx ± 2Bkxkykz0σy,
which describes a double Weyl point at kz0.
The other crossings are single Weyl points, de-
scribed by the two-band Hamiltonian: H
± 12 ,± 32
eff =
−2δzkz0M1σz + A(±kxσx + kyσy), where here k2z0 =
(±Bz(gs − 3gp)/4−M0) /M1.
The kz = 0 plane is a high-symmetry plane protected
byM001; since mirror symmetries have two distinct eigen-
values, this protects two of the four possible crossings.
These protected crossings yield line nodes.
Field in the xˆ direction
When the magnetic field is in the xˆ direction, the anal-
ysis is similar: the kx-axis remains a high-symmetry line
and C2x preserves points on this line. However, since
C2x only has two distinct eigenvalues, it can only pre-
serve half of the possible band crossings. Thus, there can
be a maximum of four Weyl points. These must all be
single Weyl points: we can understand this by writing an
effective two-band Hamiltonian, Heff = di(kx, ky, kz)σi,
which describes the band structure near the Weyl point.
In this space, C2x can be represented by iσz (because it
squares to −1 and mixes bands with different C2x eigen-
values). Enforcing C2x symmetry, to lowest order, Heff =
(α+ akx + bk
2
y + ck
2
z)σz + (dky + ekz)σx + (fky + gkz)σy.
Shifting kx by (bk
2
y + ck
2
z)/a and rotating σx and σy puts
Heff into the canonical form of a single Weyl point.
We now consider the kx = 0 plane, which is protected
by M100 mirror symmetry. This symmetry can protect
half of the possible band crossings; the protected cross-
ings form two line nodes in the plane. In addition, along
the kz line, there is a non-topological crossing; the two-
band Hamiltonian near the crossing is identical in form
to Eq (S53), which describes a band crossing in Cd3As2
in the same field configuration.
The same analysis applies to a magnetic field in the
yˆ, aˆ, bˆ, cˆ and dˆ directions, defined in Eq (S58), because
they are related by C6z symmetry.
We now discuss the pertubative effects of the Zeeman
term: the leading order term, of order B2/∆, contributes
to the diagonal entries of the Hamiltonian, while the next
order term, B3/∆2, mixes the p orbitals; ∆ is the energy
gap to other p-orbitals outside the k · p. This is identical
to the case in Cd3As2. Thus, when B is along the x-axis,
HZ ∼ B2/∆I+B3/∆2σx, where the matrices act on the
two p orbitals. These are the lowest order terms consis-
tent with C2x symmetry. Similarly, when B is along the
y-axis, HZ ∼ B2/∆I + B3/∆2σy. By including HZ , we
have verified the claims above: when B is along a high-
symmetry direction, there are a maximum of four Weyl
points, which are all single Weyl points, and line nodes
exist in the plane perpendicular to B.
Band crossings along the kz axis for arbitrary B
The logic at the end of the previous section regard-
ing Cd3As2 applies equally well to Na3Bi: in particular,
symmetry restricts the Hamiltonian to be diagonal along
the kz axis and thus exactly solvable. As long as the
p-orbitals with |Jz| = 1/2 are well-separated in energy
from the p orbitals with |Jz| = 3/2, there will always be
band crossings along the kz axis. However, these band
crossings are not always Weyl points.
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Semiclassical equations of motion
In this section, we will derive the equations of motion
governing semiclassical dynamics near a Weyl node. We
work in units ~ = c = e = 1 throughout. We assume that
we have a Fermi surface composed of N disjoint pockets
surrounding Weyl points, which may be magnetic-field
induced or intrinsic. The conditions for this assumption
to hold in our models of field-induced Weyls are given in
Eqs. (8)–(12) in the main text. We assume that scatter-
ing between the different pockets is weak, so that to first
approximation we can describe the low-energy behavior
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of the system with the Hamiltonian
H(k) =
⊕
i
Hi(k) (S64)
where i = 1, . . . , N indexes the different Weyl nodes, and
Hi(k) = u
µ
i (k − k0i)µ + (k − k0i)µ(Ai)µνσν . (S65)
Here µ = 1, 2, 3 indexes the spatial direction, k0i is the
location of the i-th Weyl node in the Brillouin zone, and
σν are the usual Pauli matrices. We assume that the Ai
are either positive definite or negative definite, so that the
model describes point nodes (as opposed to line nodes).
Let us introduce new coordinates
k˜iν = (k − k0i)µ(Ai)µν (S66)
in terms of which the linearized Hamiltonians Hi may be
written
Hi(k) = u˜
µ
i k˜
i
µ + k˜
i
µσ
µ (S67)
where we have introduced
u˜µi = u
ν
i (A
−1
i )
µ
ν (S68)
We assume that
|u˜i| < 1 (S69)
so that all our Weyl points are Type I. The spectrum of
each Hi is given by
±i = ui · ki ±
∣∣∣k˜i∣∣∣ . (S70)
where the plus sign corresponds to particle energies, and
the minus sign corresponds to holes/antiparticles. The
Berry curvature around each Weyl node is given by
Ωiµ = det(Ai)
kµ − k0iµ
2|k˜i|3 , (S71)
and hence the monopole charge of each node is given by
ci = sgn(detAi) (S72)
We can now derive the semiclassical equations of mo-
tion near a Weyl node. For simplicity, we take N = 1 for
now. Our strategy, following Refs. [39] and [40], will be
to take the path integral representation of the propagator
K =
∫
DxDkei
∫
dt(k+A)·x˙−Φ−H (S73)
for a single particle (i.e. positive energy) excitation,
and then perform the stationary phase approximation,
with background electromagnetic vector potential A and
scalar potential Φ. For this to work, we must make sure
the Weyl Hamiltonian is diagonalized at every step. Be-
cause of the path integral over momentum, this intro-
duces the Berry connection into the classical action. Af-
ter imposing the condition that classical particle trajecto-
ries have positive energy, we find that the classical action
is
Scl =
∫
dt(k + A) · x˙− Φ− + − a · k˙ (S74)
where the Berry connection a satisfies
∇× a = Ω (S75)
By varying the classical action, we find for the equations
of motion
x˙ = v + k˙× Ω (S76)
k˙ = E + x˙×B (S77)
where E and B are the electric and magnetic field, and
we have defined
vµ =
∂+
∂kµ
= uµ +Aµν
k˜ν
|k˜| (S78)
We can solve the equations of motion to find
x˙ =
v + E×Ω + (Ω · v)B
1 + B ·Ω
k˙ =
E + v ×B + (E ·B)Ω
1 + B ·Ω (S79)
Kinetic Equation
Using the equations of motion (S79), and assuming
that scattering is sufficiently weak that every node can
be considered independently, we can write a Boltzmann
equation for the distribution function of electrons near
each node. To do so, we must first identify a (time-
evolution) invariant volume element with which to de-
fine a conserved particle density[40–42]. Let dV0 =
dxdk/(2pi)3 be the “standard” phase space volume el-
ement. By computing the Jacobian determinant for the
change of variables
x(t)→ x(t+ δt),k(t)→ k(t+ δt) (S80)
we find
dV0(t+ dt) =
(
1 +
∂x˙
∂x
+
∂k˙
∂k
)
dV0(t). (S81)
With the aid of the equations of motion (S77) and (S79),
this simplifies to
dV0(t+ dt)− dV0(t) = − dV0(t)
1 + B ·Ω
∂(B ·Ω)
∂t
, (S82)
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which allows us to identify
dV = dV0(1 + B ·Ω) (S83)
as the time-independent volume element.
Let ni(x,k, t) be the distribution function for particles
near the ith node, defined with respect to this volume
element. Then conservation of particle number implies,
dni
dt
=
∂ni
∂t
+ x˙ · ∂n
i
∂x
+ k˙i · ∂n
i
∂k
= Ii(ni). (S84)
Here Ii is a collision integral accounting for both inter-
and intra-node scattering. The density of states ρi near
each node, defined with respect to the invariant volume,
dV , is given by
ρi() =
∫
d3k
(2pi)3
δ(+(k)− )(1 + B ·Ωi) (S85)
=
1
4pi2
(
22
|detAi|(1− |u˜i|2)2 (S86)
+
ciB˜i · u˜i
|u˜|3 (|u˜i| − tanh
−1|u˜i|)
)
, (S87)
where we have defined B˜µi = (A
−1
i )
µ
νB
ν . If we assume
that the distribution functions ni depend on the mo-
mentum only through the energy (which is true in equi-
librium, and is a good assumption when the intra-node
scattering time is the shortest timescale in the problem;
see Ref. [31] for more detailed discussion on this point)
and that the electromagnetic field is space-independent,
then we can isolate the effects of inter-node scattering by
multiplying Eq. (S84) by d3k/(2pi)3δ(+ − )(1 + B ·Ωi)
on each side and integrating. Doing so yields
∂ni()
∂t
+
1
ρi()
∂ni()
∂
( ci
4pi2
E ·B
)
= Ii(), (S88)
where ρi0 is given by Eq. (S86), and
Ii() =
1
ρi()
∫
d3k
(2pi)3
(1 + B ·Ω)Ii(ni) (S89)
now contains only internode scattering. For weak intern-
ode scattering, we may make the relaxation time approx-
imation
Ii() = −1
τ
(ni()− ni0()), (S90)
where ni0 is the equilibrium distribution function for node
i, and τ = τ(B) is the internode scattering time, which
for field-tuned Weyls may be a strong function of mag-
netic field. In the weak-scattering regime we are consid-
ering, it is computable in perturbation theory. We can
solve Eq. (S88) in this approximation to linear order in
the electric field to find
ni() ≈ ni0()−
τ
ρi()
∂ni0()
∂
( ci
4pi2
E ·B
)
(S91)
Anomalous conductivity of point nodes
We will now use the distribution function Eq. (S91)
to calculate the contribution of internode scattering to
the conductivity. To do so, we must first back up and
derive an expression for the current density. We can do
so quite generally from Eq. (S84). We know from the
density of states that the number of electrons near each
node is given by
N (i) =
∫
d3k
(2pi)3
(1 + B ·Ωi)ni(k) (S92)
Using this and the kinetic equation, and defining the cur-
rent as∑
i
dN i
dt
+∇ · j =
∑
i
∫
d3k
(2pi)3
(1 + B ·Ωi)Ii(k) (S93)
we find
j =
∑
i
ji (S94)
=
∑
i
∫
d3ki
(2pi)3
[
vi + E×Ωi + (Ωi · vi)B
]
ni (S95)
Recall that
∑
i ci = 0 by the Nielsen-Ninomiya theorem.
We can substitute Eq. (S91) into Eq. (S95) to find the
internode contribution to the current at zero tempera-
ture. Using the zero-temperature result,
∂ni0
∂
= −δ(− µ), (S96)
yields
ji,µ =
τ
16pi4ρi(µ)
BµBνEν . (S97)
Summing over all nodes, we find for the anomalous con-
tribution to the current
jµ = σµνa Eν (S98)
σµν =
τ
16pi4
BµBν
∑
i
ρi(µ)
−1 (S99)
This is the generalization of the magnetoconductance
from Ref. [30], although the magnetic field dependence is
now significantly more complicated, due to the magnetic
field dependence of ρi. This depends on the field explic-
ity, and also implicitly through the field dependence of ui
and (Ai)
µ
ν . For example, for the exactly solvable point
nodes in GdPtBi with B||(001) and B||(111), we have
ui ∝ B√|B| . Oddly enough, in one of these cases B is
parallel to u˜i as well (recall that this vector enters the
density of states), though in another case the two are ac-
tually perpendicular. Note also that, for intrinsic Weyl
points, in a two-point measurement (j measured parallel
to E), the measured current will depend on cos2 θ, where
θ is the angle between E and B, while for field-created
Weyls, higher powers of cos θ can appear.
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Simple model for field-induced Weyls
Applying the above formalism, we consider the sim-
plest two-band model for field induced Weyls. We take
for the Hamiltonian (ignoring temporarily the orbital
magnetic field)
H = k2zσz + kxσx + kyσy −B · σ (S100)
At zero field, the spectrum of this Hamiltonian has
a quadratic two-band touching at k = 0. As the
Zeeman field is increased, two Weyl nodes develop at
k0± = (Bx, By,±
√
Bz). The linearized HamiltoniansH±
around each of these points are
H± = δkT±A±σ (S101)
A± =
 1 0 00 1 0
0 0 ±2√B
 , (S102)
where δk± = k − k0±. We can now apply our analysis
from the previous subsections to calculate the anoma-
lous conductivity near each of these Weyl nodes. (This
restores the orbital field, at least in the semiclassical ap-
proximation). Using Eq. (S86), and the fact that u = 0,
we find that
σµνa =
τ(B)
2pi2µ2
√
BzB
µBν (S103)
Note the additional field dependence of the current, stem-
ming from the density of states. Furthermore, at fixed
density the chemical potential will also be B-dependent.
Due to the simplicity of this model, we can also solve
for the conductivity in the ultraquantum limit, at least
for B = (0, 0, Bz). We can then choose a gauge in which
the Hamiltonian (including the orbital field) is transla-
tionally invariant along the z direction. In this case, the
most convenient representation for the Hamiltonian is
H =
(
k2z −Bz b†
b Bz − k2z
)
, (S104)
where b is the two-dimensional Landau-level lowering op-
erator, corresponding to the Landau levels in the x − y
plane. The energies of this Hamiltonian are given by
± = ±
√
(k2z −Bz)2 + 2Bzn, n = 1, 2, . . . (S105)
0 = k
2
z −Bz (S106)
Each of these states is BzAxs/2pi - fold degenerate, com-
ing from the degeneracy of the 2d Landau levels (Axs is
the cross-sectional area in the x − y plane). Note that
around each Weyl point, the zeroth Landau level is chiral
with velocity
v±z =
∂0
∂kz
∣∣∣∣
kz=±
√
B
= ±2
√
B (S107)
If we apply an external electric field Ez to this system,
it will shift all of the k′zs as a function of time. If we as-
sume, however, that there is a mechanism for internodal
scattering with relaxation time τ , then in the long-time
limit, kz of the occupied states will be shifted at each
node by the finite amount
∆kz = τEz. (S108)
This results in a depletion of right-moving states from
the negative chirality node and an increase in left-moving
states at the positive chirality node. Counting the states
involved in this process[33], we find a net current density
jz =
vzBz
2pi2
∆kz =
τB
3/2
z
pi2
Ez (S109)
Note that the scaling of Bz here is one power lower than
in the semiclassical case (consistent with Ref [30]).
Comparison to experiment
As noted in the main text, the applicability of our the-
ory to the existing experiments in GdPtBi is limited by
the separation of the Weyl points in momentum space.
Nonetheless, in order to push our theory as far as it can
go, we now show that the experimental data in Ref 18
is better described by including higher powers of mag-
netic field in the magnetoconductance than by the semi-
classical theory of Ref 30. Below we plot magnetocon-
ductance as a function of B2 using the data from Fig 1d
in Ref 18. For temperatures below 50K, the magnetocon-
ductance has positive curvature for small B, indicating
that it scales like a greater power than B2. At higher
fields, the magnetoconductance approaches the B2 scal-
ing. Thus, the low-field data goes beyond the theory of
Ref 30.
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FIG. S4. Magnetoconductance as a function of B2 for data
from Fig 1d of Ref 18. The curvature at low fields and low
temperatures shows that σxx ∼ Bp, where p > 2. At higher
fields, σxx ∼ B2.
