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Abst rac t - -Th is  paper introduces the notion of normal factorisation of polynomials and then 
presents a new numerical algorithm for the computation f this factorisation. This procedure avoids 
computation f roots of polynomials and it is based on the use of algorithms determining the greatest 
common divisor of polynomials. In this paper, the general aspects of the algorithm are discussed 
and a symbolic implementation s given. The theoretical lgorithm provides the basis for a numerical 
procedure, the general aspects of which are also discussed here. The advantage ofsuch a factorisation 
is that it handles the determination f multiplicities and produces factors of lower degree and with 
distinct roots. For such polynomials, robust numerical techniques based on finding roots may then 
be used, if it is desired to work out the usual irreducible factorisation. A detailed escription of the 
implementation f the algorithm is presented. The problem considered here is an integral part of 
computations foralgebraic ontrol problems. (~) 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The algebra of polynomials provides the basis for the development of algebraic control ap- 
proaches [1-3], etc., and issues such as computation of Smith forms, solvability of Diofantine 
equations, solution of general matrix polynomials, etc. are essential parts of algorithms and pro- 
cedures. Problems such as factorisation of polynomials and computation of greatest common 
divisor (GCD) and least common multiple (LCM) are fundamental issues in the development of
algebraic approaches. The different ypes of invariants and system properties defined on a family 
of linear system models may be classified to those which are generic and those which are non- 
generic [4]. Notions such as multivariable z ros of nonsquare systems and decoupling zeros [2] are 
nongeneric, whereas for square systems, the notion of zeros is generic. Notions such as minimal 
indices (of various types) are always defined, but they have certain generic values: In dealing with 
engineering system models, on the one hand the uncertainty about the true value of the parame- 
ters, and on the other hand the rounding off of computational errors, makes the computation of
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nongeneric values of invariants a very difficult task. Given that any set of engineering data has 
a given numerical accuracy, it is clear that there is no point in trying to compute with greater 
accuracy than that of the original data, and thus, an approximate solution has to be sought at 
some stage, before the procedure converges to some meaningless generic value. We shall refer to 
the computation ofnongeneric nvariants as "nongeneric computations" [5]. In such cases, such as 
the computation of zeros of nonsquare systems, the GCD of polynomials, the LCM of polynomi- 
als, and the factorisation of polynomials, etc., the attention has to be focused on the appropriate 
termination of the computational gorithm that will allow the estimation of the approximaie 
solutions. The accuracy of the original data determines the threshold where an algorithm has to 
terminate and give an approximate solution and where it has to continue. An integral part of the 
derivation of the procedures for nongeneric omputations i  the relaxation of certain algebraic 
definitions, and their embedding in an analytical setup. Thus, a GCD of polynomials has to be 
relaxed to that of "almost zeros" of polynomials [6], the concept of dependence or independence 
of vectors to that of "almost dependence or independence", the factors of a polynomial to the 
"almost factors" of the polynomial, etc. Appropriate tools have to be devised to indicate degree 
of presence, or distance from strong possession of a certain property. 
Some of the key problems of algebraic omputations are the computation of the GCD, the 
computation of the LCM of a set of polynomials, and the computation of the factors of a poly- 
nomial. From the engineering applications in control theory viewpoint, the GCD is linked with 
the characterisation f zeros of representation, whereas LCM is connected with the derivation of 
minimal representations of rational models. The problem of finding the GCD of a set :Pro,d, of m 
polynomials of ~[s] of maximal degree d, is a classical problem that has been considered before; 
see [7-10]. The numerical computation of GCD has been considered so far by transforming it to 
an equivalent problem of real matrix computations ( ee methods uch as extended row equiva- 
lence and shifting (ERES) [8], and matrix pencil; see [9,10] for other methods). The advantage of 
real matrix computations is that we can discuss the problem of approximate solutions, and thus, 
introduce the notion of "approximate GCD'. In several engineering computations it is useful to 
define an approximate GCD of the set within a specified accuracy. This approximate GCD can 
be used in several applications such as the definition of the almost zeros of a given polynomial 
system; see [6]. The ERES method carries out successfully the computation ofapproximate GCD. 
In [11], other methods for computing approximate GCD are also proposed. The problem of com- 
puting the LCM of polynomials also has widespread applications and requires implementation f 
algorithms computing the GCD. 
The problem of factorizing polynomials i within the general framework of algebraic omputa- 
tions and it is crucial for determining Smith forms, and solving Diofantine quations and general 
polynomials, or rational matrix equations. Of special interest is the problem of factorizing poly- 
nomials without resorting to root finding, as well as handling issues of approximate factorisations, 
when there is uncertainty of the exact values of the coefficients. This paper deals with the defini- 
tion, the symbolic and numerical aspects of computation ofa special factorisation ofpolynomials, 
which is within the general factorisation of polynomial, and can be performed without resorting 
to procedures based on finding roots; this factorisation is referred to as normal factorisation. The 
normal factorisation of the polynomial f (s)  E N[s] is defined as f (s)  = e l ( s )  dl e2(s)d2.!  • ek(8) d~, 
where {el(s),e2(s) . . . .  , ek(s)} are pairwise coprime and dl > d2 >. . .  > dk _> 1. The character- 
isation of such a factorisation is given here and an algorithmic procedure for its computation is
presented. This procedure avoids computation of roots of polynomials and it is based on the use 
of GCD algorithms. The final result of the algorithm is the set {e~(s), i = 1, . . . ,  k} of polyno- 
mials and the corresponding degrees {di(s), i = 1 . . . .  , k}. In this paper, the general aspects of 
the algorithm are discussed and a symbolic implementation is given. The theoretical algorithm 
provides the basis for a numerical procedure, the general aspects of which are also discussed here. 
The advantage of such a factorisation is that it handles the determination of multiplicities and 
produces factors of lower degree and with distinct roots. For such polynomials, robust numer- 
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ical techniques based on finding roots may be then used, if it is desired to work out the usual 
irreducible factorisation. Finally, the derivation of the factorisation provides tools for extending 
the notion of almost zeros of a set of polynomials [6] to the case of multiple almost zeros, as; well 
as developing a new framework for discussing root clustering problems. The use of algorithms 
for computing GCD is central to the current method, and methods uch as ERES [8], matrix 
pencil [9], etc., may be used for this computation, and thus frequently lead to "approximate" 
rather than exact evaluations of the GCD. It is clear that with the notion of "approximate GCD" 
we also have the problem of defining "almost factorisations" of a polynomial. For approximate 
values of the GCD, we define the order of approximation as a factor of the polynomial. The new 
computational procedure is demonstrated finally by a number of examples. 
Throughout the paper, !l~[s] denotes the ring of real polynomials. The symbol 0{f(s)} denotes 
the degree of a polynomial. If a property is said to be true for i E n, n E Z +, this means it is true 
for all 1 < i < n. Ifgl(s),g2(s) E ~[s] and gl(s) divides g2(s), then we denote it by gl(s)/g.~(.s). 
The proof of the results is given in the Appendix. 
2. STATEMENT OF THE PROBLEM 
Consider a polynomial f(s) E ~R[s]. The factorisation of such a polynomial is a problem that 
involves finding its roots. Determining procedures for factorisation which are independent of 
root finding is a challenging problem, and it is considered here using the properties of greatest 
common divisor of polynomials. We assume that f(s) is factorized over C as 
f(s) = (s +/~1) TI . . .  (s -~- ~p)TP(S + "~pq-1)'"" (S + )k/z), (1) 
which is an irreducible over C factorisation, i.e., -Ai ~ -AjVi, j, and that 
T1 . . . . .  "Iv I ~ Tvl+l . . . . .  Tu 2 ~ Tv2+l . . . .  ~ Tu¢+l . . . . .  Tp ~ 1; (2) 
that is, the nonlinear elementary divisors (EDs) are grouped into sets of a distinct groups (r. 1 = 
fl, ul), (~-~2 = f2, p2) ' "  (Tv,+l, va), each containing different ypes of EDs, but with the same 
degree. This leads to the normal factorisation of a polynomial which is summarized by the 
following remark. 
REMARK 1. For every polynomial f(s) E ~[s] there exist positive integers d l , . . . ,d~ where 
dl > d2 > ... > d¢ > 1, such that f(s) may be expressed as 
f ( s )  ~-e l ( s )d le2(s )d2 . . .ea(8)  d~, (3) 
where the polynomials {el(s),e2(s),..., ca(s)} are pairwise coprime and the polynomial f(s) 
el (s)e2(s)... e~(s) has distinct roots. | 
The above factorisation will be called a normal factorisation of f(s), (d~, i E ~) will be called 
the power set, and the set of polynomials {ei(s), i E a} will be referred to as the base of the 
factorisation. Such factorisations are important in problems uch as computation of LCM []~2} of 
a set of polynomials and other algebraic omputation problems. Furthermore, such factorisations 
indicate the clustering of sets of roots, as this is indicated by the power set. Computing such 
factorisations i  the problem considered in this paper. 
3. BACKGROUND OF APPROXIMATE 
ALGEBRAIC  COMPUTATIONS 
In engineering computations, the numerical procedures must have the ability to work on data 
with numerical inaccuracies and thus lead to "approximate algebraic computations". In the 
sequel, we study the notions of "approximate GCD" and "approximate factorisation". 
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Let Pm,d = {pi(s) : pi(s) E T~[s], i = 1 ,2 , . . . ,m,  di = deg{pi(s)}, d = max{di, i = 
1,2,. . .  ,m}} be the set of m polynomials of ~[s] of maximal degree d. For any Pm,d set we 
define a vector representative pro(s) and a basis matrix Pm by pro(s) = ~ol(s),... ,pm(s)] t = 
~o,p l , . . .  ,palled(s) = Pmed(S ) where Pm E n rex(d+1), ed(s ) = [1, s , . . . ,  sd] t. 
PROBLEM. Given a set of polynomials ti(s) E T~[s], i = 1, 2 , . . . ,  k, define a numerical procedure 
for the computation of their "approximate" GCD, LCM, and associated factorisation avoiding 
root finding. 
The current objective is to transform the algebraic omputations problem to real matrix com- 
putations, and thus, also introduce a notion of "approximate computations"; the latter problem 
is of special interest when the initial data are characterised by uncertainty. It is thus appropriate 
to review here first the main ideas and results on the approximate GCD, which will appear later 
on.  
Approx imate  GCD 
The numerical-~ rank of a matrix A specified according to a tolerance E is denoted by p~(A). 
For a given 7)m,d if its basis matrix Pm has numerical-6 rank equal to I (rank-1 property), then 
one of its rows gives the GCD of the set. The investigation of the numerical- ~ rank-1 property 
of the basis matrix Pm can be achieved using the following theorem [8,13]. 
THEOREM 1. Let A = [ r_ l , r2 , . . .  ,r_m] t E T~ mxn, m < n, 7"1 ~ O. Then for an appropriate 
accuracy e > O, the numerical-¢ rank of A equals one (pc(A) = 1) i f  and only i f  the singular 
values ~rm <_ am-1 <_ "'" <_ Or1 of the normalization AN = ~-1,. . . , Vm] t E 7E re×n, v, = rJHr~l[2, 
i = 1, 2 , . . . ,  m of  A satisfy the conditions: [al - x/m[ <_ ~, ai < ~, i = 2, 3 , . . . ,  m. | 
Using the above results, we can give the following definition for the approximate GCD. 
DEFINITION 1. Let Pm,d be a given polynomial set. I f  its basis matr/x Pm has numerical-¢ rank 
equal to 1, then one of  its rows gives the approximate GCD with accuracy e of  the set. | 
Starting with the original basis matrix Pro, the GCD of the set remains invariant if we apply 
to the set ERES operations (row operations, addition or deletion of zero rows, and shifting of the 
leading zeros of a row to the end) [8]. Thus, in the ERES method we apply to the basis matrix 
ERES operations till we achieve a simpler form specifying directly its numerical rank. These 
ERES operations are applied numerically employing the application of Gaussian elimination with 
partial pivoting which guarantees the stability of the implementation process [8]. The following 
proposition specifies a criterion of selecting as GCD the "best" representative of the rows of Pm 
in the sense of the rank-1 approximation (see [14]). 
PROPOSITION 1. Let A = V .  ~ • W t be the singu]ar value decomposition of a given matrix 
A E T~ re×n, p(A) = 1. Then a "best" rank-1 approximation to A in the Frobenius norm is given 
by A1 = al • v . w t where al is the largest singular value of  A and v_ and w__ are the first columns 
of the orthogonal matrices V and W of  the singular value decomposition of  A, respectively. The 
vector w__ is then the "best" representative of the rows of matr ix A in" the sense of the rank-/ 
approximation. | 
The best performance of the method is achieved if the basis matrix Pm of the given set :Pm,d 
is square, and in this case we have the quickest convergence of the method [13]. This fact can be 
exploited in cases where m _ d ÷ 1 and the values of m, d do not differ greatly, by completing the 
original given set to a square one adding to the set a linear combination of the original polynomials 
until we achieve the same number of rows and columns. In extreme cases such as having a 7v3,40 
set, the ERES without completion will be applied and this requires a larger number of iterations. 
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Advantages  o f  the  ERES Method for the  Spec i f i ca t ion  o f  the  Approx imate  GCD 
• When we have a set ~Prn,d where m is quite large, the method directly forms Pro, specifies 
its numerical rank, and selects the row giving the coefficients of the approximate GCD. 
On the other hand, other proposed methods [11] (not the ERES) start  the evaluation of 
the approximate GCD computing a polynomial remainder sequence specifying the approx- 
imate GCD for each set of two polynomials, based on the Euclidean algorithm. Due to 
problems of numerical stability, this kind of method can only be applied for simple cases. 
• When the basis matr ix Pm has numerical-¢ rank _< min{m, d + 1} we can select an un- 
corrupted base of the original rows of the matr ix [5] and compute the approximate GCD 
of this set. Thus, in this case we can significantly reduce the dimensions of the original 
matrix• 
EXAMPLE 1. Consider a set consisting of many polynomials having approximately equal root 
clusters. (This set appears as the polynomial remainder sequence for the specification of the 
approximate GCD of the first two polynomials [11].) 
"P5,5 = {pl(s) = (s - 0.5)(s - 0.502)(s + 1)(s - 2)(s - 1.5), 
p2(s) = (s - 0 .501) (s  - 0 .503) (s  - 1)(s  + 2) (s  + 1.5), 
p3(s) = --4.998s 4 + 5.013997s 3 + 4.7414925s 2 -- 6.0174985s + 1.509009 
(roots: -- 1.09553, 0.50066, 0.502393, 1.09568), 
p4(s) = 0.697880794s 3 -- 0.701037162s  + 0.178930204s -- 0.0014439101 
(roots: 0.00833993, 0.494572, 0.501611), 
Ps (s) = 0.840067492s  -- 0.841442765s + 0.210704053 
(roots: 0.499717, 0.50192) }. 
INITIAL BASIS MATRIX: P5 E Z 5x6. Exact GCD = 1 (computed with a numerical method 
for GCD computation).  Approximate GCD (computed with the ERES method): the value of 
specifies the numerical-e rank, whereas the value of ~c specifies the internal accuracy used for 
the Gaussian el imination operations. 
Table 1. 
Et ea Approximate CCD 
2.0.10 -7 1.0.10 -5 s - 0.5013 
1.4 • 10 -2 1.0.10 -5 s 2 - 0.9909s + 0.2454 
(roots: 0.5039, 0.4870) 
The  Approx imate  fac tor i sa t ion  Prob lem (AFP)  
We now examine the problem of factorisation of polynomials. Let a(s), b(s), c(s) E 7~[s] and 
assume that  
~(s)  = b(s ) .  c(s) ,  (4a)  
where 
a(s )  = ao + sal  + .  
b(s) =bo+sb l+"  
c(s) =co+sc l+.  
• q -  skak, ak ~ 0, 
+ st'bt,, b~ ~ O, 
+ s~'c~,, c~ ~ O. 
(4b) 
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Condit ion (4a) implies: k = # 
T 
v 
1 
+v and 
b0 0 • • • 
bl b0 . . .  
! bl "'. 
: : " . .  
bt, : 
0 b~ 
. . .  
4 - - - - - -  
0 
0 
51 
bl 
& C v 
0 b~. 
ao 
al  
= i bl 
.ak. b 
/x ak 
(4c) 
T~.+: (_b ~') E ~[[(,+:)+~.]x [0.+:)1] 
DEFINITION 2. Let a(s), b(s) E T~[s], O[b(s)] < O[a(s)]. With the notation introduced by (4c),(4b), 
b(s) may be defined as an almost factor of a(s) of order g = ming( f f )  for Vc ~ E T~ ~+1, where 
g( v) = __a, lt • (5) w 
Clearly, when g = 0, then b(s) is an exact factor of a(s); otherwise, it is an almost factor 
and the vector c ~ mssociated with the minimum of (5) defines the complement to the b(s) almost 
factor, c(s). The problem of finding the minimum (5), when _b~,a k are given, will be referred to 
as the approximate factorisation problem (AFP). In order to be able to characterise the nature 
of the approximation, we discriminate the following two distinct issues. 
(1) Measuring the closeness of the almost factor b(s) to an exact factor of a(s), this will be 
referred to as an order of approximation problem (OAP). If T~+I (b ~) ~ Tb and T~ denotes 
a left annihi lator of Tb, a good measure for the closeness of an almost divisor to that of 
an exact factor is the function defined by 
,/, = IIT akll . (6) 
Clearly, the value of ¢ is a measure of the proximity, of b(s) to be a true factor of a(s); 
the smaller the value, the better the approximation, and when ¢ = 0, then b(s) becomes 
a true factor• 
(2) Given an almost factor b(s), define the "best" complementary factor c(s); this will be 
called the optimal completion problem (OCP). The quantity 
e_" = T~ TbC ~ (7) 
provides an expression for measuring the "best" selection c(s), when b(s) and a(s) are 
given [12]. The solution of the optimal completion problem is thus reduced to: finding c ~ 
such that Ile_~l12 is minimized; such a minimum is denoted by ¢. The vector c ~ = c, where c 
is the singular vector of T~Tb that  corresponds to the smallest singular value, attains this 
minimum. 
The approximate factorisation problem involves two orders (¢, ¢)  characterising each almost 
factor and thus specifying the nature of the approximation. 
EXAMPLE 2. For the polynomial set of Example 1, according to the selected approximate GCD 
(see previous Example 1) we have the following• 
Approximate LCM = s 14 - 2.5047s 13 - 5.9366s 12 + 19.8998s 11 + 3.0323s 1° - 49.3315s 9 + 
_ 3 2 8 7 30.1875s +38.3610s -50.1373s6+6.6894s5+lS.3898s 4 12.7507s +3.4615s -0.3632s+0.0028. 
¢ = O(10-11), ¢ = O(10-11), ct = 2.0- 10 -7, ~c; = 1.0.10 -5 . 
13 12 11 10 9 8 7 Approx imateLCM = s -0.8041s -7.4025s +7.3504s +16.3555s -21.9220s -9.1182s + 
24.2975s ° - 7.0628s 5 - 7.1821s 4 + 6.0355s 3 - 1.7428s 2 + 0.1883s - 0.0016. ¢ = O(10-4), ¢ = 
O(10-4), ct ---- 1:0.10 -3, eG = 1•0• 10 -5. | 
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4. PREL IMINARY RESULTS 
Some basic properties character|sing the existence of normal factorisations are considered in 
this section. We consider first the following obvious property. 
LEMMA 1. Let f (s )  E N[s] and let (s + A) ~ be an EL) of f (s )  over C. The following properties 
hold true. 
(i) The first derivative f(1)(s) has (s + A) r-1 as ED. 
(ii) The k th derivative f(k)(s), k < 7" has (s ÷ A) r -k  as ED, for k > 1. 
(iii) The f(r)(s)  derivative is the smallest order derivative that has no root at s = -A.  | 
LEMMA 2. Let f (s )  C N[s] and assume that it has distinct roots; i.e., f (s )  is expressed as 
f(s) = (s ÷ )kl)(S ÷ )~2)''' (8 ÷/~k), V)~z :~ /~j. (s) 
The derivative of f (s) ,  f(1)(s) is a polynomial that is of the form 
f(1)(s) = (s ÷ A2)-'-(s ÷ Ak) ÷ (s ÷ )~l)(S ÷ ,~3)""" (s ÷ )~k) ÷ ' '  
+ " + (S + ~I)(S + ,X2)''' (s + ~k-1) 
(9) 
and none of its roots belong to the set { -  )~1 . . . . .  --•k } ; i.e., f (s )  and f(1)( s) are always coprime. | 
REMARK 2. The second derivative of a polynomial with distinct roots as in (8) may be expressed 
as 
2f(s) 2f(s) 2f(s) (10) 
f(2)(S) : (S ÷)~l)(S ÷)~2) ÷ (S ÷)~I)(S ÷)~3) ÷' ' "  ÷ (8 ÷.~k)(S ÷ ~k-1)' 
which may be generalised to any derivative up to k as 
~zf(s) ~zf(s) . (11) 
f(~)(s) = (s + A1)(s + A2)-" (s + A,) +""  + (s + Ak-~)(s + Ak-~+l)'-" (s + Ak) 
Although f (s )  and fO)(s)  have no common roots, f(2)(s) may have roots amongst hose 
of/(s). ! 
To illustrate the above property, consider the following example. 
EXAMPLE 3. Let f(s) = (s + A1)(s + A2)(s +/~3) with {-At,-A2,-A3} distinct. Then 
f(1)(S) = (S ÷ /~2)(8 ÷ )~3) ÷ (S ÷ )M)(S ÷ )~3) ÷ (S ÷ /~I)(S ÷ /~2) 
and 
f(2)(s) = 2(s + A1) + 2(s ÷ A2) ÷ 2(s ÷ A3) --- 213s + (A1 + A2 + A3)]. 
Clearly, for f(2)(-A1) = 0, the following condition must hold true: 
-3AI + AI + A2 + A3 : 0-.2AI = A2 + A3, (12) 
and the latter can be satisfied for certain types of polynomials. | 
The character|sat|on of the families of polynomials for which higher derivatives have common 
roots with the original, i.e., f (s )  and f(2)(s) are not coprime, can be character|sad by working 
out the explicit forms of the derivatives as in (11). The general structure of the derivatives i
described by the following result. 
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THEOREM 2. Let f (s)  E !l¢[s] and assume it in the irreducible factorisation, ordered form 
f(s) = ($ "~ ,~1) v , ' ' "  (S 4- ~p)'r°(s At- )~p+l ) " ' '  (S 4- ,~/~), (13) 
where T1 _> "' • _> rp > 1. The following properties hold true. 
(i) The first derivative of f (s)  is expressed as 
f (X)(s)  ---- (S + AI) r1 -1" ' "  (S 4- Ap)r°-lf l(S), (14) 
where f l (s)  has no roots from the set { -A1, . . . , -A~}.  
(ii) The k th derivative, f(k)(s), where rl >_ .. .  >_ T~ > k >_ T,+I, is expressed as 
f(k)(8) ~-- (8 4- )~1) r ' -k  • ' • (S 4- )~u)~'~'-k fk(S), (15) 
where fk(s) has no common roots with those of f(k-1)(S). 
(iii) The integer k = T1 is the smallest integer for which the polynomials f (s) , f (1)(s) ,  
• . . ,  f(T1)(s) become coprime. | 
REMARK 3. For the polynomial f (s)  E N[s] which is expressed as f (s)  = (s + AI) r~ ,-. (s + 
Ap)T"(s + Ap+l)" • • (S + A~) with rl >_ ' "  _> TO > 1 and also expressed as 
f (s)  = (s + A1) r ' . . -  (s + Ap)r°fo(s), fo(s) = (s + A.+I ) ' ' '  (s + A.), (16) 
its first derivative f(1)(s) is expressed as 
f (1)(S)  :-  (S 4- A1) r ' - l '  ' ' (S 4- )~p)r°-lfl(S), (17) 
where 
f l(s) = [TI(S 4- A2)' '" (s 4- Ao) 4--.. 4- Tp(S 4- A1) '"  (s 4- Ap-1)]fo(S) 4- (S 4- A1)''- (S 4- Ap) f~l ) (s )  
with the property that f l(s) has no common roots with those of f (s) .  However, f l(s) itself may 
have multiple roots. | 
The problem we have originally set was to find the normal factorisation of f (s) ,  i.e., 
f (s)  = el(s) dl • e2(s) d: . . . . .  e~,(s) d", dl > d2 > ...  > d~ >_ 1, (18) 
without using root finding techniques. We shall assume the existence of the normal factorisation 
as in (18) (established by the basic factorisation theory) and shall devise a methodology to 
compute them. We first define the following. 
DEFINITION 3. Let f (s)  E N[s] and f(i)(s) E N[s], i = O, 1 , . . . , k  denote its derivatives with 
respect o s, where f(°)(s) = f (s)  and k < O{f(s)}. The set of polynomials defined by 
go(s) ~ f(°)(s) = f(s), 
gl ) =a GCD { f(O)(s),fO)(s) } 
g2(s) --A CCD{f(O)(s), fO)(s) ' f(2)(s)} ' (19) 
ga(s) z~ GCD {/(°)(s), f (1)(s) , . . . ,  S(a)(s)}, 
where GCD{, . . . , . . .  } denotes the operation of defining the greatest common divisor of the 
indicated set of polynomials, will be referred to as the associated set o f f ( s )  and shall be denoted 
by Cf  = {go(s),gl(s), . . .  ,gk(s)}. | 
The properties of the associated set are considered next and they follow from the definition of 
the normal factorisation and Theorem 2. In the following, if a is an integer, then we define the 
operation (.): 
(a) =a ,  if a>0,  and (a) =0,  if a<_0. (20) 
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COROLLARY 1. Let f(s)  E N[s], O{f(s)} = 5, and let Gf be Gf = {go(s),gl(s),. . . ,g~:(s)}, 
k <_ 5. If  the normM factorisation of f (s)  is 
f (s)  =e l (s )d l ' ' ' e~(s )  d°, dl > "." > d~ > 1, (21) 
then we have the following properties: 
(i) 
gO(S) z el(S) dle2(s)d2.. .ecr(S) d~, 
g l (S )  ---- el(s)(dl-1)e2(s)<d2?l)...eo.(S) (d°-l), 
gj(s) = el(s)(gi-J)e2(s) <g2-j)... ea(s) <d°'-j), 
gd,-l(S) = el(s), 
gdl(S) = 1, gi(s) = 1, Vi > dx. 
(ii) The set {go (s), gl (s) , . . . ,  gdl- 1 (s), gdl (S) } satisfies the following divisibility property: 
(22) 
g~,(s) / gd,-l(s) / ... / gj(s) / gj_l(s) / ... / g~(s) / g0(s) (,']3) I 
REMARK 4. The index dl is defined as the minimal value of all indices k for which gk(s) = 1. 
This number may thus be computed from the GCD algorithm used for the evaluation of the .q~(s). 
The set Gf is thus made from a finite number of dl + 1 elements from which dl are nontdvial 
and satisfy the conditions. 
1 =gdl(S) / gdl-l(S) / "'" / g2(s) / gl(s) / go(S). (24) | 
From Lemma 2 and Corollary 1, we get the following result that guarantees the distinct roots 
property of a polynomial. 
COROLLARY 2. THE CLUSTERING CRITERION. A polynomial f(s) E ~[s] has distinct roots if 
and only if f (s) and f(1)(S) are coprime. ] 
REMARK 5. The above criterion provides a test for investigating the property of distinct roots 
of a given polynomial. However, it may also be used to investigate the clustering of the roots of 
polynomials• A measure of this clustering process is the presence of "almost common factors" 
of the set {f(s), f(1)(s)}. Higher- order clustering phenomena re examined by investigating 
"almost common factors" of the sets {f(s), f(1)(s), f(2)(s)}, etc. | 
Remark 5 provides the basis for developing a methodology for studying root clustering phe- 
nomena. 
EXAMPLE 4. Specify the root clustering of the following polynomial: 
f (s)  = s 3 - 2.999991s 2 + 2.999982s - 0.999991. 
Applying the clustering criterion we get that {f(s),f(1)(s), f(2)(s)} have "almost common 
factor" the polynomial s - 0.999997. Thus, f (s)  has an "almost common factor" of degree three, 
and therefore, its three roots belong in the same cluster. A representative of this cluster is the 
value 0.999997. Thus, we attain the following almost factorisation: f (s)  = (s - 0.999997) 3. Note 
that theoretically the above polynomial is the product of the following factors: f (s)  = (s - 
1) (s -  1.000001)(s- 0.99999). Thus, f (s)  has "almost common factors" (or "almost zeros"). We 
determined them using the clustering criterion. Other methods for investigating "almost zeros" 
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are defined in many different ways such as: minimization of norm [6], or through approximate 
GCD (ERES method [13], or Euclidean division). | 
EXAMPLE 5. Specify the root clustering of the following polynomial: 
f (s)  = s z - 5.000001s 2 + 7.0000048 - 3.000003. 
Applying the clustering criterion, we get that {f(s) , f (1)(s)} have "almost common factor" 
the polynomial s -  1.0000005, whereas {f(s), f(1)(s), f(2)(s)} are coprime. Thus, f (s)  has an 
"almost common factor" of degree two, and therefore, its two roots belong in the same cluster. 
A representative of this cluster is the value 1.0000005. Thus, we attain the following almost 
factorisation: f (s)  = (s -  1.0000005)2(s+A) where A is defined by division or almost factorisation. 
Note that theoretically the above polynomial is the product of the following factors: f (s)  = 
(s - 1)(s - 1.000001)(s - 3). Thus, f (s)  has "almost common factors" (or "almost zeros"). We 
determined them using the clustering criterion. | 
5. MAIN  RESULTS 
The construction of the factorisation is considered next. The index dl defined as the smallest 
index that guarantees the coprimeness of {f(s), f(1)(s),... ,f(d~)(s)} will be referred to as the 
index of f(s).  Taking into account he divisibility property of (24), we may define the following. 
DEFINITION 4. Let f (s)  • ~[s], O{f(s)} = 5, dl be the index, and 
G~ 1 = {go (s), gl (s) , . . . ,  gdl-1 (S), gdl (S) = 1 } 
be the essential part of G f . The set of polynomials defined by 
go(s) gl(s) • td,(S) = gd,- l(S) (25) 
t (s) = t2 (s )  = g2(s ) '  '" ' gd , ( s )  
will be called the prime set of f (s)  and shall be denoted by Tf = {t 1 (8), t2 (s ) , . . . ,  tdl (S)}. ]] 
The properties of the prime set Tf of f (s)  are described by the following main result. 
PROPOSITION 2. Let f(s)  • ~[s] and let its normal factorisation be as in (21). The prime set 
Tf = {t~(s), i • dl} has the following properties. 
(a) The polynomials ti(s) are expressed in terms of the basic factors {el(s) , . . . ,  ca(s) } as 
i f j  = 1, then tl(s) = el(s)e2(s) . . ,  ca(s), 
ifdi _> j > di+x, then tj(s) = el(s)e2(s). . ,  ei(s), (26) 
i f j  = dl, then tdl (S) = el(s). 
(b) The polynomials t~ (s ) satisfy the following divisibility conditions: 
to,(,) / / . . .  / t2(s) / tl(s). (27) I 
The properties of the Tf set lead to the definition of the following set. 
DEFINITION 5. Let f(s)  • ~[s] and Tf = {t l (s) , t2(s) , . . . , td~(S)} be its prime set. The set of 
polynomials Pf  = {pi(s), i • dl }, defined by 
Pdl(S) ~ tdl(S), pa,-I(S) ZX td,- l (S) .., p2(s) = t2(s) pl(S) -- ti(s) (28) 
= = td,(s)  ' " t3(s) '  t2(s) '  
wiB be called the factorisation set of f(s) .  | 
The properties of the factorisation set follow from Proposition 2 and are summarized below. 
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THEOREM 3. Let f(s) • N[s] and P/  = {pd~(s),pd,-l(S),... p2(s),pl(s)} be the factor|sat|on 
set. The following properties hold true. 
(i) Any pair (p~(s),pj(s)), i # j from P/ i s  coprime. 
(ii) The set 7)i may contain trivial elements, i.e., elements such as pj(s) = 1. 
(iii) If P} denotes the descending order subset of nontrivial polynomials of 7~ f, i.e., 
p;  : {p,,(s) e,(s), i=  > d: > .-. > _> 1},  (29) 
then the polynomial Pd~ ( S )  defines the normal factorisation of f ( s), i.e., 
f(s) = e1(s)dle2(8)  d2 . . .  ea(8)  d~ . (30) ! 
The above theorem provides a way of defining the normal factor|sat|on of any polynomial f(s) 
by defining the nontrivial subset :P} of the factor|sat|on set Pl of f(s). The set P~ will be 
called the essential factor|sat|on set of f(s) and contains all information required for both the 
base {ei(s), i e ~} and the power set {di, i • a}. If O{ei(s)} = vi, then vi indicates the number 
of all ED of f(s) over C with degree di. The set {(d~,v~), i • a, dl > d2 > ...  > da} ~ ZI will 
be called the index set of f(s). By the explicit description of the {t~(s), i • dl } as given by 
conditions (26), the computation of I /may  be achieved as follows. 
COROLLARY 3. Let Tf = {ti(s), O(ti(s)} = ~, i E dl} be the prime set of f(s). The L~dex 
set Zf = ((di,vi), i E a} of f(s) is the conjugate partitioning of the set of indices A = {5~, 
i E dl }, and thus, can be computed from A by using a Ferrer's diagram. | 
The result follows by interpreting conditions (22) as far as their degrees which leads to the 
diagram of Figure 1, known as Ferrer's diagram [15]. In this diagram, for every 5~ we create a 
row of as many * as the value of 5i, starting from i = 1, 2 , . . . ,  di. By reading the number of * in 
the columns, we obtain the 2": set. 
~..-- / /1  ..--.~ ~- -  /,s2 -- -~ .c--  l , /a  --.~, 
~I: * ""  * * "'" * . . . . . . . . . . . . . . .  * "'" * 
: : : : : : 
~da : - "+ * " ' "  * * " ' "  * . . . . . . . . . . . . . . .  * " ' "  * 
: : : : : T 
: : : : da  
: : : : 
: : : : 
• . . .  , , . . .  $ 
: : : : : 
~d2 : - - -~  * " " " * * " " " * 
: : : T 
~d l  :~  * " ' "  * d2  
T 
dl 
Figure 1. Ferrer's diagram. 
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REMARK 6. If G~ = {go(s ) ,g l ( s ) , . . .  ,gd , - l (S ) ,gd l (8 )  : 1} is the essential part of G I and 
at = O(g~(s)},  i = 0, 1 , . . . ,  dl, then by the definition of the prime set TI we have that the set of 
indices A : (5i, i E dl } is defined as 
~1 = ao -- a l ,  (~2 = al -- a2, • • •, ~dl : ad l : l  -- adl : ad l -1 .  (31) 
Thus, the set of successive differences of degrees of the elements of G~ defines A as its conjugate 
partitioning. | 
6. THE NUMERICAL  ALGORITHM 
The general algorithm for the computation of the normal factorisation is summarized below, 
and it is illustrated in terms of a number of examples. 
6.1. The  Pseudocode of the A lgor i thm 
Let f ( s )  E ~[s] be a given polynomial. The following algorithm computes the normal factori- 
sation of f ( s ) .  More specifically, f ( s )  = e l (s )  dl e2(s) d2 . . .  ca(s)  d~ • 
Algor i thm NF  
STEP 1: 
STEP 2: 
STEP 3: 
STEP 4: 
Construct he associated set of f ( s )  
= {g0(s ) ,  g l (=) ,  • • •, gd , - l ( s ) ,  gd, (=)}, :  
gk (S) ~= GCD( f  (°) (s), f(1)(x), • • •, f (k ) ( s )}  
where the index dl is defined from 
dl -- mink gk(s)  = 1 
Define the prime set of f ( s )  
"T I = (tl (s), t2(s) , . . . ,  td 1 (s)}, where 
t~(s) = g~- l (s ) /g~(s) ,  i = 1 , . . . ,  dl 
Define the factorisation set of f ( s )  
P f  = (p~(s), i = 1,2, . . . ,d l} ,  where 
p j (s )  = t j ( s ) / t j+ l ( s ) ,  j = d l ,d l -1 , .  . . , 1, 'tdl+l = 1 
From T I construct he Ferret diagram 
Specify the index set 
:Z I = {(di, v~), i E (r, dl > d2 > " "  > da} 
Form the normal factorisation f ( s )  = el (s)dle2(s)d2 " "e~ (S) d° as follows: 
Construct he essential factorisation 7~ of f ( s )  
7~ = (pd,(S),  i = 1,2 , . . . ,a ,  dl > 42 > ' "  > da _> 1} 
base = (e i (s)  ~= pd,(S) : pd,(S) e 7~,  i = 1,2 , . . . ,a}  
power set = (di, i = 1, 2 , . . . ,  a} 
vi = number of all ED of f ( s )  over C with degree di. 
Implementation of the algorithm 
For the computation of the GCD of polynomials, we can use the ERES [8] or the MP [7] 
method. When we want to compute approximate factors, the ERES must be applied or any 
other method that computes approximate GCD [11]. Extra care is required for the specification 
of the internal accuracies required from these methods for the evaluation of the GCD. Generally 
accuracies of order < 10 -s  gave satisfactory results. As far as storage is concerned, for a given 
f ( s )  only the original vector of its coefficients i  required. 
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6.2. Numerical-Symbolical Results 
The above method for NF evaluation was programmed in Mat lab environment and tested on 
a Pentium machine over several polynomials characterised by various properties. The ERES or 
the MP method [7,8] was used for the estimation of the GCD. The symbolical implementation 
of the method was also performed using Maple. According to the nature of the examples, the 
numerical or the symbolical implementation will be chosen. 
EXAMPLE 6. Compute the normal factorisation of the following polynomial with integer coeffi- 
cients and rather high degree: 
f ( s )  = s 11 + 14s 1° + 77s 9 + 194s  + 131s 7 - 406s 6 - 841s 5 - 106s 4 + 968s 3 + 592s 2 - 336s - 288. 
Implementing the algorithm numerically with internal required accuracy for the GCD computa- 
tion of order O(10-12), we obtain the following factors: (s + 2)5(s - 1)3(s + 3)2(s + 1) (integer 
roots well separated). | 
EXAMPLE 7. Compute the normal factorisation of the following polynomial with real coefficients: 
f ( s )  = s 7 - 24.35s 6 + 225.2s 5 - 1021.225s 4 + 2526.7875s 3 - 3494.896875s 2 + 2544.75s 761.4. 
Implementing the algorithm numerically with internal required accuracy for the GCD computa- 
tion of order O(10-s) ,  we obtain the following factors: (s - 1.5)4(s - 2.35)(s - 8) 2 (real roots 
well separated). | 
EXAMPLE 8. Compute the normal factorisation of the following polynomial with real coefficients: 
f ( s )  = s 11 - 21.5s 1° + 210s 9 - 1230s + 4800s 7 - 13104s 6 + 25536s 5
- 35520s 4 + 34560s 3 - 22400s 2 + 8704s - 1536. 
Implementing the algorithm numerically with internal required accuracy for the GCD compu- 
tation of order O(10-1°), we obtain the following factors: (s - 2)1°(s - 1.5) (real roots well 
separated). | 
EXAMPLE 9. The following example demonstrates the abil ity of the method to distinguish be- 
tween "almost equal factors". Let us suppose that we are given the following polynomial: 
f ( s )=(s+l )2 (s+5)2(s+3) (s+e)  k. 
(i) For e = 1.001 and k = 1, implementing the algorithm numerically with internal required 
accuracy for the GCD computat ion of order O(10-12), we obtain the following factors: 
(s 2 + 5s + 6)2(s 2 + 4.001s + 3.003). We see that the first factor contains the product of 
(s + 1)(s + 5), whereas the second factor contains the product of (s + 1.001)(s + 3). If we 
require to know the exact values of the roots of f (s ) ,  we can now proceed computing the 
roots of the appearing factors which as we can see are of rather lower degree, i.e., second 
degree each instead of sixth degree that is the original polynomial. 
(ii) For c = 1.001 and k = 2, implementing the algorithm numerically with internal required 
accuracy for the GCD computat ion of order O(10-12), we obtain the following factors: 
(s 3 + 7.001s 2+ l l .006s + 5.005)2(s + 3). We see that the first factor contains the product 
of (s + 1)(s + 5)(s + 1.001). 
(iii) For e = 1.000001 and k = 1, implementing the algorithm numerically with internal re- 
quired accuracy for the GCD computation of order O(10-12), we obtain the following fac- 
tors: ( s+ 1.00000029520885)3(s+5)2(s+3). We see that the product ( s+ l )2 (s+ 1.000001) 
is the six digit approximation of the first appearing factor. Thus, 1.00000029520885 is the 
approximate value of the three roots of f ( s )  belonging to the same cluster. | 
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When we want to apply the numerical method for polynomials of rather high degree, problems 
might appear due to rounding errors since the computation ofseveral derivatives and their GCDs 
will be required. Thus, for such cases, the symbolical computation might be better, as illustrated 
by the following example. 
EXAMPLE 10. Compute the normal factorisation of the following polynomial: 
/ ( s )  =( ,  - 2) 5(s - a) 5. 
Applying algorithm NF symbolically in Maple we get exactly as basic factors of the above 
expanded polynomial the terms: (s - 2) and (s - 4) with degrees 15 and 5, respectively. From 
this example, it is evident hat implementing the method symbolically we can determine the 
normal factorisation of any polynomial of any degree with well-separated roots. II 
7. CONCLUSIONS 
The notion of normal factorisation of polynomials has been introduced as a generalisation f 
the standard irreducible over a field factorisation, which however may be worked out using only 
algebraic tools, such as determination of GCD and symbolic computation of derivatives. The 
normal factorisation can be considered as a first step into the factorisation ofpolynomials, where 
multiplicities are computed first and then root finding is reduced to smaller degree and distinct 
root polynomials. The theoretical procedure of Theorem 3 can be applied symbolically using, for 
example, Maple for its implementation. The numerical implementation is based on the numerical 
algorithms for GCD computation and the numerical extraction of a factor of polynomials [12], 
which is referred to as approximate factorisation of polynomials. The comparison of the current 
approach with other procedures that use different approximate GCD computation techniques i
under study. The current approach also allows the study of root clustering, since the approximate 
GCD allows the grouping of roots which are close to each other. The method identifies the 
irreducible basis polynomials and their degrees and does not distinguish between real and complex 
roots. However, in the case where such basis polynomials are of degree two and have complex 
roots, then it directly produces the clustering of the complex roots. The study of root clustering, 
as well as the definition of multiple, higher-order almost zeros (as extension of the standard 
notion [6]) are topics examined at the moment. 
APPENDIX  
PROOF OF RESULTS 
PROOF OF LEMMA 1. 
(i) Let f ( s )  = (s + A)r f l ( s ) ,  where (s + A) r is an ED, and thus, f l ( -A) ~ 0. The first 
derivative is 
f(1)(s) = r(s + A)r- l f l (s ) + (s + A)rf~l)(S) 
+ + (s + = (s + (s 
Clearly, (s + A)r-1 is a factor in f(1)(s). Furthermore, the polynomial ¢1(s) -- r f : ( s )  + 
(8 + ~)f~1)(8) has 
¢1(--)~) = rfl(--)~) + (0)f~l)(--A) = rf l ( ' )~),  
and by definition f l ( -A) ~t 0. Thus, ~l(S) has no factor of the (s + A) and (s + A)~-I is 
an ED of f(1)(s). 
Parts (ii) and (iii) follow along similar lines by induction. II 
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PROOF OF LEMMA 2. By applying the chain rule for the derivative, formula (9) is readily derived. 
Let us assume that - ) i l  is a root of f(1)(s). Then from (9) we have 
f (1)( - ) i l )  = (-A1 4- ) i2) ( - ) i l  -[- )i3)""" ( - ) i l  -t- )in) ¢ 0, 
and thus, we are led to a contradiction, which proves the result for - ) i l  and similarly for any 
element of { - ) i l , . - . , - - ) i k} .  | 
PROOF OF THEOREM 2. We shall prove Part (i) and then use it to establish Part (ii) by induc- 
tion. 
(i) Since 7-1 _) 7- 2 ~ . . .  ) Tp > 1 and f(s) is expressed as 
f(s) = (s + )il) r l . . "  (s -[- )i2)rof0(s), 
where fo(s) has no roots from {- ) i1 , . . . , - ) ip} ,  then 
fO)(s) = TI(S + )i1) r l -1  [(s q- )i2) ~" • • • (s -I- )ip)'Cofo(s)] 
~- (S ~- )i1) T1 [(S + )i2) r ' ' ' '  (S -~- )ip)r°fo(s)]O) 
= 7"1(8 ~- )il)~'1--1(8 -t- ) i2 )  "r' • " • (8 "Jc Ap)'°fo(s) 
-[- T2(S q- )il) "r' (S -t- )i2) ~' -1  • • " (S -[- )ip)'P f0(s)  +-"  (32) 
-1- Tp(S + )il) r ' ' - "  (S @ ) ip_ l )rO- l (s  -t- )ip)rp-lfo(S) 
-t- (s -t- )il) r ' . . -  (S + )ip)rofo(s)(1) 
~-- (S Ai- )il) 7-1-1 " " • (S -[- )ip)7"°--l(s)fl(S), 
where 
fx(s) = [TI(S + )i2)""" (S + )ip) + . . .  + To(S + ) i1)" ' '  (S + )ip-1)]fo(S) + ' '  
+ (s + )i l) '"" (s + )i0)/0(1> (s). (33) 
For any -)i~ E { - ) i l , . . . , - ) ip} ,  say )ii : )il, we have f l ( - ) i l )  = r l ( - ) i l  + ) i2 )  (-)i:t + 
) ip)f0(-) i l )  ¢ 0, and thus, f l (s)  has no roots from {- ) i1 , . . . ,  -)ip}. If we now consider a 
(ii) 
(iii) 
A E { - ) ip -1 , . . . , - ) i ,} ,  say )i = -) ip+l,  then by (17) we have 
f l ( - - ) ip+l )  = [Tl(--)ip+l -t- )i2) + ' ' "  -t- (--) ip+l + )ip-1)]fo(--)ip+l) 
q- (--) ip+l -t- ) i l )""" (--) ip+l -t- )ip)f(o1)(--)ip+l) 
()il )ip-I- 1 ) . ()ip (1) . . . . .  ) ip+l)f0 (--) ip+l), 
(34) 
since f0(-Ap+l)  = 0 by definition. By Lemma 2, f(1)(S) has no common roots with J'0(s), 
and thus, by (14) we have f l ( -Ap+l )  ¢ 0, and thus, the result of Part (i) is established. 
Note that although fl(s) has none of its roots in the set of roots of f(s), fl(s) may have 
multiple or simple roots, and thus, f(1)(s) may also be expressed in the form of f (s) ,  and 
the proof of k = 2 follows along similar lines to those of Part (i). 
Thus, if f l(s) = (s + cq) p' . . .  (s + O'a)P"f{(8), where f{(s) has distinct roots, then rohe 
previous step can be applied in an identical way and induction follows. 
The set of polynomials f(s), f(1)(s),... ,  f(k)(s), f(rl-1)(s) are not coprime since (s + .X l) 
is at least one of their common factors. If we consider the polynomial f(r'- l)(s), then it 
may be expressed as 
f ( ' l -1) (s )  = (s + ) i l ) " ' '  (s + )iv,)fr l- l(S), (23.5) 
where f~l_ 1 (s) has no common roots with those of the polynomial f(-1-2)(s). By comput- 
ing the Tl-order derivative and using Step (i), it follows that f(*~)(s) = frl (s) and f,~ (s) 
has no common roots with f(r l -1)(s),  i.e., the polynomials 
{ :(s), ..... f(',- f(',>(s) } 
become coprime, whereas {:(s) , f (1)(s) , . . . , f ( " - l ) (s)} are not. This completes r.he 
proof. | 
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PROOF OF COROLLARY 1. 
(i) For k = O, f(°)(s)  = go(s) by definition. For k = 1, by Theorem 2 we have (using the (13) 
factorisation) 
f(1)(s) = (s + 11) T~-I ''' (s + Ap)r"-lfl(s), 
and since {f l(s),  f (s)} are coprime, it follows that 
GCD {f(°)(s), f(1)(s)} : (s + ll) ~-I ... (s + lp) ~"-1 : gl(s), 
and thus, in the notation of the normal factorisation 
gl(s) = e l (S)  <d1-1> .. • e~(s )  (d~-l>, 
which proves the first step. For k = 2, by Theorem 2 we have 
f(2)(s) : (s +/~i )  (T I -2 )  • • • (s .Jr. )~p)(TO--2)I2(s), 
where f2(s) is coprime with f(1)(s), and thus, also with gl(S). Thus, 
{:I.) :I.) :I.)} :,.I.): {,1<.) :I.)} 
= GcD {gl(S), (s + + } 
= (S -t- ,~1) (~'1-2)''" (S -I- Ap) rp-2 = e l (s )  (dl-2) ' ' '  ca(s)  (d ' -2) ,  
and this proves the second step. The general step follows readily along these lines by 
induction. Taking into account hat dl <_ O{f(s)} = 6 is finite, the induction for k : dl -1  
leads to 
gdx- l (S )  = (S -'}- ~ l )  (d l -d l -{ ' l )  • • • (S -I- /~.1) (d"l  -d l+ l ) . . .  (S -I- )~p)(d,,-dl+l) 
= (s + ~1) ' "  (s + ~,,)  = el (s)  
since dp - dl + 1 _< 0 for any dp < dy, and thus, (dp - dl + 1) = 0. 
It is now clear that for k = dl we have 
GOD { f(0)(s), f (1) (s ) , . . . ,  f(d~- 1)(s), f(d,)(S)} (s) gdl 
: GcD 
Since f (e~)(s) -- A1 (s) and fa~ (s) is coprime to / (e~- l ) ( s ) ,  it is also coprime to gdl- l(s) 
and thus gel (s) = 1. Obviously, for k > dl, gk(s) = 1. 
(ii) Part  (ii) is a straightforward consequence of Part (i). | 
PROOF OF PROPOSITION 2. 
(a) Part (a) follows straight by Corollary 1 and by examining all possible values of j E [1, d j .  
(b) Part (b) follows by inspection of equations (26). | 
PROOF OF THEOREM 3. Using Proposition 2, and in particular, conditions (26) we have that, 
for j : dl, then, by definition, 
pd, (s) = t~ (s) = el(s).  
For j = dl - 1, we have the following two cases: 
(a) if j = dl - 1 > d2, then td~-l(s)  = el(s) and pd~-l(S) = 1; 
(b) i f j  = dl - 1 = d2, then td , - l (S )  = el(s)e2(s) and Pdl-1 = el (s )e2(s) /e l (s )  = e2(s). 
For the generM step j = k, we assume di > k > di+l. Then, for all such indices, 
tk (s )  = e~(s ) . . -e , ( s ) ,  
and thus, for k = d{ we have td{(S) : e l ( s ) " 'e i ( s ) ,  td,+,(S) : e l ( s ) . . .e i - l ( s ) ,  and thus, 
pd{(S) = ~;d,(s)/td,+~(s) : ei(s),  and for all other indices in the interval 
tk(S._____~) -- e l (s ) ' ' '  ei(8) _ 1. 
pk(s) -- tk+l(S) e l (s ) . - -e , (s )  
This proves that pk(S) are  nontrivial (# 1) only for those k 6 [d l ,d2, . . . ,da]  and that the 
corresponding values are the basic factors. The coprimeness follows from the assumption on the 
uniqueness of the normal factorisation and the procedure that defines Pal, (S). | 
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