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Abstract  17 
 18 
This is a study of heat fluxes and heat budget of the Mediterranean Sea using the European 19 
Centre for Medium-Range Weather Forecasts (ECMWF) 45 year reanalysis data set ERA-40. 20 
The simple use of the ERA-40 surface flux components fails to close the budget and, in 21 
particular, the shortwave radiation flux is found to be underestimated with respect to observed 22 
data by about 10%. The heat flux terms are recomputed and corrected in order to close the heat 23 
and freshwater budgets of the Mediterranean basin over the period 1958 to 2001, thus producing 24 
a corrected ERA-40 surface flux data set. Various satellite and in situ observational data are used 25 
to construct spatially varying corrections to the ERA-40 products needed to compute the air-sea 26 
fluxes. The corrected interannual and climatological net surface heat and freshwater fluxes are 27 
−7 W /m2  and −0.64  m / yr , respectively, which are regarded as satisfactorily closing the 28 
Mediterranean heat and water budgets. It is also argued that there is an important contribution 29 
from large heat losses associated with a few severe winters over the Mediterranean Sea. This is 30 
shown to be related to wind regime anomalies, which strongly affect the latent heat of 31 
evaporation that is the main responsible for the interannual modulation of the total heat flux. 32 
Furthermore, the surface total heat flux anomaly time series is compared with the North Atlantic 33 
Oscillation (NAO) index, and the result is a positive correlation with ocean warming for positive 34 
NAO index and cooling associated to negative index periods.35 
 36 
1   Introduction  37 
 38 
The semi-enclosed nature of the Mediterranean basin plus ocean observations of the long term 39 
changes in Mediterranean heat storage and salt content offer the opportunity of calibrating and 40 
developing air-sea physics parametrizations so that an overall balance is attained between fluxes 41 
at the air-sea interface and lateral fluxes at Gibraltar. The so called “Mediterranean heat budget 42 
closure problem” [Castellari et al., 1998] states that the heat flux gained through the Gibraltar 43 
Strait by advection (considering the Black Sea contribution negligible [Tolmazin, 1985]) must be 44 
compensated, over a long enough period of time, by a net heat loss at the surface of the same 45 
amount while keeping the water budget of the basin reasonable. The heat inflow at Gibraltar has 46 
been estimated as 7 ± 3 W /m2  [Bethoux, 1979] and more recently as 5.2 ±1.3 W /m2 47 
[Macdonald et al., 1994]. The net surface water loss due to evaporation E and precipitation P 48 
over the basin has been estimated to be −1 m/yr [Bethoux and Gentili, 1994] while Gilman and 49 
Garrett [1994] indicate −0.71 ± 0.07 m/yr. Boukthir and Barnier [2000] determined a deficit of 50 
about 0.6 m/yr based on the ERA-15 reanalysis, and the range −0.5 to -0.7 m/yr is instead 51 
proposed by Mariotti and Struglia [2002]. Therefore, if the multiyear average surface heat and 52 
water fluxes from ERA-40 could be found to remain respectively within −6 ± 3 W /m2  and 53 
between about −0.5 and −1.0 m/yr, we argue that they could be considered to satisfy the 54 
“Mediterranean heat budget closure problem”. In order to evaluate the surface heat balance, 55 
oceanographers have used empirical bulk formulas together with atmospheric observations, sea 56 
surface temperatures and lately numerical weather prediction (NWP) surface fields. These 57 
attempts have failed to close the budget, giving positive values for the surface heat balance. 58 
Thus, rather ad hoc adjustments for biases have been applied. Garrett et al. [1992] estimated the 59 
surface heat balance using the COADS data set [Woodruff et al., 1987] from 1946 to 1988. To 60 
reduce the value obtained of 29  W /m2 they suggested a possible reduction of the solar radiation 61 
by a constant factor of 18%, or 33% more cooling by the latent and sensible heat fluxes. Later, 62 
Gilman and Garrett [1994] proposed a modified set of formulae based on Garrett et al. [1992], 63 
which reduced the solar radiation by approximately 9% by taking into account the attenuation of 64 
incoming solar radiation due to atmospheric aerosol and increased the net cooling by long wave 65 
radiation by about 15% based on preliminary measurements over the Tyrrhenian Sea. These 66 
changes produced a surface heat balance of 0 W /m2, and so still did not close the 67 
Mediterranean heat budget. In another attempt, Castellari et al. [1998] intercompared different 68 
air-sea flux formulae using the atmospheric NWP analyses and found the most appropriate ones 69 
in order to obtain a negative surface heat balance for the Mediterranean Sea while maintaining 70 
an acceptable water balance. They estimated a 1979-1988 mean value of −11 W /m2 for the 71 
surface heat balance, and so again the Mediterranean heat budget was not closed. More recently 72 
Tragou et al. [2003] demonstrated, using ground truth observations at several coastal 73 
meteorological stations, that the incoming solar radiation is systematically overestimated by 74 
25  W /m2 for the 30 years period which they considered (1964-1994), by the adopted empirical 75 
formulation.  76 
Many other techniques used to correct flux fields in different regions of the global ocean can be 77 
found in literature, and a detailed review is included in the introduction of Large and Yeager 78 
[2008]. They include assimilation of ocean observations [Stammer et al., 2004], inverse 79 
procedures [Isemer et al. 1989], linear inverse analysis [Grist and Josey, 2003] and variational 80 
objective analysis [Yu and Weller, 2007]. 81 
In this work we use an alternative approach based on the work of Large and Yeager [2008], 82 
where spatially dependent correction factors are applied to the basic atmospheric fields required 83 
as input to air-sea bulk formulae, including radiation. These correction factors are obtained by 84 
comparison of the European Center for Medium Range Weather Forecast (ECMWF) Re-85 
Analysis fields (ERA-40, Uppala et al. [2005]) to satellite observations and in situ data sets 86 
available for the period 1985-2001. The ERA-40 computed heat fluxes themselves do not solve 87 
the “Mediterranean heat budget closure problem” in this period, but specific corrections to the 88 
surface winds, sea surface temperature, radiative components and relative humidity values do 89 
produce a satisfactory solution. The paper will then analyse the resulting time series in order to 90 
explain how the surface heat balance is maintained and is correlated with the North Atlantic 91 
Oscillation (NAO) index. We first introduce the air-sea physics notation and parametrizations 92 
used in this study (section 2). In section 3 we will briefly describe the ECMWF ERA-40 fields 93 
and discuss their implied surface heat and water balances. Section 4 describes the benchmark 94 
data sets used for the bias reductions and the correction method. The resulting corrected fluxes 95 
time series and climatology are presented in section 5, along with correlations with the NAO 96 
index. A conclusion and discussion may be found in section 6.  97 
 98 
99 
2   Air-sea interaction physics  100 
 101 
The surface heat balance gives the net heat flux at the air-sea interface QT  as the sum of four 102 
dominant terms:  103 
QT = QS + QL + QE + QH      (1)                   104 
where QS  is the net shortwave radiation flux, QL  is the net longwave radiation flux, QE  is the 105 
latent heat flux of evaporation and QH  is the sensible heat flux. All fluxes have been taken 106 
positive for water or ocean energy gain. Both components of the radiative part of the heat 107 
balance are formed by the upward (negative) and downward (positive) fluxes, which are 108 
hereafter denoted by the subscripts U and D respectively:  109 
QS = QSD + QSU = QSD (1−α)   (2) 110 
QL = QLU + QLD = −εσTS 4 + QLD    (3) 111 
where TS  is the sea surface temperature, the ocean emissivity ε is taken to be 1 and σ is the 112 
Stefan-Boltzmann constant. When needed, a space-dependent albedo α following Payne [1972] 113 
is used.  114 
The steady state Mediterranean water budget requires that the freshwater entering the basin 115 
through the Gibraltar Strait and from the Black Sea plus direct coastal runoff is lost through the 116 
surface.  117 
The surface freshwater flux FT  is given by:  118 
FT = E + P    (4) 119 
where evaporation E is usually negative and precipitation P is positive definite.  120 
The starting point of this work is the standard practice used by the Mediterranean Forecasting 121 
System (MFS) operational model (Pinardi et al. [2003], Tonani et al. [2008]).  122 
The downward shortwave radiation is computed according to Reed [1977] and to Rosati and 123 
Miyakoda [1988].  124 
QSD
MFS = QTOT (1− 0.62C + 0.0019β)           if  C ≥ 0.3
QSD
MFS = QTOT                                             if  C < 0.3
   (5) 125 
where QTOT  is the total clear sky solar radiation reaching the ocean surface , C is fractional cloud 126 
cover and β is the noon solar altitude in degrees.  127 
For the longwave downward flux calculation, MFS uses the Bignami et al. [1995] formulation:  128 
QLD
MFS = [σTA4 (0.653+ 0.00535eA )](1+ 0.1762C2)   (6) 129 
where TA  is the air temperature and eA  is the atmospheric vapor pressure [Lowe, 1977].  130 
The turbulent fluxes (QH  sensible and QE  latent) are:  131 
QH
MFS = −ρACPCH V (TS −TA )   (7) 132 
QE
MFS = −ρALECE V (qS − qA ) = LECE    (8) 133 
where V  is the wind speed, ρA  is the density of the moist air, CP  is the specific heat capacity, 134 
CH  and CE  are turbulent exchange coefficients for temperature and humidity, LE  is the latent 135 
heat of vaporization, qA  is the specific humidity of air and qS  is the specific humidity saturated at 136 
temperature TS . In the MFS configuration, the exchange coefficients for a reference height of 10 137 
m CE  and CH  are taken constant and equal to 1.5 ⋅10−3 and 1.3 ⋅10−3  respectively. These values 138 
have been obtained from the wind speed dependent curves proposed by Kondo [1975]. In this 139 
paper we use instead the approximated formula, suggested by the same author, which better 140 
captures the wind speed dependent factors. The Kondo parametrization and its choice are 141 
described and discussed in Appendix 1. 142 
 143 
144 
3   The ERA-40 surface heat budget  145 
 146 
The ERA-40 data set covers the 45-year period from September 1957 to August 2002 with a 147 
time resolution of 6 hours. It is produced with a spectral atmospheric model based on a triangular 148 
truncation at wave number 156, which corresponds to a Gaussian grid of 1.125° (about 125 km). 149 
In the vertical, the ERA-40 atmospheric model has 60 hybrid levels with the highest at 0.1 hPa.  150 
The assimilation scheme used in ERA-40 is the three-dimensional variational (3D-Var) 151 
technique. It allows direct assimilation of raw radiances from TIROS Operational Vertical 152 
Sounder (TOVS) instruments. ERA-40 also uses SSM/I passive microwave data to analyze the 153 
total column water vapor and 10 m wind speed. Sea Surface Temperature (SST) and ice cover 154 
are taken from 2D-Var National Center for Environmental Predictions (NCEP) system and the 155 
Hadley Center respectively. Cloud motion winds are taken from geostationary satellites. 156 
The parametrization of turbulent fluxes in the atmospheric model is based on the Monin-157 
Obukhov similarity theory. The transfer coefficients depend on stability functions and differ 158 
from those used in the MFS system (Appendix 1). The roughness lengths for momentum, heat 159 
and moisture also include a free convection velocity scale, which represent the near surface wind 160 
induced by eddies in the free-convection regime. Further information can be found in Uppala et 161 
al. [2005]. 162 
For our purposes, all fields have been interpolated with a bi-linear algorithm to a regular 1/16 163 
degree resolution grid. In such a process, the problem due to the influence of the land points on 164 
the ocean point values of the final grid has been taken into account. The original sea points have 165 
been extended over the land through a process called ”sea over land” which iteratively assigns to 166 
the first land value the average of the neighbouring sea points, before the interpolation is carried 167 
out. This methodology allows the production of a reference high-resolution corrected data set of 168 
surface fluxes in the Mediterranean basin assuming that seaward ERA-40 field values can be 169 
used to extrapolate in the near coastal areas. The interpolation does not add topographic effects 170 
that are missing in the original ERA-40 data set but eliminates over-smoothing of the fields, 171 
which will occur by simply interpolating across the coastal domain. 172 
In this work we show that the simple usage of the surface flux components given directly by the 173 
ERA-40 data set gives a lower than measured estimate of the net surface heat flux. The reason 174 
for that is the underestimation of the shortwave radiation flux by about 12%, which is only 175 
partially compensated by a less negative latent heat flux (see column 1; tab. 1). The ERA-40 176 
solar radiation underestimation is evidenced by comparison with station surface radiation data 177 
located in the Adriatic Sea (see figure 1) and the Sicily Strait. Figure 1 also compares the 178 
downward shortwave flux from the International Satellite Cloud Climatology Project global 179 
radiative flux data set (ISCCP-FD; Zhang et al. [2004]). The comparison supports the quality of 180 
the surface radiation stations and the finding that ERA-40 is too low, by about −20  W /m2  in the 181 
shortwave downward flux.  182 
These results demonstrate that direct usage of ERA-40 fluxes to force an ocean general 183 
circulation model for the Mediterranean Sea would be problematic [Griffies et al., 2008]. The 184 
standard practice in ocean forecasting [Pinardi et al., 2003] is to calculate the surface fluxes with 185 
the interactive bulk formulas (5), (6), (7) and (8) but this gives a very positive surface heat 186 
balance (24  W /m2) (see column2; tab. 1). We need then to find a correction method to 187 
recompute the heat fluxes from ERA-40 fields and close the Mediterranean heat budget. 188 
 189 
190 
4   Forcing fields bias reduction 191 
 192 
In order to find a solution to the Mediterranean heat budget closure problem we use an approach 193 
based on the work of Large and Yeager [2008]: we correct the atmospheric fields and avoid 194 
using formulae for the computation of the radiative components of the surface flux. ERA-40 air 195 
temperature is not corrected because of the small impact that this correction would cause to the 196 
final heat budget value. The bias correction related to this field is estimated to be less than 1 °K 197 
and it would produce a total heat balance change smaller than 1 W/m2. 198 
The correction of the atmospheric fields is possible because of new observational data sets. 199 
However, some cover only a limited period of time with respect to ERA-40. For this reason we 200 
build up our correction methodology based on three steps:  201 
• Step1: Observational data sets from various periods between 1985 and 2001 are used to 202 
determine objective corrections to ERA-40 products (see detailed descriptions on the 203 
following sections). These data sets are the QuickScat scatterometer (QSCAT) satellite 204 
wind fields [Chin et al., 1998], the satellite SST specifically analysed for the 205 
Mediterranean Sea [Marullo et al., 2007], the shortwave and longwave downward 206 
radiation (ISCCP-FD), the specific humidity from NOC climatology [Josey et al., 1998] 207 
and the CPC Merged Analysis of Precipitation (CMAP) [Xie and Arkin, 1996]. 208 
• Step2: We show that best estimates of the surface heat and freshwater fluxes do solve the 209 
Mediterranean heat budget closure problem, over the years 1985 through 2001. Since the 210 
QSCAT data are limited in time and NOC is a climatology, we only use them to correct 211 
ERA-40 winds and specific humidity, which with uncorrected ERA-40 air temperature, 212 
analysed SST, ISCCP-FD radiation and CMAP precipitation give the satisfying values of 213 
−4  W /m2  for the net surface total heat flux, and a deficit E+P of −0.70  m / yr  (see 214 
column 7; tab.1). The adjustments computed in step 1 are then applied to the ECMWF 215 
reanalysis for the period 1985-2001, in order to verify that the resulting heat and 216 
freshwater fluxes computed with what we will hereafter refer to as the “Corrected ERA-217 
40 Data-set” still satisfy the “Mediterranean heat budget closure problem ” constraint.  218 
• Step3: Finally, we assume that the bias reduction corrections, obtained in the previous 219 
steps, are constant in time. Thus, they can be applied over the entire ERA-40 period 220 
(1958-2001) in order to produce a longer, consistent reference data set. 221 
Some of the computed bias reduction terms are factors (denoted by the letter R: wind, shortwave 222 
radiation and precipitation), while others are differences (denote by the letter D: sea surface 223 
temperature and specific humidity). The corrections were computed using a linear regression 224 
between observed and ECMWF fields which evaluated slope (R) and offset (D) values. For the 225 
cases where the slopes were not significantly different from 1, only the additive parts were used, 226 
and conversely, only the ratios have been considered for the cases with a resulting offset value 227 
close to 0. 228 
 229 
4.1   Wind speed correction 230 
 231 
The advent of satellite wind products makes the ERA-40 wind speed validation possible. We 232 
utilize QSCAT (QuickScat Scatterometer) zonal U and meridional V wind components. These 233 
have been constructed 6-hourly on a half degree latitude-longitude grid, following Chin et al. 234 
[1998]. The ERA-40 wind speed is corrected by multiplying both its zonal U and meridional V 235 
components by a spatially-dependent factor. This correction factor is computed as:  236 
RW = (UQ2 +VQ2)
1
2 / (UERA
2 +VERA2 )
1
2    (9) 237 
 where   denotes the average over the two years 2000 and 2001. In order to avoid problems 238 
with interpolations in coastal areas, the corrections have been applied only for values of RW  less 239 
than 1.3. There is no attempt to correct wind direction.Figure 2 shows the spatial distribution 240 
of the ratio RW . A low bias is evident in the ERA-40 wind, with RW >1 everywhere, but smallest 241 
in the south. The highest values are located in outflow regions of the major continental winds: 242 
Mistral (Gulf of Lions), Bora (Adriatic Sea) and Ethesian (Aegean Sea). The overall effects of 243 
the corrections are more cooling by the turbulent heat fluxes by about 22 W /m2 and about 244 
0.25  m / yr  more evaporation. These are the largest single improvements made to the biases of 245 
Table 1. 246 
 247 
4.2   SST correction 248 
 249 
In order to reduce the SST bias, we use the OISST (Optimal Interpolated Sea Surface 250 
Temperature) data set [Marullo et al., 2007]. Its resolution is daily on a 1/16 degree latitude-251 
longitude grid that matches the MFS OGCM grid for the Mediterranean basin. Unfortunately this 252 
domain is smaller than the one of our basic forcing fields, so no SST corrections could be 253 
computed for the Black Sea. The data set has been developed starting from satellite infrared 254 
AVHRR images from 1985 to 2005, and has been validated with in situ measurements in order 255 
to exclude any possibility of spurious trends due to instrumental calibration errors/shifts or 256 
algorithms malfunctioning related to local geophysical factors. The validation showed that 257 
satellite OISST is able to reproduce in situ measurements with a mean bias of less than 0.1 K and 258 
RMS of about 0.5 K and that errors do not drift with time or with the percent interpolation 259 
error.We compute the correction term for the period 1985-2001 as: 260 
DS = OISST − TSERA    (10) 261 
where  denotes the average over the 17 years, and the resulting space dependent correction 262 
(figure 3) is added to the 6-hourly SST of ERA-40 TS
ERA . The resulting time series is showed in 263 
figure 7B. The sea surface temperature correction affects the longwave radiation QL , the latent 264 
heat of evaporation QE  and the sensible heat flux QH  for a total contribution in the net surface 265 
heat flux QT  of −4  W /m2 . 266 
 267 
4.3   Radiation correction 268 
 269 
Recent ISCCP (International Satellite Cloud Climatology Project) global radiative flux data 270 
products have been created by integrating the NASA Goddard Institute for Space Studies climate 271 
GCM radiative transfer model with a collection of global atmospheric data sets, including ISCCP 272 
clouds and surface properties [Zhang et al., 2004]. Most importantly, this ISCCP-FD data set 273 
provides fields of downwelling shortwave QSD
ISCCP  and longwave QLD
ISCCP  radiation as in equations 274 
2 and 3. Moreover, since QSD
ISCCP  and QLD
ISCCP  have been derived in concert from the same input, 275 
they should derive full advantage of any cancellation of cloud errors. The data resolution is 3-276 
hourly on a 2.5 degree longitude-latitude grid, but it is difficult to properly remap the diurnal 277 
cycle. Therefore, for our purposes, the data have been integrated to daily values and interpolated 278 
to the ERA-40 grid.Using these fields, we are now able to compute the ISCCP-FD net 279 
radiation from equations 2 and 3, which produces the values of columns 5, 6 and 7 in table 280 
1.The solar heating is lowered by 19 W /m2 compared to equation 5, but there is a partial 281 
compensation of about 8 W /m2 from the longwave compared to equation 6. Note, the net short 282 
wave radiation flux of 183 W /m2  from ISCCP-FD agrees with the proposal of Gilman and 283 
Garrett [1994], without making additional corrections for dust. 284 
As described on step 2 of our correction methodology, in order to eliminate the bias that we 285 
could demonstrate exists on the ERA-40 radiation products, we have computed the ratio RR  286 
as: 287 
RR = QSDISCCP / QSDERA    (11) 288 
where the two fields have been averaged for the period 1985-2001. 289 
The resulting correction factor is shown in figure 4. The ISCCP-FD shortwave radiation is 290 
bigger than the ERA-40 one over the entire Mediterranean Basin with a strong North-West to 291 
South-East gradient and the largest errors occurring in the Levantine Sea.The corrected net 292 
shortwave radiation time series, obtained by monthly averaging the ECMWF radiation 293 
multiplied to the factor RR  is represented in figure 8A.Regarding the long wave radiation 294 
component, the difference between QLD
ISCCP  and QLD
ERA  is less than 2% so an adjustment is not 295 
justified. 296 
 297 
4.4   Specific humidity correction 298 
 299 
The reference data set for this bias reduction is the NOC1.1 flux climatology, which is the 300 
renamed version of the Original SOC flux climatology [Josey et al., 1998]. The flux fields have 301 
been determined from in situ meteorological reports in the COADS 1a (Comprehensive Ocean 302 
Atmosphere Dataset 1a) covering the period 1980-93. A major innovation in the production of 303 
the climatology was the correction of the meteorological reports for various observational biases 304 
using additional measurement procedure information from the WMO47 list of ships. 305 
In the MFS model implementation, the specific humidity is computed by the empirical 306 
formula: 307 
qA (TD ) = 0.98ρ−1640.38e(−5107.4 /TdERA )    (12) 308 
where Td
ERA  is the ERA-40 dew point temperature given in °K and the 0.98 factor only applies 309 
over sea water. More accurate formulations are available, but not necessary, due to the 310 
uncertainty of the 0.98 factor and of the transfer coefficient CE  of equation (8), for instance. 311 
However, the ERA-40 reanalysis atmosphere is drier than NOC, leading to the correction term 312 
shown in figure 5. It is the difference: 313 
DH = qANOC − qAERA    (13) 314 
where the two averages have been computed for the period 1980-1993. 315 
After correction, ERA-40 reanalysis becomes wetter and the latent heat and evaporation are less 316 
negative by 9  W /m2 and 0.11 m / yr , respectively. Again, in order to avoid errors as mentioned 317 
in section 4.1 we have limited the corrections to be no greater than 1.5  g /m3 . The monthly mean 318 
surface averaged resulting specific humidity is shown in figure 7C. 319 
 320 
4.5   Precipitation correction 321 
 322 
With the above corrections and the uncorrected ERA-40 rainfall (given by the sum of large scale 323 
and convective precipitation) we obtain a deficit E+P of about  -0.79 m/yr (see column 6; tab. 1). 324 
We decided to apply a further correction to the ECMWF reanalysis based on the CMAP data set 325 
[Xie and Arkin, 1996]. These are gridded fields of monthly precipitation obtained by merging 326 
estimates from five sources of information with different characteristics: gauge-based monthly 327 
analysis from the Global Precipitation Climatology Centre, three types of satellite estimates [the 328 
infrared-based GOES Precipitation Index, the microwave (MW) scattering-based Grody, and the 329 
MW emission-based Chang estimates], and predictions produced by the operational forecast 330 
model of the European Centre for Medium-Range Weather Forecasts (ECMWF).Figure 6 331 
shows the ratio: 332 
RP = PCMAP / P ERA    (14) 333 
where the averages have been computed for the period 1979-2001. The ECMWF reanalysis 334 
precipitation is less over the northern Mediterranean basin, but more abundant over the southern. 335 
This last correction leads to a deficit E+P of -0.70 m/yr for the period 1985-2001, which is 336 
comparable to that obtained by Gilman and Garrett [1994] (even though their larger evaporation 337 
is compensated by more precipitation) and consistent with the results of Mariotti and Struglia 338 
[2002] who proposed -0.5 to -0.7 m/yr as the range for the excess of evaporation over 339 
precipitation. 340 
341 
5   Corrected heat and freshwater fluxes 342 
 343 
In the previous section we have determined the field corrections, which produce the best 344 
estimates for heat and freshwater fluxes in the considered time window 1985-2001 (see column 345 
7; tab. 1). At this point we assume that the space-dependent correction factors are constant in 346 
time and apply them over the entire ERA-40 reanalysis period (1958-2001). 347 
The results are shown in table 2. In column 1, the flux components given directly in the original 348 
ERA-40 data set are presented. In column 2 we show those obtained with the ”Corrected ERA-349 
40 data set”, calculated applying equations 2, 3, 7 and 8 using corrected ERA-40 shortwave 350 
radiation and uncorrected longwave radiation. Regarding the freshwater balance, both deficits 351 
E+P satisfy the values found in literature and cited in section 1, however the heat fluxes directly 352 
taken from ERA-40 fail to close the budget, according to the measurements of the heat gained 353 
through the Strait of Gibraltar ([Bethoux, 1979] and [Macdonald et al., 1994]). In the ECMWF 354 
reanalysis, the underestimation of the shortwave radiation flux is only partially compensated by 355 
less negative turbulent fluxes, such as the lower evaporation, which is redressed by a too low 356 
precipitation over the Mediterranean Basin.On the other hand, when we apply all the 357 
corrections and the new formulation for the radiative fluxes, the budget is recovered and the 358 
“Mediterranean heat budget closure problem” is solved. The budget has been evaluated also 359 
using the original resolution ERA-40 fields and the value of QT  in Table 2 becomes −5 W / m2 , 360 
a value still within the 6± 3 W /m2 uncertainty on the heat budget mean value. 361 
An interesting effect of the corrections is the change in the balance of terms. The 17  W /m2 362 
increase in solar radiation is absorbed over a range of ocean depths, while the increased latent 363 
and sensible cooling is only from the surface. This shift in balance could have a profound effect 364 
on the seasonal cycle of SST, particularly during the spring heating and restratification season 365 
[Denman and Miyake, 1973]. 366 
 367 
5.1   Interannual variability 368 
 369 
We now examine the interannual variability of the corrected heat balance components. Daily 370 
components have been calculated and then monthly averaged over the basin.The time series 371 
of monthly net shortwave radiation QS  (figure 8A), obtained using equation (2) and the corrected 372 
QSD  from ERA-40 data set, ranges from a winter minimum of 53 W /m
2  to a summer maximum 373 
of 302  W /m2 . It is dominated by a strong seasonal cycle with a small interannual signal, mostly 374 
due to the cloud coverage. In particular, the time series shows a summer cool anomaly during the 375 
years 1970-1973 which is due to an anomalous high cloud coverage during the same period (see 376 
figure 7D). The same effect is also evident in the net longwave radiation QL  time series (figure 377 
8B) where this term reaches its highest value of −60 W /m2. In fact, since clouds have opposing 378 
effects on the two radiative components of the heat balance, there is a significant compensation 379 
between the two terms but again the effects on the SST will be different. 380 
The sensible heat flux QH  is the smallest of the four terms (figure 8D). It becomes positive 381 
during the months of April or May and remains negative for the remaining part of the year. It 382 
ranges from a maximum of 7  W /m2  to a minimum value of −71 W /m2  with strong interannual 383 
variability relative to its mean. There are five large minima during the years 1967, 1969, 1980, 384 
1991 and 1999, which are related to strong wind regimes and air temperature anomalies during 385 
the same period (see figure 7). 386 
The latent heat flux QE  time series (figure 8C) is always negative, ranging from a summer 387 
maximum of −30  W /m2  to a winter minimum of −130 W /m2 . 388 
Finally, the surface total heat flux QT  time series (figure 8E) shows a smooth signal dominated 389 
by the net short wave radiation flux and interannually modulated by QE  and QH . It ranges from 390 
−275  W /m2  to 181 W /m2. However, it's important to notice that while the maxima of the time 391 
series, which occur during the months of May and June, show values which differ at most by 392 
about 30  W /m2, the December minima can vary by more than 130 W /m2. This peculiarity of 393 
the Mediterranean basin plays a significant role in the climatological heat budget. Over the 44 394 
years, replacing the 10 most negative values (the years 1962, 1967, 1968, 1969, 1980, 1986, 395 
1990, 1991, 1995 and 1998) with the interannual average of the minima of the corrected QT  396 
would change the overall mean from −7 W /m2 to about −3.5 W /m2. Since we pointed out that 397 
the surface total heat flux is mainly interannually modulated by the latent heat of evaporation 398 
and the sensible heat flux which are strongly affected by the wind regimes in the Mediterranean, 399 
this means that the total heat budget is closed by approximately half of its long term value by 400 
few strong cooling events due to cold and dry winds blowing over the basin during winter time. 401 
This peculiarity proves the importance of choosing a long enough time window when one 402 
attempts a budget study for this particular geographical area, since those extreme events have 403 
necessarily to be included in the budget computation. 404 
 405 
5.2   Climatology 406 
 407 
Figure 9 shows the pattern of climatological values of corrected QT  for the months of July (A), 408 
December (B), annual (C) and of annual FT  (D). These months also represent the maximum heat 409 
loss and heat gain respectively. The heat flux annual mean shows minima in the north-western 410 
Mediterranean (Gulf of Lion), in the Adriatic Sea and northern Ionian Sea, and in the Aegean 411 
Sea, essentially reflecting the pattern of the principal continental winds (Mistral, Bora, Ethesian). 412 
The maxima are instead located in the Alboran Sea, in the Channel of Sicily and in the Levantine 413 
basin. Figure 9C shows a north-west to south-east pattern. Moreover, in areas of maxima the 414 
summer heating (A) is much larger than winter cooling (B), while the opposite behaviour occurs 415 
for the minima.The Southampton Ocean Centre (SOC) climatology [Josey et al., 1998] (not 416 
shown) also provides a global estimate of surface heat and freshwater fluxes but over the 417 
Mediterranean Sea its average heat flux of 42 W /m2 is much larger than the measured heat 418 
transport at Gibraltar. Nevertheless, the spatial pattern is similar to the corrected ERA-40 419 
QT .The total freshwater flux (figure 9D) shows a strong north-south gradient, with small 420 
areas where the precipitation exceeds the evaporation located on the northern coasts of the 421 
Mediterranean basin. 422 
 423 
5.3   NAO changes and Mediterranean Sea net surface heat flux  424 
 425 
The North Atlantic Oscillation (NAO) has been described as the indicator of the strength of the 426 
zonal flow along the mid and high latitudes of the North Atlantic. The positive and negative 427 
phases of the North Atlantic Oscillation are defined by the differences in pressure between the 428 
persistent low over Greenland and Iceland and the persistent high off the coast of Portugal. 429 
During a positive NAO phase both systems are stronger than usual, that is, the low has a lower 430 
atmospheric pressure and the high has a higher atmospheric pressure. During the negative phase 431 
of the NAO, both systems are weaker, lowering the difference in pressure between them.  The 432 
NAO is one of the major modes of monthly to interdecadal variability in the Northern 433 
Hemisphere atmosphere, accounting for about one-third of the wintertime total variance. Interest 434 
in the NAO has been recently renewed mainly because of a trend towards the positive phase of 435 
the oscillation, particularly in the last two or three decades.In this section we explore the 436 
Mediterranean-NAO teleconnection, which supposedly should be a dominant mode of variability 437 
in the Mediterranean [Rixen et al., 2005]. After all, the ocean communicates with the overlying 438 
atmosphere through changes in the heat fluxes. Moreover, heat flux is a more physically 439 
meaningful parameter than the SST (see figure 10A for annual averages of QT ). 440 
For this reason, we compared the Winter (December through March) NAO index based on the 441 
difference of normalized sea level pressure between Lisbon, Portugal and 442 
Stykkisholmur/Reykjavik, Iceland, with the annual mean QT anomaly time series, computed as 443 
the differences of the yearly mean total heat fluxes from the overall mean of -7 W/m2 given in 444 
Table 2. The sea level pressure anomalies at each station were normalized by division of each 445 
seasonal mean pressure by the long-term mean (1864-1983) standard deviation. Normalization is 446 
used to avoid the series being dominated by the greater variability of the northern station. The 447 
station data were originally obtained from the World Monthly Surface Station Climatology. 448 
Further details can be found in Hurrell et al. [2001].The correlation coefficient that we 449 
obtained between the two yearly time series is 0.37 with a 95% confidence interval of 450 
0.08<C<0.60, which is very small, however, a similar oscillation at longer time-scales was 451 
noticeable in the two curves (not shown). In order to quantify this information, we computed for 452 
both QT  anomaly and NAO index a five-year running mean, and we compared the two resulting 453 
time series (figure 10B). The resulting correlation coefficient has the much more significant 454 
value of 0.68 and a 95% confidence interval of 0.48<C<0.81, meaning that the two fields have a 455 
high positive correlation. We can argue that this relationship is at least partially due to the wind 456 
regimes induced by the NAO itself: a positive index implies lower winds over the Mediterranean 457 
Basin, which determines lower evaporation and consequentially a lower latent heat flux which is, 458 
as we pointed out, the largest modulation factor of the net total surface heat flux. Conversely, a 459 
negative NAO index is accompanied by a stronger wind regime over the basin, that implies 460 
greater evaporation and as a direct consequence a low QT  anomaly. Moreover, the climatological 461 
nature of this correlation once again confirms the importance of the choice of a long period for 462 
budget studies in the Mediterranean Sea, since the long time scale effects of the NAO must be 463 
definitely taken into account because of their direct implication on the air-sea interaction heat 464 
exchange processes. 465 
466 
6   Conclusions 467 
 468 
In this paper we show that the Mediterranean Sea places a valuable constraint on the long-term 469 
mean basin averaged QT , which should compensate for the measured net heat inflow at 470 
Gibraltar. Furthermore, freshwater budget considerations constrain the evaporation and 471 
consequently the latent heat flux. These are aspects of so called ”Mediterranean heat budget 472 
closure problem”, which have been addressed by the data sets of this study. 473 
We demonstrate that ECMWF ERA-40 reanalysis without any corrections to its surface fields 474 
does not close the budget. In addition, the individual components of the surface heat balance are 475 
incompatible with some in situ local observations (figure 1). For this reason, we adapted a 476 
correction method, developed by Large and Yeager [2008] for the global ocean, to the 477 
Mediterranean Sea. This method is based on the determination of the best estimate of the heat 478 
and freshwater budgets for a reference period chosen to match the availability of important 479 
reference data sets. For this period (1985-2001) we have computed different space dependent 480 
bias reduction terms which, when applied to the ERA-40 reanalysis forcing fields along with the 481 
use of a new formulation for radiative fluxes, allow the satisfaction of the Mediterranean closure 482 
problem. Averaged over the basin, they increase the shortwave radiation by 21 W /m2, increase 483 
the wind speed by 25%, increase the specific humidity by about 1 g /m3  and increase the sea 484 
surface temperature (SST) by less than 1°C. Locally the SST correction ranges from more than 485 
2°C to about -1°C. The precipitation is increased by about a factor of 2 off some northern coasts 486 
and reduced along the southern and eastern margins where there is little rainfall. The correction 487 
terms have been then extended to the entire ERA-40 period (1958-2001). In this way, we have 488 
constructed what we called the ”Corrected ERA-40 data set” that is an high frequency (6-hourly) 489 
data set suitable for forcing ocean models in the Mediterranean area. Recently the MFS model 490 
has been used as a test-bed to check the correction method for the atmospheric fields and air-sea 491 
physical parametrizations described in this paper. Preliminary results obtained during a one-year 492 
integration experiment show an improvement in the estimation of the SST and a positive impact 493 
on the model temperature and salinity profiles if compared with in situ data. The impact of air-494 
sea physical parametrizations on the model simulation quality will be an area of active research 495 
in the near future. 496 
Among all the corrections, that on wind speed has the largest effect (−22 W /m2) on the final 497 
surface heat balance. Furthermore, the interannual modulation of QT  is imposed by the latent 498 
heat flux QE  and the sensible heat flux QH   (see figure 8) which are strongly dependent on the 499 
wind speed and wind speed events during wintertime. 500 
Shortwave radiation correction is also large for the ERA-40, probably due to the compensating 501 
effects in the atmospheric model, which has produced it. Moreover, in situ and satellite data sets 502 
confirm that the annual mean value should be about 180 W /m2 as previously found by Gilman 503 
and Garrett (1994). 504 
Finally, the net surface heat flux QT  is related to the winter NAO index. A correlation coefficient 505 
of 0.68 has been found after a 5-year running mean filter has been applied to the two time series. 506 
This aspect underlines the fact that the correlation is to be considered in a climatological sense. 507 
In other words, NAO yearly variations are not directly correlated to annual mean heat flux 508 
anomalies over the Mediterranean Sea but only the long time scale modulation can be associated 509 
to teleconnections. 510 
Wind anomalies during winter are responsible for half the negative heat budget of the basin. Our 511 
study points out the need for longer time series of fluxes to really understand their low frequency 512 
variability and to solve the heat budget closure problem. 513 
Appendix 1: Bulk transfer coefficients 514 
 515 
The bulk transfer coefficients used in this work for the computation of latent heat of evaporation 516 
and sensible heat fluxes (eq. 7 and 8) are taken according to Kondo [1975], who suggested the 517 
following approximate formulas for neutral stability, when the wind speed in expressed in m/s: 518 
103CH (10m) = ah + bh V
ph + ch (V − 8)2    (15) 519 
103CE (10m) = ae + be V
pe + ce (V − 8)2    (16) 520 
where the numerical constant ah,e , bh,e , ch,e  and ph,e  vary with a range of wind speed speeds as 521 
shown in Table 3.  The coefficients for non-neutral cases are expressed in terms of a practical 522 
index of atmospheric stability, which are obtainable from wind speed and the difference of 523 
temperatures at the sea surface. Figure 11a shows CE computed according to equation 16 for 524 
neutral condition (TA-TS=0) and for other 6 non-neutral cases (TA-TS=3.0, 2.0, 1.0, -1.0, -2.0, -525 
3.0). 526 
The formulation is obtained under the condition that no ocean spray exists. In strong wind 527 
regimes, it is almost certain that the effect of the ocean spray on the temperature and humidity 528 
profiles would be important thus leading to unrealistic coefficient values. This approximation is 529 
reasonable in the Mediterranean Basin where the average wind speed is about 6 m/s, however the 530 
previous equations are not used for wind speed greater than 50 m/s. This parametrization is 531 
used for consistency with the Mediterranean Forecasting System (MFS) standard air-sea physics 532 
which was calibrated in a comparison study between different bulk formulas (Castellari et al., 533 
1998). 534 
In order to provide an estimate of the sensitivity of our results on different exchange coefficients, 535 
we recomputed the total heat and freshwater budgets using an alternative parametrization. 536 
Figure 11b shows the coefficient obtained from the Coupled Ocean-Atmosphere Response 537 
Experiment (COARE) bulk algorithm (version 3.0) as described in Fairall et al. [2003] and then 538 
expressed as polynomial functions by Kara et al. [2005]. These so-called NRL Air-Sea Exchange 539 
Coefficients (NASEC) include stability dependence through air-sea temperature difference, wind 540 
speed at 10 m above the sea surface and relative humidity. 541 
Table 4 presents the total fluxes and their components computed at the original ERA-40 542 
resolution using Kondo and NASEC parametrizations. The coefficients are about 10% different 543 
at low wind speed and this produces a difference of 8 W/m2 in the latent heat of evaporation and 544 
1 W/m2 in the sensible heat flux. This result confirms the choice of Kondo (1975) for the 545 
Mediterranean Sea, which gives the value of 94 W/m2 as suggested by Gilman and Garrett 546 
(1994) with corrected atmospheric fields from ERA-40.547 
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Figure/Table Captions 692 
 693 
Table 1: Heat and freshwater total fluxes and components for the period 1985-2001. The first 694 
column shows the fluxes given in the ERA-40 data set. The other six columns indicate the 695 
surface heat flux components obtained with different corrections that have been cumulatively 696 
applied.  697 
Columns 2, 3 and 4 show the results when bulk formulas (2, 3, 7 and 8) are applied and QSD  and 698 
QLD  are computed according to equations 5 and 6, respectively, with no corrections in the ERA-699 
40 input fields, corrected winds and corrected wind plus SST. The remaining columns use QSD  700 
and QLD  from ISCCP-FD. Column 6 and 7 also include the humidity correction and the CMAP 701 
precipitation is included only in column 7. 702 
 703 
Table 2: Heat and freshwater budget components for the 44-year period 1958-2001. The first 704 
column represents the values given in the original ERA-40 data set. The second column shows 705 
those obtained with the ”Corrected ERA-40 data set”, including QSD  and QLD , and calculated by 706 
means of equations 2, 3, 7 and 8. Also included is the correction for ERA-40 precipitation that is 707 
obtained as the sum of convective and large-scale precipitation. 708 
 709 
Table 3: Parameters in expressions for neutral bulk transfer coefficients 710 
 711 
Table 4: Sensitivity of the total budget to the bulk transfer coefficient parametrization. Column 712 
1 and 2 show total heat and freshwater fluxes and their components obtained with the ”Corrected 713 
ERA-40 data set”, including QSD  and QLD , and calculated by means of equations 2, 3, 7 and 8, 714 
using Kondo (1975) and NASEC bulk transfer coefficients, respectively. 715 
 716 
Figure 1: Surface downward shortwave radiation data. Each star represents a time average for a 717 
given station in the period 1993-2001. Blue, black and red stars are ERA-40, ISCCP- FD and 718 
AGIP data respectively. Stations have been ordered by decreasing latitudes, and their positions 719 
are located in the map. AGIP data were kindly supplied by ENI-AGIP division, Milan. 720 
 721 
Figure 2: Wind speed correction factor RW . The ratio is computed for the years 2000 and 2001 722 
according to equation (9). The 2 years average QSCAT wind speed is always greater than the 723 
ERA-40 one. Values are restricted to being no greater than 1.3, because larger values are mainly 724 
due to interpolation problems in coastal areas. 725 
 726 
Figure 3: SST correction term DS . The difference is computed for the period 1985-2001 727 
according to equation (10). The spatial domain is the same of the MFS OGCM, thus the 728 
correction for the Black Sea is not possible. 729 
 730 
Figure 4: Surface solar radiation downward correction factor RR . The ratio is computed 731 
following equation (11) for the period 1985-2001. The ISCCP-FD radiation is greater than the 732 
ECMWF reanalysis one, as demonstrated by comparison with in situ observations, with a north-733 
west south-east gradient. 734 
 735 
Figure 5: Specific humidity correction term DH  in g /Kg. The difference is computed for the 736 
period 1980-1993 according to equation (12). 737 
 738 
Figure 6: Precipitation correction factor RP . The ratio has been computed for the period 1979-739 
2001, according to equation (13). A north-south pattern is visible in the Mediterranean Basin 740 
error field. 741 
 742 
Figure 7: Time series of surface averaged monthly corrected TA  (A), TS  (B), qA  (C), C (D) and 743 
V  (E) with the bias reductions applied to sea surface temperature, specific humidity and wind 744 
speed. The time window is 1958-2001. The mean value (solid line) and ±1 standard deviation 745 
(shaded line) are also indicated. 746 
 747 
Figure 8: Time series of the surface monthly averaged heat fluxes calculated with the final 748 
parametrization (equations (2), (3), (7) and (8); see column 2 of tab. 2) including all the 749 
mentioned corrections: QS  (A), QL  (B), QE  (C), QH  (D) and QT  (E). The total mean (solid line) 750 
and ±1 standard deviation (shaded line) are also indicated. 751 
 752 
Figure 9: Climatology of QT  [W /m
2] for the month of July (A), December (B), annual (C) and 753 
of FT  [m/yr] annual (D). The figures are obtained using the air sea physics which produces the 754 
fluxes of tab. 2; column 2 and for the time window 1958->2001. 755 
 756 
Figure 10: Panel A: Yearly averaged net surface heat flux, QT , (see tab 2; column 2) computed 757 
with formulas (2), (3), (7) and (8) using radiative fields provided by ERA-40 and applying all the 758 
corrections described in section 4. Panel B: 5-year running mean of net surface heat flux (black 759 
line; left axes) and Winter (December through March) NAO index based on the difference of 760 
normalized sea level pressure between Lisbon, Portugal and Stykkisholmur/Reykjavik, Iceland 761 
(red line; right axes). 762 
 763 
Figure 11: (a) Kondo (1975) 10 m CE bulk transfer coefficient as a function of wind speed and 764 
for 7 different TA-TS values; (b) 10 m CE bulk transfer coefficient obtained from the Coupled 765 
Ocean-Atmosphere Response Experiment (COARE) bulk algorithm (version 3.0) as described in 766 
Fairall et al. (2003). The plot has been obtained for relative humidity equal to 80% and shows CE 767 
as a function of the wind speed for 7 different TA-TS values.768 
Tables 769 
 770 
 771 
 772 
Table 1: Heat and freshwater total fluxes and components for the period 1985-2001. The first 773 
column shows the fluxes given in the ERA-40 data set. The other six columns indicate the 774 
surface heat flux components obtained with different corrections that have been cumulatively 775 
applied.  776 
Columns 2, 3 and 4 show the results when bulk formulas (2, 3, 7 and 8) are applied and QSD  and 777 
QLD  are computed according to equations 5 and 6, respectively, with no corrections in the  778 
ERA-40 input fields, corrected winds and corrected wind plus SST. The remaining columns use  779 
QSD  and QLD  from ISCCP-FD. Column 6 and 7 also include the humidity correction and the  780 
CMAP precipitation is included only in column 7. 781 
 782 
 783 
 784 
 785 
 ERA-40 No Corr. +Wind +SST +Radiation +Humidity +CMAP 
QS  [W /m
2] 162 202 202 202 183 183 183 
QL  [W /m
2] -79 -87 -87 -88 -80 -80 -80 
QE  [W /m
2] -86 -80 -99 -100 -100 -91 -91 
QH  [W /m
2] -10 -12 -14 -16 -16 -16 -16 
QT  [W /m
2] -13 24 2 -2 -13 -4 -4 
        
E [m/yr] -1.08 -1.02 -1.27 -1.28 -1.28 -1.17 -1.17 
P [m/yr] 0.39 0.39 0.39 0.39 0.39 0.39 0.47 
FT  [m / yr] -0.69 -0.64 -0.89 -0.90 -0.90 -0.79 -0.70 
 786 
 ERA-40 Corrected 
QS  [W /m
2] 161 178 
QL  [W /m
2] -78 -79 
QE  [W /m
2] -86 -92 
QH  [W /m
2] -10 -14 
QT  [W /m
2] -13 -7 
   
E [m/yr] -1.08 -1.18 
P [m/yr] 0.39 0.53 
FT  [m / yr] -0.70 -0.64 
 787 
Table 2: Heat and freshwater budget components for the 44-year period 1958-2001. The first 788 
column represents the values given in the original ERA-40 data set. The second column shows 789 
those obtained with the ”Corrected ERA-40 data set”, including QSD  and QLD , and calculated by 790 
means of equations 2, 3, 7 and 8. Also included is the correction for ERA-40 precipitation that is 791 
obtained as the sum of convective and large-scale precipitation. 792 
 793 
 794 
V  [m /s] ah  ae  bh be ch ce ph  pe
0.3 to 2.2 0 0 1.185 1.23 0 0 -0.157 -0.16 
2.2 to 5 0.927 0.969 0.0546 0.0521 0 0 1 1 
5 to 8 1.15 1.18 0.01 0.01 0 0 1 1 
8 to 25 1.17 1.196 0.0075 0.008 -0.00045 -0.0004 1 1 
25 to 50 1.625 1.68 -0.017 -0.016 0 0 1 1 
 795 
Table 3: Parameters in expressions for neutral bulk transfer coefficients. 796 
 797 
 798 
 Kondo NASEC 
QS  [W /m
2] 182 182 
QL  [W /m
2] -79 -79 
QE  [W /m
2] -94 -86 
QH  [W /m
2] -14 -13 
QT  [W /m
2] -5 4 
   
E [m/yr] -1.20 -1.10 
P [m/yr] 0.53 0.53 
FT  [m / yr] -0.67 -0.57 
 799 
Table 4: Sensitivity of the total budget to the bulk transfer coefficient parametrization. Column 800 
1 and 2 show total heat and freshwater fluxes and their components obtained with the ”Corrected 801 
ERA-40 data set”, including QSD  andQLD , and calculated by means of equations 2, 3, 7 and 8, 802 
using Kondo (1975) and NASEC bulk transfer coefficients, respectively. 803 
 804 
805 
Figures 806 
 807 
 808 
 809 
Figure 1: Surface downward shortwave radiation data. Each star represents a time average for a 810 
given station in the period 1993-2001. Blue, black and red stars are ERA-40, ISCCP- FD and 811 
AGIP data respectively. Stations have been ordered by decreasing latitudes, and their positions 812 
are located in the map. AGIP data were kindly supplied by ENI-AGIP division, Milan. 813 
 814 
 815 
 816 
 817 
Figure 2: Wind speed correction factor RW . The ratio is computed for the years 2000 and 2001 818 
according to equation (9). The 2 years average QSCAT wind speed is always greater than the 819 
ERA-40 one. Values are restricted to being no greater than 1.3, because larger values are mainly 820 
due to interpolation problems in coastal areas. 821 
 822 
 823 
 824 
 825 
 826 
 827 
 828 
 829 
 830 
 831 
 832 
 833 
 834 
Figure 3: SST correction term DS . The difference is computed for the period 1985-2001 835 
according to equation (10). The spatial domain is the same of the MFS OGCM, thus the 836 
correction for the Black Sea is not possible. 837 
 838 
 839 
 840 
Figure 4: Surface solar radiation downward correction factor RR . The ratio is computed 841 
following equation (11) for the period 1985-2001. The ISCCP-FD radiation is greater than the 842 
ECMWF reanalysis one, as demonstrated by comparison with in situ observations, with a north-843 
west south-east gradient. 844 
 845 
 846 
 847 
 848 
 849 
 850 
 851 
 852 
 853 
 854 
 855 
 856 
 857 
 858 
Figure 5: Specific humidity correction term DH  in g /Kg. The difference is computed for the 859 
period 1980-1993 according to equation (12). 860 
 861 
 862 
 863 
 864 
 865 
Figure 6: Precipitation correction factor RP . The ratio has been computed for the period 1979-866 
2001, according to equation (13). A north-south pattern is visible in the Mediterranean Basin 867 
error field. 868 
 869 
Figure 7: Time series of surface averaged monthly corrected TA  (A), TS  (B), qA  (C), C (D) and 870 
V  (E) with the bias reductions applied to sea surface temperature, specific humidity and wind 871 
speed. The time window is 1958-2001. The mean value (solid line) and ±1 standard deviation 872 
(shaded line) are also indicated. 873 
 874 
Figure 8: Time series of the surface monthly averaged heat fluxes calculated with the final 875 
parametrization (equations (2), (3), (7) and (8); see column 2 of tab. 2) including all the 876 
mentioned corrections: QS  (A), QL  (B), QE  (C), QH  (D) and QT  (E). The total mean (solid line) 877 
and ±1 standard deviation (shaded line) are also indicated. 878 
 879 
Figure 9: Climatology of QT  [W /m
2] for the month of July (A), December (B), annual (C) and 880 
of FT  [m/yr] annual (D). The figures are obtained using the air sea physics which produces the 881 
fluxes of tab. 2; column 2 and for the time window 1958->2001. 882 
 883 
 884 
Figure 10: Panel A: Yearly averaged net surface heat flux, QT , (see tab 2; column 2) computed 885 
with formulas (2), (3), (7) and (8) using radiative fields provided by ERA-40 and applying all the 886 
corrections described in section 4. Panel B: 5-year running mean of net surface heat flux (black 887 
line; left axes) and Winter (December through March) NAO index based on the difference of 888 
normalized sea level pressure between Lisbon, Portugal and Stykkisholmur/Reykjavik, Iceland 889 
(red line; right axes). 890 
 891 
 892 
 893 
 894 
 895 
Figure 11: (a) Kondo (1975) 10 m CE bulk transfer coefficient as a function of wind speed and 896 
for 7 different TA-TS values; (b) 10 m CE bulk transfer coefficient obtained from the Coupled 897 
Ocean-Atmosphere Response Experiment (COARE) bulk algorithm (version 3.0) as described in 898 
Fairall et al. (2003). The plot has been obtained for relative humidity equal to 80% and shows CE 899 
as a function of the wind speed for 7 different TA-TS values. 900 
