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GEOMETRIC REALIZATION OF THE SEGAL–SUGAWARA
CONSTRUCTION
DAVID BEN-ZVI AND EDWARD FRENKEL
To Graeme Segal on his 60th birthday
Abstract. We apply the technique of localization for vertex algebras to the Segal-
Sugawara construction of an “internal” action of the Virasoro algebra on affine Kac-
Moody algebras. The result is a lifting of twisted differential operators from the
moduli of curves to the moduli of curves with bundles, with arbitrary decorations
and complex twistings. This construction gives a uniform approach to a collection
of phenomena describing the geometry of the moduli spaces of bundles over varying
curves: the KZB equations and heat kernels on non-abelian theta functions, their
critical level limit giving the quadratic parts of the Beilinson-Drinfeld quantization
of the Hitchin system, and their infinite level limit giving a Hamiltonian description
of the isomonodromy equations.
1. Introduction.
1.1. Uniformization. Let G be a complex connected simply-connected simple alge-
braic group with Lie algebra g, and X a smooth projective curve over C. The geometry
of G–bundles on X is intimately linked to representation theory of the affine Kac-
Moody algebra ĝ, the universal central extension of the loop algebra Lg = g⊗K, where
K = C((t)). More precisely, let G(O), where O = C[[t]], denote the positive half of
the loop group G(K). There is a principal G(O)–bundle over the moduli space (stack)
BunG(X) of G–bundles on X, which carries an infinitesimally simply transitive action
of Lg. This provides an infinitesimal “uniformization” of the moduli of G–bundles.
Moreover, this uniformization lifts to an infinitesimal action of ĝ on the “determinant”
line bundle C on BunG(X), whose sections give the nonabelian versions of the spaces
of theta functions.
The geometry of the moduli space Mg,1 of smooth pointed curves of genus g is
similarly linked to the Virasoro algebra V ir, the universal central extension of the
Lie algebra DerK of derivations of K (or vector fields on the punctured disc). Let
AutO denote the group of automorphisms of the disc. Then there is a principal AutO–
bundle over Mg,1 which carries an infinitesimally transitive action of DerK. This
uniformization lifts to an infinitesimal action of the Virasoro algebra on the Hodge line
bundle H on Mg,1.
These uniformizations can be used, following [BB, BS], to construct localization
functors from representations of the Virasoro and Kac-Moody algebras to sheaves on
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the corresponding moduli spaces. Using these localization functors, one can describe
sheaves of modules over (twisted) differential operators, as well as sheaves on the cor-
responding (twisted) cotangent bundles over the moduli spaces. The sheaves of twisted
differential operators and twisted symbols (functions on twisted cotangent bundles)
themselves are particularly easy to describe in this fashion: they are the localizations
of the vacuum modules of the respective Lie algebras.
The Virasoro algebra acts on the Kac-Moody algebra via its natural action by deriva-
tions on the space K of Laurent series. Therefore we form the semidirect product
g˜ = V ir ⋉ ĝ, which uniformizes the moduli stack BunG,g,1 classifying G–bundles over
varying pointed curves of genus g. There is now a two-parameter family of line bun-
dles Lk,c on which the (two-parameter) central extension g˜ acts, and the corresponding
two-parameter families of sheaves of twisted differential operators and twisted symbols.
Thus it is natural to look to the structure of g˜ for information about the variation of
G–bundles over the moduli of curves.
1.2. The Segal-Sugawara construction. The interaction between the variation of
curves and that of bundles on curves is captured by a remarkable feature of affine
Kac-Moody algebras, best seen from the perspective of the theory of vertex algebras.
The Segal-Sugawara construction presents the action of the Virasoro algebra on ĝ as an
internal action, by identifying infinite quadratic expressions in the Kac-Moody genera-
tors which satisfy the Virasoro relations. More precisely, the Virasoro algebra embeds
in a certain completion of U ĝ, and hence acts on all smooth representations of ĝ of
non-critical levels. From the point of view of vertex algebras, the construction simply
involves the identification of a conformal structure, i.e., a certain distinguished vector,
in the vacuum module over ĝ.
Our objective in this paper is to draw out the different geometric consequences of
this construction in a simple uniform fashion. Our approach involves four steps:
• We consider the Segal-Sugawara construction as defining a G(O)–invariant em-
bedding of the vacuum module of the Virasoro algebra into the vacuum module
of the Virasoro–Kac-Moody algebra g˜.
• Twists of the vacuum modules form sheaves of algebras on the relevant mod-
uli spaces, and the above construction gives rise to a homomorphism of these
sheaves of algebras.
• The sheaves of twisted differential operators on the moduli spaces are quo-
tients of the above algebras, and the vertex algebraic description of the Segal-
Sugawara operators guarantees that the homomorphism descends to a homo-
morphism between sheaves of differential operators.
• All of the constructions vary flatly with respect to the Kac-Moody level and
the Virasoro central charge and possess various “classical” limits which may be
described in terms of the twisted cotangent bundles to the respective moduli
spaces.
Our main result is the following theorem. Let Π : BunG,g → Mg denote the pro-
jection from moduli of curves and bundles to moduli of curves, k, c ∈ C (the level
and charge), µg = h
∨ dim g and ck = c −
k dim g
k + h∨
. We denote by Dk,c, Dk/Mg , and
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Dck respectively the corresponding sheaves of twisted differential operators on BunG,g,
relative to Mg, and on Mg. The sheaves of twisted symbols (functions on twisted
cotangent bundles) with twists λ, µ on Mg and BunG,g are denoted by O(T
∗
λ,µBunG,g)
and O(T ∗λµMg), respectively.
1.2.1. Theorem.
(1) Let k, c ∈ C with k not equal to minus the dual Coxeter number h∨. There is a
canonical homomorphism of sheaves of algebras on Mg,
Dck −→ Π∗Dk,c,
and an isomorphism of twisted D–modules on BunG,g
Dk/Mg ⊗
O
Π∗Dck
∼= Dk,c.
(2) Let c ∈ C, k = −h∨. There is an algebra homomorphism
O(T ∗µgM) −→ Π∗D−h∨,c.
(3) For every λ, µ ∈ C there is a (λ–Poisson) homomorphism
O(T ∗λµMg) −→ Π∗O(T
∗
λ,µ BunG,g).
1.2.2. Moreover, the homomorphisms (2) and (3) are suitably rescaled limits of (1). In
fact we prove a stronger result, valid for moduli of curves and bundles with arbitrary
“decorations”. Namely, we consider moduli of curves with an arbitrary number of
marked points, jets of local coordinates and jets of bundle trivializations at these points.
(For the sake of simplicity of notation, we work with the case of a single marked point
or none – the multipoint extension is straightforward.)
1.3. Applications. The homomorphism (1) allows us to lift vector fields on Mg to
differential operators on BunG,g, which are first order along the moduli of curves and
second order along moduli of bundles. In the special case of k ∈ Z+ and no decorations,
this gives a direct algebraic construction of the heat operators acting on non-abelian
theta functions (the global sections of Lk,c along BunG(X)) constructed by different
means in [ADW, Hi2, BK, Fa1]. Our approach via vertex algebras makes clear the
compatibility of this heat equation with the projectively flat connection on the bundle
of conformal blocks coming from conformal field theory ([TUY, FrS])— the Knizhnik–
Zamolodchikov–Bernard equations, or higher genus generalization of the Knizhnik–
Zamolodchikov equations, [KZ]. This compatibility has also been established in [La].
The important feature of our proof which follows immediately from part (1) of the
above theorem is that the heat operators depend on two complex parameters k and c,
allowing us to consider various limits. This answers some of the questions raised by
Felder in his study of of the general KZB equations over the moduli space of pointed
curves for arbitrary complex levels (see [Fel], § 6).
The geometric significance of the two classical limit statements (2), (3) comes from
the identification of the twisted cotangent bundles of Mg and BunG(X) as the moduli
spaces T ∗1Mg = Proj g of algebraic curves with projective structures and T
∗
1BunG(X) =
ConnG(X) of G–bundles with holomorphic connections, respectively. As the parameter
k approaches the critical level −h∨, the component of the heat kernels along the moduli
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of curves drops out, and we obtain commuting global second order operators on the
moduli BunG(X) (for a fixed curve X) from linear functions on the space of projective
structures on X. Thus we recover the quadratic part of the Beilinson–Drinfeld quanti-
zation of the Hitchin hamiltonians (see [BD1]) in part (2). When we take k, c to infinity
in different fashions, we obtain the classical limits in part (3). For λ, µ = 0 (i.e., as the
symbols of our operators) we recover the quadratic part of the Hitchin integrable sys-
tem [Hi1], namely, the hamiltonians corresponding to the trace of the square of a Higgs
field. For λ 6= 0 we obtain a canonical (non-affine) decomposition of the twisted cotan-
gent bundle T ∗λ,µBunG = ExConn
λ,µ
G,g, the space of extended connections ([BS, BZB2]),
into a product over Mg of the spaces of projective structures and flat connections. This
recovers a construction of Bloch–Esnault and Beilinson [BE]. (This decomposition is
also described from the point of view of kernel functions in [BZB1], where it is related
to the Klein construction of projective connections from theta functions and used to
give a conjectural coordinate system on the moduli of bundles.)
For λ 6= 0, the homomorphism (3) gives a Hamiltonian action of the vector fields on
Mg on the moduli space of flat G–bundles. This gives a time-dependent Hamiltonian
system (see [M]), or flat symplectic connection, on the moduli ConnG,g of flat connec-
tions, with times given by the moduli of decorated curves. By working with arbitrary
level structures, we obtain a similar statement for moduli spaces of connections with
arbitrary (regular or irregular) singularities. We show that this is in fact a Hamiltonian
description of the equations of isomonodromic deformation of meromorphic connections
with respect to variation of the decorated curve. In particular, since all of the maps of
the theorem come from a single multi–parametric construction, Theorem 1.2.1 imme-
diately implies the following picture suggested by the work of [LO] (see also [I]), with
arrows representing degenerations:
Quadratic Hitchin System ←− Isomonodromy Equations
↑ ↑
Quadratic Beilinson–Drinfeld System ←− Heat Operators/KZ Equations
Namely, the isospectral flows of the Hitchin system arise as a degeneration of the
isomonodromy equations as λ→ 0 (see also [Kr]), and the isomonodromy Hamiltonians
appear as a degeneration of the KZB equations, previously proved for the Schlesinger
equations (isomonodromy for regular singularities in genus zero) in [Res] (see also [Har]).
1.3.1. Outline of the paper. We begin in Section 2 with a review of the formalism
of localization and the description of twisted differential operators and symbols from
vacuum modules following [BB]. We then apply this formalism in the special case when
the Lie algebras are the affine Kac-Moody and the Virasoro algebras. First, we review
the necessary features of these Lie algebras in Section 3. Theorem 3.3.4 provides the
properties of the Segal-Sugawara construction at the level of representations. Next,
we describe in Section 4 the spaces on which representations of these Lie algebras
localize. These are the moduli stacks of curves and bundles on curves. In Section 5
we describe the implications of the Segal-Sugawara constructions for the sheaves of
differential operators on these moduli spaces. Finally, we consider the classical limits
of the localization and their applications to the isomonodromy questions in Section 6.
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2. Localization.
In this section we review the localization construction for representations of Harish–
Chandra pairs as modules over algebras of twisted differential operators or sheaves on
twisted cotangent bundles. In particular we emphasize the localization of vacuum rep-
resentations, which give the sheaves of twisted differential operators or twisted symbols
(functions on twisted cotangent bundles) themselves.
2.1. Deformations and limits. We first review the standard pattern of deformations
and limits of algebras (see [BB]).
First recall that by the Rees construction, a filtered vector space B =
⋃
iBi has a
canonical deformation to its associated graded grB over the affine line A1 = SpecC[λ],
with the fiber at the point λ isomorphic to B for λ 6= 0, and to grB for λ = 0. The
corresponding C[λ]–module is just the direct sum
⊕
iBi, on which λ acts by mapping
each Bi to Bi+1.
Let g be any Lie algebra. The universal enveloping algebra Ug has the canonical
PBW filtration. The Rees construction then gives us a one-parameter family of algebras
Uλg, with the associated graded algebra U0g = Sym g being the symmetric algebra. The
λ–deformation rescales the bracket by λ, so that taking the λ–linear terms defines the
standard Poisson bracket on the Sym g = C[g∗].
Let
0→ C1→ ĝ→ g→ 0
be a one–dimensional central extension of g. We define a two–parameter family of
algebras
Uk,λĝ = Uλĝ/(1− k · 1),
which specializes to Uλg when k = 0. When λ = 1 we obtain the family Ukĝ of level k
enveloping algebras of ĝ, whose representations are the same as representations of ĝ on
which 1 acts by k · Id. This family may be extended to (k, λ) ∈ P1 × A1, by defining a
C[k, k−1]–algebra
Û = ⊕
(
λ
k
)i
(Uk,λĝ)≤i
and setting
U∞,λĝ = Û/k
−1Û .
Equivalently, we consider the C[k−1]–lattice Λ inside Uk,λ (for k ∈ A
1 \ 0) generated
by 1 and x = λkx for x ∈ g. The algebra U∞,λĝ is then identified with Λ/k
−1Λ. (Note
that the algebras Uk,λĝ may also be obtained from the standard λ–deformation of the
filtered algebras Ukĝ = Uk,1ĝ.)
Let us choose a vector space splitting ĝ ∼= g⊕ C1, so that the bracket in ĝ is given
by a two–cocycle 〈·, ·〉 on g:
[x, y]ĝ = [x, y]g+ 〈x, y〉 · 1
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for x, y ∈ g ⊂ ĝ. If we let x denote λkx for x ∈ g ⊂ ĝ, the algebra Uk,λĝ may be
described as generated by elements x, x ∈ g and 1, with the relations
[x, y] =
λ
k
([x, y]g+ λ〈x, y〉 · 1), [1, x] = 0.
In particular, in the limit k →∞ we obtain a commutative algebra
U∞,λĝ ∼= Symλ ĝ = Sym ĝ/(1 − λ)
with a Poisson structure.
The algebra Symλ ĝ is nothing but the algebra of functions C[ĝ
∗
λ] on the hyperplane
in ĝ∗ consisting of functionals, whose value on 1 is λ. The functions on ĝ∗ form a
Poisson algebra, with the Kirillov–Kostant Poisson bracket determined via the Leibniz
rule by the Lie bracket on the linear functionals, which are elements of ĝ itself. Since
1 is a central element, Symλ ĝ inherits a Poisson bracket as well.
Thus, we have defined a two–parameter family of “twisted enveloping algebras” Uk,λĝ
for (k, λ) ∈ P1 × A1 specializing to Ukĝ for λ = 1 and to the Poisson algebras Symλ ĝ
for k = ∞. The algebras Uk,0ĝ with λ = 0 are all isomorphic (as Poisson algebras) to
the symmetric algebra Sym g.
2.1.1. Harish-Chandra pairs. We now suppose that the Lie algebra g is part of a Harish-
Chandra pair (g,K). Thus K is an algebraic group, and we are given an embedding
k = LieK ⊂ g and an action of K on g compatible with the adjoint action of K on k
and the action of k on g. Suppose further that we have a central extension ĝ, split over
k. Then the action of K lifts to ĝ and (ĝ,K) is also a Harish-Chandra pair.
It follows that the subalgebra of Uk,λĝ generated by the elements x for x ∈ k is
isomorphic to Uλ/kk, degenerating to Sym k for λ = 0 or λ = ∞. Moreover, the action
of k on Uk,λĝ given by bracket with x =
k
λx preserves the lattice Λ and thus is well-
defined in the limit k = ∞. (In this limit the action is generated by Poisson bracket
with k ⊂ Sym k ⊂ Symλ ĝ.) In particular k acts on Uk,λĝ for all (k, λ) ∈ P
1×A1, and so
it makes sense to speak of (Uk,λĝ,K)–modules.
2.2. Twisted differential operators and twisted cotangent bundles. We review
briefly the notions of sheaves of twisted differential operators and of twisted symbols
(functions on twisted cotangent bundles) following [BB].
Let M be a smooth variety equipped with a line bundle L. The Atiyah sequence of
L is an extension of Lie algebras
0→ OM → TL
a
−→ ΘM → 0,
where TL is the Lie algebroid of infinitesimal automorphisms of L, ΘM is the tangent
sheaf, and the anchor map a describes the action of TL on its subsheaf OM .
We can generalize the construction of the family of algebras Uk,λĝ from Section 2.1
to the Lie algebroid TL. We first introduce the sheaf of unital associative algebras Dk
generated by the Lie algebra TL, with 1 ∈ OM ⊂ TL identified with k times the unit.
Due to this identification, Dk is naturally a filtered algebra. Thus we have the Rees
λ–deformation Dk,λ from Dk to its associated graded algebra at λ = 0. Specializing
to λ = 0 we obtain the symmetric algebra SymΘM with its usual Poisson structure,
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independently of k. We may also define a limit of the algebras Dk,λ as k goes to infinity.
In order to do so we introduce a C[k, k−1]–algebra Dλ,k as
Dλ,k =
∞⊕
i=0
(
λ
k
)i
·D≤i(L
⊗k),
and define the limit algebra
D∞,λ = Dλ,k/k
−1 ·Dλ,k.
This algebra is commutative, and hence inherits a Poisson structure from the deforma-
tion process.
2.2.1. Twisted differential operators. Consider the sheaf D(L) of differential operators
acting on sections of L. This is a sheaf of filtered associative algebras, and the associated
graded sheaf is identified with the sheaf of symbols (functions on the cotangent bundle)
as Poisson algebras. Similarly, the sheaf of differential operators D(L⊗k) for any integer
k is also a sheaf of filtered associative unital O–algebras, whose associated graded is
commutative and isomorphic (as a Poisson algebra) to the sheaf of functions on T ∗M .
The sheaf Dk defined above for an arbitrary k ∈ C shares these properties, which
describe it as a sheaf of twisted differential operators. For k ∈ Z there is a canonical
isomorphism of sheaves of twisted differential operators Dk ∼= D(L
⊗k). In particular,
the subsheaf D(L⊗k)≤1 of differential operators of order at most one is identified with
the subsheaf (Dk)≤1, which is nothing but TL with the extension rescaled by k. The
sheaf Dk for general k may also be described as a subquotient of the sheaf of differential
operators on the total space of L×, the complement of the zero section in L (namely,
as a quantum reduction by the natural action of C×).
2.2.2. Twisted cotangent bundles. We may also associate to L a twisted cotangent bun-
dle of M . This is the affine bundle ConnL of connections on L, which is a torsor for
the cotangent bundle T ∗M . For λ ∈ C we have a family of twisted cotangent bundles
T ∗λM , which for λ ∈ Z are identified with the T
∗M–torsors ConnL⊗λ of connections
on L⊗λ. Let L× denote the principal C×–bundle associated to the line bundle L. Then
the space T ∗λM is identified with the Hamiltonian reduction (at λ ∈ C = (LieC
×)∗) of
the cotangent bundle T ∗L× by the action of C×. In particular, T ∗λM carries a canonical
symplectic structure for any λ.
Thus the twisted symbols, i.e., functions on T ∗λM (pushed forward to M) form a
sheaf of OM–Poisson algebras O(T
∗
λM). Its subsheaf of affine functions O(T
∗
λM)≤1 on
the affine bundle T ∗λM forms a Lie algebra under the Poisson bracket. It is easy to
check that there is an isomorphism of sheaves of Poisson algebras D∞,λ ∼= O(T
∗
λM),
identifying O(T ∗λM)≤1 with TL (with the bracket rescaled by λ).
Thus to a line bundle we have associated a two–parameter family of algebras Dk,λ
for (k, λ) ∈ P1 × A1. This specializes for k ∈ Z, λ = 1 to the differential operators
D(L⊗k), for λ = 0 and k arbitrary to symbols O(T ∗M), and for k = ∞, λ ∈ Z to the
Poisson algebra of twisted symbols, O(ConnL⊗λ).
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2.3. Localization. In this section we combine the algebraic picture of Section 2.1 with
the geometric picture of Section 2.2 following [BB, BD1] (see also [FB], Ch. 16).
Let g, ĝ,K be as in Section 2.1. We will consider the following geometric situation:
M̂ is a smooth scheme equipped with an action of (g,K), in other words, an action of
the Lie algebra g on M̂ which integrates to an algebraic action of the algebraic groupK.
Let M = M̂/K be the quotient, which is a smooth algebraic stack, so that π : M̂→M
is a K–torsor. Thus if the g action on M̂ is infinitesimally transitive, then given x̂ ∈ M̂
and x ∈ M its K–orbit, the formal completion of M at x is identified with the double
quotient of the formal group exp(g) of g: by the formal group exp(k) of k on one side,
and the formal stabilizer of x̂ on the other.
Let L denote a K–equivariant line bundle on M̂ and the corresponding line bundle
on M. We assume that the action of g on M̂ lifts to an action of ĝ on L, so that 1 acts
as the identity. For k, λ ∈ P1 × A1, we have an algebra Uk,λĝ from Section 2.1 and a
sheaf of algebras Dk,λ on M̂ from Section 2.2. The action of ĝ on L matches up these
definitions: we have an algebra homomorphism
O
M̂
⊗ Uk,λĝ −→ Dk,λ, (k, λ) ∈ P
1 × A1.
This may also be explained by reduction. Namely, ĝ acts on the total space L× of the
C×–bundle associated to L. Therefore U ĝ maps to differential operators on L×. It also
follows that ĝ acts in the Hamiltonian fashion on T ∗L×, so that Sym ĝ maps in the
Poisson fashion to symbols on L×. The actions of Ukĝ → Dk and Symλ ĝ → O(T
∗
λM̂)
are then obtained from the quantum (respectively, classical) Hamiltonian reduction
with respect to the C× action on L× and the moment values k (respectively, λ).
2.3.1. Localization functor. The action of the Harish-Chandra pair (ĝ,K) on M̂ and L
may be used to construct localization functors from (ĝ,K)–modules to sheaves on M.
Let M be a Uk,λĝ–module with a compatible action of K. We then consider the sheaf
of Dk,λ–modules
∆̂(M) = Dk,λ ⊗
Uk,λĝ
M
on M̂, whose fibers are the coinvariants of M under the stabilizers of the ĝ–action on
L̂×. (By our hypotheses, these lift to ĝ the stabilizers of the g–action on M̂.) The sheaf
∆̂(M) is a K–equivariant Dk,λ–module, and so it descends to a Dk,λ–module ∆k,λ(M)
on M, the localization of M :
∆k,λ(M) = (π∗(Dk,λ ⊗
Uk,λĝ
M))K .
Equivalently, we may work directly on M by twisting. Let
M = M̂×
K
M = π∗(OM̂⊗M)
K
denote the twist of M by the K–torsor M̂ over M (i.e., the vector bundle on M
associated to the principal bundle M̂ and representation M). Then there is a surjection
(2.3.1) M։ ∆k,λ(M),
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and ∆k,λ(M) is the quotient of M by the twist (gstab)M̂ ⊂ (g)M̂ of the sheaf of stabi-
lizers.
2.3.2. Remark. The localization functor ∆k,λ “interpolates” between the localization
∆k : (Ukĝ,K)−mod −→ Dk −mod
as modules for twisted differential operators, and the classical localization
∆λ : (Symλ ĝ,K)−mod −→ O(T
∗
λM)−mod
as quasicoherent sheaves on T ∗λM. The latter assigns to a module over the commutative
ring Symλ ĝ a quasicoherent sheaf on T
∗
λM̂ via the embedding of Symλ ĝ into global
twisted symbols. This K–equivariant sheaf descends to M, where it becomes a module
over the sheaf of twisted symbols O(T ∗λM) and therefore we obtain a sheaf on the
twisted cotangent bundle.
2.4. Localizing the vacuum module. The fundamental example of a (g,K)–module
is the vacuum module
Vg,K = Ind
Ug
Uk C = Ug/(Ug · k)
(we will denote it simply by V when the relevant Harish-Chandra pair (g,K) is clear).
The vector in Vg,K corresponding to 1 ∈ C is denoted by |0〉 and referred to as the
vacuum vector. It is a cyclic vector for the action of g on Vg,K . The vacuum repre-
sentation has the following universality property: given a k–invariant vector m ∈ M
in a representation of g, there exists a unique g–homomorphism m∗ : Vg,K → M with
m∗(|0〉) = m.
An important feature of the localization construction for Harish-Chandra modules
is that the sheaf of twisted differential operators Dk itself arises as the localization
∆(Vg,K) of the vacuum module. This is a generalization of the description of differential
operators on a homogeneous space G/K as sections of the twist
Vg,K = PK ×
K
Vg,K
by the K–torsor PK = G over G/K. Informally, the general statement follows by
applying reduction from G/K to M, which is (formally) a quotient of the formal ho-
mogeneous space exp(g)/ exp(k).
Recall that π : M̂ → M denotes a K–torsor with compatible g–action. We assume
K is connected and affine. In particular, the functor π∗ is exact.
2.4.1. Proposition.
(1) The twist V = M̂ ×
K
V , its subsheaf of invariants VK = OM ⊗ V
K , and the
localization ∆(V ) are sheaves of algebras on M.
(2) The localization ∆(V ) is naturally identified with the sheaf D of differential
operators on M.
(3) The natural maps
OM⊗ V
K −→ V −→ ∆(V ) = DM
are algebra homomorphisms.
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(4) For any (g,K)–module M , the sheaves
OM⊗M
K −→M −→ ∆(M)
are modules over the corresponding algebras in (3).
2.4.2. Proof. The vector space V K = [Ug/Ug · k]k is naturally an algebra, isomorphic
to the quotient N(I)/I of the normalizer N(I) of the ideal I = Ug · k by I. It is also
isomorphic to the algebra (Endg(V ))
opp (with the opposite multiplication), thanks to
the universality property of V , and thus to the algebra of endomorphisms of the functor
of K–invariants (with the opposite multiplication). Hence OM⊗V
K is an OM–algebra.
The sheaf O
M̂
⊗ Ug is a sheaf of algebras, where Ug acts on O
M̂
as differential
operators, and so is A = π∗(OM̂ ⊗ Ug). Let K be the sheaf of OM–Lie algebras
π∗(OM̂⊗ k) (note that the action of k on OM̂ is π
−1(OM)–linear). Then we have
V = [π∗(OM̂⊗ V )]
K
= [π∗(OM̂⊗ V )]
K
= [A/A ·K]K,
which is thus a sheaf of algebras (again as the normalizer of an ideal modulo that ideal).
On the other hand, the localization
∆(V ) = [π∗(DM̂⊗Ug V )]
K
= [π∗(DM̂/DM̂ ·K)]
K
= DM
since K is the sheaf of vertical vector fields. This is in fact the common description of
differential operators on a quotient as the quantum hamiltonian (BRST) reduction of
differential operators upstairs. The obvious maps are compatible with this definition
of the algebra structures. This proves parts (1)–(3) of the proposition.
Finally, for part (4), observe that the Ug–action on M descends to a V–action on M,
since the ideal K acts trivially on the K–invariants M = π∗(OM̂⊗M)
K. Equivalently,
the Lie algebroid M̂ ×
K
g on M acts on the twist M, and the action descends to the
quotient algebroid M̂×
K
g/k, which generates V. The compatibility with the actions of
invariants on MK and of the localization D on the D–module ∆(W ) follow.
2.4.3. Corollary. The space of invariants V K is naturally a subalgebra of the algebra
Γ(M,D) of global differential operators on M.
2.4.4. Changing the vacuum. Let K ⊂ K be a normal subgroup. Then a minor varia-
tion of the proof establishes that the twist of K–invariants VK →֒ V is a subalgebra.
Note moreover that VK depends only on the induced K/K–torsor N̂ = (K/K)
M̂
:
V
K = N̂×K/K V
K .
Now suppose (a,K) is a sub–Harish-Chandra pair of (g,K) (i.e. k ⊂ a ⊂ g). Then
we have the two vacuum modules V = Vg,K ⊃ Va,K and the module Vg,a = Ind
g
aC,
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which is not literally the vacuum module of a Harish-Chandra pair unless a integrates
to an algebraic group.
By Proposition 2.4.1, the twist Va,K and the localization ∆(Va,K) – with respect
to the Harish-Chandra pair (a,K) – are sheaves of algebras, and act on V and ∆(V )
respectively. We then have
2.4.5. Lemma. The quotients V/(Va,K ·V) and ∆(V )/(∆(Va,K)·∆(V )) are isomorphic,
respectively, to the twist Vg,a and the localization ∆(Vg,a) with respect to the Harish-
Chandra pair (g,K).
2.4.6. Twisted and deformed vacua. In general, we define the twisted, classical and
deformed vacuum representations Vk(ĝ), V λ(ĝ) and Vk,λ of Ukĝ, Symλ ĝ and Uk,λĝ,
respectively, as the induced representations
Vk = Ukĝ ⊗
Uk
C
V λ = Symλ ĝ ⊗
Sym k
C
Vk,λ = Uk,λĝ ⊗
Uk,λk̂
C,
where we use the observation (Section 2.1.1) that Ukk̂ is isomorphic to Uk for k 6= ∞
and to Sym k for k =∞. All of these representations carry compatible K–actions.
We then have a general localization principle, describing twisted differential operators
and twisted symbols on M in terms of the corresponding vacuum representations. The
proof of Proposition 2.4.1 generalizes immediately to the family Vk,λ over P
1 × A1.
This is deduced formally from the analogous statement for homogeneous spaces G/K,
twisted by an equivariant line bundle. In that case the algebra of functions on the
cotangent space T ∗G/K|1K = (g/k)
∗ is identified with
V 0 = Sym(g/k) = Sym g ⊗
Sym k
C,
and sections of the twist of V 0 give the sheaf of functions on T
∗G/K. Note that V λ is a
(commutative) algebra; however, it only becomes Poisson after twisting or localization.
To summarize, we obtain the following
2.4.7. Proposition. The localization ∆k,λ(Vk,λ) is canonically isomorphic to the sheaf
of algebras Dk,λ, for (k, λ) ∈ P
1 × A1. In particular ∆k(Vk) ∼= Dk, and ∆λ(V λ) ∼=
O(T ∗λM) as Poisson algebras.
3. Virasoro–Kac-Moody Algebras.
In this section we introduce the Lie algebras to which we wish to apply the formal-
ism of localization outlined in the previous sections. These are the affine Kac-Moody
algebras, the Virasoro algebra and their semi-direct product. We describe the Segal-
Sugawara construction which expresses the action of the Virasoro algebra on an affine
algebra as an “internal” action. We interpret this construction in terms of a homo-
morphism between vacuum representations of the Virasoro and Kac-Moody algebras,
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and identify the critical and classical limits of these homomorphisms. In the subse-
quent sections we will use the localization of this construction to describe sheaves of
differential operators on the moduli spaces of curves and bundles on curves.
3.1. Virasoro and Kac-Moody algebras. Let g be a simple Lie algebra. It carries
an invariant bilinear form (·, ·) normalized in the standard way so that the square length
of the maximal root is equal to 2. We choose bases {Ja}, {Ja} dual with respect to this
bilinear form. The affine Kac-Moody Lie algebra ĝ is a central extension
0→ CK→ ĝ→ Lg→ 0
of the loop algebra Lg = g⊗K of g, with (topological) generators {Jan = J
a ⊗ tn}n∈Z
and relations
(3.1.1) [Jan , J
b
m] = [J
a, Jb]n+m + (J
a, Jb)δn,−mK.
The central extension splits over the Lie subalgebra g(O) ⊂ g(K) (topologically spanned
by Jan, n ≥ 0), so that the affine proalgebraic group G(O) acts on ĝ. Thus we have a
Harish-Chandra pair (ĝ, G(O)). We denote by
Vk = Vk(ĝ) = Ukĝ ⊗
Ug(O)
C
the corresponding vacuum module (see Section 2.4). More generally, let m ⊂ O denote
the maximal ideal tC[[t]]. Let gn(O) = g⊗m
n ⊂ g(O) denote the congruence subalgebra
of level n, and Gn(O) ⊂ G(O) the corresponding algebraic group, consisting of loops
which equal the identity to order n. We denote by
V nk = V
n
k (ĝ) = Ukĝ ⊗
Ugn(O)
C
the vacuum module for (ĝ, Gn(O)).
Let V ir denote the Virasoro Lie algebra. This is a central extension
0→ CC→ V ir → DerK→ 0
of the Lie algebra of derivations of the field K of Laurent series. It has (topological)
generators Ln = −t
n+1∂t, n ∈ Z, and the central element C, with relations
(3.1.2) [Ln, Lm] = (n−m)Ln+m +
1
12
(n3 − n)δn,−mC.
The central extension splits over the Lie subalgebra DerO ⊂ DerK, topologically
spanned by Ln, n ≥ −1. Consider the module
V irc = UcV ir ⊗
U DerO
C.
Since DerO is not the Lie algebra of an affine group scheme, V irc is not strictly speaking
a vacuum module of a Harish–Chandra pair.
The affine group scheme AutO of all changes of coordinates on the disc fixes the
closed point t = 0, so that L−1 = −∂t is not in its Lie algebra, which we denote by
Der 1O. More generally, we set
Der n(O) = m
nDerO ∼= tnC[[t]]∂t
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and let Autn(O) ⊂ Aut0(O) = AutO be the corresponding algebraic subgroups (for
n ≥ 0). Then we have Harish-Chandra pairs (V ir,AutnO) and the corresponding
vacuum modules V irnc (thus we may denote V irc = V ir
0
c ).
The Virasoro algebra acts on ĝ, via its action as derivations of K. In terms of our
chosen bases this action is written as follows:
[Ln, J
a
m] = −mJ
a
n+m.
Let g˜ be the resulting semidirect product Lie algebra V ir ⋉ ĝ. Thus g˜ has topological
generators
Jam (m ∈ Z, J
a ∈ g), Ln (n ∈ Z), K,C,
with relations as above.
The central extension splits over the semidirect product g˜+ = DerO⋉ g(O). We let
Vk,c(g˜) = Ind
g˜
g˜+⊕C1
Ck,c = U g˜ ⊗
U(g˜+⊕C1)
Ck,c,
where Ck,c is the one–dimensional representation of g˜+ ⊕ CK ⊕ CC ⊂ g˜ on which g˜+
acts by zero and K,C act by k, c. Let
g˜n(O) = Der 2n(O)⋉ gn(O) = m
2nDerO⋉mng(O).
3.1.1. Remark. This normalization above, by which we pair gn(O) with Der 2n(O), is
motivated by the Segal-Sugawara construction, cf. Proposition 3.3.1: the Virasoro
generators will be constructed from quadratic expressions in ĝ. Thus in geometric ap-
plications of the Segal–Sugawara operators the orders of trivializations or poles along
the Virasoro (moduli of curves) directions will turn out to be double those along the
Kac–Moody (moduli of bundles) directions (for example the quadratic Hitchin hamil-
tonians double the order of pole of a Higgs field).
3.1.2. The corresponding representation
V nk,c = Uk,cg˜ ⊗
U g˜n(O)
C
agrees with Vk,c for n = 0, while for n > 0 it is identified as the vacuum module for the
Harish-Chandra pair (g˜, G˜n(O)) where G˜n(O) = Aut2n O⋉Gn(O). We will also denote
by G˜(O) the semidirect product AutO⋉G(O).
The pattern of deformations and limits from Section 2.1 applies to the Kac-Moody
and Virasoro central extensions, giving rise to two families of algebras which we denote
Uk,λĝ and Uc,µV ir. Thus for λ = µ = 1 and k = c = 0, Uk,λĝ = Ug(K) and Uc,µV ir =
U DerK, etc. For k = c =∞ we obtain the Poisson algebras Symλ ĝ and Symµ V ir.
We also have classical vacuum modules V λ(ĝ) for (Sym ĝ, G(O)) and V µ(V ir) for
(SymV ir,AutO) and the interpolating families Vk,λ(ĝ) and Vc,µ(V ir).
3.2. Vertex algebras. The vacuum representations Vk, V irc and Vk,c have natural
structures of vertex algebras, and V nk , V ir
n
c and V
n
k,c are modules over the respective
vertex algebras (see [FB] for the definition of vertex algebras and in particular the
Virasoro and Kac-Moody vertex algebras).
The vacuum vector |0〉 plays the role of the unit for these vertex algebras. Moreover,
all three vacuummodules carry natural Harish-Chandra actions of (DerO,AutO): these
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are defined by the natural action of DerO on ĝ, V ir and g˜, preserving the positive halves
and hence giving rise to actions on the corresponding representations. These actions
give rise to a grading operator L0 and a translation operator T = L−1 = −∂z ∈ DerO.
The vertex algebra Vk is generated by the fields
Ja(z) = Y (Ja−1|0〉, z) =
∑
n∈Z
Janz
−n−1
associated to the vectors Ja−1|0〉 ∈ Vk, which satisfy the operator product expansions
Ja(z)Jb(w) =
k(Ja, Jb)
(z − w)2
+
[Ja, Jb](w)
z − w
+ · · ·
(where the ellipses denote regular terms). This may be seen as a shorthand form for
the defining relations (3.1.1). This structure extends to the family Vk,λ. Explicitly,
introduce the C[λ, k−1]–lattice Λ in Vk,λ generated by monomials in J
a
n =
λ
kJ
a
n . These
satisfy relations
[J
a
n, J
b
m] =
λ
k
([Ja, Jb]n+m + λ(J
a, Jb))δn,−m,
or in shorthand
[J, J ] =
λ
k
(J + λ(· · · ))
The vertex algebra structure is defined by replacing the J operators by the rescaled
versions J . In particular we see that we recover the commutative vertex algebra V λ(g)
when k =∞. Recall from [FB], Ch. 15, that a commutative vertex algebra is essentially
the same as a unital commutative algebra with derivation and grading. Thus the
classical vacuum representations V λ(g), V irµ and V λ,µ(g) are naturally commutative
vertex algebras.
Moreover, the description as a degeneration endows V λ(g) with a vertex Poisson
algebra structure. The Poisson structure comes with the following relations
{J
a
n, J
b
m} = [J
a, Jb]n+m + λ(J
a, Jb)δn,−m.
Likewise, the vertex algebra V irc is generated by the field
(3.2.1) T (z) = Y (L−2|0〉, z) =
∑
n∈Z
Lnz
−n−2,
satisfying the operator product expansion
(3.2.2) T (z)T (w) =
c/2
(z −w)4
+
2T (w)
(z − w)2
+
∂wT (w)
z − w
+ · · ·
encapsulating the relations (3.1.2). The µ–deformation V irc,µ is straightforward. The
commutation relations for the generators Ln =
µ
cLn read
[Ln, Lm] =
µ
c
(n−m)Ln+m +
µ2
c
1
12
(n3 − n)δn,−m,
or simply
[L,L] =
µ
c
(L+ µ(· · · )).
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In the limit c = ∞ we obtain a vertex Poisson algebra structure on V µ(g). (As a
commutative algebra with derivation it is freely generated by the single vector L−2|0〉.)
The Poisson operators L have relations
{L,L} = L+ µ(· · · ).
The space Vk,c also carries a natural vertex algebra structure, so that V irc ⊂ Vk,c(g)
is a vertex subalgebra, complementary to Vk(ĝ) ⊂ Vk,c(g), which is a vertex algebra
ideal. In particular, the vertex algebra is generated by the fields Ja(z) and T (z), with
the additional relation
(3.2.3) T (z)Ja(w) =
Ja(w)
(z −w)2
+
∂wJ
a(w)
z − w
+ · · ·
We may combine the above deformations into a two–parameter deformation of Vk,c.
We introduce the C[k−1, c−1]–lattice Λ in Vk,c generated by monomials in Jan =
λ
k
Jan
and Ln =
µ
c
Ln. These satisfy relations
[J, J ] =
λ
k
(J + λ), [L,L] =
µ
c
(L+ µ), [L, J ] =
µ
c
J.
If we impose λ = µ = 0, we obtain the deformation of the enveloping vertex algebra
Vk,c to the symmetric vertex Poisson algebra associated to g˜. We will denote this
limit vertex Poisson algebra by V 0,0(g). We may also specialize µ to 0, making the L
generators central. Thus in this limit we have a noncommutative vertex structure on
the Kac-Moody part, while the Virasoro part degenerates to a vertex Poisson algebra.
Note however that if we keep µ nonzero but specialize λ = 0, the Kac-Moody generators
become commutative but not central. Hence the Kac-Moody part does not acquire a
vertex Poisson structure, and we do not obtain an action of the Kac-Moody vertex
Poisson algebra on Vk,c in this limit.
In order to obtain a vertex Poisson structure, we need a vertex subalgebra which
becomes central, together with a “small parameter” or direction of deformation, in
which to take the linear term. The “generic limit” we consider is obtained by letting
k, c→∞, but with the constraint that our small parameter is
λ
k
=
µ
c
.
In other words, we take terms linear in either one of these ratios. In this limit, the
entire vertex algebra becomes commutative, as can be seen from the relations above.
Thus in the limit we obtain a vertex Poisson algebra, generated by L, J with relations
{J, J} = J + λ {L,L} = L+ µ {L, J} = J.
The resulting vertex Poisson algebra will be denoted by V λ,µ(g), for λ, µ ∈ C.
3.3. The Segal-Sugawara vector. To any vertex algebra V we associate a Lie algebra
U(V ) topologically spanned by the Fourier coefficients of vertex operators from V (see
[FB]). This Lie algebra acts on any V –module. In the case of the Kac-Moody vertex
algebra Vk, the Lie algebra U(Vk) belongs to a completion of the enveloping algebra
Ukĝ. An important fact is that it contains inside it a copy of the Virasoro algebra (if
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k 6= −h∨). In vertex algebra terminology, this means that the Kac-Moody vacuum
modules are conformal vertex algebras.
The conformal structure for Vk,c is automatic. Let ωV = L−2|0〉 ∈ Vk,c(g). This is a
conformal vector for the vertex algebra Vk,c(g): the field T (z) it generates satisfies the
operator product expansion (3.2.2), and hence its Fourier coefficients Ln (see (3.2.1))
give rise to a Virasoro action. The operator L0 is the grading operator and L−1 is
the translation operator T on Vk,c. The action of DerO induced by the Ln (n ≥ −1)
preserves the Kac-Moody part Vk ⊂ Vk,c, but the negative Ln’s take us out of this
subspace.
For level k not equal to minus the dual Coxeter number h∨ of g, the vertex algebra
Vk itself carries a Virasoro action, and in fact a conformal structure, given by the Segal-
Sugawara vector. This means that we have a conformal vector ωS ∈ Vk(ĝ) ⊂ Vk,c(g)
such that the corresponding field satisfies the Virasoro operator product expansion
(3.2.2). This conformal vector is given by
(3.3.1) ωS =
S−2
k + h∨
, S−2 =
1
2
∑
a
Ja1 Ja,−1.
The corresponding Virasoro algebra has central charge
k dim g
k + h∨
. In other words,
Y (ωS, z) =
∑
n∈Z
LSnz
−n−2 (LSn ∈ EndVk,c(g))
and we have
(3.3.2) [LSn , J
a
m] = −mJ
a
n+m,
(3.3.3) [LSn , L
S
m] = (n−m)L
S
n+m +
1
12
k dim g
k + h∨
(n3 − n)δn,m.
We will continue to take the vector ωV as the conformal vector for Vk,c, and use
the notation Ln for the coefficients of the corresponding field T (z). Due to the above
commutation relations, ωS is not a conformal vector for Vk,c, because L
S
0 and L
S
−1 do
not act as the grading and translation operators on the Virasoro generators.
Note that the commutator [Ln, J
a
m] coincides with the right hand side of formula
(3.3.2), and therefore [Ln, L
S
m] is given by the right hand side of formula (3.3.3).
The above construction of the Virasoro algebra action on Vk is nontrivial from the Lie
algebra point of view. Indeed, the operators LSn are given by infinite sums of quadratic
expressions in the Jan , which are nonetheless well-defined as operators on Vk:
Y (ωS , z) =
1
2(k + h∨)
∑
a
: Ja(z)Ja(z) : ,
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so that
LSn =
1
2(k + h∨)
∑
a
∑
m
: JamJa,n−m :
=
1
2(k + h∨)
∑
a

∑
m<0
JamJa,n−m +
∑
m≥0
Ja,n−mJ
a
m

 .
In fact, since this action is given by a vertex operator in Vk, it follows immediately
that any module over the vertex algebra Vk, k 6= −h
∨, carries a compatible action of
the Virasoro algebra. This may also be expressed using completions of the enveloping
algebras of ĝ and g˜. These are the completions which act on all smooth representations,
i.e., those in which every vector is stabilized by a deep enough congruence subgroup
G˜n(O), n ≥ 0. Namely, we define a completion of Uk,cg˜ as the inverse limit
Ûk,cg˜ = lim
←−
Uk,cg˜/(Uk,cg˜ · g˜n(O)).
This is a complete topological algebra, since the multiplication on Uk,c(g˜) is continuous
in the topology defined by declaring the left ideals generated by g˜n(O) to be base of open
neighborhoods of 0. We define a completion of Ukĝ in the same way. These completions
contain the Lie algebras U(Vk,c) and U(Vk), and in particular for k 6= −h
∨ they contain
the Virasoro algebra generated by the Segal-Sugawara operators LSn, n ∈ Z. Hence
any smooth representation of g˜ or ĝ of level k 6= −h∨ inherits a Virasoro action. In
particular, the algebra Ûk,c(g˜) acts on the vacuum modules V
n
k,c
3.3.1. Proposition. For any k 6= −h∨, the Segal-Sugawara operators LSm,m ∈ Z,
define (V ir,Aut2nO)–action of central charge c =
k dimg
k+h∨ on the vacuum modules V
n
k
and V nk,c. Together with the action of (ĝ, Gn(O)), this (V ir,Aut2nO)–action combines
into a (g˜, G˜n(O))–action on V
n
k .
3.3.2. Proof. The action of the LSm given by the Segal-Sugawara operators is well-
defined on V nk because V
k
n is a smooth ĝ–module. Next, we claim L
S
m · |0〉n = 0 for
m ≥ 2n − 1. For (precisely) such m, for each term : Jam−iJa,i : at least one of the two
factors lies in g˜n(O), either immediately annihilating |0〉n or first passing through the
other factor to annihilate |0〉n, leaving a commutator of degreem which also annihilates
|0〉n.
Observe that gn(O) acts locally nilpotently on V
n
k , Der2nO acts locally nilpotently on
ĝ/gn(O) and Der 2nO annihilates |0〉n. This shows that Der 2nO acts locally nilpotently
on V nk . It follows that this action may be exponentiated to the pro-unipotent group
Aut2n(O). The arguments for V
n
k,c are identical.
The fact that the V ir–action on V nk defined by the Segal-Sugawara operators is
compatible with the action of ĝ follows from commutation relations(3.3.2).
3.3.3. The Segal-Sugawara singular vector. We now have two Virasoro actions on the
representations V nk,c: one given by the operators Lm and one given by the operators
LSm. Moreover, both actions have the same commutation relations with the Kac-Moody
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generators Jan . Their difference now defines a third Virasoro action, which has the
crucial feature that it commutes with ĝ. Indeed, setting Sm = Lm − L
S
m, we have
[Sl,Sm] = [Ll, Lm] + ([L
S
l , L
S
m]− [Ll, L
S
m]− [L
S
l , Lm])
= [Ll, Lm]− [L
S
l , L
S
m]
= (l −m)Sl−m +
ck
12
(l3 − l)δl,−m
and
[Sm, J
a
l ] = 0,
where we have introduced the notation
(3.3.4) ck = c−
k dim g
k + h∨
for the central charge of the Sm.
These operators are also defined from the action of a vertex operator. Define the
Segal-Sugawara singular vector S ∈ Vk,c as the difference S = ωV − ωS, for k 6= −h
∨.
The corresponding field
S(z) =
∑
m∈Z
Smz
−m−2
generates the action of the Sm’s on V
n
k,c. The crucial property of S is that it is a singular
vector for the Kac-Moody action, i.e., it is g(O)–invariant:
Jan · S = 0, n ≥ 0.
In what follows we consider V ir2nck as a g˜–module, where ĝ ⊂ g˜ acts by zero. By
Proposition 3.3.1, V nk is also a g˜–module for k 6= −h
∨. Therefore their tensor product
is a g˜–module.
3.3.4. Proposition. Let k, c ∈ C with k 6= −h∨.
(1) The action of the Sm on V
n
k,c defines an embedding S
n
k,c : V ir
2n
ck
−→ V nk,c of
V ir–modules.
(2) Snk,c is a homomorphism of G˜n(O)–modules with respect to the standard action
of G˜n(O) on V
n
k,c and the trivial action of Gn(O) on V ir
2n
ck
.
(3) There is an isomorphism of (g˜, G˜n(O))–modules
sk,c : V
n
k ⊗
C
V ir2nck −→ V
n
k,c
such that sk,c(|0〉 ⊗ v) = S
n
k,c(v).
3.3.5. Proof. The morphism Snk,c is uniquely determined by the requirement that it in-
tertwine the Virasoro action on V ir2nck with the action of the Virasoro algebra generated
by the Sm’s on V
n
k,c, which annihilate the vacuum vector for m ≥ 2n−1. (In particular,
for n = 0, ωV is sent to the Segal-Sugawara singular vector S = S−2 · |0〉n.) To show
that this is an embedding, note that for m < 2n−1 the operators Lm act freely on V
n
k,c,
hence so do the Sm’s, which have the same leading term with respect to the filtration
on V nk,c by the order in the Lm operators.
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The Segal-Sugawara operators commute with the action of ĝ. It follows that the
subspace Sk,c(V ir
2n
ck
) of V nk,c generated by the action of the Sm’s on |0〉n is gn(O)–
invariant, and hence G(O)–invariant. Therefore any vector v ∈ Snk,c(V ir
2n
ck
) ⊂ V nk,c
determines a unique ĝ–homomorphism v∗ : V
n
k → V
n
k,c with v∗(|0〉n) = v. Hence
we have a natural embedding of Snk,c(V ir
2n
ck
) in Homĝ(V
n
k , V
n
k,c), and therefore a ĝ–
homomorphism
(3.3.5) snk,c : V
n
k ⊗ V ir
2n
ck
−→ V nk,c.
The fact that this is a homomorphism of V ir–modules, and therefore of g˜–modules, of
this map is immediate from the formula Sn = Ln − L
S
n for the Virasoro action, where
LSn and Ln denote the Virasoro actions on V
n
k and V
n
k,c, respectively. In particular, we
see that the map Snk,c, identified with the inclusion V ir
2n
ck
→ |0〉 ⊗ V ir2nck , followed by
snk,c, is a homomorphism of G˜n(O)–modules, since the actions of G˜n(O) fixes the vector
|0〉 ⊂ V nk .
We claim that the map snk,c in (3.3.5) is an isomorphism. By the Poincare´–Birkhoff–
Witt theorem, V nk,c has a basis of monomials of the form
Ja1m1 · · · J
al
mk
Ln1 · · ·Lnl |0〉n (mi < n, nj < 2n− 1),
where we choose an ordering on the Kac-Moody and Virasoro generators. It follows
that the same holds with the Lnj replaced by Smj . The map s
n
k,c acts as follows:
(Ja1m1 · · · J
al
mk
|0〉)⊗ (Ln1 · · ·Lnl |0〉) 7→ J
a1
m1 · · · J
ak
mk
Sn1 · · · Snl|0〉n.
Hence it is indeed an isomorphism as claimed.
3.4. Limits of Segal-Sugawara. We would like to describe the behavior of the ho-
momorphisms Snk,c, or equivalently, of the vector S ∈ V
n
k,c which generates them, as
we vary the parameters k, c. In order to describe the different limits, it is convenient
to introduce the parameters λ, µ and consider the full four–parameter family Vk,c,λ,µ
of vertex algebras. The vector S = ωV − ωS is a well-defined element of Vk,c,λ,µ for
k ∈ C \ −h∨, c ∈ C and λ, µ ∈ C \ 0. It has a first order pole when k = −h∨, since the
Segal-Sugawara central charge ck = c −
k dim g
k + h∨
does. It also has a second order pole
along λ = 0 since it contains a term quadratic in the J generators, a first order pole
along µ = 0 and c =∞ since it is first order in the L generators, and a first order pole
along k =∞ since it is quadratic in the J ’s but divided by k+h∨. Thus in these limits
it is necessary to normalize S by its leading term to obtain well-defined, non-zero limits
of the map Sk,c.
3.4.1. Critical level. We would like to specialize the vector S and morphism Sk,c to the
critical level k = −h∨. Introduce the rescaled operators
Sm = (k + h
∨)Sm = (k + h
∨)(Lm − L
S
m),
which are generated by the vertex operator S(z) associated to
S = (k + h∨)S = (k + h∨)L−2 − S−2.
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Thus when k = −h∨, the vector S is well-defined and equal to −S−2. The operators
Sm satisfy
(3.4.1) [Sl,Sm] = (k + h
∨)((l −m)Sl+m +
(k + h∨)(k dim g)
12
(l3 − l)δl,−m).
Let us introduce the notation
µg = h
∨ dim g.
We see that as k approaches the critical level −h∨, as the central charge of the Virasoro
action of the Sm becomes infinite, the renormalized operators Sm become commuting
elements, and moreover satisfy the Poisson relations of the classical Virasoro algebra
U∞,µgV ir = Symµg V ir.
3.4.2. Proposition. The action of the operators Sm defines a G(O)–invariant homo-
morphism S
n
−h∨,c : V ir
2n
µg −→ V
n
−h∨,c of Symµg V ir–modules. For n = 0, S−h∨,c defines
a homomorphism of vertex Poisson algebras V irµg → Z(V−h∨,c(g)) to the center of the
Virasoro–Kac-Moody vertex algebra.
3.4.3. Proof. The morphism S
n
−h∨,c is defined by the universal mapping property of
the vacuum module V ir
n
µg of Symµg V ir. The centrality of S (and hence the map) for
k = −h∨ follows from the fact that the commutators of Sn = (k+h
∨)Sn (for k 6= −h
∨)
with the Ln and J
a
n are divisible by k+ h
∨. That this is a morphism of vertex Poisson
algebras is immediate from the commutation relation (3.4.1).
3.4.4. Infinite limit. Now we would like to study the “generic” classical limit of the
Segal-Sugawara construction in V λ,µ. In order to do so we approach the plane c =
k = ∞ along the direction
λ
k
=
µ
c
, which is the direction we used to define the vertex
Poisson structure on V λ,µ(g). The Segal-Sugawara operators are rescaled as follows:
Sm =
λ2
k Sm. These are the Fourier modes of the vertex operator S(z) associated to the
vector
S =
λ2
k
S ∈ Vk,c,λ,µ,
which is regular for k 6= 0,−h∨ and c, λ, µ arbitrary. In terms of the regular elements
L and J , we have
S = λL−2 −
1
2(k + h∨)
∑
a
J
a
−1Ja,−1 + · · · .
Thus when λ = 0 the linear term drops out and we recover the symbol, −
1
2(k + h∨)
S−2.
The commutation relations for the Sm are as follows:
[Sl,Sm] =
λ4
k2
[Sl,Sm](3.4.2)
= λ
λ
k
((l −m)Sl−m +
λµ
12
(l3 − l)δl,−m + · · · ).(3.4.3)
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We have used the relation µ =
λc
k
, and that
λ2
k
k dim g
k + h∨
=
λ2 dim g
k + h∨
vanishes in the limit k → ∞. Therefore in this limit the Sm’s satisfy the relations of
the Virasoro Poisson algebra Symλµ V ir, with the bracket rescaled by λ. We will refer
to a morphism which is a homomorphism after rescaling by λ as a λ–homomorphism.
We therefore obtain the following analogue of Proposition 3.4.2:
3.4.5. Proposition. The action of the Segal-Sugawara operators Sm defines a λ–homo-
morphism S
n
λ,µ : V ir
2n
λµ −→ V
n
λ,µ of Symλµ V ir–modules. The image is G(O)–invariant,
and Sλ,µ is a λ–homomorphism of vertex Poisson algebras.
4. Moduli Spaces.
In this section we describe the spaces on which representations of the Virasoro and
Kac-Moody algebras and their semi-direct product localize. These are the moduli
spaces of curves, of bundles on a fixed curve and bundles on varying curves, respectively.
We will consider these localization functors following the general formalism outlined in
Section 2. Note that the above moduli spaces are not algebraic varieties, but algebraic
stacks. However, as explained in [BB, BD1], the localization formalism is applicable to
them because they are “good” stacks, i.e., the dimensions of their cotangent stacks are
equal to the twice their respective dimensions.
4.1. Moduli of bundles. Let X be a smooth projective curve over C. Denote by
BunG(X) the moduli stack of principal G–bundles on X, and P the tautological G–
bundle on the product X × BunG(X). (Its restriction to X × {P}, for P ∈ BunG(X),
is identified with P.)
Given x ∈ X, we denote by BunG(X,x, n) the moduli stack of G–bundles with an
nth order jet of trivialization at x, and by B̂unG(X,x) the moduli stack of G–bundles
with trivializations on the formal neighborhood of x (the latter moduli stack is in fact a
scheme of infinite type). For now we fix a formal coordinate t at x, so that the complete
local ring Ox is identified with O = C[[t]]. Later we will vary this coordinate by the
AutO–action. The group scheme G(O) acts on B̂unG(X,x) by changing the formal
trivialization, making B̂unG(X,x) → BunG(X) into a G(O)–torsor. More generally
B̂unG(X,x)→ BunG(X,x, n) is a Gn(O)–torsor.
4.1.1. Theorem. (Kac-Moody Uniformization.)
(1) The Gn(O) action on the moduli space B̂unG(X,x) extends to a formally tran-
sitive action of the Harish-Chandra pair (g(K), Gn(O)).
(2) ([BL1, BL2, DSi]) For G semisimple, the action of the ind-group G(K) on
B̂unG(X,x) is transitive, and there are isomorphisms
B̂unG(X,x) ≃ G(K)out\G(K), BunG(X) ≃ G(K)out\G(K)/G(O).
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4.1.2. Line bundles on BunG(X). We refer to [Sor] for a detailed discussion of the line
bundles on BunG(X). They are classified by integral invariant forms on g, which also
label the Kac-Moody central extensions of LG. The action of ĝ on B̂unG(X,x) lifts
with level one to the line bundle C given by the corresponding invariant form. This
line bundle may be defined by using Theorem 4.1.1 from the action of the Kac-Moody
group Ĝ(K) (the central extension splits over G(X \ x) and hence gives rise to a line
bundle on G(X \ x)\Ĝ(K) = B̂unG(X,x), which descends to BunG(X)).
For example, if G = SLn, the line bundle C may be identified with the determinant
of the cohomology of the universal vector bundle E = P ×
SLn
Cn over X × BunSLn(X),
detRπ2∗E (where π2 : X × BunG(X) → BunG(X)). This identification however is
not canonical (it is not valid for bundles over varying curves, see Section 4.3). More
generally, for any simple algebraic group G powers of C can be defined as determinant
line bundles associated to representations of G.
4.1.3. Localization. For every n the triple
(M̂,M,L) = (B̂unG(X,x),BunG(X,x, n),C)
defined above carries a transitive Harish–Chandra action of (ĝ, Gn(O)) as in Section 2.3.
Therefore we have localization functors from (ĝ, Gn(O))–modules to twisted D–modules
on BunG(X,x, n) (we denote these functors by ∆ as before). In particular, according to
Proposition 2.4.1, (2), for the vacuum module V nk , the sheaf ∆(V
n
k ) on BunG(X,x, n) is
just the corresponding sheaf of twisted differential operators, which we denote uniformly
by Dk. Furthermore, the twist V
n
k = Vĝ,Gn(O) is a sheaf of algebras on BunG(X,x, n),
and we have a surjective homomorphism Vnk → Dk.
The corresponding classical vacuum representations V
n
k localize to give the Poisson
sheaves of functions on the twisted cotangent bundles T ∗λ BunG(X,x, n) = ConnC
λ
corresponding to C. Recall that the cotangent space T ∗
P
BunG(X) at a bundle P is the
space of gP–valued differentials H
0(X, gP⊗ Ω). Therefore we obtain
4.1.4. Proposition. ([Fa1, BS]). The twisted cotangent bundle T ∗1 BunG(X,x, n) is
canonically identified, as a torsor over T ∗BunG(X,x, n), with the moduli stack
ConnG(X,x, n) of bundles with connections with a pole of order at most n at x.
4.2. Moduli of curves. Let Mg denote the moduli stack of smooth projective curves
of genus g, and π : Xg → Mg the universal curve. The stack Xg is identified with
the moduli stack Mg,1 of pointed genus g curves. More generally, we denote by Mg,1,n
the moduli stack of pointed curves with an nth order jet of coordinate at the marked
point, and M̂g,1 = Mg,1,∞ the moduli scheme of curves with a marked point and
formal coordinate (i.e. classifying triples (X,x, z), where (X,x) ∈ Mg,1 and z is a
formal coordinate on X at x). The group scheme AutO acts on M̂g,1 by changing the
coordinate z, making M̂g,1 into an AutO–torsor over Mg,1 and an AutnO–torsor over
Mg,1,n.
For any family of curves π : X → S, we have the Hodge line bundle H on S, defined
by
H = detRπ∗ωX/S ,
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the determinant of the cohomology of the canonical line bundle of X over S. By abuse
of notation we will denote by H the Hodge line bundle of an arbitrary family of curves.
Over the moduli stack M, Mumford has shown that (for g > 1) H generates the Picard
group PicM ∼= Z ·H.
4.2.1. Theorem. [BS, TUY, ADKP, K] (Virasoro Uniformization.) The AutO action
on the moduli space M̂g,1 of pointed, coordinatized curves extends to a formally tran-
sitive action of the Harish-Chandra pair (V ir,AutO) (of level 0). The action of V ir
lifts to an action with central charge −2 on the line bundle H.
4.2.2. Localization. The pattern of localization from Section 2.3 applies directly to the
AutnO–bundle M̂g,1 →Mg,1,n and the Harish–Chandra pairs (V ir,AutnO). Therefore
we have localization functors from (V ir,Autn O)–modules to twisted D–modules on
Mg,1,n. In particular, the localization of the vacuum module V ir
n
c gives us the sheaf
of twisted differential operators on Mg,1,n, denoted by Dc, and their classical versions
give us Poisson algebras of functions on twisted cotangent bundles. Furthermore, the
twist Virnc = VV ir,Autn(O) is a sheaf of algebras on Mg,1,n, and we have a surjective
homomorphism Virnc → Dc.
A similar picture holds for the fibration M̂g,1 → Mg and the pair (V ir,DerO),
except that DerO does not integrate to a group (only to an ind-group, see [FB], Ch.
5), and M̂g,1 →Mg is not a principal bundle, so that the definition of localization does
not carry over directly. Nevertheless, we obtain the desired description of differential
operators on Mg by first localizing V irc on Mg,1 (or Mg,1,n), using the fact that the
corresponding D–modules descend along the projection π : Mg,1 →Mg:
4.2.3. Proposition. The localization of the Virasoro module V irc on Mg,1 is isomor-
phic to the pullback π∗Dc of the sheaf of twisted differential operators on Mg.
4.2.4. Proof. By Lemma 2.4.5, the localization ∆(V irc) is the quotient of ∆(V ir
0
c ) = Dc
by the action of the partial vacuum representation ∆(VDerO,Der 0O). However, the latter
is readily identified as the sheaf of relative differential operators, ∆(VDerO,Der 0O) =
Dc/Mg . Indeed the action of DerO on M̂g is free and generates the relative vector
fields on the universal curve – the M̂g twist (DerO/Der 0O)M̂g is precisely the relative
tangent sheaf of Mg,1 over Mg. But the quotient of the sheaf of differential operators
by the ideal generated by vertical vector fields is the pullback of the sheaf of differential
operators downstairs, whence the proposition.
4.2.5. Recall (see, e.g., [FB]) that the space of projective structures on X is a torsor
over the quadratic differentials H0(X,Ω⊗2), which is the cotangent fiber ofMg at x. The
Virasoro uniformization of Mg, together with the canonical identification of projective
structures on the punctured disc with a hyperplane in V ir∗, give us the following:
4.2.6. Corollary. ([BS]) There is a canonical identification of the twisted cotangent
bundles T ∗λMg = Proj g (for λ = 12).
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4.2.7. Similarly the twisted cotangents to the moduli Mg,1,n of curves with marked
points and level structures are identified with the moduli Proj λg,1,n of λ–projective
structures with poles at the corresponding points.
4.3. Moduli of curves and bundles. The discussions of the moduli spaces Mg and
BunG(X) above may be generalized to the situation where we vary both the curve and
the bundle on it. Let BunG,g denote the moduli stack of pairs (X,P), where X is a
smooth projective curve of genus g, and P is a principal G–bundle on X. Thus we have
a projection
Π : BunG,g −→Mg
with fiber over X being the moduli stack BunG(X). Let BunG,g,1 denote the moduli
stack classifying G–bundles on pointed curves, i.e., the pullback of the universal curve
to BunG,g:
BunG,g,1 = Mg,1 ×
Mg
BunG
πG−→ BunG,g
We denote by Π0 : BunG,g,1 →Mg,1 the map forgetting the bundles. We let BunG,g,1,n
denote the moduli stack of quintuples (X,x,P, z, τ) consisting of a G–bundle P with
an nth order jet of trivialization τ on a pointed curve (X,x) with 2nth order jet of
coordinate z. We let Πn : BunG,g,1,n → Mg,1,2n denote the map forgetting (P, τ). For
n = ∞ we obtain the moduli scheme B̂unG,g of bundles with formal trivialization on
pointed curves with formal coordinates.
There is a natural two–parameter family of line bundles on BunG,g. Namely, there is
a Hodge bundle H associated to the family of curves πG : BunG,g,1 → BunG,g (which is
the Π pullback of the Hodge bundle on Mg). The universal principal G–bundle P lives
on this universal curve BunG,g,1, so we may also consider the line bundle C associated
to the principal bundle P. The bundle C is trivial on the section triv : Mg → BunG.g
sending a curve to the trivial G–bundle. Let Lk,c = C
⊗k ⊗H⊗c. For simply-connected
G this assignment gives an identification Pic(BunG,g) ∼= Z⊕ Z (see [La]).
For G = SLn we may consider the determinant bundle detRπ2∗E as before, where
π2 is the projection from the universal curve and E = P×SLnC
n is the universal vector
bundle. The determinant of the cohomology of the trivial rank n bundle gives the nth
power of the Hodge line bundle, while for fixed curve the determinant bundle may be
identified with C. Thus we have the Riemann-Roch identification
detRπ2∗E ∼= C⊗H
⊗n = L1,n.
(In this case the determinant and Hodge bundles also span the Picard group.) In
general we have determinant line bundles Lρ for any representation ρ : G→ SLn.
4.3.1. Extended connections. For each λ, µ ∈ C, we have the corresponding twisted
cotangent bundle T ∗λ,µ BunG,g, which is Conn (Lλ,µ) when λ, µ are integral. Following
[BZB2, BZB1], we will refer to points of ExConnλ,µG,g = T
∗
λ,µBunG,g as (λ, µ)–extended
connections. Using the short exact sequence of cotangent bundles
0→ Π∗T ∗Mg → T
∗BunG,g → T
∗
/MBunG,g → 0
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and the description (see Proposition 4.1.4) of the relative twisted cotangent bundle of
BunG,g, we obtain an affine projection
(4.3.1) ExConnλ,µG,g → Conn
λ
G,g,
with fibers affine spaces over quadratic differentials. Here ConnG,g denotes the moduli
space of curves equipped with G–bundles and λ–connections, which is identified as the
relative twisted cotangent bundle
Conn λG,g
∼= Conn /MLλ,µ
for any µ ∈ C. (Note that L0,µ = Π
∗Hµ has a canonical connection relative to M, so
that Conn /MLλ,µ ∼= Conn /MLλ,0 for any µ.)
4.3.2. Remark: kernel functions. See also [BZB2] where a concrete description is given
of the identification of projective structures, connections and extended connections
with the twisted cotangent bundles of the moduli of curves and bundles using kernel
functions along the diagonal (in particular the Szego¨ kernel), in the spirit of [BS].
4.3.3. The group schemes G˜n(O) act on B̂unG,g, changing the coordinate z and trivi-
alization τ . This action makes B̂unG,g into a G˜n(O)–torsor over BunG,g,1,n.
4.3.4. Theorem. (Virasoro–Kac-Moody Uniformization.) The G˜n(O)–action on the
moduli stack B̂unG,g extends to a formally transitive action of the Harish-Chandra pair
(g˜, G˜n(O)) (of level and central charge 0). The action of g˜ lifts to an action with level
k and central charge c on the line bundle Lk,c.
4.3.5. Localization. The pattern of localization from Section 2.3 again applies directly
to BunG,g,1,n and the Harish–Chandra pairs (g˜, G˜n(O)). Therefore we have localization
functors from (g˜, G˜n(O))–modules to twisted D–modules on BunG,g,1,n. In particular,
the localization of the vacuum module V nk,c gives us the sheaf of twisted differential
operators on BunG,g,1,n, denoted by Dk,c. As in Section 4.2.2, we would like to show
that the corresponding sheaves descend along the projection πG : BunG,g,1 → BunG,g
to the moduli of curves and bundles itself. The argument of Proposition 4.2.3 carries
over directly to this setting, and we obtain
4.3.6. Proposition. The localization of the Virasoro–Kac-Moody module Vk,c on
BunG,g,1 is isomorphic to the pullback π
∗
GDk,c of the sheaf of twisted differential op-
erators on BunG,g.
Note that we now have a two–parameter family of line bundles Lk,c, and hence the
pattern of deformations of Section 2.1 can be “doubled”, to match up with the picture
of the Virasoro–Kac-Moody vertex algebra Vk,c. Thus, we introduce deformation pa-
rameters λ, µ coupled to the level and charge k, c. This defines a four–parameter family
of algebras Dλ,µ(Lk,c), to which the analogous quasi-classical localization statements
apply.
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5. The Segal-Sugawara Homomorphism.
In this section we apply the techniques of Lie algebra localization and vertex algebra
conformal blocks to the Segal-Sugawara construction from Section 3. We interpret
the result as a homomorphism between sheaves of twisted differential operators on
the moduli stacks introduced in the previous section, and as heat operators on spaces
of nonabelian theta functions. Various classical limits of this construction will be
considered in the next section.
5.1. Homomorphisms between sheaves of differential operators. Let k, c ∈ C
with k 6= −h∨. Let Vnk,c = Vg˜,G˜n(O) be the sheaf on BunG,g,1,n obtained as the twist of
the vacuum module V nk,c over (g˜, G˜n(O)) following the construction of Section 2.4. By
Proposition 2.4.1, this is a sheaf of algebras, equipped with a surjective homomorphism
to the sheaf of (k, c)–twisted differential operators ∆(V nk,c) = Dk,c.
According to Corollary 2.4.3, the subspace of invariants (V nk,c)
G˜n(O) give rise to
global differential operators on BunG,g,1,n. Unfortunately, for k 6= −h
∨ the space
(V nk,c)
G˜n(O) is one-dimensional, spanned by the vacuum vector. However, the Segal-
Sugawara construction provides us with a large space of invariants for the smaller
group Gn(O) ⊂ G˜n(O). Namely, by Proposition 3.3.4, the Gn(O)–invariants contain a
copy of the Virasoro vacuum module Sn : V ir2nck → (V
n
k,c)
Gn(O). We will use this fact
to obtain a homomorphism Dck → Π
n
∗Dk,c of sheaves on Mg,1,2n. The first step is the
following assertion.
Consider V ir2nck as a g˜–module by letting ĝ act by zero. Then the twist Vir
2n
ck
=
V
g˜,G˜n(O)
becomes a sheaf of algebras on Mg,1,2n.
5.1.1. Proposition. There is a homomorphism of sheaves of algebras on Mg,1,2n,
S
n
k,c : Vir
2n
ck
−→ Πn∗V
n
k,c.
5.1.2. Proof. Note that the map Sn : V ir2nck → (V
n
k,c)
Gn(O) is a homomorphism of
G˜n(O)–modules (where the subgroup Gn(O) of G˜n(O) acts by zero). Hence its gives
rise to a homomorphism of the corresponding twists by the G˜n(O)–torsor B̂unG,g →
BunG,g,1,n,
(5.1.1) B̂unG,g ×
BunG,g,1,n
V ir2nck −→ B̂unG,g ×BunG,g,1,n
(V nk,c)
Gn(O) −→
−→ Vnk,c = B̂unG,g ×
BunG,g,1,n
V nk,c.
The first two sheaves are pullbacks from Mg,1,2n. Indeed, since the actions of G˜n(O)
on V ir2nck and (V
n
k,c)
Gn(O) factor through Aut2nO, their twists depend only on the
associated Aut2nO–torsor, which is nothing but the Π
n–pullback of the Aut2nO–torsor
π2n : M̂g,1 →Mg,1,2n. Therefore the maps (5.1.1) may be written as
(Πn)∗Vir2nck −→ (Π
n)∗(Vnk,c)
Gn(O) −→ Vnk,c.
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By adjunction, we obtain the following maps on Mg,1,2n:
Vir2nck −→ (V
n
k,c)
Gn(O) −→ Πn∗V
n
k,c.
We claim that these sheaves are algebras and these maps are algebra homomorphisms.
The third term is the pushforward of an algebra, hence an algebra. The first term is
the twist of the vacuum module for (V ir,Aut2n O), so its algebra structure comes from
Proposition 2.4.1. Next, note that the Harish-Chandra pair (g˜, G˜n(O)) acts on M̂g,1
through the quotient (V ir,Aut2n O), so that the Aut2n O–twist of the Gn(O)–invariants
in V nk,c may be rewritten in terms of the semidirect product G˜n(O):
(Vnk,c)
Gn(O) =
[
πn∗(OM̂g,1 ⊗ V
n
k,c)
]G˜n(O)
.
Thus as in Proposition 2.4.1 the sheaves (Vnk,c)
Gn(O) on Mg,1,2n or BunG,g,1,n are natu-
rally sheaves of algebras. This structure is clearly compatible with that on Πn∗V
n
k,c.
Finally, the maps V ir2nck → V
n
k,c are induced from the homomorphism U(V irck) →
Ûk,cg˜ into the completion of the enveloping algebra of g˜. This homomorphism maps the
subalgebra UDer 2nO to the left ideal generated by the Lie subalgebra g˜n(O). Hence
we obtain a homomorphism of the corresponding vacuum modules, because V nk,c can be
defined as the quotient of the completed algebra Ûk,cg˜ by the left ideal generated by
the Lie subalgebra g˜n(O). It follows that the map Vir
2n
ck
−→ (Vnk,c)
Gn(O) above respects
algebra structures. More precisely, this map comes from the above homomorphism
of enveloping algebras by passing to the normalizers of ideals on both sides, hence it
remains a homomorphism.
5.1.3. By Proposition 5.1.1, we have a diagram of algebra homomorphisms on Mg,1,2n,
Virnck
Sn
k,c
−→ Πn∗V
n
k,c
↓ ↓
Dck Π
n
∗Dk,c
We wish to show that the homomorphism Snk,c descends to the sheaves of twisted dif-
ferential operators. It will then automatically be a homomorphism of algebras of dif-
ferential operators.
5.1.4. Theorem. The homomorphism Snk,c of descends to a homomorphism of algebras
S
n
k,c : Dck −→ Π
n
∗Dk,c.
5.1.5. Spaces of coinvariants. Equivalently, we need to show that up on BunG,g,1,n, the
morphism (Πn)∗Virnck → V
n
k,c descends to (Π
n)∗Dck → Dk,c, since the morphism on
Mg,1,2n is obtained from the former by adjunction.
If we apply the Virasoro–Kac-Moody localization functor ∆ on BunG,g,1,n to the
(g˜, G˜n(O))–modules V ir
2n
ck
and V nk,c, we obtain the desired sheaves (Π
n)∗Dck and Dk,c.
However, the embedding V ir2nck → Vk,c of Proposition 3.3.4 is not a homomorphism
of g˜–modules: it intertwines the Virasoro action on V irnck with the action on Vk,c of
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the Virasoro algebra generated by the Sn’s, not the Ln’s. Because of that, it is not
immediately clear that the map V ir2nck → Vk,c gives rise to a morphism of sheaves
(Πn)∗Dck → Dk,c. In order to prove that, we must use Theorem 5.1.6 below to pass
from Lie algebra coinvariants to vertex algebra coinvariants.
Let us recall some results from [FB] on the spaces of (twisted) coinvariants of vertex
algebras.
Let V be a conformal vertex algebra with a compatible ĝ–structure (see [FB], Section
6.1.3). This means that V carries an action of the Harish-Chandra pair (g˜, G˜(O)),
such that the action of the Lie algebra g˜ is generated by Fourier coefficients of vertex
operators. In particular, our vacuum modules Vk,c and V irc are examples of such vertex
algebras.
Given a vertex algebra of this type, we define its space of twisted coinvariants as
in [FB], Section 8.5.3. Namely, let R be a local C–algebra and (X,x,P) an R–point
of BunG,g, i.e., a pointed curve (X,x) and a G–bundle on X, all defined over SpecR.
Then X carries a natural G˜(O)–bundle P̂, whose fiber over y ∈ X consists of pairs
(z, t), where z is a formal coordinate at y and t is a trivialization of P over the formal
disc around y.
Set
V
P = P̂ ×
G˜(O)
V.
This vector bundle carries a flat connection, and we define the sheaf h(VP⊗ Ω) as the
sheaf of zeroth de Rham cohomology of VP ⊗ Ω. The vertex algebra structure on V
makes this sheaf into a sheaf of Lie algebras. In particular, the Lie algebra UP(Vx)
of sections of h(VP ⊗ Ω) over the punctured disc D×x is isomorphic to the Lie algebra
U(V ) topologically spanned by the Fourier coefficients of all vertex operators from V .
It acts on VPx , the fiber of V
P at x.
Let UPX\x(Vx) be the image of the Lie algebra Γ(X\x, h(V
P ⊗ Ω)) in UP(Vx) =
Γ(D×x , h(V
P⊗Ω)). The space HP(X,x, V ) of twisted coinvariants of V is by definition
the quotient of VPx by the action of U
P
X\x(Vx).
Let AP be the Atiyah algebroid of infinitesimal symmetries of P. We have the exact
sequence
0→ gP → AP → ΘX → 0,
where gP is the sheaf of sections of the vector bundle P×
G
g.
When V = Vk,c, the Lie algebra U
P(Vk,c,x) contains as a Lie subalgebra a canonical
central extension of the Lie algebra Γ(D×x ,A
P) (it becomes isomorphic to g˜ if we choose
a formal coordinate at x and a trivialization of P|Dx). Also, the Lie algebra U
P
X\x(Vk,c,x)
contains
g˜Pout = Γ(X\x,A
P)
as a Lie subalgebra (it is isomorphic to Vect(X\x)⋉ g⊗ C[X\x]).
Likewise, in the case when V = V irc, U
P(Virc,x) contains the Virasoro algebra,
and UPX\x(Virc,x) contains the Lie algebra Vect(X\x) of vector fields on X\x. The
homomorphism V irck → Vk,c of vertex algebra induces injective homomorphisms of Lie
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algebras
UP(Virck,x) →֒ U
P(Vk,c,x)
UPX\x(Virck,x) →֒ U
P
X\x(Vk,c,x)
(since the action of ĝ on V irc is trivial, the Lie algebras on the left do not depend on P).
Note that though the Segal-Sugawara vertex operator is quadratic in the generating
fields of Vk,c, the elements of U
P
X\x(Virck ,x) (and other elements of U
P
X\x(Vx)) cannot
be expressed in terms of the Lie subalgebra g˜Pout of U
P
X\x(Vk,c,x). Nevertheless, we have
the following result which is proved in [FB], Theorem 8.3.3 (see also Remark 8.3.10).
5.1.6. Proposition. For any smooth g˜P–module M (which is then automatically a
UP(Vk,c,x)–module), the space of coinvariants of M by the action of U
P
X\x(Vk,c,x) is
equal to the space of coinvariants of M by the action of g˜Pout.
5.1.7. Proof of Theorem 5.1.4. Fix anR–point (X,x, z,P, t) of BunG,g,1,n, i.e., a pointed
curve (X,x), a 2n–jet of coordinate z at x, a G–bundle P and an n–jet of trivialization
t of P at x, all defined over the spectrum of some local C–algebra R. Let v be a vector
in the fiber of the sheaf Vir2nck over the R–point (X,x, z) of Mg,1,2n, which lies in the
kernel of the surjection Vir2nck |R → Dck |R. In order to prove the theorem, it is sufficient
to show that the image of v in the fiber of the sheaf Vnk,c over the R–point (X,x, z,P, t)
of BunG,g,1,n belongs to the kernel of the surjection V
n
k,c|R → Dk,c|R.
But according to [FB], Lemmas 16.2.9 and 16.3.6, the kernel of the map Vir2nck |R →
Dck |R is spanned by all vectors of the form s ·A, where A ∈ Vir
2n
ck
|R and s ∈ Vect(X\x)
(so that Dck |R is the space of coinvariants of Vir
2n
ck
|R with respect to Vect(X\x)).
Likewise, the kernel of the map Vnk,c|R → Dk,c|R is spanned by all vectors of the form
f · B, where B ∈ Vnk,c|R and f ∈ g˜
P
out (so that Dk,c|R is the space of coinvariants of
Vnk,c|R with respect to g˜
P
out).
So we need to show that the image of a vector of the above form s ·A in Vnk,c|R is in
the image of the Lie algebra g˜Pout. But by Proposition 5.1.6, the space of coinvariants of
Vnk,c|R with respect to g˜out is equal to the space of coinvariants of V
n
k,c|R with respect to
UPX\x(Vk,c,x). This implies the statement of the theorem, because according to the dis-
cussion of Section 5.1.5, UPX\x(Vk,c,x) contains the image of Vect(X\x) ⊂ UX\x(Virck ,x)
as a Lie subalgebra.
5.1.8. Descent to Mg. The homomorphism of Theorem 5.1.4 may be used to describe
differential operators on the moduli of unmarked curves and bundles, Π : BunG,g →Mg.
To do so we first localize the corresponding “vacuum” representations V irck and Vk,c
on BunG,g,1 and Mg,1 and then descend.
5.1.9. Corollary. There is a canonical homomorphism Dck −→ Π∗Dk,c of sheaves of
algebras on Mg.
30 DAVID BEN-ZVI AND EDWARD FRENKEL
5.1.10. Proof. We will construct a morphism of sheaves Π∗Dck → Dk,c on BunG,g,
which gives rise to the desired morphism on Mg by adjunction. This map furthermore
is constructed by descent from BunG,g,1. By Proposition 4.2.3 and Proposition 4.3.6,
the sheaves ∆ck(V irck) and ∆k,c(Vk,c) on Mg,1 and BunG,g,1 are identified with π
∗Dck
and π∗GDk,c. Moreover these identifications are horizontal with respect to the relative
connections inherited by the pullback sheaves. We now need to construct a map between
the pullback of π∗Dck to BunG,g,1 and π
∗
GDk,c which is flat relative to πG and hence
descends to BunG,g.
This morphism Sk,c may be constructed directly following Theorem 5.1.4, or by
applying the change of vacuum isomorphism Lemma 2.4.5 to the homomorphism S1k,c.
The connection along the curve πG : BunG,g,1 → BunG,g is deduced (by passing to
subquotients) from the action of L−1 ∈ DerO on the vacuum modules V irck and Vk,c,
which are compatible under the Segal-Sugawara homomorphism (see Proposition 3.3.4).
Hence the morphism is horizontal along this curve and descends to BunG,g,1.
The morphism Sk,c on Mg is a homomorphism, since it is obtained by reduction (by
change of vacuum, see Lemma 2.4.5) from the corresponding homomorphism S1k,c on
Mg,1.
5.2. Tensor product decomposition. By applying localization to the isomorphism
of (g˜, G˜(O))–modules
sk,c : Vk ⊗ V ir
2n
ck
∼
−→ Vk,c
of Proposition 3.3.4, we obtain an isomorphism
∆sk,c : ∆(Vk ⊗ V ir
2n
ck
)
∼
−→ ∆(Vk,c).
However, the functors of coinvariants and localization are not tensor functors. Since
Vk is a ĝ–submodule of Vk,c, we obtain a natural map ∆(Vk) → ∆(Vk,c). The local-
ization ∆(Vk) is naturally identified with the sheaf Dk/M ⊂ Dk,c of relative differential
operators. We now use the homomorphism Sk,c to lift the Virasoro operators to Dk,c:
5.2.1. Theorem. There is an isomorphism of sheaves on Mg,1,2n,
Πn∗Dk/M⊗
O
Dck
∼= Πn∗Dk,c,
compatible with the inclusions of the two factors as subalgebras of Πn∗Dk,c.
5.2.2. Proof. Consider the isomorphism of (g˜, G˜n(O))–modules
snk,c : V
n
k ⊗
C
V ir2nck −→ V
n
k,c
of Proposition 3.3.4. Twisting by the G˜n(O)–torsor B̂unG,g → BunG,g,1,n we obtain an
isomorphism
V
n
k ⊗
O
Vir2nck −→ V
n
k,c
of sheaves. This morphism restricts to Snk,c on |0〉 ⊗ Vir
2n
ck
, and hence descends to an
isomorphism
Πn∗V
n
k ⊗
O
Vir2nck −→ Π
n
∗V
n
k,c.
Thus we see that Πn∗V
n
k,c is generated by its two subalgebras Π
n
∗V
n
k and Vir
n
ck
.
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The inclusion Vk → Vk,c of ĝ–modules gives rise to a natural algebra inclusion
∆(V nk ) = Dk/M −→ ∆(V
n
k,c) = Dk,c
from the sheaf of twisted differential operators relative to the moduli of curves Mg,1,2n
to the full sheaf of twisted differential operators. We define the map
Πn∗Dk/M⊗
O
Dck → Π
n
∗Dk,c
as one generated by the homomorphisms from Πn∗Dk/M and Dck to Π
n
∗Dk,c.
This map is surjective because it comes from the composition
V
n
k ⊗
O
Vir2nck → V
n
k,c → ∆(V
n
k,c),
which is surjective because the first map is an isomorphism by Proposition 3.3.4 and the
second map is surjective by definition. It remains to check that this map is injective.
We have a commutative diagram
Vnk ⊗
O
Vir2nck
∼
−→ Vnk,c
↓ ↓
∆(V nk )⊗
O
∆(V ir2nck ) −→ ∆(V
n
k,c)
For an R–point of BunG,g,1,n as in the proof of Theorem 5.1.4, the kernel of the right
vertical map over SpecR is the image of the action of the Lie algebra g˜Pout in V
n
k,c|R ≃
Vk|R ⊗ Vir
2n
ck
|R. But
g˜Pout · (Vk|R ⊗ Vir
2n
ck
|R) ⊂ (g
P
out · Vk|R)⊗ Vir
2n
ck
|R + Vk|R ⊗ (g˜
P
out · Vir
2n
ck
|R),
and so the right hand side is in the kernel of the projection Vk|R⊗Vir
2n
ck
|R → (∆(V
n
k )⊗
∆(V ir2nck ))|R. This proves that our map is injective and hence an isomorphism.
5.2.3. Remark. The theorem may be applied to describe differential operators on the
moduli of curves and bundles without level structure, following Theorem 5.1.9. How-
ever, it is known ([BD1]) that for k 6= −h∨, there are no non-constant global twisted
differential operators on BunG(X), in other words, Π∗Dk/M = OMg . Thus in this case
the pushforward of twisted differential operators Dk,c to Mg is simply identified with
the differential operators Dck on Mg.
5.3. Heat operators and projectively flat connections. Let π : M → S be a
smooth projective morphism with connected fibers and L→M a line bundle. Let DL
be the sheaf of twisted differential operators on L.
5.3.1. Definition. A heat operator on L relative to π is a lifting of the identity map
id : ΘS → ΘS to a sheaf homomorphism H : ΘS → π∗DL,≤1S to differential operators,
which are of order one along S, such that the corresponding map ΘS → π∗DL,≤1S/OS
is a Lie algebra homomorphism.
Suppose that the sheaf π∗L is locally free, i.e., is a sheaf of sections of a vector bundle
on S. Then a heat operator gives rise to a projectively flat connection on this vector
bundle (see [W, BK, Fa1]).
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Consider the morphism Π : BunG,g →Mg. Recall that C = Lk,0 is the line bundle on
BunG,g whose restriction to each BunG(X) is the ample generator of the Picard group
of BunG(X). For any k ∈ Z+ the sheaf Π∗C
k is locally free, and its fiber at a curve
X ∈ Mg is the vector space H
0(BunG(X),C
k) of non-abelian theta functions of weight
k. It is well-known that the corresponding vector bundle (which we will also denote by
Π∗C
k), possesses a projectively flat connection [Hi2, Fa1, BK]. This connection may be
constructed using a heat operator on Ck.
5.3.2. Theorem. ([BK]) For any k ≥ 0 the sheaf Π∗C
k on Mg possesses a unique flat
projective connection given by a heat operator on Ck.
5.3.3. The existence and uniqueness of this projective connection are deduced for L
satisfying the vanishing of the composition
ΘS → R
1π∗DL → R
1π∗DL/S
and the identification π∗DL/S = OS . The connection was also constructed by Hitchin
[Hi2] and Faltings [Fa1] by different means.
The connection on non-abelian theta functions has been explicitly identified in [La]
with the connection on the (dual of) the space of conformal blocks for the basic inte-
grable representation Lk(ĝ) of ĝ at level k ∈ Z+. The latter connection, known as the
KZB or WZW connection (and specializing to the Knizhnik–Zamolodchikov connection
in genus zero), is defined following the general procedure of [FB], Ch. 16. Namely, for
any conformal vertex algebra V we defined a twisted D–module of coinvariants on Mg.
Its fibers are the spaces of coinvariants H(X,x, V ) (see Section 5.1.5), and the action
of the sheaf Dc of differential operators (where c is the central charge of V ) comes from
the action of the Virasoro algebra on V . In our case, we take as V the module Lk(ĝ).
For any positive integer k this module is a conformal vertex algebra with central charge
c(k) = k dim g/(k + h∨), with the conformal structure defined by the Segal-Sugawara
vector. In this case the sheaf of coinvariants is locally free as an O–module, and so it is
the sheaf of sections of a vector bundle with a projectively flat connection. The sheaf
of sections of its dual vector bundle (whose fibers are the spaces of conformal blocks
of Lk(ĝ)) is therefore also a twisted D–module, more precisely, a D−c(k)–module. The
corresponding projectively flat connection on the bundle of conformal blocks is the KZB
connection.
On the other hand, in Theorem 5.1.4 we produced homomorphisms Snk,0 : D−c(k) −→
Πn∗Dk,0. Their restrictions Sk,0|≤1 to (D−c(k))≤1 give us heat operators on C
k = Lk,0.
But the sheaf Π∗C
k is isomorphic to the sheaf of conformal blocks onMg,1 corresponding
to Lk(ĝ) [BL1, KNR, Fa2, Te]. Under this identification, the projectively flat connection
on Π∗C
k obtained from the heat operators Sk,0|≤1 tautologically coincides with the KZB
connection, because both connections are constructed by applying the Segal-Sugawara
construction. Thus, we obtain
5.3.4. Proposition.
(1) For every k ∈ Z+, the heat operator defining the projectively flat connection on
the sheaf Π∗C
k of non-abelian theta functions over Mg is given by the restriction
of the Segal-Sugawara map Sk,0|≤1 : (D−c(k))≤1 → Π∗Dk,0.
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(2) For any n, Snk,0|≤1 gives heat operators defining a projectively flat connection
on Πn∗Lk,c(k) over Mg,1,2n.
(3) Under the identification between Π∗C
k and the sheaf of conformal blocks on Mg,1
corresponding to the integrable representation of ĝ of level k and highest weight
0, the KZB connection on the sheaf of conformal blocks is given by the heat
operators Sk,0|≤1 on C
k.
In the same way we obtain heat operators for any level structure (where the mor-
phisms Πn are no longer projective). Note also that we can replace Ck by Lk,c for
any integer c, which have isomorphic restrictions to BunG(X) for any X, and obtain
analogous projectively flat connections.
6. Classical Limits.
In this section we describe the limits of the (suitably rescaled) Segal-Sugawara opera-
tors at the critical level k = −h∨, and in the classical limit k, c→∞. In the former case
the algebra of twisted differential operators Dck degenerates into the Poisson algebra of
functions on the space of curves with projective structure, and the construction gives
twisted differential operators on BunG,g which are vertical (i.e. preserve BunG(X) for
fixed X) and commute. We identify these operators with the quadratic part of the
Beilinson–Drinfeld quantization of the Hitchin system. When the level and charge be-
come infinite, both sides of the construction become commutative (Poisson) algebras,
and the Segal–Sugawara construction is interpreted as a map from the moduli of ex-
tended connections to the moduli of projective structures or quadratic differentials. We
interpret this map as defining a symplectic connection over the moduli of pointed curves
on the moduli spaces of connections with arbitrary poles. We also sketch the interpre-
tation of this connection as a new Hamiltonian form of the equations of isomonodromic
deformation.
6.1. The Critical level. Recall that we assume throughout that the groupG is simply-
connected.
By the general formalism of localization (Proposition 2.4.1), we have an algebra ho-
momorphism (V nk )
G(O) → Γ(BunG(X,x, n),Dk) from the G(O)–invariants of the vac-
uum (which are the endomorphisms of the vacuum representation) to global differential
operators on the moduli of bundles. For general k this gives only scalars, but at the
critical level k = −h∨ the space V
G(O)
k becomes very large. In [FF] (see also [Fr1, Fr2]),
Feigin and Frenkel identify the algebra V
G(O)
−h∨ canonically with the ring of functions
C[OpG∨(D)] on the space of opers on the disc, for the Langlands dual group G
∨ of G.
Opers, introduced in [BD1] by Beilinson and Drinfeld, are G∨–bundles equipped with a
Borel reduction and a connection, which satisfies a strict form of Griffiths transversality.
For G∨ = PSL2 (so G = SL2), opers are identified with projective structures Proj (X).
In fact for arbitrary G there is a natural projection OpG∨(X)→ Proj (X), which iden-
tifies the space of opers with the affine space for the vector space HitchG(X) induced
from the affine space Proj (X) for quadratic differentials H0(X,Ω⊗2X ) ⊂ HitchG(X).
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(Similar considerations apply to any level vacuum representations V nk , replacing regu-
lar opers by opers with singularities, which form an affine space for the meromorphic
version of the Hitchin space.)
Thus there is a homomorphism
C[OpG∨(D)] −→ Γ(BunG(X),D−h∨).
Beilinson and Drinfeld show that this homomorphism factors through functions on
global opers C[OpG∨(X)], is independent of the choice of x ∈ X used in localization,
and gives rise to an isomorphism
C[OpG∨(X)]
∼= Γ(BunG(X),D−h∨).
O(OpG∨(X))→ Π∗Dk/M.
We wish to compare the restriction of this homomorphism to the subalgebraC[Proj (X)]
of C[OpG∨(X)] with the critical level limit of the Segal-Sugawara construction. Let
OpG∨ →Mg denote the moduli stack of curves with G
∨–opers.
Recall the notation µg = h
∨ dim g.
6.1.1. Theorem.
(1) For c ∈ C, the homomorphism (k + h∨)Snk,c is regular at k = −h
∨, defining an
algebra homomorphism
S
n
−h∨,c : O(T
∗
µgMg,1,2n) −→ Π
n
∗D−h∨,c.
(2) The homomorphism S−h∨,c is the restriction of the Beilinson–Drinfeld homo-
morphism to projective structures: we have a commutative diagram
O(Proj
µg
g )
S
−h∨,c
−→ Π∗D−h∨,c
↓ ↑
O(OpG∨)
BD
−→ Π∗D−h∨/Mg
6.1.2. Proof. As described in Section 3.4.1 (see Proposition 3.4.2), the rescaled Segal–
Sugawara operators Sm = (k + h
∨)Sm are regular at k = −h
∨, and define a homomor-
phism of vertex algebras. We may now repeat the constructions of Section 5 leading
to Theorem 5.1.4 for the rescaled Sugawara operators. Note that the classical vacuum
representations V irµg are (commutative) vertex algebras – the vertex Poisson structure
is not used in the definition of coinvariants – and for commutative vertex algebras, the
comparison of coinvariants for a generating set and the algebra it generates is obvious.
Identifying the localization of V ir
2n
µg with O(T
∗
µgMg,1,2n) = O(Proj
µg
g,1,2n), we obtain
the first assertion.
Moreover, by Section 3.4.1, the critical Segal-Sugawara homomorphism factors as
follows:
S
n
−h∨,c : V ir
2n
µg →֒ (V
n
−h∨)
Gn(O) →֒ (V n−h∨,c)
Gn(O)
(since S = −S−2 lands inside V−h∨ ⊂ V−h∨,c). It follows that the localized map on
twisted differential operators also factors through the localization of V−h∨ , which is the
sheaf of relative differential operators. Thus the critical Segal-Sugawara construction
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is part of the localization of the G(O)–invariants in the vacuum representation, giving
the Beilinson–Drinfeld operators.
6.2. Infinite level. Recall from Section 4 (see Proposition 4.1.4) that the C–twisted
cotangent bundle of the moduli stack of bundles BunG(X) is isomorphic to the moduli
stack ConnG(X) of bundles with regular connections on X, while the twisted cotangent
bundle of the moduli of bundles with n–jet of trivialization BunG(X,x, n) is the moduli
ConnG(X,x, n) of connections having at most n–th order poles at x. Similarly, we
may consider moduli BunG(X,x1, . . . , xm, n1, . . . , nm) of bundles with several marked
points and jets of coordinates, whose twisted cotangent bundles are identified with
moduli of connections with poles of the corresponding orders. As elsewhere, we restrict
to the one–point case for notational simplicity though all constructions carry over to
the multipoint case in a straightforward fashion.
By virtue of their identification as twisted cotangent bundles, the moduli of mero-
morphic connections on a fixed curve carry canonical (holomorphic) symplectic struc-
tures. As we vary X and x, the moduli stack ConnG,g,1,n forms a relative twisted
cotangent bundle to BunG,g,1,n over Mg,1,2n. To obtain a symplectic variety, we con-
sider the absolute twisted cotangent bundles of BunG,g,1,n. The twisted cotangent
bundle corresponding to the line bundle Lλ,µ is the moduli of extended connections
ConnBunG,g,1,n(Lλ,µ) = ExConn
λ,µ
G,g,1,n defined in Section 4.3. In the limit of infinite
level the sheaves of twisted differential operators on BunG,g,1,n and Mg,1,2n degenerate
to the commutative (and hence Poisson) algebra of functions on the moduli of extended
connections and projective structures, respectively. Therefore it is convenient to rein-
terpret the infinite limit of the Segal-Sugawara homomorphism as a morphism between
these moduli spaces (rather than a homomorphism between the corresponding algebras
of functions), and examine its Poisson properties.
As in Section 3.4.4, we let k, c → ∞ by introducing auxiliary parameters λ, µ with
λ
k
=
µ
c
. Then the homomorphism
λ2
k
Snk,c is regular as k, c → ∞, as is (for λ 6= 0) the
isomorphism snk,c : V
n
k ⊗V ir
2n
ck
→ V nk,c. We thus obtain classical limits of Theorem 5.1.4
and Theorem 5.2.1.
Let Quadg,1,n = T
∗Mg,1,n and HiggsG,g,1,n = T
∗
/Mg,1,2n
BunG,g,1,n denote the moduli
stacks of curves equipped with a quadratic differential and bundles with Higgs field,
having at most n–th order pole at the marked point, respectively. Let HitchG,g,1,n
denote the target of the Hitchin map for HiggsG,g,1,n, i.e.,
HitchG,g,1,n =
ℓ⊕
i=1
Γ(X,Ω(nx)di+1),
where ℓ = rank g and di is the ith exponent of g.
Recall from Section 3.4.4 that a commutative algebra homomorphism of Poisson
algebras (and the corresponding morphism of spaces) is called λ–Poisson if it rescales
the Poisson bracket by λ.
6.2.1. Theorem.
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(1) For every λ, µ ∈ C there is a λ–Poisson homomorphism
S
n
λ,µ : O(T
∗
λµMg,1,2n) −→ Π
n
∗O(T
∗
λ,µ BunG,g,1,n)
Equivalently, for every λ, µ ∈ C there is a λ–Poisson map
Πnλ,µ : ExConn
λ,µ
G,g,1,n → Proj
λµ
g,1,2n
lifting Πn : BunG,g,1,n →Mg,1,2n.
(2) For λ 6= 0, there is a canonical (non-affine) product decomposition over the
moduli of curves
ExConnλ,µG,g,1,n
∼= Conn λG,g,1,n ×
Mg,1,2n
Proj λµg,1,2n.
(3) For λ = µ = 0, Πnλ,µ factors through the quadratic Hitchin map
T ∗BunG,g,1,n
Πn
0,0
−→ Quadg,1,2n
↓ ↑
HiggsG,g,1,n
Hitch
−→ HitchG,g,1,n
6.2.2. Proof. As in Theorem 6.1.1, the construction of the classical Segal-Sugawara
homomorphism Sλ,µ is identical to the proof of Theorem 5.1.4, appealing to Propo-
sition 3.4.5 for the description of the rescaled vertex algebra homomorphism. The
localization of V ir
2n
µ is O(T
∗
µMg,1,2n) and that of V
n
λ,µ is O(T
∗
λ,µBunG,g,1,2n), while
the Poisson bracket is rescaled by λ, by Proposition 3.4.5. The homomorphism S
n
λ,µ
of OBunG,g–algebras defines, upon taking Spec over the moduli of curves, a morphism
T ∗λ,µ BunG,g,1,n → T
∗
λµMg,1,2n relative to Mg,1,2n, hence the geometric reformulation.
The morphism in (2) is given in components by the natural projection (4.3.1) from
extended connections to connections and the map Πnλ,µ. The spaces ExConn
λ,µ
G,g,1,n and
Proj λµg,1,2n ×
Mg,1,2n
Conn λG,g,1,n are both torsors for quadratic differentials over ConnG,g,1,n.
It follows from the explicit form of the classical Segal-Sugawara vector that the result-
ing map of torsors over the space of connections is an isomorphism (up to rescaling by
λ). Equivalently, the assertion (2) is the classical limit of Theorem 5.2.1 and may be
proved identically, replacing snk,c by its rescaled version.
For λ = µ = 0, the image of S
n
0,0 : V ir
2n
0 → V
n
0,0 lies strictly in V
n
0 ⊂ V
n
0,0. It
follows that the image of O(T ∗Mg,1,2n) = O(Quadg,1,2n) in O(T
∗BunG,g,1,n) consists
of functions which are pulled back from T ∗/Mg,1,2n BunG,g,1,n. Therefore the map Π
n
0,0
descends to T ∗/Mg,1,2n BunG,g,1,n. Restricting to fibers over a fixed curve X we obtain a
map T ∗ BunG(X,x, n)→ T
∗Mg,1,2n|X = H
0(X,Ω2(2nx)).
The quadratic Hitchin map is the map T ∗ BunG(X,x, n)→ H
0(X,Ω2(2nx)) sending
a Higgs bundle (P, η), η ∈ H0(X, gP⊗ Ω(nx)) to
1
2
tr η2. Using the pairing on Lg, this
is identified with the map defined by the Segal-Sugawara vector
S−2 =
1
2
∑
a
Ja−1Ja,−1
GEOMETRIC REALIZATION OF THE SEGAL–SUGAWARA CONSTRUCTION 37
as desired.
6.2.3. Remark. In [BZB1], the product decomposition (2) is described concretely in
terms of kernel functions along the diagonal (the necessary translation from vertex
algebra language to kernel language is described in Chapter 7 of [FB]). Moreover, it is
related, for µ 6= 0, to the classical constructions of projective structures on Riemann
surfaces using theta functions due to Klein and Wirtinger. Composing the projection
Πλ,µ with the canonical meromorphic sections of the twisted cotangent bundles over
BunG,g given by non-abelian theta functions (see also [BZB2]), this gives a construction
of interesting rational maps from the moduli of bundles to the spaces of projective
structures, and more generally, opers.
Now we discuss various applications of the above results.
6.2.4. The Bloch–Esnault–Beilinson connection. Let X → S be a smooth family of
curves, and E a vector bundle on X. The vector bundle E defines a line bundle C(E)
on S, the c2–line bundle defined in [De] (whose Chern class is the pushforward of c2(E))
which differs from the determinant of cohomology of E by the nth power of the Hodge
line bundle on S. In fact, this line bundle is identified canonically with the pullback of
C to S from the map S → BunG,g classifying E and X (see [BK]). Bloch–Esnault and
Beilinson [BE] construct a connection on C(E) from a regular connection ∇X/S on E
relative to S. It is easy to see that this connection can be recovered from Theorem 6.2.1
(2) (more precisely, its straightforward version for G = GLn and unpointed curves).
Let λ = 1, µ = 0, so that Lλ,µ = C and Conn (C) = ExConn
1,0
G,g over BunG,g. We have
a decomposition Conn (C) = ConnG,g ×
Mg
T ∗Mg, and hence a canonical lifting from
ConnG,g to Conn (C), lying over the zero section of T
∗Mg. When pulled back to S
by the classifying map S → ConnG,g of (E,∇X/S), this gives a connection on C(E)
over S. The compatibility with the construction of Bloch–Esnault–Beilinson follows
for example from the uniqueness of the splitting ConnG,g → ExConn
1,0
G,g, due to the
absence of one–forms on Mg.
6.2.5. The Segal-Sugawara symplectic connection. Suppose f : N → M is a smooth
Poisson map of symplectic varieties. It then follows that N carries a flat symplectic
connection over M , i.e., a Lie algebra lifting of vector fields on M to vector fields on
N (defining a foliation on N transversal to f), which preserve the symplectic form on
fibers (see [GLS] for a discussion of symplectic connections). Namely, we represent local
vector fields on M by Hamiltonian functions, pull back to functions on N and take the
symplectic gradient. The Poisson property of f guarantees the flatness and symplectic
properties of the connection. (In the algebraic category, this defines the structure of D–
scheme or crystal of schemes on N over M , compatible with the symplectic structure.)
The morphism Πn1,µ of Theorem 6.2.1 is such a Poisson morphism of symplectic vari-
eties, and hence defines a symplectic connection (or crystal structure) on ExConn1,µG,g,1,n
over Proj µg,1,2n. When µ = 0 we may reduce this connection as follows. First we re-
strict to the zero section Mg,1,2n →֒ Proj
0
g,1,2n of the cotangent bundle to obtain a
connection on ExConn1,0G,g,1,n over Mg,1,2n. Next, the connection respects the product
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decomposition Theorem 6.2.1,(2) relative to Mg,1,2n, so that we obtain a flat symplectic
connection on the moduli space ConnG,g,1,n of G–bundles with connections over the
moduli Mg,1,2n of decorated curves (with respect to the relative symplectic structure):
6.2.6. Corollary. The projection Πn1,0 defines a flat symplectic connection on the mod-
uli stack ConnG,g,1,n over Mg,1,2n.
6.2.7. Time–dependent hamiltonians. The structure of flat symplectic connection on a
relatively symplectic P →M variety can also be encoded in a closed two–form Ω on P ,
restricting to the symplectic form on the fibers. The connection is then defined by the
null–foliation of Ω. If P is locally a product, then this structure can be encoded in the
data of Hamiltonian functions on P that are allowed to depend on the “times”M . Thus,
following [M], we may consider the data of such a form as the general structure of time–
dependent (or non–autonomous) Hamiltonian system. In our case P = ConnG,g,1,n,
we thus have three equivalent formulations of a non-autonomous Hamiltonian system,
with times given by the moduli Mg,1,2n of decorated curves: the Hamiltonian functions
S
n
1,0 (or more precisely the functions on ConnG,g,1,n obtained from local vector fields
on Mg,1,2n, considered as linear functions on T
∗Mg,1,2n); the symplectic connection
induced by Πn1,0; and the two–form Ω on ConnG,g,1,n obtained by restricting the sym-
plectic form on ExConn1,0G,g,1,n under the embedding (as in Section 6.2.4) along the zero
section of T ∗Mg,1,2n.
6.3. Isomonodromy. In this final section, we describe the algebraic definition of
isomonodromic deformation of arbitrary meromorphic connections over the moduli
of decorated curves and sketch its identification with the Segal-Sugawara symplectic
connection (as well as the compatibility with the analytic iso–Stokes connections of
[JMU, Ma, Bo]). We thus obtain an algebraic time–dependent Hamiltonian description
of the isomonodromy equations. It also follows that the isomonodromy Hamiltonians
are classical limits of the heat operators defining the KZB equations, and are non–
autonomous deformations of the quadratic Hitchin hamiltonians.
6.3.1. Isomonodromic deformation. The moduli spaces of G–bundles with regular con-
nection ConnG,g carry a flat connection (crystal structure) over the moduli of curves,
namely the connection of isomonodromic deformation or nonabelian Gauss–Manin con-
nection (see [Si]). This connection is a manifestation of the topological description of
connections with regular singularities on a Riemann surface as representations of the
fundamental group, which does not change under holomorphic deformations. Namely,
given a family X→ S of Riemann surfaces and a bundle with (holomorphic, hence flat)
connection on one fiberX, there is a unique extension of the connection to nearby fibers
so that the monodromy representation does not change. The families of connections
relative to S one obtains this way are uniquely characterized as those families which
admit an absolute flat connection over X, the total space of the family. This is captured
algebraically in the crystalline interpretation of flat connections: a flat connection on
a variety admits a unique flat extension to an arbitrary nilpotent thickening of the
variety. Thus algebraically one defines families of flat connections relative to a base to
be isomonodromic if they may be extended to an absolute flat connection. It follows
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that the moduli spaces of flat connections on varieties carry a crystal structure over the
deformation space of the underlying variety – the nonabelian Gauss-Manin connection
of Simpson [Si].
More generally, there is an algebraic connection (crystal or D–scheme structure) on
the moduli stack of ĈonnG,g,1,n of meromorphic connections over curves with formal
coordinates, which is the pullback of ConnG,g,1,n to the moduli of pointed curves with
coordinates M̂g,1. This connection is defined by “fixing” connections around their poles
and deforming them isomonodromically on the complement, combining the crystalline
description of isomonodromy and the Virasoro uniformization of the moduli of curves.
Namely, given a family (X˜, x˜, t˜) ∈ M̂g,1(S) of pointed curves with formal coordinate
over S, the spectrum of an Artinian local ring, and a connection (P,∇) on the special
fiber X with pole at x of order at most n, we must produce a canonical extension of
(P,∇) to X˜. As explained in [FB], Ch. 15, p.282, any such deformation (X˜, x˜) of
pointed curves is given by “regluing” X\x and the formal disc Dx around x using the
action of AutK(S).
More precisely, we fix an identification of X˜\x˜ with (X\x)×S and “glue” it toDx×S
using an automorphism of the punctured disc over S. Now, given (P,∇), we define an
(absolute) flat connection on X˜ by extending our connection (P,∇) trivially (as a
product, with the trivial connection along the second factor) onto (X \x)×S and onto
Dx×S. Note that since the connection on the nilpotent thickening X˜ \ x˜ ≃ (X \x)×S
of X \x is flat, it is uniquely determined by (P,∇), independently of the trivialization of
the deformation – is the isomonodromic deformation of (P,∇)|X\x over S (in particular
the stabilizer of (X˜, x˜) in AutK(S) does not change the deformed connection.) This
defines the isomonodromy connection on M̂g,1.
6.3.2. Proposition. The Segal–Sugawara symplectic connection on ConnG,g,1,n over
Mg,1,2n pulls back to the isomonodromy connection on ĈonnG,g,1,n.
6.3.3. Proof. The compatibility between the two connections follows from the local de-
scription of the isomonodromy connection through the action of AutK on meromorphic
connections, and the description of the classical Segal-Sugawara operators as the cor-
responding Hamiltonians. Namely, recall from [FB] that the ind–scheme ConnG(D
×)
of connections on the trivial G–bundle on the punctured disc is identified with ĝ∗1,
the level one hyperplane in the dual to the affine Kac–Moody algebra. Moreover, this
identification is equivariant with respect to the natural actions of G(K) and AutK,
describing the transformation of connections under gauge transformations and changes
of coordinates. These actions are Hamiltonian, in an appropriately completed sense.
Namely, the Fourier coefficients of fields from the vertex Poisson algebra V 1(g) form the
Lie subalgebra of local functionals on ĝ∗1 in the Poisson algebra of all functionals on ĝ
∗
1.
By the Segal-Sugawara construction, this Lie algebra contains as Lie subalgebra DerK
(as the Fourier coefficients Ln of the classical limit of the conformal vector), thereby
providing Hamiltonians for the action of AutK. The construction of the isomonodromy
connection on M̂g,1 above is expressed in local coordinates (as a flow on meromorphic
connections on the disc at x) by this action of AutK on connections. Likewise, the
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Segal-Sugawara connection is defined by Hamiltonian functions, which are reductions
of the classical Segal-Sugawara operators to ConnG,g,1,n. Thus the compatibility of the
two connections is a consequence of the local statement.
6.3.4. Remark: analytic isomonodromy and Stokes data. In the complex analytic set-
ting, one can extend to irregular connections the description of regular–singular con-
nections by topological monodromy data, by introducing Stokes data describing the
transitions between asymptotic fundamental solutions to the connection in different
sectors. One can thereby define an “iso–Stokes” generalization of the isomonodromy
equations, i.e., an analytic symplectic connection on moduli of irregular holomorphic
connections (see [JMU, Ma] and recently [Bo, Kr]). Thus, one has an isomonodromic
deformation with more “times” than just the moduli of pointed curves (one may also
vary the most singular term of the connection).
It is easy to see our algebraic isomonodromic connection (with respect to motions of
pointed curves) agrees with the analytic one. Since we can choose the gluing transfor-
mations in AutK used to describe a given deformation to be convergent rather than
formal, it follows that we are not altering the isomorphism type of the connection on
a small analytic disc around x, and hence all Stokes data are automatically preserved.
Thus it follows that the iso–Stokes connection on ConnG,g,1,n is in fact algebraic.
6.3.5. Conclusion: KZB, isomonodromy and Hitchin. It follows from Proposition 6.3.2
and Theorem 6.2.1 that the moduli spaces of meromorphic connections carry algebraic
isomonodromy equations, which form a time–dependent Hamiltonian system. More-
over, the isomonodromy hamiltonians are non–autonomous deformations of the qua-
dratic Hitchin hamiltonians (see also [Kr]). Most significantly, it follows that the heat
operators Snk,c defining the KZB connection on the bundles of conformal block quantize
the isomonodromy Hamiltonians S
n
1,0. This makes precise the picture developed in [I]
and [LO] of the non–stationary Schro¨dinger equations defining the KZB connection on
conformal blocks as quantizations of the isomonodromy equations or non–autonomous
Hitchin systems. In genus zero we thus generalize the result of [Res, Har] that the
KZ connection on spaces of conformal blocks on the n–punctured sphere, viewed as a
system of multi–time–dependent Schro¨dinger equations, quantizes the Schlesinger equa-
tion, describing isomonodromic deformation of connections with regular singularities
on the sphere, which itself is a time–dependent deformation of the Gaudin system (the
Hitchin system corresponding to the n–punctured sphere). In genus one we obtain a
similar relation between KZB equations, the elliptic form of the Painleve´ equations and
the elliptic Calogero–Moser system as in [LO].
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