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REMOTELY-SENSED ATOMIC MAGNETOMETRY
CHRISTOPHER J. SATALINE
ABSTRACT
Coherent population trapping (CPT) effects can be realized with frequency mod-
ulated lasers and compact vapor cells of alkali metals such as Rubidium-87. Using
these optical resonances, one can readily measure the hyperfine separation of this
three-level atom. In the presence of a magnetic field, the Zeeman effect causes mag-
netic sublevels of these hyperfine ground states to split; the frequency of such splitting
can be measured in an ensemble of Rubidium atoms with the magnetometer we have
constructed. While other groups have constructed magnetometers based on these
effects, none to our knowledge have investigated the capability to measure magnetic
fields remotely. Most atomic-optical magnetometers colocate the transmit and receive
optical system with the vapor cell itself or require fiber optics at the location of the
cell; our free-space technique with a reflective geometry lends itself to measurement
at distances greater than could be achieved with those methods. We have developed
a laboratory FM laser spectrometer that interrogates CPT resonances to measure
magnetic fields with the vapor cell not necessarily co-located with the spectrome-
ter. Its intrinsic linewidth (in the presence of transit-time broadening) is less than
30 kilohertz, which allows measurements on the order of 2 microtesla. We present
results concerning the accuracy of the magnetometer at about one meter of standoff
distance, and describe considerations for measurements at longer distances.
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1Chapter 1
Introduction
1.1 Overview
Considerable effort goes into designing light-weight, low-power, and compact magnetic
field measurement devices, particularly for space applications. A variety of solutions
currently exist, but all appear to assume the ability to place an active measurement
sensor at the location of the magnetic field to be surveyed. One can envision a number
of applications where it is undesirable or simply intractable to co-locate expensive
electronics with the field to be investigated. Furthermore, expanding the scope of the
measurement itself to encompass broader survey areas, say sampling a one kilometer
cubed volume with aims to better understand the influence of space weather upon
operation satellites in low-earth orbit, quickly suggests that an ability to optically
image a number of passive elements from a distance is in order. We herein present
some progress toward such a “wireless magnetometer.”
Coherent population trapping (CPT) is a quantum mechanical phenomenon that
we exploit to measure atoms’ response to external magnetic fields. It is an absolute
frequency measurement in that it requires no calibration to an external source. Most
implementations of such techniques make use of vapor cells filled with an alkali metal
in the vapor phase. Our goal is not to improve the state-of-the-art for CPT magne-
tometry per se, but rather to explore its applicability toward remote measurements of
magnetic fields. We claim that CPT magnetometers with passive vapor cells interro-
gated remotely by laser spectroscopy present a very practical and relatively low-cost
2scheme to perform magnetometry “at a distance1”.
For space weather measurement, the magnetic field measurements in question can
be as small as nanotesla. The Earth’s magnetic field is larger than this by many
orders of magnitude: about 50 µT, or half of one gauss. Furthermore, the amount of
ferromagnetic material which, being magnetized, can contribute to ambient magnetic
fields in a laboratory surpasses by far the nominal environments with which both
geomagnetic and space-bourne magnetometers have to contend. Thus, we deal with
many problems in a laboratory setting that may be entirely mitigated in a fielded
system. In these contexts, the absolute sensitivity of our magnetometer (being capable
of measuring fields on the order of 2 µT and greater) is rather poor. However, with
different equipment, other groups regularly achieve sub-picotesla sensitivity2 with
CPT magnetometers. We merely explore the novelty of making these measurements
remotely.
In particular, the Oersted satellite requires an 8 meter boom to locate its mag-
netometer far from the satellite electrical systems. The raw materials cost and the
expense to launch an aluminum-beryllium scissor boom weighing 33 pounds, while
already close to $200,000. With design, testing, evaluation, and integration, we es-
timate the entire cost to be at least $500,000; we expect the actual cost is closer to
1 million. Ideally, we would like to remove the necessity of the boom. We conceive of
a system much like the cartoon in Figure 1·1. Further work could enable the imaging
of several such sensing elements in the style of a gradiometer by a single transmit and
receive optical system. To investigate the applicability of of remote measurements of
magnetic fields, we have established a CPT magnetometry testbed and have operated
1Allow us to point out here the fact that the passive vapor cell must still be co-located with the
desired measurement position. We simply remove the majority of the system expense, namely the
laser spectroscopy sensor itself, at the expense of an optical link budget.
2Inclusion of a buffer gas, which failed in our experience due to poor specification of parts,
provides a huge contribution to increased sensitivity.
3the system at a standoff distance of one meter.
Figure 1·1: System concept to use a remotely interrogated CPT mag-
netometer to eliminate the necessity of a boom of satellite.
We begin with a discussion of magnetometry in general and atomic-optical mag-
netometers in particular. We then address the main focus of the current work: the
establishment of an optical testbed designed for making magnetic field measurements
at standoff (∼1 m) distances. This includes a technical background of topics touch-
ing our subject (CPT magnetometry), as well as experimental details of the appa-
ratus itself. Results concerning the absolute performance of the sensor (specifically
the influences of atom transit-time broadening upon linewidth) are presented before
demonstrating a proof-of-concept at standoff distances.
Chapters 2 and 3 are split mainly for convenience. For the sake of the reader
(and our own ignorance), we introduce the field of magnetometry in general in Chap-
ter 2 as more of a cursory overview before developing the more critical prerequisite
material for a CPT magnetometer in Chapter 3. Chapter 4 focuses in particular on
our implementation of such a magnetometer, and many of the considerations which
went into its development. Chapter 5 highlights results we have obtained in working
4with the system, and points out areas for future improvement. Finally, Chapter 6
summarizes our findings once again, hopefully emphasizing our successes more than
our failures.
5Chapter 2
Application Background
To begin, we introduce some history with only the most rudimentary of technical
details. Without a priori knowledge of our audience, we endeavor to establish a mo-
tivation for our technology in general, before we wade into the more subtle details for
our particular type of magnetometer. Indeed, the differences between two competing
magnetometry technologies can be absolutely insidious, so we first present the “big-
ger picture” here before developing technical details of coherent population trapping
in the following chapter. Hopefully, a reader with minimal background in quantum
optics or atomic physics can carry away an idea of how the capability we explore fits
into the general field, along with some cursory history of magnetometry and space
weather.
We recommend (Tumanski, 2011) as a fantastic introduction to various methods of
magnetic field measurement. Particularly for space applications, (Ness, 1970) details
various early satellite magnetometers and their modalities. For the sake of brevity,
our discussion of space weather itself is minute: we suggest (Moldwin, 2008) as a
relevant conceptual introduction to the subject.
2.1 Magnetometry
Although some discussions of magnetometry rightly begin with early compasses used
in China1, we restrict the scope of our survey to scientific apparatus constructed with
1For Feng Shui, no less.
6the intention of measuring magnetic fields. With that semantic caveat, Gauss was the
first pioneer in the field. Indeed, magnetometers (or his original “magnometer”) are
often called gaussmeters, and some prefer to measure the magnetic field intensity in
units of gauss even though the SI unit is the tesla. Now, such sensor systems can be
found anywhere from airplanes performing geomagnetic surveys of the Earth’s field
(Zmunda, 1971), to magnetic resonance imaging (MRI) sensors in hospitals across
the world.
Broadly speaking, magnetometers can be divided into two classes: vector and
scalar systems. Although people regularly make wildly sweeping assertions (“All op-
tical magnetometers can only be scalar magnetometers along their line of sight!”),
simple and obvious combinations of such sensors can provide simultaneous measure-
ments in three-directions. To be fair, for some situations these combinations must be
quite clever, and may be unsuitable particularly for space applications.
Gauss’s first magnetometer consisted simply of a compass magnet suspended
above a thin gold wire, and indeed, many modern systems still rely on the induc-
tion of a current in a wire (e.g., search coil, superconducting quantum interference
device). However, development of the laser established an entirely new field of tech-
niques for magnetometry through quantum optics. The properties of atoms change
in the presence of a magnetic field, and these can be measured with various config-
urations of laser illumination (e.g., optical pumping, proton precession). Usually in
these cases, alkali metals are used; one-electron (“hydrogenic,” with only one valence
electron) systems are much easier to model, and their behavior predicted. Addition-
ally, some solid-state systems can be used to perform similar measurements (e.g., Hall
sensors).
72.1.1 Search-coil Magnetometer
Faraday’s law of induction provides motivation for the most basic form of a magnetic
sensing device: the search coil (induction) magnetometer (Ness, 1970). The induced
current in a solenoid (often enclosing ferromagnetic material to increase the magnetic
flux present) can be directly correlated to a measurement of the B-field perpendicular
to the coil. This type of magnetic sensor has been in use since the late nineteenth
century (Chattock, 1887), but modern improvements continue to be made (Tumanski,
2007). Of course, being the most basic, it suffers serious flaws. For example, if the
magnetometer does not move, the sensor is blind to static DC magnetic fields. While
this may be a serious detriment for some ground-based systems, this modality is
certainly suitable for on-orbit systems. For spin-stabilized platforms2, this restriction
simply mandates that the timescales of magnetic fluctuation measurable are greater
than the spin rate of the platform.
2.1.2 Superconducting Quantum Interference Device Magnetometer
An immediate improvement to the search-coil is to reduce the resistance in the wire
and thereby promote a greater induced current for a given magnetic field. This
is possible by making the coil out of a superconducting material and cooling the
device cryogenically. Furthermore, the incorporation of a Josephson junction allows
the exploitation of quantum mechanical effects. Now, the current through the loop
flows asymmetrically in the presence of a magnetic field, and leads to a measurable
voltage drop across the junction. This device is called the superconducting quantum
interference device (SQUID) (Jaklevic et al., 1964).
For example, for characterization of magnetic materials, a sample might be lowered
into the superconducting loop and an AC signal (whose magnitude is dependent upon
2Many satellites utilize “spin-stabilization” to make use of the gyroscopic effect to maintain their
correct trajectory.
8the sample magnetization) induced by oscillating the sample axially using a piezo-
electric transducer. Like the search-coil, this modality requires the pickup coil to
be physically connected to sensitive electronics; in addition, both types of sensor
prefer short distances between the coil (and preamplifier) and measurement circuit
to reduce resistive losses. (Typically, the only superconducting element in a SQUID
is the pickup loop.) The main hindrance to using this very sensitive technology is
that it requires cryogenic cooling. This increases the necessary size, weight, and
power to operate the system and its dewar, and mandates regular replenishment of
its cryogenic gases (i.e., liquid helium and liquid nitrogen to achieve superconducting
temperatures).
2.1.3 Fluxgate Magnetometer
The fluxgate magnetometer depends upon magnetic saturation effects (Musmann,
2010). A strong primary coil drives the magnetization of a ferromagnetic sensor fol-
lowing a triangle waveform. A separate coil senses the response of the magnetization.
Because the ferromagnetic is saturated and its magnetization curve exhibits hystere-
sis, the system response (usually determined in terms of its Fourier decomposition)
is well-known for a specific drive magnitude. An external (not system-generated)
magnetic field at the position of the sensor perturbs the nominal sensed signal. The
second-harmonic of the signal is 90 degrees out of phase with the primary drive sig-
nal, and provides a monitor to external magnetic fields present at the sample. Other
sensor designs do allow use of the first-harmonic at the expense of more complicated
designs. While these devices can be designed very compactly, they are typically less
sensitive that SQUID magnetometers.
92.1.4 Optical Pumping Magnetometer
Traditional optical pumping magnetometers require RF coils surrounding an alkali
metal vapor cell. (In many other regards, they are quite similar to coherent popula-
tion trapping magnetometers. For that reason, it may be useful to review Chapter 3
for more technical details of atom-photon interactions.) A laser illuminates the vapor
cell, and the electron populations are pumped into a particular state depending on
the polarization of the incident light. At steady-state, this causes a particular trans-
mission of laser light through the vapor cell, detected as a DC optical power signal.
Then, the system is perturbed by an RF field.
Imagine an electron as a tiny magnetic moment. In the presence of an external
magnetic field, it experiences a torque. Then, its angular momentum should precess
around the direction of the field, with a frequency determined by the strength of the
moment as well as the field magnitude. When RF coils surrounding the alkali atoms
are driven at this Larmor precession frequency (order kHz), it excites the electrons
in the system and affects the optical transmission by disturbing the steady-state
condition of the optical pumping. A circuit can be designed that self-oscillates at the
Larmor frequency present (Ness, 1970).
2.2 Space Weather
Magnetometers of the types detailed above have been instrumental in the characteri-
zation of the environment surrounding the Earth (Pfaff et al., 1998). An ever-present
flux of “solar wind” emanates from the Sun. Much of this space plasma consists of
energetic particles, some charged and some neutral, which have escaped the Sun’s
gravitational attraction. This implies they are traveling upwards of 618 meters per
second, the Sun’s escape velocity; in fact, typical speeds can be one-thousandfold this.
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This magnetized wind spirals outward3 toward the remainder of the solar system,
eventually passing the Earth. Now, the Earth has its own magnetosphere, protecting
us from the tidal rush of the solar wind. Charged particles can become trapped in the
Van Allen belts, trapped by magnetic field lines rather than hurtling into the planet.4
However, when the magnetic field of the solar wind is directed anti-parallel to
magnetic field of the Earth, the situation can be much worse. The impact of the
solar wind in this way can cause reconnection events, thus termed because they cause
deformation of the magnetic field lines such that, conceptually, the magnetic field
lines connect. This causes a strong release of kinetic energy, which is imparted to
particle motion. Now, energetic particles become available to damage operational
satellites through a variety of mechanisms.
Understanding the mechanism through which these reconnection events occurs
requires understanding two separate points:
1. What is the direction of the magnetic field, Bz, of the solar wind relative to the
magnetosphere at any given time?
2. What are the behavioral dynamics of the upper atmosphere in the presence of
of such solar flux?
Our concept for a remote magnetometer applies as a possible investigatory instru-
ment for both above items. First, by making use of passive vapor cells interrogated
remotely by laser on a satellite platform, either in Earth-orbit or at one of the La-
grangian points (points at which the gravitational fields of the Earth and the Sun
cancel the centripetal acceleration associated with their orbits), a cheap mechanism
for measuring space magnetic fields is available, with disposable5 vapor cells. Indeed,
3The Sun rotates with a period of 24.47 days at the equator, and more slowly with increasing
latitude (Wikipedia, 2012b). This causes solar winds to spiral.
4What luck; such radiation can damage DNA, which indeed happens to less-shielded astronauts.
5Read, replaceable.
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(Belcher et al., 2008) suggests coherent population trapping experiments are achiev-
able with undergraduate teaching laboratory budgets. Their apparatus, consisting
of no elements requiring year-to-year replacement, costs under $5000; the cost of the
vapor cell itself is only several hundred dollars.
Second, by deploying a number of these cells in the upper atmosphere and imag-
ing them remotely, we might study the dynamics of the magnetic fields in the up-
per atmosphere for a better understanding of our local environment. Although our
demonstration at one meter of standoff does not directly enable this aim, it is partial
evidence that such an investigation would be fruitful. The idea is to simply have the
passive vapor cell apart from the remainder of the magnetometer apparatus. Imag-
ing one (or several) from larger distances should only necessitate consideration of an
optical link budget (R4 should be the worst case power loss for a diffraction limited
spot size larger than the clear aperture of the vapor cell and a photodetector that
subtends only a portion of a diffusely reflecting target; our laboratory demonstration
removes both of these difficulties) and its effects upon signal contrast and linewidth.
Of the utmost importance, phenomenology concerning space weather seriously af-
fects satellites, which can be costly to place in orbit and even costlier to maintain.
Atmospheric drag upon objects in low-Earth orbit varies based on solar cycles, affect-
ing the lifetime of operational satellites on-orbit. Single event upsets from energetic
charged particles damaging space-bourne electronics by accidentally triggering elec-
tronic circuits can ruin a satellite. Electrostatic discharge events (arcing) can occur
when different parts of a spacecraft accumulate differing amounts of electric charge.
Likewise, sufficiently strong bombardment of charged particles can cause dielectric
breakdown in printed circuit boards on satellite electronics. Understanding the space
environment and developing an appreciation of the surroundings with which an oper-
ational satellite must contend allow us to develop ways to mitigate possible damage
12
mechanisms. However, precise measurements of magnetic fields in space can be com-
plicated by sensor electronics being co-located with the field being measured. Our
aim is to remove the noise contributions of the electronics from the position being
measured.
(As an aside, NASA’s Microwave Anisotropy Probe (MAP) website has a lovely
discussion of the Lagrangian Points of the Sun and Earth, including much of the
mathematic detail. The classical resource, other than Lagrange’s initial investiga-
tion(Lagrange et al., 1873)6, is as usual Goldstein’s Classical Mechanics (Goldstein
et al., 2002).)
A cursory overview has been presented to grant the reader the following broad
view: a number of techniques exist for making measurements of magnetic fields, but
all those listed above require coils (either for RF drive or induction pickup) at the
sample. Others exist with similar requirements for co-locating electronics or reaching
the sample with physical wires (e.g., Hall effect). Remote interrogation by laser
offers a practical alternative. While an optical pumping magnetometer might be
used without RF coils to induce self-oscillation, we propose the coherent population
trapping magnetometer instead.
6We suggest a translation in English by J.R. Stockton: http://www.merlyn.demon.co.uk/essai-
3c.htm, accessed 9/16/2012.
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Chapter 3
Technical Background
Before embarking upon a discussion of our system itself, quite a bit of prerequisite
material is required. If the reader is comfortable with the destructive interference
of transition probabilities leading to a Hamiltonian that is off-resonance with two
laser fields (an optical carrier with RF sidebands driven by phase modulation) in the
presence of Zeeman splitting, the material up until Section 3.2.4 may be a refresher.
Much of this technical background falls under the umbrella of atomic physics,
and some is contained in courses on quantum mechanics or even modern physics.
After addressing the atomic structure of the atomic system in question, we highlight
its interaction with laser spectroscopic techniques. The level begins more basic than
many may require, but, we believe, develops slightly past the point of any introductory
course mentioned above.
3.1 Atomic Structure of Rubidium
Based on quantum parameters such as orbital angular momentum and the principal
quantum number, electrons are allowed only in discrete states, termed energy levels,
orbiting a nucleus. To first-order, the Bohr energy levels depend only on the principal
quantum number. However, corrections on the order of α2 and α3 must be made by
including a relativistic momentum term, the effect of the electron’s spin upon its orbit,
and an interaction between the electron spin and the nuclear spin. The first two (∼α2)
are called the fine structure contributions, and the last (∼α3) is traditionally called
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the hyperfine structure. These levels can shift in the presence of an external magnetic
field; indeed, it is exactly this Zeeman shifting we rely on in our magnetometer to
determine the magnetic field.
Although a variety of derivations exist for the basic energy levels of the atom
(Section 3.1.1), many discussions of the fine structure and hyperfine splitting of en-
ergy levels (Sections 3.1.2 and 3.1.3) read almost identically in nature. We emphasize
that none of the material in this chapter is particularly novel or contemporary, and
guide readers to several additional references for similar palaver, listed here in a gen-
eral order of increasing complexity: (Krane, 1996), (Griffiths, 2005), (Abers, 2004),
(Cohen-Tannoudji et al., 2006).
3.1.1 Bohr Energy Levels
When we think of an atom, the Bohr model is the picture which comes to mind. As a
matter of point, the international symbol for the atom depicts the Bohr model, with
a solid, small nucleus surrounded by electron orbitals. Bohr imagined the atom as a
tiny solar system, with electrons spinning around their nucleus just as the planets.
Undoubtedly, with a physical model so popular, it is inherently wrong. However,
the Bohr model does provide a most useful intuitive picture of the atom, and the
assumptions associated therewith provide results that closely match experiment in a
number of cases.
Most important among these assumptions is that the electrons do not emit radia-
tion when in certain stable orbits. (The classical picture would have any orbit cause
electromagnetic emission. See, for example, (Jackson, 1998).) This restricts the elec-
trons to particular eigenstates, which would correspond to particular allowed radii for
the planets, as if no planets could exist stably between Mars and the Earth. Classical
mechanics suggests that in the case of planets and other normal-sized objects, this
is not true. If we want to expand the radius of one of the planets, we simply need
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to push it a little faster, and it should settle into an orbit that matches the kinetic
energy and gravitational potential exactly. However, the electrons do not exist in
simple, planar orbits like the planets; instead, the electrons have a certain probability
distribution (the “electron cloud”) of being observed at any point surrounding the
atom.
The Bohr model presents energy levels as an electron in the presence of the
Coulomb attraction potential of the nucleus, with the restraint that the orbital angu-
lar momentum of the electron is quantized in units of ~. In the case of alkali metals
such as Rubidium, the inner electron shells are closed and thus carry zero angular mo-
mentum; the single valence electron therefore acts very much like that of a hydrogen
atom.
For hydrogen, the energy levels at which electrons can exist in stable orbits (eigen-
states) are:
En = − m
2~2
(
e2
4pi0
)2
· 1
n2
(3.1)
In our case of Rubidium, partial screening of the nucleus by closed electron shells
affects the Coulomb attraction present. While this result – e.g., (Griffiths, 2005)
– provides a basic structure of the atom, additional components are needed in the
model for precise laser spectroscopy.
3.1.2 Fine Structure
Relativistic
The relativistic contribution to the fine structure of the energy levels of atoms arises
when considering the relativistic momentum rather than the classical:
T =
p2
2m
→
√
p2c2 +m2c4 −mc2. (3.2)
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(Griffiths, 2005) then provides the first-order correction to the momentum as the first-
order term in a Taylor expansion, which is traditionally treated as a perturbation
H1 = − p
4
8m3c2
. (3.3)
From time-independent perturbation theory, the first-order correction to the energy
levels is then expectation value of the perturbation in the unperturbed (eigen-)state.
< ψ0 | H1 |ψ0 > . (3.4)
The associated modifications to the energy levels are(Griffiths, 2005):
E1rel = −
(En)
2
2mc2
(
4n
(l + 1
2
)
− 3
)
. (3.5)
Notice here that the corrected energy levels now depends on the angular momentum
of the electron, l. This leads us to consider other possible effects of l upon the allowed
eigenstates.
Spin-Orbit
More important for the sake of our discussion1, spin-orbit contributions arise from the
addition of angular momentums of the electron spin and its orbital angular momen-
tum. As an intuitive picture, in the rest frame of the electron, the positively charged
nucleus creates a current loop, leading to an internal atomic magnetic field. Only the
total angular momentum (their sum) is conserved. We denote this quantity as,
J = L+ S. (3.6)
1The D1 atomic line in Rubidium involves transitions between energy levels with different angular
momenta.
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Those familiar with spectroscopic notation and term symbols will recognize this as
the subscript therein: n2S+1LJ , with n the principal quantum number, S the avail-
able spin, L the angular momentum orbital designation, and J the total angular
momentum. To wit, our laser interrogates the 52S1/2 to 5
2P1/2 atomic transition.
In the P orbitals, the angular momentum is l = 1. The spin on the electron is 1/2.
These can be oriented in only two ways: parallel and antiparallel. For the parallel
case, the resultant J is 3/2; when the spin and orbit are antiparallel, their sum is 1/2.
Indeed, we note that the 52P1/2 level is only one half of a fine-structure doublet, the
other being 52P3/2. Transitions from the ground state to this latter level are the D2
atomic line.2
3.1.3 Hyperfine Structure (Spin-Spin)
To complicate things further, there is a final source of angular momentum in the
atomic system: the nuclear spin. In the spirit of conserving only total angular mo-
mentum, one must consider all the ways in which the nuclear spin can couple to the
orbiting electron. Traditionally, this spin-spin coupling is designated by F:
F = I + J. (3.7)
For Rubidium-87, the total nuclear spin is I = 3/2. For the ground state (52P1/2;
J = 1/2), the allowed orientations lead to two hyperfine states. These are F = 1
(I − J) and F = 2 (I + J). For our D2 transitions, the total angular momentum of
the excited state is likewise J = 1/2, leading to the same two possible F = {1, 2}
hyperfine states. (The D2 excited state with J = 3/2 in Rb-87 has four allowed
hyperfine levels, F = {0, 1, 2, 3}, as L, S, and I can vary independently in orientation
before being summed to give F .)
2The D line in general describes the L=0 to L=1 transitions.
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3.1.4 Zeeman Splitting
For each of the hyperfine levels, there are also (2F+1) magnetic sublevels, which have
degenerate energy eigenvalues in the absence of an external magnetic field. (Remem-
ber when considering fine structure of an atom, there is always an internal atomic
magnetic field in the rest frame of the electron.) Our measurements rely on this, and
measure the energy level separation between them in the presence of a field.
This separation arises from the energy contribution to the system Hamiltonian of
the magnetic moment of the electron in the presence of an applied field:
U = mlµBB.
Thus, different values of ml for the electron spin’s orientation lead to different energy
shifts. Note that the ml = 0 levels lead to zero shift. For this reason, the ml = 0 level
is sometimes called the “clock” transition: for atomic clocks, one wishes to ensure
that the frequency does not shift as a function of magnetic field. We exploit this
resilience and measure the separation between the ml = 0 absorption peak with one
of its shifted neighbors. Similarly, we could measure both shifts, which ideally would
only differ in sign and not magnitude, and take their average.
(Steck, 2008) derives the energy shifts, arriving at the relevant result:
∆f
∆B
= 7 [kHz]/[uT] (3.8)
Our ability to measure magnetic field is directly proportional to our ability to measure
frequency. The two hyperfine levels carry different sign (the frequency shifts occur in
opposite directions for a given magnetic field), thus doubling the measured shift for
a given field strength.
An important observation is that a variation in magnetic field (∆B) appears
in our measurement as a broadening in frequency (∆f). Thus, characterization of
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the system must be performed in zero magnetic field gradient. By determining the
full-width at half-maximum (FWHM) of the optical resonance with no field present,
one can ascertain the maximum magnetic field gradient to which the system will be
impervious. Conversely, with a frequency broadening present larger than the intrinsic
linewidth of the system, one can describe the line-of-sight gradient of the magnetic
field measured.
To some extent, the dynamic range of our magnetometer is also restricted by the
presence of the adjacent hyperfine level. Our laser spectroscopy technique requires
being able to resolve absorption peaks of magnetic sublevels; once the field is suffi-
ciently strong that these absorption peaks overlap with those of the other hyperfine
level, it becomes difficult to precisely ascertain DC magnetic fields. For this reason,
we remark that one-half of the hyperfine separation is about 3.4 GHz. At 7 kHz/uT
Zeeman shifting upon the levels in question, this implies our magnetometer has an
unambiguous dynamic range of 0.486 T. This is about a hundred times larger than
a refrigerator magnet (Wikipedia, 2012a), and several orders of magnitude stronger
than magnetic fields in space (except for stars and perhaps other planets). While
0.5 T is only about 1% or the largest man-made magnetic fields on Earth, for most
intents and purposes (say cardiology or functional brain activity imaging) this is a
large dynamic range. Of course, with some a priori knowledge of the strength of the
field, or the ability to vary the magnetic field and observe their direction of absorption
peak shift, this half-tesla restriction could be overcome in theory.
Finally, Figure 3·1 illustrates the entire D1 atomic absorption line of Rubidium 87.
3.2 Atom-Photon Interactions
At the heart of quantum optics experiments is the interaction of light with matter.
Basically, our case is the absorption of photons by an ensemble of Rubidium atoms.
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Figure 3·1: Rubidium 87 D1 line atomic structure. Figure reproduced
in its entirety from (Steck, 2008)
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When an incident photon is of frequency corresponding to the energy difference be-
tween two electron energy states, the photon can transfer its energy to excite the
electron to this upper state. The photon is absorbed in this process; however, the
electron, wishing to be in an unexcited ground state, can emit a photon in fluorescence
to release this energy. This fluorescence is emitted into 4pi steradians of solid angle.
Thus, when on resonance (that is, when the frequency of laser radiation precisely
matches the separation between energy levels), the transmission through the atomic
ensemble decreases, some photons being lost to fluorescence.
Indeed, some experiments image fluorescence rather than monitoring transmission.
However, this process is diffuse in nature, and the solid angle subtended by the
aperture of such imaging systems inherently contributes a significant loss of signal
photons, especially at longer and longer distances. To its credit, this technique does
simplify some “alignment” considerations present with a flat mirror or retroreflector.
More importantly, the fluorescence intensity necessarily increases for more incident
optical power, whereas transmission signal contrast decreases after the transmit power
saturates the optical transitions.
We discuss the behavior of optical transitions in the presence of a laser field
and the evolution of atoms in this scenario. Thereafter, we address our particular
circumstance, with a three-level atom in the presence of two coherent laser fields, and
the phenomenon of coherent population trapping.
3.2.1 Ensembles of Atoms and the Density Matrix
A brief introduction to the density matrix formalism used often in the literature
and a precise definition of “ensemble” are in order. Some texts develop these ideas
with rigor, some for the sake of application (Garrison and Chiao, 2008), and some
with illustrative example (Levenson and Kano, 1988). Our motivation is simply to
introduce the reader to the concept without enabling any particular computational
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ability.
By ensemble, we mean a group of similar particles, in this case Rubidium atoms.
Upon this collection, we can perform identical measurements repeatedly. Now, there
are two sorts of average about which one must be aware. The first is that which
arises in basic quantum mechanics, concerning the expectation value of a Hermitian
operator. This provides the expected value of repeated measurements of a single
particle in an identical initial state.
The second average involves the preparation of the atoms themselves. Are all the
atoms truly identical, or (in the case of Rubidium with two hyperfine ground levels)
are they in a possible mixture of states? Say the ensemble of particles were evenly
distributed between two possible ground states3, state |α> and state |β>. Then
the average value of any measurement on these particles, performed many times on
identically prepared systems, should take into account the expectation value of the
measurement in both possible initial states. That is, the measurement should yield,
on average, the mean of the expectation values for |α> and state |β>.
The density operator formalism accounts for both types of average, and accurately
describes the properties of statistical ensembles of particles and their quantum states.
(Remember that the density operator itself is an abstract concept, and that the matrix
we use to calculate observable quantities is simply a representation thereof.) The
density operator (Abers, 2004) is:
ρ =
∑
α
pα|α><α|, (3.9)
and its trace is unity. Being positive-definite, the trace of its square is less than or
equal to unity, with equality being satisfied for an ensemble of pure states. (In pure
states, no element of the ensemble is a superposition of eigenfunctions; all are eigen-
3We note a lack of precision with the term “ground state” here and push forward regardless.
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functions themselves.) In general, the diagonal elements of ρ describe the populations
of a particular basis, while the off-diagonal elements describe “coherences” between
states.
3.2.2 Rabi Oscillations
Consider an ensemble of atoms under the influence of a resonant monochromatic laser
field. That is, the laser radiation frequency matches exactly the separation between
two energy levels, allowing the population from the lower level to be excited to the
upper by an electron absorbing an incident photon. (This of course assumes that the
lower level is populated with an electron.) The state population obviously influences
any measurement on such a system. How do the electron state populations evolve
with time?
At first, one might na¨ıvely think it possible that with a sufficiently intense laser
field, the entire ensemble population of electrons could be permanently excited to
the upper state. However, a comprehensive treatment of the quantum mechanics
of the situation under perturbation theory shows that under periodic fields (Elaser =
A0e
iωt), the population of electrons oscillates between the upper and lower states. The
frequency of this oscillation indeed depends on the magnitude of the oscillatory field,
but does not saturate as with the na¨ıve picture. The frequency of this field-dependent
oscillation is traditionally called the resonant Rabi oscillation, and describes in our
case the behavior of the optical transition in as a function of laser intensity. Typically,
we denote this frequency,
Ω = 2
µi,j
√
2pi
c
I
~
,
where µi,j is the dipole moment of the transition, and I is the optical intensity (as-
sumed to be real).
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3.2.3 Liouville Equations
Ever since our study of the calculus, we have been concerned with describing the time
evolution of things. From exponential decay to Newton’s equations, much of science
revolves around quantifying how a system evolves. In quantum optics, the time
evolution of a system defined by its density matrix is contained in the von Neumann-
Liouville equations, often called the Bloch equations(Band, 2006):
i~ρ˙ = [H, ρ], (3.10)
where H is the system Hamiltonian, and the dot represents a time derivative. Re-
flecting back upon Section 3.2.1, we can now, say, determine the populations of each
level of an atomic ensemble given the Hamiltonian of the system by way of the density
matrix formalism. This is important particularly because the intensity of fluorescence
is proportional to the number of atoms in an excited state. In our case, looking at
transmission rather than fluorescence, we can still understand the absorption charac-
teristics of our atomic ensemble.
3.2.4 Coherent Population Trapping
Coherent population trapping is a two-photon optical pumping effect, whereby elec-
trons are moved by circularly polarized light into a particular state (the so-called
“dark” state) wherein the transition probability amplitudes of two states4 to a mu-
tually coupled excited state cancel exactly. It was originally discovered as anomalous
decreases in fluorescence in optical pumping experiments with sodium by Alzetta and
Orriols (Alzetta et al., 1976), and has been investigated thoroughly by others (Dalton
et al., 1985), including a thorough treatise by Arimondo (Arimondo, 1996). Often,
description of the phenomenon is as follows.
4For context, two hyperfine states in our case.
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Consider an atomic system with two hyperfine states under the influence of a
monochromatic laser field resonant with the transition of one of these states to an
excited state. Figure 3·2 illustrates this configuration. This circumstance exhibits
fluorescence. Now consider the case of the alternate hyperfine level, with a single
monochromatic laser field inducing excitations to the same excited state; this too will
exhibit fluorescence. The novelty occurs when both of these laser fields are applied
simultaneously. Now, we will notice a decrease in fluorescence (hence the term “dark
state”) because the electrons are pumped into a certain linear superposition of the
two states that is not excited by either laser field.5 This decrease in fluorescence only
occurs when the frequencies of the two laser fields are exactly resonant with the two
transitions. That is to say, when the frequency spacing between the two laser fields
resonant to a mutual excited state is exactly the hyperfine separation of the atom,
we observe a two-photon optical resonance.
Figure 3·2: Three-level atom under the influence of two laser fields. δ
is the RF sideband spacing that varies with time.
Using the density matrix formalism, one can analyze the Liouville equations using
a MATLAB differential equation solver (ode23s, in this case). Figure 3·3 shows
5Perhaps it is more enlightening to say it is excited by both fields simultaneously in such a way
that their transition probability amplitudes cancel.
26
via simulated data a broad absorption line for Rubidium versus radiation frequency
detuning; when the swept frequency matches the two-photon resonance condition
for CPT, a peak in transmission is evident. Additional structure from the Zeemann
effect upon magnetic sublevels leads to a splitting into multiple, closely spaced peaks
(on the order of tens of kilohertz for the fields in question). This hyperfine detail,
although not visible in Figure 3·3 is what we exploit for magnetometry.
As discussed in Sections 3.1.3 and 3.1.4, these Zeeman magnetic sublevels expe-
rience frequency shifts under the influence of an external6 magnetic field. Because
the two-photon resonance of the CPT phenomenon depends precisely on the hyper-
fine separation, we have at hand a useful connection between atomic structure and
remotely measurable characteristic (absorption of an ensemble of Rubidium atoms).
The absorption of an ensemble of Rubidium atoms varies when the frequency separa-
tion of its energy levels vary as a function of magnetic field. To exploit this, we turn
to laser spectroscopic techniques.
3.3 FM Laser Spectroscopy
To wit, our system analyzes the atomic structure of Rubidium atoms by sweeping
a radio-frequency laser sideband through the resonance condition for coherent popu-
lation trapping. Early spectrographs dispersed white light to vary the frequency of
radiation in a spatial fashion; with modern technology, we are able to directly vary
the frequency of the radiation itself in the time domain. This provides the ability to
perform synchronous, “lock-in” detection with tunable laser sources of very narrow
linewidths.
We first discuss a common spectroscopic technique, saturated absorption spec-
troscopy, and point out why it is less than appropriate for standoff measurements.
6“External” only implies that the field is not produced by a precessing positively-charged nucleus
in the electron’s rest frame.
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Figure 3·3: Coherent population trapping peak superimposed upon
Doppler-broadened absorption line. Simulated data with Rabi fre-
quency of 1 MHz.
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Then, we tie together many previously presented topics and illustrate the funda-
mentals of a magnetometer based on coherent population trapping. Phenomenology
affecting system performance of a CPT magnetometer is included.
3.3.1 Saturated Absorption Spectroscopy
The determination of hyperfine levels is possible with a single monochromatic laser
field, with the caveat that we are allowed to counter-propagate the cell from opposite
directions. A stronger, more intense beam pumps the ensemble, while the weaker
counter-propagating beam probes the population densities and obtains a Doppler-
free signal bleached at the hyperfine levels. This is a common experiment, known
as saturated absorption spectroscopy. In this case, the atomic ensemble experiences
“hole burning” from the influence of an intense pump beam, while a much weaker
probe beam samples the saturated ensemble and experiences an observable dip in
absorption.
Figure 3·4 illustrates this technique. The photodiode signal decreases when the
laser frequency is swept through the absorption line. The four absorption lines (one
much smaller than the rest) are Doppler broadened. Within each of these features, an
increase in transmission is superimposed at the center of each absorption dip. These
peaks, at the center of the Doppler-broadened lines, correspond to the saturated
absorption features.
Of course, a standoff system could be designed that accommodates this counter-
propagation. In fact, it could be quite similar to the reflective geometry we propose
for CPT magnetometry. However, the probe beam is typically much weaker than
the pump for saturated absorption spectroscopy. Therefore, an attenuator should
be included at the aft of the vapor cell. For longer distances, though, no available
signal photons should be wasted. Hence, an ideal system should incorporate a variable
attenuator, and actively sense the incident optical power to optimize the signal. Now,
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Figure 3·4: Saturated absorption spectrum of Rb-87 vapor cell, heated
above room temperature to increase signal.
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we have replaced a passive remote target with a more complicated apparatus. CPT
magnetometry offers the convenience of having a very simple target – no more than
a vapor cell with a reflective element behind it.
3.3.2 CPT Magnetometry
An alternative modality is to introduce an RF field by modulation of the illumination.
Now, the laser has sidebands, and a two-photon resonance is excited in the vapor cell.
Because the frequency separations of the magnetic sublevels of this two-level atom
shift as a function of magnetic field, sweeping one sideband through ∼500 kHz of
detuning brings the RF sideband onto and off of the resonance. This maps out
the absorption as a function of frequency; when a magnetic field is present to lift the
degeneracy (the m = ±1 sublevels overlap with the m = 0 with absolutely no external
field), separate peaks can be observed in the measured transmission of the vapor cell.
Figure 3·5 illustrates how Zeeman shifts in coherent population trapping can enable
magnetic field measurements. Note that for magnetic fields along the line of sight of
the laser, only mF magnetic sublevels with the same value can couple for coherent
population trapping. For this reason, this (three-level) circumstance is sometimes
defined as Raman-Rabi oscillation.
The Kitching group at NIST is most-interested in developing chip-scale atomic
devices for frequency standards (Knappe et al., 2004), they have also advanced the
state-of-the-art for magnetometry with similar devices (Preusser et al., 2009). In
particular, we note their significant increases in signal contrast by implementing a
four-wave mixing technique (Shah et al., 2007a).
Other groups have developed the technology targeting cardiography in unsheilded
environments using Rubdium (Liu and Gu, 2010) as well as cesium (Belfi et al.,
2007a). Furthermore, automated detection capabilities are being pursued (Belfi et al.,
2007b). Even applications such as the detection of unexploded ordinance can make use
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Figure 3·5: CPT lambda structure (rubidium D1 line ground state
with hyperfine states F = 1, 2 and Zeeman sublevels) under the influ-
ence of an external magnetic field B.
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of CPT magnetometers (Zhang et al., 2007). Additional progress concerning coherent
population trapping resonances in general have concerned their use as atomic clocks,
exploiting the magnetic field insensitivity of the m=0 transitions (Vanier et al., 2004).
Suffice it to say that CPT magnetometry is an ongoing field of research with frequent
new contributions in a variety of application areas.
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Chapter 4
Experimental
4.1 System Description
The architecture of our system is simple: a transmit/receive “ground system” con-
sisting of an FM laser spectrometer, and a “remote target” vapor cell evacuated and
filled with Rubidium atoms. We discuss the apparatus and our particular implemen-
tation of the CPT magnetometry technique. A photograph of the system is provided
as Figure 4·1.
For clarity, we also include a notional block diagram of the testbed as Figure 4·2.
Further, an cartoon of our optical setup is included as Figure 4·3.
4.1.1 Laser
At the heart of our transmitter is an external cavity diode laser (ECDL), the New
Focus Vortex II TLB-6914 at 794.979 nm (in vacuum), resonant with the D1 atomic
transition in Rubidium-87. Commonly with FM laser spectroscopy, a figure of merit
for the laser is the “mode-hop-free” spectral range, or the range over which the fre-
quency of the laser can be tuned continuously before it will make a discrete jump to a
different lasing mode with a discrete shift in wavelength. To achieve a tuning range of
>100 GHz mode-hop free, the laser diode is placed within a separate external cavity
in the Littman-Metcalf geometry (Littman and Metcalf, 1978). The output of the
diode is directed upon a partially reflective diffraction grating where the first-order
diffracted reflection is aimed at a retroreflector. This reflected line promotes the de-
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Figure 4·1: Optical testbed for coherent population trapping magne-
tometry.
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Figure 4·2: Notional block diagram of experimental setup.
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Figure 4·3: Transmit and receive optical system.
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sired lasing frequency, and is tuned by adjusting a piezo-electric transducer (PZT) on
the diffraction grating. This PZT can be modulated at up to 3.5 kHz and is controlled
externally. However, because of transit time broadening (see Section 5.1), we sweep
the frequency at rates much lower than this to optimize the linewidth of our sensor.
In addition to this PZT modulation, the injection current of the diode itself can
be modulated externally as well, and at much higher rates (say, 1 MHz). The laser
frequency varies as a function of current applied. We could use this fast direct current
modulation to lock the laser to the D1 atomic line; because the rates are higher,
greater frequency range of the environmental noise spectrum could be countered.
However, for simplicity, we currently use the PZT modulation option to determine
the optimal center wavelength for the laser and operate it free-running, as this satisfies
our needs for a laboratory demonstration.
As a remark, accurate frequency stabilization is only problematic in our setup due
to the resources on hand. The Precision Photonics LB1005 laser servo accepts the
signal from a photodiode, and its electronics adjust the servo output to maintain an
error signal of zero (constant detected power); it does so by controlling an output
voltage leading to the PZT modulation of the laser. (This assumes the amplitude
varies as a function of laser frequency; on an optical resonance, this variation can
be steep.) To set the desired center frequency, one may dial in an offset, bringing
the error to zero for the desired wavelength. On the LB1005, this dial lacks the
precision necessary to maintain the CPT resonances interrogated. That is, the offset
varies with dial position so quickly that small remnant errors are inevitable; the servo
then draws these small errors to zero, pulling the center wavelength slightly from the
precise resonance condition. This leads primarily to an undesirable asymmetry in the
detected CPT resonance.
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4.1.2 The Measurement
An ensemble of Rubidium-87 atoms is illuminated with light resonant with the D1
Rubidium line. A second laser field is introduced by way of phase modulation, with
RF sidebands spaced approximately 6.834683 GHz from the optical carrier. When
the carrier and one of the sidebands are resonant with the two hyperfine levels in
the 52S1/2 ground state, coherent population trapping occurs. The trapped atomic
population does not scatter incident photons; therefore, the transmission through
the vapor increases when on resonance. The sideband is swept through a range of
frequencies centered at the nominal (m = 0 magnetic sublevel) hyperfine splitting.
In the presence of a magnetic field, the magnetic sublevels experience Zeeman
splitting. When the sideband now sweeps through one of these sublevels, CPT occurs.
Rather than one peak in laser transmission, three now occur. (Although one of
the states has five sublevels, there are only three allowed transitions: right-handed
circularly polarized light only allows optical transitions with m = +1 as a selection
rule. The allowed transitions [F = 2 to F = 1] are -2 – -1, -1 – 0, 0 – 1 and no others,
as the lower hyperfine state has no m = 2 sublevel.) Of course, this is provided
the sweep encompasses a sufficient frequency range. Stronger magnetic fields induce
a larger shift, thereby requiring a wider frequency range. With our resonant phase
modulator, we are limited by the RF properties of the crystal used in the phase
modulator to about 30 MHz – sufficient for a proof-of-concept demonstration.
The frequency separation of these peaks corresponds precisely to the Zeeman
splitting, and the magnetic field can then be deduced using
E = 2µB ·B (4.1)
where µB is the Bohr magneton. The factor of two arises because the Zeeman splitting
in the two hyperfine levels take opposite signs, effectively doubling the shift between
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any pair of magnetic sublevels in different hyperfine levels. As noted, the hyperfine
levels F = 1, 2 have three and five magnetic sublevels, respectively.
For a truth measurement, we independently analyzed the magnetic fields present
in the laboratory, both at the precise location of our vapor cell as well as the area
in general. We did so with a FVM400 vector magnetometer (Macintyre Electronic
Design, Dulles, VA). This 3-axis fluxgate magnetometer is compact, and the sensor
head is conveniently about the size of one of our vapor cells. We were most inter-
ested with the magnetic field component along the line-of-sight of our laser. In this
direction, the magnetic field effects are most straightforward: the quantization axis
for Zeemann splitting is coaligned with the laser path, and the magnetic sublevels are
not degenerate.
The results were not ideal: over the span of our 75 mm vapor cell, the typical field
gradient was greater than 2.1 uT. Moreover, an absolute DC offset of approximately
20 uT was present. From end-to-end, the magnitude of the magnetic field across the
laboratory as a whole varied by 80 uT – much more than expected when embarking
upon this experiment. For space weather applications, field variations of interest can
be less than these by four orders of magnitude. A set of 3-axis Helmholtz coils were
used to remove the DC ambient field, as well as provide us with the ability to command
a magnetic field at the sensor. Each pair of coils are identical in terms of wire gauge
and number of turns, and are separated at precisely their radius. This geometry
allows the magnetic field between the coils to be controlled uniformly, with all other
components of the field canceling by symmetry. An image of the coils is presented
in Figure 4·4. By running 3 independent currents (<3 amperes each) through these
coils, a DC offset in each dimension can be removed. However, the slope of the field
cannot be removed with these coils.
We reconcile these hindrances to precise magnetic field measurements by referring
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Figure 4·4: Helmholtz coils used for magnetic field control. Images
courtesy of Micro Magnetics, Inc. (Fall River, MA).
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back to our introductory claim: our aim here is not to advance the state-of-the-art
for CPT magnetometers. Other groups have developed techniques that can measure
femtotesla fields (Griffith et al., 2010) as well as capabilities to null ambient fields using
a combination of Helmholtz and anti-Helmholtz coils (Belfi et al., 2007a). Instead, our
contribution is to utilize a reflective geometry to perform the measurement without
needing to be co-located with the vapor cell. Furthermore, an immediate extension
of the current work would be to collect data using the system in, say, a parking lot,
allowing for longer ranges as well as a quieter magnetic environment. The fields,
being truly present (as verified with the independent fluxgate magnetometer), should
indeed be measured – however, they do limit the sensitivity of our system in practice.
For that reason, characterization of the intrinsic system sensitivity makes use of “µ-
metal.”
Particular metal alloys can have very high magnetic susceptibility. This allows
(or forces) magnetic field lines to follow the contour of the metal, rather than pass
through them unobstructed. Such alloys can act as magnetic shielding. In addition
to our Helmholtz coils, we house the vapor cell in a µ-metal cylinder for the system
characterization (Section 5.1). The cylinder reduced the remnant field by approxi-
mately three orders of magnitude (from about 2 uT to less than 10 nT as measured
with our reference fluxgate magnetometer mentioned in Section 4.1.2) and mitigated
the gradient to less than 100 nT over the extent of the 75 mm vapor cell, allowing for
a more precise determination of the intrinsic linewidth of the system. (Again, field
gradients can be evidenced by line broadening; the best linewidth obtainable there-
fore occurs for zero field gradient. Also, the best signal-to-noise ratios are observed
for zero magnetic field, where the magnetic sublevels become degenerate and overlap,
all contributing to a single measured peak.)
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4.1.3 Transmit and Receive Optical System (TAROS)
After the output aperture of the laser, we include a Faraday optical isolator to mitigate
backreflections into the laser. Just as we select our lasing frequency by reflecting part
of the laser output back into the diode, stray reflections from optical elements in our
optical system could likewise alter the laser output characteristics. This isolator is a
large magnet between a combination of two polarizers at 45 degrees to each other;
the first polarizer is aligned to the output polarization of the diode laser. The magnet
introduces a Faraday rotation in the beam polarization as the beam traverses a crystal
such that the initial beam is passed at 45 degrees, but backreflections are rotated an
additional 45 degrees and are thusly blocked by the first polarizer. After this isolator,
an additional half-waveplate rotates the beam an additional 45 degrees; our phase
modulator, to be described later, requests horizontal polarization.
Thereafter, two 10%-reflective mirrors tap a portion of the beam to perform laser
stabilization. One of these legs passes through a secondary Rubidium vapor cell, and
then the two beams are directed onto a balanced photodetector. When on an optical
resonance, the absorption of the vapor cell varies strongly as a function of frequency;
that is, the peak of the resonance has a steep slope (with a Lorentzian lineshape; see,
for example, (Allen and Eberly, 1987)). By monitoring the absorption and locking
to one side of the peak, a laser servo can act as a control loop and maintain a pre-
cise center wavelength. Balanced detection removes systematic amplitude noise, such
as variation in the output power of the laser as a function of injection current. By
subtracting two essential identical signals, but with one experiencing absorption from
the vapor cell, we aim to ensure any intensity variation at the output of the photode-
tector is truly a frequency deviation resulting in increased/reduced absorption, and
not any other amplitude fluctuations. This signal provides a feedback to the current
modulation port to stabilize the ECDL.
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We point out here that a data-driven optimization is also possible, and indeed more
useful. After tuning the laser center frequency to one of the absorption lines, the servo
controller is not locked. The RF modulation is turned on, and a CPT transmission
peak is observed on the photodiode signal. The amplitude and the symmetry of the
CPT peak (with magnetic fields nulled) can be maximized by carefully adjusting the
tuning of the center wavelength by increasing or decreasing a DC voltage offset on the
laser servo controller. The laser sideband separation is dictated by the RF synthesizer,
and because our measurement is the frequency separation between two observed peaks
on the photodiode output, shifts in the center wavelength can be considered mainly a
loss on the signal-to-noise ratio. A secondary effect is an asymmetry introduced into
the signal because of detuning, and this asymmetry can distort FWHM measurements
important for sensor characterization. However, using the center of the peak as the
metric of median magnetic field causes this effect to become negligible in operation.
Atomic transitions can become saturated with high optical intensities, leading
to both an increase in linewidth as well as a decrease in signal contrast. In order to
explore the possibility1 of this power broadening, we introduce absorptive Schott glass
optical attenuators. Although our current system incorporates discrete attenuators
for convenience in the laboratory, an obvious improvement would be to implement a
common continuously variable attenuation scheme with a half-waveplate, polarizer,
and another half-waveplate. However, we obtain best results with our highest optical
intensity available.
After attenuation, the beam is focused as it passes through a New Focus 6.8 GHz
resonant phase modulator, model 4851. This is a Magnesium-doped Lithium Niobate
crystal with two electrodes connected to an SMA input. This modulator relies on
1Some references say that power broadening does not occur with CPT resonances, while others
imply that it should. We realized this inconsistency too late in our research to explore it as thoroughly
as we would have liked. Data is presented later that suggests we may be operating in a photon-
starved regime.
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the linear electro-optic effect, which adjusts the index of refraction of the crystal
proportionally to the voltage across it. This model in particular is designed for RF
inputs very close to the hyperfine splitting of the Rb-87 D1-line, and accepts up to 3W
of RF power. The 3 dB point (where half of the incident RF power actually couples
into to the crystal) is 0.5% of the resonant frequency, leading to a tuning range of
about 34 MHz. This bandwidth fundamentally limits the magnitude of magnetic
fields to which this particular magnetometer is sensitive; however, we typically only
sweep though 1 MHz of this range and look at small magnetic fields, allowing us
to assume a much more uniform RF field. More information concerning this phase
modulator is presented in Section 4.1.4.
The beam is expanded and is roughly collimated as it exits the TAROS to illu-
minate a greater fraction of the target vapor cell with minimal divergence. A wider
beam not only increases the number of atoms which the laser field interacts with, but
also increases the duration any atom persists within the beam. At room temperature,
the atoms move at thermal velocities close to 300 m/s and quickly pass through our
(∼1 cm) beam. Without a buffer gas in the vapor cell to increase measurement time,
it is important to use as large a beam as possible, limited to slightly less than the
aperture of the cell itself due to cropping and atom collision with the walls introducing
decoherence.
After interrogating the target and being reflected back through the cell, the receive
beam is imaged onto a variable-gain Silicon photodiode, Thorlabs model PDA36A.
With the optical intensities and gains used, the photodiode bandwidth is on the order
of 100 kHz, sufficient for slow sweep speeds with resultant CPT resonance signals
wider than 10 microseconds. Here, remember the distinction between the resonance
linewidth frequency scale, determined by the RF sweep rate and range, and any real-
world bandwidths. We can sweep arbitrarily slow to satisfy equipment bandwidths,
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but then run into effects such as transit-time broadening.
For example, if we were to make one frequency sweep of 500 kHz (sideband spac-
ing) over the course of an entire day, we would not reduce the linewidth. The atomic
ensemble would experience decoherence on a timescale this long (or, we would be the
proud recipients of a future Nobel Prize), even if the vapor cell walls were coated
to reduce relaxation and the laser beam was very large. In our current case, we are
limited to a measurement time of how long the atoms remain under the influence of
our laser field, dictated by the beam size. And if we were to sweep more quickly, we
would eventually reduce the overall measurement time and obtain broad linewidths.
Our ideal operating regime is sweeping at rates sufficiently fast to just observe spec-
troscopic broadenings, rather than any measurement time broadening effects such
as sweeping faster than atoms pass through the beam or faster than the detection
bandwidth of the system.
4.1.4 Laser Modulation
We dedicate an entire section to the modulation of the laser to highlight some funda-
mental points. The appropriate center wavelength is identified by varying the PZT
voltage to the ECDL to ensure that we are upon one of the optical resonances. (If
the servo controller is being used to frequency stabilize the laser, it is engaged at
this point.) The RF phase modulation is turned on, and slight adjustments are made
to the center frequency before fixing it; these adjustments optimize the symmetry of
the CPT transmission peak. In the measurement process itself, only the laser side-
bands at the RF modulation frequency (near 6.8 GHz) are swept, not the optical
carrier2 itself. The modulation depth is fixed for a given measurement, typically at
1 MHz; the sweep rate, though, can be varied - for example, in the characterization
2This term is a carryover from radar. The carrier is the tone or center frequency, and in our case
is the center wavelength of the external cavity diode laser.
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of transit-time broadening.
A subtle point that demands clarification is the difference between “real-world”
frequencies, and the frequency space of the laser. That is, sweeping at a rate of 1 Hz
(real-world) varies the RF sideband by 1 MHz (laser frequency space) at a rate of
once per second. When we quote linewidths for the magnetometer, they are always3
in the laser frequency space. The conversion is simple, but absolutely essential:
δ =
∆
τs
, (4.2)
where δ is the RF deviation rate, ∆ is the RF modulation depth (1 MHz), and τs
is the sweep rate. Thus, the FWHM of a resonance is its temporal duration on the
photodiode multiplied by δ.
The phase modulator accepts 3 W average power; we produce about 2 W with a
33 dB MITEQ power amplifier enhancing an initial output of 0 dBm from an Agilent
E8257D RF synthesizer. This is 10 V RMS, or approximately 14 V peak, and leads to
0.30pi peak phase shift. At this drive level, 17.5% of the optical power is transferred
into each sideband.
The center frequency of the Agilent synthesizer is 6.834682610904 GHz, corre-
sponding to the hyperfine splitting of the 52S1/2 energy level in Rubidium-87 in the
absence of an external magnetic field. As mentioned, the modulation depth is typ-
ically 1 MHz, and is controlled externally by a separate Agilent 80 MHz function
generator. A 1 MΩ portion of this sweep (-1 – 1 Volt) is tapped out to trigger an
oscilloscope.4
3We hope.
4When doing so, daisy chain the signal line rather than running separate transmission lines to
the two devices to minimize reflections. This can be particularly important with RF signals, but is
good form in general.
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4.1.5 Vapor Cell
The Rubidium itself is contained within a cylindrical pyrex cell measuring 75 mm
in length, with a clear aperture just shy of 25 mm in diameter. Rubidium has two
naturally occurring isotopes: Rb-85 and Rb-87. All cells in our experiments were
99.9% isotopically pure Rb-87 (nuclear spin I = 3/2). As a note, Rubidium-85 has
four excited hyperfine states (F = 0, 1, 2, 3) rather than the two of Rb-87 (F = 1, 2).
The cell is illuminated along its cylindrical axis; for this reason, the end faces are
anti-reflection (AR) coated. At room temperature, the vapor density (or simply the
number of atoms in the vapor phase) can be deduced from the ideal gas law. At
25 degrees Celsius, with 0.392 · 10−6 torr, the density is 1.06 · 1022 atoms per cubic
centimeter. The cell can be heated to increase the number of Rubidium atoms in the
vapor cell, but at the expense of broadening spectroscopic linewidths. In the spirit of
having a completely passive vapor cell as a target, we did not heat the cells.5
Additional engineering and a more complicated TAROS would be required to hy-
bridize a vapor cell with a retroreflector to its aft, thereby optimizing optical imaging
of the cell. For standoff distances, a retroreflector would not create enough angular
offset at the TAROS to image the cell onto a photodiode in a simple fashion. At the
distances investigated experimentally, it was much more useful to place a flat mirror
behind the illuminated vapor cell to create a small separation between the transmit
and receive beams. However, to achieve much greater distances, a true retroreflector
seems the best option.
Different buffer gases can be included in the cell in order to decrease the mean-
free path of the Rubidium atoms. Rather than passing through the cell relatively
5This is not entirely true. Due to faulty vapor cells, we implemented closed loop thermal control of
a cell using a 147 Ω resistive heating element using a Wavelength Electronics temperature controller
to get the system up and running while waiting for new cells to be fabricated. We believe that the
small amount of Rubidium present either sublimated to the walls of the cell, or to a contaminant.
Heating, while not ideal, overcame this difficulty. This workaround persisted for several months;
however, none of that data is presented herein.
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uninhibited, collisions with a dense buffer gas force the Rubidium atoms to spend
more time under the influence of the laser field, thus increasing the possible coherent
measurement time. A buffer gas effectively forces the atoms to take a zig-zag path
through the cell, rather than a straight shot. Longer measurement times intrinsically
lead to narrower linewidths. Of course, these buffer gases must be chosen such that
the collisions therewith do not alter the electron states of the Rubidium atoms with
high likelihood. Inert gases with full valance shells, such as helium, can allow collisions
without decoherence through electron spin randomization.
In addition to unbuffered cells, we procured vapor cells with nitrogen and helium
(separately) as buffer gases. Sadly, the cells did not perform as well as anticipated, as
discussed in Chapter 5. In the end, we were seriously hampered by having only one
unbuffered vapor cell with which we were capable of making measurements without
having to heat the cell to sufficiently increase the number of Rubidium atoms in the
vapor phase.
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Chapter 5
Results
This section presents measurements collected to characterize the intrinsic sensitivity
of our magnetometer before predicting and collecting data at one meter standoff
range. All data shown is based of the vapor cell with no buffer gas. At close to one
meter of standoff, we collect data over a variety of magnetic field magnitudes.
5.1 Transit-Time Broadening
System characterization should be performed under optimally controlled conditions.
With magnetic sublevels degenerate in the absence of magnetic fields, one would
expect the resonance linewidth to be tightest. However, as noted previously, the
laboratory environment is not magnetically favorable. For characterization purposes,
mu-metal and Helmholtz coils helped to null external magnetic fields present. It must
be stressed that these control elements would not be required in a fielded system: they
are for system characterization only. The following data supports the intrinsic system
linewidth under best-obtainable, but still not optimal, conditions.
Figure 5·1 portrays a time trace of our detected photodiode signal as the RF
sideband spacing is varied linearly over 500 kHz. At a sweep rate of 100 Hz, an
entire sweep requires 10 ms. A single peak appears at the two-photon resonance
with all magnetic sublevels degenerate, as the magnetic field was nulled as discussed
in Section 4.1.2. Although the ambient magnetic field was not identically zero, the
measured CPT resonance FWHM is a combination of a smearing due to magnetic
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field gradient as well as the intrinsic linewidth of the spectrometer.
Figure 5·1: Photodiode time trace as RF sideband is swept through
the coherent population trapping resonance. Sweep rate 100 Hz. Mag-
netic field nulled using Helmholtz coils and µ-metal.
The linewidth (sensitivity) is determined primarily by three main factors: the
Bohr magneton (quantization of measurement), the number of atoms interrogated
(number of measurements), the measurement time (duration of measurements). We
have no control over the fundamental constants of nature: the first item is therefore
fixed. The number of atoms interrogated for a given beam size is dependent upon
the density of Rubidium atoms; to maintain our “passive sensing element” concept,
we operate at room temperature with dictates the density. We are only able to vary
the rate at which we vary the RF (sideband) frequency sweeping through resonance.
Obviously, we aim to make measurements as rapidly as possible without degrading
our sensitivity as a result of sweeping too quickly.
For a given beam diameter, there is a maximum time which an atom should persist
within the laser field due to the atom’s thermal velocity. Overfilling the vapor cell
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aperture does not increase this time when atom collisions with the cell wall introduce
decoherence. Thus, there is some optimal sweep rate based on the atom transit time.
Figure 5·2 shows a measurement of the CPT linewidth as a function of sweep rate.
The curve levels off at a full-width at half-maximum of the CPT resonance of 28 kHz,
corresponding roughly to our laser beam diameter of 1 cm. This implies an optimal
measurement sweep rate of around 100 Hz.
Figure 5·2: CPT linewidth versus sweep rate for transit-time deter-
mination. Line included for visual clarity.
A magnetic field gradient present in the measurement leads to a resonance broad-
ening. With a field gradient, different atoms in the 75 mm long vapor cell experience
slightly different magnetic fields. Any localized group of atoms will exhibit their own
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Zeeman shifting, and affect the transmission under CPT of the vapor in that loca-
tion accordingly. However, at the photodiode, all of these absorption characteristics
through the cell are summed. This superposition leads to a smearing past that of
transit-time broadening.
5.2 Magnetic Field Gradient
A problem experienced in the laboratory is the gradient of magnetic field present.
Figure 5·3 illustrates the response of our system in the presence of the gradient. The
blue curve is our system response (100 sweeps averaged) in the laboratory; the red
curve was collected in system characterization using µ-metal for gradient mitigation.
Not only is the sensor located atop a steel optical table, but metal walls and electrical
wiring exacerbate the variability. The field sampled subtends a cylindrical volume
75 mm in length and approximately 10 mm in diameter based on the length of the
vapor cell and the width of the laser beam. Independent measurements using our
fluxgate magnetometer verify that a gradient exists. The Helmholtz coils create a
uniform field in their center over a region of approximately 2.3 inches1; however,
our vapor cell measures 3 inches in length. Outside of the uniform center region,
the gradient increases substantially. Although our fluxgate magnetometer was not
designed for precision gradiometry, we estimate the gradient over the length of the
cell to be approximately 10 µT. This matches the observed broadening of the CPT
resonance for “zero-field” conditions qualitatively. If follow-on work is possible with
this system, it would be important to procure smaller vapor cells and validate this
claim further.
1Taken from equipment specification, due to the difficulty of obtaining precise spatial information
with our fluxgate magnetometer.
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Figure 5·3: Our system in ideal magnetic field conditions (red) versus
in situ in the laboratory (blue). Noise has been reduced in the blue
curve by averaging 100 traces.
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5.2.1 Buffer Gas
As noted in Section 4.1.5, we also attempted to use buffer gases of helium or nitrogen
to increase the transit time of Rubidium in the laser path. Based on Figure 5·4,
which shows measurements with a nitrogen buffered cell (red) and an unbuffered cell
(blue), this failed. The buffered cell contained one atmosphere of N2, and caused the
CPT resonance to vanish. Results with a second nitrogen-buffered cell and a helium-
buffered cell were identical. We adjusted the center frequency of the laser under the
assumption that the buffer gas caused a shift in the CPT resonance; after much effort,
we decided that this was to no avail. Rather than focus on the increase in sensitivity,
we decided to focus on our proof-of-concept for remote magnetometry with microtesla
class sensitivities. Indeed, other CPT magnetometers operate in the nanotesla regime,
and future work would need to identify appropriate buffer gas pressures to achieve
these sort of result.
5.2.2 Laser Stabilization
As mentioned previously, we accommodated frequency locking the laser to a separate
Rubidium reference cell. This cell was heated to above room temperature in order to
increase the density of Rubidium atoms. Due to hardware control of the error signal
generated by the servo, this stabilization failed. When activating the laser servo,
one sets the correct center frequency and then sets the error to zero before engaging
the lock control loop. However, our servo provided too coarse control over the error
signal. Thus, when engaging the lock, a small remnant error was pulled to zero
by the control loop, slightly shifting the carrier frequency of our CPT illumination.
This caused asymmetry as shown in Figure 5·5, rendering our frequency stabilization
work detrimental. While our system remained stable over the course of a series of
measurements (less than one hour), a future system should incorporate frequency
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Figure 5·4: CPT resonance in vapor cells with (red) and without
(blue) a nitrogen buffer gas of one atmosphere.
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stabilization with a difference servo with more precise control over the initial control
loop conditions.
Figure 5·5: Asymmetry introduced by our attempt at frequency sta-
bilization. The red curve shows the CPT resonance before engaging
the servo lock; the blue curve is the result of engaging the servo lock.
5.3 Standoff Magnetometry
Figure 5·6 displays a series of data collected at one meter of standoff at a variety
of magnetic field conditions. The vapor cell and Helmholtz coils were oriented to
have the laser pass through them axially; we estimate that the angle introduced in
this placement was less than 10°, leading to an angular error of slightly less than
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two percent. Less angular offset than this made it difficult to have the transmit and
receive beams separated sufficently at one meter of distance. For longer standoff
distances with a retroreflector, more advanced optics would be necessary. These data
used a sweep rate of 100 Hz and averaged 100 photodiode traces each.
Figure 5·6: Series of CPT magnetometry sweeps (100 traces aver-
aged) as magnetic field is varied. Each color corresponds to a different
magnetic field along the line-of-sight of the laser.
It is obvious that the Zeeman shift is measurable from these curves. The actual
value for the gyromagnetic ratio in question is provided in (Steck, 2008) as 7 kHz/µT;
because the upper and lower levels experience shifts in opposite directions, we expect a
slope of 14 kHz/µT. However, we have two sources of “truth” as to the actual magnetic
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field magnitude caused by the Helmholtz coils: the equipment specification derived
from the Helmholtz equation or our fluxgate magnetometer. Due to the difficulty
in obtaining precise spatial information from our fluxgate sensor, we present both
sources of truth information.
Figure 5·7 shows the measured Zeeman shift in our data versus the field calculated
by the equipment specification. Their scaling for induced field versus drive current
takes into account the number of turns in the coil and the coil radius. Simplifying
fundamental constants, we have:,
B = 0.8991 · 10−6 nI
R
, (5.1)
giving 21.3 gauss per ampere of drive current for the largest coil oriented coaxially with
our vapor cell and beam propagation. With this information, we estimate the slope
of the data using a linear fit to be 15.036 kHz/µT. Figure 5·8 shows the measured
Zeeman shift in our data versus the field as measured with our reference fluxgate
magnetometer. Here, the linear fit provides a slope of 13.294 kHz/µT. (Remark: if
we were to exclude the first two points, where peak discrimination is difficult, the
estimate improves slightly to 13.624 kHz/µT.) The relative error in these two bases
are 7.4 percent and 5.1 percent (and 2.8 percent if we exclude the first several two
points as mentioned). However, the average error of the two (14.165 kHz/µT) is only
1.2 percent.
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Figure 5·7: Zeeman shift measured versus calculated magnetic field.
The slope of the curve from a linear fit is 15.036.
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Figure 5·8: Zeeman shift measured versus measured magnetic field.
The slope of the curve from a linear fit is 13.294.
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Chapter 6
Conclusions
We have made measurements of the magnetic field at a distance close to one meter,
with no essential equipment but for a passive vapor cell (with a reflective element
at its rear) at the position of the field measurement itself. We accomplished this by
remotely interrogating the cell with FM laser spectroscopy techniques, specifically
exploiting coherent population trapping in the D1 hyperfine states of Rubidium-87.
Measurements gathered over a variety of magnetic field conditions were consistent
with expectations. We verified the gyromagnetic ratio of the D1 hyperfine states
in Rubidium-87 using both calculated and measured values for the magnetic field
created by a pair of Helmholtz coils along the line of sight of our laser/vapor cell.
The average of these two methods showed only 1.2 percent error from the true value
of 14 kHz/µT (remembering that the hyperfine states interrogate experience equal
and opposite Zeeman shifts).
In the current case, the topic of further work is of particular importance. Previous
literature suggests that two immediate extensions would bring out sensitivity into the
nano-tesla regime, and validate that our sensor architecture is indeed relevant in the
context of space weather characterization. Inclusion of a buffer gas in the vapor cell
(at an appropriate pressure) would allow for longer coherent measurements because
Rubidium atoms would persist within the laser illumination field for much longer
durations. This would allow us to sweep our FM spectrometer more slowly, and obtain
more precise measurements. Likewise, a more advanced curve fitting algorithm would
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allow us to discern the location of the CPT peaks present in our photodiode traces,
regardless of the intrinsic linewidths achieved.
Moving forward, we expect to be able to explore an imaging sensor based on
our reflective geometry. By distributing a number of vapor cells and imaging them
onto a single CCD camera (illuminated by a single swept source), characterization of
magnetic dynamics over a wider field of view would be tractable. Then, we would not
only be able to measure the magnetic field of a particular position, but have a more
thorough understanding of the interaction of a region of space. We believe this is
particularly attractive for understanding the effects of space weather upon the upper
atmosphere.
In summary, we have demonstrated the ability to measure magnetic fields remotely
by laser, with a single beam illuminating a passive vapor cell with a single reflective
element. We look forward to seeing what arenas of magnetometry are opened by such
an architecture.
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