INTRODUCTION
Because of the desire to calculate the areas of elementary figures, a variety of integrals has been established, popular among which are the Lebesgue integral and the Riemann integral. It is clear that Riemann integral is fundamental in elementary calculus and it can be used to define and calculate many geometric and physical quantities, such as area, volume, and work. However, the Riemann integral has its limitations. The theory of the Lebesgue integral reveals that the Riemann integral is basically used for continuous functions. In fact, f: [a, b] -+ R is Riemann integrable iff S is continuous a.e. on [a, b]. Also, as is known, the convergence theorems for this integral are severely restricted. With the motivation of generalizing the Riemann integral so as to enlarge the class of integrable functions for which the convergence theorems hold, the Lebesgue integral was successfully established.
Generalizations of the Lebesgue integral, such as the Perron integral and special Denjoy integral, appeared later. The most interesting generalization is the generalized Riemann integral (GR integral for short), discovered by Kurzweil and Henstock independently, although it is equivalent to Perron and special Denjoy integrals. Contrary to the classical exposition of the Lebesgue integral which needs the concepts of measurable sets and measurable functions, before defining the integral, one can define the GR integral directly based on Riemann sums; therefore, the definition is constructive. Then, if one wishes, one can find all the Lebesgue measurable sets and measurable functions via the definition of GR integral. Furthermore, all the convergence theorems can be proved using the definition of the integral [l-3] .
It is known that f is Lebesgue integrable iff both f and If] are GR integrable. Hence, the Lebesgue integral can be introduced through the GR integral, avoiding measure theory. Since the definition of the GR integral is very similar to that of the Riemann integral, one can easily grasp the 515 powerful Lebesgue integral, as long as one has a background on the Riemann integral. However, as we illustrate in Section 4, to study the GR integrable functions which are not Lebesgue integrable is at most of marginal interest. We also show that the theory of differential and integral inequalities among GR integrable functions cannot go beyond Gronwali inequality due to the nature of this integral which lacks necessary operational properties.
For the convenience of presentation, we consider f: [a, 61 + R, throughout the paper, although most of the conclusions are valid for f: Q+ R", where Q c R" bounded or unbounded.
HISTORICAL DEVELOPMENTS
By inverting the result of differentiating a known function, the Newton integral is defined to be 
However, f(x) is not Riemann integrable, a defect of the Riemann integral mentioned in the Introduction.
The Lebesgue integral successfully overcomes these shortcomings. Further, the Newton-Leibnitz formula if, for each E > 0, there is a 6 > 0 such that for every partition of [a, b] -M= y,< y,< ... < y,=M (2.8) with max OGrCn-l (Y,+~-Y,)<& we have In general, f as well as its domain may be unbounded; we can truncate the domain and range off in this case and then use the above definition and limit process to give the general definition.
For every Lebesgue measurable f, f =f+ -f-, where f' = max{f, 0} f-= max{ -f, 0} are Lebesgue measurable; and for every Lebesgue measurable g 3 0, there is an increasing sequence of step functions which converges to g almost everywhere. The above observation enables us to define the Lebesgue integral, avoiding measure theory, as follows. A4 c R is said to be null if, for every E > 0, there is a sequence of open sets { (ak, 6,)) such that Mc up=, (a,, bk) and C;= 1 (bk -uk) <E. f: R + R is said to be Lebesgue integrable iff there are increasing sequences of step functions, {&I, {gk}, such that [fk(x) -gk(x)] +f(x) as k -+ co for all x but a null set and
(Note that the step function is always Riemann integrable.) We then define 
where D and 4 denote the lower and upper derivatives, respectively. Then
for all major functions off, is the upper Perron integral, .while 
14)
It is known that if we consider only absolutely continuous major and minor functions offin (2.12) and (2.13), the resultant integral is exactly the Lebesgue integral. Hence, the Perron integral includes both Lebesgue and Newton integrals. Also, requiring all the major and minor functions to be continuous in (2.12) and (2.13) will yield the same Perron integral. Suppose that F, G are any major and minor functions off, respectively; then
for any E > 0, there exist a major function F and a minor function G of F on
It then becomes clear that the Perron integral may be regarded as a synthesis of two fundamental concepts of integration: one corresponding to the idea of a definite integral as a limit of certain approximating sums, and the other to that of an indefinite integral understood as a primitive function (see [7] ). The following result is known [7] . Another way to generalize the Lebesgue integral is to replace the absolute continuity requirement on Fin (2.6) by a weaker one, and, accordingly, a more general integral on the right hand side of (2.6) should be considered. This idea leads to the special Denjoy integral. For defining this integral, we need some preparation. , bi] and { [ai, bi] } is any sequence of non-overlapping intervals whose end-points belong to E, and O(F; Zi) denotes the oscillation of F on Ii. If V(F; E) (V,(c E)) < + co, the function F is said to be of bounded variation in the wide (restricted) sense on E, or VB (VB,) on E. F is said to be of generalized bounded variation in the wide (restricted) sense on E, or simply VBG (VBG,) on E, if E is the sum of a sequence of sets on each of which F is VB (VB,). DEFINJTJON 2.2. F is said to be absolutely continuous in the wide (restricted) sense on E, or simply AC (AC,) on E, if to each E > 0 there corresponds an 9 > 0 such that for every sequence of non-overlapping intervals {Zi= [ai, b,] > whose end-points belong to E, C(b, -ai) < q implies C IF(bi) -F(ai)l < E(C O(F; Zi) < E). F is said to be generalized absolutely continuous in the wide (restricted) sense on E, or simply ACG (ACG,) on E, if F is continuous on E and E is the sum of a sequence of sets on each of which F is AC (AC,).
The basic relations among them are given in [7] by THEOREM 2.2. In order that F be AC,(ACG,) on a bounded closed E, it is necessary and sufficient that F be both VB, and AC (VBG, and ACG) on E. F is ACG, on an open interval Z iff there is a strictly increasing and absolutely continuous function with respect to which F has its Dini derivatives finite at every point qf I.
For the difference between ACG and ACG, functions, it is known that a VBG, (hence ACG,) function on E is almost everywhere finitely differentiable on E and this is not true for ACG functions, in general. In general, we have 
a n-m
GENERALIZED RIEMANN INTEGRAL
We have already seen in Section 2 that the Perron-Denjoy integral is more general than the Lebesgue integral, and Perron's approach does not even need the help of any notions of measurability. However, the definitions of these two integrals are by no means easier than that of Lebesgue since both Perron's and Denjoy's definitions are descriptive. Kurzweil and Henstock successfully gave a constructive definition for the so-called generalized Riemann integral (or Henstock integral, or Riemanncomplete integral), which is equivalent to the Perron-Denjoy integral, and hence, it can be utilized to define the Lebesgue integral constructively.
As we know, the Riemann integral has the limitation that convergence theorems are severely restricted. This is because the class of Riemann integrable functions is very small, as Example 2.1 shows. Suppose f(x) 2 0 on [a, b]; then the integral off over [a, b] should be understood as the area in some sense of the region S under the graph off: Hence, each term f(fk)(xk -xkp ,) in (2.5) should be a good approximation to the area of the strip S, under the graph and between x = xk _ i, x = xk. In the definition of the Riemann integral, we usually choose {xk} first and then require (2.5) foranyt,E[~~~~,~~]aslongasx,-x,~,<6fork=1,2,...,n.Thiscan be impossible if f is very steep in [xk _, , xk] and xk -xk _, is relatively large since we have many choices for tk from [xk ~ 1, xk]. This is exactly the reason why many functions are not Riemann integrable. In other words, the local behavior off should be considered in the definition in order to generalize the Riemann integral.
Contrary to the classical process, choose t, first and then, according to the behavior off around tk, decide how close xk _, and xk should be to tk so that f(tk)(xk -xk ~. ,) is a good approximation of Sk. Overall, for any t E [a, 61, choose an open interval h(t) containing t such that f(t)(u-U) is a good approximation to the area of the strip under the graph between x = u and x = u, whenever t E [u, u] 
PROPERTIES OF GR INTEGRAL AND INTEGRABLE FUNCTIONS
The basic properties are included in the following two theorems. Suppose F, f, g: [a,b] + R, CE (a, b), a, /3 are constants. As a convention, we omit GR in front of integral signs. (f) Suppose that f and g are GR integrable. Let F(x) = ji f(t) dt and G(x) = ji g(t) dx. Then fG is GR integrable iff Fg is. Moreover, (1 (4.7) Evidently, the dominated convergence theorem of GR integrable functions is no more than that of Lebesgue integrable functions because of the relation between these two integrals. For the proofs of these two theorems, see [4, 7, 81. We say that g: [ In conclusion, unlike Lebesgue integrable functions, GR integrable functions lack some important operational properties which are necessary in the theories of differential and integral equations. Because of this, it is clear that the importance of the GR integral is only to provide an elementary and constructive treatment of the theory of the Lebesgue integral.
Finally, we give the following (GR) integral inequality which is a generalization of [6]. As Example 4.2 reveals, we can consider only linear type problems when GR integrals are involved. and the proof is complete.
