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0. INTRODUCTION 
One of the fundamental problems in the theory of differential equations 
is to discover conditions under which the Cauchy problem 
x’ =f(t, x), x&J = x0 , (0.1) 
with f continuous, is well posed in the sense that it has the property of existence 
uniqueness and continuous dependence of solutions upon the data. Moreover, 
when a solution exists, it is very useful to approach it by means of some con- 
structive method, for instance using the classical Peano-Picard method of the 
successive approximations. 
It is a well known fact that the continuity of the vector fieldf is not sufficient 
to ensure uniqueness or convergence of successive approximations and, in 
infinite dimension, even existence of solutions [16, 61. These pathologies are 
however ruled out if f is supposed to satisfy some additional hypotheses, for 
instance if f is locally Lipschitzian. It is then quite natural to raise the problem 
whether the set of all “nice” continuous f for which problem (0.1) is well 
posed and/or the corresponding successive approximations converge to a 
solution of (0.1) is larger, in a sense to be specified, than its complement. To 
make the question meaningful we say that a property is generic in a Baire space 
if the subset on which it is not true is meager or, equivalently, if the property 
is true on a residual subset. Here by meager set we mean a set of Baire first 
category. Thus a generic property is one which is possessed by almost all 
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(we shall say also by most) elements of the space. In our setting the basic metric 
space is a well defined Baire space of vector fields, normally a subspace of 
continuous and bounded functions with the supremum distance, and the generic 
properties we are interested in, are existence, uniqueness, continuous dependence 
of solutions or convergence of successive approximations for the corresponding 
Cauchy problem (0.1). 
From this point of view the study of generic properties for differential equa- 
tions in [w” seems to go back to an old paper of Orlicz [12], appeared in 1932, 
in which it was shown that the uniqueness of solutions is generic in a certain 
subspace of continuous and bounded functions. Similar results for hyperbolic 
or functional differential equations in finite dimension can be found in [I, 2,4,8]. 
The investigation of generic properties of differential equations in an infinite 
dimensional Banach space has started more recently with a remarkable result 
of Lasota and Yorke [I I], published in 1973, stating that for most functions f 
in a Banach space of continuous and bounded vector fields, the Cauchy problem 
(0.1) is well posed. In addition, as it has been established in [5], (for the [w” case 
see [15]) for most f in the same space the successive approximations of the 
corresponding Cauchy problem (0.1) d 0 actually converge to a solution of (0.1). 
We notice, by the way, that somewhat similar results concerning existence of 
fixed points and convergence of iterates for nonexpansive mappings have been 
obtained in [14] and [3] respectively. 
In this paper we intend to extend several of the aforementioned results from 
[l l] and [5] to the Cauchy problem for functional differential equations 
x’ =f(C 4, Xfo = vo , (O-2) 
in a Banach space E. Here f is supposed to be in a Baire space of continuous and 
bounded vector fields, endowed with the supremum distance, and ‘p. is a given 
continuous function from a nondegenerate interval [-k, 0] into E. 
In a first part of this article we shall prove, using the same technique of 
Lasota and Yorke [l I], the first of our main results, namely Theorem 3.1, 
which states that for most continuous and uniformly bounded f, the correspond- 
ing Cauchy problem (0.2) is well posed. To show that, after having established 
a rather technical lemma, we follow very closely the pattern developed in [Ill 
for ordinary differential equations. 
In the second part, we are concerned with a constructive method for approach- 
ing a solution of (0.2). The main result of this part, namely Theorem 4.8, says 
that for most functional differential equations, with continuous and bounded 
right hand side, the corresponding Peano-Picard sequence of the successive 
approximations converges to a solution of (0.2). 
To fully clarify the meaning of Theorems 3.1 and 4.8, we notice that the 
classical sufficient conditions (see [7, 9, lo]) which guarantee that problem (0.2) 
is well posed or that the corresponding successive approximations converge to 
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a solution of (0.2), define subsets which are meager in the space of continuous and 
bounded vector fields f. Thus it seems coming rather unexpectedly the con- 
clusions of both these theorems which say that, on the contrary, almost all f 
do actually enjoy each of the aforementioned properties. 
Notation and basic definitions are contained in Section 1. In the following one. 
we establish some lemmas which play an important role in the proof of Theorem 
3.1. The last two sections are devoted to the proof of Theorems 3.1 and 4.8 
respectively. 
1. PRELIMINARIES 
Let E be a Banach space with norm / 1 . For a function g: A -+ E the symbol 
11 g lIA denotes sup{] g(p)1 1 p E A}. Let C~,,,j([a, b] a compact interval of R) denote 
the Banach space of all continuous functions from [a, b] into E with the supre- 
mum norm 11 iI[a,,,l . We write r = CtPh,a~ , h > 0. For ~JI E I’, set /I y !/ = 
II v llL-h,Ol . 
For a continuous function X: [to - h, t, + b] + E (b > 0) and t E [t, , t, + h], 
denote by xt the element of r defined by QT) = x(f + T), 7 E [--h, 01. Observe 
that the function t + zt is continuous. 
Let U be a nonempty open subset of the Banach space R x r, where R x r 
is endowed with the norm il\(t, p)/lj = / t / + ji y 11 , (t, v) E IR x r. Let %‘(U, E) 
be the Banach space of all continuous and bounded functions f: U -+ E (that 
is Ilf lb -7 +a). 
Let M > 0. Define 
U (resp. &‘) can be considered as a metric space on its own with the relative 
metric. In particular, observe that M is a Baire space. With our choice of the 
metric in J&‘, saying that (fk} converges to f E &’ means that {f& converges to f 
uniformly on U. 
For f E .& and (to , vO) E U consider the Cauchy problem (0.2). (In (0.2) X’ 
denotes the strong derivative of x.) 
A function a(.; t, , ~a): [to - h, t, + a) --f E, a > 0, or with a simpler 
notation X, is said to be a solutzon of the Cauchy problem (0.2) if: (i) x is defined 
and strongly continuous on [to - h, t, + a) and (t, xt) E U for all t E [to , t, + a); 
(ii) ft = y0 and, (iii) for every t E [t ,, , t, + a), x has strong derivative X’ satis- 
fying (0.2). 
It is useful to associate with the Cauchy problem (0.2) the following functional 
integral equation 
x(t) = vo(t - to), t, - h < t < t, ) 
= P)o(O) + (f (5 4 6 
(1.1) 
63 < t, 
409/67/z-13 
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(the integral in the sense of Bochner). A function X: [t,, - h, t, + a) -+ E, 
a > 0, which fulfils conditions (i) and (ii) of the preceding paragraph and, 
(iii’) for every t E [to , t, + a), x satisfies (l.l), is said to be a solution of (1 .l). 
Then, as it is well known, problems (0.2) and (1 .I) are equivalent. 
For any f~ k! and (to , pO) E U, the corresponding Cauchy problem (0.2) 
will be denoted by [f, t, , v,,]. 
Let E1 and E, be Banach spaces, U, an open subset of E1 . A map f : U, + E, 
is said to be locally Lipschitzian if for each p E U, there are an open set Q9 , 
with p E Q, C U, , and a constant L, > 0, such that 11 f(x) - f(y)112 < 
L, I/ x - y l/r for all X, y E: 9, , where // . iI1 and Ij . II2 are the norms of E1 and 
E 2’ 
If n is any metric space we denote by B(w, r), v E (1, the open ball in /1 with 
center v and radius r > 0. 
2. LEMMAS 
We start with the following lemma whose proof is omitted since it is based 
on a standard technique. 
LEMMA 2.1. Let the problem Lf; to , q,,] be given, where (t, , q,,) is Jixed in U 
and f ~4. Then there exists a > 0, depending on (te , pO) and M, such that for 
every locally Lipschitzian function f E A!, the problem V; t,, , vO] has exactly one 
solution defined at least on [to - h, to + a]. Each of these solutions can be continued 
to a maximally extended solution. 
Moreover, let K be a nonempty compact subset of U. Then there exists 01 > 0, 
depending on K and M, such that for any locally Lipschitzian function f E .A? and 
every (t,, , IJIJ E K, the problem V; to , q+,] has exactly one solution defined at least 
on [t,, - h, to + a]. Each of these solutions can be continued to a maximally 
extended solution. 
The next lemma plays a crucial role in the proof of Theorem 3.1. 
LEMMA 2.2. Let the problem [f; t, , q.+,] be given where f is locally Lipschitzian, 
(t, , v,,) E U, and let x be the corresponding solution de$ned on [t, - h, t, + a], 
according to Lemma 2.1. Consider the problems [f*; t, , &J, k = 1,2,..., and 
assume that (fk} CA? converges to f, ((tk , &} C U converges to (t,, , q+,) and 
I t, - to I < a = min{a, h) for every k. Suppose that fw each k the problem 
[fk; t, , P)J has a solution xk de$ned at least on [tk - h, t, + a]. Then {x”} converges 
to x uniformly on [t, - h, to + a]. 
Since all xk may not be defined on [to - h, t, + a], by xk --f x uniformly on 
[t,, - h, t, + a], we mean that for every E > 0 (e < h) there is a k, = k,(c) 3 1 
such that xk (k > k,,) is defined on [t,, - h + E, t, + a] and xk --f x uniformly 
on [to-h+e,t,,+a]. 
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Proof. In correspondence with x: [to - h, t, + a] --f E, define the nrap 
g: [to, to +- u] + U by g(t) = (t, xi). It is easily seen that g is continuous on 
[to , to -t- u]. Let B, = B((to , q~,,), r) C U b e an open ball in R :< r on which f is 
Lipschitzian with constantl. By the continuity of g there is S, Y, 0 (S, < 0) such 
that 
6, x,) E Br for each s E [to , to + %I. (2.2) 
Now, for each function xh: [tk - h, to + a] + E we define the corresponding 
51;: [tli , f, $ a] - U bygk(t) = (4 xt”). One can verify that for each E > 0 there 
exist n1 = ni(~) and 6, = S,(C) > 0, (6, < u) such that: 
If 
t’, t” E [tk ) t, + u] and I t” - t’ I < 6, 
then (2.3) 
i(l gk(f? - g&‘)lli < E for k > n1 . 
Let in (2.3) nr and 6, correspond to 6 = r/2. Let S = min{S, , S,> and let 
na (n, > n,) be such that 1 t, - to 1 < S/4, for K > n, . 
Since (tk , vk) -+ (to , F,,), there exists ns (ns 3 na) such that 
(t/c > vk) E &/z for k 2 71s , (R,,, = B ((to > vo), +)) . (2.4) 
From IlI(s, x,‘) - (to , ~o>lll < IN s, x,‘) - (tk , ~k)lli + IiUk , ok) - (to T %>il T using 
(2.3) (with E = r/2) and (2.4) we get 
(s, ~$1 E B, for s E [tk , t, + S] and k 3 na . 
In particular 
(s, x,lc) E B, for s E [tk , t, + $S] and k > na . (2.5) 
Thus it follows from (2.2) and (2.5) that there exist numbers t* = to + $3 
and ns such that 
0, x,) E Br for s E [to , t*], 
0, x,k) E B, for s E [tk , t*] and k > na . 
(2.6) 
We claim that the sequence {x”} converges to x uniformly on [to - h, t*] as 
stated in the lemma. By hypothesis t, ---f to as k--f co. In addition we suppose 
to < t, < t* for every k 3 na , so that (2.6) continues to hold. It is clear that 
{x”} converges to x uniformly on [to - h, t,], thus to prove our claim it is 
sufficient to show the uniform convergence of {&> to x on [to, t*]. 
Let t E [to , t,]. We have 
I XV) - x(t)1 < I dt - tJ - dO)l + 1 (,,, 4 ds 1 
< Ii vk - ~O(“)hto-t~.Oi + M(tk - h) 
< I/ yk - FO ll[t,-tk.Ol + /I PO - ~O(“hto-tk.~l + lw@k - tO)> 
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from which, calling vk (‘) the quantity on the right hand side, we obtain 
where 
II xk - 32 Ilrt,.t,1 < 
(1) 
--. r]k 
?p--fO as k--P co, 
(2.7) 
(2.8) 
since (tk , vk) -+ (to , v,,) and v0 is continuous at 0. 
Now, let t E [tk , t*]. Then we have 
I xk(t) - #)I 
+ j-1 I f(s, x,k) - f(s, 41 4 
which implies 
I x”(t) - x(t)1 < $’ + 1: I.0 x,“) -.f(s, 41 ds, (2.9) 
where the constant ~&a’ is independent of t. Moreover, since for k + co we 
have (tk , yk) --+ (to, vs), fk -f uniformly on U and lf(s, x,)1 < AI, there 
results that 
?f+0 as k--+co. (2.10) 
But, under the assumption k > n3 , (2.6) is valid and, since f satisfies on B, a 
Lipschitz condition, we have from (2.9) 
I x”(t) - x(t)1 < d? + L j-1 II x,k - x, II 4 t E [tic, t*]. (2.11) 
Notice that for s E [tk , t*] we have II xsk - x, II = II xk - x h-m 
Gllx” - x Il[s-h,t,~ + II xk - x Il[t,,s~ , which yields 
II xsk - % II G %? + II Xk - x Il[to.sl 7 s E Pk , t*1, (2.12) 
where 
(3) 
rllc = sup(/ P)k@ + tO - tk) - %@)I 1 t 6 [-k + tk - tO , Olj’- o 
as k-+co. (2.13) 
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Now, using (2.12) in (2.11) furnishes 
j .x”(t) - x(t)\ < 7):’ + L J’ 11 xk - x ;I[+] ds, 
‘R 
(4) ._ (2) where 7k -- Q + L(t* - tk) 7k @I, from which 
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t E [tk ) t”], 
t E [fk ( P]. (3.14) 
In conclusion let t E [tO , t*] be any. Then, if t E [t, , t,], we have i’ xi, - .I ‘~l,,,,~l X 
-I’% s (I) because of (2.7), while if t E [tk , P], 
Ii A+ - x /([t,,tl < (/ A+ - x i!rt,,t,j + (I fh - 3i ii[,,,,] 
< ‘7:) + 7g’ + L l; 1 xb - K iJ[t”.s] cl’s, 
because of (2.7) and (2.14). Thus, 
where qk = $’ + VJ~~) --f 0, as k - a, in consequence of (2.8) (2.10) and 
(2.13). Then by Gronwall’s inequality, 
which proves A+ --f x, uniformly on [t, , t*]. 
In the case t, < t, , k = 1, 2,... and t,, --f f, as k - cc, the proof is similar. 
The general case can be obtained combining the two ones which we have just 
considered. 
Let T denote the set of all numbers t, , t, c: t, < t, ~-~ a, such that ix”\ 
converges uniformly to x on [to , 1 t 1. T is non empty for, as it has been shown, 
t” E T. Let i = sup T. We claim that t = t, + a. Suppose the contrary. It is 
easy to see that (xrc> converges uniformly on [to , t]. Furthermore (t, sr) E Z:, 
[(i, xi”)} C U and (i, xr”) --f (t, xf) as k --f 00. Then using the above argument, 
one finds a number 2 > i such that {XL} converges uniformly to .x on [t,, , i], 
which gives a contradiction. This completes the proof. 
We shall use also the following 
LEMMA 2.3 (Lasota and Yorke [ll]). Let U be an open subset of ‘R ,: I’ and 
let f: U - E be continuous. Let E > 0 be given. Then there exists a local& Lip- 
srhitzian function g: U- E such that \if - g IIU < E. 
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3. THE GENERIC PROPERTY OF EXISTENCE UNIQUENESS AND 
CONTINUOUS DEPENDENCE 
With the aid of the lemmas established in the preceding section we shall prove 
that existence, uniqueness and continuous dependence of solutions is a generic 
property for the problem (0.2). For the proof we shall follow a pattern developed 
by Lasota and Yorke [l I]. 
THEOREM 3.1. Let (t, , pO) E U. Let A0 denote the subset of A? consisting of all 
f E &I such that: 
(i) the problem [f, t, , q+,] has a solution x defked at least on [to - h, 
to + al; 
(ii) this solution is unique on [to - h, to + a]; 
(iii) the solution x depends continuously upon the data, that is: zf the sequence 
{(t, , &} C U conwerges to (to , vO) and {fk} C A converges to f and zf, for h large 
enough, xk is a solution of [fk; t, , q~%] which is defked at least on [tk - h, t,, + a], 
then (xh} converges to x unzformly on [to - h, t, + a] as explained in Lemma 2.2. 
Then A0 is a residual set in A. 
Proof. We claim that the complement 9 of A0 with respect to .A’ is a set 
of first category in A’. To show this, we first define a functional V: A@’ ---f R and 
establish some properties of I’. 
Let (to , p’,,) be a given (fixed) point in the open set U. Let f E .M. Let r > 0 
be such that 
wo f VO)? 9 c 7J and B(f, y) c Jl. 
By Lemma 2.3 for each positive 6, 6 < min{r, h}, there is at least one locally 
Lipschitzian function g, E A in the open ball B(f, S). Since 11 g, IIU < M, the 
problem [g,; to, vs] has, by Lemma 2.2, a unique solution which is defined at 
least on the interval [to - h, t, + a], where a is independent of g. 
Define 
V(f) = lim sup{// x1 - x2 Il[f-h,t,+al j x* is a solution of [fi; ti , vi] on 
a+0 
[ti - k to + 4,fi E B(f, 9 (ti , d E B((to ,vo), s), i = 1, 21, 
where 2 = max{t, , t2}. 
The above discussion shows that the set in brackets in nonempty, thus the 
definition of V makes sense. 
Now, adapting the arguments of Lasota and Yorke [ll], one can prove that 
the functional V satisfies the following properties: 
1”. If V(f) = 0, the problem [f; to , plo] has exactly one solution defined 
on [to - h, to + a]. 
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2”. If V(f) = 0, the solution of [fi t, , IJ+,] depends continuously upon 
the data as claimed in (iii). 
3”. If f E A%! is locally Lipschitzian, then V(f) = 0. 
4”. If V(f) = 0, then g +-fin A implies V(g) --f 0. 
Now we observe that, for any positive integer n, the set $n = (f E J&J’ : V(f) > 
1 /n} is nowhere dense in A’. In fact, in the contrary case, for some n, the closure 
of 9, contains a nonempty open ball B C A. From Lemma 2.3 there is a locally 
Lipschitzian function fB E B. By Property 3”, I;( fB) = 0 and, by Property 4”, 
there is a nonempty open ball B* C B with center fB , such that for every 
f E BX we have V(f) < l/n, that is in B* there is no point of & . This im- 
plies that fe is not contained in the closure of .& , a contradiction. 
To complete the proof of Theorem 3.1, observe that if f E 9, that is, if f does 
not satisfy at least one of conditions (i), (ii) or (iii) then, by Properties 1” and 2’ 
we have V(f) > 0 and so f E 9m , for a suitable n. Thus 9 = lJz=i Yn which 
shows that the complement 9 of A, with respect to .A’ is of Baire first category. 
The proof is complete. 
We shall consider now some extensions of Theorem 3.1. 
PROPOSITION 3.2. Let K be a nonempty compact subset of U. Let .A$ denote 
the set of all functions f CA such that: (i) for every (to , rp,,) E K the problem 
[f; t, , vO] has exactly one solution on [to - h, t, + a] (where 01 is defined in 
Lemma 2.1) and, (ii) this solution depends continuousl-v on f and the data as claimed 
in Theorem 3.1. Then A$ is a residual set in M. 
Proof. By Lemma 2.1 there exists 01 > 0 (which depends on K and M) such 
that, for each (to , v,,) E K and for each locally Lipschitzian function f E A@‘, the 
problem [fi t, , p,,] has a unique solution at least on [t, - h, t, + CX]. We observe 
that the functional V: A! --t R depends on (to , rpO), thus we write V(f; t, , pa) 
in place of V(f ). Now, define V,: A’ - R by v,(f) = sup{Yfi t, 7 p’o) : (to ( 
qO) E Kj. Since the arguments used in Theorem 3.1 can be applied equally well to 
r, ( the proof is complete. 
PROPOSITION 3.3. Let (to, q+,) E U. Let J%‘~ denote the set of all f s%(U, E) 
for which there is a positive number a (depending on f) such that conditions (i), (ii) 
and (iii) of Theorem 3.1 are satisfied. Then Am is a residual set in U(U, E). 
Proof. We must show that the set Jv^, = %‘( U, E)\J$, is meager in %?( U, E). 
For each integer n > 1 denote by J?%~ the open ball of U(U, E) with center the 
origin and radius n and let a,, correspond as in Theorem 3.1. By this theorem the 
set Jlr, of all f E JX’, for which at least one of conditions (i), (ii) or (iii) is not 
satisfied is meager in .A& . Consequently lJzsl Jr/- is meager in U( U, E). Then, 
trivially, K;, C U r=, N*, , being U( U, E) = Uz=i A$ . This completes the 
proof. 
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Let (t,, , vO) E U and let f~ A?. The function f is said to have the strong 
uniqueness property at (t,, , qO) on the interval [to - h, t, + u] (a defined in 
Lemma 3.1), if for each E E (0, a] the problem /‘j t, , vo] has exactly one solution 
on [to - h, t, + E]. 
PROPOSITION 3.4. Let KC U be nonempty and compact. Let .N consist of all 
f E Afor which there exists some (t,, , v,,) E K such that f has not the strong unique- 
ness property at (to , r~+,) on [to - h, t, + m]. Then .N is of first category in ~82’. 
Proof. Let OL correspond to K according to Lemma 2. I. Let (yi) be a sequence 
of all rationals numbers rz E (0, a]. Let 3i be the set of all functions f~ ~2” 
such that, for some (to , v,,) E K, the problem [f; t,, , v,,] has at least two solutions 
on [to - h, to + Y,]. Clearly 9i is of first category in J& . Let 9 = uyzl 9i u 9’ 
where 9’ is the set of all functions f E A! such that, for some (t, , v,J E K, the 
problem [fi t,, , y,,] has no solutions on [t,, - h, to + a]. Obviously 9 is of first 
category in A’ and 9 C N. To complete the proof it is enough to show that 
JV-CY. 
Supposing the contrary, there exists f E M such that f $9. By hypothesis 
there are E > 0, 0 < E < a, and some point (t, , IJ+,) E K, such that the problem 
[f; t,, , q+,] has at least two different solutions x1 and x2 on [to - h, t, + ~1. But, 
since f ~$9, for each yi E (0, E), x1(t) = x2(t) on [to - h, t, + YJ. Let {rzk} be a 
subsequence which converges to E. By continuity, x1(t) = x2(t) holds for every 
t E [to - h, to + 61. This gives a contradiction, so N C 9 and this completes 
the proof. 
Using an argument similar to that of Proposition 3.3 one can prove the follow- 
ing: 
PROPOSITION 3.5. Let KC U be nonempty and compact. Let A& denote the set 
of all those f E W( U, E) f OY which there exists a positive number a (depending on f) 
such that for each (to , vO) E K, f has the strong uniqueness property at (to , q~o) on 
[to - h, t,, + a]. Then A@‘,, is a residual set in U( U, E). 
4. THE GENERIC PROPERTY OF CONVERGENCE OF SUCCESSIVE APPROXIMATIONS 
In this section we shall prove the second of the main results of the paper, 
namely Theorem 4.8, which states that for most functional differential equations 
in a Banach space, with continuous and bounded right hand side, the successive 
approximations converge to a solution of (0.2). 
We retain the notation of Section 1. Let b > 0, I = [t, , t, + b], Ifi = [to - h, 
to + b]. We consider the space I x r endowed with the metric induced by 
Ill@, v>III = max{l t I y II I II>. 
Define 
$ = {f 1 f: I x r-t E is continuous and bounded} 
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and observe that 9, endowed with the norm of the uniform convergence, is a 
Banach space. 
For fixed IJ+, E P and any f E .%, by a solution of (0.2) we mean one which is 
defined over the whole I,, . 
Denote by Z the subset of C,, consisting of all continuous functions x E C,,, 
such that xto = v,, . Notice that ,Z is complete under the relative metric. 
For .f E 9, consider the map T,: .Z + Z defined by 
(T,x) (t) = yo(t - to), t,, - h < t .; t,, 
= v,(O) + j”),s, 4 ds, 
(4.1) 
t,, r: t Cl t, 7 b. 
It is obvious that, for eachfin 9 a fixed point of Tf is a solution of problem (0.2) 
and conversely. 
For f E ,9, let the corresponding sequence {x fsn] of the successive approxima- 
tions be defined as follows: 
xf,O(t) = vo(t - to), to - h < t f t, ) 
= Tom t,<t<t,+b 
x’,“(t) = (T&+-l) (t), n= 1,2 ,...) tEI,A. 
(4.2) 
Observe that for each n = 1, 2 ,..., the function .T?,~ is in 2. 
LEMMA 4.1. Let v. E r be jixed. Let f E 9. Then, for any t’, t” E I, j t’ - t” ’ 
< h, we have 
ll(T++ - (Tfx)J < m,Jl t” - t’ I) + ilf;l,ry j t” - t’ / , 
for each x E Z, where 
Proof. Without loss of generality we can take t’ < t”. First consider the case 
t’ - h < t” - h < to . We have 
where 
I’ = sup{1 yo(t” - to + T) - qo(t’ - t, + T)I / T E [-h, to - t”]), 
0 = SUP 11 ho + j-:“+h, 4 ds - ~o(t’ - to + T) 1 j 7 E [to - 
R = sup 11 k'"+'fb, 4 ds - I;:+'.fb, xs) ds / ) 7 E [to - t', Ol/ . 
” 
448 DE BLAH AND MYJAK 
From this, one can easily deduce the statement. The proof, in the other cases, 
is quite similar. 
Remark 4.2. Observe that if x, y E ,Z and if // x - y lI[t,,;l < E, t,, < 2 < 
to + b, then j( xt - yt j[ < E for each t E [to, 21. 
In the sequel we use this property frequently and without comment. Define 
9 = {f E 9 1 f is locally Lipschitzian}. 
LEMMA 4.3 [l I]. The set 9 is dense in 9. In addition g is of Baire first 
category in .F. 
The function f: U -+ E (U a metric space) is said to be uniformly locally 
Lipschitxian on V C U (with constant L on r-spheres) if there exist L > 0 and 
r > 0 such that f is Lipschitzian with constant L on r-spheres about each point 
of v. 
The next lemma is an immediate consequence of Lebesgue’s covering lemma. 
LEMMA 4.4. Let f: U + E be continuous and locally Lipschitzian. Then f is 
uniformly locally Lipschitxian on each compact set KC U. 
It is well know the following: 
PROPOSITION 4.5. Let 90 E I’ be Jixed. Let f E 3. Then problem (0.2) has 
exactly one solution xf defined on Iib . 
PROPOSITION 4.6. Let q+, E .F be jixed. Let f E 3, Then the sequence of the 
successive approximations (xf.3, defined by (4.2), converges uniformly on Ih to the 
unique solution of problem (0.2). 
Proof. Let xf be the unique solution of problem (0.2). Let A4 = 1) f lllxr. 
Since the function t --f (t, qf) from I into I x r is continuous, the set 
((t, x,f) 1 t ~1) is compact in I x r. By Lemma 4.4 there are numbers L > 0 
and r > 0 such that f is uniformly locally Lipschitzian on ((t, xtf) 1 t ~1) with 
constant L on r-spheres. 
By Lemma 4.1 there is or , 0 < 7r < r, such that II(Tfx)t - p0 11 < r for any 
t E [to , t,], x E ,?Y, where t, = to + rr . From this it follows immediately that 
(t, (T,xh) E BKto , voh 6 foranytE[t,, tJ, xEZ. (4.3) 
Observe that 
1 x’*‘(t) - a!*‘(t)/ = 1 i[f (s, 4.l) ds - l;f (s, &‘) ds 1 ,( 2M(t - to). 
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By induction, using (4.3) and the Lipschitz condition on B((tO , &, r), one can 
prove that 
2M Lyt - toy 
1 xf*n+l(t) - d*“(t)1 < 7 n, ) t E [to , q. 
Hence, by a standard argument, we obtain that Gvf.Y2 ---f of uniformly on 
[to - h, tr]. This implies that there exists n, such that, for each n > nr and 
f E [to , tl], we have 
(4 4’? E w, 4 -ir>. (4.4) 
Let ~a (0 < 7s < Y) be such that 
rn,(Tz) + MT, < JY. (4.5) 
By (4.4), (4.5) and Lemma 4.1, for any t E [tr , t,] (t2 = t, t- TV) and n zc.- n, , 
we have 
ij ~$3, - t&/j < jl 3$sn - din /I + 11 g;n - x:1 1: c $Y + p = Y. 
Hence 
(4 4,“) E Wl ,4J’ y) for any n > n, , t 12 [tt , t,]. 
We claim that, for k = 1, 2 ,..., 
(4.6) 
(4.7) 
Indeed, this inequality is trivially satisfied for k = 1. Suppose that (4.7) is true 
for some k > 1. Then, using (4.4) and (4.6) we have, for t E [to , ta], 
, .vf .nl+k+l (t) - x-+“(t)l < /( If(s, x;+-) -f(s, x{-+~-~)( ds 
2M Lk+l(t - t,Jk+l zz- 
L (k + l)! ’ 
By a standard argument we find that x:fen -+ xf uniformly on [to - h, fa], as 
n-+ co. 
Next, choose n2 > n, such that (4.4) holds for any t E [to , te], n 3 n2 . Then 
using the above argument we have Xf*= + Z;f, uniformly on [to - h, t, + ~~1. 
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Thus, after a finite number of steps we obtain ~f*n -+ X, uniformly on Ih . This 
completes the proof. 
LEMMA 4.7. Let g E 9. Let E > 0. Then, there exists ag(c) > 0 such that, for 
each f E B(g, S,(E)), we have 
II gsn - xy 11 < E fortEIh, n= 1,2 ,.... 
Proof. The proof (rather long) of this lemma is an easy adaptation of the 
proof of Lemma 3 in [5] and so it is omitted here. 
THEOREM 4.8. Let Y0 be the subset of g consisting of all f E ,F such that the 
sequence of the successive approximations (4.2) converges, uniformly on I,, , to a 
solution xf of problem (0.2). Then, So is a residual set in 9’. 
Proqf. Define 
9-* = fi u B (f, 8, ($)) 
k=l f&3 
and observe that F*, as a dense G,-set in the Banach space F’, is residual. Then, 
using Proposition 4.6 and Lemma 4.7, one shows that Sr* C S0 . The argument 
is exactly as in the proof of Theorem 1 of [5] and is omitted here. 
Theorem 4.8 can be extended to some other classes of equations. 
Let X be the Banach space of all continuous and bounded functions defined 
on [0, 112 x E with values in E, endowed with the topology of uniform con- 
vergence. For f E SK and x,, E E, consider the integral equation of Urysohn- 
Volterra type 
x(t) = xo + (f(s, t, 44) 6 (4.8) 
(in which the integral is in the sense of Bochner). Any continuous function 
s: [0, 11 + E, which satisfies (4.8), is called a solution of (4.8). 
In a recent paper [13] Piorek has proved that existence and uniqueness of 
solutions of Equation (4.8) are generic properties. These results can be completed 
by showing that also convergence of the successive approximations and con- 
tinuous dependence of solutions under the right hand side are generic. 
For f E Z and fixed x0 in E, consider the sequence {xfe”} of the successive 
approximations defined by 
xfsa+l(t) = x0 + lotf (s, t, xf,“(s)) ds, xf-O(t) = x0 , n = 1, 2 ,..., t E [O, I]. 
(4.9) 
Observe that the functions xf*“, n = 1, 2,..., are well defined on [0, I]. Then 
exactly as for the case of functional differential equations one can prove the 
following: 
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THEOREM 4.9. Let X0 be the subset of 27 consisting of all f E X such that the 
sequence {xf*“> of the successive approximations (4.9) converges, uniform& on 
[0, 11, to a solution xf of problem (4.8). Then X0 is a residual set in X. 
For f E X‘ denote by xf the solution of (4.8), w h en it exists, which is given by 
.I? -= lim,,- I .yf.n. 
THEORE~I 4.10. There exists a subset 4 C X of Baire jirst categor+v in Yy‘ 
such that the map 
@: xv - C[O,ll > given 6) G(f) L_ .x’, 
is well de$ned and continuous at each point f E X\.Y. 
Proof. As for Theorem 2 of [5]. 
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