Subdiagonal algebras with the Beurling type invariant subspaces by Ji, Guoxing
ar
X
iv
:1
90
4.
01
74
6v
1 
 [m
ath
.O
A]
  3
 A
pr
 20
19
SUBDIAGONAL ALGEBRAS WITH THE BEURLING TYPE INVARIANT
SUBSPACES
GUOXING JI
Abstract. Let A be a maximal subdiagonal algebra in a σ-finite von Neumann algebra
M. If every right invariant subspace of A in the non-commutative Hardy space H2 is of
Beurling type, then we say A to be type 1. We determine generators of these algebras and
consider a Riesz type factorization theorem for the non-commutative H1 space. We show
that the right analytic Toeplitz algebra on the non-commutative Hardy space Hp associated
with a type 1 subdiagonal algebra with multiplicity 1 is hereditary reflexive.
keywords von Neumann algebra, subdiagonal algebra, non-commutativeHardy space, fac-
torization, reflexivity
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1. Introduction
Beurling’s invariant subspace theorem plays a very important role in classical Hardy
space theory and an extensive version of Beurling-Lax-Halmos theoremwas developed(cf.[3,
10, 19]). There are a lots of applications of this theorem since then. Moreover, many
commutative as well as noncommutative extensions of this theorem have appeared over
the decades, for example, Weak∗- Dirichlet algebras([27]), non-self-adjoint crossed prod-
ucts(cf. [22] and references therein) and so on. On the other hand, Arveson in [1] intro-
duced the notion of subdiagonal algebras, as the noncommutative analogue of the classical
Hardy space H∞(T), to unify several aspects of non-self-adjoint operator algebras. It is
remarkable that there are several successful noncommutative extensions of classical Hp
spaces based on subdiagonal algebras(cf. [4, 5, 6, 7, 11, 12, 13, 14]). One important ex-
tension is due to Blecher and Labuschagnethe on Beurling type invariant subspace theorem
for finite subdiagonal algebras([8]). Very recently, Labuschagne in [18] extend their results
to general maximal subdiagonal algebras in a σ-finite von Neumann algebra. In fact, they
decompose an invariant subspace as an internal L2-column sum of type 1 and type 2 in-
variant subspace according to Lp-column sums due to Junge and Sherman [15]. Moreover,
every type 1 invariant subspace has the Beurling type, that is, every right invariant subspace
M in the non-commutative L2 space associated with a σ-finite von Neumann algebra is an
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internal L2-column sum of a family of the form UiH
2, where {Ui : i ≥ 1} is a family of
partial isometries such that U∗
j
Ui = 0 for i , j while U
∗
i
Ui(i ≥ 1) is a projection in the
diagonal algebra of considered subdiagonal algebra in the von Neumann algebra. Note that
every invariant subspace in the classical Hardy space H2 has the Beurling type. It then
becomes natural when every invariant subspace in the non-commutative Hardy space H2
has the Beurling type. We consider those maximal subdiagonal algebras whose invariant
subspaces have the Beurling type in non-commutative H2 space in a σ-finite von Neumann
algebra. We firstly recall some notions.
Let M be a σ-finite von Neumann algebra acting on a complex Hilbert H . We denote
by M∗ the space of all σ-weakly continuous linear functionals of M. Let Φ be a faithful
normal conditional expectation from M onto a von Neumann subalgebra D. Arveson [1]
gave the following definition. A subalgebra A ofM, containing D, is called a subdiagonal
algebra ofM with respect to Φ if
(i) A ∩ A∗ = D,
(ii) Φ is multiplicative on A, and
(iii) A + A∗ is σ-weakly dense inM.
The algebra D is called the diagonal of A. Although subdiagonal algebras are not assumed
to be σ-weakly closed in [1], the σ-weak closure of a subdiagonal algebra is again a sub-
diagonal algebra of M with respect to Φ([1, Remark 2.1.2]). Thus we assume that our
subdiagonal algebras are always σ-weakly closed.
We say that A is a maximal subdiagonal algebra inM with respect to Φ in case that A
is not properly contained in any other subalgebra ofM which is subdiagonal with respect
to Φ. Put A0 = {X ∈ A : Φ(X) = 0} and Am = {X ∈ M : Φ(AXB) = Φ(BXA) = 0, ∀A ∈
A, B ∈ A0}. By [1, Theorem 2.2.1], we recall that Am is a maximal subdiagonal algebra of
M with respect to Φ containing A.
We next recall Haagerup’s noncommutative Lp spaces associated with a σ-finite von
Neumann algebra M. Let ϕ be a faithful normal state on M and let {σ
ϕ
t : t ∈ R} be
the modular automorphism group ofM associated with ϕ by Tomita-Takesaki theory. We
consider the crossed product N = M ⋊σϕ R ofM by R with respect to σ
ϕ. Then we have
thatN is a von Neumann algebra on L2(R,H) generated by the operators π(x), x ∈ M, and
λ(s), s ∈ R defined by the equations
(π(x)ξ)(t) = σ
ϕ
−t(x)ξ(t), ξ ∈ L
2(R,H), t ∈ R,
and
(λ(s)ξ)(t) = ξ(t − s), ξ ∈ L2(R,H), t ∈ R.
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We identifyM with its image π(M) in N .
We denote by θ the dual action of R onN . Then {θs : s ∈ R} is an automorphisms group
of N characterized by θs(X) = X, X ∈ M, θs(λ(t)) = e
ist, t ∈ R.
Note thatM = {X ∈ N : θs(X) = X,∀s ∈ R}. N is a semifinite von Neumann algebra
and there is the normal faithful semifinite trace τ onN satisfying
τ ◦ θs = e
−sτ, ∀s ∈ R.
According to Haagerup [9, 30], the noncommutative Lp spaces Lp(M) for each 0 < p ≤
∞ is defined as the set of all τ-measurable operators x affiliated withN satisfying
θs(x) = e
− s
p x, ∀s ∈ R.
There is a linear bijection between the predualM∗ ofM and L
1(M): f → h f . If we define
tr(h f ) = f (I), f ∈M∗, then
tr(|h f |) = tr(h| f |) = | f |(I) = ‖ f ‖
for all f ∈ M∗ and
|tr(x)| ≤ tr(|x|)
for all x ∈ L1(M). Note that for any x ∈ Lp(M), ‖x‖p = (tr(|x|
p))
1
p is the norm of x.
As in [9], we define the operator LA and RA on L
p(M)(1 ≤ p < ∞) by LAx = Ax and
RAx = xA for all A ∈ M and x ∈ L
p(M). Note that L2(M) is a Hilbert space with
the inner product 〈a, b〉 = tr(b∗a), ∀a, b ∈ L2(M) and A → LA( resp. A → RA) is a
faithful representation (resp. anti-representation) of M on L2(M). We may identify M
with L(M) = {LA : A ∈ M} on L
2(M). We also denote by R(M) the right multiplication
operators byM, that is, R(M) = {RA : A ∈ M}. It is well-known that L(M)
′
= R(M) and
R(M)′ = L(M).
Let h0 be the noncommutative Radon-Nikodym derivative of the dual weight of ϕ on
N with respect to τ. Then h0 is the image(hϕ) of ϕ in L
1(M). For a subset S ⊆ Lp(M),
denote by ∨S = [S ]p the closed(σ-weakly closed if S ⊆ M) subspace generated by S . It
is well-known that Lp(M) = [h
θ
p
0
Mh
1−θ
p
0
]p for any 1 ≤ p < ∞ and θ ∈ [0, 1]. Thus we may
define the noncommutative Hp space Hp(M) and H
p
0
(M) in Lp(M) for any 1 ≤ p < ∞ as
Hp = Hp(M) = [h
θ
p
0
Ah
1−θ
p
0
]p and H
p
0
= H
p
0
(M) = [h
θ
p
0
A0h
1−θ
p
0
]p
for any θ ∈ [0, 1]([13, Definition 2.6], [14, Proposition 2.1]). It is known that the non-
commutative Hp space associated with a subdiagonal algebra A with respect to the faithful
normal expectation Φ are independent of the choice of states which preserve Φ([13, Theo-
rem 2.5]). We also call the maximal subdiagonal algebra A as the non-commutative H∞.
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In this paper, we consider maximal subdiagonal algebras, which we called type 1 subdi-
agonal algebras, whose right(resp. left) invariant subspaces in the non-commutative Hardy
space H2 are of type 1. That is, every right(resp. left) invariant subspace in H2 has Beurling
type. We determine the generators of type 1 subdiagonal algebras in Section 1. Moreover
we give a Riesz type factorization theorem for non-commutative H1 which says that every
element in H1 is a product of two elements in H2 in Section 2. In Section 3, we show that
the right(resp. left) analytic Toeplitz algebra associated with a type 1 subdiagonal algebra
with multiplicity 1(defined in Section 2) on non-commutative Hp(1 < p < ∞)) is hered-
itary reflexive. This result generalized the Sarason’s result on classical analytic Toeplitz
algebra([26]) and Peligard’s result on finite non-self-adjoint crossed products([24]).
2. Generators of a type 1 Subdiagonal algebra
Let A be a maximal subdiagonal algebra in a von Neumann algebraMwith respect toΦ.
We recall that a closed subspaceM of L2(M) is right(resp. left) invariant ifMA ⊆ M(resp.
AM ⊆ M). By the symmetry, it is sufficient to consider one side. We next consider the
right invariant subspaces. Following [8, 18, 23], we define the right wandering subspace
of M to be the space W = M ⊖ [MA0]2. We say that M is type 1 if W generates M as an
A-module (that is,M = [WA]2). We will say that M is type 2 if W = {0}. Note that every
right invariant subspace M is an L2-column sum M = N1 ⊕
col
N2, where Ni is of typei for
i = 1, 2 from [8, Theorem 2.1] and [18, Theorem 2.3]. In particular, if M is type 1, then
M has Beurling type, that is, there are a family of partial isometries {Un : n ≥ 1} satisfying
U∗
i
U j = 0 for i , j and U
∗
i
Ui ∈ D such that M = ⊕
col
n UnH
2. We refer to [8, 18] for more
details.
Definition 2.1. Let A be a maximal subdiagonal algebra in M. If every right invariant
subspace of A in H2 is type 1, then we say that A is a type 1 subdiagonal algebra.
For any positive integer n ≥ 1, let An
0
be the σ-weakly closed ideal of A generated by
{a1a2 · · · an : a j ∈ A0}. PutMn = [H
2
A
n
0
]2. ThenMn ⊆ H
2 is a right invariant subspace such
thatMn+1 = [MnA0]2.
Proposition 2.1. Let A be a maximal subdiagonal algebra. Then A is of type 1 if and
only if
∞⋂
n=1
Mn = {0}.
Proof. =⇒Note that [(
∞⋂
n=1
Mn)A0]2 =
∞⋂
n=1
Mn is a type 2 right invariant subspace in H
2. Then
∞⋂
n=1
Mn = {0}.
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⇐= If M ⊆ H2 is a type 2 right invariant subspace, then [MA0]2 = M. Thus M =
[H2An
0
]2 = Mn for any n. It follows thatM = {0} and A is of type 1. 
We recall that {σ
ϕ
t : t ∈ R} is the modular automorphism group ofM associated with ϕ
and we have that the following representation of σ
ϕ
t (cf.[16, 17]):
(2.1) σ
ϕ
t (X) = h
it
0Xh
−it
0 , ∀t ∈ R, ∀X ∈ M.
Since A is {σ
ϕ
t : t ∈ R} invariant by [11, Theorem 2.4], Mn = [A
n
0
H2]2 for all n. This
proposition says that we may define type 1 subdiagonal algebras by use of left invariant
subspaces. Thus type 1 subdiagonal algebras are independent of choice of right or left
invariant subspaces. Moreover we also have the following property. We recall that A has
the universal factorization property if every invertible operator T ∈ M has a factorization
T = WA, where W ∈ M is unitary and A, A−1 ∈ A([25]).
Corollary 2.2. If A is a type 1 subdiagonal allgebra, then A has the universal factoriza-
tion property.
Proof. Since
∞⋂
n=1
Mn = {0},
∞⋂
n=1
A
n
0
= {0}. Then A0 contains no nonzero idempotent. It
follows from [12, Theorem 3.8] that A has the universal factorization property. 
Let A be of type 1. Note that H20 ⊆ H
2 is a right invariant subspace. Then there is a
family of partial isometries {Un : n ≥ 1} inM such that
(2.2) H20 = ⊕
col
n≥1UnH
2
with U∗
i
U j = 0 for i , j and U
∗
j
U j ∈ D. These partial isometries are not unique in
general. If there are finite partial isometries such that formula (2.2) holds, then we define
the multiplicity of A as
m(A) = min{|I| : H20 = ⊕
col
n∈IUnH
2,U∗mUn = 0, for m , n and U
∗
nUn ∈ D},
where |I| is the number of elements of I. Otherwise we define the multiplicity of A is ∞.
We now fixed such a family of partial isometries U = {Un : n ≥ 1} in M such that the
formula (2.2) holds.
Proposition 2.3. Let A be a type 1 subdiagonal algebra. Then A0U
∗
m ∪ U
∗
nA0 ⊆ A,
UmAU
∗
n ∪ U
∗
mAUn ⊆ A and UmDU
∗
n ∪ U
∗
mDUn ⊆ D for all m, n ≥ 1.
Proof. It is elementary that A0 = {A ∈ M : AH
2 ⊆ H2
0
} from [13, Theorem 2.7]. Note that
UnH
2 ⊆ H20 for all n ≥ 1. Then Un ∈ A0.
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Now U∗nH
2
0 = U
∗
nUnH
2 ⊆ H2 for any n ≥ 1. Let A ∈ A0. Then AU
∗
nH
2
0 = AU
∗
nUnH
2 ⊆
AH2 ⊆ H2
0
. It follows from [13, Theorem 2.7 ] that AU∗n ∈ A. Furthermore, U
∗
mAH
2 ⊆
U∗mH
2
0 = U
∗
mUmH
2 ⊆ H2. This means again that U∗mA ∈ A.
On the other hand, let B ∈ A. BU∗nH
2
0
= BU∗nUnH
2 ⊆ BH2 ⊆ H2 for all n ≥ 1. Then
UmBU
∗
nH
2
0
⊆ H2
0
for all m, n ≥ 1. It follows that UmBU
∗
n ∈ A for all m, n ≥ 1 by [13,
Theorem 2.7 ]. Again, U∗mBUnH
2 ⊆ U∗mBH
2
0 ⊆ U
∗
mH
2
0 = U
∗
mUmH
2 ⊆ H2 for any m, n ≥ 1.
Thus U∗mBUn ∈ A.
Take any D ∈ D. UmDU
∗
n,U
∗
mDUn ∈ A. (UmDU
∗
n)
∗
= UnD
∗U∗m ∈ A and (U
∗
mDUn)
∗
=
U∗nD
∗Um ∈ A. Then UmDU
∗
n ,U
∗
mDUn ∈ D for all m, n ≥ 1. 
Corollary 2.3. Let En = U
∗
nUn, Fn = UnU
∗
n for all n ≥ 1. Then U
∗
nAUm = EnAEm and
UnAU
∗
m = FnAFm for all m, n ≥ 1.
Proof. EnAEm = U
∗
nUnAU
∗
mUm ⊆ U
∗
nAUm = EnU
∗
nAUmEm ⊆ EnAEm. Similarly we have
that UnAU
∗
m = FnAFm. 
Put W0 = L
2(D) and Wn = Mn ⊖ [MnA0]2 = Mn ⊖Mn+1 is the wandering subspace for
Mn for n ≥ 1. Then H
2
=
∞⊕
n=0
Wn by Proposition 2.1.
Proposition 2.4. Let A be a type 1 subdiagonal algebra. Then for any n ≥ 1, Mn =
∨{Ui1Ui2 · · ·UinH
2 : Uik ∈ U} and Wn = ∨{Ui1Ui2 · · ·UinL
2(D) : Uik ∈ U}.
Proof. H2 = L2(D) ⊕ H20 . ThenM1 = H
2
0 = ⊕
col
n≥1
UnH
2
= ∨{UnL
2(D) : n ≥ 1} ⊕ ∨{UnH
2
0 :
n ≥ 1}. This means that W1 = ∨{UnL
2(D) : n ≥ 1}. Thus the conclusion holds for n = 1.
Assume that the conclusion holds for all k ≤ n − 1. Then
Mn = [Mn−1A0]2
= [∨{Ui1Ui2 · · ·Uin−1H
2 : Uik ∈ U}A0]2
= ∨{Ui1Ui2 · · ·Uin−1[H
2
A0]2 : Uik ∈ U}
= ∨{Ui1Ui2 · · ·Uin−1H
2
0 : Uik ∈ U}
= ∨{Ui1Ui2 · · ·Uin−1(⊕
col
n≥1UnH
2) : Uik ∈ U}
= ∨{Ui1Ui2 · · ·UinH
2 : Uik ∈ U}.
On the other hand,Wn = Mn ⊖ [MnA0] = Mn ⊖Mn+1. It is known that
(U j1U j2 · · ·U jn)
∗(Ui1Ui2 · · ·Uin) ∈ D
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for all ik, jk ≥ 1 from Proposition 2.3. It easily follows that ∨{Ui1Ui2 · · ·UinL
2(D) : Uik ∈
U} ⊆ Wn. However,
Mn = ∨{Ui1Ui2 · · ·UinH
2 : Uik ∈ U}
= ∨{Ui1Ui2 · · ·Uin(L
2(D) ⊕ H20) : Uik ∈ U}
= ∨{Ui1Ui2 · · ·UinL
2(D) : Uik ∈ U} ⊕Mn+1.
ThusWn = ∨{Ui1Ui2 · · ·UinL
2(D) : Uik ∈ U}. 
We now give generators of a type 1 subdiagonal algebra.
Theorem 2.5. Let A be a type 1 subdiagonal algebra. Then A0 = ∨{Ui1Ui2 · · ·UinD :
Uik ∈ U, n ≥ 1} and A = D + A0.
Proof. Put A0 = ∨{Ui1Ui2 · · ·UinD : Uik ∈ U, n ≥ 1}. It is trivial that A0 ⊆ A0. We note
that DMn = Mn for all n ≥ 1. Then DWn = Wn for all n ≥ 1. Thus D(⊕n≥1UnL
2(D)) =
⊕n≥1UnL
2(D). Take any D ∈ D and m ≥ 1. Then DUmh
1
2
0
= ⊕n≥1Unξn for some ξn ∈ L
2(D).
Thus UnU
∗
nDUmh
1
2
0
= UnU
∗
nUnξn = Unξn for all n ≥ 1. That is,
(2.3) DUmh
1
2
0
= ⊕n≥1UnU
∗
nDUmh
1
2
0
.
We know that U∗nDUm = Dnm ∈ D for all n ≥ 1 by Proposition 2.3. Put Anm =
n∑
k=1
UkDkm.
Then
A∗nmAnm = (
n∑
k=1
UkDkm)
∗(
n∑
k=1
UkDkm) =
n∑
k=1
D∗kmU
∗
kUkDkm
=
n∑
k=1
U∗mD
∗UkU
∗
kDUm = U
∗
mD
∗(
n∑
k=1
UkU
∗
k )DUm
≤ U∗mD
∗DUm.
That is, {Anm : n ≥ 1} is a bounded sequence in M. It then follows from (2.3) that Anm
converges σ-weakly and
(2.4) DUm = lim
n→∞
Anm =
∞∑
n=1
UnDnm.
Thus DUm ∈ A0 for all D ∈ D and m ≥ 1. This implies thatA0 is a subalgebra of A0.
We claim that A0 + D + A
∗
0
is a ∗-subalgebra of M. It is elementary that A0 is a
D bimodule. For any D1,D2 ∈ D and n,m ≥ 1, put A = D1(Ui1Ui2 · · ·Uin)
∗ and B =
(U j1U j2 · · ·U jm )D2. Then AB, BA ∈ A0 if n < m, AB, BA ∈ D if n = m and AB, BA ∈ A
∗
0
if
n > m by Proposition 2.3. ThusA0 +D +A
∗
0 is a
∗-subalgebra ofM.
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It is easily shown that (A0 + D + A
∗
0
)h
1
2
0
is dense in L2(M). Let M1 be the σ-weak
closure ofA0+D+A
∗
0. ThenM1 is a von Neumann subalgebra ofM andA = A0+D is a
subdiagonal algebra ofM1 with respect toΦ such that L
2(M1) = L
2(M). It is easily known
thatM1 =M since h
1
2
0
is a common cyclic and separating vector forM1 andM. Thus A
is a subdiagonal algebra ofM with respect to Φ such thatA ⊆ A. If we may prove thatA0
is {σ
ϕ
t : t ∈ R} invariant, then we have thatA is maximal subdiagonal by [31, Theorem 1.1]
and thusA0 = A0.
Since A0 and D are {σ
ϕ
t : t ∈ R} invariant from [11, Theorem 2.4],
(2.5) H20 = ⊕
col
n≥1UnH
2
= ⊕coln≥1σ
ϕ
t (Un)H
2
for all t ∈ R. It follows from above formula that
U∗mσ
ϕ
t (Un)H
2 ⊆ U∗mH
2
0 = U
∗
mUmH
2 ⊆ H2
and
(σ
ϕ
t (Un))
∗UmH
2 ⊆ (σ
ϕ
t (Un))
∗H20 = (σ
ϕ
t (Un))
∗σ
ϕ
t (Un)H
2
= σ
ϕ
t (U
∗
nUn)H
2 ⊆ H2,
which imply that
(2.6) Dnm(t) = U
∗
mσ
ϕ
t (Un) ∈ D
for all m, n ≥ 1 and t ∈ R by [13, Theorem 2.7 ].
Now for anym ≥ 1 and t ∈ R, σ
ϕ
t (Um)h
1
2
0
∈ H2
0
= ⊕col
n≥1
UnH
2. Thenσ
ϕ
t (Um)h
1
2
0
= ⊕n≥1Unξn
for some ξn ∈ H
2. In fact, Unξn = UnU
∗
nUnξn = UnU
∗
nσ
ϕ
t (Um)h
1
2
0
. Thus we similarly have
(2.7) σ
ϕ
t (Um) =
∑
n≥1
Un(U
∗
nσ
ϕ
t (Um)) =
∑
n≥1
UnDnm(t)
σ-weakly. It follows that σ
ϕ
t (Um) ∈ A0. Therefore A0 is {σ
ϕ
t : t ∈ R} invariant and
A0 = A0. Consequently, A = D +A0. 
We recall that a subdiagonal algebra is anti-symmetric if D = CI([1]).
Corollary 2.6. Let A be an anti-symmetric subdiagonal algebra of type 1. ThenM is ∗-
isomorphic to L∞(T) and A is isometrically isomorphic as well as σ-weakly homeomorphic
to H∞(T).
Proof. If D = CI, then L2(D) = C and H2
0
= UH2 for a unitary operator U ∈ A0 since
U∗U,UU∗ ∈ D by Proposition 2.3. It follows that A =
∨
{Un : n ≥ 0} andM =
∨
{Un : n ∈
Z} by Theorem 2.6. This means that LU is a bilateral shift acting on L
2(M) by Proposition
2.4. Thus
H2 = ⊕n≥0U
nL2(D) = ⊕n≥0U
n
C.
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Let ρ(U) = Mz, where Mz is the multiplication operator by z on L
2(T). Then ρ may be
extended a ∗-isomorphism fromM onto L∞(T). It is trivial that ρ(A) = H∞(T) and ρ is also
a σ-weak homeomorphism. 
Corollary 2.7. Let A be a type 1 subdiagonal algebra and M ⊆ L2(M) a type 2 right
invariant subspace. ThenM is right reducing andM = EL2(M) for some projection E ∈ M.
Proof. It is known that M is D right reducing. Note that [MA0]2 = M. Since ∨{MUn :
n ≥ 1} ⊇ ∨{MUi1Ui2 · · ·Uin : ik ≥ 1, n ≥ 1}, M = ∨{MUn : n ≥ 1} by Theorem 2.5. For
any m, n ≥ 1 and x ∈ M, RU∗mRUnx = xUnU
∗
m ∈ M since UnU
∗
m ∈ D from Proposition 2.3.
ThenM is reducing. Thus the projection ontoM is in the commutant L(M) of R(M). Then
M = EL2(M) for some projection E ∈ M. 
We now give two examples of type 1 subdiagonal algebras with multiplicity 1. Let H
be a separable complex Hilbert space. E = {en : 1 ≤ n ≤ d} is an orthonormal basis, where
d ≤ ∞. Put D be the algebra of all bounded diagonal operators with respect to E. Denote
by En the projection onto [en] for all n ≥ 1 and Φ(T ) =
d∑
n=1
EnTEn, ∀T ∈ B(H). Then Φ is
a faithful normal conditional expectation from B(H) onto D. Let U be the unilateral shift
operator, Uen = en+1, ∀n ≥ 1 if dimH = ∞ and Uen = en+1 for n < d and Ued = 0 if
dimH = d < ∞.
Example 2.8. Let A =
∨
{UnD : n ≥ 0}. Then A is a type 1 subdiagonal algebra of
B(H) with multiplicity 1.
Another example is the non-self-adjoint crossed product defined in [22]. Let D be a von
Neumann algebra on H and α an automorphism of D. We consider the crossed product
D ⋊α Z of D by α. Then we have that D ⋊α Z is the von Neumann algebra on ℓ
2(Z,H)
generated by the operators π(D), D ∈ D, and U defined by the equations
(π(D)ξ)n = α
−n(D)ξn, ∀ξ = {ξn} ∈ ℓ
2(Z,H),
and
(Uξ)n = ξn−1, ∀ξ = {ξn} ∈ ℓ
2(Z,H).
We identify π(D) with D. We have the following example by [22, Proposition 3.5].
Example 2.9. LetD⋊αZ+ =
∨
{Unπ(D) : n ≥ 0} be the non-self-adjoint crossed product.
Then D ⋊α Z+ is a type 1 subdiagonal algebra of D ⋊α Z with multiplicity 1.
3. Riesz type factorization for type 1 subdiagonal algebras
In the classical function space H1(T), we may factor a function h ∈ H1(T) as a product of
two functions h1 and h2 in H
2(T). Marsalli and West in [21] gave an analogue factorization
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theorem for the non-commutativeHardy spaceH1 associated with a finite subdiagonal alge-
bra. However, whether the factorization theorem holds for a maximal subdiagonal algebra
in a σ-finite von Neumann algebra is unknown. Very recently, Bekjan in [2] considered
some related problems. We consider a Riesz type factorization for type 1 subdiagonal al-
gebras in this section. The following lemmas are elementary. For completeness, we give
simple proofs.
Next lemma holds for any maximal subdiagonal algebra. We denote byMp the set of all
projections inM.
Lemma 3.1. Let A be a maximal subdiagonal algebra. Put Q = ∨{P ∈ Mp : PM ⊆ A}.
Then (I − Q)AQ = {0}.
Proof. By assumption, QM ⊆ A. Then QMQ ⊆ D. Thus QA∗
0
⊆ A ∩ A∗
0
= {0} since
Q ∈ D. It follows that (I−Q)AQ = (I−Q)DQ. Note that (I−Q)DQM ⊆ A. PutM = [(I−
Q)DQMh
1
2
0
]2. ThenM ⊆ H
2 is a right reducing subspace since A is {σ
ϕ
t : t ∈ R} invariant
by [11, Theorem 2.4]. Then there is a projection E ∈ M such that M = EL2(M) ⊆ H2.
This means that EM ⊆ A. It is trivial that E ≤ I−Q. Then E = 0 and (I−Q)AQ = {0}. 
Lemma 3.2. Let ξ ∈ L2(M) be a right wandering vector of A and ξ = U |ξ| the polar
decomposition of ξ. Then U∗U ∈ D and |ξ| ∈ L2(D).
Proof. It is known that |ξ|2 ∈ L1(D)(cf.[8, Remark 2.1], [18, Theorem 2.3]). Thus |ξ| ∈
L2(D) by [13, Lemma 2.4]. On the other hand, LU∗U is the projection onto [|ξ|M]2. It is
trivial that [|ξ|M]2 = [|ξ|A
∗
0
]2 ⊕ [|ξ|D]2 ⊕ [|ξ|A0]2. This means that U
∗U |ξ|D = |ξ|D ∈ L2(D)
for all D ∈ D. Now for any η ∈ L2(D) ⊖ [|ξ|D]2, 〈η, x + y
∗〉 = tr((x∗ + y)η) = 0 for all
x, y ∈ H2
0
. Note that [|ξ|A∗
0
]2 ⊆ (H
2
0
)∗ as well as [|ξ|A0]2 ⊆ H
2
0
. It follows that U∗Uη = 0.
Thus U∗UL2(D) ⊆ L2(D) and U∗U ∈ D. 
Lemma 3.3. Let A be a type 1 subdiagonal algebra and x ∈ L2(M) a nonzero vector.
PutM = [xA]2. IfM = N1⊕
col
N2 such that Ni is of type i for i = 1, 2, then there is a partial
isometry U ∈ M with U∗U ∈ D such that N1 = UH
2.
Proof. Put W = [xA]2 ⊖ [xA0]2 and x = x1 + x2 for x1 ∈ W as well as x2 ∈ [xA0]. It
is sufficient to show that W = [x1D]2. Note that [x1A0]2, [x2D]2 ⊆ [xA0]2 and [x1A]2 =
[x1D]2 ⊕ [x1A0]2. Then [xA]2 = [x1D]2 ⊕ [xA0]2. That is, W = [x1D]2. The desired result
follows from [18, Proposition 2.4] and Lemma 2.2. 
Note that a vector x ∈ L2(M) is right separating(resp. cyclic) if it is a separating(resp.
cyclic) vector of R(M). We recall that an element ξ ∈ H2 is right outer if [ξA] = H2(cf.[6]).
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Lemma 3.4. Let x, y ∈ L2(M) be right separating and cyclic vectors such that yx = h0.
Then there is a unitary operator U ∈ M such that x = Uξ for some right outer element
ξ ∈ H2.
Proof. Put M = [xA]2. Then M is a right invariant subspace. It is not right reducing. In
fact if it is, then [xA]2 = [xM]2 and therefore H
1
= [h0A]1 = [yxA]1 = [yxM]1 = L
1(M), a
contradiction. It now follows that [xA]2 = UH
2 ⊕col EL2(M) for a partial isometry U and
a projection E ∈ M such that EL2(M) is of type 2 by [18, Theorem2.3] and Lemma
3.3. Thus [yEL2(M)]1 ⊆ [yxA]1 = H
1 is a right invariant subspace in H1 such that
[yEL2(M)A0]1 = [yEL
2(M)]1 since [EL
2(M)A0]2 = EL
2(M). It is known that [yEL2(M)]1
is a rightM invariant subspace. By [28, Theorem 2.7], there is a projection F ∈ M such
that [yEL2(M)]1 = FL
1(M). Thus FL1(M) ⊆ H1, which implies that FM ⊆ A by [13,
Theorem 2.7]. If F , 0, then by Lemma 3.1, we have FL1(M)F ⊆ L1(D). This implies
that [yEL2(M)A0]1 , [yEL
2(M)]1, a contradiction. Hence F = 0. Thus yE = 0. This
implies that E = 0 andM = UH2.
Let ξ ∈ H2 such that x = Uξ. Then [xM]2 ⊆ UL
2(M), which implies thatU is surjective.
On the other hand, x is a separating and cyclic vector for M. We have that x1 defined in
Lemma 3.3 is right separating. In fact, for any D ∈ D, if x1D = 0, then xD = x2D and
h0D = yxD = yx2D ∈ [y[xA0]2]1 = [yxA0]1 = H
1
0
. Therefore D = 0. Now take any B ∈ M
such that x1B = 0. Note that x1 is a wandering vector. Then 〈x1B, x1B〉 = tr(|x1|
2BB∗) =
tr(|x1|
2
Φ(BB∗)) = 〈x1D, x1D〉 = 0, where D = (Φ(BB
∗))
1
2 ∈ D. Then D = 0 and B = 0.
That is , x1 is right separating. It follows that |x1| is both right separating and right cyclic
in this case. Note that U |x1|B = x1B for all B ∈ M. Then U is injective. Thus U is unitary.
UH2 = [xA]2 = [UξA]2 = U[ξA]2. Then H
2
= [ξA]2 and ξ is a right outer element. 
We now give main results of this section.
Theorem 3.5. Let A be a type 1 subdiagonal algebra and η ∈ L2(M) a nonzero vector.
Then for any ε > 0, there are a contraction B ∈ M and a right outer element ξ ∈ H2 with
‖ξ‖2 < ‖η‖2 + ε such that η = Bξ. If η ∈ H
2, then we may have B ∈ A.
Proof. Put x = (η∗η + ε2h0)
1
2 . Then we have that x ∈ L2(M) such that ε2h0 ≤ x
2, η∗η ≤ x2
and ‖x‖22 = ‖η‖
2
2 + ε
2. By [15, Formula (1.1)], there are injective contractions A,C ∈ M
with dense ranges such that ε−1Ax = h
1
2
0
and η = Cx. By Lemma 3.4, there are a unitary
operator U ∈ M and a right outer element ξ ∈ H2 such that x = Uξ. Thus η = CUξ. Put
B = CU. We have η = Bξ and ‖ξ‖2 = ‖x‖2 < ‖η‖2 + ε.
If η ∈ H2, then BξA = ηA ∈ H2 for all A ∈ A. Thus BH2 ⊆ H2 and B ∈ A. 
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Theorem 3.6. Let A be a type 1 subdiagonal algebra and h ∈ H1. Then for any ε > 0,
there are h1, h2 ∈ H
2 with ‖hi‖2 < ‖h‖
1
2
1
+ ε for i = 1, 2 such that h = h1h2. If h ∈ H
1
0
, we
may choose one of hi in H
2
0 .
Proof. Let h = V |h| = V |h|
1
2 |h|
1
2 . Then |h|
1
2 ∈ L2(M) with ‖|h|
1
2 ‖2 = ‖h‖
1
2
1
. By Theorem 3.5,
there are a contraction B ∈ M and a right outer element ξ ∈ H2 with ‖ξ‖2 < ‖|h|
1
2 ‖2 + ε =
‖h‖
1
2
1
+ ε such that |h|
1
2 = Bξ. Put h1 = V |h|
1
2B, and h2 = ξ. We show that h1 ∈ H
2. In
fact, tr(hA) = 0 for all A ∈ A0 since h ∈ H
1. Then tr(hA) = tr(h1h2A) = 0 for all A ∈ A0.
Note that h2 is outer. Then [h2A0]2 = H
2
0 . Therefor h1 ∈ H
2. ‖h1‖2 ≤ ‖|h|
1
2 ‖2 < ‖h‖
1
2
1
+ ε.
Moreover, if h ∈ H1
0
, then tr(hA) = 0 for all A ∈ A. It easily follows that h1 ∈ H
2
0
in this
case. 
Let 1 ≤ p, q ≤ ∞ such that 1
p
+
1
q
= 1 and h ∈ H1. Does h = h1h2 for some h1 ∈ H
p and
h2 ∈ H
q?
4. Analytic Toeplitz algebras for type 1 subdiagonal algebras
In this section, we consider the reflexivity of analytic Toeplitz algebras associated with a
type 1 subdiagonal algebra. Let X be a Banach space and B(X) the algebra of all bounded
linear operators on X. A subspace S ⊆ B(X) is said to be reflexive if S = {A ∈ B(X) :
Ax ∈ [S x] for every x ∈ X}. S is called hereditary reflexive if S is reflexive and every weak
operator topology closed subspace of S is reflexive([20]). If S is an algebra containing the
identity I and denote by LatS the invariant subspace lattice of S in X, then S is reflexive if
S = algLatS = {A ∈ B(X) : AM ⊆ M,∀M ∈ LatS }. Sarason [26] proved that the algebra
of all analytic Toeplitz operators on classical Hardy space H2(T) is hereditary reflexive.
Peligrad [24] extend to the case of non-commutative Hardy spaces Hp for 1 < p < ∞
associated with finite crossed products. We may extend to those for type 1 subdiagonal
algebras. In fact, the key step is to determine when the left and right analytic Toeplitz
algebra associated with a maximal subdiagonal algebra on the non-commutative Hardy
space Hp are commutants of each other. We have done when p = 2 in [14]. We now
consider the case that 1 < p < ∞ for type 1 subdiagonal algebras.
Let 1 < p, q < ∞ such that 1
p
+
1
q
= 1. It is known that there exists a bounded linear
projection F p form Lp(M) onto Hp from [14, Theorem 3.3]. We also have that the dual
space of Hp is conjugate isomorphic to Hq([14, Corollary 3.4]). Thus for any A ∈ M,
we may define the right(resp. left) Toeplitz operator on Hp as t
p
A
x = F p(xA)(resp. T
p
A
x =
F p(Ax)) for all x ∈ Hp. It is elementary that (t
p
A
)∗ = t
q
A∗
(resp. (T
p
A
)∗ = T
q
A∗
) on Hq for all
A ∈ M. If there no confusion to cause, then we may simply denote by tA(resp. TA) the
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right(resp. left) Toeplitz operator defined by A on Hp. If A ∈ A, then tA(resp. TA) is said
to be a right(resp. left) analytic Toeplitz operator. We call the algebra Rp = {tA : A ∈ A}
and Lp = {TA : A ∈ A} the right and left analytic Toeplitz algebras associated with A. It
is interesting whether Rp and Lp are commutants of each other. For type 1 subdiagonal
algebras, we have the following result. In fact, we may consider more general case. We
call a maximal subdiagonal algebra A inM has the weak factorization property if for any
invertible operator S ∈ M, there are a unitary operator U ∈ M and an operator A ∈ A such
that S = UA. If A has the universal factorization property, then A has the weak one.
Theorem 4.1. Let A be a maximal subdiagonal algebra with the weak factorization
property. Then Rp and Lp are commutants of each other.
Proof. Note that tAx = xA and TAx = Ax, ∀x ∈ H
p. It is known that L′ ⊇ R. Let
X ∈ B(Hp) such that XTA = TAX for all A ∈ A. Put h = X(h
1
p
0
) ∈ Hp. Then X(Ah
1
p
0
) =
XTAh
1
p
0
= TAX(h
1
p
0
) = Ah, ∀A ∈ A. Take any P ∈ M+ and ε > 0. Then P + εI ∈ M+ is
invertible and there are a unitary U ∈ M and an operator A ∈ A such that P + ǫI = UA by
assumption. Thus
‖(P + ǫI)h‖p = ‖UAh‖p = ‖Ah‖p = ‖XAh
1
p
0
‖p
≤ ‖X‖‖Ah
1
p
0
‖p = ‖X‖‖(P + ǫI)h
1
p
0
‖p.
It follows that ‖Ph‖p ≤ ‖X‖‖Ph
1
p
0
‖p for all positive P ∈ M. Now for any B ∈ M, it is
trivial that ‖Bξ‖p = ‖|B|ξ‖p for all ξ ∈ L
p(M). Then ‖Bh‖p ≤ ‖X‖‖Bh
1
p
0
‖p. We may define
a bounded linear operator Y on Lp(M) by YBh
1
p
0
= Bh for all B ∈ M. Note that for all
B,C ∈ M,
LCY(Bh
1
p
0
) = CBh = Y(CBh
1
p
0
= YLC(Bh
1
p
0
).
It follows that there is an element G ∈ M such that Y = RG from [15, Corollary 1.6]. Thus
XTAh
1
p
0
= Ah = Y(Ah
1
p
0
) = Ah
1
p
0
G
for all A ∈ A. This implies that G ∈ A by [13, Theorem 2.7] and X = tG. Therefore
(Lp)′ = Rp. Similarly, we have (Rp)′ = Lp. 
IfM is finite or A is of type 1, then A has the universal factorization property from [12,
Corollary 3.6] and Corollary 2.2. On the other hand, if we only consider analytic Toeplitz
algebras, then Theorem 4.1 holds even if p = 1. To consider the reflexivity of analytic
Toeplitz algebras, we summarize the following elementary facts.
Proposition 4.2. Let A be a type 1 subdiagonal algebra and 1 ≤ p < ∞.
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(1) Suppose that x ∈ Lp(M) is a right separating and cyclic vector such that Ax = h
1
p
0
for
an operator A ∈ M. Then there is a contraction U ∈ M and a ξ ∈ Hp such that x = Uξ.
(2) For any ξ1, ξ2 · · · , ξn ∈ H
p, there exists ξ ∈ Hp such that ‖ξkA‖p ≤ ‖ξA‖p for every
1 ≤ k ≤ n and A ∈ A.
(3) H
p
0
= ∨{h
1
p
0
Ui1Ui2 · · ·UinD : D ∈ D,Uik ∈ U, n ≥ 1} and H
p
= LP(D) + H
p
0
.
Proof. (1) If x = v|x| is the polar decomposition of x, then V is unitary. We then may assume
that x ≥ 0. If p = 2, then we easily have the result from Lemma 3.4 since (h
1
2
0
A)x = h0. In
fact, we have U is unitary and ξ is right outer.
(i) Let 2 < p < ∞. Then 1
p
+
1
r
=
1
2
for some r > 1. Note that y = xh
1
r
0
∈ L2(M) is a
separating and cyclic vector such that Ay = h
1
2
0
. Then y = Uη for a unitary operator U and
a right outer element η ∈ H2 as above. This means that xh
1
r
0
= Uη and thus η = U∗xh
1
r
0
. We
claim that ξ = U∗x ∈ Hp. In fact, tr(ηh
1
2
0
B) = tr(U∗xh
1
r
0
h
1
2
0
B) = tr(ηh
1
q
0
B) = 0 for all B ∈ A0.
Then ξ ∈ Hp and x = Uξ.
(ii) 1 ≤ p < 2. Put x = x
p
2 x
p
r , where 1
p
=
1
2
+
1
r
. Note that x
p
r ∈ Lr(M) and (Ax
p
2 )(x
p
r h
1
q
0
) =
Axh
1
q
0
= h0. By Lemma 3.4, we have that [x
p
r h
1
q
0
A]2 = WH
2 for a unitary operator W. Thus
x
p
r h
1
q
0
= Wη for some right outer element η ∈ H2. Then η = W∗x
p
r h
1
q
0
. This implies that
η1 = W
∗x
p
r ∈ Hr. Thus x
p
r = Wη1.
Now x
p
2W ∈ L2(M) is a right separating and cyclic vector. We claim again that [x
p
2WA]2 =
VH2 for a partial isometry V ∈ M. Let [x
p
2WA]2 = VH
2 ⊕col EL2(M) such that EL2(M) is
of type 2 By Lemma 3.3. Then [AEL2(M)]2 ⊆ [A([x
p
2WA]2)]2. Note that L
2(M)H2 =
L1(M). then [AEL1(M)]1 ⊆ [A([x
p
2WA]2)H
2]1 = [Axh
1
q
0
A]1 = H
1. It is known that
[[AEL1(M)]1A0]1 = [AEL
1(M)]1 since EL
2(M) is of type 2. Similar to the proof in
Lemma 3.4, we have that E = 0. Note that V is a co-isometry since x
p
2W = Vy for
some y ∈ H2. Thus x
p
2W = Vξ1 for ξ1 ∈ H
2. Put ξ = ξ1η1 ∈ H
p. x = Vξ.
(2) Let x = (
m∑
k=1
|ξ|2 + h
2
p
0
)
1
2 ∈ Lp(M). Then ξ∗ξ ≤ x2 as well as (h
1
p
0
)2 ≤ x2. By [15,
formula(1.1)], there are contractions B, B1, · · · , Bm ∈ M such that h
1
p
0
= Bx and ξk = Bkx
for 1 ≤ k ≤ m. We then have a contraction C ∈ M and ξ ∈ Hp such that x = Bξ as above.
Thus ‖ξkA‖p = ‖BkxA‖p = ‖BkCξA‖p ≤ ‖ξA‖p for every 1 ≤ k ≤ m and A ∈ A.
(3) This is elementary by Theorem 2.5. 
Theorem 4.3. Let A be a type 1 subdiagonal algebra with multiplicity 1 and 1 < p < ∞.
Then the right analytic Toeplitz operator algebra Rp on Hp is hereditary reflexive.
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Proof. By [24, Proposition 4.3] and Proposition 4.2(2), it is sufficient to show that Rp is
reflexive. Let U ∈ M be a partial isometry with U∗U ∈ D such that H2
0
= UH2 . Then
A =
∨
{UmD : m ≥ 0} by Theorem 2.5.
Let A ∈ algLatRp. Then A∗ ∈ algLat(Rp)∗. Moreover, EHq ∈ LatR∗p for any projection
E ∈ D. Thus A∗EHq ⊆ EHq for all projection E ∈ D. It easily follows that A∗TE = TEA
∗
and thus A∗TD = TDA
∗ for all D ∈ D.
For any z ∈ D = {z ∈ C : |z| < 1}, put Kz = {(I − zU)
−1x : x ∈ Lq(D)}. We claim
that Kz ∈ Lat(R
p)∗ for all z ∈ D. In fact, it is trivial that Kz is closed and KzD ⊆ Kz. It is
sufficient to show that tU∗Kz ⊆ Kz.
Let T be the set of entire elements of M, that is, those elements X ∈ M for which
the function t → σ
ϕ
t (X) can be extended to an M-valued entire function over C. For any
X ∈ M and r > 0, we let
(4.1) Xr =
√
r
π
∫
R
e−rt
2
σ
ϕ
t (X)dt.
Then Xr ∈ T and
(4.2) σϕz (Xr) =
√
r
π
∫
R
e−r(t−z)
2
σ
ϕ
t (X)dt, ∀z ∈ C
by the proof of Lemma VIII 2.3 in [29]. Note that σ
ϕ
z (X) = h
iz
0
Xh−iz
0
for any z ∈ C and any
entire element X from (2.1). By Lemma VI 2.4 in [29], Xr converges σ-weakly to X as
r →∞. Now replacing X by U, we have
(4.3) Urh
1
q
0
= h
1
q
0
σ i
q
(Ur).
However, By formula (4.2),
σ
ϕ
i
q
(Ur) =
√
r
π
∫
R
e
−r(t− i
q
)2
σ
ϕ
t (U)dt
=
√
r
π
∫
R
e
−r(t− i
q
)2
UD(t)dt
= U
√
r
π
∫
R
e
−r(t− i
q
)2
D(t)dt,
where D(t) = U∗σ
ϕ
t (U) ∈ D by formula (2.6). Note that
(4.4)
√
r
π
∫
R
e−r(t−
i
q
)2D(t)dt =
√
r
π
∫
R
e−r(t−
i
q
)2U∗σ
ϕ
t (U)dt = U
∗σ
ϕ
i
q
(Ur) ∈ D.
It is known that σ
ϕ
i
q
(Ur) is bounded. Without loss of generality, we may assume that σ
ϕ
i
q
(Ur)
σ-weakly to V ∈ A0 as r → ∞. We now have U
∗V ∈ D as above (4.4) and V = UU∗V . It
follows from (4.3) that Uh
1
q
0
= h
1
q
0
UU∗V . Then h
1
q
0
U∗ = (V∗U)U∗h
1
2
0
.
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It trivial that tU∗Dh
1
q
0
= 0 for all D ∈ D.
tU∗(U
mDh
1
q
0
) = Fq(UmDh
1
q
0
U∗) = Fq(Um−1UD(h
1
q
0
U∗))
= Um−1UD(V∗U)U∗h
1
q
0
= Um−1D1h
1
q
0
for any m ≥ 1, where D1 = U(DV
∗U)U∗ ∈ D by Proposition 2.3. Thus tU∗Kz ⊆ Kz for all
z ∈ D. Hence Kz ∈ Lat(R
p)∗. Then A∗Kz ⊆ Kz for all z ∈ D.
On the other hand, for any ξ = (I − zU)−1x =
∞∑
n=0
znUnx ∈ Kz, A
∗ξ ∈ Kz. TU∗ξ =
∞∑
n=1
znU∗Unx = zU∗Uξ. Thus TU∗A
∗ξ = zU∗UA∗ξ. Moreover, A∗TU∗ξ = zA
∗U∗Uξ =
zA∗TU∗Uξ = TU∗UA
∗ξ = U∗UA∗ξ since U∗U ∈ D. That is, A∗TU∗ξ = TU∗A
∗ξ for all ξ ∈ Kz
and z ∈ D.
We next claim that
∨
{Kz : z ∈ D} = H
q. In fact, the dual space of Hq is conjugate
isomorphic to Hp by [14, Corollary 3.4]. Take any η ∈ Hp such that
〈(I − zU)−1x, η〉 = 〈
∑
m≥0
zmUmx, η〉 =
∑
m≥0
zm〈Umx, η〉 = 0
for all x ∈ Lq(D) and z ∈ D. Then 〈Umx, η〉 = 0 for all x ∈ Lq(D) and m ≥ 0. It
follows that η = 0 by Proposition 4.2(3). Then A∗TU∗ = TU∗A
∗. Hence ATU = TUA. Thus
A ∈ (Lp)′ = Rp by Theorem 4.1. That is, Rp is reflexive. Consequently, Rp is hereditary
reflexive by [24, Proposition 4.3] and Proposition 4.2(2). 
Corollary 4.4. Let A = D ⋊α Z+ be a non-self-adjoint crossed product. Then the right
analytic Toeplitz algebra Rp on Hp(1 < p < ∞) associated with A is hereditary reflexive.
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