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a b s t r a c t
In this paper, we study the existence of positive solutions of a singular three-point
boundary value problem for the following second-order differential equation{
y′′ + µa(t)f (t, y(t)) = 0, t ∈ (0, 1),
y(0)− βy′(0) = 0, y(1) = αy(η),
where µ > 0 is a parameter, β > 0, 0 < η < 1, 0 < αη < 1, (1− αη)+ β(1− α) > 0.
By constructing an available integral operator and combining fixed point index theory
with properties of Green’s function under some conditions concerning the first eigenvalues
corresponding to the relevant linear operator, the sufficient conditions of the existence of
positive solutions for the boundary value problems are established. The interesting point
of the results is that the term a(t) may be singular at t = 0 and/or t = 1, moreover the
nonlinear f (t, x) is also allowed to have singularity at x = 0.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we are concerned with the existence of positive solutions of singular three-point boundary value problem
for the following second-order differential equations{
y′′ + µa(t)f (t, y(t)) = 0, t ∈ (0, 1),
y(0)− βy′(0) = 0, y(1) = αy(η), (1.1)
where µ > 0 is a parameter, β > 0, 0 < η < 1, 0 < αη < 1,∆ := (1− αη)+ β(1− α) > 0, a ∈ C((0, 1), (0,+∞)), a(t)
may be singular at t = 0 and/or 1. f ∈ C([0, 1] × (0,+∞), (0,+∞)), and f (t, x)may be singular at x = 0.
The multi-point boundary value problems of ordinary differential equations play an important role in both theory and
application, and as a consequence, have attracted a great deal of interest over the years. They are often used to model
various phenomena in physics, biology, chemistry, and engineering in the positive energy problem in general relativity, for
example, nonlinear diffusion generated by nonlinear sources, thermal self-ignition of a chemically active mixture of gases
in a vessel, catalysis theory, chemically reacting systems, adiabatic tubular reactor processes, infectious diseases, as well as
concentration in chemical or biological problems. However, in many situations, including the cases just mentioned above,
only positive solutions aremeaningful, see [1–7] and the references therein. That is why people are particularly interested in
positive solutions. The study ofmulti-point boundary value problems for linear-second-order ordinary differential equations
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was initiated in [8]. Since then, the existence of positive solutions for nonlinear multi-point boundary value problems
has been studied by many authors using various nice methods such as coincidence degree theory, the Leray–Schauder
continuation theorem and so on, see [1–6,9–11]. Ma [10] obtained the existence of at least one positive solution if the
nonlinearity f is either super-linear or sub-linear by applying fixed point theorem in cones. Yao [12] proved the existence,
nonexistence and multiplicity of positive solutions for the following second-order three-point nonlinear boundary value
problem{
w′′ + f (t, w(t)) = 0, t ∈ [0, 1],
w(0) = 0, αw(η) = w(1),
where 0 < η < 1. By means of coincidence degree theory, Feng [2] studied the following boundary value problem
y′′ = f (t, y(t), y′(t))+ x(t), t ∈ (0, 1),
y′(0) = 0, y(1) =
m−2∑
i=1
aiξi,
where f : [0, 1] × R2 → R is continuous and has nonlinear growth, ai ∈ R with all of the same sign, ξi ∈ (0, 1), (i =
1, 2, . . . ,m− 2). By using the Leray–Schauder continuation theorem, Gupta [4] obtained the existence of positive solutions
for the following boundary value problem
u′′ = f (t, u(t), u′(t))+ h(t), t ∈ (0, 1),
u′(0) = 0, u(1) =
m−2∑
i=1
piξi,
where pi > 0 (i = 1, 2, 3 · · · ,m − 2), 0 < ξ1 < ξ2 < · · · < ξm−2 < 1, and the nonlinearity f satisfies the following
assumptions
|f (t, x, y)| ≤ a(t)|x| + b(t)|y| + c(t) and c1‖a‖1 + c2‖b‖1 ≤ 1,
where a(t), b(t) and c(t) in L1(0, 1), c1 and c2 are constants.
However, all the above works were done under some stronger conditions. Motivated by papers [2,4,8,9,12,10,11], the
aim of this paper is to investigate more general boundary conditions. Without anymonotone or growth conditions imposed
on the nonlinearity f (t, y), by constructing an available integral operator and combining fixed point index theory with
properties of Green’s function under some conditions concerning the first eigenvalues corresponding to the relevant linear
operator, we not only obtain the existence of positive solutions of the problem (1.1), but also get the explicit interval about
positive parameter µ. The results obtained are different from the previous papers [1–6,9,12,10,13,14,11]. The interesting
point of the results is that the term a(t) may be singular at t = 0 and/or t = 1. Moreover the nonlinear f (t, y) is also
allowed to have singularity at y = 0.
The rest of this paper is organized as follows. In Section 2, we state the inequality for Green’s function that will be used
in defining a positive operator on a cone. The fixed point index theory is also stated in that section. And we will give an
appropriate Banach space and construct a special cone to which is applied the fixed point index theorem to our positive
operator. Main results and its proof will be presented in Section 3.
2. Preliminaries and lemmas
Let X = C[0, 1] be Banach space with the norm ‖y‖ = maxt∈[0,1] |y(t)|, and let
K = {x ∈ X : x(t) ≥ 0, 0 ≤ t ≤ 1}. (2.1)
Then K is a positive cone in C[0, 1]. Throughout this paper, the partial ordering is always given by K . For the concepts and
properties of fixed point index theory, we refer to [15]. Let
P = {y ∈ K : y is concave on [0, 1] and min
t∈[η,1] y(t) ≥ σ‖y‖}, (2.2)
where σ = min{η, αη, α(1−η)1−αη }. Obviously, P ⊂ K ⊂ X .
Denote Pr = {y ∈ P : ‖y‖ < r}, ∂Pr = {x ∈ P : ‖x‖ = r}, P r,R = {x ∈ P : r ≤ ‖x‖ ≤ R}, 0 < r < R < +∞.
Throughout this paper, we suppose the following conditions hold:
(A1) β > 0, 0 < η < 1, 0 < α < 1+βη+β (≤ 1η ) and ∆ := (1− αη)+ β(1− α) > 0.
(A2) a ∈ C((0, 1), [0,+∞)), a(t)may be singular at t = 0 and/or t = 1, a(t) 6≡ 0 and
0 <
∫ 1
0
(β + s)(1− s)a(s)ds < +∞.
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(A3) f (t, y) ∈ C([0, 1] × (0,+∞), [0,+∞)), f (t, y)may be singular at y = 0 and for any 0 < r < R < +∞, we have
lim
n→+∞ supy∈Pr,R
∫
E(n)
(s+ β)(1− s)a(s)f (s, y(s))ds = 0,
where E(n) = [0, 1n ] ∪ [ n−1n , 1].
Remark 2.1. By (A2), there exists t0 ∈ (0, 1) such that a(t0) > 0. Obviously, if f (t, x) is nonsingular at x = 0, that is,
f ∈ C([0, 1] × [0,+∞), [0,+∞)), then (A3) is satisfied.
Definition 2.1. By a nonzero solution, also called a C[0, 1] solution of the problem (1.1), we mean a function y ∈ C[0, 1] ∩
C2(0, 1) satisfying the problem (1.1) with y(t) not identically zero on (0, 1). y(t) is called a C1[0, 1] solution, we mean that
y′(0+) and y′(1− 0) exist. y(t) is called a positive solution of the problem (1.1) if y(t) is a solution of the problem (1.1) and
y(t) > 0 for t ∈ (0, 1).
Lemma 2.1. Suppose that condition (A1) holds. In addition, assume that the following condition holds:
(H1) y ∈ C((0, 1), [0,+∞)) satisfies 0 <
∫ 1
0 (β + s)(1− s)y(s)ds < +∞.
Then the following boundary value problem{
y′′(t)+ x(t) = 0, 0 ≤ t ≤ 1, (D1)
y(0)− βy′(0) = 0, y(1) = αy(η) (D2)
has a unique solution
y(t) =
∫ 1
0
G(t, s)x(s)ds, and y(t) ≥ 0, t ∈ [0, 1], min
t∈[η,1] y(t) ≥ σ‖y‖, (2.3)
where G(t, s) : [0, 1] × [0, 1] → [0,+∞) is defined by
G(t, s) =

1
∆
(s+ β)((1− t)+ α(t − η)), 0 ≤ s ≤ t ≤ 1, 0 ≤ s ≤ η < 1;
1
∆
((s+ β)(1− t)+ α(t − s)(η + β)), 0 < η ≤ s ≤ t ≤ 1;
1
∆
(t + β)((1− s)+ α(s− η)), 0 ≤ t ≤ s ≤ η < 1;
1
∆
(t + β)(1− s), 0 ≤ t ≤ s ≤ 1, 0 < η ≤ s ≤ 1.
(2.4)
Proof. Integrating (D1), we have
y′(t) = −
∫ t
0
x(s)ds+ y′(0)
and
y(t) = −
∫ t
0
(t − s)x(s)ds+ y′(0)t + y(0)
= −
∫ t
0
(t − s)x(s)ds+ (t + β)y′(0). (2.5)
Letting t = 1 in (2.5), by (D2), we get
y′(0) = 1
(1− αη)+ β(1− α)
∫ 1
0
(1− s)x(s)ds
− α
(1− αη)+ β(1− α)
∫ η
0
(η − s)x(s)ds,
and
y(t) = −
∫ t
0
(t − s)x(s)ds+ t + β
(1− αη)+ β(1− α)
∫ 1
0
(1− s)x(s)ds
− α(t + β)
(1− αη)+ β(1− α)
∫ η
0
(η − s)x(s)ds.
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If t ≤ η, then
y(t) =
∫ t
0
(s+ β)((1− t)+ α(t − η))
(1− αη)+ β(1− α) x(s)ds
+
∫ η
t
(t + β)((1− s)+ α(s− η))
(1− αη)+ β(1− α) x(s)ds+
∫ 1
η
(t + β)(1− s)
(1− αη)+ β(1− α)x(s)ds
=
∫ 1
0
G(t, s)y(s)ds.
If t ≥ η, then
y(t) =
∫ η
0
(s+ β)((1− t)+ α(t − η))
(1− αη)+ β(1− α) x(s)ds
+
∫ t
η
(s+ β)(1− t)+ α(t − s)(η + β)
(1− αη)+ β(1− α) x(s)ds+
∫ 1
t
(t + β)(1− s)
(1− αη)+ β(1− α)x(s)ds
=
∫ 1
0
G(t, s)y(s)ds.
This completes the proof. 
Lemma 2.2. Suppose that conditions (A1) and (H1) hold. Then Green’s function G(t, s) defined by (2.4) has the following
properties:
(i) G(t, s) is continuous on [0, 1] × [0, 1].
(ii) G(t, s) ≥ 0, for all 0 ≤ t, s ≤ 1.
(iii) κ1(t)G(s, s) ≤ G(t, s) ≤ κ2(s+ β)(1− s), for all (t, s) ∈ [0, 1] × [0, 1],
where
κ1(t) = min{1, α(1− η), t, 1− t}, κ2 =
max
{
1+ α, α(1−η)1−αη
}
(1− αη)+ β(1− α) .
Obviously, κ1(t) ≥ 0 is a nonnegative function and κ2 is a positive constant. Denote
l = µ
∫ 1
η
κ1(s)G(s, s)a(s)ds, L = µκ2
∫ 1
0
(s+ β)(1− s)a(s)ds.
κ1(t), κ2, l, Lwill be taken in this way throughout this paper.
Remark 2.2. By (A2), we easily know that
0 < κ2
∫ 1
0
(s+ β)(1− s)a(s)ds < +∞.
Thus, it is rather straight forward that
0 < min
t∈[η,1] κ1(t)
∫ 1
η
G(t, s)a(s)ds ≤ min
t∈[η,1] κ1(t)
∫ 1
0
G(t, s)a(s)ds < +∞.
Now we define an integral operator T : P \ {0} → P by
(Ty)(t) = µ
∫ 1
0
G(t, s)a(s)f (s, y(s))ds, t ∈ [0, 1]. (2.6)
Clearly, y is a positive solution of the problem (1.1) if and only if y ∈ P r,R is a fixed point of the operator T .
Lemma 2.3. Assume that conditions (A1)–(A3) hold. Then T : P r,R → P is a completely continuous operator and the nonzero
fixed point y ∈ P r,R of T is a positive solution of the problem (1.1).
Proof. Firstly, we will show that T : P r,R → P . By simple computation, for any y ∈ P r,R, we have (Ty)(0)− β(Ty′)(0) = 0,
α(Ty)(η) = (Ty)(1) ≥ 0, (Ty)(η) ≥ 0, (Ty)′′ = −µa(t)f (t, y(t)) ≤ 0, that is, (Ty)(t) is a nonnegative concave function. Also
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we get
(Ty)(t) ≤ max
{
t
η
,
(1− t)+ α(t − η)
1− η
}
(Ty)(η), 0 ≤ t ≤ 1.
(Ty)(t) ≤ max
{
t
αη
,
(1− t)+ α(t − η)
α(1− η)
}
(Ty)(1), 0 ≤ t ≤ 1.
Then (Ty)(η) ≥ min
{
η,
1−η
1−αη
}
‖Ty‖, (Ty)(1) ≥
{
αη,
α(1−η)
1−αη
}
‖Ty‖.
If α > 1, then η < αη < 1−η1−αη <
α(1−η)
1−αη . If 0 < α < 1, then αη <
α(1−η)
1−αη <
1−η
1−αη < 1− η. Therefore (Ty)(η) ≥ σ‖y‖ and
(Ty)(1) ≥ σ‖Ty‖.
On the other hand, by Lemma 2.1, we easily know that y(0) ≥ 0. Let ‖y‖ = y(t∗), t∗ ∈ [0, 1). If 0 ≤ α ≤ η < 1, then
minη≤t≤1 y(t) = y(1).
(1) For 0 ≤ t∗ ≤ η < 1, by the concavity of y, we easily know
‖y‖ = y(t∗) ≤ y(1)+ (y(η)− y(1)) t
∗ − 1
η − 1 ≤
1− αη
α(1− η)y(1).
(2) For η < t∗ < 1, we have
‖y‖ = y(t∗) ≤ y(0)+ (y(η)− y(0)) t
∗
η
≤ 1
αη
y(1).
If 1 ≤ α < α+β
αη+β ≤ 1η , then minη≤t≤1 y(t) = y(η). Thus, we have
‖y‖ = y(t∗) ≤ y(η) t
∗
η
<
y(η)
η
.
From the above discussion, we get minη≤t≤1 y(t) ≥ min
(
η, αη,
α(1−η)
1−αη
)
‖y‖ = σ‖y‖. Hence, we have mint∈[η,1](Ty)(t) ≥
σ‖Ty‖. Thus T (P r,R) ⊂ P .
Next, for any 0 < r < R < +∞, we will show
sup
y∈∂Pr,R
µκ2
∫ 1
0
(s+ β)(1− s)a(s)f (s, y(s))ds < +∞, (2.7)
which implies that T : P \ {0} → P is well defined.
By (A3), for any 0 < r < R < +∞, there exists a natural numberm such that
sup
y∈∂Pr,R
µκ2
∫
E(m)
(s+ β)(1− s)a(s)f (s, y(s))ds < 1. (2.8)
For any y ∈ ∂Pr , let y(t0) = maxt∈[0,1] |y(t)| = r, t0 ∈ [0, 1]. Denote
χE[u,v](t) =
{
1, t ∈ [u, v],
0, t 6∈ [u, v]
as the eigenvalue function of the set E[u, v] = {t : u ≤ t ≤ v}. It follows from the concavity of y(t) on [0, 1] that
y(t) ≥ rt
t0
χE[0,t0](t)+
r
1− t0 (1− t)χE[t0,1](t)
≥ rtχE[0,t0](t)+ r(1− t)χE[t0,1](t). (2.9)
Consequently, from (2.9), we have
r
m
≤ y(t) ≤ r < R, for any t ∈
[
1
m
,
m− 1
m
]
. (2.10)
Denote
M1 = max
{
f (t, y) : (t, y) ∈
[
1
m
,
m− 1
m
]
×
[ r
m
, R
]}
. (2.11)
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It follows from (A1)–(A3) and (2.8)–(2.11) that
sup
y∈∂Pr,R
µκ2
∫ 1
0
(s+ β)(1− s)a(s)f (s, y(s))ds ≤ sup
y∈∂Pr,R
µκ2
∫
E(m)
(s+ β)(1− s)a(s)f (s, y(s))ds
+ sup
y∈∂Pr,R
µκ2
∫ m−1
m
1
m
(s+ β)(1− s)a(s)f (s, y(s))ds ≤ 1+M1µκ2
∫ 1
0
(s+ β)(1− s)a(s)ds < +∞, (2.12)
i.e., (2.7) holds. This also implies that T : P r,R → P is well defined and T (Q ) is uniformly bounded for any bounded set
Q ⊂ P r,R.
Now, we prove that for any 0 < r < R < +∞, T (P r,R) is equicontinuous. In fact, by (A3), for any ε > 0, there exists a
natural number n0 such that
sup
y∈Pr,R
µκ2
∫
E(n0)
(s+ β)(1− s)a(s)f (s, y(s))ds < ε
4
.
LetM2 = max
{
f (t, y) : (t, y) ∈ [ 1n0 ,
n0−1
n0
] × [ rn0 , R]
}
. Since G(t, s) is uniformly continuous on [0, 1]× [0, 1], for the above
ε > 0, there exists δ > 0 such that for any t ′, t ′′ ∈ [0, 1], |t ′ − t ′′| < δ and any fixed s ∈ [ 1n0 ,
n0−1
n0
], we have
|G(t ′, s)− G(t ′′, s)| ≤ ε
(
2µM2
∫ n0−1
n0
1
n0
a(s)ds
)−1
.
Consequently, for any |t ′ − t ′′| < δ, t ′, t ′′ ∈ [0, 1], and y ∈ P r,R, we have
|(Ty)(t ′)− (Ty)(t ′′)| ≤ 2 sup
y∈Pr,R
µκ2
∫
E(n0)
(s+ β)(1− s)a(s)f (s, y(s))ds
+µ sup
y∈Pr,R
∫ n0−1
n0
1
n0
|G(t ′, s)− G(t ′′, s)|a(s)f (s, y(s))ds
<
2
4
ε + µε
(
2µM2
∫ n0−1
n0
1
n0
a(s)ds
)−1
M2
∫ n0−1
n0
1
n0
a(s)ds
<
ε
2
+ ε
2
= ε.
This implies that T (P r,R) is equicontinuous. Thus, by the Ascoli–Arzela Theorem T : P r,R → P is compact.
Finally we show that T : P r,R → P is continuous. Suppose that yn, y0 ∈ P r,R and ‖yn − y0‖ → 0 (n → ∞). Then
r ≤ ‖yn‖ ≤ R and r ≤ ‖y0‖ ≤ R. For any ε > 0, by (A3), there exists a natural numberm0 > 0 such that
sup
y∈Pr,R
µκ2
∫
E(m0)
(s+ β)(1− s)a(s)f (s, y(s))ds < ε
4
. (2.13)
On the other hand, by (2.9) we have
r
m0
≤ yn(t) ≤ R, t ∈
[
1
m0
,
m0 − 1
m0
]
.
Since f (t, y) is uniformly continuous on [ 1m0 ,
m0−1
m0
] × [ rm0 , R], we have
lim
n→+∞ |f (s, yn(s))− f (s, y0(s))| = 0
holds uniformly on s ∈ [ 1m0 ,
m0−1
m0
]. Then the Lebesgue dominated convergence theorem yields that
µκ2
∫ m0−1
m0
1
m0
(s+ β)(1− s)a(s)|f (s, yn(s))− f (s, y0(s))|ds→ 0.
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Thus, for the above ε > 0, there exists a natural number N , for any n > N , we have
µκ2
∫ m0−1
m0
1
m0
(s+ β)(1− s)a(s)|f (s, yn(s))− f (s, y0(s))|ds < ε2 . (2.14)
It follows from (2.13) and (2.14) that for any n > N
‖Tyn − Ty0‖ ≤ µκ2
∫ m0−1
m0
1
m0
(s+ β)(1− s)a(s) | f (s, yn(s))− f (s, y0(s)) | ds
+ 2 sup
y∈Pr,R
∫
E(m0)
(s+ β)(1− s)a(s)f (s, y(s))ds
<
ε
2
+ 2× ε
4
= ε.
This implies that T : P r,R → P is continuous. Thus T : P r,R → P is completely continuous.
Obviously, if T has a nonzero fixed point y 6= 0, then y ∈ C[0, 1] ∩ C2(0, 1) and satisfies the problem (1.1). On the other
hand, by the maximum principle, we know that y(t) > 0, t ∈ (0, 1). Hence y is a positive solution of the problem (1.1). This
completes the proof. 
Let
(By)(t) =
∫ 1
0
G(t, s)a(s)y(s)ds, t ∈ [0, 1]. (2.15)
The following lemma is obtained by Krein–Rutmann theorems [11].
Lemma 2.4. Suppose that (A1), (A2) and (H1) hold. Then the operator B : K → K defined by (2.15) is a completely continuous
linear operator and B(K) ⊂ K , the spectral radius r(B) 6= 0 and B has a positive eigenfunction h corresponding to its first
eigenvalue λ1 = (r(B))−1, that is, h = λ1Bh.
Proof. A simple modification of the argument in Lemma 2.3 yields that B : K → K is a completely continuous linear
operator and B(K) ⊂ K . By (A1) and (A2), there is s0 ∈ (0, 1) such that G(s0, s0)a(s0) > 0. Choose constants u and v
such that s0 ∈ (u, v) ⊂ [u, v] ⊂ (0, 1) and G(t, s)a(s) > 0,∀ t, s ∈ [u, v]. Choose a nonnegative continuous functional
g ∈ C[0, 1] such that g(t) > 0,∀ t ∈ (u, v). Then for any t ∈ (u, v), we have
(Bg)(t) =
∫ 1
0
G(t, s)a(s)g(s)ds ≥
∫ v
u
G(t, s)a(s)g(s)ds > 0.
Thus there exists a constantw > 0 such thatw(Bg)(t) ≥ g(t),∀ t ∈ [0, 1]. By famous Krein–Rutmann theorems, we know
that the spectral radius r(B) 6= 0 and B has a positive eigenfunction h corresponding to its first eigenvalue λ1 = (r(B))−1,
that is, h = λ1Bh. This completes the proof. 
Lemma 2.5 ([11]). Let X be a Banach space, K and P be cones in X, and Ω(P) be a bounded open set in P. Suppose that
T : Ω(P) → P is a completely continuous operator, and there is no fixed point on ∂Ω(P). Suppose there exist linear operators
B, A, L : X → X satisfying B(P) ⊂ P, A(P) ⊂ K , L(K) ⊂ K and y0 ∈ P \ {θ} such that
(i) ABny0 ≥ Ay0, for n = 1, 2, 3, . . .;
(ii) ABy = LAy,∀ y ∈ ∂Ω(P);
(iii) ATy ≥ ABy,∀ y ∈ ∂Ω(P).
Then the fixed point index i(T ,Ω(P), P) = 0.
Lemma 2.6 ([15]). Let X be a Banach space, P be a cone in X and Ω(P) be a bounded open set in P with θ ∈ Ω(P). Suppose
that T : Ω(P) → P is a completely continuous operator. If Ty 6= vy, ∀ y ∈ ∂Ω(P), v ≥ 1. Then the fixed point index
i(T ,Ω(P), P) = 1.
Lemma 2.7 ([15]). Let X be a Banach space, P be a positive cone in X, and Ω(P) be a bounded open set in P. Suppose that
T : Ω(P)→ P is a completely continuous operator and satisfies the following conditions:
(i) If ‖Ty‖ > ‖y‖,∀ y ∈ ∂Ω(P), then the fixed point index i(T ,Ω(P), P) = 0;
(ii) If θ ∈ Ω(P) and ‖Ty‖ < ‖y‖,∀ y ∈ ∂Ω(P), then the fixed point index i(T ,Ω(P), P) = 1.
Denote
fρ = lim inf
x→+ρ mint∈[0,1]
f (t, x)
x
, f ρ = lim sup
x→+ρ
max
t∈[0,1]
f (t, x)
x
,
where ρ denotes 0 or∞.
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3. Main results
Theorem 3.1. Suppose that the conditions (A1), (A2) and (A3) hold. If
0 ≤ f∞ < f0 ≤ +∞, (I)
then for any
µ ∈
(
λ1
f0
,
λ1
f∞
)
, (3.1)
where λ1 is the first eigenvalue of B defined by (2.15), the problem (1.1) has at least one positive solution.
Proof. By (3.1), there exists r > 0 such that
f (t, x) ≥ λ1
µ
x, for all 0 ≤ x ≤ r, 0 ≤ t ≤ 1. (3.2)
Again by (3.1), there exist R0 > r and 0 < ζ < 1 such that
f (t, x) ≤ ζ
µ
λ1x for all x ≥ R0, 0 ≤ t ≤ 1. (3.3)
Denote (B1y)(t) = ζλ1(By)(t) for all t ∈ [0, 1], y ∈ C[0, 1]. Then B1 : K → K is a completely continuous linear operator and
B1(K) ⊂ K . It follows from Lemma 2.4 that the spectral radius r(B1) 6= 0. Since λ1 is the first eigenvalue of B and 0 < ζ < 1,
then 0 < r(B1) < 1. Choose δ = 16 (1− r(B1)) > 0, then by Gelfand’s formula, we know that there exists a natural number
N such that
‖Bn1‖ ≤ [r(B1)+ δ]n, for n ≥ N. (3.4)
Define
‖y‖1 =
N∑
k=1
(r(B1)+ δ)N−k‖Bk−11 y‖, y ∈ C[0, 1], (3.5)
where B01 = I is the identity operator. Then we have
[r(B1)+ δ]N−1‖y‖ ≤ ‖y‖1 ≤
N∑
k=1
(r(B1)+ δ)N−k‖Bk−11 ‖‖y‖. (3.6)
It is easy to show that C[0, 1] is also a Banach space with the norm ‖ · ‖1, and the norm ‖ · ‖ is equivalent to the norm ‖ · ‖1.
Hence, the normed linear spaces (C[0, 1], ‖ · ‖) and (C[0, 1], ‖ · ‖1) are topologically isomorphic. Denote
M = sup
y∈∂PR0
µκ2
∫ 1
0
(s+ β)(1− s)a(s)f (s, y(s))ds. (3.7)
From the proof of (2.7), we easily get that M < +∞. Choose R1 > max{R0, 2‖M‖1δ−1}. Consequently, by (3.6), we may
choose R > R1 > 0 such that ‖y‖1 > R1 for any ‖y‖ > R. It follows from Lemma 2.3 that T : P r,R → P is a completely
continuous operator. Now we extend the operator T , still denoted by T , then T : PR → P is completely continuous. If there
is a fixed point on ∂Pr , then the proof is completed. Without loss of generality, we may assume that there is no fixed point
on ∂Pr . Let y1 be the positive eigenfunction of linear operator B corresponding to the first eigenvalue λ1, that is
y1(t) = λ1(By1)(t) = λ1
∫ 1
0
G(t, s)a(s)y1(s)ds.
Then
‖y1‖ ≤ λ1κ2
∫ 1
0
(s+ β)(1− s)a(s)y1(s)ds.
Since y′′1(t) = −λ1a(t)y1(t) ≤ 0, t ∈ (0, 1), then y1 is a nonnegative continuous concave function. Denote ‖y1‖ =
y1(t0), t0 ∈ (0, 1).
If 0 < α < 1, then minη≤t≤1 y1(t) = y1(1). By the concavity of y1, we know that
‖y1‖ = y1(t0) ≤ y1(1)+ y1(η)− y1(1)
η − 1 (t0 − 1) ≤
1− αη
α(1− η)y1(1), for 0 ≤ t0 ≤ η < 1;
‖y1‖ = y1(t0) ≤ y1(0)+ y1(η)− y1(0)
η
t0 ≤ y1(η)
η
= 1
αη
y1(1), for η < t0 < 1.
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If 1 ≤ α < 1+β
η+β (≤ 1η ), then minη≤t≤1 y1(t) = y1(η). Thus ‖y1‖ = y1(t0) ≤ y1(η)η t0 < y1(η)η . By the above discussions, we
know that
min
η≤t≤1 y1(t) ≥ min
{
α, αη,
α(1− η)
1− αη
}
‖y1‖ = σ‖y1‖.
Hence y1 ∈ P \ {θ}. Let (˜B1y)(t) = λ1(By)(t), y ∈ K , then B˜1 : K → K is a completely continuous operator, and
B˜1(K) ⊂ P, B˜1y1 = λ1By1 = y1. For all y ∈ ∂Pr , by (3.2) we get
(Ty)(t) = µ
∫ 1
0
G(t, s)a(s)f (s, y(s))ds
≥ µ · λ1
µ
∫ 1
0
G(t, s)a(s)y(s)ds
= λ1(By)(t) = (˜B1y)(t), t ∈ [0, 1].
Let X = C[0, 1],Ω(P) = Pr , B = L = B˜1, A = I (identity operator), n = 1. By Lemma 2.5, we have
i(T , Pr , P) = 0. (3.8)
Now we prove that
Ty 6= vy, v ≥ 1 for all y ∈ ∂PR. (3.9)
In fact, if not, there exist y0 ∈ ∂PR and v0 ≥ 1 such that
Ty0 = v0y0. (3.10)
Let y˜0(t) = min{y0(t), R0}, thus y˜0 ∈ ∂PR0 . Denote E[y0 > R0] = {t : y0(t) > R0, t ∈ [0, 1]}. By (3.3), we get
(Ty0)(t) = µ
∫ 1
0
G(t, s)a(s)f (s, y0(s))ds
= µ
∫
E[y0>R0]
G(t, s)a(s)f (s, y0(s))ds+ µ
∫
[0,1]\E[y0>R0]
G(t, s)a(s)f (s, y0(s))ds
≤ µ · ζ
µ
λ1
∫
E[y0>R0]
G(t, s)a(s)y0(s)ds+ µ
∫
[0,1]\E[y0>R0]
G(t, s)a(s)f (s, y˜0(s))ds
≤ ζλ1
∫ 1
0
G(t, s)a(s)y0(s)ds+ µκ2
∫ 1
0
(s+ β)(1− s)a(s)f (s, y˜0(s))ds
≤ (B1y0)(t)+M,
whereM is defined by (3.7). Hence
0 ≤ v0y0(t) = (Ty0)(t) ≤ (B1y0)(t)+M, t ∈ [0, 1]. (3.11)
Since B1(P) ⊂ P , we have 0 ≤ (Bk1(Ty0))(t) ≤ (Bk1(B1y0 +M))(t) for all t ∈ [0, 1] (k = 1, 2, . . . ,N − 1). Consequently, we
get
‖Ty0‖1 =
N∑
k=1
[r(B1)+ δ]N−k‖Bk−11 (Ty0)‖
≤
N∑
k=1
[r(B1)+ δ]N−k‖Bk−11 (B1y0 +M)‖ = ‖B1y0 +M‖1. (3.12)
Notice that ‖y0‖ ≥ R implies ‖y0‖1 > R1. Thus by (3.4), (3.5) and (3.12), we obtain
v0‖y0‖1 = ‖Ty0‖1 ≤ ‖B1y0‖1 + ‖M‖1
=
N∑
k=1
[r(B1)+ δ]N−k‖Bk1y0‖ + ‖M‖1
= [r(B1)+ δ]
N−1∑
k=1
[r(B1)+ δ]N−k−1‖Bk1y0‖ + ‖BN1 y0‖ + ‖M‖1
≤ [r(B1)+ δ]
N−1∑
k=1
[r(B1)+ δ]N−k−1‖Bk1y0‖ + [r(B1)+ δ]N‖y0‖ + ‖M‖1
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= [r(B1)+ δ]
N−1∑
k=1
[r(B1)+ δ]N−k‖Bk−11 y0‖ + ‖M‖1
= [r(B1)+ δ]‖y0‖1 + ‖M‖1
≤ [r(B1)+ δ]‖y0‖1 + δ2R1
≤ [r(B1)+ δ]‖y0‖1 + δ2‖y0‖1
≤
[
r(B1)+ 32δ
]
‖y0‖1 = 14 (1+ 3r(B1))‖y0‖1. (3.13)
It follows from v0 ≥ 1 and (3.13) that r(B1) ≥ 1, which is contradiction with r(B1) < 1. Thus (3.9) holds. It follows from
Lemma 2.6 that
i(T , PR, P) = 1. (3.14)
By (3.8), (3.14) and the properties of fixed point index, we have
i(T , PR,r , P) = i(T , PR, P)− i(T , Pr , P) = 1.
Thus T has at least one positive solution in PR,r . So the problem (1.1) has at least one positive solution. 
Theorem 3.2. Suppose that the conditions (A1), (A2) and (A3) hold. If
0 ≤ f 0 < f∞ ≤ +∞. (II)
Then for any
µ ∈
(
λ1
f∞
,
λ1
f 0
)
, (3.15)
where λ1 is the first eigenvalue of B defined by (2.15), the problem (1.1) has at least one positive solution.
Proof. It follows from (3.15) that there exists r > 0 such that
f (t, x) ≤ λ1
µ
x, for all 0 ≤ x ≤ r, 0 ≤ t ≤ 1. (3.16)
Define B2y = λ1By, y ∈ C[0, 1]. Then B2 : P → P is a bounded linear operator and
B2(P) ⊂ P, r(B2) = 1. (3.17)
For any y ∈ ∂Pr , it follows from (3.16) that
(Ty)(t) ≤ λ1µ
µ
∫ 1
0
G(t, s)a(s)y(s)ds = (B2y)(t), t ∈ [0, 1].
Hence, Ty ≤ B2y, for any y ∈ ∂Pr . Without loss of generality, wemay assume that T has no fixed point on ∂Pr . Nowwe prove
that
Ty 6= vy, ∀y ∈ ∂Pr , v ≥ 1. (3.18)
If not, there exist y0 ∈ ∂Pr and v0 ≥ 1 such that Ty0 = v0y0. Thus v0 > 1 and v0y0 = Ty0 ≤ B2y. Then we easily know
vn0y0 ≤ Bn2y0 (n = 1, 2, . . .). Hence
vn0y0(t) ≤ Bn2y0(t) ≤ ‖Bn2‖‖y0‖, t ∈ [0, 1]. (3.19)
Taking the supremum over [0, 1] for (3.19), we know vn0 ≤ ‖Bn2‖. By Gelfand’s formula, we have r(B2) = limn→∞ n
√‖Bn2‖ ≥
v0 > 1, which is a contradiction with r(B2) = 1. By Lemma 2.6, we obtain
i(T , Pr , P) = 1. (3.20)
It follows from (3.15) that there exists R > r > 0 such that
f (t, x) ≥ λ1
µ
x, x ≥ R, 0 ≤ t ≤ 1.
By Lemma 2.3, we know that T : P r,R → P is completely continuous. Nowwe extend the operator T , still denoted by T , then
T : PR → P is completely continuous. If T has a fixed point on ∂PR, then the proof is completed. Thus, we may assume that
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T has no fixed point on ∂PR. A simple modification of the argument in Theorem 3.1 of the corresponding section yields
i(T , PR, P) = 0. (3.21)
It follows from (3.20) and (3.21) that
i(T , PR,r , P) = i(T , PR, P)− i(T , Pr , P) = −1.
Thus T has at least one positive solution in PR,r . So the problem (1.1) has at least one positive solution. 
Let
(Bηy)(t) =
∫ 1
η
G(t, s)a(s)y(s)ds, t ∈ [0, 1]. (3.22)
Lemma 3.1. Suppose that (A1), (A2) and (H1) hold. Then the operator Bη : K → K defined by (3.22) is a completely continuous
linear operator and Bη(K) ⊂ K , the spectral radius r(Bη) 6= 0 and Bη has a positive eigenfunction h1 corresponding to its first
eigenvalue λη = (r(Bη))−1, that is, h1 = ληBηh1.
Proof. The proof of Lemma 3.1 is similar to the proof of Lemma 2.3. We omit it here. 
Theorem 3.3. Suppose that (A1)–(A3) hold. In addition, assume that
µ >
λ1
f0
and µ >
λη
f∞
, (3.23)
and there exists a constant r∗ >
√
L1 such that
f (t, x) ≤ t(1− t)
x
, 0 < x ≤ r∗, 0 < t < 1, (3.24)
where λ1 and λη are respectively the first eigenvalues of B and Bη , defined by (2.15) and (3.22) respectively. L1 = Lη(1−η) . Then
the the problem (1.1) has at least two positive solutions y1, y2 ∈ P.
Proof. It follows from the first part of (3.23) that there exists a positive constant r1 satisfying 0 < r1 ≤ √L1 such that
f (t, x) ≥ λ1
µ
x, for 0 < x ≤ r1, 0 ≤ t ≤ 1. (3.25)
By the second part of (3.23), there exists r3 > r∗ such that
f (t, x) ≥ λη
µ
x, for x ≥ σ r3, 0 ≤ t ≤ 1.
Thus, for any y ∈ ∂Pr3 , we have
f (t, y(t)) ≥ λη
µ
y(t), for y(t) ≥ σ r3 = σ‖y‖, t ∈ [η, 1]. (3.26)
It follows from Lemma 2.3 that T : P r1,r3 → P is a completely continuous operator. Now we extend the operator T , still
denoted by T , then T : P r3 → P is completely continuous. Without loss of generality, we may assume that T has no fixed
point on ∂Pr1 and ∂Pr3 . By the proof in Theorem 3.1, we easily get
i(T , Pr1 , P) = 0. (3.27)
Choose
√
L1 < r2 ≤ r∗. For all y ∈ ∂Pr2 , by the concavity of function y(t) on (0, 1), we see that y(t) ≥ ‖y‖min{t, 1 −
t, η, 1 − η}. Thus y(t) ≥ ‖y‖t(1 − t)η(1 − η), for t ∈ (0, 1) and 0 < y(t) ≤ r2 ≤ r∗, for t ∈ (0, 1). It follows from (3.24)
and y ∈ ∂Pr2 that
f (t, y(t)) ≤ t(1− t)
y(t)
≤ t(1− t)‖y‖t(1− t)η(1− η) =
1
r2η(1− η) , for t ∈ (0, 1).
Therefore, for any y ∈ ∂Pr2 , we obtain
‖Ty‖ ≤ µκ2
∫ 1
0
(s+ β)(1− s)a(s)f (s, y(s))ds
≤ 1
r2η(1− η)µκ2
∫ 1
0
(s+ β)(1− s)a(s)ds
= L
r2η(1− η) =
L1
r2
< r2 = ‖y‖. (3.28)
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By Lemma 2.7, we have
i(T , Pr2 , P) = 1. (3.29)
Let y1 be a positive eigenvalue function of linear operator Bη corresponding to the first eigenvalue λη , that is
y1(t) = λη(Bηy1)(t) = λη
∫ 1
η
G(t, s)a(s)y1(s)ds.
Obviously y1 ∈ P \ {θ}. Let (B3y)(t) = λη(Bηy)(t), y ∈ C[0, 1]. By Lemma 3.1. we see that B3 : K → K is a linear completely
continuous operator and B3(K) ⊂ K , B3y1 = ληBηy1 = y1. It follows from (3.26) and y ∈ ∂Pr3 that
(Ty)(t) = µ
∫ 1
0
G(t, s)a(s)f (s, y(s))ds
≥ λη
∫ 1
η
G(t, s)a(s)y(s)ds = (B3y)(t), t ∈ [0, 1].
Take X = C[0, 1],Ω(P) = Pr3 , B = L = B3, A = I (identity operator), n = 1. From Lemma 2.5, we obtain
i(T , Pr3 , P) = 0. (3.30)
By (3.27), (3.29) and (3.30), we have
i(T , Pr2,r1 , P) = i(T , Pr2 , P)− i(T , Pr1 , P) = 1,
i(T , Pr3,r2 , P) = i(T , Pr3 , P)− i(T , Pr2 , P) = −1.
Hence, T has at least one fixed point in Pr2,r1 and Pr3,r2 , respectively. Therefore the problem (1.1) has at least two positive
solutions. 
Theorem 3.4. Suppose that the conditions (A1)–(A3) are satisfied. In addition, assume that
µ ≤ λ1
f 0
and µ ≤ λ1
f∞
. (3.31)
If there exists r˜∗ > 0 such that
f (t, x) ≥ l−1 r˜∗, for 0 < x ≤ r˜∗, 0 ≤ t ≤ 1, (3.32)
where λ1 is the first eigenvalue of B defined by (2.15).Then the problem (1.1) has at least two positive solutions.
Proof. It follows from the first part of (3.31) that there exists a positive constant r ′1 satisfying 0 < r
′
1 < r˜
∗ such that
f (t, x) ≤ λ1
µ
x for 0 ≤ x ≤ r ′1, 0 ≤ t ≤ 1. (3.33)
By the second part of (3.31) there exist 0 < ε < 1 and positive constant r ′2 > 0 satisfying r
′
2 > r˜
∗ such that
f (t, x) ≤ ε λ1
µ
x for x ≥ r ′2, 0 ≤ t ≤ 1. (3.34)
Without loss of generality, wemay assume that T has no fixed point on ∂Pr ′1 and ∂Pr ′2 . By (3.33) and (3.34), the corresponding
proof in Theorems 3.1 and 3.2 respectively, together with the permanence property of fixed point index, we have
i(T , Pr ′1 , P) = 1, (3.35)
and
i(T , Pr ′2 , P) = 1. (3.36)
For any y ∈ ∂Pr˜∗ , by the concavity of function y(t) for t ∈ [0, 1], we easily get 0 < σ‖y‖ ≤ y(t) ≤ ‖y‖ = r˜∗, t ∈ [η, 1].
By (3.32), for any y ∈ ∂Pr˜∗ , we have
(Ty)(t) = µ
∫ 1
0
G(t, s)a(s)f (s, y(s))ds
≥ r˜∗l−1µ
∫ 1
η
κ1(s)G(s, s)a(s)ds = r˜∗l−1l = r˜∗.
Then ‖Ty‖ ≥ ‖y‖. Hence, by Lemma 2.7, we have
i(T , Pr˜∗ , P) = 0. (3.37)
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From (3.35)–(3.37), we obtain
i(T , Pr˜∗,r ′1 , P) = i(T , Pr˜∗ , P)− i(T , Pr ′1 , P) = −1.
i(T , Pr ′2,r˜∗ , P) = i(T , Pr ′2 , P)− i(T , Pr˜∗ , P) = 1.
Hence, T has at least one fixed point in Pr˜∗,r ′1 and Pr ′2,r˜∗ , respectively. Therefore, the problem (1.1) has at least two positive
solutions. 
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