Current air conditioner system models seek to balance the level of code complexity with the speed of execution. Ideally, the simplest code possible that can accurately predict system performance is desired. To further understand this issue, two methods of modeling unitary air conditioning systems are compared: a detailed, local approach and a simplified, global approach. These methods have been applied to two commercial unitary air conditioners from which extensive experimental data was obtained. The global approach predicted system performance as well or better than the local approach.
INTRODUCTION
Two commonly used system models are HPSIM (Domanski and Didion, 1983) and PUREZ (Rice and Jackson, 1994) . These models have been found to under-predict charge inventory. Several issues have been identified as sources of error in the modeling of charge inventory, including incomplete internal volume accounting, neglecting refrigerant-oil diffusion effects, and void fraction modeling assumptions (Damasceno et al., 1991 and Marques and Melo, 1993) . Perhaps the most challenging of these is void fraction determination.
At a given cross-section of a tube, the void fraction is defined as the fraction of area occupied by vapor. While mass quality can be determined using conservation equations, in general, void fraction can not be directly calculated and must be modeled in some manner. Rice (1987) presented a comprehensive review of the available void fraction models. The void fraction correlations of Hughmark (1962) , Premoli et al. (1971) , Tandon et al. (1985) , and Baroczy (1965) were recommended, since they yield the highest charge predictions for condensers and the best overall agreement with experimental data. Rice stated that there is insufficient data to recommend one over the others. He admitted that the Hughmark method may over-predict charge in the condenser, yet still yield good agreement with the total charge by way of error cancellation with respect to unaccounted charge elsewhere in the system.
Other studies have compared predictive models with experiments. Damasceno et al. (1991) used HPSIM to compare predicted and measured capacity for various charge levels in a residential air-to-air heat pump. They found that they needed to modify HPSIM to include the Hughmark (1962) correlation to get acceptable results. They did not consider refrigerant-oil diffusion. Marques and Melo (1993) compared the predicted and measured charge inventory of a room air conditioner using HPSIM. They also found that the Hughmark correlation provided the best results. Furthermore, they found that the addition of a refrigerant-oil diffusion calculation was a necessary modification to HPSIM. LeRoy et al. (2000) used PUREZ to compare the predicted and measured performance of ten unitary air conditioners. They sought to reduce modeling errors through the use of two tuning methods. The recommended tuning method is to adjust the heat transfer coefficients to match the cooling capacity. They found that all of the untuned charge inventory results were less than the measured charge. Even the tuned results tended to underpredict charge. Of the eight available void fraction correlations considered, the Hughmark model led to the best agreement between the measured and calculated results. PUREZ does not account for refrigerant-oil diffusion effects. For three of the systems they considered a wider range of tuning parameters, including air-side and refrigerant heat transfer coefficients, pressure drop multipliers, refrigerant charge, superheat, subcooling, refrigerant mass flow rate multipliers, and compressor power multipliers. The tuned parameters were adjusted to match the predicted results with the measured data. The relative importance of each parameter was not considered.
PUREZ and HPSIM differ substantially in complexity. However, these models can not be directly compared for purpose of understanding the effects of model complexity because of their fundamental differences. The literature suggests that the total charge inventory is routinely under-predicted. If the void fraction has been underpredicted in previous studies and void fraction correlations were selected to compensate for unaccounted charge, then the most accurate void fraction correlation available has yet to be identified. The literature also suggests that the effect of the uncertainty in two-phase flow parameters on system model predictions is unclear. This paper presents a comparison of two system modeling approaches to determine the level of complexity required to obtain accurate system performance predictions. Furthermore, the impacts of various two-phase modeling parameters on performance predictions were carefully investigated. Each parameter under consideration was systematically varied and the resulting predictions are compared. The relative importance of the uncertainty associated with each parameter was evaluated in this manner. At each step the models were validated against experimental data.
EXPERIMENTAL APPARATUS AND PROCEDURE
The scope of the experimental portion of this work encompasses two unitary air conditioners: a 5-ton rooftop unit and 7½-ton split system. Both systems use R-22 and have plate-fin heat exchangers and a thermal expansion valve. Each heat exchanger has multiple, parallel flow circuits to manage pressure drop, and has more than one row of tubes. All of the heat exchangers employ standard microfin tubes, except for the condenser in the 7½ ton split system, which has smooth tubes. The experimental setup is described in detail in Harms et al. (2001) . Two operational parameters are considered in the tests: charge inventory and outdoor air temperature. All of the other inputs are fixed between the test cases. The charge inventory was varied through a range of values from well under charged to well over charged. The outdoor air temperature was set to one of three discrete values: 28 °C, 35 °C, or 49 °C.
SYSTEM MODELING
Two modeling approaches are used here: a detailed model and a simplified model. Exactly the same equations and correlations are used in each. Only the manner in which they are applied differs. The detailed simulation model considers each tube separately. Furthermore, each tube is broken into many elements. Both the air states and refrigerant states are tracked from element to element. Depending upon the circuiting arrangement, the solutions to the governing equations may be iterative. The simplified model assumes that each heat exchanger circuit performs identically. Instead of using fixed length elements, the heat exchangers are broken into singlephase and two-phase sections. The length of each section is a variable. An average heat transfer coefficient is utilized in the two-phase sections by integrating with respect to quality. This approach is much less complicated in terms of computational effort. The simplified approach executes on the order of 100 times faster than the detailed approach. To start the solution procedure for either approach, values are guessed for the compressor suction pressure, the compressor discharge pressure, and the evaporator superheat. The guesses are updated according to a third-order Newton's method. The process continues until convergence is achieved. The submodels are considered in further detail.
Heat Exchanger Modeling
In the condenser, one-dimensional heat transfer was assumed so that, ) (
where C min and ε were determined according to the NTU-ε method (Incropera and DeWitt, 1996) . 
For two-phase flow in any heat exchanger, the effectiveness is
The number of transfer units necessary to evaluate effectiveness depends on the overall conductance according to,
The inside heat transfer coefficient in the two-phase region was calculated based on the work of Cavallini and Zecchin (1974) for smooth tubes and Cavallini et al. (2000) for microfin tubes, while the Gnielinski (1976) correlation was used in the single-phase region. The outside heat transfer coefficient was obtained from the equipment manufacturer.
For sections of the evaporator where moisture does not condense, the model is identical to the condenser model so that, ) (
where C min and ε were again determined according to the NTU-effectiveness method. The calculation of the inside and outside heat transfer coefficients follows that of the condenser except that the two-phase inside heat transfer coefficient is based on the work of Kandlikar and Raykoff (1997) . If the coil surface temperature of a given element is below the dew point of the air, then a wet coil analysis was used based on Braun et al. (1989) ,
The wet analysis is a mechanistic model of the combined heat and mass transfer. The solution is cast in the form of the NTU-ε method, using enthalpy differences instead of temperature differences,
Again, the form of the effectiveness depends on the phase of the refrigerant, where for single-phase flow,
and where for two-phase flow, ( )
(12) The number of transfer units for a wet coil is given as,
Casting the equation for conduction in a fin in terms of enthalpy differences results in several unique quantities. The overall fin efficiency for a wet coil, η o *, is analogous to the usual form of the overall fin efficiency, η o , but is additionally a function of the saturation specific heat, c s , and the specific heat of the air-water mixture, c p,m . The saturation specific heat is defined at a constant refrigerant temperature as the derivative of the saturated air enthalpy with respect to temperature. Pressure drop was calculated in the same manner for both heat exchangers,
The two-phase friction factor is calculated according to Choi et al. (1999) . When the refrigerant is single-phase the pressure drop is given as,
where the friction factor is calculated according to Haaland (1983) . A typical method of managing pressure drop in heat exchangers is to split the flow into parallel circuits. A rigorous method of determining the mass flow rate in each circuit would be to perform a momentum balance on the system. Since these circuits are typically the same length a simpler approach was employed where the mass flow rate through each circuit was assumed to be the same. While this method is not exact, it does provide accurate results.
Compressor, Expansion Device, and Line Set Modeling
The compressor is modeled using compressor maps supplied by the compressor manufacturer. The maps yield compressor power and refrigerant mass flow rate, where both are empirical functions of compressor suction and discharge pressures. An energy balance yields the discharge enthalpy.
From the experimental testing, the heat loss from the compressors was found to be negligible. The expansion device in each system is a thermal expansion valve. In general, an expansion valve can be modeled by applying the Bernoulli and continuity equations,
For thermal expansion valves, the combined expansion coefficient and throat area term is a function of the evaporator superheat. For each system, the constants in Eq. 18 were fit to the experimental data. Inputs of the refrigerant mass flow rate and the evaporator superheat yield the pressure drop across the valve. A constant enthalpy expansion is assumed. Models of all four line sets are needed to connect the various component models. Each line set is considered to be adiabatic. This is justified in that the surface area of each is small. The pressure drop for each line set is calculated in the manner described for the heat exchangers.
Charge Inventory
The mass of refrigerant in a given volume was determined as,
For each compressor, the manufacturers gave the volume of the shell occupied by vapor. A temperature measurement on the upper portion of the compressor shell was used to determine the density of the vapor. When two-phase flow is encountered in the system, an apparent density is used,
where α is the void fraction. Besides in the heat exchangers, two-phase flow is encountered in the line set between the thermal expansion valve and the evaporator.
The mass of refrigerant dissolved in the compressor oil is a function of the solubility of the refrigerant-oil mixture.
Solubility data was obtained from the compressor manufacturers as a function of the temperature and pressure of the mixture. A temperature measured at the base of the compressor shell was used as the mixture temperature. The mixture pressure was taken to be equal to the compressor suction pressure. Summing the mass calculations throughout the system gives the total charge inventory.
Void Fraction Correlations
Void fraction models for three flow regimes are considered: separated flow, annular flow, and slug flow. Separated flow is a general classification that includes annular flow and wavy flow, and incorporates two primary assumptions: the flow is separated into continuous liquid and vapor regions and the velocity within each region is uniform and distinct at a given cross-section. The ratio of these velocities is termed the slip ratio because, in general, the vapor phase has a higher velocity.
Void fraction can be related to quality in terms of the slip ratio using fundamental definitions. 
Slug flow occurs at low qualities and is characterized by large intermittent bubbles separated by liquid slugs.
The void fraction models examined in this work and the flow regime for each model are listed in Table 1 . The models are analytical, semi-empirical, or empirical. Given the complexity of two-phase flow, only very simple models are completely analytical. Here, models are deemed semi-empirical if they are essentially analytical, but utilize empirical closure equations or fitted constants. Two-phase empirical models often assume a functional form or a set of dimensionless parameters, and have constants that are determined from experimental data. As expected of models that are popular for design work, most of the correlations are explicit functions of measurable quantities.
A comparison of the slip ratio predictions for the six void fraction correlations presented here is given in Fig.  1 . The predictions were generated for R-22, at 2 MPa, in a 9 mm diameter tube, and at a mass flux of 250 kg/m 2 -s. These conditions are typical for a condenser in a unitary air conditioner. In the case of the Baroczy and Taitel correlations, the slip ratio is only an effective value because these correlations are not based on separated flow regimes. An effective slip ratio for these correlations was determined using Eq. 23. The quality at which the slug flow to annular flow transition takes place is indicated in the figure. The deficiency of the slug flow model beyond this transition point is clear as the slip ratio increases to unrealistic levels. At a constant value of one, the slip ratio prediction of the homogeneous model is clearly too low. Lacking any dependence on quality, the Zivi model appears to be too simplistic. The Baroczy, Tandon, and Yashar models have similar slip ratio trends, generally increasing with increasing quality.
RESULTS AND DISCUSSION
The cooling capacity predictions as a function of charge inventory are compared in Figs. 2 and 3 for the two modeling approaches using the Baroczy void fraction correlation. For the 5-ton rooftop unit (Fig. 2) , both approaches give reasonable agreement with the measured results. Furthermore, the general trend of cooling capacity with respect to charge is captured by both approaches. The maximum value of cooling capacity occurs at a charge of around 6.5 kg. Of the two modeling approaches, the simplified model has better agreement with the measured results. For the 7½-ton split system (Fig. 3) , the maximum relative error for either approach is 2.8%. The detailed model captures the trend of cooling capacity with respect to charge better than simplified model.
The coefficient of performance, COP, is defined as,
The COP predictions for the two models are compared in Figs. 4 and 5 using the Baroczy void fraction correlation. For the 5-ton rooftop unit (Fig. 4) , both models predict the trend of COP with respect to changing charge, where the maximum COP occurs at a charge of 4.5 kg. The detailed model agrees better at higher charge levels, while the simplified model agrees better at lower charge levels. For the 7½-ton split system (Fig. 5 ), the detailed model is very accurate, while the maximum relative error for the simplified approach is 2.7%. The detailed model captures the trend of COP with respect to charge much better than the simplified model. Discharge pressure is given as a function of the outdoor air temperature in Fig. 6 for both systems. The results of both modeling approaches are also given for each system. In each case the Baroczy void fraction correlation is used. Overall, the agreement of the models with the measured data is excellent. Nonetheless, compared to the detailed model, the simplified model has slightly better agreement with the measured results.
The results shown in Figs. 2-6 are only achievable through charge inventory modeling. With these types of models a designer is able to determine the optimum charge for a given system based either on cooling capacity or COP. Also, a designer can determine the maximum pressure that will occur in the system for a given outdoor temperature. Both of these considerations are important steps in the overall design process of an air conditioning system.
Due to the complex nature of two-phase flow, some of the utilized modeling parameters are somewhat uncertain. To better understand the potential effect of these uncertainties, several modeling parameters have been systematically evaluated. In Table 2 , the effects of variations in heat transfer coefficients and two-phase friction factors on system performance are considered. These results are for the 5-ton rooftop unit using the simplified model and the Baroczy void fraction correlation. The parameters of interest are the two-phase heat transfer coefficients, the air-side heat transfer coefficients, and the two-phase friction factors. The coefficients for each heat exchanger are treated separately and each parameter is varied by -20% and +20%. Due to the high rate of heat transfer associated with two-phase processes, the air-side heat transfer coefficient is a prominent term in the expression for the thermal resistance from the refrigerant to the air. Therefore, air-side heat transfer coefficient variations have similar but stronger effects on the system performance than do the corresponding two-phase heat transfer coefficients. Altering the heat transfer coefficients in the condenser primarily affects the discharge pressure, and in turn the subcooling. As the air-side heat transfer coefficient decreases by 20%, the discharge pressure must increase by 1.9% to maintain the specified charge inventory. This leads to an increase of 1.8% in the compressor power consumption and a decrease of 1.7% in the COP. In the evaporator, variations in the heat transfer coefficients mainly affect the refrigerant mass flow rate, and in turn the heat transfer rates. As the heat transfer coefficients decrease, the thermal expansion valve control loop decreases the refrigerant mass flow rate to maintain the evaporator superheat. As the air-side heat transfer coefficient increases by 20%, the cooling capacity and rate of heat transfer in the condenser increase by 1.5% and 1.2%, respectively.
Variations in the two-phase friction factors have very little effect on the predicted system performance. The only performance parameter that is altered by a measurable amount is the condenser subcooling. Uncertainty in the refrigerant pressure drop results in variations in the saturation pressure at the condenser outlet and the evaporator inlet, both of which can alter the subcooling.
The effects of various void fraction correlations on system performance are considered in Table 3 . These results are for the 5-ton rooftop unit using the simplified model. Recall that as the slip ratio decreases, the void fraction increases and the charge inventory decreases. The void fraction predictions primarily affect the discharge pressure, and in turn the subcooling. As the slip ratio decreases, the pressure must increase to maintain the specified charge inventory. Thus, the homogeneous void fraction model predicts a much higher discharge pressure than the Baroczy correlation. The range of void fraction models is also used in conjunction with a slug flow model. In these cases, the slug flow model proposed by Taitel and Barnea (1990) is used when the slug flow regime is predicted as shown in Fig. 1 . Since the slug flow model predicts relatively high slip ratios, these transitional models have lower discharge pressure predictions. This is especially true of the Yashar and Tandon models, which otherwise have very low slip ratio predictions at low qualities.
The Baroczy void fraction correlation leads to the best prediction of the compressor discharge pressure. Nonetheless, the combination of the Yashar model for separated flow and the Taitel and Barnea model for slug flow is perhaps the most accurate description of void fraction of the models considered here (see Harms et al., 2002) , and may be the best choice for use in system modeling. If an especially simple void fraction expression is required, then the Zivi model is recommended. The Zivi model is as easy to implement as the homogeneous model, and yet in comparison provides much more accurate predictions of the system performance. Augmenting either the Baroczy correlation or the Zivi model with the Taitel and Barnea model for slug flow is not recommended because the additional computational effort does not improve the system performance predictions.
CONCLUSIONS
Two approaches to air conditioning system modeling have been presented. The first is a detailed model that considers each circuit in the heat exchangers separately. Each tube in a circuit is broken into several tube elements. The second is a simplified model that assumes each circuit to be identical in terms of performance. The representative circuit in broken into single-phase and two-phase sections. Results unique to charge inventory modeling are presented for each approach. The simplified modeling approach is shown to be more than adequate in predicting the performance of air conditioning systems. Charge inventory calculations have been shown to be an important part of air conditioning system models.
Uncertainty in certain correlated two-phase modeling parameters can influence the performance predictions. These effects have been systematically analyzed. Variations in the two-phase friction factors do not appear to be especially important. Uncertainty in the air-side heat transfer coefficients are more important than similar variations in corresponding two-phase heat transfer coefficients. Condenser parameters mainly affect the discharge pressure and the compressor power consumption, while evaporator parameters mainly affect the refrigerant mass flow rate and the heat transfer rates. Void fraction model selection is important and mainly affects the discharge pressure and the compressor power consumption. Baroczy (1965) separated empirical tabular vertical upflow Yashar et al. (2001) separated empirical explicit horizontal Taitel and Barnea (1990) slug semi-empirical explicit Tandon et al. (1985) annular semi-empirical explicit Taitel and Barnea (1990) Figure 3: Cooling capacity comparisons for the 7½-ton split system using the Baroczy void fraction correlation. 
