On a class of weighted anisotropic Sobolev inequalities  by Filippas, Stathis et al.
Journal of Functional Analysis 255 (2008) 90–119
www.elsevier.com/locate/jfa
On a class of weighted anisotropic Sobolev inequalities
Stathis Filippas a,d, Luisa Moschini b, Achilles Tertikas c,d,∗
a Department of Applied Mathematics, University of Crete, 71409 Heraklion, Greece
b Dipartimento di Metodi e Modelli Matematici, University of Rome “La Sapienza”, 00185 Rome, Italy
c Department of Mathematics, University of Crete, 71409 Heraklion, Greece
d Institute of Applied and Computational Mathematics, FORTH, 71110 Heraklion, Greece
Received 19 September 2007; accepted 3 March 2008
Available online 12 May 2008
Communicated by H. Brezis
Abstract
In this article, motivated by a work of Caffarelli and Cordoba in phase transitions analysis, we prove
new weighted anisotropic Sobolev type inequalities where different derivatives have different weight func-
tions. These inequalities are also intimately connected to weighted Sobolev inequalities for Grushin type
operators, the weights being not necessarily Muckenhoupt. For example we consider Sobolev inequalities
on finite cylinders, the weight being a power of the distance function from the top or the bottom of the
cylinder. We also prove similar inequalities in the more general case in which the weight is a power of the
distance function from a higher codimension part of the boundary.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and main results
In this article, motivated by the work of Caffarelli and Cordoba [6] in phase transitions
analysis, we prove new weighted anisotropic Sobolev type inequalities, that is Sobolev type
inequalities where different derivatives have different weight functions.
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S. Filippas et al. / Journal of Functional Analysis 255 (2008) 90–119 91Phase transitions or interfaces appear in physical problems when two different states coexist
and there is a balance between two opposite tendencies: a diffusive effect that tends to mix the
materials and a mechanism that drives them into their pure state, which is typically given by a
nonnegative potential F(x,u), denoting the energy density of the configuration u. For example
it is known that minimizers of the functionals
J(u) :=
∫
Ω
{
2|∇u|2 + F(x,u)}dx,
for 0 <  < 1, F(x,u) = (1 − u2)δ+, and Ω ⊂ RN open and bounded, develop free boundaries if
0 < δ < 2, while generate exponential convergence to the states ±1 if δ = 2, that is in the case
connected to the Ginzburg–Landau equation, see [6].
The main results of [6] are concerned with the study of regularity properties of interfaces.
Their results are closely related to a conjecture of De Giorgi according to which bounded so-
lutions of the Ginzburg–Landau scalar equation on the whole space RN that are monotone in
one direction, are one-dimensional (see [15]); in particular they concern the question of De
Giorgi under the additional assumption that the level sets are the graphs of an equi-Lipschitz
family of functions (see [18] for the case N = 2, see also [2] for the general case). In establish-
ing these results a central role is played by various anisotropic Sobolev type inequalities, see
[6, Propositions 4–5].
Moreover, the weighted anisotropic Sobolev inequalities we are dealing with, are also inti-
mately connected to Sobolev inequalities for Grushin type operators. Unweighted local version
of this type of inequalities have been studied in [12,13], as well as in [14] where Muckenhoupt
weights were considered.
As a further motivation to the present study, we mention that Sobolev inequalities, are used in
the proof of Liouville type theorems for the corresponding linear elliptic operators in divergence
form.
For other type of anisotropic Sobolev type inequalities we refer to [1,3,19].
To state our results let us first introduce some notation. We define the infinite cylinder H1 as
well as the finite cylinder C1 by
H1 :=
{
(x′, λ) ∈ RN−1 ×R: |x′| < 1},
C1 :=
{
(x′, λ) ∈ RN−1 ×R: |x′| < 1, |λ| < 1}.
We will prove weighted Sobolev inequalities on the finite cylinder C1, the weight being a power
of the distance function to the top or the bottom of the cylinder {λ = ±1}.
Our first result is the following
Theorem 1.1. Let N  2, α > −1 and σ ∈ (−2α,2). Then, for any Q with
2QQcr(N,α,σ ) :=
2(N + 2α+σ2−σ )
N + 2α+σ2−σ − 2
, (1.1)
there exists a positive constant C = C(Q,N,α,σ ), such that for any function f ∈ C∞0 (H1) there
holds
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C1
(
1 − |λ|)α∣∣f (x′, λ)∣∣Q dx′ dλ) 2Q
 C
∫
C1
(
1 − |λ|)α(|∇x′f |2 + (1 − |λ|)σ |∂λf |2)dx′ dλ. (1.2)
In the limit case where σ = 2, estimate (1.2) holds for Q = 2 and any f ∈ C∞0 (H1) but fails for
Q> 2 and f ∈ C∞0 (C1).
By taking σ = 2α, 0 < α < 1, our result contains [6, Proposition 4].
When σ  2 we can still have similar inequalities for α < −1. More precisely when σ = 2
we have
Theorem 1.2. Let N  2 and α < −1. For any Q with 2Q 2N
N−2 , in case N  3, or Q 2
in case N = 2, there exists a positive constant C = C(N,α,Q), such that for any function
f ∈ C∞0 (C1) there holds
(∫
C1
(
1 − |λ|)α∣∣f (x′, λ)∣∣Q dx′ dλ) 2Q
 C
∫
C1
(
1 − |λ|)α(|∇x′f |2 + (1 − |λ|)2|∂λf |2)dx′ dλ. (1.3)
When σ > 2 we obtain the same inequality but this time for exponents Q that satisfy QQcr
as defined in (1.1). Thus, we have
Theorem 1.3. Let N  2, α < −1 and σ ∈ (2,−2α). Then, for any Q with Qcr Q if N = 2 or
Qcr Q 2NN−2 if N  3, there exists a positive constant C = C(N,Q,α,σ ), such that for anyfunction f ∈ C∞0 (C1) there holds
(∫
C1
(
1 − |λ|)α∣∣f (x′, λ)∣∣Q dx′ dλ) 2Q
 C
∫
C1
(
1 − |λ|)α(|∇x′f |2 + (1 − |λ|)σ |∂λf |2)dx′ dλ. (1.4)
When α > −1 then (1 − |λ|)α is an L1(−1,1) function and using Hölder’s inequality one can
obtain the inequality for any Q with 2QQcr once it is true for Qcr. However this is not the
case when α < −1.
We note that for Q = 2 inequality (1.4) is still valid as one can see using Poincaré inequality
in the x′-variables. The validity or not of (1.4) for 2 <Q<Qcr remains an open question.
Finally, as σ > 2 approaches 2, Qcr approaches 2 and therefore the Q-interval of validity
of (1.4) approaches the interval [2, 2N ] in complete agreement with the result of Theorem 1.2.N−2
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Sobolev inequalities in the upper half-space RN+ := {(x′, xN) ∈ RN−1 × R: xN > 0}, which are
of independent interest. We present such a result:
Theorem 1.4. Let either
N = 2, 2Q, and B = A− 2
Q
, (1.5)
or else,
N  3, 2Q 2N
N − 2 , and B = A− 1 +
Q− 2
2Q
N. (1.6)
If BQ+ 2A = 0, or if A = B = 0 then
(i) There exists a positive constant C = C(A,Q,N), such that for any function f ∈ C∞0 (RN+)
there holds
( ∫
R
N+
x
BQ
N
∣∣f (x′, xN)∣∣Q dx′ dxN
) 2
Q
 C
∫
R
N+
x2AN
(|∇x′f |2 + |∂xN f |2)dx′ dxN . (1.7)
(ii) If moreover BQ+ 2A> 0, or if A = B = 0 inequality (1.7) still holds even if f ∈ C∞0 (RN).
The exponent Q = Q(A,B,N) given by conditions (1.6) and (1.5) is the best possible, as one
can easily see arguing by scaling x′ = Ry′, xN = RyN . In case N  3, part (i) of Theorem 1.4
is due to Maz’ya, see [17, Section 2.1.6]. Here we will provide a simpler proof along the lines
of [9–11]. A particular case of (1.7) has been obtained in [7] under an additional assumption
on f , by different methods.
We next present a direct consequence of Theorem 1.1.
Corollary 1.5. For N  2, m> −1 and  ∈ (0, 12 ) we set
C1, :=
{
(x′, λ) ∈RN−1 ×R: |x′| < 1, |λ| < 1 − 1+m}.
Let α > −1 and β > 0 satisfy
−2α(1 +m) < βm< 2(1 +m),
and
2 P  Pcr(N,m,α,β) :=
2(N + 2α(1+m)+βm2(1+m)−βm )
N + 2α(1+m)+βm − 2 .2(1+m)−βm
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function f ∈ C∞0 (C1,) there holds
( ∫
C1,
(
1 − |λ|)α∣∣f (x′, λ)∣∣P dx′ dλ) 2P  C ∫
C1,
(
1 − |λ|)α(|∇x′f |2 + (1 − |λ|)β
β
|∂λf |2
)
dx′ dλ.
The above corollary is in the same spirit as the results in [6]. Indeed, when α = 1 and β = 2,
Corollary 1.5 entails the weighted Sobolev inequality of [6, Proposition 5] providing a precise
range for the Sobolev exponent. Analogous results can be easily obtained in case α < −1, by
using Theorems 1.2 and 1.3.
We next consider the more general case of weighted anisotropic inequalities where the dis-
tance is taken from a higher codimension boundary. More precisely, for x ∈ RN we write
x = (x′, λ), with x′ ∈ RN−k and λ ∈ Rk , with 1 < k < N . Let Ω ⊂ Rk be a smooth bounded
domain and B1 = {x′: |x′| < 1} be the unit ball in RN−k . We also set d = d(λ) = dist(λ, ∂Ω). In
this case our main result reads
Theorem 1.6. Let N  3, 1 < k < N , α > −1 and σ ∈ (−2α,2) with 2α + σk  0. Then, for
any Q,
2QQkcr :=
2(N + 2α+σk2−σ )
N + 2α+σk2−σ − 2
,
there exists a positive constant C = C(Q,N,α,σ, k), such that for any function f ∈
C∞0 (B1 ×Ω) there holds
( ∫
B1×Ω
dα|f |Q dx
) 2
Q
 C
∫
B1×Ω
dα
(|∇x′f |2 + dσ |∇λf |2)dx. (1.8)
The limit case k = N , corresponds to the following isotropic weighted inequality
(∫
Ω
dα|f |Q dλ
) 2
Q
 C
∫
Ω
dα+σ |∇λf |2 dλ,
which is true when α+σ < 1 but not when α+σ  1; see remark after the proof of Theorem 1.6
for details.
To prove the above theorem an important role is played by the following weighted anisotropic
Sobolev inequality in the upper half-space RN+ . To state the result we first introduce some nota-
tion. For x ∈ RN+ , 1 < k < N , we write x = (x′, λ) = (x′, xN , y), with x′ ∈ RN−k , xN ∈ [0,∞),
and y ∈Rk−1. We also write dx for dx′ dλ = dx′ dxN dy.
Theorem 1.7. Let γ ∈ R, and either
N = 2, Q 2, and B = A− 1 + Q− 2(2 + γ (k − 1)), (1.9)
2Q
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N  3, 2Q 2N
N − 2 , and B = A− 1 +
Q− 2
2Q
(
N + γ (k − 1)). (1.10)
If BQ+ 2A = 0 then
(i) There exists a positive constant C = C(A,Q,N,k, γ ), such that for any function
f ∈ C∞0 (RN+) there holds
( ∫
R
N+
x
BQ
N
∣∣f (x)∣∣Q dx) 2Q C ∫
R
N+
x2AN
(|∇x′,xN f |2 + x2γN |∇yf |2)dx. (1.11)
(ii) If moreover BQ+ 2A> 0, inequality (1.11) still holds even if f ∈ C∞0 (RN).
We note that the exponent Q = Q(A,B,N,γ, k) given by (1.10) is the best possible as one
can easily check using the natural scaling x′ = Rz′, xN = RzN and y = Rγ+1w.
Inequality (1.11) is a weighted Sobolev inequality for Grushin type operators Lγ := x′,xN +
x
2γ
N y having associated gradient ∇γ := (∇x′ , ∂xN , xγN∇y), so that
|∇γ g|2 = |∇x′,xN g|2 + x2γN |∇yg|2.
When γ ∈ N then Lγ := ∂2
∂x21
+ x2γ1 ∂
2
∂x22
belongs to the class of differential operators considered
by [4]; in particular, it is hypoelliptic and satisfies a Harnack inequality since the Lie algebra
generated by the vector fields ∂
∂x1
and xγ1
∂
∂x2
has rank two at any point of the plane. When γ > 0
and 2A > −1, local versions of inequality (1.11) were considered in [14]. Our method has the
advantage of allowing a bigger range of values for the parameters A and γ . On the other hand
the results of [14] cover a bigger variety of weights.
We finally note that weighted Sobolev type inequalities of the kind we present in this work
play an important role in establishing Harnack inequalities and heat kernel estimates in [11] in
the isotropic case, whereas in the non isotropic case, weighted Sobolev inequalities are crucial in
establishing Liouville type theorems, see [5].
This paper is organized as follows. In Sections 2, 3 and 4 we consider the case of codimension
k = 1. In particular, in Section 2 we study the case σ < 2, in Section 3 the critical case σ = 2,
whereas in Section 4 the supercritical case σ > 2. Finally the last Section 5 is devoted to the study
of the higher codimension case and in particular we give the proofs of Theorems 1.6 and 1.7.
2. Codimension 1 degeneracy; the case σ < 2
In this section we will give the proofs of Theorems 1.1, 1.4 and Corollary 1.5. We first give
the proof Theorem 1.4.
Proof of Theorem 1.4. Let us first give the proof of part (ii). For any u ∈ C∞0 (RN) it is well
known that
SN‖u‖ N  ‖∇u‖L1, (2.1)
LN−1
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1
2 (see, e.g., [17, p. 189]). We apply (2.1) to the function u :=
xaNv, for v ∈ C∞0 (RN) and a > 0. Thus, we have
SN
∥∥xaNv∥∥
L
N
N−1

∫
R
N+
(|∇v|xaN + axa−1N |v|)dx′ dxN .
To estimate the last term of the right-hand side, we integrate by parts,
a
∫
R
N+
xa−1N |v|dx′ dxN =
∫
R
N+
∇xaN |v|dx′ dxN = −
∫
R
N+
xaN∇|v|dx′ dxN . (2.2)
From this we get
a
∫
R
N+
xa−1N |v|dx′ dxN 
∫
R
N+
|∇v|xaN dx′ dxN . (2.3)
Consequently,
∥∥xaNv∥∥
L
N
N−1
 2S−1N
∫
R
N+
|∇v|xaN dx′ dxN . (2.4)
For any 1 p  N
N−1 and any two functions w and v, the following interpolation inequality
can be easily seen to be true:
∥∥wbv∥∥
Lp
 C1
∥∥wav∥∥
L
N
N−1
+C2
∥∥wa−1v∥∥
L1 , for b = a − 1 +
p − 1
p
N, (2.5)
with two positive constants C1,C2 independent of w and v.
From (2.4) and (2.5) for w := xN we obtain the following:
( ∫
R
N+
x
bp
N |v|p dx′ dxN
) 1
p
 C1
∫
R
N+
|∇v|xaN dx′ dxN +C2
∫
R
N+
xa−1N |v|dx′ dxN . (2.6)
Using now (2.3) we arrive at the following Lp–L1 weighted estimate
( ∫
R
N+
x
bp
N |v|p dx′ dxN
) 1
p
 C1
∫
R
N+
|∇v|xaN dx′ dxN . (2.7)
To pass to the corresponding LQ–L2 estimate we apply (2.7) to v := |f |s , s > 0, to obtain
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R
N+
x
bp
N |f |ps dx′ dxN
) 1
p
 C
∫
R
N+
f s−1|∇f |xaN dx′ dxN
= C
∫
R
N+
x
bp
2
N |f |s−1|∇f |x
a− bp2
N dx
′ dxN
 C
( ∫
R
N+
x
bp
N |f |2s−2 dx′ dxN
) 1
2
( ∫
R
N+
|∇f |2x2a−bpN dx′ dxN
) 1
2
.
Choosing s = 22−p so that 2s − 2 = ps we get
( ∫
R
N+
x
bp
N |f |ps dx′ dxN
) 2
p
−1
 C
∫
R
N+
x
2a−bp
N |∇f |2 dx′ dxN . (2.8)
To arrive at (1.7) we take BQ = bp, Q = ps and 2a−bp = 2A. For this choice of the parameters
we arrive at
( ∫
R
N+
x
BQ
N |f |Q dx′ dxN
) 2
Q
C
∫
R
N+
x2AN |∇f |2 dx′ dxN
with 2Q 2N
N−2 and B = A − 1 + Q−22Q N , in case N  3, or Q 2 and B = A − 2Q in case
N = 2.
Since 2a = 2A+BQ, the condition a > 0 is equivalent to BQ+ 2A> 0. This completes the
proof of part (ii) of Theorem 1.4.
Concerning part (i), we note that for v ∈ C∞0 (RN+), and a ∈R, it follows from (2.2) that
|a|
∫
R
N+
xa−1N |v|dx′ dxN 
∫
R
N+
|∇v|xaN dx′ dxN . (2.9)
Consequently, estimate (2.4) remains true for any a ∈ R. Estimate (2.6) is still true, and us-
ing (2.9) we arrive at (2.7). The use of (2.9) however imposes the condition that a = 0. The rest
of the argument remains the same. The condition a = 0 is equivalent to BQ+ 2A = 0.
We finally note that, when A = B = 0 then (1.7) is the standard Sobolev inequality. 
As a consequence of Theorem 1.4 we have the following inequality in a strip:
Proposition 2.1. Let H1 = {(x′, xN) ∈RN−1 ×R: |x′| < 1},
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Q
,
or
N  3, 2Q 2N
N − 2 , and B = A− 1 +
Q− 2
2Q
N.
If BQ+ 2A = 0, or if A = B = 0 then,
(i) There exists a positive constant C = C(A,Q,N), such that for any function f ∈
C∞0 (H1 ∩RN+) there holds( ∫
H1∩{0<xN<1}
x
BQ
N
∣∣f (x′, xN)∣∣Q dx′ dxN
) 2
Q
 C
∫
H1∩{0<xN<1}
x2AN
(|∇x′f |2 + |∂xN f |2)dx′ dxN . (2.10)
(ii) If moreover BQ+ 2A> 0, inequality (2.10) still holds even if f ∈ C∞0 (H1).
In the case where 2A = BQ ∈ (0,∞) and under the more restrictive assumption that f ∈
C∞0 (H1 ∩ {0 < xN < 1}), the result of part (ii) has been established in [7] by different methods
(see also [8]).
Proof of Proposition 2.1. We prove part (ii), the other case being quite similar. To do this we
will use part (ii) of Theorem 1.4. We also need to remove the zero boundary conditions on the
hyperplane xN = 1. To this end, let f ∈ C∞0 (H1) and we denote by ξ(xN) a C1 function such
that ξ(xN) = 1 if xN  12 and ξ(xN) = 0 if xN  1. We then have
LHS := C
( ∫
{0<xN<1}
x
BQ
N |f |Q dx′ dxN
) 2
Q

( ∫
{0<xN<1}
x
BQ
N |f ξ |Q dx′ dxN
) 2
Q +
( ∫
{ 12<xN<1}
x
BQ
N
∣∣f (1 − ξ)∣∣Q dx′ dxN
) 2
Q
=: I1 + I2. (2.11)
Applying Theorem 1.4, part (ii) to the function f ξ , we obtain
I1  C
∫
{0<xN<1}
x2AN
(∣∣∇x′(f ξ)∣∣2 + ∣∣∂xN (f ξ)∣∣2)dx′ dxN
 C
∫
x2AN
(|∇x′f |2 + |∂xN f |2 + f 2)dx′ dxN . (2.12)
{0<xN<1}
S. Filippas et al. / Journal of Functional Analysis 255 (2008) 90–119 99Concerning I2 we note that the weights xBQN and x
2A
N are uniformly bounded both from above
and below for xN ∈ [ 12 ,1], and therefore, applying the standard Sobolev inequality to the function
f (1 − ξ) which is zero for |x′| = 1 as well as for xN = 12 we get
I2  C
∫
{ 12<xN<1}
x2AN
(|∇x′f |2 + |∂xN f |2 + f 2)dx′ dxN .
Combining this with (2.11) and (2.12) we get
LHS C
∫
{0<xN<1}
x2AN
(|∇x′f |2 + |∂xN f |2 + f 2)dx′ dxN . (2.13)
To continue, let B ′1 := {x′ ∈ RN−1: |x′| < 1}. For any fixed xN ∈ [0,1], we have by the Poincaré
inequality ∫
B ′1
f 2(x′, xN)dx′  C
∫
B ′1
|∇x′f |2 dx′,
whence
1∫
0
∫
B ′1
f 2(x′, xN)dx′x2AN dxN  C
1∫
0
∫
B ′1
|∇x′f |2 dx′x2AN dxN .
From this and (2.13) the result follows. 
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. It is enough to prove (1.2) in the upper half-cylinder; that is, if f ∈
C∞0 (H1) then we will show that
( ∫
{0<λ<1}
(1 − λ)α∣∣f (x′, λ)∣∣Q dx′ dλ) 2Q
C
∫
{0<λ<1}
(1 − λ)α(|∇x′f |2 + (1 − λ)σ |∂λf |2)dx′ dλ. (2.14)
We first consider the case σ < 2. We change variables by x′ = x′, s = (1 − λ) 2−σ2 thus setting
ϕ(x′, s) := f (x′,1 − s 22−σ ), it follows that inequality (2.14) is equivalent to
( ∫
s
σ+2α
2−σ
∣∣ϕ(x′, s)∣∣Q dx′ ds) 2Q C ∫ s σ+2α2−σ (|∇x′ϕ|2 + |∂sϕ|2)dx′ ds; (2.15)
{0<s<1} {0<s<1}
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σ
2 dλ, ∂λ = dsdλ∂s = σ−22 (1 − λ)−
σ
2 ∂s and
|∇x′f |2 + (1 − λ)σ |∂λf |2 = |∇x′ϕ|2 +
(
σ − 2
2
)2
|∂sϕ|2.
When σ ∈ (−2α,2) we now use Proposition 2.1, part (ii). Suppose first that N  3. For
A = σ+2α2(2−σ) and B = σ+2α2(2−σ) − 1 + Q−22Q N , with 2Q 2NN−2 we have that the right-hand side
of (2.15) dominates
( ∫
{0<s<1}
sBQ
∣∣ϕ(x′, s)∣∣Q dx′ ds) 2Q .
To deduce (2.15) we need σ+2α2−σ  BQ = ( σ+2α2(2−σ) − 1 + Q−22Q N)Q, which is equivalent to
Q 2
N + 2α+σ2−σ
N + 2α+σ2−σ − 2
. (2.16)
On the other hand, the restriction 2A+BQ> 0 is easily seen to be equivalent to
Q> 2
N − 2α+σ2−σ
N + 2α+σ2−σ − 2
=: Q¯. (2.17)
We note that Qcr as given by (1.1) satisfies both (2.16) and (2.17) and therefore (1.2) has been
proved for Q = Qcr. The full range of Q follows by using Hölder’s inequality in the left-hand
side of (1.2).
The case N = 2 is treated quite similarly. Thus (1.2) has been proved for any f ∈ C∞0 (H1).
In the special case σ = 2 and Q = 2 we note that (1.2) is still valid. To see this we change
variables by x′ = x′ and t = (1 − λ)α+1 thus setting g(x′, t) := f (x′,1 − t 1α+1 ). It follows that
inequality (2.14) is equivalent to
( ∫
t∈(0,1)
∣∣g(x′, t)∣∣Q dx′ dt) 2Q  C ∫
t∈(0,1)
(|∇x′g|2 + t2|∂tg|2)dx′ dt, (2.18)
in fact we easily compute that dt = −(α + 1)(1 − λ)α dλ, ∂λ = dtdλ∂t = −(α + 1)(1 − λ)α∂t and
|∇x′f |2 + (1 − λ)σ |∂λf |2 = |∇x′g|2 + (α + 1)2t2|∂tg|2.
Inequality (2.18) with Q = 2 holds true, as one can easily see using Poincaré inequality for the
slices t = constant.
It remains to show that (1.2) fails in the case σ = 2, α > −1 and Q > 2 even thought
we take f ∈ C∞0 (C1). To this end, let us make use of the following different change of vari-
ables x′ = x′ and λ = tanhxN . Then λ ∈ (−1,1) goes to xN ∈ (−∞,∞) and (1 − |λ|) ∼
(1 − λ2) = (coshxN)−2 ∼ e−2|xN | and dλ ∼ (coshxN)−2 dxN ∼ e−2|xN | dxN . We define
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lowing inequality should be true if (1.2) holds true:
( ∫
H1
e−2(α+1)|xN |
∣∣g(x′, xN)∣∣Q dx′ dxN
) 2
Q
 C
∫
H1
e−2(α+1)|xN |
(|∇x′g|2 + |∂xN g|2)dx′ dxN . (2.19)
For g ∈ C∞0 (H1 ∩ {xN > 0}) we set gτ (x′, xN) := g(x′, xN − τ), τ > 0. Clearly, gτ ∈ C∞0 (H1 ∩{xN > 0}) and applying (2.19) to the family gτ we get
( ∫
H1
e−2(α+1)xN
∣∣g(x′, xN)∣∣Q dx′ dxN
) 2
Q
 Ce−2τ(α+1)(
Q−2
Q
)
∫
H1
e−2(α+1)xN
(|∇x′g|2 + |∂xN g|2)dx′ dxN,
for any τ > 0. Taking the limit τ → +∞ we reach a contradiction for Q> 2, α > −1.
This completes the proof of Theorem 1.1. 
Remark. In case σ = 2α and α ∈ (0,1), estimate (1.2) is an improvement of Caffarelli and
Cordoba [6, Proposition 4]. Indeed, our Sobolev exponent Qcr is strictly bigger than the one
coming from the arguments of [6]—which is less than 2N
N+ 4α
α+1 −2
. Moreover, we only assume that
f ∈ C∞0 (H1) instead of f ∈ C∞0 (C1).
Remark. In case σ = −α and α > 0 inequality (1.2) is a Sobolev inequality for a Grushin type
operator corresponding to the vector fields ((1 − |λ|) α2 ∇x′ , ∂λ); we refer to [13] where local
versions of similar inequalities have been considered.
Remark. We note that in the case σ = −2α, estimate (2.15) corresponds to the standard Sobolev
inequality in a strip, and the result follows from Proposition 2.1, part (i); thus (1.2) still holds
true for any f ∈ C∞0 (C1) if σ = −2α.
We next show how Corollary 1.5 follows from Theorem 1.1.
Proof of Corollary 1.5. It is a consequence of Theorem 1.1. Indeed, for (x′, λ) ∈ C1, we have
1 − |λ| > 1+m, that is, −1 > (1 − |λ|)− 11+m , and so (1−|λ|)β
β
> (1 − |λ|) βm1+m , β > 0. The result
then follows from Theorem 1.1 by choosing σ := βm1+m there; in particular Pcr(N,m,α,β) =
Qcr(N,α,
βm
1+m). 
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As we have seen in Theorem 1.1 inequality (1.2) fails for σ = 2, α > −1 and Q> 2. To obtain
Sobolev type inequalities in this case, we need to use different weights in the two sides of the
inequality. More precisely we have the following
Theorem 3.1. Let N  2, and α > −1. For any Q with 2Q 2N
N−2 , in case N  3, or Q 2
in case N = 2, and for any θ > (Q−2)(α+1)2 there exists a positive constant C = C(N,α,Q, θ),
such that for any function f ∈ C∞0 (C1) there holds
(∫
C1
(
1 − |λ|)α+θ ∣∣f (x′, λ)∣∣Q dx′ dλ) 2Q
 C
∫
C1
(
1 − |λ|)α(|∇x′f |2 + (1 − |λ|)2|∂λf |2)dx′ dλ. (3.1)
Proof. It is enough to prove (3.1) in the upper half cylinder; that is, if f ∈ C∞0 (C1) then we will
show that
( ∫
{0<λ<1}
(1 − λ)α+θ ∣∣f (x′, λ)∣∣Q dx′ dλ) 2Q
 C
∫
{0<λ<1}
(1 − λ)α(|∇x′f |2 + (1 − λ)2|∂λf |2)dx′ dλ. (3.2)
We change variables by x′ = x′, s = − 1
K
ln(1−λ), for an arbitrary K > 0, thus setting ϕ(x′, s) =
f (x′,1 − e−Ks), and arguing as in the proof of Theorem 1.1, we see that inequality (3.2) follows
as soon as we prove the following inequality
( ∫
{s>0}
e−sK(α+θ+1)
∣∣ϕ(x′, s)∣∣Q dx′ ds) 2Q  C ∫
{s>0}
|∇ϕ|2e−sK(α+1) dx′ ds. (3.3)
In fact we easily compute that dλ = Ke−Ks ds = K(1 − λ)ds, ∂λ = dsdλ∂s = 1K (1 − λ)−1∂s and
|∇x′f |2 + (1 − λ)2|∂λf |2 = |∇x′ϕ|2 + 1
K2
|∂sϕ|2 ∼ |∇ϕ|2.
We note that ϕ ∈ C∞0 (H1).
To continue, we will make use of Proposition 3.3, see below. For
A = K(α + 1)
2
and
B = K(α + 1) + Q− 2N = 1
(
K(α + 1)+ (N +K(α + 1))(Q− 2)
)
2 2Q Q 2
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( ∫
R
N+
e−sK(α+1)e−θKs
∣∣ϕ(x′, s)∣∣Q dx′ ds) 2Q
 C
∫
R
N+
e−sK(α+1)|∇ϕ|2 dx′ ds, ∀ϕ ∈ C∞0 (H1), (3.4)
where θ := (N
K
+ α + 1)Q−22 . Note that θ = 0 if Q = 2 as suggested by Theorem 1.1. Due to
the arbitrariness of K this means that we may take any value θ > (α+1)(Q−2)2 . The restriction
2A+BQ = 0 is easily seen to be equivalent to Q+22 (K(α + 1)+ Q−2Q+2N) = 0, which is trivially
satisfied.
The case N = 2 is treated quite similarly. 
According to Theorem 3.1 one cannot match the weights in the weighted anisotropic Sobolev
inequality (3.1) when α > −1 and Q > 2. However, in the case α < −1 we can match the
weights, thus proving Theorem 1.2.
Proof of Theorem 1.2. The case Q = 2 is a simple consequence of Poincaré inequality. We
therefore consider the case Q> 2. Using the same change of variables as in the proof of Theo-
rem 3.1 the sought for inequality is equivalent to the following inequality
( ∫
R
N+
e−sK(α+1)
∣∣ϕ(x′, s)∣∣Q dx′ ds) 2Q
C
∫
R
N+
e−sK(α+1)|∇ϕ|2 dx′ ds, ∀ϕ ∈ C∞0 (H1). (3.5)
We will use Proposition 3.5. Thus, we have
( ∫
R
N+
eBQs |ϕ|Q dx′ ds
) 2
Q
 C
∫
R
N+
e2As |∇ϕ|2 dx′ ds, (3.6)
for B = −K(α+1)
Q
and A − 1 = B − Q−22Q N = −K(α+1)Q − Q−22Q N . To deduce (3.5) from (3.6)
we need 2A  −K(α + 1) which is equivalent to 2  Q−2
Q
(N − K(α + 1)). This last in-
equality is always satisfied by taking K large enough. On the other hand, BQ + 2(A − 1) =
−K(α + 1)Q+2
Q
− Q−2
Q
N = 0, for K large.
The case N = 2 is treated similarly. 
It remains to give the proof of the auxiliary results we used above. We first have
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N = 2, 2Q, and B = A+ 1 − 2
Q
,
or else,
N  3, 2Q 2N
N − 2 , and B = A+
Q− 2
2Q
N.
Then, if BQ+2A = 0, there exists a positive constant C = C(A,Q,N) such that for any function
f ∈ C∞0 (RN+) there holds
( ∫
R
N+
e−BQxN |f |Q dx′ dxN
) 2
Q
 C
∫
R
N+
e−2AxN |∇f |2 dx′ dxN . (3.7)
Proof. We apply the Gagliardo–Nirenberg–Sobolev inequality (2.1) to the function u := e−axN v,
for any v ∈ C∞0 (RN+) and a = 0, to get
SN
∥∥e−axN v∥∥
L
N
N−1

∫
R
N+
(|∇v|e−axN + |a|e−axN |v|)dx′ dxN .
To estimate the last term of the right-hand side, we integrate by parts,
a
∫
R
N+
e−axN |v|dx′ dxN = −
∫
R
N+
∇e−axN |v|dx′ dxN =
∫
R
N+
e−axN ∇|v|dx′ dxN
whence,
|a|
∫
R
N+
e−axN |v|dx′ dxN 
∫
R
N+
e−axN |∇v|dx′ dxN . (3.8)
Consequently,
∥∥e−axN v∥∥
L
N
N−1
 C
∫
R
N+
e−axN |∇v|dx′ dxN . (3.9)
We note that this is true even if a = 0.
Using the interpolation inequality (2.5) with w := e−xN , as well as (3.8) and (3.9) we arrive
at the following Lp–L1 estimate (e−(a−1)xN  e−axN )
( ∫
R
N
e−bpxN |v|p dx′ dxN
) 1
p
 C
∫
R
N
e−(a−1)xN |∇v|dx′ dxN, (3.10)
+ +
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N−1 , b = a − 1 + p−1p N and a = 1. Indeed in order to reach inequality (3.10) we
need the following inequality
∫
R
N+
e−(a−1)xN |v|dx′ dxN  C
∫
R
N+
e−(a−1)xN |∇v|dx′ dxN
which follows from inequality (3.8) if a = 1.
We next apply (3.10) to v := |f |s , s > 0, to obtain
( ∫
R
N+
e−bpxN |f |ps dx′ dxN
) 1
p
 C
∫
R
N+
f s−1|∇f |e−(a−1)xN dx′ dxN
= C
∫
R
N+
e−
bpxN
2 f s−1|∇f |e−(a−1)xN+ bpxN2 dx′ dxN
 C
( ∫
R
N+
e−bpxN f 2s−2dx′ dxN
) 1
2
( ∫
R
N+
|∇f |2e−2(a−1)xN+bpxN dx′ dxN
) 1
2
.
Choosing s = 22−p , so that 2s − 2 = ps we get
( ∫
R
N+
e−bpxN |f |ps dx′ dxN
) 2
p
−1
 C
∫
R
N+
e(−2(a−1)+bp)xN |∇f |2 dx′ dxN . (3.11)
To conclude the proof of the lemma we take BQ = bp, Q = ps, and A = a − 1 − bp2 . The
condition a = 1 is equivalent to BQ+ 2A = 0. 
As a consequence of the previous theorem, we have the following result which is the analogue
of Proposition 2.1. That is, in some cases we can remove the zero boundary condition at xN = 0.
Proposition 3.3. Let either
N = 2, 2Q, and B = A+ 1 − 2
Q
,
or else,
N  3, 2Q 2N , and B = A+ Q− 2N.
N − 2 2Q
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function f ∈ C∞0 (H1) there holds
( ∫
R
N+
e−BQxN |f |Q dx′ dxN
) 2
Q
 C
∫
R
N+
e−2AxN |∇f |2 dx′ dxN . (3.12)
Proof. To deduce (3.12) from (3.7) we will work as in the proof of Proposition 2.1 in order to
remove the zero boundary condition on the hyperplane xN = 0. Let ξ(xN) be a C1 function such
that ξ(xN) = 1 if xN  2 and ξ(xN) = 0 if xN ∈ [0,1], then for any f ∈ C∞0 (H1) we have
LHS := C
( ∫
R
N+
e−BQxN |f |Q dx′ dxN
) 2
Q

( ∫
R
N+
e−BQxN |f ξ |Q dx′ dxN
) 2
Q +
( ∫
R
N+
e−BQxN
∣∣f (1 − ξ)∣∣Q dx′ dxN
) 2
Q
=: I1 + I2. (3.13)
Applying (3.7) to the function f ξ , we obtain
I1  C
∫
R
N+
e−2AxN
(|∇f |2 + f 2)dx′ dxN .
On the other hand, since the weights e−BQxN and e−2AxN are uniformly bounded both from
above and below in the interval [0,2], we may apply the standard Sobolev inequality to the
function f (1 − ξ) which is zero when |x′| = 1 as well as when xN = 2 to get
I2  C
∫
RN−1×[0,2]
∣∣∇(f (1 − ξ))∣∣2 dx′ dxN  C
∫
R
N+
e−2AxN
(|∇f |2 + f 2)dx′ dxN .
Combining the above estimates we have
LHS C
∫
R
N+
e−2AxN
(|∇f |2 + f 2)dx′ dxN . (3.14)
To conclude we use the Poincaré inequality on the set B ′1 = {x′ ∈ RN−1: |x′| < 1}. For any
fixed xN ∫
B ′
f 2(x′, xN)dx′  C
∫
B ′
|∇x′f |2 dx′,
1 1
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∫
R
N+
e−2AxN f 2 dx′ dxN =
∞∫
0
e−2AxN
∫
B ′1
f 2 dx′ dxN  C
∞∫
0
e−2AxN
∫
B ′1
|∇x′f |2 dx′ dxN,
 C
∫
R
N+
e−2AxN |∇f |2 dx′ dxN .
From this and (3.14) the result follows. 
We next present a new Sobolev inequality which also involves exponential weights. We used
this estimate in the proof of Theorem 1.2.
Theorem 3.4. Let either
N = 2, 2Q, and B = A− 2
Q
,
or else,
N  3, 2Q 2N
N − 2 , and B = A− 1 +
Q− 2
2Q
N.
Then, if BQ+2A = 2, there exists a positive constant C = C(A,Q,N) such that for any function
f ∈ C∞0 (RN+) there holds
( ∫
R
N+
eBQxN |f |Q dx′ dxN
) 2
Q
 C
∫
R
N+
e2AxN |∇f |2 dx′ dxN . (3.15)
Proof. Working as in the proof of Theorem 3.2 we obtain (3.8) and (3.9) that is,
|a|
∫
R
N+
eaxN |v|dx′ dxN 
∫
R
N+
eaxN |∇v|dx′ dxN, (3.16)
and
∥∥eaxN v∥∥
L
N
N−1
 C
∫
R
N+
eaxN |∇v|dx′ dxN ; (3.17)
which are valid for any a in R.
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arrive at the following Lp–L1 estimate (eaxN  e(a−1)xN )
( ∫
R
N+
ebpxN |v|p dx′ dxN
) 1
p
 C
∫
R
N+
eaxN |∇v|dx′ dxN, (3.18)
with 1 p  N
N−1 , b = a− 1 + p−1p N and a = 1. To reach inequality (3.18) we used the follow-
ing estimate ∫
R
N+
e(a−1)xN |v|dx′ dxN  C
∫
R
N+
e(a−1)xN |∇v|dx′ dxN,
which is a consequence of (3.16) if a = 1.
We next apply (3.18) to v := |f |s , s > 0, to obtain
( ∫
R
N+
ebpxN |f |ps dx′ dxN
) 1
p
 C
∫
R
N+
f s−1|∇f |eaxN dx′ dxN
= C
∫
R
N+
e
bpxN
2 f s−1|∇f |eaxN− bpxN2 dx′ dxN
 C
( ∫
R
N+
ebpxN f 2s−2dx′ dxN
) 1
2
( ∫
R
N+
|∇f |2e2axN−bpxN dx′ dxN
) 1
2
.
Choosing s = 22−p , so that 2s − 2 = ps, we get
( ∫
R
N+
ebpxN |f |ps dx′ dxN
) 2
p
−1
C
∫
R
N+
e(2a−bp)xN |∇f |2 dx′ dxN . (3.19)
To conclude the proof of the lemma we take BQ = bp, Q = ps, and A = a − bp2 . The condition
a = 1 is equivalent to BQ+ 2A = 2. 
We finally have
Proposition 3.5. Let either
N = 2, 2Q, and B = A− 2 ,
Q
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N  3, 2Q 2N
N − 2 , and B = A− 1 +
Q− 2
2Q
N.
Then, if BQ + 2A = 2, there exists a positive constant C = C(A,Q,N) such that for any
function f ∈ C∞0 (H1) there holds( ∫
R
N+
eBQxN |f |Q dx′ dxN
) 2
Q
 C
∫
R
N+
e2AxN |∇f |2 dx′ dxN . (3.20)
Proof. We need to remove the zero boundary condition of f , on the hyperplane xN = 0. As
usual, let ξ(xN) be a C1 function such that ξ(xN) = 1 if xN  2 and ξ(xN) = 0 if xN ∈ [0,1],
then for any f ∈ C∞0 (H1) we have f = f ξ + f (1 − ξ). To conclude the proof we argue as in
the proof of Proposition 3.3. We omit further details.
4. The supercritical case σ > 2
In this section we will give the proof of Theorem 1.3. It is a direct consequence of a more
general result. We recall that
Qcr = Qcr(N,α,σ ) :=
2(N + 2α+σ2−σ )
N + 2α+σ2−σ − 2
.
We also set
Q¯(N,α,σ ) := 2(N −
2α+σ
2−σ )
N + 2α+σ2−σ − 2
,
and
θcr := 2 − σ2
[
Q
2
{
N + 2α + σ
2 − σ − 2
}
−
{
N + 2α + σ
2 − σ
}]
= 2 − σ
4
(
N + 2α + σ
2 − σ − 2
)
(Q−Qcr). (4.1)
We then have
Theorem 4.1. Let N  2, α < −1 and σ ∈ (2,−2α). Then, for any θ  θcr and any Q = Q¯
with 2  Q  2N
N−2 , in case N  3, or Q  2 in case N = 2, there exists a positive constant
C = C(Q,N,α,σ, θ), such that for any function f ∈ C∞0 (C1) there holds(∫
C1
(
1 − |λ|)α+θ ∣∣f (x′, λ)∣∣Q dx′ dλ) 2Q
 C
∫
C1
(
1 − |λ|)α(|∇x′f |2 + (1 − |λ|)σ |∂λf |2)dx′ dλ. (4.2)
To prove the above result we will use the following consequence of Theorem 1.4.
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N  3, 2Q 2N
N − 2 , and B = A− 1 +
Q− 2
2Q
N,
or
N = 2, 2Q, and B = A− 2
Q
.
If BQ + 2A = 0, or if A = B = 0, then there exists a positive constant C = C(A,Q,N), such
that for any function f ∈ C∞0 (H1) there holds
( ∫
{xN>1}
x
BQ
N
∣∣f (x′, xN)∣∣Q dx′ dxN
) 2
Q
C
∫
{xN>1}
x2AN
(|∇x′f |2 + |∂xN f |2)dx′ dxN . (4.3)
Proof. The proof is quite similar to the proof of Proposition 2.1 we therefore sketch it. We use a
C1 cutoff function ξ(xN) such that ξ(xN) = 1 in xN  2 and ξ(xN) = 0 if 0 xN  1. Hence we
write f = f ξ +f (1− ξ). Now f (1− ξ) satisfies the standard Sobolev inequality in 1 xN  2,
while f ξ satisfies the assumptions of Theorem 1.4, part (i). Putting things together and using
Poincaré inequality in the x′-variables we conclude the proof. We omit further details. 
Proof of Theorems 4.1 and 1.3. We first prove Theorem 4.1. As usual, it is enough to prove (4.2)
in the upper half-cylinder. That is, if f ∈ C∞0 (C1) then we need to show that
( ∫
{0<λ<1}
(1 − λ)α+θ ∣∣f (x′, λ)∣∣Q dx′ dλ) 2Q
 C
∫
{0<λ<1}
(1 − λ)α(|∇x′f |2 + (1 − λ)σ |∂λf |2)dx′ dλ. (4.4)
As in the proof of Theorem 1.1, we change variables by x′ = x′, s = (1 − λ) 2−σ2 thus setting
ϕ(x′, s) := f (x′,1 − s 22−σ ), it follows that inequality (4.4) is equivalent to
( ∫
{s>1}
s
σ+2α+2θ
2−σ
∣∣ϕ(x′, s)∣∣Q dx′ ds) 2Q  C ∫
{s>1}
s
σ+2α
2−σ
(|∇x′ϕ|2 + |∂sϕ|2)dx′ ds, (4.5)
for ϕ ∈ C∞0 (H1). We now use Proposition 4.2. Suppose first that N  3. For A = σ+2α2(2−σ) and
B = σ+2α2(2−σ) −1+ Q−22Q N , with 2Q 2NN−2 we have that the right-hand side of (4.5) dominates
( ∫
sBQ
∣∣ϕ(x′, s)∣∣Q dx′ ds) 2Q .
{s>1}
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θ  θcr as defined in (4.1).
Let us finally observe that BQ+ 2A = 0 corresponds to the assumption θ = −σ − 2α that is
Q = Q¯.
The case N = 2 is treated quite similarly.
To prove Theorem 1.3 we note that for QQcr(N,α,σ ) we have that θcr  0 and therefore
we can take θ = 0. 
5. The case of codimension k degeneracy 1 < k < N
In this section we will prove Theorems 1.6 and 1.7.
Proof of Theorem 1.7. We will divide the proof into three steps.
Step 1. (The critical L1 weighted anisotropic inequality.) Suppose that either β > 0 and u ∈
C∞0 (RN) or else β ∈ R and u ∈ C∞0 (RN+). Then, for a constant C depending only on N there
holds:
( ∫
R
N+
x
βN+γ (k−1)
N−1
N |u|
N
N−1 dx
)N−1
N
 C(N)
∫
R
N+
x
β
N
(|∇x′,xN u| + xγN |∇yu|)dx. (5.1)
The proof follows closely the standard proof of the L1 Gagliardo–Nirenberg–Sobolev inequality.
Suppose that β = 0 and u ∈ C∞0 (RN+). Let us write x′ = (x′1, . . . , x′N−k) and y = (y1, . . . , yk−1).
We then have that for i = 1, . . . ,N − k,
u(x) = −
∞∫
x′i
ux′i (x
′
1, . . . , ti , . . . , x
′
N−k, xN , y) dti .
From which it follows easily that
x
β
N
∣∣u(x)∣∣ ∫
R
x
β
N |ux′i |dti . (5.2)
We similarly have that
x
γ+β
N
∣∣u(x)∣∣ ∫
R
x
γ+β
N |uyi |dsi, (5.3)
where integration is performed in the yi -variable, i = 1, . . . , k − 1. A similar argument shows
that
x
β
N
∣∣u(x)∣∣
∞∫ (
ξβ |uxN | + |β|ξβ−1|u|
)
dξ,0
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x
β
N
∣∣u(x)∣∣ 2
∞∫
0
ξβ |uxN |dξ (5.4)
which is true also if β = 0.
Multiplying (5.2)–(5.4) and raising to the power 1
N−1 we get
x
βN+γ (k−1)
N−1
N
∣∣u(x)∣∣ NN−1
 2
(
N−k∏
i=1
∫
R
x
β
N |ux′i |dti
( ∞∫
0
ξβ |uxN |dξ
)
k−1∏
j=1
∫
R
x
γ+β
N |uyj |dsj
) 1
N−1
. (5.5)
We next integrate with respect to x′1 and apply Hölder’s inequality in the right-hand side, then we
integrate with respect to the x′2 variable and so on until we integrate with respect to all variables.
This way we reach the following estimate
∫
R
N+
x
βN+γ (k−1)
N−1
N
∣∣u(x)∣∣ NN−1 dx
 2
(
N−k∏
i=1
∫
R
N+
x
β
N |ux′i |dx
( ∫
R
N+
x
β
N |uxN |dx
)
k−1∏
j=1
∫
R
N+
x
γ+β
N |uyj |dx
) 1
N−1
. (5.6)
To continue we use in the right-hand side of (5.6) the well-known inequality
N∏
i=1
ai 
1
NN
(
N∑
i=1
ai
)N
, ai  0.
We then conclude that
∫
R
N+
x
βN+γ (k−1)
N−1
N
∣∣u(x)∣∣ NN−1 dx  C(N)( ∫
R
N+
x
β
N
(|∇x′,xN u| + xγN |∇yu|)dx
) N
N−1
, (5.7)
which is the sought for estimate (5.1).
Step 2. (The Lp–L1 estimate.) For 1  p  N
N−1 we will use the interpolation inequality (2.5)
with weight
w = x
N+γ (k−1)
N ,N
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a := βN + γ (k − 1)
N + γ (k − 1) , b = a − 1 +
p − 1
p
N.
For these choices we have that
∥∥wbu∥∥
Lp
 C1
( ∫
R
N+
x
βN+γ (k−1)
N−1
N
∣∣u(x)∣∣ NN−1 dx)N−1N +C2
∫
R
N+
x
β−1
N |u|dx. (5.8)
We will also make use of the estimate
|β|
∫
R
N+
x
β−1
N |u|dx 
∫
R
N+
x
β
N |uxN |dx 
∫
R
N+
x
β
N |∇x′,xN u|dx (5.9)
which follows easily using an integration by parts if β = 0. From (5.7)–(5.9) and using the
specific values of the weight and the parameters we get
∥∥xb˜Nu∥∥Lp  C
∫
R
N+
x
β
N
(|∇x′,xN u| + xγN |∇yu|)dx, (5.10)
with γ ∈R, β = 0 and
b˜ = β − 1 + p − 1
p
(
N + γ (k − 1)). (5.11)
Step 3. (The LQ–L2 estimate.) Here we will apply estimate (5.10) to the function u(x) = |f (x)|s
with s > 0. After some elementary calculations and use of Hölder’s inequality we find that
( ∫
R
N+
x
b˜p
N |f |sp dx
) 1
p
 C
( ∫
R
N+
x
b˜p
N |f |2s−2 dx
) 1
2
( ∫
R
N+
x
2β−b˜p
N
(|∇x′,xN f |2 + x2γN |∇yf |2)dx
) 1
2
. (5.12)
We now choose s = 22−p (so that sp = 2s − 2), Q = sp, BQ = b˜p and 2A = 2β − b˜p. For this
choices we get that
( ∫
R
N
x
BQ
N
∣∣f (x)∣∣Q dx) 2Q  C ∫
R
N
x2AN
(|∇x′,xN f |2 + x2γN |∇yf |2) dx+ +
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N−2 if N  3 or for Q 2 if N = 2, and B = A−1+ Q−22Q (N +γ (k−1)).
The condition β = 0 is equivalent to 2A+BQ = 0.
The case where f ∈ C∞0 (RN) and 2A + BQ > 0, or equivalently β > 0 is practically the
same; we just note that (5.8) remains true for β > 0. 
We are now ready to give the proof of Theorem 1.6.
Proof of Theorem 1.6. We will use a (finite) partition of unity for Ω which we denote by
ϕi , i = 0, . . . ,m, such that 1 =∑mi=0 ϕ2i . We denote by Ωi the support of each function ϕi . We
assume Ω0 Ω and therefore c d(λ, ∂Ω) c−1 for λ ∈ Ω0. For i  1, in each Ωi we will use
local coordinates (yi, xiN ), i ∈ {1, . . . ,m} with yi ∈ Δi := {yi : |yij | β for j = 1, . . . , k−1} for
some positive constant β < 1. Each point λ ∈ Ωi ∩ ∂Ω is described by λ = (yi, ai(yi)), where
the functions ai satisfy a Lipschitz condition on Δi with a constant A> 0 that is∣∣ai(yi)− ai(zi)∣∣A∣∣yi − zi ∣∣
for yi, zi ∈ Δi . We next define Bˆi by Bˆi := {(yi, xiN ): yi ∈ Δi, ai(yi) − β < xiN < ai(yi) + β}
so that Bˆi ∩ Ω = {(yi, xiN ): yi ∈ Δi, ai(yi) − β < xiN < ai(yi)} and Γi = Bˆi ∩ ∂Ω =
{(yi, xiN ): yi ∈ Δi, xiN = ai(yi)}. We note that Ωi ⊂ Bˆi ∩ Ω . Next we observe that for any
y ∈ Bˆi ∩Ω we have that (1 +A)−1(ai(yi)− xiN ) d(λ) (ai(yi)− xiN ) (see, e.g., [16, Corol-
lary 4.8]). By straightening the boundary Γi we may suppose that Γi ⊂ {xiN = 0}. From now on
we omit the subscript i for convenience.
As a first step we will prove that for u ∈ C∞0 (B1 × H+1 ), where B1 := {|x′| < 1} and H+1 :={|y′| < 1} × {0 < xN < 1} there holds
( ∫
B1×H+1
xαN |u|Q dx′ dxN dy
) 2
Q
 C
∫
B1×H+1
xαN
(|∇x′u|2 + xσN |∇yu|2 + xσN |∂xN u|2)dx′ dxN dy, (5.13)
where x′ ∈ RN−k , and λ = (y, xN) with y ∈ Rk−1 and xN ∈R. We change variables by t = x
2−σ
2
N
thus obtaining
( ∫
{0<t<1}
t
2α+σ
2−σ |u|Q dx′ dt dy
) 2
Q
 C
∫
{0<t<1}
t
2α+σ
2−σ
(|∇x′,t u|2 + t 2σ2−σ |∇yu|2)dx′ dt dy. (5.14)
Estimate (5.14) follows from Theorem 1.7, part (i), taking 2A = BQ = 2α+σ2−σ and 2γ = 2σ2−σ . We
note that 2A+BQ = 0 is equivalent to 2α + σ = 0. Also, Qk  2N since 2α + kσ  0.cr N−2
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( ∫
B1×Ω
dα|f |Q dx
) 2
Q
 C
m∑
i=0
( ∫
B1×Ω
dα|f ϕi |Q dx
) 2
Q
(5.15)
Using (5.13) for i = 1, . . . ,m and the standard Sobolev inequality for i = 0, in the right-hand
side of (5.15), after some calculations, we end up with
( ∫
B1×Ω
dα|f |Q dx
) 2
Q
 C
∫
B1×Ω
dα
(|∇x′f |2 + dσ |∇λf |2)dx +
∫
B1×Ω
dα+σ f 2 dx. (5.16)
To estimate the last term, we first use Proposition 5.1 to obtain
∫
B1×Ω
dα+σ f 2 dx C
( ∫
B1×Ω
dα+σ |∇λf |2 dx +
∫
B1×Ω
dαf 2 dx
)
, (5.17)
and then Poincaré inequality in the x′-variables,
∫
B1×Ω
dαf 2 dx 
∫
B1×Ω
dα|∇x′f |2 dx.
Hence, we end up with
∫
B1×Ω
dα+σ f 2 dx  C
∫
B1×Ω
dα
(|∇x′f |2 + dσ |∇λf |2)dx.
Combining this with (5.16) we conclude the result. 
We next prove the proposition we used in the proof of Theorem 1.6.
Proposition 5.1. Let α + σ < 1. Then there exists a constant C = C(α,σ,Ω) > 0 such that
∫
Ω
dα+σ−2f 2 dλ C
∫
Ω
dα+σ |∇λf |2 dλ, ∀f ∈ C∞0 (Ω), (5.18)
the previous inequality fails when α + σ  1.
Let α + σ = 1. Then there exists a constant C = C(α,Ω) > 0 such that
∫
Ω
X2(d)
d
f 2 dλC
[∫
Ω
d|∇λf |2 dλ+
∫
Ω
dαf 2 dλ
]
, ∀f ∈ C∞0 (Ω), (5.19)
where X(d) := (1 − ln(d/D))−1 and D := supλ∈Ω d(λ).
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∫
Ω
dα+σ−2f 2 dλ C
[∫
Ω
dα+σ |∇λf |2 dλ+
∫
Ω
dαf 2 dλ
]
, ∀f ∈ C∞0 (Ω). (5.20)
Proof of Proposition 5.1.
Step 1. (An auxiliary estimate.) Let Ωδ := {λ ∈ Ω: d(λ)  δ}. We will establish the following
estimate: Given any  > 0 there exists a δ0 > 0 such that for any 0 < δ  δ0 and any u ∈ C∞0 (Ω)
∫
Ωδ
|∇λu|2 dλ 14
∫
Ωδ
u2
d2
dλ+
(
1
4
− 
)∫
Ωδ
X2(d)u2
d2
dλ+ 1 −X(δ)
2δ
∫
∂Ωδ
u2 dS. (5.21)
To prove this our starting point is the obvious relation
0
∫
Ωδ
∣∣∣∣∇λu−
(∇d
2d
− X∇d
2d
)
u
∣∣∣∣
2
dλ.
Expanding the square, integrating by parts and using the fact that |dd| can be made arbitrarily
small in Ωδ , for δ sufficiently small, the result follows.
Step 2. (Proof of (5.18).) We change variables by u := d α+σ2 f . A straightforward calculation
leads to the following identity
∫
Ωδ
dα+σ |∇λf |2 dλ =
∫
Ωδ
|∇λu|2 dλ− α + σ2
(
1 − α + σ
2
)∫
Ωδ
u2
d2
dλ
+ α + σ
2
∫
Ωδ
d
d
u2 dλ− α + σ
2δ
∫
∂Ωδ
u2 dS. (5.22)
From (5.21), (5.22) and using the fact that |d| <C in Ωδ , we easily get that there exist positive
constants c such that for δ sufficiently small
∫
Ωδ
dα+σ |∇λf |2 dλ c
∫
Ωδ
dα+σ−2f 2 dλ+ c
δ1−(α+σ)
∫
∂Ωδ
f 2 dS. (5.23)
On the other hand, away from the boundary we have that
∫
f 2  C
∫
|∇λf |2 +C
∫
f 2 dS,Ω\Ωδ Ω\Ωδ ∂Ωδ
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Ω\Ωδ
dα+σ−2f 2  Cδ
∫
Ω\Ωδ
dα+σ |∇λf |2 + Cδ
δ1−(σ+α)
∫
∂Ωδ
f 2 dS. (5.24)
Combining (5.23) and (5.24) the result follows.
We note that when α + σ  1, the constants can be approximated by C∞0 (Ω) functions in the
norm given by ‖v‖H 1(dα+σ ) :=
∫
Ω
dα+σ (|∇v|2 + v2) dλ; see [11, Theorem 2.11]. In particular,
one can put a constant function in (5.18) to obtain an obvious contradiction.
Step 3. (Proof of (5.19) and (5.20).) We first give the proof of (5.19). For g ∈ C∞0 (Ωδ) and
u = d 12 g we get from (5.21) and (5.22) that for any  > 0 there exists a δ0 > 0 such that for any
0 < δ  δ0, ∫
Ωδ
d|∇λg|2 dλ
(
1
4
− 2
)∫
Ωδ
X2(d)g2
d
dλ. (5.25)
To establish the result we argue as follows. Let ξ(s) be a C1 function such that 0  ξ  1,
ξ(s) = 0 if s  2, ξ(s) = 1 if 0 s  1, and let us define ϕ(λ) = ξ( d
δ
).
Whence for f ∈ C∞0 (Ω) we have that f = ϕf + (1 − ϕ)f . Using (5.25) for ϕf and the fact
that on the support of (1 − ϕ)f we have X2(d)
d
 δ−1 and dα min{δα,Dα}, we arrive at
∫
Ω
X2(d)f 2
d
dλ c1
∫
Ω
d
(
ϕ2|∇λf |2 + |∇λϕ|2f 2
)
dλ+ c2
∫
Ω
(1 − ϕ)2f 2 dλ
 C
(∫
Ω
d|∇λf |2 dλ+
∫
Ω
dαf 2 dλ
)
. (5.26)
To prove (5.20) we work similarly. We just note that the analogue of (5.25) is
∫
Ωδ
dα+σ |∇λg|2 dλ
(
1 − (α + σ)
2
)2 ∫
Ωδ
dα+σ−2g2 dλ, g ∈ C∞0 (Ωδ).
We omit further details. 
Remark. The limit case k = N of Theorem 1.6, corresponds to the following isotropic weighted
inequality:
(∫
Ω
dα|f |Q dλ
) 2
Q
 C
∫
Ω
dα+σ |∇λf |2 dλ, (5.27)
where Ω is a smooth bounded domain in RN and f ∈ C∞0 (Ω). Using similar arguments one
can show that the above inequality is true if α + σ < 1, provided that α > −1, 2α + Nσ  0
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argument of Proposition 5.1.
We finally have the following analogue of Corollary 1.5.
Corollary 5.2. For N  3, 1 < k <N , m> −1 and  ∈ (0, 12 ) we set
C1, :=
{
(x′, λ) ∈ RN−k ×Rk: |x′| < 1, |λ| < 1 − 1+m}.
Let α > −1 and β > 0 satisfy
−2α(1 +m) < βm< 2(1 +m) and 2α(1 +m)+ βkm 0.
Then, for any P with
2 P  Pcr(N,m,α,β, k) :=
2(N + 2α(1+m)+βkm2(1+m)−βm )
N + 2α(1+m)+βkm2(1+m)−βm − 2
,
there exists a positive constant C = C(N,P,m,α,β, k) independent of , such that for any
function f ∈ C∞0 (C1,) there holds
( ∫
C1,
(
1 − |λ|)α∣∣f (x′, λ)∣∣P dx′ dλ) 2P C ∫
C1,
(
1 − |λ|)α(|∇x′f |2 + (1 − |λ|)β
β
|∇λf |2
)
dx′ dλ.
Proof. It follows from Theorem 1.6. We have that 1 − |λ| > 1+m, that is −1 > (1 − |λ|)− 11+m
and consequently (1−|λ|)
β
β
> (1 − |λ|) βm1+m , β > 0. The result then follows from Theorem 1.6 by
choosing σ := βm1+m there; in particular Pcr(N,m,α,β, k) = Qcr(N,α, βm1+m,k). 
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