Recent advances in multi-omics clustering methods enable a more fine-tuned separation of cancer patients into clinical relevant clusters. These advancements have the potential to provide a deeper understanding of cancer progression and may facilitate the treatment of cancer patients. Here, we present a simple hierarchical clustering and data fusion approach, named HC-fused, for the detection of disease subtypes. Unlike other methods, the proposed approach naturally reports on the individual contribution of each single-omic to the data fusion process. We perform multi-view simulations with disjoint and disjunct cluster elements across the views to highlight fundamentally different data integration behaviour of various state-of-the-art methods. HC-fused combines the strengths of some recently published methods and shows good performance on real
In this article we introduce a new method called HC-fused for hierarchical data 48 fusion and integrative clustering. First we cluster each data type with a standard 49 hierarchical clustering algorithm. We than form network structured views of the omics 50 data sets, and finally apply a novel approach to combine these views via a hierarchical 51 data fusion algorithm. In contrast to other methods, HC-fused naturally reports on the 52 contribution of the views to the data fusion process. Its advantage is the adoption of 53 simple data analytic concepts with the consequence that results can be easily 54 interpreted. 55 2 Materials and methods 56 2.1 Data preprocessing 57 Data normalization and imputation is done as suggested by [4] . When a patient has 58 more than 20% missing values we do not consider this patient in further investigations. 59 When a specific feature has more than 20% missing values across the patients, we 60 remove this feature from further investigation. The remaining missing values are 61 imputed with the k-Nearest Neighbor method (kNN). Finally, the normalization is 62 performed as folllows:
where f is a biological feature. 2.2 Transforming the views into network structured data 65 Given is a set of data views V 1 , V 2 , . . . , V l ∈ R m×n , where m is the number of 66 observations (e.g. patients), and n is the number of biological features. We transform 67 these views into connectivity matrices G 1 , G 2 , . . . , G l ∈ {0, 1} m×m . This is done by 68 clustering the views with a hierarchical clustering algorithm using Ward's method [15] . 69 We then infer the best number of clusters k via the silhouette coefficient. The produced 70 matrices G 1 , G 2 , . . . , G l are binary matrices with entry 1 when two elements are 71 connected (being in the same cluster), and 0 otherwise. In addition, we construct a G ∧ 72 matrix as follows:
The matrix G ∧ reflects the connectivity between patients confirmed by all views. 74 2.3 Generating the fused distance matrix P 75 For data fusion we apply a bottom-up hierarchical clustering approach to the binary 76 matrices G. Initially, the patients are assigned to their own cluster and in each iteration 77 two cluster (c x ∈ C and c y ∈ C) with minimal distance (d min ) fuse until just a single 78 cluster remains. The distance between two clusters is calculated as follows:
where # means count. In case of binary entries we calculate the Euclidean distance.
80
In our approach, a fusion event between two cluster is denoted as (c x + + c y ) or 81 f use(c x , c y ). In each iteration the algorithm is allowed to use the distances from any 82 given binary matrix G 1 , G 2 , . . . , G l , G ∧ . We refer to G min as the matrix containing 83 the minimal distance, where min ∈ 1 . . . l, ∧. In cases where the minimal distance is 84 shared by multiple matrices we give preference to fusing the clusters in G ∧ . During the 85 fusion process we count how many times a patient pair (i, j) occurs in the same cluster. 86 This information is captured in the fused distance matrix P ∈ R m×m .
where 1 is the indicator function.
88
Finally, the matrix P is normalized by its maximal entry. The distance matrix P 89 can be used as an input for any clustering algorithm. Currently we apply agglomerative 90 hierarchical clustering using Ward's method [15] as implemented in [16] . 91 
Contribution of the views to the data fusion 92
We define matrices S 1 , S 2 , . . . , S l , S ∧ ∈ R m×m providing information about the 93 contribution of the views to data fusion process, and have
We count how many times a patient is member of a fusion process (c x + + c y ) and in 95 what view the fusion is executed. It should be noted, however, that in each fusion step 96 there might occur multiple minimal distances across the views. In that case we 97 randomly pick one item and thus the algorithm needs to be run multiple times in order 98 to get an adequate estimate of the view-specific contributions to data fusion. We 99 introduce the parameter HC.iter which is set to a minimum limit of 10 as a default.
100
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Algorithm 1: Data fusion with hierarchical clustering 1 Given the network views G 1 , G 2 , . . . , G l , G ∧ ; 2 #cluster = #patients; 3 k = #cluster; 4 while k = 0 do and c 2 = N (10, σ)). In this case the number of features is 1000. The two views are 108 denoted as follows:
N 4,1 (−10, σ 2 ) . . . N 4,100 (−10, σ 2 ) N 5,1 (0, σ 2 ) . . . N 5,100 (0, σ 2 ) . . . . . . . . .
. . . N 9,100 (10, σ 2 ) . . . . . . . . .
. . . N 8,1000 (0, σ 2 ) N 9,1 (10, σ 2 ) . . . N 9,1000 (10, σ 2 ) . . . . . . . . .
From these views we see that the first two cluster in V 1 ({1, . . . , 4} and {5, . . . , 8}) are 110 a subset of the first cluster in V 2 ({1, . . . , 8}). After data integration we expect a final 111 cluster solution of three clusters (c 1 = {1, . . . , 4}, c 2 = {5, . . . , 8}, and c 1 = {9, . . . , 12}) 112 because these clusters are confirmed in both views. However, since cluster c 1 and c 2 are 113 fully connected in the second view, we expect these two clusters to be closer to each 114 other than to c 3 .
115
We vary the parameter σ 2 = [0.1, 0.5, 1, 5, 10, 20] and expect that the cluster quality 116 decreases the higher the variances for the specific groups. We analyze how HC-fused is 117 For the second simulation we formulate two views V 1 ∈ R m×n and V 2 ∈ R m×n . The 120 first view reflects three clusters (c 1 = N (−10, σ), c 2 = N (0, σ), and c 3 = N (10, σ)). In 121 this case, the first and third cluster contain two elements each, and the second cluster 122 six elements. The second view represents four clusters (c 1 = N (−10, σ), c 2 = N (0, σ), 123 c 3 = N (10, σ) and c 4 = N (30, σ)). The only difference between V 1 and V 2 is that in 124 view V 2 the last two elements are not connected.
. . . N 9,100 (10, σ 2 ) N 10,1 (10, σ 2 ) . . . N 12,100 (10,
. . . N 9,1000 (10, σ 2 )
After data integration we expect a final solution of three clusters (c 1 = {1, 2}, We compare HC-fused to the state-of-the-art methods SNF [4] , PINSPlus [14] , and 132 NEMO [5] . In addition, we match the performance of these methods to a baseline 133 approach (HC-concatenate) where data are simply concatenated, and a single-omics 134 hierarchical clustering approach based on Ward's method is applied. We apply the 135 Adjusted Rand Index (ARI) [17] as a performance measure and the silhouette coefficient 136 (SIL) [18] for cluster quality assessment. Figures are generated using the R-package 137 ggnet [19] and ggplot2 [20] . Simulation results can be easily reproduced by the R-scripts 138 provided in our GitHub repository (pievos101/HC-fused). 
The fused network based on the fused distance matrix P. Three clusters are suggested by the silhouette coefficient. D. The resulting dendrogram when hierarchical clustering is applied to the fused distance matrix P.
March 16, 2020 6/16 It can be seen that HC-fused is competing well with the state-of-the-art methods 157 ( Fig. 3) . To our surprise, SNF performs very weak. The eigen-gaps method, as 158 mentioned by its authors, infers two cluster as the optimal solution. It does not take 159 into account that cluster c 1 and cluster c 2 are disconnected in the first view. Also, the 160 silhouette method applied to the fused affinity matrix infers only two cluster. We 161 observe similar ARI values for HC-fused, PINSPlus and NEMO. Compared to HC-fused, 162 PINSPlus and NEMO are more robust against increased within-cluster variances.
163
Starting with a within-cluster variance of σ 2 = 1, HC-fused frequently behaves like 164 SNF and infers the cluster assignments as represented by the second view ( Fig. 1) .
165
Simply concatenating the data views (HC-concatenate) has an overall low accuracy.
166
This is expected because the second view contains 10 times more features and thus gives 167 more weights to the cluster assignments in V 2 . The silhouette coefficient, as a measure 168 of cluster quality, is highest for the HC-concatenate approach from low to medium 169 variances. However, it suggests even higher silhouette values for a k = 2 cluster solution. 170 The silhouette coefficient of HC-fused is significantly higher than those from SNF and 171 NEMO. We cannot report on any cluster quality measure for PINSPlus because the 
Disjunct inter-cluster elements 174
The hierarchical fusion process via HC-fused is illustrated in Fig. 4 . The only difference 175 between the two network views shown in Fig. 4A and Fig. 4B is, that in Fig. 4B the 176 elements 9 and 10 are not connected. After data fusion (Fig. 4C ) the silhouette 177 coefficient infers three clusters as the optimal solution. The cluster elements in 178 c 3 = {9, 10} are most distant from each other ( Fig. 4D) and signify a contribution from 179 view 1, as shown in Fig. 5 . This is expected because they are only connected in the first 180 view and thus the confidence about this cluster is reduced. The cluster elements 181 c 2 = {3, . . . , 8} are mainly fused in matrix G ∧ because the cluster is confirmed by both 182 views (Fig. 5 ). The same applies to the cluster c 1 = {1, 2} and thus the elements within 183 c 1 and c 2 have equal distances to each other (Fig. 4C, 4D ). Results from simulation 2 (disjunct inter-cluster elements with σ 2 = 1). A. Shown is G 1 from the first view (V 1 ). B. Shown is G 2 from the second view (V 2 ). C. The fused network based on the fused distance matrix P. Three clusters are suggested by the silhouette coefficient. D. The resulting dendrogram when hierarchical clustering is applied to the fused distance matrix P.
March 16, 2020 9/16 Overall, the results of the simulation with disjunct cluster elements are the best for 185 HC-fused. PINSplus cannot compete with HC-fused ( Fig. 4) , it constantly infers four 186 clusters as the optimal solution and does not take into account the connectivity between 187 element 9 and 10 in the first view. Starting with a within-cluster variance of σ 2 = 1 the 188 same happens with HC-fused (see Fig. 4 ). NEMO performs surprisingly weak. The 189 modified eigen-gap method as suggested by the authors purely performs in this specific 190 simulation scenario. NEMO infers far more than three clusters and the elements seem 191 to be randomly connected with each other. When reducing the number of neighborhood 192 points in the diffusion process, the total number of clusters is slightly decreasing but 193 with no relevant gain in accuracy. Interestingly, with the same number of neighborhood 194 points SNF performs much better. In a further investigation, when the silhouette 195 method was adopted to the fused similarity matrix from NEMO, the true number of 196 clusters was obtained. This fact points at a potential problem with the eigen-gap 197 method as implemented in NEMO for data sets with disjunct inter-cluster elements.
198
When conducting cluster quality assessments we again observe low silhouette 199 coefficient values for the fused affinity matrix resulting from SNF (see Fig. 6 ). For low 200 to medium within-cluster variances, NEMO's results are comparable to those of 201 HC-fused. A value for cluster quality cannot be reported for PINSPlus because no single 202 fused data view is available. 
Disjoint & disjunct inter-cluster elements 204
In addition to the above studied simulation scenarios, which represent two 205 fundamentally different cluster patterns across the views, we also studied a mixture of 206 both. We simulated two views comprising disjoint and disjunct inter-cluster elements.
207
This particular simulation is described in detail in the supplementary material. We 208 found that HC-fused clearly outperforms the competing methods (supplementary Fig. 209  3) . Amazingly, none of the state-of-the-art methods (SNF, NEMO, and PINSPlus) 210 infers the correct number of clusters, even when the within-cluster variances are very 211 low. Right behind HC-fused is PINSPlus which gives more accurate results than 212 HC-fused in case of medium variances. The cluster quality of HC-fused, as judged by 213 the silhouette coefficients, is higher than those from NEMO and SNF (supplementary 214 Fig. 3 , bottom right).
Robustness analyses 216
We randomly permuted a set of features across the patients in order to test the available 217 approaches with respect to their ability to predict the correct number of clusters. As 218 seen from the supplementary Fig. 4 , NEMO and PINSPlus are more stable against 219 noise compared to HCfused. When the number of permuted features is greater than one, 220 the accuracy of HC-fused drops. This is most likely due to the fact that HC-fused uses 221 the Euclidean distance to generate the connectivity matrices G. It is well known that 222 the Euclidean distance is prone to outliers and removing such data points prior to the 223 analysis may be a necessary initial step. Another possible approach would be a 224 principal component analyses (PCA) on the feature space.
225
In case of disjunct cluster elements (supplementary Fig. 5 ) we observe a slightly 226 different outcome situation. HC-fused is definitely more robust against noise compared 227 to SNF. PINSPlus provides also stable results, but as already pointed out in the 228 previous section, produces a wrong cluster assignment. To benchmark our HC-fused approach we used the TCGA cancer data as provided 231 by [12] , for which mRNA, methylation data, and miRNA are available for a fixed set of 232 patients. We tested our approach on nine different cancer types: glioblastoma . In contrast to other benchmark studies, that apply the 237 multi-omics approaches to a static data set, we randomly sample 20 times 100 patients 238 from the data pool, performed survival analyses and calculated the Cox log-rank 239 p-values [21] represented by boxplots ( Fig. 7) . We are convinced that this approach is 240 conveying a less biased picture of the clustering performance. Surprisingly, we observe 241 overall weaker performance than previously reported in [12] (Fig. 7) . HC-fused is best 242 for KIRC, LIHC, SKCM, OV, and SARC when the median log-rank p-values are used 243 for comparison. Global best results are observed for the KIRC and SARC data sets.
244
The method implemented in the R-package NEMO performs best for the GBM and 245 AML cancer types. PINSplus has overall low performance in almost all cases. Notably, 246 all methods studied in this work perform weak on the COAD data set. Beyond the results shown in Fig. 7 , we applied our HC-fused approach to the TCGA 248 breast cancer data as allocated by [4] . In the supplementary material we provide a 249 step-by-step guide on how to analyze this data set within the R environment using Especially, the mRNA expression data has some substantial contribution on cluster 3 256 and 7 (supplementary Fig. 7 277 We suggest to use a minimum limit of HC.iter>= 10 as it produced good results in our 278 investigations. However, we plan to solve this task in a computational more feasible way 279 in the next releases of the corresponding HC-fused R-package. A promising approach 280 would be to model the fusion algorithm as a Markov process where each view represents 281 a state and the transition probabilities depend on the number of view-specific items 282 providing the same minimal distance.
283
Unlike other approaches, the HC-fused workflow does not depend on a specific 284 clustering algorithm. This means, with the current release, any hierarchical clustering 285 method provided by the native R function hclust can be used to create the 286 connectivity matrices G. Also, the final fused matrix P can be calculated by any 287 user-defined clustering algorithm.
288
Further investigations are needed to study a wide range of clustering algorithms 289 within the proposed HC-fused workflow to see how they perform on different cancer 290 types. Given the substantial heterogeneity between omics data sets we believe that a 291 combination of different clustering algorithms may be worthwhile to test. We will 292 include this feature into our software implementation. Another characteristic of 293 HC-fused is its independence of a specific technique to infer the best number of clusters. 294 While, in this work, the silhouette coefficient was adopted, other methods might further 295 improve the outcomes. 296 
Conclusion

297
Multi-omics clustering approaches have a great potential to discover cancer subtypes 298 and thus may facilitate the treatment of cancer patients in future personalized routines. 299 We provide a novel hierarchical data fusion approach embedded in the versatile 300 R-package HC-fused available on GitHub (pievos101/HC-fused). Simulations and 301 applications to real-world TCGA cancer data indicate that HC-fused is more accurate 302 in most cases and in the others it is performing equivalent to current state-of-the-art 303 methods. In contrast to other approaches, HC-fused naturally reports on the 304 contribution of the single-omics to the data fusion process and its overall simplicity 305 fosters the interpretability of the final results.
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