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In nature, instances of synchronisation abound across a diverse range of environments. In the
quantum regime, however, synchronisation is typically observed by identifying an appropriate pa-
rameter regime in a specific system. In this work we show that this need not be the case, identifying
symmetry-based conditions which, when satisfied, guarantee completely synchronous, entangled
limit cycles between the individual constituents of a generic open quantum system - no restrictions
are placed on its microscopic details. We describe these systems as posssessing a strong dynami-
cal symmetry and we prove that, to first order, they are completely robust to symmetry-breaking
perturbations. Using these ideas we identify two central examples where synchronisation arises via
this qualitatively new mechanism: a chain of quadratically dephased spin-1s and the many-body
charge-dephased Hubbard model. In both cases, due to their dynamical symmetries, perfect phase-
locking occurs throughout the system, regardless of the specific microscopic parameters or initial
states. Furthermore, when these systems are perturbed, their non-linear responses elicit long-lived
signatures of both phase and frequency-locking.
I. INTRODUCTION
Synchronization is a fascinating and multi-disciplinary
topic in modern science, focussed on understanding how
a collection of individual bodies adjust their natural
rhythms and phases through their interactions with each
other and the environment [1–5]. In a striking display of
cooperative behaviour, this adjustment can lead to a va-
riety of phenomena such as the ‘winking’ of fireflies, the
behavioural synchrony of groups of strangers or the cou-
pling of a pair of pendulums through a mutual support
[6–8].
The study of synchronisation in quantum systems has
attracted significant attention [9–15]. In this regime, syn-
chronisation takes on a fairly broad definition due to the
variety of cooperative, entangled behaviour that can oc-
cur [16]. The formation of a Bose-Einstein condensate
(BEC), for example, could be considered perfect syn-
chronisation [17] due to the collective condensation of
the atoms in the bosonic gas. In closer analogy to classi-
cal systems, models of self-sustained quantum oscillators,
such as quantum Van der Pol oscillators [18–20] or pairs
of micromasers [21], have been shown to lock phases and
reach coupled limit cycles. Quantum effects play a de-
cisive role in either enhancing [22, 23] or hindering [24]
this synchronicity. Under the mean-field approximation,
these results have been extended to larger systems of os-
cillators where the underlying mechanism for synchroni-
sation is a reduction in the uncertainty in the phase dis-
tribution at the expense of the certainty in the number
distribution [18].
Recently, there has been a focus on observing synchro-
nisation in the limit cycles of quantum systems which
have no classical analogue [9–11]. The qutrit has been
proposed as a logical candidate for this and recent work
has demonstrated that it can be entrained to an exter-
nal signal [9, 11] or phase-locked and entangled with a
second spin [10]. In these single or two qutrit systems,
synchronisation emerges due to careful control over the
Hamiltonian and dissipation parameters and is witnessed
through both the phase space portrait and entanglement
profile of the spins.
One of the most remarkable features of synchronisation
in the classical regime, however, is that it occurs in such a
diverse range of systems - with completely different sizes,
structures and microscopic parameters [6–8, 25]. This
diversity, in turn, leads to a rich variety of observable,
complex behaviour. Hence, instead of identifying specific
quantum systems and regions of parameter space where
a synchronised response can be observed, we consider it
pertinent to take a different route and determine, more
generally, conditions which will ensure synchronisation in
a quantum system.
In this work we adopt this approach, identifying these
conditions and uncovering a novel mechanism which
guarantees synchronisation in a generic open quantum
system. This mechanism is based solely on symmetry and
is thus independent of the system’s microscopic details.
More specifically, these conditions describe the existence
of a strong dynamical symmetry operator [26] which,
when present, underpins the formation of a structure
to the long-time density matrix which ensures limit cy-
cles describing entangled, cooperative behaviour. These
cycles capture the essence of quantum synchronisation,
describing oscillations where the constituents of the sys-
tem are locked to a common phase and frequency whilst
also featuring the off-diagonal long-range order present
in states such as BECs and supercondutors [27, 28]. Fur-
thermore, we prove this behaviour is, to first order, com-
pletely robust to the presence of symmetry-breaking per-
turbations.
We then use this understanding of synchronisation in
terms of dynamical symmetries to identify several phys-
ical systems, which have no classical analogue, where
this phenomenon arises - a chain of interacting spin 1s
and the many-body charge-dephased Hubbard model.
These systems exhibit perfect distance-invariant phase
synchronisation for a wide range of parameters and ini-
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2tial states. Moreover, their strong dynamical symmetries
allow us to identify analytical expressions for the long-
time density matrix - which is typically an unfeasible task
in strongly-correlated many-body systems. Finally, we
peturb these systems away from the dynamical symme-
try regime where the non-linear response facilitates the
observation of strong, exceptionally long-lived signatures
of both phase and frequency locking.
II. SYNCHRONISATION IN GENERIC
QUANTUM SYSTEMS
A. Strong Dynamical Symmetries
Firstly, we introduce the concept of a strong dynamical
symmetry by providing a brief summary of the work in
[26]. This concept applies in both Markovian and non-
Markovian regimes, here we restrict ourselves to Marko-
vian dynamics for simplicity. Consider the time evolution
of the density matrix of an open quantum system via the
Lindblad equation (here, and in the remainder of this
work, we set ~ = 1)
∂ρ
∂t
= Lρ = −i[H, ρ] +
∑
j
γj
(
LjρL
†
j −
1
2
{L†jLj , ρ}
)
,
= −i[H, ρ] +D[ρ], (1)
where H is the Hamiltonian of the system and {Lj} are
a set of ‘jump’ operators which model the interaction be-
tween the system and the environment with associated
coupling strengths {γj}. The jump operators are used to
form the dissipator D[ρ] which competes with the coher-
ent evolution due to the Hamiltonian H. We denote the
Liouvillian superoperator with L and the steady state(s)
as ρss, which satsify Lρss = 0.
If we can identify an operator A which satisfies
[H,A] = ωA, [Lj , A] = [L
†
j , A] = 0 ∀j, ω ∈ R (2)
then we say that the system posseses a ‘strong dynami-
cal symmetry’. The relation [H,A] = ωA describes the
presence of a dynamical symmetry operator. We then
refer to this as a strong dynamical symmetry operator
because it commutes with all the jump operators and
their conjugates [29].
It is then straightforward to prove from these relations
that there exists a series of eigenmodes of L of the form
ρn,m ∝ (A)nρss(A†)m, Lρn,m = iω(m− n)ρn,m, (3)
where the corresponding imaginary eigenvalues indicate
the presence of non-stationary dynamics in the long-time
limit of the system. The operator A acts as a rais-
ing/lowering operator, generating a ladder of equidistant
mixed states within the kernel of the Liouvillian. These
results extend beyond that of a decoherence free sub-
space [30, 31] as the imaginary modes are, in general,
mixed and cannot be written as a convex superposition
of pure states |φ〉 〈φ| which are immune to the dissipation
Lj |φ〉 = 0 ∀j.
B. Quantum Synchronisation via Dynamical
Symmetries
We now show how systems which possess a strong dy-
namical symmetry provide a natural environment for ob-
serving quantum synchronisation. Consider an interact-
ing, open quantum system where the Hilbert space is
constructed from a series of N local spaces or ‘bodies’
H = ⊗jHj . We assume that the environment interacts
with the system in a local, translationally-invariant man-
ner, i.e. the Lj in Eq. (1) are purely local and each
site experiences the same jump operators and dissipation
rates.
We now imagine the system has a strong dynamical
symmetry operator satisfying Eq. (2) and assume the
imaginary modes from Eq. (3) form a complete basis for
the long-time density matrix of the system. Conseqently,
we can write this state as
lim
t→∞ ρ(t) =
∑
n,m
n≥m
(
Cn,me
iω(m−n)tρn,m + h.c.
)
, (4)
where the Cn,m are a set of real coefficients associated
with the overlap between the initial state and the ρn,m.
Now, consider the expectation value of some N -point ob-
servable X =
∏
j∈B Xj , where B = {a, b, c, ...} is a set of
M local spaces containing no duplicates and Xj is some
hermitian local operator acting on site j. It follows from
Eq. (4) that
lim
t→∞〈X〉(t) =
∑
n,m
n>m
Dn,m cos (ω(m− n)t) + const., (5)
with Dn,m = 2Tr(Xρn,m)Cn,m. Provided that Dn,m 6= 0
for at least one n,m where |n − m| = 0 then Eq. (5)
describes coherent, non-decaying limit cycles in the as-
sociated observable. The equidistance of the imaginary
eigenspectrum is crucial and ensures the frequencies in-
volved are commensurate and do not destructively inter-
fere with each other. These limit cycles, along with the
well-defined, coherent phase-evolution described in Eq.
(4) are hallmark features of temporal synchronisation.
Importantly, because the environmental interaction
with the system is local and translationally-invariant the
dephasing can often ‘wash’ out any geometry associated
with the system, creating entangled steady states which
have no identifiable length-scale and completely uniform
off-diagonal long-range order [26, 32]. Through Eq. (3)
the ρn,m inherit these features and the resulting limit
cycles in Eq. (5) describe perfect, distance-invariant, en-
tangled synchronisation between the involved bodies -
regardless of the specific initial state or parameters of
the model; the only requirement is that one of the co-
efficients Dn,m 6= 0. As we will illuminate with a pair
3of examples in Sec. III these distance-invariant cycles
cannot be fully captured with a mean-field approach and
describe intrinsically quantum behaviour.
C. Perturbations away from the Dynamical
Symmetry Regime
We now show how this synchronisation is robust to per-
turbations away from the dynamical symmetry regime.
Typically, we can imagine that the relation [H,A] = ωA
from Eq. (2) arises due to some homogeneous field
F = ω
∑
j fj in the Hamiltonian for which A is a raising/
lowering operator. The synchronisation described in the
previous section is then a consequence of perfect phase
locking of the individual constituents of the systems, fre-
quency locking will occur because the individual modes
j share the same natural frequency ω.
If the field is not homogeneous, i.e. F =
∑
j ωjfj , then
the Hamiltonian H can be split into two terms. The first
contains a homogeneous term
∑
j ω¯jfj and all other non-
field terms, the second contains only the inhomogeneous
part
∑
j δjfj . We have parametrised ωj as ωj = ω¯j +
δj where ω¯j is the average of the set {ωj}. We then,
correspondingly, split the Liouvillian into two parts and
scale by 1/ω¯j :
L = L(0) + L(1),
L(0) = − i
ω¯j
[H −
∑
j
δjfj , •] +
1
ω¯j
D[•],
L(1) = −i
∑
j
δj
δ¯j
fj , •
 , (6)
where  = δ¯j/ω¯j is the, small, perturbation parameter
and δ¯j is the average over the set of detunings {δj}. We
then assume that the eigenvectors and eigenvalues of this
new Liouvillian are perturbations on those for L(0):
ρ = ρ(0) + ρ(1) + 2ρ(2) + . . . ,
λ = λ(0) + λ(1) + 2λ(2) + . . . . (7)
It then follows (see Supplemental Material, SM) that the
first order eigenvalue shift is λ(1) = Tr
[(
ρ(0)
)† L(1)ρ(0)],
which is purely imaginary as it can be rearranged to be
the trace of a skew-hermitian matrix. As a result, to
first order, the eigenvalues of the eigenmodes in Eq. (3)
remain imaginary and thus there is no decay in the sys-
tem’s long-time dynamics when perturbed away from the
dynamical symmetry regime.
Moreover, if the imaginary eigenmodes are unchanged
under a swap between two bodies j and l then we have
that λ(1) = 0 as Tr
[(
ρ(0)
)†
fjρ
(0)
]
is independent of j.
As discussed in Sec. II B this symmetry in the imaginary
modes is often seen for local, translationally-invariant de-
phasing [26, 32]. Hence, the system will undergo com-
pletely non-linear response to peturbations away from
FIG. 1. Series of spin-1s in a chain geometry. The system
is governed by the Hamiltonian in Eq. (37) with on-site de-
phasing of the form Lj = (S
z
j )
2. The resulting dynamics is
described by the Master Equation in Eq. (27).
the dynamical symmetry regime. To first order, the so-
lutions in Eq. (3) are still eigenmodes and we can expect
to observe the corresponding synchronised features these
eigenmodes possess, with a lifetime that scales at least
quadratically with the perturbation parameter . The
individual constituents will be locked in both phase and
frequency, despite having different natural frequencies.
III. EXAMPLES
We have shown how, in a generic interacting open
quantum system, the presence of a strong dynami-
cal symmetry underpins a coherent, typically distance-
invariant, synchronised structure to the long-time den-
sity matrix. Furthermore, the system is robust to per-
turbations away from the dynamical symmetry regime.
In order to elucidate these results we present a pair of
paradigmatic examples where they can be observed.
A. Synchronisation in a chain of Spin-1s
For our first example, we take a system formed from a
series of spin-1s or qutrits. The local basis for each spin-
1 is spanned by the three states {|↓〉 , |0〉 , |↑〉}. The key
operators are S+j , S
−
j and S
z
j which are, respectively, the
spin-1 raising, lowering and magnetisation operators for
spin j. The x and y components of the spin-1 operator
can be formed from the raising and lowering operators:
Sxj = (1/2)(S
+
j +S
−
j ), S
y
j = (i/2)(S
−
j −S+j ). By dropping
the site subscript we denote the total of an operator, e.g.
Sz =
∑
j S
z
j .
We take a spin-1 anisotropic Heisenberg model in a
chain geometry [33] (see Fig. 1)
H =
N∑
j=1
ωjS
z
j +
N−1∑
j=1
J
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
+ ∆Szj S
z
j+1,
(8)
where the spins each have natural frequency ωj and
nearest-neighbour coupling strengths J and ∆ 6= 0. The
system is then immersed in a bath which induces local,
4quadratic dephasing in a spin-agnostic manner. The en-
suing dynamics is modelled via the equation
∂ρ
∂t
= Lρ = −i[H, ρ] + γ
N∑
j=1
(Szj )
2ρ(Szj )
2−1
2
{(Szj )4, ρ},
(9)
which is the Master equation in Eq. (1) with jump oper-
ators Lj = (S
z
j )
2 applied to each spin at a rate γ ∀j.
Initially, in order to derive an analytical solution to the
long-time dynamics, we focus on the ‘frequency-matched’
case ωj = ω, ∀j. In the SM we prove that the steady
state can always be written in the form
ρss =
N∑
m=−N
λm
(∑
i
|mi〉 〈mi|
)
+ λ′0
∑
i
|0i〉 〈0′i| , (10)
where |mi〉 is an eigenvector of Sz with eigenvalue m:
Sz |mi〉 = m |mi〉, and i indexes the possible eigenvectors
for each m. We have also defined |−m′i〉 = SF |mi〉, where
SF = ⊗Nj=1
( |↑〉 〈↓|+|↓〉 〈↑|+|0〉 〈0| ) is the spin-flip opera-
tor. For example if |21〉 = |0 ↑↑〉 then |−2′1〉 = |0 ↓↓〉, or if
|02〉 = |0 ↑↓〉 then |0′2〉 = |0 ↓↑〉. In order for Tr(ρss) = 1
the elements {λm} and λ′0 must satisfy the equation
λ′0 +
N∑
m=−N
λm
N∑
s=0
(
N
s
)(
N − s
(N − s+m)/2
)
= 1, (11)
where the terms in the second summation are skipped
if (N − s+m)/2 is not an integer.
The long-time dynamics of L is not, however, solely
governed by this steady state. We identify (see SM) mul-
tiple strong dynamical symmetry operators of the form
Am =
∑
i
|mi〉 〈−m′i| , m 6= 0,m = −N, ..., N, (12)
which each satisfy Eq. (2)
[H,Am] = 2mωAm, [Lj , Am] = [L
†
j , Am] = 0, ∀j.
(13)
Following this we can determine, see Eq. (3), the imagi-
nary eigenmodes of the Liouvillian through the action of
these operators on the steady state. Explicitly, we have,
ρm1,0 ∝ Amρss ∝ Am, Lρm1,0 = −2imω, (14)
which is a non-trivial result as the steady-state ρss is
inherently singular. Further application of Am is redun-
dant as AmAm = 0 and thus, each Am generates a unique
imaginary eigenmode ρm1,0 via left-multiplication of the
steady-state. Crucially, however, the eigenspectrum is
still equidistant as the eigenvalues of the different modes
form a ladder with a spacing of 2ω. Hence, the structure
of the long-time eigenspace is analogous to a system with
a single strong dynamical symmetry operator.
FIG. 2. (a) Eigenvalues {λ} close to the real axis for the
Liouvillian superoperator from the Master Equation in Eq.
(27). Parameters are N = 3, ωj = 1.0J ∀j, ∆ = 0.5J, γ =
2.0J . Eigenvalues with Re(λ) = 0 are marked in orange, all
others are marked in blue. (b) Structure of the density matrix
at time tJ = 100.0 under the map in Eq. (27) with the same
parameters as in a). Initial state is a random product state.
The colour indicates the phase of each complex element ρµν ,
the grey colour indicates Abs(ρµν) = 0 and so the phase is not
plotted. The indices µ and ν run over the basis vectors of the
Hilbert space in lexicographic order when they are converted
to ternary strings with ↑= 2, 0 = 1, ↓= 0. As an example
when µ = 1 this corresponds to the basis vector |↑↑↑〉 =
|222〉 and when µ = 27: |↓↓↓〉 = |000〉. Example element
(ringed in red) has a phase which evolves in time as θ =
2mωt where m is the magnetisation of the corresponding basis
vector |mi〉 〈−m′i|.
The steady state and imaginary eigenmodes in Eqs.
(30) and (12) form a complete basis for the long-time
dynamics of Eq. (27) and so, similarly to Eq. (4), the
density matrix can be expressed as a superposition of
these modes in the limit t → ∞. The imaginary modes
describe coherences between sectors of opposite magneti-
sation, their excitement will ensure the system reaches
a limit cycle in the long-time limit. Moreover, the den-
sity matrix is completely translationally invariant, the
off-diagonal coherences described in Eq. (3) occur at
all length-scales of the chain and are completely uniform
with respect to distance.
In Fig. 2 we visualise the analytical results in Eqs.
(30), (12) and (14). We present a plot of the eigenspec-
trum of L [Fig. 2(a)], the formation of these imaginary
eigenmodes is clear and their spacing is set by the value
of ω. We also show the structure of the density matrix in
the long-time limit of Eq. (27) [Fig. 2(b)]. The system is
in a superposition of the steady state in Eq. (30) and the
imaginary modes in Eq. (12), hence it only has elements
along the diagonal and anti-diagonal in the configuration
basis. The magnitude of each of these matrix elements
is constant in time. The phase of the elements along the
anti-diagonal is well-defined and evolves in time at a fre-
quency f = 2mω for the corresponding matrix element
|mi〉 〈−m′i|.
5FIG. 3. (a-c) Dynamics of 〈(Sxj )2〉 for a quench from a com-
pletely random product state under the map in Eq. (27)
with N = 3, ωj = 1.0J ∀j. a) ∆ = 0.5J, γ = 1.0J , b)
∆ = 0, γ = 2.0J c) ∆ = 0.5J, γ = 0. (d - f) Pearson time-
correlation coefficient for each possible pair of functions from
the respective plots in (a-c). The time-averaged window is a
rolling window with width ∆t = 10.0tJ centred at time tJ .
We can explicitly prove that this coherent density ma-
trix structure leads to observable synchronisation in the
long-time limit of the system. Specifically, consider the
operator X =
∏
j∈B(S
x
j )
2, where B = {a, b, c, ...} is a
set of M sites containing no duplicates. The operator
is formed from quadratic, local operators which measure
fluctuations in the magnetisation. The quadratic form is
necessary in order to be able to measure the coherences
between the basis states |↓〉 and |↑〉 - any operator formed
solely from linear local operators will relax to stationar-
ity. We prove (see SM) that in the limit t→∞
〈X〉 = D0Tr(ρssX) +
M∑
m=1
Dm cos(2mωt)Tr(ρ
m
1,0X),
(15)
where the real coefficients Dm are those associated with
the overlap between the initial state ρ(0) and either the
imaginary eigenmodes or the steady state. The trace
overlap Tr(ρm1,0X) only depends on the cardinality of B,
not the specific sites within the set; a direct consequence
of the complete translational invariance of the modes
spanning the kernel. Consequently 〈X〉 is also indepen-
dent of the specific choice of sites over which we mea-
sure the correlator X, only the number of sites matters.
Thus we see that the long-time dynamics will perfectly
synchronise the spin-1s to clean, coherent limit-cycles -
regardless of the specifics of the initial state or the Hamil-
tonian parameters.
Moreover, the modes in Eq. (12) are entangled and
cannot be written as a superposition of separable states
- which we explicitly show in the following numerics.
We also demonstrate that the reduced correlator 〈X〉 −∏
j∈B〈Xj〉 is distance-invariant and non-zero. Hence, we
consider the synchronisation observed in Eq. (15) to be
inherently quantum with the underlying long-range cor-
relations not obtainable via a mean field approach.
All of these results are valid for any arbitrary length
chain of N spin-1s under the Liouvillian in Eq. (27). In
the subsequent numerics we focus on a small series of
spin-1s, i.e. N = 3 or N = 4. This is because as the
system sizes increases, for generic initial states (product
states for example), the diagonal correlations become in-
creasingly dominant in the long-time limit compared to
the off-diagonal coherences (|D0|  |Dm 6=0|). Hence, we
can readily resolve features of quantum synchronisation
by focussing on a small chain. Furthermore this allows
us to directly witness our analytical calculations by solv-
ing the Master equation in Eq. (27) through numerical
exponentiation of the Liouvillian superoperator L.
For the following results, we start in a specified initial
state and then time-evolve it under the Liouvillian in
Eq. (27) measuring various time-dependent quantities in
order to observe the formation of synchronisation. As
a first synchronisation measure for the local observables
in our model we consider the time-dependent Pearson-
correlation factor [14, 34]. It can be used to measure the
correlation over time for two functions f, g defined on a
domain [t, t+ ∆t]
C∆tf,g(t) =
∫ t+∆t
t
(f − f¯)(g − g¯)dt√∫ t+∆t
t
(f − f¯)2dt ∫ t+∆t
t
(g − g¯)2dt
, (16)
with the function average f¯ = 1∆t
∫ t+∆t
t
fdt. This cor-
relation factor is maximal (minimal), 1 (−1) when the
two signals f and g are perfectly synchronised (anti-
synchronised), and 0 when they display no correlations.
In Fig. 3 we set f = 〈(Sxj )2〉 and g = 〈(Sxl )2〉 in order
to measure the synchronisation over time between two of
the spin-1s j and l - we start from a completely random
product state. We also include the individual functions
〈(Sxj )2〉 over time for each spin. In agreement with Eq.
(15), when both the environment and interactions are
present (γ, ∆ 6= 0) the dynamics causes the spins to
synchronise perfectly [Figs. 3(a) and (d)] to the same
frequency and phase, despite being initialised with ran-
dom phases. The frequency of the oscillations is directly
determined by the equidistant spacing of the imaginary
eigenvalues. For comparison [Fig. 3(b)] we show the case
when the environment is present but there are no interac-
tions (γ 6= 0,∆ = 0). The presence of dissipation causes
the system to converge to the expected clean coherent
limit cycles [26] but the limit cycles for each spin are out
6FIG. 4. Dynamics of A = 〈(Sxj )2(Sxl )2〉 − 〈(Sxj )2〉〈(Sxl )2〉 for
a quench from a random state with total x-magnetisation
〈Sx〉 = 0 under the map in Eq. (27) with N = 4, ωj =
1.0J ∀j, ∆ = 0.5J, γ = 2.0J b) Amplitude of the Fourier
transform F(A) versus angular frequency in the long-time
limit. The red-dashed lines indicate the expected angular fre-
quency response based on Eq. (15). Only a selection of the
possible values of j and l are shown for brevity.
of phase. The absence of interactions prevents perfect
synchronisation as the kernel of the Liouvillian still has
a memory of the initial geometry of the system. We also
show the closed case when γ = 0 [Figs. 3(c) and (f)],
the dynamics are completely chaotic and unsynchronised
due to the multitude of incommensurate frequencies in
the eigenvalues of the Hamiltonian.
Whilst the plots in Fig. 3 demonstrate that the
spins are able to perfecly lock phases they do not cap-
ture the collective origin of this synchronisation. In
this vein, in Fig. 4, we plot the reduced correlator
A = 〈(Sxj )2(Sxl )2〉 − 〈(Sxj )2〉〈(Sxl )2〉, which is non-zero
and identical for any choice of spins j and l. The ob-
served oscillations contain several frequencies [Fig. 4(b)]
due to the excitement of multiple imaginary modes in
Eq. (12). These imaginary modes all contain coherences
between different spins, the synchronisation observed in
Fig. 3 is dependent on the existence of these inter-spin
coherences and Fig. 4 shows that they give rise to perfect,
distance-invariant correlations throughout the system.
So far we have considered the ‘homogeneous’ case
ωj = ω ∀j. The spins share the same natural frequency
and we have shown how, under dephasing and interac-
tions, their phases will align perfectly. In order to dis-
cuss synchronisation in full we now set the frequencies
of the spins to be mismatched. In this case, the imagi-
nary modes in Eq. (3) are no longer exact eigenvectors
of the Liouvillian and, in the long-time limit, the sys-
tem will decay to an ensemble which is diagonal in the
configuration basis - where no synchronisation can occur.
However, as was shown in Eq. (6), for sufficiently small
values of , the system is only slightly perturbed from a
‘dynamical symmetry’ regime defined by the spins having
a common frequency which is the average of their natu-
ral frequencies. Furthermore, through Sec. II C we know
the system is, to first order, robust to this kind of per-
turbation. Hence, it is interesting to observe whether the
spins are able to synchronise to the dynamical symmetry
regime on an intermediate time-scale and, if so, how long
the system takes to desynchronise and reach a diagonal
ensemble.
As measures to track this, and to highlight the quan-
tum nature of the synchronisation in Figs. 3 and 4, we
introduce two common witnesses for quantum synchroni-
sation: the negativity N [35] and off-diagonal coherences
C [11]
Nj(ρ) = ||ρ
Tj || − 1
2
,
C =
∑
i6=j
|ρij |, (17)
with Tj indicating the partial transpose with respect to
site j and ||X|| = Tr
√
X†X denoting the trace norm of
an operator. The negativity can be seen as a measure
of the degree to which spin j is entangled with the rest
of the system whilst the coherence quantifier C describes
the total magnitude of the off-diagonal elements in the
density matrix. When the frequencies are matched the
system is synchronised, and due to the off-diagonal, en-
tangled nature of the modes in Eq. (3) quantities such
as these will remain finite indefinitely.
In Fig. 5 we show how these synchronisation witnesses
evolve in time when the system is perturbed from the dy-
namical symetry regime. We use the detuning strength δ
to characterise the range of the natural frequencies. The
explicit distribution of natural frequencies is not impor-
tant, the key parameter is its width and in the SM we
obtain similar results when the natural frequencies are
drawn from a uniform random distribution. Initially, the
system is in a product state where N = 0, the transient
dynamics then causes the formation of entanglement and
anti-diagonal coherences which decay away at a rate set
by δ. We show how this entanglement forms [Figs. 5(c-
d)]: despite having mismatched frequencies and phases
the spins lock to an intermediate limit cycle with iden-
tical phase and frequency - which is twice the average
of the natural frequencies ω¯j (due to the factor of 2 in
Eq. (13)). The life-time of this cycle is large and as
δ → 0 diverges to infinity, evidenced by the tongue-like
behaviour seen in Figs. 5(a-b). These figures show how
the corresponding measures act as strong witnessess to
the synchronisation in the system - emphasizing its quan-
tum nature.
The imaginary eigenmodes in Eq. (3) are
translationally-invariant and hence the robust, synchro-
nised behaviour observed [Fig. 5] is the result of a second-
order response to the detuning. The cross-sections in-
cluded in Fig. 5b are evidence of this. At a given time
the coherences are well-approximated by a gaussian pro-
file (see SM) as a function of the detuning. Meanwhile
at a given detuning the coherences decay away exponen-
tially as a function of time, the decay rate d is propor-
tional to the square of the detuning (see SM for numerical
evidence of this). Furthermore, we explicitly show this
non-linear scaling in Fig. 6. We calculate the shift in the
imaginary eigenvalues, |λ − λ(0)| (see Sec. (II C)) from
7FIG. 5. a-b) Plot of synchronisation witnesses vs time and detuning for the Master Equation in Eq. (27) with N = 3.
The system is initialised in the state |ψ(0)〉 = |→ 00〉, where |→〉 = 1√
2
(|↑〉 + |↓〉), and evolved in time with parameters
{ω1, ω2, ω3} = {1.0− δ, 1.0, 1.0+ δ}J, γ = 2.0J,∆ = 0.5J . Insets, top-left) Cross-section (orange) of these measures versus time
at detuning δ = −0.075. top-right) Cross-section (white) of these measures versus detuning at time tJ = 250.0. The parameters
d and c are constants used to parametrise the cross-sections (see SM). a) Synchronisation is measured by the average negativity,
see Eq. (17), for each site. b) Synchronisation is measured as the total magnitude of the off-diagonal coherences, see Eq. (17).
(c) Example dynamics of 〈(Sxj )2〉 for the same system except with specific natural frequencies {ω1, ω2, ω3} = {0.4, 0.45, 0.5}J
and dephasing γ = 1.0J . Inset) Pearson Coefficient, see Eq. (16), for the two functions 〈(Sx1 )2〉 and 〈(Sx2 )2〉 from time tJ = 5
to tJ = 20. d) Prevalence of angular frequencies, extracted from the distribution of angular frequencies created using the
the time-periods between successive turning points for the oscillations in c) but up to tJ = 100.0. Dashed lines indicate the
expected delta function in the prevalence, based on each spin’s natural frequency. The central line is twice the average of the
natural frequencies ω¯j .
their original value λ(0) at δ = 0 as a function of the
detuning δ. There is no noticeable shift to first order in
δ - the fitted curve is proportional to δ2. Notably, the
highest imaginary eigenmode ρN1,0 = |↑↑ ...〉 〈↓↓ ...| is al-
ways unshifted, and remains imaginary regardless of the
FIG. 6. a) Spectrum of eigenvalues close to the real axis
for the Liouvillian in Eq. (27) with ∆ = 0.5J , γ = 2.0J ,
{ω1, ω2, ω3} = {1.0 − δ, 1.0, 1.0 + δ}J and δ = 0.07. Orange
coloured eigenvalues are those which lie on the imaginary axis
when δ = 0, they are shifted from the axis due to the finite
value of δ. (b) Scaling of the distance shifted |λ−λ(0)|, in the
complex plane, as a function of δ, where λ is the new eigen-
value and λ(0) is the original imaginary eigenvalue when δ = 0.
Curves are for the two circled eigenvalues in a), which shows
the specific example δ = 0.07. Dashed curves are quadratic
fits.
distribution of natural frequencies.
B. Many-body synchronisation in the Hubbard
model
As our second example, we take the 1D N -site Hub-
bard model [36] in, potentially, disordered magnetic and
chemical fields. We focus on 1D lattices for numerical
tractability, nonetheless it should be emphasized that
these results are solely based on symmetry and thus can
be observed in any bi-partite d-dimensional realisation of
the Hubbard model. The Hamiltonian reads
H = −τ
∑
〈jl〉,σ
(c†σ,jcσ,l + h.c) + U
∑
j
n↑,jn↓,j
+
∑
j
ωj(n↑,j − n↓,j) +
∑
j
µj(nj,↑ + nj,↓), (18)
where c†σ,j and its adjoint are the usual creation and an-
nihilation operators for a fermion of spin σ ∈ {↑, ↓} on
site j. Additionally, nσ,j is the number operator for a
particle of spin σ on site j and τ , U , ωj and µj play the
role of kinetic, interaction, magnetic and chemical energy
scales respectively.
We then couple the system to a bath which induces
spin-agnostic dephasing on each site. Hence, the sys-
tem’s time evolution can be described by the Lindblad
8FIG. 7. a) Dynamics of 〈Sxj 〉 for a quench of the N =
15 site charge-dephased Hubbard model described by the
Master Equation in Eq. (19). Parameters are γ =
2.5τ, U = 1.0τ, ωj = 1.5τ ∀j, µj ∈ Rand[0.0, 0.2]τ where
Rand[0.0, 0.2]τ is a uniformly-drawn random number on the
specified interval. The initial state is |ψ(0)〉 = ⊗5j=1 |χ〉 where
|χ〉 = |←↓↑〉 and →,←, ↑ and ↓ correspond to each site be-
ing polarised in the positive x-direction, negative x-direction,
positive z and negative z-direction respectively. b) Pearson
time-correlation coefficient for each possible pair of functions
from a). The time-averaged window is a rolling window with
width ∆t = 0.5tτ centred at time tτ .
Equation:
∂ρ
∂t
= Lρ = −i[H, ρ] + γ
N∑
j=1
njρnj − 1
2
{(nj)2, ρ},
nj = nj,↑ + nj,↓. (19)
The case ωj = ω ∀j of this model was originally stud-
ied in Ref. [26]. In this regime the system is known
to possess a strong dynamical symmetry as the mag-
netic field breaks the spin SU(2) symmetry of the model:
[H,S±] = ωS±, [Lj , S±] = 0 ∀j, where S+ =
∑
j c
†
j,↑cj,↓
is the global magnetic raising operator. In this case there
is a single strong dynamical symmetry operator which
can be used to form the set of equidistant imaginary
eigenmodes
ρnm ∝ (S+)nρss(S−)m, Lρnm = iω(m− n)ρnm. (20)
These modes cause the existence of a persistent limit
cycles in the magnetisation (in the x and y directions)
of the system. For example, by defining the operator
X =
∏
j∈B S
x
j (where B = {a, b, c..} is a set of M sites
containing no duplicates) we can use Eq. (5) to prove
(see SM):
lim
t→∞〈X〉(t) =
bM/2c∑
i=0
Di cos ((2i+ d)ωt) , d = M mod 2,
(21)
where the coefficients Di are set by the initial state of
the system. The imaginary modes in Eq. (20) are com-
pletely translationally symmetric (see Ref. [26] for the
explicit form of the steady state) and thus this observ-
able is depent only on the cardinality M of the set B,
not the specific sites within the set.
As a result, even in the presence of disorder in the
chemical potential, the system displays perfectly synchro-
nised magnetic oscillations in the long-time limit. This
will occur for a wide range of specific parameters and
initial states of the system, the only requirements are
that the appropriate coefficients, Di, are finite and the
hopping amplitude τ (which couples the different sites
together) is non-zero. Moreover, in the thermodynamic
limit, initial states which have limN→∞〈Sx〉/N 6= 0 will
ensure the long-time synchronised oscillations in 〈Sxj 〉
have a finite amplitude [26]. Similarly to the previous
example these oscillations are underpinned by long-range
correlations in the system which arise due to the entan-
gled nature of the long-time density matrix. We demon-
strate these features in the following numerics, showing
how the existence of a strong dynamical symmetry fa-
cilitates quantum synchronisation in a fully many-body
quantum system.
In order to increase the system size accessible to our
numerical calculations, we have used a ‘quantum trajec-
tories’ approach [37] to perform a stochastic unravelling
of Eq. (19) and simulate the dynamics at the level of an
ensemble of pure wavefunctions. Furthermore in Fig. 7,
as the simulation is only on a short time-scale, we were
able to use the time-evolving block decimation [38] al-
gorithm on a Matrix Product State [39] decomposition
of the trajectory wavefunctions, further increasing the
available system size. These simulations were performed
with the aid of the Tensor Network Theory library [40].
In Fig. 7 we demonstrate the synchronicity which re-
sults from the eigenmodes in Eq. (20). We initialise
the system in a product state and, after quenching un-
der the Master Equation in Eq. (19) observe how the
x-magnetisation on each site synchronises perfectly, os-
cillating at the anticipated frequency. The Pearson coef-
ficient for the magnetisation on any two sites saturates
to 1 in the long-time limit [Fig. 7(b)], with the dip at
tτ ≈ 2 being a transient effect which occurs at the first
turning point in the magnetisation. Further figures, in-
cluding the perfect distance-invariant oscillations of the
two-point correlations, can be found in Ref. [26], where
a possible experimental realisation of the system is also
described.
We now perturb the system from the dynamical sym-
metry regime by setting the natural frequencies ωj to
be inhomogeneous, here we draw them from an evenly
spaced distribution, i.e. ωj+1−ωj = const and ωN−ω1 =
2δ. Again, as for the spin-1 case, we choose this distri-
bution for simplicity, our observations are independent
of the explicit distribution - the key parameter is its
width δ. We initialise the system in a specified state
and time-evolve under the Liouvillian in Eq. (19). In
Fig. 8 we show how, similarly to the previous spin-1 ex-
ample, the system is still attracted to the synchronised
state, in both phase and frequency, on an intermediate
time-scale. There is a significant band of detunings where
the system stays in this long-lived synchronisation phase
(Figs. 8a and b) and the spin on each site locks to the
9FIG. 8. a-b) Plot of synchronisation witnesses vs time and detuning for the charge-dephased Hubbard model with N = 5 sites.
The system is initialised in the state |ψ(0)〉 = |→↑→↑→〉, which has no double occupancies, where →,←, ↑ and ↓ correspond
to each site being polarised in the positive x, negative x, positive z and negative z directions respectively. The system is
then evolved in time with parameters γ = 2.0τ, U = 0.5τ and µj ∈ Rand[0, 0.2]τ where Rand[0, 0.2] is a uniformly-drawn
random number on the specified interval. The magnetic frequencies are uniformly distributed {ω1, ω2, ω3, ω4, ω5} = {1.0 −
δ, 1.0− δ/2, 1.0, 1.0 + δ/2, 1.0 + δ}τ . a) Synchronisation is measured by the average negativity for each site. b) Synchronisation
is measured as the total magnitude of the off-diagonal coherences. (c) Example dynamics of 〈Sxj 〉 for N = 9. The natural
frequencies of the Hamiltonian are: {ω1, ω2, ...} = {1.35, 1.3875, ..., 1.65}τ and other parameters are γ = 0.5τ, U = 1.0τ ,
µj ∈ [0.0, 0.2]τ . The starting state is |ψ(0)〉 = ⊗3j=1 |χ〉 where |χ〉 = |→←→〉. Inset) Pearson Coefficient for the two functions
〈Sx1 〉 and 〈Sx5 〉 over time with a rolling window of ∆t = 2.0tτ . d) Prevalence of different angular frequencies, extracted from
the distribution of angular frequencies created using the the time-periods between successive turning points for the oscillations
in c) but up to tτ = 90.0. Blue and green dashed lines indicate the expected delta function in the prevalence based on the
natural frequency of spins 1 and 9. Red solid line indicates the average of all the natural frequencies ω¯j . Only a subset of sites
are represented in plots c-d) for clarity.
same phase and frequency (which is set by the average
frequency of the individual sites, see Fig. 8d). Remark-
ably, this harmonized response is occuring even in the
presence of both magnetic and chemical disorder - em-
phasizing the robustness of a symmetry-based approach
to observing quantum synchronisation. The imaginary
eigenmodes in Eq. (20) are translationally-invariant and
hence λ(1) evaluates to 0 (see Sec. II C). As with the
previous example, this robust, synchronised behaviour is
a result of a second-order response to the detuning.
IV. CONCLUSION
We have shown how, using a combination of analytics
and numerics, in generic open quantum systems the exis-
tence of a strong dynamical symmetry can facilitate the
combination of entanglement and perfect phase synchro-
nisation between the individual constituents. This is a
direct result of the formation, in the long-time limit, of a
well-defined phase relationship in the off-diagonal coher-
ences of the density matrix, at all length-scales of the sys-
tem. Furthermore, when perturbed from the dynamical
symmetry regime these systems exhibit a second-order
response which results in both phase and frequency lock-
ing throughout the system.
These observations orginate at the level of the symme-
tries of the system. Thus, we believe, this work marks
an important step in understanding how fully-quantum
synchronisation can originate in a wide range of generic
physical systems - as opposed to in a single delicately con-
trolled setup. We anticipate further examples of complex
quantum networks where symmetry can guide the indi-
vidual nodes into an entangled, fully synchronised state.
Finally, we highlight the potential role such a har-
monised response can play in developing quantum
technologies such as atomic clocks and other metro-
logical instruments - which rely on quantum-enhanced
synchronicity and cooperative behaviour in order to
outperform their classical counterparts [41, 42].
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V. SUPPLEMENTAL MATERIAL TO
“QUANTUM SYNCHRONISATION ENABLED
BY DYNAMICAL SYMMETRIES AND
DISSIPATION”
VI. PERTURBATION THEORY ON A
FREQUENCY DETUNED LIOUVILLIAN
We consider a general Liouvillian formed from the
Lindblad equation Lρ = −i[H, ρ] + D[ρ]. The Hamilto-
nian contains, amongst other terms, an inhomogeneous
field
∑
j ωjfj where fj is some local field operator. We
can split the Hamiltonian into two terms, a homogeneous
part:
∑
j ω¯jfj and an inhomogeneous part:
∑
j δjfj
where ωj = ω¯j + δj and ω¯j is the average natural fre-
quency. We then, correspondingly, split the Liouvillian
into a perturbed and an unperturbed part, scaling by
1/ω¯j :
L = L(0) + L(1),  = δ¯j
ω¯j
,
L(0) = − i
ω¯j
[H −
∑
j
δjfj , •] +
1
ω¯j
D[•],
L(1) = −i
∑
j
δj
δ¯j
fj , •
 , (22)
with δ¯j is the average over the set of detunings {δj}.
We work in superket and superbra form and assume
that the unperturbed Liouvillian L(0) contains a series of
imaginary eigenvectors and values L(0)|ρ(0)i 〉〉 = λ(0)i |ρi〉〉,
Re(λ
(0)
i ) = 0, indexed by i. We let 〈〈σ(0)i | denote the
corresponding left-eigenvectors 〈〈σ(0)i |L(0) = λ(0)i 〈〈σ(0)i |.
For small  << 1 we expand the eigenvectors and values
of the new Liouvillian L as a peturbative power series on
the previous, i.e.
|ρi〉〉 = |ρ(0)i 〉〉+ |ρ(1)i 〉〉+ 2|ρ(2)i 〉〉+ . . . ,
〈〈σi| = 〈〈σ(0)i |+ 〈〈σ(1)i |+ 2〈〈σ(2)i |+ . . . , (23)
λi = λ
(0)
i + λ
(1)
i + 
2λ
(2)
i + . . . .
We also know that the orthonormality condition
〈〈σi|ρj〉〉 = Tr(σ†i ρj) = δi,j must hold ∀ - where we have
defined σi and ρj as the matrix forms of the correspond-
ing superket and superbras. Using this condition, to 0th
and 1st order, we have
Tr
((
σ
(0)
i
)†
ρ
(0)
j
)
= Tr
((
σ
(1)
i
)†
ρ
(0)
j +
(
σ
(0)
i
)†
ρ
(1)
j
)
=
δij . (24)
We now simplify the known expression 〈〈σi|L|ρi〉〉 =
λi〈〈σi|ρi〉〉 by subsitituting the expansions in Eq. (24)
and converting to matrix form. As a result we find the
first order correction to the imaginary eigenvalue:
λ
(1)
i = Tr
((
σ
(0)
i
)†
L(1)ρ(0)i
)
. (25)
For imaginary eigenmodes formed from a strong dynami-
cal symmetry [26] it can be proved that the left and right
eigenmodes are the same, i.e. 〈〈σ(0)i | = 〈〈ρ(0)i | and so
λ
(1)
i = Tr
((
ρ
(0)
i
)†
L(1)ρ(0)i
)
= −i
∑
j
δj
δ¯j
Tr
((
ρ
(0)
i
)†
fjρ
(0)
i −
(
ρ
(0)
i
)†
ρ
(0)
i fj
)
. (26)
If the mode ρ
(0)
i is translationally invariant (i.e. it is un-
changed under a permutation of any pair of sites) then
we notice that the trace in Eq. (26) is independent of
j. Using the fact
∑
δj = 0 we have λ
(1)
i = 0: i.e for
translationally-invariant imaginary eigenmodes formed
from a strong dynamical symmetry we find that the sys-
tem exhibits a non-linear response to perturbations in
the homogeneity of the natural frequencies. This under-
pins the strong-synchronised response of the two systems
considered in the main text.
VII. IMAGINARY MODES AND STEADY
STATES OF A SPIN 1 CHAIN
Here we prove the existence of certain imaginary modes
and steady states of a dephased XXZ spin-1 chain of
length N . In the main text, we consider the Lindblad
equation
∂ρ
∂t
= Lρ = −i[H, ρ] + γ
N∑
j=1
(Szj )
2ρ(Szj )
2−1
2
{(Szj )4, ρ}
= −i[H, ρ] +D[ρ],
(27)
with the Hamiltonian H
H = ω
N∑
j=1
Szj +
N−1∑
j=1
J
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
+ ∆Szj S
z
j+1.
(28)
We start by proving that any state ρ =
∑Gm
i=1 |mi〉 〈mi|,
where |mi〉 is one of the Gm eigenvectors satisfying
Sz |mi〉 = m |mi〉, is a steady state: Lρ = 0. Firstly we
substitute ρss into Eq. (27) where it is easy to show that
[Szj , |mi〉 〈mi|] = [Szj Szj+1, |mi〉 〈mi|] = D[|mi〉 〈mi|] =
0, ∀m, i, j. Hence, it remains to show
J
N−1∑
j=1
[S+j S
−
j+1 + S
−
j S
+
j+1,
Gm∑
i=1
|mi〉 〈mi|] = 0. (29)
This can be done by considering the two spin-1s on the j
and j + 1 positions for a given |mi〉. Then, we have that
S+j S
−
j+1 |mi〉 is a non-zero vector only if the two spin-
1s are in one of the configurations |0 ↑〉 , |00〉 , |↓↑〉 , |↓ 0〉.
Because, for these configurations, swapping spins j + 1
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and j doesn’t change the mangetisation m we can find al-
ways find the term |mi′〉 〈mi′ | in the steady state, where
|mi′〉 is just |mi〉 with spins j and j + 1 swapped. Equa-
tion (29) then follows from the fact S+j S
−
j+1 |mi〉 〈mi| −
|mi′〉 〈mi′ |S+j S−j+1 = 0, i.e. for every term we can find a
corresponding term to cancel it with.
We can also show that L∑Gmi=1 |mi〉 〈−m′i| =
2imω
∑Gm
i=1 |mi〉 〈−m′i|, where 〈−m′i| is the ‘spin-
flipped’ bra for |mi〉 (i.e. if |21〉 = |0 ↑↑〉
then |−2′1〉 = |0 ↓↓〉). Firstly, it is clear that
[
∑
j S
z
j , |mi〉 〈−m′i|] = 2m |mi〉 〈−m′i|. Secondly, we also
have [Szj S
z
j+1, |mi〉 〈−m′i|] = D[|mi〉 〈−m′i|] = 0 ∀m, i, j.
Finally, by a very similar agument (the term with the
j and j + 1 spins swapped can always be found in∑Gm
i=1 |mi〉 〈−m′i|) to the previous paragraph we find that∑Gm
i=1 |mi〉 〈−m′i| satisfies Eq. (29) in the same manner
as
∑Gm
i=1 |mi〉 〈mi|.
Hence we have another possible steady state:
L∑G0i=1 |0i〉 〈0′i| = 0 and so we can write the full steady
state as
ρss =
N∑
m=−N
( Gm∑
i=1
λm |mi〉 〈mi|
)
+ λ′0
G0∑
i=1
|0i〉 〈0′i| ,
(30)
which is 2N + 2 fold degenerate. The coefficients {λm}
and λ0 must satisfy
λ′0 +
N∑
m=−N
λm
N∑
s=0
(
N
s
)(
N − s
(N − s+m)/2
)
= 1, (31)
in order for Tr(ρss) = 1. The terms in the second sum-
mation are skipped if (N − s+m)/2 is not an integer.
Furthermore, the imaginary eigenmodes ρm1,0 =∑Gm
i=1 |mi〉 〈−m′i| m 6= 0,m = −N, ..., N , which we
proved satisfy Lρm1,0 = 2inωρm1,0, originate as a series of
strong dynamical symmetries [26] of the model because:
[H, ρm1,0] = 2ωmρ
m
1,0, [Lk, ρ
m
1,0] = [L
†
k, ρ
m
1,0] = 0 ∀k,m.
(32)
I.e. for this system the strong dynamical symmetry oper-
ators are the imaginary modes because they return them-
selves upon application to the steady state ρm1,0ρss ∝ ρm1,0
(the steady state is singular). Further application of the
strong dynamical symmetry operators is redundant as
ρm1,0ρ
m
1,0 = 0. For the case when N > 2 and ∆ 6= 0 nu-
merical calculations show that these 2N+2 steady states
and 2N imaginary modes completely span the kernel of
L and thus form a complete description of the system’s
dynamics in the limit t→∞.
VIII. LONG-TIME DYNAMICS OF THE SPIN 1
CHAIN
As the imaginary modes ρm1,0 contain coherences be-
tween the states |↑〉 and |↓〉 then they will only affect
the dynamics of quadratic observables such as (Sxj )
2 and
(Syj )
2. We can always write the long-time density matrix
as:
lim
t→∞ ρ(t) = C0ρss +
((
N∑
m=1
e2iωmtCmρ
m
1,0
)
+ h.c.
)
(33)
where Cm are a series of real coefficients (to ensure her-
micity) associated with the overlap between the initial
state ρ(t = 0) and either the steady state ρss or the
imaginary modes ρm1,0. We also have (ρ
m
1,0)
† = ρ−m1,0 . We
consider the expectation value of the operator (Sxj )
2 =
(1/4)(S+j + S
−
j )
2. As the imaginary modes for which
|m| ≥ 2 must contain at least two flipped spins between
the states |mi〉 and 〈−mi| then we immediately have
Tr(ρm1,0(S
x
j )
2) = 0, |m| ≥ 2 ∀j. Hence, we get:
lim
t→∞〈(S
j
k)
2〉(t)
= C0Tr(ρss(S
x
j )
2) + 2C1 cos(2ωt)Tr(ρ1(S
x
j )
2), (34)
where we have used the fact Tr(ρ−1(Sxj )
2) = Tr(ρ1(S
x
j )
2).
Equation (34) proves the formation of clean, single fre-
quency oscillations in the associated observable. Fur-
thermore, the modes ρss and ρ
m
1,0 are all translationally
invariant and so the oscillations are identical for all spins:
ensuring perfect phase synchronisation.
In order to observe the excitement of higher order
modes we must measure higher order correlators. Specif-
ically consider the operator
X =
∏
j∈{a,b,c..}
(Sxj )
2, |{a, b, c, ..., }| = M (35)
where the set of M sites {a, b, c, ..., } contains no dupli-
cates. Because we now have Tr(ρm1,0X) 6= 0, m ≤M and
Tr(ρm1,0X) = Tr(ρ
−m
1,0 X) then we find
〈X〉 = C0Tr(ρssX) + 2
M∑
m=1
Cm cos(2mωt)Tr(ρ
m
1,0X),
(36)
and see the appearance of higher order frequencies due
to the excitement of higher order imaginary modes. This
explains the Fourier Spectrum observed in Fig. 4b) in
the main text.
IX. PARAMETRISING THE CROSS-SECTIONS
OF THE FREQUENCY-DETUNED SPIN-1
CHAIN
In the main text we considered the response of the
system when the magnetic field is inhomogeneous, i.e.
the system’s dynamics is modelled by Eq. (27) with the
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FIG. 9. a-b) Reproduced from main text, plot of synchronisation witnesses vs time and detuning for the dephased spin-1 chain
described by Eq. (27) and with N = 3. The system is initialised in the state |ψ(0)〉 = |→ 00〉, where |→〉 = 1√
2
(|↑〉 + |↓〉),
and evolved in time with parameters {ω1, ω2, ω3} = {1.0− δ, 1.0, 1.0 + δ}J, γ = 2.0J,∆ = 0.5J . Insets, top-left) Cross-section
(orange) of these measures versus time at detuning δ = −0.075. top-right) Cross-section (orange) of these measures versus
detuning at time tJ = 250.0. The parameters d and c are used to parametrise the cross-sections. a) Synchronisation is measured
by the average negativity for each site. b) Synchronisation is measured as the total magnitude of the off-diagonal coherences.
c) Natural logarithm of the off-diagonal coherences C versus the detuning, taken from the inset in the top right of b). Dotted
line is a quadratic fit over δ ∈ [−0.1, 0.1] d) Decay coefficient d (fitted to the exponential decay of C versus time tT ) versus
detuning. Dotted line is a quadratic fit over δ ∈ [−0.1, 0.1].
FIG. 10. a-b) Plot of synchronisation witnesses vs time and detuning for Eq. (27). The system is initialised in the state
|ψ(0)〉 = |→ 00〉 and evolved in time with parameters ωj = (1 + j)J, γ = 2.0J,∆ = 0.5J and random detuning j ∈ [0, δ]
where [0, δ] is a uniform random distribution over the specified interval. The Synchronisation measures are then averaged over
100 instances of disorder associated with the detuning. Insets) top-left, orange, shows the witness versus time at detuning
δ = −0.25. Top-right, white, shows the witness versus detuning at time tJ = 55.0. a) Synchronisation is measured by the
average negativity, N¯j , for each site. b) Synchronisation is measured as the total magnitude of the off-diagonal coherences C. c)
Example dynamics of 〈(Sxj )2〉 for the same system except with specific natural frequencies {ω1, ω2, ω3} = {1.258, 1.210, 1.160}J
(drawn from a uniform random distribution). d) Prevalence of angular frequencies, extracted from the distribution of angular
frequencies created using the the time-periods between successive turning points for the oscillations in c) but up to tJ = 100.0.
The central line is twice the average of the spin’s natural frequencies ω¯j .
Hamiltonian now of the form
H =
N∑
j=1
ωjS
z
j +
N−1∑
j=1
J
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
+ ∆Szj S
z
j+1.
(37)
where the ωj are a series of natural frequencies associ-
ated with each spin j. We then considered how, for a
given range of natural frequencies, synchronisation wit-
nesses such as the negativity Nj(ρ) = ||ρ
Tj ||−1
2 [35] or
off-diagonal coherences C = ∑i 6=j |ρij | [11] evolve in
time. For the example in the main text we consid-
ered N = 3 with the natural frequencies equally spaced
{ω1, ω2, ω3} = {1−δ, 1, 1+δ}J , which produced the maps
in Fig. 9(a-b), showing the witnesses as a function of time
and detuning.
We now parametrise the cross-sections in Fig. 9(b). In
Fig. 9(c we show how, at a given time, and for sufficiently
small detunings, the off-diagonal coherences C are well-
described by a Gaussian curve as a function of the detun-
ing. Furthermore, in Fig. 9(d) we calculate the decay co-
efficient (for the exponential decay of the off-diagonal co-
herences C versus time) versus δ, showing how, for small
detunings, d ∝ δ2. In Figs. 9(c-d) the tails of the dis-
tribution aren’t captured by this parametrisation due to
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numerical precision (both synchronisation quantities are
very close to 0 for large detunings). This parametrisation
also holds for the cross-sections of the average negativity
N¯j in Fig. 9(b).
X. FURTHER PLOTS OF THE
FREQUENCY-DETUNED SPIN-1 CHAIN
In Figure 5 of the main text we showed how, when
the natural frequencies of the spins in the chain are
inhomogeneous, the system still locks to a long-lived,
synchronised cycle with a frequency which is the aver-
age of their natural frequencies. This response emerges
as a tongue-like profile in the witnesses C and N¯j as a
function of detuning δ and time. In the main text, for
simplicity, we considered the case where {ω1, ω2, ω3} =
{1.0− δ, 1.0, 1.0 + δ}, i.e. the natural frequencies form a
uniform sequence. Here, in Fig. 10, we show that this dis-
tribution is arbitrary, showing how similar tongues and
cross-sections emerge when the natural frequencies are
drawn from a uniform random distribution of width δ.
The spins are able to lock to an intermediate cycle with
a frequency which is twice the average of the natural fre-
quencies ω¯j .
XI. PERSISTENT LIMIT CYCLES OF THE
CHARGE-DEPHASED HUBBARD MODEL
Now, we turn our attention to the Hubbard model.
The Lindblad equation in this case reads
∂ρ
∂t
= Lρ = −i[H, ρ] + γ
N∑
j=1
Szj ρS
z
j−
1
2
{Szj , ρ}
= −i[H, ρ] +D[ρ], (38)
with the Hamiltonian H
H = −τ
∑
〈jl〉,σ
(c†σ,jcσ,l + h.c) +
∑
j
Un↑,jn↓,j + ω
∑
j
Szj ,
Szj = n↑,j − n↓,j .
(39)
It is known [26] that the imaginary eigenmodes of this
Liouvillian are:
ρnm = (A)
nρss(A
†)m, Lρnm = i(m− n)ωρnm,
A = S+ =
∑
j
c†j,↑cj,↓ (40)
where ρss is a grand-canonical-like state containing the
strong-symmetries of the system [26, 29, 32] and ρ†n,m =
ρm,n. Thus in the long-time limit the state of the system
can be written as
lim
t→∞ ρ(t) =
∑
n,m
n≥m
Cn,me
i(m−n)ωtρn,m + h.c., (41)
where the Cn,m are a series of real coefficients associated
with the overlap between the initial state and the modes
ρn,m. We calculate the expectation value of the operator
Sxj
lim
t→∞〈S
x
j 〉(t) =
∑
n,m
n≥m
Cn,me
i(m−n)ωtTr
(
Sxj ρn,m
)
+ h.c..
(42)
By expressing Sxj in terms of raising and lowering
operators and using the fact that a) Tr
(
Sxj ρn,m
)
=
Tr
(
Sxj ρm,n
)
and b) the trace vanishes unless |m−n| = 1
(as the operator Sxj ρn,m will have no diagonal elements
in the eigenbasis of ρss) we get
lim
t→∞〈S
x
j 〉(t) = 2 cos(ωt)
∑
n=1
Cn,n−1Yn,n−1, (43)
with Yn,n−1 = Tr
(
Sxj ρn,n−1
)
= Tr
(
Sxj ρn−1,n
)
. Hence,
we see persistent oscillations in Sxj , which are centred
around the x-axis. The modes ρn,m are completely trans-
lationally invariant and thus the spins on each site will
synchronise to limit cycles perfectly in phase, regardless
of the initial state. We can immediately treat higher or-
der modes through the operator
X =
∏
j∈{a,b,..}
Sxj , |{a, b, ...}| = M, (44)
where the set of M sites {a, b, c, ..., } contains no dupli-
cates. We can calculate the expectation value of this
operator by expanding it in terms of raising and lower-
ing operators and using the fact the trace of each term
is only non-vanishing if the difference between the num-
ber of raising and lowering operators is equal to |m− n|.
Thus, we get
lim
t→∞〈X〉(t) =
bM/2c∑
i=0
Di cos ((2i+ d)ωt) , d = M mod 2,
(45)
where the Di’s are a series of coefficients based on the
initial state and the various traces between the ρn,ms and
products of local spin-raising and lowering operators.
