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Optimal allocation in stratified sampling
• When the strata variances are unknown, Neyman’s allocation cannot be 
computed
• Adaptive sampling useful to gain the missing information through the 
results obtained along the way Stein (1949), Chow and Robbins (1965), Ray 
(1957) for infinite populations
• For stratified finite populations, Thompson and Seber (1996) adaptive 
approach in K phases (phases are sampling steps) and estimator of 
population mean given by weighted mean of estimates at the various 
phases. Unbiased if weights fixed in advance and each stratum sampled at 
each phase.
• Carfagna (2007) two steps adaptive procedure (TSPRN) with the use of 
permanent random numbers (Ohlsson, 1995), pursues Neyman’s allocation 
and allows to get unbiased and more efficient estimators than through 
Thompson and Seber’s method when K = 2.
Optimal allocation in stratified sampling
• TSPRN procedure, at the second step, allows selecting supplementary 
units only in those strata where supplementary selection is necessary, 
not in all the strata
• Carfagna and Marzialetti (2009) extended TSPRN procedure to 
sequential setting, introducing adaptive sequential procedure with 
permanent random numbers (ASPRN) which allocates one sampling 
unit at each step
• More efficient estimates than Thompson and Seber’s method and 
generally than the TSPRN procedure. 
• When cost function with relevant step cost and budget constraints, 
ASPRN may be less efficient than TSPRN (Carfagna et al. (2012)). 
• Need of finding most efficient optimal adaptive sequential procedure, 
given a cost function.
Adaptive group sequential procedure with 
permanent random numbers (AGSPRN) 1
• We propose adaptive group sequential procedure with permanent random numbers 
(AGSPRN)
• Given a population of size N divided into H strata of size 𝑁1, … , ,𝑁𝐻, for any integer 
𝑞 ∈ [1, 𝑁 − 𝑛0], where 𝑛0 is the preliminary or first step sample size, AGSPRN:
• (i) assign a random number to each unit in each stratum, then order the units 
according to the   associated number; 
• (ii) at the first step [k = 1] select a first stratified random sample of size 𝑛0 with 
probability proportional to stratum size, selecting at least two sample units per 
stratum and estimate the variance inside each stratum; 
• (iii) compute Neyman’s allocation with sample size 𝑛 = 𝑛0 + 𝑞 and select 𝑞 sample 
units only in the strata with positive difference between Neyman’s allocation and 
actual one (allocation proportional to this difference). Then estimate the parameter 
of interest and its precision; 
• (iv) if stopping rule is satisfied, or units of the population are all drawn, stop the 
process; otherwise estimate the strata variances and start again from step (iii) using a 
sample size equal to 𝑛 + 𝑞.
Adaptive group sequential procedure with 
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• Let 𝐾 denote the step where the stopping rule is satisfied. 
• The stratified mean estimator in 𝐾 generated by the AGSPRN procedure that 
adds 𝑞 units at each step is given by:
• ത𝑦𝑠𝑡𝐾(𝐾, 𝑞) = σℎ=1
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• where ℎ refers to the stratum, ത𝑦ℎ𝐾 is the sample mean of stratum ℎ after 𝐾
steps, 𝑛ℎ𝐾 is the sample size in stratum ℎ after 𝐾 steps, 𝑦𝑖ℎ𝐾 is the value of  𝑌 for 
unit 𝑖 selected in stratum ℎ after 𝐾 steps. 
• Its variance:
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• where 𝜎ℎ
2 is the variance of 𝑌 in stratum ℎ and the expected value is taken with 
respect to all the possible realizations of the allocations 𝑛ℎ𝐾 at the 𝐾th step
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• Since we don’t know the strata variances 𝜎ℎ
2𝑠, for ℎ = 1,… ,𝐻 , we estimate 
them at each step through 𝑆ℎ
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, for ℎ = 1,… ,𝐻. 
• Thus, an estimator of 𝑉 ത𝑦𝑠𝑡𝐾; 𝐾, 𝑞 is:
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• 𝐶 = 𝐶 𝐾, 𝑞 = 𝐶0 + 𝑐𝑛 𝑛0 + 𝑞 𝐾 − 1 + 𝑐𝑘𝐾
• where 𝐶0 is fixed cost, 𝑐𝑛 is cost per unit, 𝑐𝑘 is cost per step and 𝐾 is total 
number of steps performed by AGSPRN procedure before stopping
• Stopping rule = depletion of budget.
• Aim: finding optimal AGSPRN procedure that minimizes variance of stratified 
mean estimator given by the linear function for a fixed 𝐶
Monte Carlo simulation with known Gaussian 
distribution
• Optimum combination of number of steps K and number of units 
per step q
• For each constrained pair (𝐾, 𝑞)𝑐 ∈ ℋ(𝐾,𝑞)𝑐, we perform AGSPRN 
procedure R times
• for each time, we estimate variance of stratified mean estimator 
෠𝑉 ത𝑦𝑠𝑡𝐾; 𝐾, 𝑞
• Compute average among R values of ෠𝑉 ത𝑦𝑠𝑡𝐾; 𝐾, 𝑞 , obtaining 
Monte Carlo estimator variance ෠𝑉𝑅 ത𝑦𝑠𝑡𝐾; 𝐾, 𝑞 for each 
constrained pair (𝐾, 𝑞)𝑐. 
• The pair that generates estimator with lowest Monte Carlo variance 
is the optimal AGSPRN procedure in presence of budget constraints.
Results of Monte Carlo simulation with known 
Gaussian distribution
𝑐𝑛 𝑐𝑘 𝐾𝑜𝑝𝑡 𝑞𝑜𝑝𝑡 ത𝑦𝑠𝑡𝐾 ෠𝑉
𝑅 ത𝑦𝑠𝑡𝐾; 𝐾, 𝑞 MCE 𝑛
2 4 4 54 391.53 175.80 0.221 202
2.5 4 5 30 391.42 221.07 0.277 160
3 4 5 23 391.54 268.12 0.336 132
4 4 5 15 391.87 357.63 0.473 100
𝑐𝑛 𝑐𝑘 𝐾𝑜𝑝𝑡 𝑞𝑜𝑝𝑡 ത𝑦𝑠𝑡𝐾 ෠𝑉
𝑅 ത𝑦𝑠𝑡𝐾; 𝐾, 𝑞 MCE 𝑛
2 2 5 41 391.59 173.05 0.216 204
2 4 4 54 391.53 175.80 0.221 202
2 6 3 80 391.52 180.23 0.219 200
2 8 3 79 391.57 181.87 0.222 198
𝐾 𝑞 ത𝑦𝑠𝑡𝐾 ෠𝑉
𝑅 ത𝑦𝑠𝑡𝐾; 𝐾, 𝑞 MCE 𝑛 𝑛0
Optimal AGSPRN
4 54 391.53 175.80 0.221 202 40
TSPRN
2 166 391.71 195.43 0.233 206 40
ASPRN
57 1 391.84 365.76 0.500 96 40
STRS
1 0 391.72 297.04 0.300 207 207
Table 2: Effect of the cost components for normally distributed data in presence of budget constraints.
Optimal AGSPRN procedure with unknown 
population parameters in each stratum 1
• (i) at the first step 𝑘 = 1 select a first stratified random sample of 
size 𝑛0 with proportional allocation, selecting at least two sample 
units per stratum and estimate the variance inside each stratum; 
• (ii) make some assumptions on the distribution form of 𝑌 inside 
each stratum using the selected units, estimate the parameters and 
generate from that distribution 𝑁ℎ − 𝑛0
ℎ values, ℎ = 1,… ,𝐻, such 
that all the finite population of size 𝑁 is obtained; here 𝑛0
ℎ is the 
integer part rounding to the floor of the 𝑛0 units allocated to 
stratum ℎ; 
• (iii) using the estimated population, simulate R times the AGSPRN 
procedure with different values of 𝑞 and choose the optimal pair 
𝐾𝑜𝑝𝑡, 𝑞𝑜𝑝𝑡 that minimizes the estimator variance given budget 
constraints;
Optimal AGSPRN procedure with unknown 
population parameters in each stratum 2
• (iv) compute Neyman’s allocation with sample size 
𝑛 = 𝑛0 + 𝑞𝑜𝑝𝑡 and select 𝑞𝑜𝑝𝑡 sample units only in the strata 
with positive difference between Neyman’s allocation and the 
actual one (the allocation is proportional to this difference). 
Then estimate the parameter of interest and its precision; 
• (v) if the stopping rule is satisfied and 𝐾𝑜𝑝𝑡 = 2 stop the 
process, otherwise start again from step (ii) fixing 
𝑛0 = 𝑛0 + 𝑞𝑜𝑝𝑡 and 𝐶0 = 𝐶0 + 𝑐𝑘. 
• Number of units added at each step can vary from step to 
step, depending on the updated population.
Results
• The results obtained by estimating the population step by step 
and those generated in the ideal situation of a known 
population coincide: this confirms the validity of the method 
proposed in this section.
𝐾 𝑞 ത𝑦𝑠𝑡𝐾 ෠𝑉
𝑅 ത𝑦𝑠𝑡𝐾; 𝐾, 𝑞 MCE 𝑛 𝑛0
Optimal AGSPRN
4 54 391.53 175.80 0.221 202 40
TSPRN
2 166 391.71 195.43 0.233 206 40
ASPRN
57 1 391.84 365.76 0.500 96 40
STRS
1 0 391.72 297.04 0.300 207 207
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