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Abstract
We study fine potential theory and in particular partitions of unity in qua-
siopen sets in the case p = 1. Using these, we develop an analog of the discrete
convolution technique in quasiopen (instead of open) sets. We apply this tech-
nique to show that every function of bounded variation (BV function) can be
approximated in the BV and L∞ norms by BV functions whose jump sets are of
finite Hausdorff measure. Our results seem to be new even in Euclidean spaces
but we work in a more general complete metric space that is equipped with a
doubling measure and supports a Poincare´ inequality.
1 Introduction
In Euclidean spaces, a standard and very useful method for approximating a func-
tion of bounded variation (BV function) by smooth functions in a weak sense is to
take convolutions with mollifier functions. In the setting of a more general doubling
metric measure space, an analog of this method is given by so-called discrete convo-
lutions. These are constructed by means of Lipschitz partitions of unity subordinate
to Whitney coverings of an open set, and they possess most of the good properties
of standard convolutions. Discrete convolutions and their properties have been con-
sidered e.g. in [25, 26, 36]. Whitney coverings and related partitions of unity were
originally developed in [13, 37, 42].
In open sets, it is of course easy to pick Lipschitz cutoff functions that are then
used in constructing a partition of unity. On the other hand, being limited to open
sets is also a drawback of (discrete) convolutions; sometimes one may wish to smooth
out a function in a finer way. In potential theory, one sometimes works with the
concept of quasiopen sets. For nonlinear potential theory and its history in the
Euclidean setting, in the case 1 < p <∞, see especially the monographs [1, 23, 38].
Nonlinear fine potential theory in metric spaces has been studied in several papers
in recent years, see [7, 8, 9]. The typical assumptions on a metric space, which we
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make also in the current paper, are that the space is complete, equipped with a
doubling measure, and supports a Poincare´ inequality; see Section 2 for definitions.
Much less is known (even in Euclidean spaces) in the case p = 1, but certain
results of fine potential theory when p = 1 have been developed by the author in
metric spaces in [28, 29, 30]. In quasiopen sets, the role of Lipschitz cutoff functions
needs to be taken by Sobolev functions (often called Newton-Sobolev functions in
metric spaces). A theory of Newton-Sobolev cutoff functions in quasiopen sets when
p = 1 was developed in [29], analogously to the case 1 < p < ∞ studied previously
in [7]. In the current paper we apply this theory to construct partitions of unity in
quasiopen sets, and then we develop an analog of the discrete convolution technique
in such sets. This is given in Theorem 4.6 and is, as far as we know, new even in
Euclidean spaces.
As an application, we prove a new approximation result for BV functions. The
jump set of a BV function is always σ-finite, but not necessarily finite, with respect
to the codimension one (in the Euclidean setting, n − 1-dimensional) Hausdorff
measure. On the other hand, in the study of minimization problems one often
considers subclasses of BV functions for which the jump set is of finite Hausdorff
measure. Approximation results for this kind of BV functions by means of piecewise
smooth functions were studied recently in [14]. In the current paper, we prove that
it is possible to approximate an arbitrary BV function by BV functions whose jump
sets are of finite Hausdorff measure, in the following sense.
Theorem 1.1. Let Ω ⊂ X be an open set and let u ∈ BV(Ω). Then there exists a
sequence (ui) ⊂ BV(Ω) such that ‖ui−u‖BV(Ω)+‖ui−u‖L∞(Ω) → 0, and H(Sui) <∞
for each i ∈ N.
This is given (with more details) in Theorem 5.3. Note that here the approxi-
mation is not only in the usual weak sense but in the BV norm. Yet the most subtle
problem seems to be to obtain approximation simultaneously in the L∞ norm; for
this the usual (discrete) convolution method seems too crude, demonstrating the
need for the “quasiopen version”.
2 Definitions and assumptions
In this section we present the notation, definitions, and assumptions used in the
paper.
Throughout the paper, (X, d, µ) is a complete metric space that is equipped
with a metric d and a Borel regular outer measure µ satisfying a doubling property,
meaning that there exists a constant Cd ≥ 1 such that
0 < µ(B(x, 2r)) ≤ Cdµ(B(x, r)) <∞
for every ball B(x, r) := {y ∈ X : d(y, x) < r}. When we want to state that a
constant C depends on the parameters a, b, . . ., we write C = C(a, b, . . .). When a
property holds outside a set of µ-measure zero, we say that it holds almost every-
where, abbreviated a.e.
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All functions defined on X or its subsets will take values in [−∞,∞]. As a
complete metric space equipped with a doubling measure, X is proper, that is,
every closed and bounded set is compact. Given a µ-measurable set A ⊂ X, we
define L1loc(A) as the class of functions u on A such that for every x ∈ A there exists
r > 0 such that u ∈ L1(A ∩ B(x, r)). Other local spaces of functions are defined
similarly. For an open set Ω ⊂ X, a function is in the class L1loc(Ω) if and only if it
is in L1(Ω′) for every open Ω′ ⋐ Ω. Here Ω′ ⋐ Ω means that Ω′ is a compact subset
of Ω.
For any set A ⊂ X and 0 < R < ∞, the restricted Hausdorff content of codi-
mension one is defined by
HR(A) := inf
{∑
i∈I
µ(B(xi, ri))
ri
: A ⊂
⋃
i∈I
B(xi, ri), ri ≤ R
}
,
where I ⊂ N is a finite or countable index set. The codimension one Hausdorff
measure of A ⊂ X is then defined by
H(A) := lim
R→0
HR(A).
By a curve we mean a rectifiable continuous mapping from a compact interval
of the real line into X. A nonnegative Borel function g on X is an upper gradient
of a function u on X if for all nonconstant curves γ, we have
|u(x) − u(y)| ≤
∫
γ
g ds, (2.1)
where x and y are the end points of γ and the curve integral is defined by means of an
arc-length parametrization, see [24, Section 2] where upper gradients were originally
introduced. We interpret |u(x) − u(y)| = ∞ whenever at least one of |u(x)|, |u(y)|
is infinite.
We say that a family of curves Γ is of zero 1-modulus if there is a nonnegative
Borel function ρ ∈ L1(X) such that for all curves γ ∈ Γ, the curve integral
∫
γ
ρ ds
is infinite. A property is said to hold for 1-almost every curve if it fails only for a
curve family with zero 1-modulus. If g is a nonnegative µ-measurable function on X
and (2.1) holds for 1-almost every curve, we say that g is a 1-weak upper gradient
of u. By only considering curves γ in a set A ⊂ X, we can talk about a function g
being a (1-weak) upper gradient of u in A.
For a µ-measurable set H ⊂ X, we define
‖u‖N1,1(H) := ‖u‖L1(H) + inf ‖g‖L1(H),
where the infimum is taken over all 1-weak upper gradients g of u in H. The
substitute for the Sobolev space W 1,1 in the metric setting is the Newton-Sobolev
space
N1,1(H) := {u : ‖u‖N1,1(H) <∞},
which was first introduced in [41]. We also define the Dirichlet space D1(H) con-
sisting of µ-measurable functions u on H with an upper gradient g ∈ L1(H) in H.
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Both spaces are clearly vector spaces and by [5, Corollary 1.20] (or its proof) we
know that each is also a lattice, so that
if u, v ∈ D1(X), then min{u, v}, max{u, v} ∈ D1(X). (2.2)
For any H ⊂ X, the space of Newton-Sobolev functions with zero boundary values
is defined as
N1,10 (H) := {u|H : u ∈ N
1,1(X) and u = 0 on X \H}.
This space is a subspace of N1,1(H) when H is µ-measurable, and it can always
be understood to be a subspace of N1,1(X). The class N1,1c (H) consists of those
functions u ∈ N1,1(X) that have compact support in H, i.e. sptu ⊂ H.
Note that we understand Newton-Sobolev functions to be defined at every x ∈ H
(even though ‖ · ‖N1,1(H) is then only a seminorm). It is known that for any u ∈
N1,1loc (H) there exists a minimal 1-weak upper gradient of u in H, always denoted
by gu, satisfying gu ≤ g a.e. in H, for any 1-weak upper gradient g ∈ L
1
loc(H) of
u in H, see [5, Theorem 2.25]. Sometimes we also use the notation gu,H to specify
that we mean the minimal 1-weak upper gradient of u in H, even though u may be
defined in a larger set.
We will assume throughout the paper that X supports a (1, 1)-Poincare´ inequal-
ity, meaning that there exist constants CP > 0 and λ ≥ 1 such that for every ball
B(x, r), every u ∈ L1loc(X), and every upper gradient g of u, we have∫
B(x,r)
|u− uB(x,r)| dµ ≤ CP r
∫
B(x,λr)
g dµ, (2.3)
where
uB(x,r) :=
∫
B(x,r)
u dµ :=
1
µ(B(x, r))
∫
B(x,r)
u dµ.
The 1-capacity of a set A ⊂ X is defined by
Cap1(A) := inf ‖u‖N1,1(X),
where the infimum is taken over all functions u ∈ N1,1(X) such that u ≥ 1 in A.
If a property holds outside a set A ⊂ X with Cap1(A) = 0, we say that it holds
1-quasieverywhere, or 1-q.e. We know that for any µ-measurable set H ⊂ X,
u = 0 1-q.e. in H implies ‖u‖N1,1(H) = 0, (2.4)
see [5, Proposition 1.61].
The variational 1-capacity of a set A ⊂ H with respect to a set H ⊂ X is defined
by
cap1(A,H) := inf
∫
X
gu dµ,
where the infimum is taken over functions u ∈ N1,10 (H) such that u ≥ 1 in A, and
where gu is the minimal 1-weak upper gradient of u (in X). By truncation, we can
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alternatively require that u = 1 in A. For basic properties satisfied by capacities,
such as monotonicity and countable subadditivity, see e.g. [5]. By [20, Theorem 4.3,
Theorem 5.1] we know that for A ⊂ X,
Cap1(A) = 0 if and only if H(A) = 0. (2.5)
We say that a set U ⊂ X is 1-quasiopen if for every ε > 0 there is an open set
G ⊂ X such that Cap1(G) < ε and U ∪G is open. Given a set H ⊂ X, we say that
a function u is 1-quasi (lower/upper semi-)continuous on H if for every ε > 0 there
is an open set G ⊂ X such that Cap1(G) < ε and u|H\G is finite and (lower/upper
semi-)continuous. If H = X, we do not mention it. It is a well-known fact that
Newton-Sobolev functions are 1-quasicontinuous on open sets, see [11, Theorem 1.1]
or [5, Theorem 5.29]. In fact, by [10, Theorem 1.3] we know that more generally
for a 1-quasiopen U ⊂ X, any u ∈ N1,1loc (U) is 1-quasicontinuous on U. (2.6)
By [5, Proposition 5.23] we also know that for a 1-quasiopen U ⊂ X and functions
u, v that are 1-quasicontinuous on U ,
if u = v a.e. in U, then u = v 1-q.e. in U. (2.7)
More precisely, this result is given with respect to a version of Cap1 defined by
considering U as the metric space, but [10, Proposition 4.2] and [40, Remark 3.5]
guarantee that this does not make a difference.
Next we present the definition and basic properties of functions of bounded
variation on metric spaces, following [39]. See also e.g. the monographs [3, 15, 16,
19, 43] for the classical theory in the Euclidean setting. Given an open set Ω ⊂ X
and a function u ∈ L1loc(Ω), we define the total variation of u in Ω by
‖Du‖(Ω) := inf
{
lim inf
i→∞
∫
Ω
gui dµ : ui ∈ N
1,1
loc (Ω), ui → u in L
1
loc(Ω)
}
, (2.8)
where each gui is the minimal 1-weak upper gradient of ui in Ω. (In [39], local
Lipschitz constants were used in place of upper gradients, but the theory can be
developed similarly with either definition.) We say that a function u ∈ L1(Ω) is of
bounded variation, and denote u ∈ BV(Ω), if ‖Du‖(Ω) < ∞. For an arbitrary set
A ⊂ X, we define
‖Du‖(A) := inf{‖Du‖(W ) : A ⊂W, W ⊂ X is open}. (2.9)
Note that if we defined ‖Du‖(A) simply by replacing Ω with A in (2.8), we
would get a different quantity compared with the definition given in (2.9). However,
in a 1-quasiopen set U these give the same result; we understand the expression
‖Du‖(U) <∞ to mean that there exists some open set Ω ⊃ U such that u ∈ L1loc(Ω)
and ‖Du‖(Ω) <∞.
Theorem 2.10 ([33, Theorem 4.3]). Let U ⊂ X be 1-quasiopen. If ‖Du‖(U) <∞,
then
‖Du‖(U) = inf
{
lim inf
i→∞
∫
U
gui dµ, ui ∈ N
1,1
loc (U), ui → u in L
1
loc(U)
}
,
where each gui is the minimal 1-weak upper gradient of ui in U .
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Note that 1-quasiopen sets are µ-measurable by [6, Lemma 9.3]. We also have
the following lower semicontinuity.
Theorem 2.11 ([33, Theorem 4.5]). Let U ⊂ X be a 1-quasiopen set. If ‖Du‖(U) <
∞ and ui → u in L
1
loc(U), then
‖Du‖(U) ≤ lim inf
i→∞
‖Dui‖(U).
If u ∈ L1loc(Ω) and ‖Du‖(Ω) < ∞, then ‖Du‖ is a Radon measure on Ω by [39,
Theorem 3.4], and we call it the variation measure. The BV norm is defined by
‖u‖BV(Ω) := ‖u‖L1(Ω) + ‖Du‖(Ω).
A µ-measurable set E ⊂ X is said to be of finite perimeter if ‖DχE‖(X) < ∞,
where χE is the characteristic function of E. The measure-theoretic interior of a set
E ⊂ X is defined by
IE :=
{
x ∈ X : lim
r→0
µ(B(x, r) \E)
µ(B(x, r))
= 0
}
, (2.12)
and the measure-theoretic exterior by
OE :=
{
x ∈ X : lim
r→0
µ(B(x, r) ∩ E)
µ(B(x, r))
= 0
}
.
The measure-theoretic boundary ∂∗E is defined as the set of points x ∈ X at which
both E and its complement have strictly positive upper density, i.e.
lim sup
r→0
µ(B(x, r) ∩ E)
µ(B(x, r))
> 0 and lim sup
r→0
µ(B(x, r) \E)
µ(B(x, r))
> 0.
For an open set Ω ⊂ X and a µ-measurable set E ⊂ X with ‖DχE‖(Ω) < ∞, we
know that for any Borel set A ⊂ Ω,
‖DχE‖(A) =
∫
∂∗E∩A
θE dH, (2.13)
where θE : X → [α,Cd] with α = α(Cd, CP , λ) > 0, see [2, Theorem 5.3] and [4,
Theorem 4.6].
For any u, v ∈ L1loc(Ω) and any A ⊂ Ω, it is straightforward to show that
‖D(u+ v)‖(A) ≤ ‖Du‖(A) + ‖Dv‖(A). (2.14)
The lower and upper approximate limits of a function u on an open set Ω are
defined respectively by
u∧(x) := sup
{
t ∈ R : lim
r→0
µ(B(x, r) ∩ {u < t})
µ(B(x, r))
= 0
}
and
u∨(x) := inf
{
t ∈ R : lim
r→0
µ(B(x, r) ∩ {u > t})
µ(B(x, r))
= 0
}
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for x ∈ Ω. Always u∧ ≤ u∨, and the jump set of u is defined by
Su := {u
∧ < u∨} := {x ∈ Ω : u∧(x) < u∨(x)}.
Note that since we understand u∧ and u∨ to be defined only on Ω, also Su is
understood to be a subset of Ω. For u ∈ L1loc(Ω), we have u = u
∧ = u∨ a.e. in
Ω by Lebesgue’s differentiation theorem (see e.g. [22, Chapter 1]). Unlike Newton-
Sobolev functions, we understand BV functions to be µ-equivalence classes. To
consider fine properties, we need to consider the pointwise representatives u∧ and
u∨.
Recall that Newton-Sobolev functions are quasicontinuous; BV functions have
the following quasi-semicontinuity property, which follows from [34, Corollary 4.2],
which in turn is based on [36, Theorem 1.1]. The property was first proved in the
Euclidean setting in [12, Theorem 2.5].
Proposition 2.15. Let Ω ⊂ X be open and let u ∈ L1loc(Ω) with ‖Du‖(Ω) < ∞.
Then u∧ is 1-quasi lower semicontinuous and u∨ is 1-quasi upper semicontinuous
on Ω.
By [4, Theorem 5.3], the variation measure of a BV function can be decomposed
into the absolutely continuous and singular part, and the latter into the Cantor and
jump part, as follows. Given an open set Ω ⊂ X and u ∈ L1loc(Ω) with ‖Du‖(Ω) <∞,
we have for any Borel set A ⊂ Ω
‖Du‖(A) = ‖Du‖a(A) + ‖Du‖s(A)
= ‖Du‖a(A) + ‖Du‖c(A) + ‖Du‖j(A)
=
∫
A
a dµ+ ‖Du‖c(A) +
∫
A∩Su
∫ u∨(x)
u∧(x)
θ{u>t}(x) dt dH(x),
(2.16)
where a ∈ L1(Ω) is the density of the absolutely continuous part and the functions
θ{u>t} ∈ [α,Cd] are as in (2.13). In [4] it is assumed that u ∈ BV(Ω), but the proof
is the same for the slightly more general u that we consider here.
Next we define the fine topology in the case p = 1.
Definition 2.17. We say that A ⊂ X is 1-thin at the point x ∈ X if
lim
r→0
r
cap1(A ∩B(x, r), B(x, 2r))
µ(B(x, r))
= 0.
We also say that a set U ⊂ X is 1-finely open if X \ U is 1-thin at every x ∈ U .
Then we define the 1-fine topology as the collection of 1-finely open sets on X.
We denote the 1-fine interior of a set H ⊂ X, i.e. the largest 1-finely open set
contained in H, by fine-intH. We denote the 1-fine closure of H, i.e. the smallest
1-finely closed set containing H, by H
1
.
We say that a function u defined on a set U ⊂ X is 1-finely continuous at x ∈ U
if it is continuous at x when U is equipped with the induced 1-fine topology on U
and [−∞,∞] is equipped with the usual topology.
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See [30, Section 4] for discussion on this definition, and for a proof of the fact
that the 1-fine topology is indeed a topology. By [28, Lemma 3.1], 1-thinness implies
zero measure density, i.e.
if A is 1-thin at x, then lim
r→0
µ(A ∩B(x, r))
µ(B(x, r))
= 0. (2.18)
Theorem 2.19 ([35, Corollary 6.12]). A set U ⊂ X is 1-quasiopen if and only if it
is the union of a 1-finely open set and a H-negligible set.
Theorem 2.20 ([29, Theorem 5.1]). A function u on a 1-quasiopen set U is 1-
quasicontinuous on U if and only if it is finite 1-q.e. and 1-finely continuous 1-q.e.
in U .
Throughout this paper we assume that (X, d, µ) is a complete metric space that
is equipped with a doubling measure µ and supports a (1, 1)-Poincare´ inequality.
3 Preliminary results
In this section we prove and record some preliminary results needed in constructing
the discrete convolutions in 1-quasiopen sets. We start with simple lemmas con-
cerning the total variation. The first lemma states that in the definition of the total
variation, we can consider convergence in L1(Ω) instead of convergence in L1loc(Ω).
Lemma 3.1 ([27, Lemma 5.5]). Let Ω ⊂ X be an open set and let u ∈ L1loc(Ω)
with ‖Du‖(Ω) <∞. Then there exists a sequence (ui) ⊂ Liploc(Ω) with ui − u→ 0
in L1(Ω) and
∫
Ω gui dµ → ‖Du‖(Ω), where each gui is the minimal 1-weak upper
gradient of ui in Ω.
Note that we cannot write ui → u in L
1(Ω), since the functions ui, u are not
necessarily in the class L1(Ω).
Now we generalize this to 1-quasiopen sets.
Lemma 3.2. Let U ⊂ Ω ⊂ X be such that U is 1-quasiopen and Ω is open, and let
u ∈ L1loc(Ω) with ‖Du‖(Ω) <∞. Then there exists a sequence (ui) ⊂ Liploc(U) such
that ui − u→ 0 in L
1(U) and
lim
i→∞
∫
U
gui,U dµ = ‖Du‖(U).
Recall that gui,U denotes the minimal 1-weak upper gradient of ui in U .
Proof. Take open sets Ωi such that U ⊂ Ωi ⊂ Ω and ‖Du‖(Ωi) < ‖Du‖(U) + 1/i,
for each i ∈ N. By Lemma 3.1 we find functions ui ∈ Liploc(Ωi) ⊂ Liploc(U) such
that ‖ui − u‖L1(Ωi) < 1/i and∫
Ωi
gui,Ωi dµ < ‖Du‖(Ωi) + 1/i.
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It follows that ui − u→ 0 in L
1(U) and
lim sup
i→∞
∫
U
gui,U dµ ≤ lim sup
i→∞
∫
U
gui,Ωi dµ ≤ ‖Du‖(U),
and then by Theorem 2.10 we must in fact have
lim
i→∞
∫
U
gui,U dµ = ‖Du‖(U).
Next we consider preliminary approximation results for BV functions. We have
the following approximation result for BV functions whose jumps remain bounded.
Proposition 3.3 ([32, Proposition 5.2]). Let U ⊂ Ω such that U is 1-quasiopen and
Ω is open, and let u ∈ BV(Ω) and β > 0 such that u∨ − u∧ < β in U . Then for
every ε > 0 there exists v ∈ N1,1(U) such that ‖v − u‖L∞(U) ≤ 4β and∫
U
gv dµ < ‖Du‖(U) + ε.
In fact, in the proof of the above proposition in [32], the L∞-bound is stated in
the following slightly more precise way (note that v, u∧, and u∨ are all pointwise
defined functions):
u∨ − 4β ≤ v ≤ u∧ + 4β in U. (3.4)
By [5, Corollary 2.21] we know that if H ⊂ X is a µ-measurable set and v,w ∈
N1,1loc (H), then
gv = gw a.e. in {x ∈ H : v(x) = w(x)}, (3.5)
where gv and gw are the minimal 1-weak upper gradients of v and w in H.
The following proposition improves on Lemma 3.2 by adding an L∞-bound.
Proposition 3.6. Let U ⊂ Ω ⊂ X be such that U is 1-quasiopen and Ω is open, and
let u ∈ BV(Ω) and β > 0 such that u∨− u∧ < β in U . Then there exists a sequence
(ui) ⊂ N
1,1(U) such that ui → u in L
1(U), supU |ui − u
∨| ≤ 9β for all i ∈ N, and
lim
i→∞
∫
U
gui dµ = ‖Du‖(U),
where each gui is the minimal 1-weak upper gradient of ui in U .
Also in the proof below, g with a subscript always denotes the minimal 1-weak
upper gradient of a function in U (even though we sometimes integrate it only over
a subset of U). The proof reveals that we also have supU |ui − u
∧| ≤ 9β, that is, we
can replace the pointwise representative u∨ by u∧.
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Proof. By Proposition 3.3 and (3.4) we find a function v ∈ N1,1(U) such that u∨ −
4β ≤ v ≤ u∧ + 4β in U and ∫
U
gv dµ ≤ ‖Du‖(U) + 1.
Define v1 := v − 5β and v2 := v+ 5β, so that v1, v2 ∈ N
1,1
loc (U) with u
∨ − 9β ≤ v1 ≤
u∧ − β and u∨ + β ≤ v2 ≤ u
∧ + 9β in U , and∫
U
gvj dµ ≤ ‖Du‖(U) + 1 (3.7)
for j = 1, 2. By Lemma 3.2 we find a sequence (wi) ⊂ N
1,1(U) such that wi → u in
L1(U) and
lim
i→∞
∫
U
gwi dµ = ‖Du‖(U).
By passing to a subsequence (not relabeled), we can assume that also wi → u a.e. in
U . Then define ui := min{v2,max{v1, wi}}. By Lebesgue’s differentiation theorem,
we have also u− 9β ≤ v1 ≤ u− β and u+ β ≤ v2 ≤ u+ 9β a.e. in U , whence
‖ui − u‖L1(U) ≤ ‖wi − u‖L1(U) → 0,
that is ui → u in L
1(U), as desired. Moreover, supU |ui − u
∨| ≤ 9β for all i ∈ N. In
addition, by (3.5) we have for each i ∈ N∫
U
gui dµ =
∫
{wi>v2}
gv2 dµ +
∫
{wi<v1}
gv1 dµ +
∫
{v1≤wi≤v2}
gwi dµ
≤
∫
{wi>v2}
gv2 dµ +
∫
{wi<v1}
gv1 dµ +
∫
U
gwi dµ.
Since
∫
U
gv2 dµ < ∞ by (3.7) and since wi → u < v2 a.e. in U , by Lebesgue’s
dominated convergence theorem we get
∫
{wi>v2}
gv2 dµ → 0. Treating the integral
involving v1 similarly, we get
lim sup
i→∞
∫
U
gui dµ ≤ lim sup
i→∞
∫
U
gwi dµ = ‖Du‖(U),
and then in fact limi→∞
∫
U
gui dµ = ‖Du‖(U) by Theorem 2.10.
The variation measure is always absolutely continuous with respect to the 1-
capacity, in the following sense.
Lemma 3.8 ([34, Lemma 3.8]). Let Ω ⊂ X be an open set and let u ∈ L1loc(Ω) with
‖Du‖(Ω) < ∞. Then for every ε > 0 there exists δ > 0 such that if A ⊂ Ω with
Cap1(A) < δ, then ‖Du‖(A) < ε.
The following proposition describes the weak* convergence of the variation mea-
sure; recall that we understand the expression ‖Du‖(U) < ∞ to mean that there
exists some open set Ω ⊃ U such that u ∈ L1loc(Ω) and ‖Du‖(Ω) <∞.
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Proposition 3.9 ([31, Proposition 3.9]). Let U ⊂ X be 1-quasiopen. If ‖Du‖(U) <
∞ and ui → u in L
1
loc(U) such that
‖Du‖(U) = lim
i→∞
∫
U
gui dµ,
where each gui is the minimal 1-weak upper gradient of ui in U , then∫
U
η d‖Du‖ ≥ lim sup
i→∞
∫
U
ηgui dµ
for every nonnegative bounded 1-quasi upper semicontinuous function η on U .
Recall the definition of 1-quasi upper semicontinuity: for every ε > 0 there is an
open setG ⊂ X such that Cap1(G) < ε and η|U\G is finite and upper semicontinuous.
The following lemma will be applied later to functions η that form a partition
of unity in a 1-quasiopen set. Recall that we understand N1,10 (H) to be a subspace
of N1,1(X).
Lemma 3.10. Let H ⊂ X be µ-measurable, let u ∈ N1,1(H) be bounded, and let
η ∈ N1,10 (H) with 0 ≤ η ≤ 1 on X. Then ηu ∈ N
1,1
0 (H) with a 1-weak upper gradient
ηgu + |u|gη (in X, with the interpretation that an undefined function times zero is
zero).
Proof. We have |u| ≤M in H for someM ≥ 0. By the Leibniz rule, see [5, Theorem
2.15], we know that ηu ∈ N1,1(H) with a 1-weak upper gradient ηgu + |u|gη in H.
Moreover, −Mη ≤ ηu ≤ Mη ∈ N1,10 (H), and so by [5, Lemma 2.37] we conclude
that ηu ∈ N1,10 (H), with gηu = 0 in X \H by (3.5). Finally, by [6, Proposition 3.10]
we know that ηgu + |u|gη (with gη = 0 a.e. in X \H by (3.5)) is a 1-weak upper
gradient of ηu in X.
Next we observe that convergence in the BV norm implies the following pointwise
convergence; this follows from [36, Lemma 4.2].
Lemma 3.11. Let ui, u ∈ BV(X) with ui → u in BV(X). By passing to a subse-
quence (not relabeled), we have u∧i → u
∧ and u∨i → u
∨ H-a.e. in X.
We have the following result for BV functions whose variation measure has no
singular part; recall the decomposition (2.16).
Theorem 3.12. Let Ω ⊂ X be open and let v ∈ L1loc(Ω) with ‖Dv‖(Ω) < ∞ and
‖Dv‖s(U) = 0 for a µ-measurable set U ⊂ Ω. Then a modification v̂ of v in a µ-
negligible subset of U satisfies v̂ ∈ N1,1loc (U) such that for every µ-measurable H ⊂ U ,∫
H
gv̂ dµ ≤ C0‖Dv‖(H)
where gv̂ is the minimal 1-weak upper gradient of v̂ in U and C0 ≥ 1 is a constant
depending only on the doubling constant of µ and the constants in the Poincare´
inequality.
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Proof. This result is given in [21, Theorem 4.6], except that there it is assumed that
v ∈ BV(Ω) (that is, v is in L1(Ω) and not just in L1loc(Ω)). However, by exhausting
Ω with relatively compact open sets and applying [21, Theorem 4.6] in these sets,
we obtain the result (note that by (2.7) and (2.4) we know that we do not need to
keep redefining v̂ in this construction).
Finally, we have the following two simple results for 1-quasiopen sets.
Lemma 3.13. Let U ⊂ X be 1-quasiopen. Then χU is 1-quasi lower semicontinu-
ous.
Proof. Let ε > 0. We find an open set G ⊂ X such that Cap1(G) < ε and U ∪ G
is open. Thus U is open in the subspace topology of X \G, and so χU |X\G is lower
semicontinuous.
Conversely, it is easy to see that the super-level sets {u > t}, t ∈ R, of a 1-quasi
lower semicontinuous function u are 1-quasiopen; see e.g. the proof of [10, Propo-
sition 3.4]. We will use this fact, or its analog for 1-quasi (upper semi-)continuous
functions, without further notice.
Lemma 3.14. Let U ⊂ X be 1-quasiopen, let v ∈ N1,1(U) with ‖Dv‖(U) <∞, and
let A ⊂ U with µ(A) = 0. Then ‖Dv‖(A) = 0.
Note that v ∈ N1,1(U) does not automatically imply ‖Dv‖(U) < ∞, since the
latter involves an extension to an open set.
Proof. We find open sets Wj ⊃ A, j ∈ N, such that µ(Wj) → 0. Then the sets
Wj ∩ U are easily seen to be 1-quasiopen, and so by Theorem 2.10 we get
‖Dv‖(A) ≤ ‖Dv‖(Wj ∩ U) ≤
∫
Wj∩U
gv,Wj∩U dµ ≤
∫
Wj∩U
gv dµ→ 0 as j →∞,
where gv is the minimal 1-weak upper gradient of v in U .
4 The discrete convolution method
In this section we study partitions of unity in 1-quasiopen sets and then we use
these to develop the discrete convolution method in such sets. To construct the
partitions of unity, we first need suitable cutoff functions in quasiopen sets. These
cannot be taken to be Lipschitz functions, but we can use Newton-Sobolev functions
instead. The following definition and proposition are analogs of the theory in the
case 1 < p <∞, which was studied in the metric setting in [7].
Definition 4.1. A set A ⊂ D is a 1-strict subset of D if there is a function η ∈
N1,10 (D) such that η = 1 in A.
A countable family {Uj}
∞
j=1 of 1-quasiopen sets is a quasicovering of a 1-quasiopen
set U if
⋃∞
j=1 Uj ⊂ U and Cap1
(
U \
⋃∞
j=1 Uj
)
= 0. If every Uj is a 1-finely open
1-strict subset of U and Uj ⋐ U , then {Uj}
∞
j=1 is a 1-strict quasicovering of U .
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Proposition 4.2 ([29, Proposition 5.4]). If U ⊂ X is 1-quasiopen, then there exists
a 1-strict quasicovering {Uj}
∞
j=1 of U . Moreover, the associated Newton-Sobolev
functions can be chosen compactly supported in U .
We will need 1-strict quasicoverings with some additional properties. In the next
proposition, we adapt a quasicovering to a given BV function. Recall that the class
N1,1c (U) consists of those functions u ∈ N1,1(X) that have compact support in U ,
i.e. sptu ⋐ U .
Proposition 4.3. Let U ⊂ Ω ⊂ X be such that U is 1-quasiopen and Ω is open,
and let u ∈ L1loc(Ω) with ‖Du‖(Ω) < ∞. Then there exists a 1-strict quasicovering
{Uj}
∞
j=1 of U , and associated Newton-Sobolev functions {ρj ∈ N
1,1
c (U)}∞j=1 such that
−∞ < infspt ρj u
∧ ≤ supspt ρj u
∨ <∞ for all j ∈ N.
Proof. Define Vj := {x ∈ Ω : −j < u
∧(x) ≤ u∨(x) < j} for each j ∈ N. By
Proposition 2.15 and the fact that the intersection of two 1-quasiopen sets is 1-
quasiopen (see e.g. [18, Lemma 2.3]), each of these sets is 1-quasiopen. By [26,
Lemma 3.2] we know that H
(
Ω \
⋃∞
j=1 Vj
)
= 0. For each j ∈ N, apply Proposition
4.2 to find a 1-strict quasicovering {Uj,k}
∞
k=1 of Vj, and the associated Newton-
Sobolev functions ρj,k ∈ N
1,1
c (Vj). Then {Uj,k}
∞
j,k=1 is a 1-strict quasicovering of U
with the associated Newton-Sobolev functions ρj,k ∈ N
1,1
c (U), such that
−∞ < −j ≤ inf
spt ρj,k
u∧ ≤ sup
spt ρj,k
u∨ ≤ j <∞
for all j, k ∈ N.
By truncating if necessary, we can always assume that the Newton-Sobolev func-
tions take values between 0 and 1.
Now we construct the partition of unity.
Proposition 4.4. Let U ⊂ X be 1-quasiopen and let {Uj}
∞
j=1 be a 1-strict quasicov-
ering of U with the associated nonnegative Newton-Sobolev functions ρj ∈ N
1,1
c (U).
Then we can find functions ηj ∈ N
1,1
c (U) such that η1 = ρ1, 0 ≤ ηj ≤ ρj for all
j ∈ N,
∑∞
j=1 ηj = 1 1-q.e. in U , and 1-q.e. x ∈ U has a 1-fine neighborhood where
ηj 6= 0 for only finitely many j ∈ N.
We describe the last two conditions by saying that {ηj}
∞
j=1 is a 1-finely locally
finite partition of unity on U .
Proof. Define recursively for each j ∈ N
ηj := min
{(
1−
j−1∑
l=1
ηl
)
+
, ρj
}
.
It is clear that 0 ≤ ηj ≤ ρj for all j ∈ N, and then by the lattice property (2.2) we
get ηj ∈ N
1,1
c (U). Moreover, for 1-q.e. x ∈ U there is k ∈ N such that x ∈ Uk, and
thus
∑k
j=1 ηj = 1 in Uk and ηj = 0 in Uk for all j ≥ k + 1. Thus ηj 6= 0 for only
finitely many j ∈ N in a 1-fine neighborhood of x, and
∑∞
j=1 ηj = 1 1-q.e. in U .
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Remark 4.5. In an open set Ω, we can pick a Whitney covering consisting of balls
Bj = B(xj, rj) that have radius comparable to the distance to X \ Ω, and then we
can pick a Lipschitz partition of unity {ηj}
∞
j=1 subordinate to this covering. Then
the discrete convolution approximation of a function u ∈ BV(Ω) is defined by
v :=
∞∑
j=1
uBjηj ∈ Liploc(Ω).
Using the Poincare´ inequality (2.3), it can be shown that v has a 1-weak upper
gradient of the form
C
∞∑
j=1
‖Du‖(B(xj , 5λrj))
µ(B(xj , 5λrj))
χB(xj ,rj),
see e.g. the proof of [26, Proposition 4.1]. However, when {ηj}
∞
j=1 is instead a par-
tition of unity in a 1-quasiopen set, the situation is more complicated, in particular
because the Poincare´ inequality is more difficult to apply. For this reason, using
integral averages like uBj appears to be too crude a method, and instead we will
make use of the preliminary approximation results and other machinery developed
in Section 3.
The following theorem gives the discrete convolution technique in 1-quasiopen
sets.
Theorem 4.6. Let U ⊂ Ω ⊂ X be such that U is 1-quasiopen and Ω is open, and let
u ∈ L1loc(Ω) with ‖Du‖(Ω) < ∞. Let 0 < ε < 1. Then we find a partition of unity
{ηj ∈ N
1,1
c (U)}∞j=1 in U and functions uj ∈ N
1,1({ηj > 0}) such that the function
v :=
∞∑
j=1
ηjuj (4.7)
satisfies ‖v − u‖L1(U) < ε,
∫
U
gv dµ < ‖Du‖(U) + ε, and
sup
U
|v − u∨| ≤ 9 sup
U
(u∨ − u∧) + ε. (4.8)
Moreover, understanding v − u to be zero extended to X \ U , we have
‖D(v − u)‖(X) < 2‖Du‖(U) + ε and ‖D(v − u)‖(X \ U) = 0, (4.9)
and |v − u|∨ = 0 H-a.e. in X \ U .
Note that we may have supU (u
∨ − u∧) = ∞ and then (4.8) is vacuous. The
conditions ‖D(v − u)‖(X \ U) = 0 and |v − u|∨ = 0 H-a.e. in X \ U essentially say
that v and u have the same “boundary values”. This is the crucial new property
that we obtain compared with Proposition 3.6, because it says that v can always be
“glued” nicely with u, in the sense of (5.8) in the next section.
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Proof. First we choose a suitable partition of unity in U . By Proposition 4.3 we find
a 1-strict quasicovering {U˜j}
∞
j=1 of U , and associated Newton-Sobolev functions
{ρ˜j ∈ N
1,1
c (U)}∞j=1, 0 ≤ ρ˜j ≤ 1, such that
−∞ < inf
spt ρ˜j
u∧ ≤ sup
spt ρ˜j
u∨ <∞
for all j ∈ N. Since ρ˜j = 1 in the 1-finely open set U˜j for each j ∈ N, we have⋃k
j=1 U˜j ⊂ fine-int
{
maxj∈{1,...k} ρ˜j = 1
}
for each k ∈ N. Now by the fact that
{U˜j}
∞
j=1 is a 1-quasicovering of U and by Lemma 3.8,
‖Du‖
(
U \ fine-int
{
max
j∈{1,...k}
ρ˜j = 1
})
≤ ‖Du‖
(
U \
k⋃
j=1
U˜j
)
k→∞
→ ‖Du‖
U \ ∞⋃
j=1
U˜j
 = 0;
note that 1-quasiopen sets are easily seen to be ‖Du‖-measurable by using Lemma
3.8, see [31, Lemma 3.5]. Thus for some N ∈ N, we have
‖Du‖
(
U \ fine-int
{
max
j∈{1,...N}
ρ˜j = 1
})
<
ε
8C0
,
where C0 is the constant from Theorem 3.12. Now define U1 :=
⋃N
l=1 U˜l, Uj :=
U˜N−1+j for j = 2, 3, . . ., ρ1 := maxl∈{1,...N} ρ˜l, and ρj := ρ˜N−1+j for j = 2, 3, . . ..
Then {Uj}
∞
j=1 is another 1-strict quasicovering of U with associated Newton-Sobolev
functions ρj ∈ N
1,1
c (U), such that 0 ≤ ρj ≤ 1 and
−∞ < inf
spt ρj
u∧ ≤ sup
spt ρj
u∨ <∞
for all j ∈ N. Moreover,
‖Du‖(U \ fine-int{ρ1 = 1}) <
ε
8C0
.
Then by Proposition 4.4 we find a nonnegative, 1-finely locally finite partition
of unity {ηj ∈ N
1,1
c (U)}∞j=1 in U such that
−∞ < inf
spt ηj
u∧ ≤ sup
spt ηj
u∨ <∞ (4.10)
for all j ∈ N. Moreover, η1 = ρ1 and so
‖Du‖(U \ fine-int{η1 = 1}) <
ε
8C0
. (4.11)
(In the rest of the proof, any other partition of unity satisfying the properties men-
tioned in this paragraph would also work.)
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For each j ∈ N, since we have spt ηj ⋐ Ω, there exists an open set Ωj with spt ηj ⊂
Ωj ⋐ Ω, and then u ∈ BV(Ωj). Since every function ηj ∈ N
1,1
c (U) ⊂ N1,1(X) is
1-quasicontinuous, every set {ηj > 0} is 1-quasiopen. Now by Proposition 3.6 we
find sequences (uj,i) ⊂ N
1,1({ηj > 0}) such that uj,i → u in L
1({ηj > 0}),
sup
{ηj>0}
|uj,i − u
∨| ≤ 9 sup
{ηj>0}
(u∨ − u∧) + ε <∞ (by (4.10)) (4.12)
for all i ∈ N, and
lim
i→∞
∫
{ηj>0}
guj,i dµ = ‖Du‖({ηj > 0}),
where each guj,i denotes (here and later) the minimal 1-weak upper gradient of uj,i
in {ηj > 0}. By passing to subsequences (not relabeled), we can also assume that
uj,i → u a.e. in {ηj > 0}. For any set W ⊂ X, the function χW 1 is 1-quasi upper
semicontinuous by Theorem 2.19 and Lemma 3.13, and then the function ηjχW 1 is
also 1-quasi upper semicontinuous. Thus by Proposition 3.9 we get
lim sup
i→∞
∫
{ηj>0}∩W
1
ηjguj,i dµ ≤
∫
{ηj>0}∩W
1
ηj d‖Du‖ (4.13)
for each j ∈ N. By a suitable choice of indices i(j) ∈ N, for each j ∈ N we have with
uj := uj,i(j) that uj ∈ N
1,1({ηj > 0}),
sup
{ηj>0}
|uj − u
∨| ≤ 9 sup
{ηj>0}
(u∨ − u∧) + ε <∞, (4.14)
‖uj − u‖L1({ηj>0}) < 2
−jε, and
∫
{ηj>0}
|uj − u|gηj dµ <
2−j−2ε
C0
, (4.15)
where the last inequality is achieved by Lebesgue’s dominated convergence theorem,
exploiting the boundedness of sup{ηj>0} |uj,i − u
∨|. Here gηj is the minimal 1-weak
upper gradient of ηj in X. Define W0 := X, W1 := X \ {η1 = 1}, and
Wk := X \
k⋃
j=1
spt ηj for k = 2, 3, . . . .
By (4.13) we can also assume for each j ∈ N∫
{ηj>0}∩Wk
1
ηjguj dµ <
∫
{ηj>0}∩Wk
1
ηj d‖Du‖+
2−j−2ε
C0
(4.16)
for the (finite number of) choices k = 0, . . . , j. Using Lebesgue’s dominated conver-
gence theorem as above, we have
lim
i→∞
∫
{ηj>0}
|uj − uj,i|gηj dµ =
∫
{ηj>0}
|uj − u|gηj dµ. (4.17)
By the definition of v given in (4.7) and by (4.14), (4.15), we clearly have
sup
U
|v − u∨| ≤ 9 sup
U
(u∨ − u∧) + ε
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and
‖v − u‖L1(U) = ‖
∞∑
j=1
ηj(uj − u)‖L1(U) ≤
∞∑
j=1
‖uj − u‖L1({ηj>0}) < ε,
as desired. Similarly,
∥∥ ∞∑
j=1
ηj |uj − u|
∥∥
L1(U)
≤
∞∑
j=1
‖uj − u‖L1({ηj>0}) < ε,
and so in particular
∑∞
j=1 ηj|uj − u| ∈ L
1(U) and thus we have
l∑
j=1
ηj(uj − u)→ v − u in L
1(U) as l→∞ (4.18)
by Lebesgue’s dominated convergence theorem.
Moreover, for every j ∈ N we have ηj(uj − uj,i) → ηj(uj − u) in L
1(X). By
(4.10), (4.12), and (4.14), we know that
uj,i and uj are bounded in {ηj > 0}. (4.19)
Thus by the lower semicontinuity of the total variation with respect to L1 conver-
gence and by Lemma 3.10, we get for any open set W ⊂ X (in fact any 1-quasiopen
set, see comment below)
‖D
(
ηj(uj − u)
)
‖(W ) ≤ lim inf
i→∞
∫
W
gηj(uj−uj,i) dµ
≤ lim inf
i→∞
(∫
{ηj>0}
|uj − uj,i|gηj dµ+
∫
W∩{ηj>0}
ηj(guj + guj,i) dµ
)
≤
∫
{ηj>0}
|uj − u|gηj dµ +
∫
W∩{ηj>0}
ηjguj dµ+
∫
W
1
∩{ηj>0}
ηj d‖Du‖
(4.20)
by (4.17) and (4.13). Note that with W = X, all the terms on the right-hand side
are finite, and so ‖D
(
ηj(uj − u)
)
‖(X) < ∞ and then by Theorem 2.10 the above
holds also for 1-quasiopen W . For k ∈ N, note that
ηj = 0 for j = 1, . . . k − 1 in Wk (4.21)
and that the set W1 is 1-quasiopen by the quasicontinuity of η1, while the sets
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W2,W3, . . . are open. Using (2.14), we get for all k, l ∈ N, l ≥ k,
‖D
( l∑
j=1
ηj(uj − u)
)
‖(Wk) ≤
l∑
j=1
‖D(ηj(uj − u))‖(Wk)
=
l∑
j=k
‖D(ηj(uj − u))‖(Wk) by (4.21)
≤
l∑
j=k
∫
{ηj>0}
|uj − u|gηj dµ +
l∑
j=k
∫
Wk∩{ηj>0}
ηjguj dµ
+
l∑
j=k
∫
Wk
1
∩{ηj>0}
ηj d‖Du‖ by (4.20)
<
1
C0
l∑
j=k
2−j−2ε+ 2
l∑
j=k
∫
Wk
1
∩{ηj>0}
ηj d‖Du‖+
1
C0
l∑
j=k
2−j−2ε by (4.15), (4.16)
= 2
l∑
j=k
∫
Wk
1
∩{ηj>0}
ηj d‖Du‖ +
2−kε
C0
.
(4.22)
For k = 0 (recall that W0 = X) and any 1 ≤ m ≤ l we get by essentially the same
calculation
‖D
( l∑
j=m
ηj(uj − u)
)
‖(X) < 2
l∑
j=m
∫
U
ηj d‖Du‖ + 2
−mε. (4.23)
By (4.18) we had
∑l
j=1 ηj(uj − u)→ v − u in L
1(U), so understanding v − u to be
zero extended to X \ U , we now get by lower semicontinuity of the total variation
with respect to L1-convergence,
‖D(v − u)‖(X) ≤ lim inf
l→∞
‖D
( l∑
j=1
ηj(uj − u)
)
‖(X) ≤ 2
∞∑
j=1
∫
U
ηj d‖Du‖+ 2
−1ε
= 2‖Du‖(U) + 2−1ε,
proving the first inequality in (4.9). Now by Theorem 2.11 and (4.22), we have for
each k ∈ N
‖D(v − u)‖(Wk) ≤ lim inf
l→∞
‖D
( l∑
j=1
ηj(uj − u)
)
‖(Wk)
≤ 2
∞∑
j=k
∫
Wk
1
∩{ηj>0}
ηj d‖Du‖+
2−kε
C0
≤ 2
∞∑
j=k
∫
U\fine-int{η1=1}
ηj d‖Du‖ +
2−kε
C0
.
(4.24)
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Note that
∑∞
j=k ηj → 0 1-q.e. in U as k → ∞, and then also ‖Du‖-a.e. in U by
Lemma 3.8. Since Wk ⊃ X \ U for all k ∈ N, by Lebesgue’s dominated convergence
theorem we now get ‖D(v − u)‖(X \U) = 0, proving the second inequality in (4.9).
Moreover, hl :=
∑l
j=1 ηj(uj−u) is a Cauchy sequence in BV(X), since by (4.23)
we get for any 1 ≤ m < l
‖D
( l∑
j=m
ηj(uj − u)
)
‖(X) < 2
∞∑
j=m
∫
U
ηj d‖Du‖+ 2
−mε→ 0
as m→∞. Thus hl → v − u in BV(X) (and not just in L
1(X) as noted in (4.18)).
Since each hl has compact support in U and thus h
∧
l = 0 = h
∨
l in X \U , by Lemma
3.11 it follows that (v − u)∧(x) = 0 = (v − u)∨(x) for H-a.e. x ∈ X \U , and so also
|v − u|∨(x) = 0 for H-a.e. x ∈ X \ U , as desired.
Since the partition of unity {ηj}
∞
j=1 is 1-finely locally finite, the sets Vk :=
fine-int
{∑k
j=1 ηj = 1
}
cover 1-quasi all of U . Moreover, v ∈ N1,1(Vk) for all k ∈ N;
this follows from the fact that v in Vk is the finite sum
∑k
j=1 ηjuj , which is in
N1,1(X) by Lemma 3.10 and (4.19). Let A ⊂ U such that µ(A) = 0. By Theorem
2.19, each Vk is 1-quasiopen and then by Lemma 3.14 we have ‖Dv‖(A∩Vk) = 0 for
all k ∈ N (note that ‖Dv‖(Ω) <∞ by the first inequality in (4.9), understanding v
to be extended to Ω \ U as u). Thus using also Lemma 3.8,
‖Dv‖(A) ≤ ‖Dv‖
(
A ∩
∞⋃
k=1
Vk
)
+ ‖Dv‖
(
A \
∞⋃
k=1
Vk
)
= 0.
Thus ‖Dv‖ is absolutely continuous with respect to µ in U , and so by Theorem 3.12
we know that a modification v̂ of v in a µ-negligible subset of U satisfies v̂ ∈ N1,1loc (U)
such that
∫
H
gv̂ dµ ≤ C0‖Dv‖(H) for every µ-measurable H ⊂ U , where gv̂ is the
minimal 1-weak upper gradient of v̂ in U . Now for each k ∈ N, v and v̂ are both
1-quasicontinuous on the 1-quasiopen set Vk by (2.6), with v = v̂ a.e. in Vk, and so
by (2.7) we have in fact v = v̂ 1-q.e. in Vk. Thus v = v̂ 1-q.e. in U and then by
(2.4) we can in fact let v̂ = v everywhere in U .
By [6, Proposition 3.5] and [40, Remark 3.5] we know that gv,{η1>0} = gv a.e. in
{η1 > 0}, that is, it does not make a difference whether we consider the minimal
1-weak upper gradient of v in U or in the smaller 1-quasiopen set {η1 > 0}. Then
by (3.5) we have gu1 = gv,{η1>0} = gv a.e. in {η1 = 1}. It follows that∫
U
gv dµ ≤
∫
{η1=1}
gv dµ+
∫
U\{η1=1}
gv dµ
≤
∫
{η1=1}
gu1 dµ +C0‖Dv‖(U ∩W1)
≤
∫
{η1=1}
gu1 dµ +C0‖D(v − u)‖(W1) + C0‖Du‖(U ∩W1)
≤
∫
{η1=1}
gu1 dµ + 3C0‖Du‖(U \ fine-int{η1 = 1}) + 2
−1ε by (4.24)
< ‖Du‖(U) + ε
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by (4.16) with the choices Wk = X and j = 1, and (4.11).
Remark 4.25. Note that in the usual discrete convolution technique described
in Remark 4.5, we only get the estimate
∫
Ω gv dµ ≤ C‖Du‖(Ω) for some constant
C ≥ 1 depending on the doubling and Poincare´ constants, whereas in Theorem
4.6 we obtained
∫
Ω gv dµ ≤ ‖Du‖(Ω) + ε. Thus our technique may seem to be an
improvement on the usual discrete convolution technique already in open sets, but
in fact the (usual) discrete convolutions have other good properties, in particular
the uniform integrability of the upper gradients in the case where ‖Du‖ is absolutely
continuous with respect to µ, see [17, Lemma 6]. The uniform integrability seems
more difficult to obtain in the quasiopen case, but it is also perhaps not interesting
for the following reason: if ‖Du‖ is absolutely continuous in a 1-quasiopen set U ,
then Theorem 3.12 (whose proof is based on discrete convolutions) already tells that
u ∈ N1,1loc (U), and so it is not interesting to approximate u with functions v ∈ N
1,1
loc (U)
given by Theorem 4.6.
5 An approximation result
In this section we apply the discrete convolution technique of the previous section
to prove a new approximation result for BV functions, given in Theorem 1.1 of the
introduction. In this result we approximate a BV function in the BV and L∞ norms
by BV functions whose jump sets are of finite Hausdorff measure.
First we note that without the requirement of approximation in the L∞ norm, the
theorem could be proved by using standard discrete convolutions. Indeed, if Ω ⊂ X
is an open set and u ∈ BV(Ω), we can take a suitable open set W ⊂ Ω containing
the part of the jump set Su = {u
∨ > u∧} = {x ∈ Ω : u∨(x) > u∧(x)} where the size
of the jump u∨−u∧ is small, and then we can take a discrete convolution of u in W .
By gluing this with the function u in Ω \W , we get the desired approximation; we
omit the details but the essential aspects of this kind of technique are given in [36,
Corollary 3.6]. However, the open set W may unavoidably contain also large jumps
of u, and so it seems impossible to obtain approximation in the L∞ norm with this
method. We sketch this problem in the following example.
Example 5.1. Let X = R2 (unweighted) and Ω := (0, 1)× (0, 1). Define the strips
Aj := {x = (x1, x2) ∈ R
2 : 2−j ≤ x1 < 2
−j+1, 0 < x2 < 1}, j ∈ N,
and the function
v :=
∞∑
j=1
j−1χAj ∈ BV(Ω).
Also take a function w ∈ BV(Ω), 0 ≤ w ≤ 1, for which
Sw = {x ∈ Ω : w
∨(x)− w∧(x) = 1}
is dense in Ω; we do not present the construction of such a function but it can be
taken to be the characteristic function of a suitable (fat) Cantor-type set.
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Then let u := v + w ∈ BV(Ω). Denote by H1 the 1-dimensional Hausdorff
measure; note that this is comparable to the codimension one Hausdorff measure.
Since H1(Sv) = ∞ and H
1(Sw) < ∞ (otherwise ‖Dw‖(Ω) = ∞ by (2.16)), clearly
H1(Su) =∞. Suppose we take an open setW ⊂ Ω containing the set {u
∨−u∧ < δ}
for some (small) δ > 0. ThenW is nonempty and so contains a point x ∈ {w∨−w∧ =
1}, and then clearly also x ∈ {u∨ − u∧ ≥ 1/2}. If h is a continuous function in W
(for example if h is a discrete convolution of u), then it is straightforward to check
that ‖h− u‖L∞(W ) ≥ 1/4 and thus we do not have approximation in the L
∞ norm.
To prove the approximation result, we need the following lemma; recall the
definition of the measure-theoretic interior from (2.12).
Lemma 5.2. Let U ⊂ X be 1-quasiopen. Then H(U \ IU ) = 0.
Proof. By Theorem 2.19 we find a 1-finely open set V ⊂ U such that H(U \V ) = 0.
By (2.18), V ⊂ IV , and then obviously V ⊂ IU .
First we give the approximation result in the following form containing more
information than Theorem 1.1. The symbol ∆ denotes the symmetric difference.
Theorem 5.3. Let Ω ⊂ X be open, let u ∈ BV(Ω), and let ε, δ > 0. Then we find
w ∈ BV(Ω) such that ‖w − u‖L1(Ω) < ε,
‖D(w − u)‖(Ω) < 2‖Du‖({0 < u∨ − u∧ < δ}) + ε,
‖w − u‖L∞(Ω) ≤ 10δ, H(Sw∆{u
∨ − u∧ ≥ δ}) = 0, and
‖Du‖({|w − u|∨ 6= 0}) < ‖Du‖({0 < u∨ − u∧ < δ}) + ε (5.4)
and
µ({|w − u|∨ 6= 0}) < ε. (5.5)
Proof. Take an open set W such that {0 < u∨ − u∧ < δ} ⊂W ⊂ Ω,
‖Du‖(W ) < ‖Du‖({0 < u∨ − u∧ < δ}) + ε/4,
and µ(W ) < ε; recall that by the decomposition (2.16), the jump set Su is σ-finite
with respect to H and thus µ(Su) = 0. By Proposition 2.15, the set {u
∨ − u∧ < δ}
is 1-quasiopen, and then so is U :=W ∩ {u∨ − u∧ < δ}. Moreover,
‖Du‖(U) ≤ ‖Du‖(W ) < ‖Du‖({0 < u∨ − u∧ < δ}) + ε/4. (5.6)
By Theorem 4.6 we find a function v ∈ N1,1(U) satisfying ‖v − u‖L1(U) < ε,
sup
U
|v − u∨| ≤ 9 sup
U
(u∨ − u∧) + δ ≤ 10δ,
and, understanding v − u to be zero extended to X \ U ,
‖D(v − u)‖(X) < 2‖Du‖(U) + ε/2. (5.7)
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By Lebesgue’s differentiation theorem, now also ‖v − u‖L∞(U) ≤ 10δ. Define
w :=
{
v in U,
u in Ω \ U.
(5.8)
Then ‖w − u‖L1(Ω) < ε and ‖w − u‖L∞(Ω) ≤ 10δ. From (5.7), (5.6) we get
‖D(w − u)‖(Ω) < 2‖Du‖(U) + ε/2 < 2‖Du‖({0 < u∨ − u∧ < δ}) + ε,
as desired. The function v is 1-quasicontinuous on the 1-quasiopen set U by (2.6),
and then also 1-finely continuous 1-q.e. in U by Theorem 2.20. By Lemma 5.2 we
also have x ∈ IU for H-a.e. x ∈ U . By (2.5), H-a.e. x ∈ U satisfies both these
properties, and then by (2.18) we find that w∧(x) = w∨(x). Thus H(Sw ∩ U) = 0.
By definition of U we have {u∨ − u∧ ≥ δ} = Su \ U . Since |w − u|
∨ = 0 H-a.e.
in Ω \ U by Theorem 4.6, we have u∧ = w∧ and u∨ = w∨ H-a.e. in Ω \ U , and so
the sets {u∨ − u∧ ≥ δ} and Sw \ U coincide outside a H-negligible set. In total,
H(Sw∆{u
∨ − u∧ ≥ δ}) = 0, as desired.
Since |w−u|∨ = 0 H-a.e. in Ω \U , this holds also µ-a.e. and ‖Du‖-a.e. in Ω \U
(recall (2.5) and Lemma 3.8). Thus we get estimates (5.4) and (5.5).
Proof of Theorem 1.1. For each i ∈ N, choose the function ui to be w ∈ BV(Ω) as
given by Theorem 5.3 with the choices ε = 1/i and δ = 1/i. Then ‖ui−u‖L1(Ω) < 1/i
and
‖D(ui − u)‖(Ω) < 2‖Du‖({0 < u
∨ − u∧ < 1/i}) + 1/i→ 0 as i→∞,
and so ‖ui−u‖BV(Ω) → 0 as i→∞. Also, ‖ui−u‖L∞(Ω) ≤ 10/i→ 0 as desired. By
the decomposition (2.16) we find that H({u∨− u∧ ≥ 1/i}) <∞ for all i ∈ N and so
H(Sui) = H({u
∨ − u∧ ≥ 1/i}) <∞
for all i ∈ N.
We observe that the proofs of Theorems 5.3 and 1.1 were quite straightforward,
because most of the hard work was already done in the proof of the discrete convolu-
tion technique, Theorem 4.6. Since Theorem 4.6 can be applied rather easily in any
1-quasiopen set, we expect that it will be useful also in the context of other problems,
for example if one considers minimization problems in 1-quasiopen domains.
We say that u ∈ BV(Ω) is a special function of bounded variation, and denote
u ∈ SBV(Ω), if the Cantor part of the variation measure vanishes, i.e. ‖Du‖c(Ω) = 0.
The following approximation result was proved (with some more details) in [32,
Corollary 5.15].
Theorem 5.9. Let Ω ⊂ X be open and let u ∈ BV(Ω). Then there exists a sequence
(ui) ⊂ SBV(Ω) such that
• ui → u in L
1(Ω) and ‖Dui‖(Ω)→ ‖Du‖(Ω),
• limi→∞ ‖D(ui − u)‖(Ω) = 2‖Du‖
c(Ω),
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• lim supi→∞ ‖Du‖({|ui − u|
∨ 6= 0}) ≤ ‖Du‖c(Ω) and
limi→∞ µ({|ui − u|
∨ 6= 0}) = 0,
• limi→∞ ‖ui − u‖L∞(Ω) = 0, and
• H(Sui \ Su) = 0 for all i ∈ N.
Combining this with Theorem 5.3, we get the following corollary.
Corollary 5.10. Let Ω ⊂ X be open and let u ∈ BV(Ω). Then there exists a
sequence (ui) ⊂ SBV(Ω) with H(Sui) <∞ for all i ∈ N, such that
• ui → u in L
1(Ω) and ‖Dui‖(Ω)→ ‖Du‖(Ω),
• limi→∞ ‖D(ui − u)‖(Ω) = 2‖Du‖
c(Ω),
• lim supi→∞ ‖Du‖({|ui − u|
∨ 6= 0}) ≤ ‖Du‖c(Ω) and
limi→∞ µ({|ui − u|
∨ 6= 0}) = 0, and
• limi→∞ ‖ui − u‖L∞(Ω) = 0.
The first condition in the corollary is often expressed by saying that the ui’s
converge to u in the strict sense, whereas the second condition describes closeness in
the BV norm. The third condition describes approximation in the Lusin sense. In
all, the corollary states that we can always approximate a BV function in a rather
strong sense with functions that have neither a Cantor part of the variation measure
nor a large jump set.
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