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ABSTRACT 
 
A higher order transport scheme has been implemented in a fully three dimensional transient 
hydrodynamic and transport model to reduce the effects of numerical diffusion. A universal limiter 
has also been implemented which can be used in conjunction with the higher order transport scheme 
to reduce any numerical oscillation that may lead to overshoots or undershoots. Theoretical 
background of the transport scheme is only discussed briefly as the paper aims at emphasizing more 
on the implementation of the schemes and the benefits when applied to the waterbodies. Several 
applications for which field data were available are considered and the comparisons of the model 
predictions with the observed data are shown.  
 
 
1. INTRODUCTION 
 
Accurate reproduction of stratification in waterbodies has always been challenging to numerical 
modelers especially when using 3-D models. Despite new techniques and numerical solution, there 
still exist problems of numerical oscillation and unrealistic numerical dispersion. Classic upstream 
differencing often suffers from severe inaccuracies due to the associated truncation error. This error 
mechanism results from artificial numerical diffusion terms introduced by the one-sided upstream 
differencing of convection leading to additional mixing. Although this error can be decreased by 
refining the grid, it is not in the best interest of computational efficiency. The three dimensional 
model, GEMSS® (Generalized Environmental Modeling System for Surfacewaters; Edinger and 
Buchak, 1980, Edinger and Buchak, 1985, 1995; Kolluru and Edinger,1999 and Kolluru and Fichera, 
2003) when applied to stratified systems (eg. Reservoirs), suffered from such problems when used 
with the first order upstream biased transport scheme, upwind. Due to the importance of accurately 
modeling stratified waterbodies to precisely study the resulting two layer hydrodynamic flow 
pattern, a higher order transport scheme was implemented. The higher order transport scheme 
chosen is the third order upstream biased Quadratic Upstream Interpolation for Convective 
Kinematics with Estimated Streaming Terms (QUCIKEST) developed by Leonard (1977). 
QUICKEST, while highly effective in reducing the numerical diffusion suffers from overshoots and 
undershoots in areas with steep gradients. These overshoots and undershoots can result in negative 
concentration in such areas. To avoid these numerical oscillations and maintain a monotonic profile, 
a universal limiter developed by Leonard (1991), Universal Limiter for Transient Interpolation 
                                                 
1
 Members Surfacewater Modeling Group, ERM Inc. 
350 Eagleview Boulevard, Suite 200, Exton, PA 19341-1155 
   
Modeling of the Advective Transport (ULTIMATE), has also been implemented in GEMSS®. 
QUICKEST can be used with or without the ULTIMATE limiter. In order to increase the 
computational efficiency, implicit formulation in vertical direction was also implemented in 
GEMSS® that can relax the time step constraints posed by explicit formulations.  
Several references are available discussing the theoretical aspects of QUICKEST and 
ULTIMATE, but references containing implementation and actual comparisons with field observed 
data are still limited. This paper tries to build the bridge between the theoretical background and 
actual implementation in a complete three dimensional hydrodynamic and transport model. By 
demonstrating the benefits of such schemes by applying them to the real systems, the authors aim to 
improve the understanding of such systems and to emphasize the importance of accurately modeling 
the thermocline and halocline in a waterbody.  
 
 
 
2. GEMSS® 
 
GEMSS® (Generalized Environmental Modeling System for Surface waters) is an integrated system 
of 3-D hydrodynamic and transport models embedded in a geographic information and 
environmental data system (GIS) and set of pre- and post-processing tools to support 3-D modeling. 
Customization of the suite of hydrodynamic, transport and water quality models is achievable 
through the use of modular design reflecting the needs of each user’s application 
 
GEMSS® uses many models written in FORTRAN code that compute time-varying velocities, 
water surface elevations, and water quality constituent concentrations in rivers, lakes, reservoirs, 
estuaries, and coastal waterbodies. The computations are done on a horizontal and vertical grid that 
represents the waterbody bounded by its water surface, shoreline, and bottom. The water surface 
elevations are computed simultaneously with the velocity components. The transport of water 
quality constituents are then computed from the velocity components and elevations. Included in the 
computations are boundary condition formulations for friction, wind shear, turbulence, inflow, 
outflow, surface heat exchange, and water quality kinetics.  
 
The flow and constituent fields are discretized in time, and the computation marches forward 
in time steps of 10 s to 1000 s, computing the dependent variables throughout the grid at each of 
these steps. To march the calculations through time, boundary condition data consisting of 
meteorological data; inflow rates, temperatures, and constituent concentrations; and outflow rates 
are required. These boundary conditions data are assembled as separate input files.  
 
The theoretical basis of the three dimensional model was first presented in Edinger and 
Buchak (1980) and subsequently in Edinger and Buchak (1985) under the previous name called 
GLLVHT. It provides three-dimensional, time-varying simulations of rivers, lakes, impoundments, 
estuaries and coastal water bodies. GEMSS® has been peer reviewed and published (Edinger and 
Buchak, 1995; Edinger, et al., 1994, Kolluru et al. 1999, Goetchius and Haydee (2002), Kolluru and 
et al. 2003 and Fichera et al.,2005).  
 
The hydrodynamic and transport relationships used in GEMSS are developed from the 
horizontal momentum balance, continuity, constituent transport and the equation of state. The basic 
relationships are given in Edinger and Buchak (1980, 1985 and 1995). These relationships have six 
unknowns (U, V, W - velocities in x, y and z directions, respectively, η - water surface elevation, ρ - 
density, Cn - constituent n) in six equations with the momentum and constituent dispersion 
coefficients (Ax, Ay, Az, Dx, Dy, Dz) evaluated from velocities and the density structure. 
   
 
In the x and y momentum balances, the forcing terms are the barotropic or water surface slope, 
the baroclinic or density gravity slope, the Coriolis acceleration, the advection of momentum in each 
of the three coordinate directions, the dispersion of momentum in each of the coordinate directions 
and the specific momentum as would apply to a high velocity discharge. The baroclinic and 
barotropic slopes are arrived at from the hydrostatic approximation to vertical momentum and 
horizontal differentiation of the density-pressure integral by Leibnitz' rule. The baroclinic slope is 
seen to be the vertical integral of the horizontal density gradient and becomes the major driving 
force for density-induced flows due to discharge buoyancy.  
 
The hydrodynamic equations are semi-implicit in time. The semi-implicit integration 
procedure has the advantage that computational stability is not limited by the Courant condition that 
∆x/∆t, ∆y/∆t < (ghm)1/2 where hm is the maximum water depth that can lead to inefficiently small 
time steps of integration. Since the solutions are semi-implicit (for example, explicit in the 
constituent transport and the time lagged momentum terms) the stability is controlled by the 
Torrence condition (U∆t/∆x, V∆t/∆y < 1; ∆x and ∆y are grid sizes in x and y directions, 
respectively). Hence, the integration time step can be chosen to realistically represent the details of 
the boundary data which is about 15 minutes for tides and up to one hour for meteorological data. 
 
The vertical momentum dispersion coefficient and vertical shear is presently (but not limited 
to) evaluated from a Von Karman relationship modified by the local Richardson number, Ri, which 
is defined as the ratio of vertical buoyant acceleration to vertical momentum transfer (Leendertse, 
1989). Higher order turbulence closure schemes (two equations k-ω second moment closure model 
by Mellor and Yamada, 1982) are also included in the module. The longitudinal and lateral 
dispersion coefficients are scaled to the dimensions of the grid cell using the dispersion relationships 
developed by Okubo and also modified to include the velocity gradients of the velocity field using 
Smagorinsky (1963) relationship. The wind stress and bottom shear stress are computed using 
quadratic relationships with appropriate friction coefficients. 
 
Rectilinear (quasi-curvilinear) or curvilinear grid mapped with different details in different 
parts of a waterbody form the basis of computational domain in GEMSS®. Horizontal grid 
dimensions changing with depth is also used. The model domain is a space staggered finite 
difference grid with elevations and constituent concentrations computed at cell centers and 
velocities through cell interfaces. This scheme facilitates implementation of control volume 
approach resulting in perfect water balance. 
 
The curvilinear model grid is obtained using the GridGen tool of GEMSS®. GridGen is an 
automated grid generation tool which is a menu and mouse driven graphical software that allows the 
user to develop rectilinear as well as curvilinear coordinates from digitized maps containing 
shorelines and bathymetric soundings, transects and contours. These maps can be loaded in 
GEMSS® using widely used shaped file format (.shp, .dbf, .shx, .sbn, .sbx, .prj files) of ESRI. For 
applications where no digital maps are available, GEMSS® has a unique format .GShp which can be 
used to draw waterbodies and specify depths for subsequent gridding. This format is normally used 
to set up some simple waterbodies such as rectangular basin etc. 
 
Both z-level and sigma (σ) level methods can be used for gridding in the vertical direction. Z-
level allows the use of variable layer thicknesses in the vertical direction and facilitates 
implementation of the layer cell add and subtract algorithm (wetting and drying) for modeling tidal 
flats; It also allows the use of thicker layers in deeper water. The σ-stretching is obtained by 
transforming the vertical direction in to the σ-coordinate system. This σ-coordinate system is 
   
defined such that the free water surface is always at σ = 0 and the bottom is always at σ = -1. This 
transformation allows the same number of vertical layers throughout the model domain. 
 
 
 
3. TRANSPORT SCHEME 
 
Transport schemes are based on mass conservation in a control-volume. This approach requires the 
net flux to be balanced by the net change in mass within the control volume. The mass flux 
(constituent transport) in the control volume is computed by estimating the advection and diffusion 
of constituent concentration at the control volume faces (walls) as shown in Figure 1. Since, in 
GEMSS® control volume, the representative concentration of the cell is defined at the centre, an 
interpolation is required to obtain the face concentrations. Different transport schemes estimate these 
face concentrations using different interpolation methods. A first order transport scheme, upwind, 
for instance uses the upstream cell concentration. Thus for example, if the velocity at the east face 
(E) is positive (towards east) then the concentration at the east face CE is CI. On the other hand, if 
the velocity at the east face is negative (towards west), then the concentration at the east face, CE, is 
CI+1.  The higher order transport scheme QUICKEST discussed here is also an upstream biased 
scheme but estimates the face concentrations using a quadratic interpolation between the upstream 
and downstream cells.  
 
 
 
Figure 1 Control volume and location of constituents in GEMSS® 
 
QUICKEST was originally developed by Leonard (1979) and has been extended to three 
dimensions and incorporated in GEMSS®. The implementation of the scheme stays true to the 
original formulation. In the discussion of any upstream biased transport scheme, definition of three 
terms, upstream (U) cell; downstream (D) cell and current cell (C), are of utmost importance. Table 
1 gives the definition of these three cell terms with reference to Figure 1 under different flow 
conditions. 
  
Table 1 Definition of upstream, current and downstream cells in an upstream biased transport 
scheme. 
 
 Uface ≥ 0 Uface < 0 
East Face U = I - 1, C = I and D = I + 1 U = I + 2, C = I + 1 and D = I 
West Face U = I - 2, C = I - 1 and D = I U = I - 1, C = I and D = I + 1 
Uface = UI for east face and Uface = UI-1 for west face 
 
Based on this definition of the upstream and downstream cells, the face concentrations for a 
cell (control-volume) are given by the following equations: 
 
   
Equation 1 
West face: ( ) ( )( )DCUwIIwIIfw CCCCrCCCrCCC +−−−−++= −− *216
1
22
2
1
1
 
Equation 2 
East face: ( ) ( )( )DCUeIIeIIfe CCCCrCCCrCCC +−−−−++= ++ *216
1
22
2
1
1
 
 
Where Cr is the courant number at the face defined as follows: 
dl
dtUCr Ie
*
=  and 
dl
dtUCr Iw
*1−
=  
 
With dl being the length scale and dt being the time step.  
The advective flux, using the formulations above, becomes 
 
feee CCrAdv *=  and fwww CCrAdv *=  
 
Using the same definitions, the diffusive flux is formulated as 
 
Equation 3 
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Equation 4 
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Where aw and ae are the diffusion coefficients at the west and east faces respectively.  
 
The QUICKEST scheme is not monotonous, i.e., it produces overshoots and undershoots. 
Thus in order to avoid these oscillations, a universal limiter based on Leonard’s work (1991) can 
also be applied. This limiter is called ULTIMATE (Universal Limiter for Transient Interpolation 
Modeling of the Advective Transport Equation) and is applied to each cell face individually by 
modifying the face concentration (Cf) if needed. This algorithm requires calculation of the CURV 
and DEL functions as defined in the following equations: 
 
Equation 5 
CUD CCCCURV *2−+=  
Equation 6 
UD CCDEL −=  
 
Depending on the values of CURV and DEL, the ULTIMATE limiter is applied to keep the 
concentration profile monotonous.  
 
DELCURVIf *6.0≤ , then the unmodified face concentration calculated by QUICKEST is used. 
DELCURVIf ≥ , then modified Cf = Cc. 
 
If none of these is true, then a reference concentration, CREF, is computed according to the Equation 
7. 
 
   
Equation 7 
f
UC
UREF Cr
CCCC −+=  
  
Now if DEL > 0, then we chose Cf so that CC < Cf < min [CREF, CD] 
 
And if DEL < 0, then we chose Cf so that max [CREF, CD]< Cf < CC 
 
The mass balance equation for a control volume can then be solved explicitly or implicitly in 
time. In a fully explicit scheme, all the terms used to calculate the face concentrations are from the 
current time step while in a fully implicit scheme the face concentrations are calculated based on the 
concentrations at the next time step. Implicit formulation requires solving matrix and thus is 
computationally expensive. On the other hand implicit formulation relaxes the time step constraints. 
In GEMSS®, the vertical transport can also be solved using the implicit scheme. It also allows for 
different combinations (weightage) of Explicit-Implicit formulation. This weighting can be specified 
in the form of two parameters θa and θd. The variable θa specifies the contribution of implicit 
formulation for advective transport in the vertical direction and the variable θd specifies the 
contribution of implicit formulation for diffusive transport. The final transport equation in 3 -D with 
implicit and explicit formulation can thus be written as  
 
Equation 8 
( )( ) ( )izizaezezaeyeyexexnInI DifAdvDifAdvDifAdvDifAdvt
CC
+++−++++=
∆
−
+
θθ1
1
 
 
Where, Advex, Advey and Advez are the net explicit advective fluxes in the x, y and z directions 
respectively and Difex, Difey and Difez are the net explicit diffusive fluxes in the x, y and z directions 
respectively. Adviz and Difiz  are the net implicit advective and diffusive fluxes in the z direction. The 
net advective flux in any direction is the difference in the incoming and outgoing mass flux. For 
example 
 
ewex AdvAdvAdv −=  
 
When θa = θd = 0, then the transport equation is completely explicit and when θa = θd = 1, 
then the transport equation is completely implicit in the z direction. To retain the computational 
efficiency of the complete transport equation, computations in x and y directions are always solved 
explicitly in GEMSS®. When θa = θd = 0.55, then the transport scheme is called Crank-Nicholson in 
the vertical direction.  
 
 
 
4. APPLICATION 
 
To illustrate the difference in these transport schemes and the benefits of using a higher order 
transport algorithms consider the following test and real world applications. The first application is a 
simple 2 dimensional model considered to compare the schemes amongst themselves. The next three 
applications demonstrate the accuracy of these higher order schemes in which they reproduce the 
observed behavior. GEMSS® also has the option of using the first order transport scheme, upwind. 
These examples will show the benefits of a quadratic interpolation at the cost of a little 
computational time.  
   
 
 
4.1 Idealized 2-D Bay 
 
Consider a simple bay with little to no cross flow as shown in Figure 2. This simplification allows us 
to model the system as a two dimensional system. The computational grid is made such that there is 
only one cell in the y direction allowing inter-cell transport only in x and z direction. The grids are 
of uniform size. The model starts with a stratified profile of temperature and salinity and the same 
profile is applied as constant in time at the open seaward boundary. Under such conditions, the 
model should retain its initial profiles after a simulation period of 1 month. Figure 3 shows the 
profile plots near the downstream end of the model after a one month simulation period.  
 
 
 
Figure 2 Schematic of the simple 2 dimensional bay system 
 
   
 
 
Figure 3 Temperature and salinity profiles after 1 month simulation period in the estuary using 
different transport schemes 
 
Figure 3 shows that the higher order transport scheme, QUICKEST, does a far better job in 
retaining the well defined stratification in the estuary. Upwind scheme results in more mixing of the 
temperature and salinity due to its linear interpolation method. Note that the predictions from 
QUICKEST and QUICKEST with ULTIMATE match exactly with each other. This suggests that 
the ULTIMATE limiter was not needed to be applied at any face due to the fact that there were no 
overshoots or undershoots. Since there is no observed data for this case, it is unreasonable to decide 
what scheme gave more realistic and accurate results. Thus, to add more certainty to the basis of 
decision, some more comparisons were done for real world applications where the observed field 
data is available.  
 
 
4.2 Natural Lake: Lake Auburn, ME 
 
GEMSS® was recently used by ERM Inc., to study the hydrodynamic conditions and coliform travel 
times in Lake Auburn, Maine. Lake Auburn water treatment facility has a water intake in the lake 
where the entrainment of coliform was of concern. The study (Huang et. al., 2006) focused on the 
time period between April 2002 and November 2002. During this study, the model was calibrated 
against the observed field data and then used to study the fecal coliform transport within Lake 
Auburn for stratified and non-stratified time periods in 2002. The model results indicated that the 
circulation patterns in Lake Auburn are a function of the complex bottom bathymetry, frequently 
varying wind speeds and directions, and inflow and outflow rates. Three different circulation 
patterns at the surface layer were seen. A strong surface flow directed towards north as a result of a 
strong south wind, a southwestern directed flow due to strong northeast winds and a clockwise flow 
pattern at the surface when the wind shifts direction from north to southeast. Regional clockwise and 
   
counter clockwise circulations occur at the same time at the intake level. The model results also 
indicate that horizontal flow patterns in Lake Auburn differ from one layer to another during both 
stratified and the non-stratified periods.  
 
Figure 5 and Figure 6 show the temperature profiles at a field data location (Station 8) in Lake 
Auburn. Similar to the previous sample application results, QUICKEST and QUICKEST with 
ULTIMATE reproduce the observed temperature profiles far more accurately than upwind. Upwind 
has more vertical mixing of heat resulting in hotter bottom temperatures and thus smearing off the 
sharp thermocline gradient. Error analysis for these profile comparisons are shown in Table 2 and 
Table 3 for plots in Figure 5 and Figure 6 respectively. It can be seen that QUICKEST and 
QUICKEST with ULTIMATE have errors much smaller than Upwind. The standard deviation of 
error is mostly less than 0.5°C for plots shown in Figure 5 (Table 2) when using higher order 
transport schemes. Using upwind the standard deviation in errors are up to 2.5°C for plots shown in 
Figure 6 (Table 3).  
 
 
 
Figure 4 Lake Auburn showing field data location and inflows 
 
   
 
 
Figure 5 Temperature profiles at a field data location (Station 8) in Lake Auburn, ME (Red 
triangle: Field Data; Green line: Upwind; Blue dots: QUICKEST ; Brown diamonds: QUICKEST 
with ULTIMATE) 
 
Table 2 Error analysis results for temperature profile comparisons (plots shown in Figure 5, 
clockwise from top) 
 
Upwind QUICKEST QUICKEST with ULTIMATE Clockwise 
from top left Average 
Error (C) 
Standard 
Deviation(C) 
Average 
Error(C) 
Standard 
Deviation(C) 
Average 
Error(C) 
Standard 
Deviation(C) 
Profile 1 0.288 0.985 -0.109 0.647 -0.008 0.677 
Profile 2 0.323 0.437 -0.595 0.542 -0.423 0.489 
Profile 3 0.437 0.707 -0.722 0.397 -0.531 0.356 
Profile 4 0.554 0.992 -0.673 0.344 -0.486 0.326 
Profile 5 0.813 0.82 -0.632 0.421 -0.441 0.35 
Profile 6 1.883 1.377 -0.518 0.543 -0.295 0.461 
Profile 7 2.037 1.636 -0.497 0.291 -0.261 0.373 
Profile 8 2.251 2.159 -0.535 0.648 -0.248 0.755 
 
   
 
 
Figure 6 Temperature profiles at a field data location (Station 8) in Lake Auburn, ME (Red 
triangle: Field Data; Green line: Upwind; Blue dots: QUICKEST ; Brown diamonds: QUICKEST 
with ULTIMATE) 
 
Table 3 Error analysis results for temperature profile comparisons (plots shown in Figure 6, 
clockwise from top) 
 
Upwind QUICKEST QUICKEST with ULTIMATE Clockwise 
from top left Average 
Error(C) 
Standard 
Deviation(C) 
Average 
Error(C) 
Standard 
Deviation(C) 
Average 
Error(C) 
Standard 
Deviation(C) 
Profile 1 2.345 2.242 -0.606 0.73 -0.236 0.771 
Profile 2 2.566 2.385 -0.595 0.932 -0.169 0.881 
Profile 3 2.555 2.572 -0.19 1.01 -0.184 0.984 
Profile 4 2.819 2.403 -0.041 0.95 -0.035 0.937 
Profile 5 2.95 2.435 0.093 0.8 0.092 0.804 
Profile 6 2.845 2.549 0.072 0.82 0.068 0.88 
Profile 7 2.777 2.639 0.012 0.85 0.012 0.865 
Profile 8 2.278 2.848 -0.29 1.04 -0.296 1.029 
 
 
4.3 Natural Estuary: Budd Inlet, WA 
 
Budd Inlet is a natural estuary located in the state of Washington. The estuary receives its fresh 
water flow from Capitol Lake which is controlled by a gate. There is interest in studying the existing 
water quality conditions in the estuary. A three dimensional model grid including the Capitol Lake 
and the gate structure was developed to study the estuary in detail. GEMSS® was applied and 
calibrated to the available field data. Accurate modeling of stratified hydrodynamic flow patterns in 
   
the estuary are important for water quality studies and thus the higher order transport scheme, 
QUICKEST, was adopted to model temperature and salinity. Model results showed a rapidly flushed 
inlet with a unique circulation pattern (WDOE, 1998, Prakash and Kolluru, 2005). Circulation 
results suggested that Budd Inlet in its entirety gets flushed every 7-11 days. The central region 
contained a weak counterclockwise gyre. While this gyre was prevalent year-round, the net transport 
and currents varied with season and tidal cycle. The net current speed at the mouth of the inlet was 
found to be approximately twice as strong during winters versus summers. The net current and 
transport also oscillated on a fortnightly basis because of spring to neap tide variation. Capitol Lake 
strongly affected the circulation in the southern regions. When the Capitol Lake gates were open, the 
circulation increased dramatically.  
 
Figure 8 shows the temperature profiles at two field data locations which were used for the 
calibration period. Results obtained from QUICKEST and QUICKEST with ULTIMATE agree with 
the field data to a greater extent than the results obtained from upwind.  
 
 
 
Figure 7 Budd Inlet estuary showing the location of inflow and field measurement stations 
   
 
 
Figure 8 Temperature profiles at different field data locations (Top: BE-2 and Bottom: BD-2) in 
Budd Inlet (Red triangle: Field Data; Green line: Upwind; Blue dots: QUICKEST ; Brown 
diamonds: QUICKEST with ULTIMATE) 
 
 Error analysis was done on the profile comparisons for both locations and the results are 
shown in Table 4. It can be seen that the estuary is relatively well mixed when compared to the 
natural lake considered before. However, even in these mixed conditions, the higher order transport 
schemes perform better than upwind. While the average errors involved in using different schemes 
are within the same range, the standard deviations are smaller with QUICKEST or QUICKEST with 
ULTIMATE. Lack of measured salinity profile data limited the scope of comparisons. Nevertheless 
a similar result is expected from salinity predictions.  
 
Table 4 Error analysis results for temperature profile comparisons (plots shown in Figure 8, 
clockwise from top) 
 
Upwind QUICKEST QUICKEST with ULTIMATE Clockwise 
from top left Average 
Error(C) 
Standard 
Deviation(C) 
Average 
Error(C) 
Standard 
Deviation(C) 
Average 
Error(C) 
Standard 
Deviation(C) 
Profile 1 -0.26 1.047 0.299 0.8 -0.113 0.76 
Profile 2 -0.089 1.004 0.289 0.668 -0.159 0.648 
Profile 3 -0.04 0.799 0.28 0.492 0.045 0.351 
Profile 4 -0.22 0.62 0.307 0.457 -0.105 0.352 
Profile 5 -0.306 0.964 0.331 0.672 0.013 0.63 
Profile 6 0.671 0.558 0.941 0.633 0.562 0.451 
Profile 7 -0.145 0.99 0.393 0.653 0.054 0.633 
Profile 8 0.211 0.347 0.103 0.409 0.159 0.443 
 
   
 
4.4 Heated Reservoir: Squaw Creek Reservoir, TX 
 
Squaw Creek reservoir (SCR) houses Comanche Peak Steam Electric Station (CPSES) near its 
shore. CPSES use SCR to transfer waste heat to the atmosphere. The cooling water intake structure 
located near the western shore withdraws 2.2 million gpm of water at its peak capacity. This heated 
water is routed back in to the reservoir through a discharge pipe located at the southern end of the 
peninsula allowing it to cool naturally. During a recent study (Buchak and Prakash, 2005) of 
temperatures performed by ERM in the reservoir, comparisons were done to calibrate GEMSS® to 
the observed field data. In such a system with unnatural heating due to waste heat load, QUICKEST 
reproduced the observed stratification far more accurately than the first order upwind. GEMSS® 
results showed that the circulation in SCR is mostly driven by wind and bathymetry. There is very 
small flow through the reservoir and thus most regions are relatively quiescent. The intake water is 
supplied mostly by the discharge flow from the plant that travels north. Due to the relatively small 
flows, the reservoir becomes highly stratified.  
 
Figure 10 shows the temperature profiles at 8 different field data locations using upwind and 
QUICKEST with ULTIMATE. It can be seen that the observed stratification (red) is very accurately 
reproduced by GEMSS® when QUICKEST with ULTIMATE is used. There is excessive vertical 
mixing of heat in the case of upwind.  
 
As discussed earlier, to reproduce stratification better, upwind requires a much higher vertical 
resolution. To put this understanding to test, a second grid was developed with three times the 
vertical resolution and the model was run using upwind. The results for this simulation are also 
shown in Figure 10. It is evident from these figures, and the corresponding error analysis in Table 5, 
that with increased vertical resolution upwind performs better. However, the stratification is still not 
as pronounced as in the field data or the model predictions using QUICKEST (or QUICKEST with 
ULTIMATE). The standard deviation in the errors with increased vertical resolution is smaller than 
the original resolution using upwind but still higher than the higher order transport schemes.  
 
   
 
 
Figure 9 Squaw Creek Reservoir showing the field measurement and intake/discharge locations 
 
It is undeniably clear that upwind with increased resolution improved the model predictions 
remarkably while still retaining the simplicity of the first order transport scheme. This raises the 
question about the overall benefit of higher order transport schemes. To further analyze the benefits, 
a computational time comparison was done between the four model simulations and is shown in 
Table 6. Upwind with increased resolution, while reproducing stratification better, is highly 
computationally inefficient. Along with increasing the number of grids to be solved, a higher 
resolution grid imposes more stringent time step limitations. The higher order transport schemes, on 
the other hand, provide much better results along with being computationally efficient. The 
computational efficiency coupled with the advantage of being able to better reproduce observed 
conditions puts QUICKEST (and QUICKEST with ULTIMATE) above upwind as a preferred 
choice of transport scheme.   
 
   
 
 
Figure 10 Temperature profiles at different field data locations in the Squaw Creek Reservoir (Red 
triangle: Field Data; Green line: Upwind; Blue dots: QUICKEST ; Brown diamonds: QUICKEST 
with ULTIMATE; Yellow line: Upwind with (1/3)∆z) 
 
 
 
 
 
 
 
 
 
   
Table 5 Error analysis results for temperature profile comparisons (plots shown in Figure 10, 
clockwise from top) 
 
Left to 
Right 
Top to 
Bottom 
  
Upwind QUICKEST QUICKEST+ULTIMATE Upwind (1/3)∆z 
 Average 
Error (F) 
Standard 
Deviation 
(F) 
Average 
Error(F) 
Standard 
Deviation 
(F) 
Average 
Error (F) 
Standard 
Deviation 
(F) 
Average 
Error(F) 
Standard 
Deviation 
(F) 
Profile 1 5.262 9.63 -3.938 4.055 -2.718 4.014 -0.331 4.966 
Profile 2 0.58 6.434 -4.803 4.249 -3.673 4.171 -1.317 4.846 
Profile 3 5.559 9.736 -3.77 4.082 -2.451 4.095 -0.029 5.109 
Profile 4 5.556 9.478 -2.592 4.065 -1.346 4.047 0.845 4.959 
Profile 5 -1.863 1.135 -5.049 1.852 -3.858 1.473 -2.485 1.397 
Profile 6 6.295 9.371 -2.312 3.403 -1.015 3.395 1.359 4.455 
Profile 7 -1.628 0.5 -3.072 0.414 -2.195 0.292 -0.703 0.438 
Profile 8 -4.935 0.192 -1.829 1.29 -3.35 0.275 -1.994 0.085 
 
Table 6 Computation time associated with different transport schemes under the same simulation 
scenario 
 
Simulation Settings: 
• 3 month model simulation  
• 274 horizontal cells 
• Average Depth of 12.78 m  
 
Simulation Type/Algorithm Simulation Time (hrs) % of Base Case (Upwind) 
Upwind 1.6 100 
QUICKEST 2.3 144 
QUICKEST+ULTIMATE 4.5 280 
Upwind with (1/3)∆z 5.1 319 
 
 
 
5. DISCUSSION 
 
A successful implementation of QUICKEST and QUICKEST with ULTIMATE in a three 
dimensional hydrodynamic and transport model, GEMSS®, and its application to real world systems 
showed the profound benefits of these higher order transport schemes. Upwind, first order transport 
scheme, is computationally efficient but fails to reproduce the existing stratification in waterbodies 
correctly due to the unrealistic mixing introduced by numerical diffusion. This numerical diffusion 
smears the sharp temperature gradients that exist in the thermocline and the sharp salinity gradients 
that exist in the halocline. QUICKEST, using a quadratic interpolation scheme, very precisely 
models these thermoclines and haloclines. However, sometimes at locations that have very steep 
concentration gradients, QUICKEST suffers from undershoots and overshoots. To decrease these 
oscillations, a limiter (ULTIMATE) was implemented which eliminated such problems. The paper 
showed results from several applications varying from natural lakes to heated reservoirs and 
QUICKEST consistently performed better in such cases. Although the real applications lacked any 
example of a coastal waterbody, sample two dimensional application demonstrated similar 
   
improvements when modeling haloclines. While QUICKEST was found to be computationally less 
efficient than upwind, the enhanced accuracy of the results compensated for it. It was found that it is 
essential to use higher order transport schemes if one desires to accurately reproduce thermoclines 
and haloclines in a less energetic waterbody.  
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