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Abstract
A generalized Bethe tree is a rooted tree in which vertices at the same distance from the root have the
same degree. Let {Bi : 1  i  m} be a set of trees such that, for i = 1, 2, . . . , m,
(1) Bi is a generalized Bethe tree of ki levels,
(2) the vertices of Bi at the level j have degree di,ki−j+1 for j = 1, 2, . . . , ki , and
(3) the edges of Bi joining the vertices at the level j with the vertices at the level (j + 1) have weight
wi,ki−j for j = 1, 2, . . . , ki − 1.
Let v{Bi : 1  i  m} be the tree obtained from the union of the trees Bi joined at their respective root
vertices. We give a complete characterization of the eigenvalues of the Laplacian and adjacency matrices of
v{Bi : 1  i  m}. Moreover, we derive results concerning their multiplicities. In particular, we characterize
the spectral radii, the algebraic connectivity and the second largest Laplacian eigenvalue.
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1. Introduction
Let G = (V ,E) be a simple graph with vertex set V and edge set E. A weighted graph G
is a graph in which each edge e ∈ E has a positive weight w(e). Labelling the vertices of G by
1, 2, . . . , n, the Laplacian matrix of G is the n × n matrix L(G) = (li,j ) defined by
li,j =
⎧⎨⎩
−w(e) if i /= j and e is the edge joining i and j,
0 if i /= j and i is not adjacent to j,
−∑k /=i li,k if i = j
and the adjacency matrix of G is the n × n matrix A(G) = (ai,j ) defined by
ai,j =
⎧⎨⎩w(e) if i /= j and e is the edge joining i and j,0 if i /= j and i is not adjacent to j,0 if i = j.
L(G) and A(G) are both real symmetric matrices. From this fact and Geršgorin’s Theorem, it
follows that the eigenvalues of L(G) are nonnegative real numbers. Moreover, since its rows sum
to 0, (0, e) is an eigenpair for L(G) where e is the all ones vector.
If w(e) = 1 for all e ∈ E then G is an unweighted graph. In [1], some of the many results
known for the Laplacian matrix of an unweighted graph are given. Fiedler [2] proved that G is a
connected graph if and only if the second smallest eigenvalue of L(G) is positive. This eigenvalue
is called the algebraic connectivity of G.
A tree is a connected acyclic graph.
We recall the notion of a Bethe tree [3]. A Bethe treeBd,k is a rooted tree on k levels, in which
the root has degree d, the vertices at the level j (2  j  k − 1) have degree (d + 1) and the
vertices at the level k are the pendant vertices.
A generalized Bethe tree is a rooted tree in which vertices at the same level from the root
have the same degree. In [4], we characterize completely the eigenvalues of the Laplacian and
adjacency matrices of an unweighted generalized Bethe tree. In [5], we extend these results to a
weighted generalized Bethe tree. More precisely, if B is a rooted tree of k levels such that the
vertices at the level j have degree dk−j+1 for j = 1, 2, . . . , k, and the edges joining the vertices at
the level j with the vertices at the level (j + 1) have a weight wk−j for j = 1, 2, . . . , k − 1, then
we give a complete characterization of the eigenvalues of the Laplacian and adjacency matrices
of B, including information about their multiplicities.
Throughout this paper {Bi : 1  i  m} is a set of trees such that, for i = 1, 2, . . . , m,
(1) Bi is a generalized Bethe tree of ki levels,
(2) the vertices of Bi at the level j have degree di,ki−j+1 for j = 1, 2, . . . , ki , and
(3) the edges ofBi joining the vertices at the level j with the vertices at the level (j + 1) have
weight wi,ki−j for j = 1, 2, . . . , ki − 1.
Let v{Bi : 1  i  m} be the tree obtained from the union of the trees Bi joined at their
respective root vertices, in which v denotes the common root. For brevity, we write v{Bi} instead
v{Bi : 1  i  m}.
In this paper, we search for the eigenvalues of L(v{Bi}) and A(v{Bi}) and their corresponding
multiplicities. In particular, we want to characterize the spectral radii, the algebraic connectivity
and the second largest Laplacian eigenvalue.
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We agree that the common root v is at the level 1. For j = 1, 2, 3, . . . , ki , let ni,ki−j+1 denotes
the number of vertices at the level j of Bi . Then
ni,ki−j = (di,ki−j+1 − 1)ni,ki−j+1, 2  j  ki − 1. (1)
The total number of vertices in v{Bi} is
n =
m∑
i=1
ki−1∑
j=1
ni,j + 1.
Let
δi,1 = wi,1, (2)
δi,j = (di,j − 1)wi,j−1 + wi,j , j = 2, 3, . . . , ki − 1,
δ =
m∑
i=1
di,kiwi,ki−1.
Observe that if wi,j = 1 for all j then δi,j = di,j is the degree of the vertices at the level
ki − j + 1 of Bi .
We introduce the following additional notations.
0 is the all zeros matrix of the appropriate order.
Ir is the identity matrix of order r × r .
er is the all ones column vector of dimension r .
For 1  i  m and 1  j  ki − 1,mi,j = ni,jni,j+1 and Ci,j is the block diagonal matrix defined
by
Ci,j =
⎡⎢⎢⎢⎣
emi,j
emi,j
.
.
.
emi,j
⎤⎥⎥⎥⎦ (3)
with ni,j+1 diagonal blocks. Thus, the order of Ci,j is ni,j × ni,j+1. Observe that Ci,ki−1 = enki−1 .
Denote by
λ1(A)  λ2(A)  · · ·  λr(A),
the eigenvalues of an r × r matrix A with only real eigenvalues and by σ(A) the set of eigenvalues
of a matrix A.
We label the vertices of v{Bi} as follows:
1. Using the labels 1, 2, . . . ,
∑k1−1
j=1 n1,j , we label the vertices of B1 from the bottom to level 2
and, at each level, from the left to the right.
2. Using the labels
∑k1−1
j=1 n1,j + 1, . . . ,
∑k1−1
j=1 n1,j +
∑k2−1
j=1 n2,j , we label the vertices of B2from the bottom to level 2 and, at each level, from the left to the right.
3. We continue labelling the vertices of B3, B4, . . . , Bm, in this order, from the bottom to level 2
and, at each level, from the left to the right.
4. Finally, we use the label n for the root v.
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Example 1. This example illustrates our vertex labelling and the notations introduced above.
48
1 2 3 4 5 6 2 2 2 2 2 2 2 2 2 2 2 3 3
7 8
9 10 11 12 13 14 15 16 17 18 19 20
21 22 23 24 25 26
27 28 29
30 31 32 33 34 35 36 37
38 39 40 41
42 43 44 45
46 47
3 3 3 3 3 3
3 3 3 3 3 3
2
3
22
4
3 3
5 5 5 5 5 55 5
2 2 2
4 3
2
We have three generalized Bethe trees B1,B2 and B3 joined at the common root with label
n = 48. Then k1 = 3, k2 = 4, k3 = 5 and
n1,1 = 6, d1,1 = 1, n1,2 = 2, d1,2 = 4,
n2,1 = 12, d2,1 = 1, n2,2 = 6, d2,2 = 3, n2,3 = 3, d2,3 = 3,
n3,1 = 8, d3,1 = 1, n3,2 = 4, d3,2 = 3, n3,3 = 4, d3,4 = 2,
n3,4 = 2, d3,4 = 3,
w1,1 = 3, w1,2 = 4,
w2,1 = 2, w2,2 = 3, w2,3 = 2,
w3,1 = 5, w3,2 = 3, w3,4 = 2, w3,4 = 3.
Then
δ1,1 = 3, δ1,2 = 13,
δ2,1 = 2, δ2,2 = 7, δ2,3 = 8,
δ3,1 = 5, δ3,2 = 13, δ3,4 = 5, δ3,4 = 7.
and
δ = 20.
The total number of vertices is n = 48. The matrices defined in (3) are
C1,1 = diag{e3, e3}, C1,2 = e2,
C2,1 = diag{e2, e2, e2, e2, e2, e2},
C2,2 = diag{e2, e2, e2}, C2,3 = e3,
C3,1 = diag{e2, e2, e2, e2},
C3,2 =
⎡⎢⎢⎣
1
1
1
1
⎤⎥⎥⎦
C3,3 = diag{e2, e2}, C3,4 = e2.
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For the above mentioned labelling, the adjacency matrix A(v{Bi}) and the Laplacian matrix
L(v{Bi}) become
A(v{Bi}) =
⎡⎢⎢⎢⎢⎢⎢⎣
A1 0 · · · 0 w1,k1−1a1
0 A2
.
.
. w2,k2−1a2
...
.
.
.
.
.
. 0
...
0 0 Am wm,km−1am
w1,k1−1aT1 w2,k2−1aT2 · · · wm,km−1aTm 0
⎤⎥⎥⎥⎥⎥⎥⎦ (4)
and
L(v(Bi )) =
⎡⎢⎢⎢⎢⎢⎢⎣
L1 0 · · · 0 −w1,k1−1a1
0 L2
.
.
. −w2,k2−1a2
...
.
.
.
.
.
. 0
...
0 0 Lm −wm,km−1am
−w1,k1−1aT1 −w2,k2−1aT2 · · · −wm,km−1aTm δ
⎤⎥⎥⎥⎥⎥⎥⎦ (5)
where, for i = 1, 2, . . . , m, the matrices Ai and Li are the following block tridiagonal matrices
Ai =
⎡⎢⎢⎢⎢⎢⎢⎣
0 wi,1Ci,1
wi,1C
T
i,1 0 wi,2Ci,2
wi,2C
T
i,2
.
.
.
.
.
.
.
.
.
.
.
. wi,ki−2Ci,ki−2
wi,ki−2CTi,ki−2 0
⎤⎥⎥⎥⎥⎥⎥⎦ (6)
Li =
⎡⎢⎢⎢⎢⎢⎢⎣
δi,1Ini,1 −wi,1Ci,1
−wi,1CTi,1 δi,2Ini,2 −wi,2Ci,2
−wi,2CTi,2
.
.
.
.
.
.
.
.
.
.
.
. −wi,ki−2Ci,ki−2
−wi,ki−2CTi,ki−2 δi,ki−1Ii,nki−1
⎤⎥⎥⎥⎥⎥⎥⎦ (7)
and
aTi =
[
0 · · · · · · 0 eTni,ki−1
]
. (8)
Lemma 1. Let
M =
⎡⎢⎢⎢⎢⎢⎢⎣
M1 0 · · · 0 ±w1,k1−1a1
0 M2
.
.
. ±w2,k2−1a2
...
.
.
.
.
.
. 0
...
0 0 Mm ±wm,km−1am
±w1,k1−1aT1 ±w2,k2−1aT2 · · · ±wm,km−1aTm α
⎤⎥⎥⎥⎥⎥⎥⎦ ,
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where for i = 1, 2, . . . , m,±wi,ki−1ai denotes wi,ki−1ai or −wi,ki−1ai , and Mi is the block
tridiagonal matrix
Mi =
⎡⎢⎢⎢⎢⎢⎢⎣
αi,1Ini,1 wi,1Ci,1
wi,1C
T
i,1 αi,2Ini,2 wi,2Ci,2
wi,2C
T
i,2
.
.
.
.
.
.
.
.
.
.
.
. wi,ki−2Ci,ki−2
wi,ki−2CTi,ki−2 αi,ki−1Ii,nki−1
⎤⎥⎥⎥⎥⎥⎥⎦
and a1, a2, . . . , am are as in (8).
Let
βi,1 = αi,1,
βi,j = αi,j − ni,j−1
ni,j
w2i,j−1
βi,j−1
, j = 2, 3, . . . , ki − 1,
β = α − n1,k1−1
w21,k1−1
β1,k1−1
− n2,k2−1
w22,k2−1
β2,k2−1
− . . . − nm,km−1
w2m,km−1
βm,km−1
.
If βi,j /= 0 for all i = 1, 2, . . . , m and all j = 1, 2, . . . , ki − 1 then
det M = β
m∏
i=1
ki−1∏
j=1
β
ni,j
i,j . (9)
Proof. Suppose β1,j /= 0 for all j = 1, 2, . . . , k1 − 1. After some steps of the Gaussian elim-
ination procedure, without row interchanges, we reduce M to the intermediate matrix given
below⎡⎢⎢⎢⎢⎢⎢⎢⎣
R1 0 · · · 0 ±w1,k1−1a1
0 M2
.
.
. ±w2,k2−1a2
...
.
.
.
.
.
. 0
...
0 0 Mm ±wm,km−1am
0 ±w2,k2−1aT2 · · · ±wm,km−1aTm α − n1,k1−1
w21,k1−1
β1,k1−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
where R1 is the upper triangular matrix
R1 =
⎡⎢⎢⎢⎢⎣
β1,1In1,1 w1,1C1,1
β1,2In1,2
.
.
.
.
.
. w1,k1−2C1,k1−2
β1,k1−1In1,k1−1
⎤⎥⎥⎥⎥⎦ .
Suppose, in addition,βi,j /= 0 for all i = 2, 3, . . . , m and all j = 1, 2, . . . , ki − 1.We continue
with the Gaussian elimination. Finally, we obtain the upper triangular matrix
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R1 0 · · · 0 ±w1,k1−1a1
0 R2
.
.
. ±w2,k2−1a2
...
.
.
.
.
.
. 0
...
0 0 Rm ±wm,km−1am
0 0 · · · 0 α −∑mi=1 ni,ki−1 w2i,ki−1βi,ki−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
where, for i = 2, 3, . . . , m,
Ri =
⎡⎢⎢⎢⎢⎣
βi,1Ini,1 Ci,1
βi,2Ini,2
.
.
.
.
.
. Ci,ki−2
βi,ki−1Ini,ki−1
⎤⎥⎥⎥⎥⎦ .
Thus, (9) is proved. 
2. The spectrum of the Laplacian matrix
Lemma 2. Let
M =
⎡⎢⎢⎢⎢⎢⎢⎣
C1 0 · · · 0 c1
0 C2
.
.
. c2
...
.
.
.
.
.
. 0
...
0 0 Cm cm
cT1 c
T
2 · · · cTm c
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where, for i = 1, 2, . . . , m, Ci is an ni × ni matrix and
cTi =
[
0 · · · · · · 0 ci
]
.
Then
det M = c
m∏
i=1
det Ci −
m∑
i=1
c2i det C˜i
∏
j /=i
det Cj , (10)
where C˜i denotes the submatrix obtained from Ci by deleting its last row and its last column.
Proof. The order of M is n × n with n =∑mi=1 ni + 1. We expand about the last row of M.
Clearly the cofactor for c is
∏m
i=1 det Ci . The cofactor for cm in the last row is
(−1)2n−1 det
⎡⎢⎢⎢⎢⎣
C1 0 · · · 0 c1
0
.
.
.
.
.
.
...
...
.
.
. Cm−1 0 cm−1
0 · · · 0 D cm
⎤⎥⎥⎥⎥⎦
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= −
(
m−1∏
i=1
det Ci
)
det
[
D cm
]
= −cm
(
m−1∏
i=1
det Ci
)
det C˜m,
where D is the nm × (nm − 1) matrix obtained from Cm by deleting its last column. The cofactor
for cm−1 in the last row is
(−1)2n−nm−1 det
⎡⎢⎢⎢⎢⎢⎢⎢⎣
C1 0 · · · · · · 0 c1
0
.
.
.
.
.
. c2
...
.
.
. Cm−2
.
.
.
...
...
.
.
. E 0 cm−1
0 · · · · · · 0 Cm cm
⎤⎥⎥⎥⎥⎥⎥⎥⎦
where E is the nm−1 × (nm−1 − 1) matrix obtained from Cm−1 by deleting its last column. After
(nm−1 + nm − 1) column interchanges this cofactor becomes
(−1)2n+nm−1−2 det
⎡⎢⎢⎢⎢⎢⎢⎢⎣
C1 0 · · · c1 0 0
0
.
.
.
.
.
. c2 0
...
.
.
. Cm−2
.
.
. 0
...
... 0 cm−1 E 0
0 · · · 0 cm 0 Cm
⎤⎥⎥⎥⎥⎥⎥⎥⎦
= (−1)nm−1
(
det
m−2∏
i=1
Ci
)
det
[
cm−1 E
]
det Cm
= (−1)2nm−1+1cm−1
(
det
m−2∏
i=1
Ci
)
det C˜m−1 det Cm
= −cm−1 det C˜m−1 det
∏
i /=m−1
Ci.
We continue the expansion along the last row with the terms cm−2, cm−2, . . . , c1, in this order,
to obtain finally that det M is given by (10). 
Definition 1. For i = 1, 2, . . . , m, let
Pi,0(λ) = 1, Pi,1(λ) = λ − δi,1
and, for j = 2, 3, . . . , ki − 1, let
Pi,j (λ) = (λ − δi,j )Pi,j−1(λ) − ni,j−1
ni,j
w2i,j−1Pi,j−2(λ) (11)
and
P(λ) = (λ − δ)
m∏
i=1
Pi,ki−1(λ) −
m∑
i=1
ni,ki−1w2i,ki−1Pi,ki−2(λ)
∏
l /=i
Pl,kl−1(λ), (12)
where δi,j (1  i  m, 1  j  ki − 1) and δ are as in (2).
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For i = 1, 2, . . . , m, let
i = {j : 1  j  ni,ki−1 : ni,j > ni,j+1}.
Theorem 1. We have
(a) det(λI − L(v{Bi})) = P(λ)
m∏
i=1
∏
j∈i
P
ni,j−ni,j+1
i,j (λ). (13)
(b) The set of eigenvalues of L(v{Bi}) is
σ(L(v{Bi})) = (∪mi=1 ∪j∈i {λ : Pi,j (λ) = 0}) ∪ {λ : P(λ) = 0}.
Proof. (a) We recall that L(v{Bi}) is given by (5) and (7). We first suppose that λ ∈ R is such
that Pi,j (λ) /= 0 for all i = 1, 2, . . . , m and for all j = 1, 2, . . . , ki − 1. We apply Lemma 1 to
the matrix M = λI − L(v{Bi}). For this matrix
αi,1 = λ − δi,1,
αi,j = λ − δi,j ,
α = λ − δ.
Let βi,j , β be as in Lemma 1. For brevity, we write Pi,j (λ) = Pi,j and P(λ) = P . We have
βi,1 = λ − δi,1 = Pi,1
Pi,0
/= 0,
βi,2 = (λ − δi,2) − ni,1
ni,2
w2i,1
βi,1
= (λ − δi,2) − ni,1
ni,2
w2i,1
Pi,0
Pi,1
=
(λ − δi,2)Pi,1 − ni,1ni,2 w2i,1Pi,0
Pi,1
= Pi,2
Pi,1
/= 0,
...
βi,ki−1 = (λ − δi,ki−1) −
nki−2
nki−1
w2i,ki−2
βi,ki−2
= (λ − δi,ki−1) −
ni,ki−2
ni,ki−1
w2i,ki−2
Pi,ki−3
Pi,ki−2
=
(λ − δi,ki−1)Pi,ki−2 − nki−2ni,ki−1 w
2
i,ki−2Pi,ki−3
Pi,ki−2
= Pi,ki−1
Pi,ki−2
/= 0.
and
β = (λ − δ) −
m∑
i=1
ni,ki−1
w2i,ki−1
βi,ki−1
= (λ − δ) −
m∑
i=1
ni,ki−1w2i,ki−1
Pi,ki−2
Pi,ki−1
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= (λ − δ)
∏m
i=1 Pi,ki−1 −
∑m
i=1 ni,ki−1w2i,ki−1Pi,ki−2
∏
l /=i Pl,kl−1∏m
i=1 Pi,ki−1
= P∏m
i=1 Pi,ki−1
.
From (9)
det(λI − L(v{Bi}))
= β
m∏
i=1
ki−1∏
j=1
β
ni,j
i,j
= P∏m
i=1 Pi,ki−1
m∏
i=1
P
ni,1
i,1
P
ni,1
i,0
P
ni,2
i,2
P
ni,2
i,1
P
ni,3
i,3
P
ni,3
i,2
· ·P
ni,ki−2
i,ki−2
P
ni,ki−2
i,ki−3
P
ni,ki−1
i,ki−1
P
ni,ki−1
i,ki−2
= P
m∏
i=1
P
ni,1
i,1
P
ni,1
i,0
P
ni,2
i,2
P
ni,2
i,1
P
ni,3
i,3
P
ni,3
i,2
· ·P
ni,ki−2
i,ki−2
P
ni,ki−2
i,ki−3
P
ni,ki−1
i,ki−1
P
ni,ki−1
i,ki−2
1
Pi,ki−1
= P
m∏
i=1
P
ni,1−ni,2
i,1 P
ni,2−ni,3
i,2 · ·P
ni,ki−2−ni,ki−1
i,ki−2 P
ni,ki−1−1
i,ki−1
= P
m∏
i=1
ki−1∏
j=1
P
ni,j−ni,j+1
i,j
= P
m∏
i=1
∏
j∈i
P
ni,j−ni,j+1
i,j .
Thus (13) is proved for all λ ∈ R such that Pi,j (λ) /= 0, for all i = 1, 2, . . . , m and for all
j = 1, 2, . . . , ki − 1. Now, we consider λ0 ∈ R such that Pl,s(λ0) = 0 for some 1  l  m and
for 1  s  kl − 1. Since the zeros of any nonzero polynomial are isolated, there exists a neigh-
borhood N(λ0) of λ0 such that Pi,j (λ) /= 0 for all λ ∈ N(λ0) − {λ0} and for all i = 1, 2, . . . , m
and for all j = 1, 2, . . . , ki − 1. Hence
det(λI − L(v{Bi})) = P(λ)
m∏
i=1
∏
j∈i
P
ni,j−ni,j+1
i,j (λ)
for all λ ∈ N(λ0) − {λ0}. By continuity, taking the limit as λ tends to λ0 we obtain
det(λ0I − L(v{Bi})) = P(λ0)
m∏
i=1
∏
j∈i
P
ni,j−ni,j+1
i,j (λ0).
Therefore (13) holds for all λ ∈ R.
(b) It is an immediate consequence of part (a). 
Lemma 3. For i = 1, 2, . . . m and for j = 1, 2, 3, . . . , ki − 1, let Ti,j be the j × j leading prin-
cipal submatrix of the (ki − 1) × (ki − 1) symmetric tridiagonal matrix
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Ti,ki−1
=
⎡⎢⎢⎢⎢⎣
δi,1 wi,1
√
di,2 − 1
wi,1
√
di,2 − 1 δi,2 . . .
.
.
.
.
.
. wi,ki−2
√
di,ki−1 − 1
wi,ki−2
√
di,ki−1 − 1 δi,ki−1
⎤⎥⎥⎥⎥⎦
Then
det(λI − Ti,j ) = Pi,j (λ).
Proof. It is well known [6, p. 229] that the characteristic polynomials, Qj , of the j × j leading
principal submatrix of the (k − 1) × (k − 1) symmetric tridiagonal matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
c1 b1
b1 c2 b2
b2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. ck−2 bk−2
bk−2 ck−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
satisfy the three-term recursion formula
Qj(λ) = (λ − cj )Qj−1(λ) − b2j−1Qj−2(λ) (14)
with
Q0(λ) = 1 and Q1(λ) = λ − c1.
We recall that the polynomials Pi,j are defined by the recursion formula (11). Let 1  i 
m be fixed. From (1),
√
ni,j
ni,j+1 =
√
di,j+1 − 1 for j = 1, 2, . . . , ki − 2. For the matrix Ti,ki−1,
we have cj = δi,j for j = 1, 2, . . . , ki − 1 and bj = wi,j
√
di,j+1 − 1 = wi,j
√
ni,j
ni,j+1 for j =
1, 2, . . . , ki − 2. Replacing in the recursion formula (14), we get the polynomials Pi,j , j =
0, 1, 2, . . . , ki − 1. This completes the proof. 
Lemma 4. Let r =∑mi=1 ki − m + 1. Let T be the symmetric matrix of order r × r defined by
T =
⎡⎢⎢⎢⎢⎢⎢⎣
T1,k1−1 0 · · · 0 w1,k1−1p1
0 T2,k2−1
.
.
. w2,k2−1p2
...
.
.
.
.
.
. 0
...
0 0 Tm,km−1 wm,km−1pm
w1,k1 pT1 w2,k2−1pT2 · · · wm,km−1pTm δ
⎤⎥⎥⎥⎥⎥⎥⎦
where T1,k1−1, T2,k2−1, . . . , Tm,km−1 are the symmetric tridiagonal matrices defined in Lemma 3
and
pTi =
[
0 · · · · · · 0 √ni,ki−1
]
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for i = 1, 2, . . . , m. Then
det(λI − T ) = P(λ). (15)
Proof. From Lemma 3
det(λI − Ti,ki−1) = Pi,ki−1(λ),
det(λI − Ti,ki−2) = Pi,ki−2(λ)
for i = 1, 2, . . . , m. We apply Lemma 2 to the matrix λI − T to obtain
det(λI − T )
= (λ − δ)
m∏
i=1
det(λI − Ti,ki−1)
−
m∑
i=1
ni,ki−1w2i,ki−1 det(λI − Ti,ki−2)
∏
j /=i
det(λI − Tj,kj−1)
= (λ − δ)
m∏
i=1
Pi,ki−1(λ) −
m∑
i=1
ni,ki−1w2i,ki−1Pi,ki−2(λ)
∏
j /=i
Pj,kj−1(λ).
Finally, we recall (12) to get (15). 
Theorem 2
(a) σ(L(v{Bi})) = (∪mi=1 ∪j∈i σ (Ti,j )) ∪ σ(T ).
(b) The multiplicity of each eigenvalue of the matrix Ti,j , as an eigenvalue of L(v{Bi}), is at
least (ni,j −ni,j+1) for j ∈ i , and the eigenvalues of T as eigenvalues of L(v{Bi}) are
simple.
Proof. It is known that the eigenvalues of a symmetric tridiagonal matrix with nonzero codiagonal
entries are simple [7]. This fact and Theorem 1, Lemma 3 and Lemma 4 imply (a) and (b). 
Example 2. Let v{Bi} be the tree in Example 1. For this tree
T1,2 =
[
3 3
√
3
3
√
3 13
]
, T2,3 =
⎡⎣ 2 2
√
2 0
2
√
2 7 3
√
2
0 3
√
2 8
⎤⎦ ,
T3,4 =
⎡⎢⎢⎣
5 5
√
2 0 0
5
√
2 13 3 0
0 3 5 2
√
2
0 0 2
√
2 7
⎤⎥⎥⎦ ,
T =
⎡⎢⎢⎣
T1,2 0 0 4p1
0 T2,3 2p2
0 T3,4 3p3
4pT1 2p
T
2 3p
T
3 20
⎤⎥⎥⎦ ,
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p1 =
[
0
√
2
]T
, p2 =
[
0 0
√
3
]T
,
p3 =
[
0 0 0
√
2
]
.
Since
n1,1 > n1,2 > n1,3 = 1, n2,1 > n2,2 > n2,3 > n2,4 = 1
and
n3,1 > n3,2 = n3,3 > n3,4 > n3,5 = 1
we have
1 = {1, 2}, 2 = {1, 2, 3} and 3 = {1, 3, 4}.
Then, from Theorem 2, the eigenvalues of L(v{Bi}) are those of
T1,1, T1,2, T2,1, T2,2, T2,3, T3,1, T3,3, T3,4 and T .
These eigenvalues, to 4 decimal places, are given in the following tables in which the multi-
plicities in L(v{Bi}) are indicated in the last columns:
T1,1 : 3 3
T1,2 : 0.7889 15.2110 1
T2,1 : 2 6
T2,2 : 0.7251 8.2749 3
T2,3 : 0.2127 4.6489 12.1385 2
T3,1 : 5 4
T3,3 : 0.3397 5 17.6603 2
T3,4 : 0.1746 3.2972 8.8354 17.6927 1
and
T : 0 0.1895 0.5062 2.8708 4.3368
7.7321 11.4131 13.4432 17.6893 24.8190
We know that the eigenvalues of T as eigenvalues of L(v{Bi}) are simple. Observe that the
multiplicity of the eigenvalue 5 becomes to be 6.
Theorem 3. We have
(a) For i = 1, 2, . . . , m,
σ (Ti,j−1) ∩ σ(Ti,j ) = φ for j = 2, 3, . . . , ki − 1.
(b) The largest eigenvalue of T is the largest eigenvalue of L(v{Bi}).
Proof. It is known that if A is an m × m symmetric tridiagonal matrix with nonzero codiagonal
entries then the eigenvalues of any (m − 1) × (m − 1) principal submatrix strictly interlace the
eigenvalues of A [7]. Then (a) is immediate consequence of this fact and (b) follows from the
same fact and Theorem 2. 
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3. The algebraic connectivity and the second largest Laplacian eigenvalue
Let a(G) be the second smallest eigenvalue of L(G), that is, the algebraic connectivity of the
weighted graph G.
Lemma 5. Let G = (V ,E) be a weighted graph with n vertices. Let v ∈ V. Let G˜ = (V˜ , E˜) be
the graph with (n + 1) vertices obtaining by adding to G a vertex u and an edge uv with weight
w. Then
(a) the second largest Laplacian eigenvalue ofG is less or equal to the second largest Laplacian
eigenvalue of G˜, that is,
λn−1(L(G))  λn(L(G˜))
and
(b) a(G˜)  a(G).
Proof. There is no loss of generality in assuming that v ∈ V has label n and that u ∈ V˜ has label
(n + 1). Then
L(G˜) =
[
L(G) 0
0 0
]
+ B, (16)
where
B =
⎡⎣0 0
0 w −w−w w
⎤⎦
in which the upper left zero block is of order (n − 1) × (n − 1). Observe that B is a (n + 1) ×
(n + 1) positive semidefinite matrix with λn(B) = 0.
(a) Since the eigenvalues of a Hermitian matrix do not decrease if a positive semidefinite matrix
is added to it [8], we have
λn−1(L(G)) = λn(L(G) ⊕ 0)  λn(L(G˜)).
(b) From the Monotonicity Theorem for Hermitian matrices [8] and [9], if C = A + B, where
A and B are m × m Hermitian matrices,
λi(C)  λj (A) + λm+i−j (B) for i  j.
We apply this fact in (16) with i = 2 and j = 3, to obtain
a(G˜) = λ2(L(G˜))  λ3(L(G) ⊕ 0) + λn(B)
= λ3(L(G) ⊕ 0) = λ2(L(G)) = a(L(G)).
This completes the proof. 
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Theorem 4
(a) If di,ki > 1 for i = 1, 2, . . . , m, then
min{λ1(Ti,ki−1) : 1  i  m} = a(v{Bi})
and
max{λki−1(Ti,ki−1) : 1  i  m} = λn−1(v{Bi}).
(b) If, in addition, there exists Bs ∈ {Bi : 1  i  m} such that each Bi (1  i  m) is a
subtree of Bs then
λ1(Ts,ks−1) = a(v{Bi})
and λks−1(Ts,ks−1) is the second largest Laplacian eigenvalue of v{Bi}, that is,
λks−1(Ts,ks−1) = λn−1(v{Bi}).
Proof. (a) Let r =∑mi=1 ki − m + 1. Let Q be the (r − 1) × (r − 1) obtained from T by deleting
its last row and its last column. Then
Q = T1,k1−1 ⊕ T2,k2−1 ⊕ · · · ⊕ Tm,km−1.
From the interlacing property for the eigenvalues of real symmetric matrices [8], we have
0 = λ1(T ) < λ1(Q)  λ2(T )  · · ·  λr−1(Q)  λr(T ).
The strict inequality at the beginning follows from the fact that 0 is a simple Laplacian eigen-
value of any connected graph. Sincedi,ki > 1, we haveni,ki−1 = di,ki > 1 = ni,ki . Hence ki − 1 ∈
i for i = 1, 2, . . . , m. Then, from Theorem 2, for i = 1, 2, . . . , m, each eigenvalue of Ti,ki−1
is an eigenvalue of L(v{Bi}). Moreover, each eigenvalue of T is an eigenvalue of L(v{Bi}).
Therefore
λ1(Q) = min{λ1(Ti,ki−1) : 1  i  m} = a(v{Bi})
and
λr−1(Q) = max{λki−1(Ti,ki−1) : 1  i  m} = λn−1(v{Bi}).
(b) From [5, Theorem 7, (d)], for i = 1, 2, . . . , m, we have that λ1(Ti,ki−1) is the algebraic
connectivity of Bi and that λki−1(Ti,ki−1) is its second largest Laplacian eigenvalue. Since each
Bi is a subtree ofBs , from Lemma 5, we have λki−1(Ti,ki−1)  λks−1(Ts,ks−1) and λ1(Ts,ks−1) =
a(Bs)  a(Bi ) = λ1(Ti,ki−1). Therefore
min{λ1(Ti,ki−1) : 1  i  m} = λ1(Ts,ks−1) = a(Bs)
and
max{λki−1(Ti,ki−1) : 1  i  m} = λks−1(Ts,ks−1) = λn−1(v{Bi}).
The proof is complete. 
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4. The spectrum of the adjacency matrix
From (4) we have
A(v{Bi}) =
⎡⎢⎢⎢⎢⎢⎢⎣
A1 0 · · · 0 w1,k1−1a1
0 A2
.
.
. w2,k2−1a2
...
.
.
.
.
.
. 0
...
0 0 Am wm,km−1am
w1,k1−1aT1 w2,k2−1aT2 · · · wm,km−1aTm 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where Ai (1  i  m) is given by (6). Let us consider the idempotent diagonal matrix defined by
D =
⎡⎢⎢⎢⎢⎢⎣
D1
D2
.
.
.
Dm
−1
⎤⎥⎥⎥⎥⎥⎦ ,
where
Di =
⎡⎢⎢⎢⎢⎢⎣
−Ini,1
Ini,2 −Ini,3
.
.
.
(−1)ki−1Ini,ki−1
⎤⎥⎥⎥⎥⎥⎦ .
We have
D(λI − A(v{Bi}))D−1
= D(λI − A(v{Bi}))D
=
⎡⎢⎢⎢⎢⎢⎢⎣
D1(λI − A1)D1 0 · · · 0 w1,k1−1D1a1
0 D2(λI − A2)D2 . . . w2,k2−1D2a2
...
.
.
.
.
.
. 0
...
0 0 Dm(λI − Am)Dm wm,km−1Dmam
w1,k1−1aT1 D1 w2,k2−1aT2 D2 · · · wm,km−1aTmDm λ
⎤⎥⎥⎥⎥⎥⎥⎦
where the order of the identity matrix on the diagonal blocks is taken from the context. Moreover
Di(λI − Ai)Di
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
λIni,1 wi,1Ci,1
wi,1C
T
i,1 λIni,2 wi,2Ci,2
wi,2C
T
i,2
.
.
.
.
.
.
.
.
. λIni,ki−2 wi,ki−2Ci,ki−2
wi,ki−2CTi,ki−2 λIni,ki−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
and
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aTi Di =
[
0 · · · · · · 0 (−1)ki−1eTnki−1
]
=
{
aTi if ki is odd,−aTi if ki is even.
Let Mi = Di(λI − Ai)Di . Therefore, λI − A(v{Bi}) is similar to
M =
⎡⎢⎢⎢⎢⎢⎢⎣
M1 0 · · · 0 ±wi,1a1
0 M2
.
.
. ±wi,2a2
...
.
.
.
.
.
. 0
...
0 0 Mm ±wm,km−1am
±wi,1aT1 ±wi,2aT2 · · · ±wm,km−1aTm λ
⎤⎥⎥⎥⎥⎥⎥⎦ . (17)
This allow us to apply Lemma 1 to find that det(λI − A(v{Bi})) = det M . Observe that for
this matrix αi,j = λ for j = 1, 2, . . . , ki and α = λ.
Definition 2. For i = 1, 2, . . . , m, let
Qi,0(λ) = 1, Qi,1(λ) = λ
and, for j = 2, 3, . . . , ki − 1, let
Qi,j (λ) = λQi,j−1(λ) − ni,j−1
ni,j
w2i,j−1Qi,j−2(λ)
and
Q(λ) = λ
m∏
i=1
Qi,ki−1 −
m∑
i=1
ni,ki−1w2i,ki−1Qi,ki−2
∏
l /=i
Ql,kl−1.
Theorem 5. We have
(a) If Qi,j (λ) /= 0 for all j = 1, 2, . . . , ki − 1 then
det(λI − A(T)) = Q(λ)
m∏
i=1
∏
j∈i
Q
ni,j−ni,j+1
i,j (λ).
(b) σ(A(T)) = (∪mi=1 ∪j∈i {λ : Qi,j (λ) = 0}) ∪ {λ : Q(λ) = 0}.
Proof. Similar to the proof of Theorem 1. Apply Lemma 1 to the matrix M = D(λI −
A(v{Bi}))D−1 in (17). For this matrix αi,j = λ for j = 1, 2, . . . , ki and α = λ. 
Lemma 6. For i = 1, 2, . . . , m and for j = 1, 2, 3, . . . , ki − 1, let Si,j be the j × j leading
principal submatrix of the (ki − 1) × (ki − 1) symmetric tridiagonal matrix
Si,ki−1 =
⎡⎢⎢⎢⎢⎣
0 wi,1
√
di,2 − 1
wi,1
√
di,2 − 1 0 . . .
.
.
.
.
.
. wi,ki−2
√
di,ki−1 − 1
wi,ki−2
√
di,ki−1 − 1 0
⎤⎥⎥⎥⎥⎦ .
2978 O. Rojo / Linear Algebra and its Applications 428 (2008) 2961–2979
Then, for i = 1, 2, . . . , m and for j = 1, 2, 3, . . . , ki − 1,
det(λI − Si,j ) = Qi,j (λ), j = 1, 2, . . . , ki − 1.
Proof. Similar to the proof of Lemma 3. 
Lemma 7. Let r =∑mi=1 ki − m + 1. Let S be the symmetric matrix of order r × r defined by
S =
⎡⎢⎢⎢⎢⎢⎢⎣
S1,k1−1 0 · · · 0 w1,k1−1p1
0 S2,k2−1
.
.
. w2,k2−1p2
...
.
.
.
.
.
. 0
...
0 0 Sm,km−1 wm,km−1pm
w1,k1 pT1 w2,k2−1pT2 · · · wm,km−1pTm 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where S1,k1−1, S2,k2−1, . . . , Sm,km−1 are the symmetric tridiagonal matrices defined in Lemma 6
and p1,p2, . . . ,pm as in Lemma 4. Then
det(λI − S) = Q(λ).
Proof. Similar to the proof of Lemma 4. 
Theorem 6
(a) σ(A(v{Bi})) = (∪mi=1 ∪j∈i σ (Si,j )) ∪ σ(S).
(b) The multiplicity of each eigenvalue of the matrix Ai,j , as an eigenvalue of A(v{Bi}), is
at least (ni,j −ni,j+1) for j ∈ i , and the eigenvalues of A as eigenvalues of A(T) are
simple.
(c) The largest eigenvalue of A is the largest eigenvalue of A(v{Bi}).
Proof. The proof for (a) and (b) is similar to the proof of Theorem 2. Finally, (c) follows from
(a) of this theorem and the interlacing property for symmetric matrices. 
Example 3. For the tree in Example 1
1 = {1, 2},2 = {1, 2, 3} and 3 = {1, 3, 4}.
From Theorem 6, the eigenvalues of A(v{Bi}) are those of
S1,1, S1,2, S2,1, S2,2, S2,3, S3,1, S3,3, S3,4 and S :
S1,2 =
[
0 3
√
3
3
√
3 0
]
, S2,3 =
⎡⎣ 0 2
√
2 0
2
√
2 0 3
√
2
0 3
√
2 0
⎤⎦ ,
S3,4 =
⎡⎢⎢⎣
0 5
√
2 0 0
5
√
2 0 3 0
0 3 0 2
√
2
0 0 2
√
2 0
⎤⎥⎥⎦ ,
O. Rojo / Linear Algebra and its Applications 428 (2008) 2961–2979 2979
S =
⎡⎢⎢⎣
S1,2 0 0 4p1
0 S2,3 2p2
0 S3,4 3p3
4pT1 2p
T
2 3p
T
3 0
⎤⎥⎥⎦ ,
p1 =
[
0
√
2
]T
, p2 =
[
0 0
√
3
]T
,
p3 =
[
0 0 0
√
2
]
.
These eigenvalues, to 4 decimal places, are given in the following tables in which the multi-
plicities are indicate in the last columns:
S1,1 : 0 3
S1,2 : −5.1962 −5.1962 1
S2,1 : 0 6
S2,2 : −2.8284 2.8284 3
S2,3 : −5.0990 0 5.0990 2
S3,1 : 0 4
S3,3 : −7.6811 0 7.6811 2
S3,4 : −7.7701 −2.5740 2.5740 7.7701 1
and
S : −9.1480 −7.7222 −5.1192 −3.4356 −0.8196
0.8196 3.4356 5.1192 7.7222 9.1480
In addition, the eigenvalues of S as eigenvalues of A(v{Bi}) are simple. Observe that the
multiplicity of the eigenvalue 0 becomes to be 17.
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