We study the problem of reaching a consensus in the estimates generated by multiple agents forming a network with time-varying connectivity. Our main focus is on constrained consensus problems where the estimates of different agents are constrained to lie in different constraint sets. We consider a distributed "projected consensus algorithm" in which agents combine their local averaging operation with projection onto their individual constraint sets. This algorithm can be viewed as a version of an alternating projection method with weights that are varying over time and across agents. We establish convergence of the projected consensus algorithm. We also provide convergence rate estimates for the cases when the weights are constant and equal, and when the weights are time-varying but all agents have the same constraint set.
Introduction
There has been much interest in distributed cooperative control problems, in which several autonomous agents collectively try to achieve a global objective. Most focus has been on the canonical consensus problem, where the goal is to develop distributed algorithms that can be used by a group of agents to reach a common decision or agreement. A widely studied algorithm in the consensus literature, proposed by Tsitsiklis [17] and Tsitsiklis et al. [18] , involves at each time step every agent taking a weighted average of its own value with values received from some of the other agents. Despite much work on the consensus problem, the existing literature does not consider problems where the agent values are constrained to take values in a given set. Such constraints are significant in a number of applications including motion planning and alignment problems, where each agent's position is limited to a certain region or range, and distributed constrained multi-agent optimization problems.
In this paper, we study consensus problems where the values of each agent are constrained to lie in nonempty closed convex sets. We propose an algorithm where the agents update their values subject to their individual constraints. More specifically, each agent linearly combines its value with those values received from the neighboring agents and projects the combination on its own constraint set. We show that this update rule can be viewed as a version of the alternating projection method where, at each iteration, the values are combined using weights that are varying in time and across agents, and projected on the respective constraint sets. Due to the projection operation, the resulting evolution of agent values has nonlinear dynamics, which poses challenges for the analysis of the algorithm's convergence properties.
We provide convergence and convergence rate analysis for the proposed algorithm. To deal with the nonlinear dynamics in the evolution of the agent estimates, we decompose the dynamics into two parts: a linear part involving a time-varying averaging operation and a nonlinear part involving the error due to the projection operation. This decomposition allows us to represent the evolution of the estimates using linear dynamics and decouples the analysis of the effects of constraints from the convergence analysis of the local agent averaging. The linear dynamics is analyzed similarly to that of the unconstrained consensus update, which relies on convergence of transition matrices defined as the products of the time-varying weight matrices. Using the fact that the transition matrices converge to a rank one matrix at a geometric rate, we prove that the projection error diminishes to zero. This shows that the nonlinear parts in the dynamics are vanishing with time and, therefore, the evolution of agent estimates is "almost linear". We then show that the agents reach consensus on a "common estimate" in the limit and that the common estimate lies in the intersection of the agent individual constraint sets.
In addition to the literature cited above, our paper is also related to recent work providing mathematical models to understand the group behavior and flocking observed in dynamical and biological systems (see Vicsek et al. [19] , Jadbabaie et al. [9] , Boyd et al. [3] , Olfati-Saber and Murray [14] , Cao et al. [4] , and Olshevsky and Tsitsiklis [15, 16] ). These works assume that the agent values can be processed arbitrarily and are unconstrained. Our paper is also related to the recent game-theoretic distributed control paradigm in cooperative networks. In this approach, the agents are endowed with local utility functions that lead to a game form with a Nash equilibrium which is the same as or close to a global optimum. Various learning algorithms can then be used as distributed control schemes that will reach the equilibrium. In a recent paper, Marden et al. [10] used this approach for the consensus problem where agents have constraints on their values. Our paper provides an alternative approach for this problem. Finally, the constrained consensus policy developed in this paper is relevant to the recent distributed multi-agent optimization model presented in Nedić and Ozdaglar [12, 11] for unconstrained problems and can be used to extend this model to constrained optimization problems.
The paper is organized as follows. In Section 2, we introduce our notation and terminology, and establish some basic results that will be used in the subsequent analysis. In Section 3, we describe our multi-agent model and the projected consensus algorithm. We also provide a basic result on the convergence behavior of the transition matrices that we use in the subsequent analysis. In Section 4, we provide our main convergence result for the agent estimates, while in Section 5, we establish convergence rate estimates for constant uniform weights and time-varying weights when each agent has the same constraint set. Section 6 contains concluding remarks and some future directions.
Notation, Terminology, and Basics
A vector is viewed as a column, unless clearly stated otherwise. We denote by x i or [x] i the i-th component of a vector x. When x i ≥ 0 for all components i of a vector x, we write x ≥ 0. We write x to denote the transpose of a vector x. The scalar product of two vectors x and y is denoted by x y. We use x to denote the standard Euclidean norm, x = √ x x. We write e j to denote a unit vector with j-th component equal to 1 and all other components equal to 0. We denote by e a vector with all components equal to 1.
A vector a ∈ R m is said to be a stochastic vector when its components a j are nonnegative and their sum is equal to 1, i.e., for all i, is said to be doubly stochastic when each a i is a stochastic vector and m i=1 a i j = 1 for all j = 1, . . . , m. A square matrix A is said to be doubly stochastic when its rows are stochastic vectors, and its columns are also stochastic vectors.
We write dist(x, X) to denote the standard Euclidean distance of a vectorx from a set
We use P X [x] to denote the projection of a vectorx on a closed convex set X, i.e.,
In the subsequent development, the properties of the projection operation on a closed convex set play an important role. In particular, we use the projection inequality, i.e., for any vector
We also use the standard non-expansiveness property, i.e.,
for any x and y.
In addition, we use the properties given in the following lemma.
Lemma 1 Let X be a nonempty closed convex set in R n . Then, we have for any
for all y ∈ X.
Proof. (a) Let x ∈ R n be arbitrary. Then, for any y ∈ X, we have
By the projection inequality [cf. Eq. (1)], it follows that (
for all y ∈ X. (b) For an arbitrary x ∈ R n and for all y ∈ X, we have
By using the inequality of part (a), we obtain
The relation in part (b) of the preceding Lemma is illustrated in Figure 1 .
Multi-Agent Model and Algorithm
In this section, we describe our multi-agent model and introduce the projected consensus algorithm that is locally executed by each agent. We provide some insights about the algorithm and we discuss its connection to the alternating projections method. We also introduce the assumptions on the model and present key elementary results that we use in our subsequent analysis of the projected consensus algorithm. In particular, we define the transition matrices governing the linear dynamics of the agent estimate evolution and give a basic convergence result for these matrices. We start with the agent model and the algorithm description.
Constrained Model
We consider a set of agents denoted by V = {1, . . . , m}. We assume a slotted-time system, and we denote by x i (k) the estimate generated and stored by agent i at time slot k. The agent estimate x i (k) is a vector in R n that is constrained to lie in a nonempty closed convex set X i ⊆ R n known only to agent i. The agents' objective is to cooperatively reach a consensus on a common vector through a sequence of local estimate updates (subject to the local constraint set) and local information exchanges (with neighboring agents only).
We study a model where the agents exchange and update their estimates as follows: To generate the estimate at time k + 1, agent i forms a convex combination of its estimate x i (k) with the estimates received from other agents at time k, and takes the projection of this vector on its constraint set X i . More specifically, agent i at time k + 1 generates its new estimate according to the following relation:
where
is a vector of nonnegative weights. Through the rest of the paper, the constraint sets X 1 , . . . , X m are assumed to be closed convex subsets of R n . The relation in Eq. (3) defines the projected consensus algorithm. The method can be interpreted as a multi-agent algorithm for finding a point in common to the given closed convex sets X 1 , . . . , X m . Note that the problem of finding a common point can be formulated as an unconstrained convex optimization problem of the following form:
In view of this optimization problem, the method can be interpreted as a distributed algorithm where each agent is assigned an objective function f i (x) = 1 2
2 . At each time k + 1, an agent incorporates new information x j (k) received from some of the other agents and generates a weighted sum m j=1 a i j (k)x j (k). Then, the agent updates its estimate by taking a step (with step-length equal to 1) along the negative gradient of its own objective function
In particular, since the gradient of f i is ∇f i (x) = x − P X i [x] (see Theorem 1.5.5 in Facchinei and Pang [7] ), the update rule in Eq. (3) is equivalent to the following gradient descent method for minimizing f i :
This view of the update rule motivates our line of analysis of the projected consensus method. In particular, motivated by the objective function of problem (4), we use
X i as a Lyapunov function measuring the progress of the algorithm (see Section 5).
Relation to Alternating Projections Method
The method of Eq. (3), with the right choice of the weights a i (k), corresponds to the classical alternating or cyclic projection method. Given a finite collection of closed convex sets {X i } i∈I with a nonempty intersection (i.e., ∩ i∈I X i = ∅), the alternating projection method finds a Figure 2 : Illustration of the connection between the alternating/cyclic projection method and the constrained consensus algorithm for two closed convex sets X 1 and X 2 . In plot (a), the alternating projection algorithm generates a sequence {x(k)} by iteratively projecting onto sets X 1 and X 2 , i.e., x(k
In plot (b), the projected consensus algorithm generates sequences {x i (k)} for agents i = 1, 2 by first combining the iterates with different weights and then projecting on respective sets
vector in the intersection ∩ i∈I X i . In other words, the algorithm solves the unconstrained problem (4). Alternating projection methods generate a sequence of vectors by projecting iteratively on the sets (either cyclically or with some given order), see Figure 2 (a) . The convergence behavior of these methods has been established by Von Neumann [13] and Aronszajn [1] for the case when the sets X i are affine; and by Gubin et al. [8] when the sets X i are closed and convex. Gubin et al. [8] also have provided convergence rate results for a particular form of alternating projection method. Similar rate results under different assumptions have also been provided by Deutsch [5] , and Deutsch and Hundal [6] .
The constrained consensus algorithm [cf. Eq. (3)] generates a sequence of iterates for each agent as follows: at iteration k, each agent i at first forms a linear combination of the other agent values x j (k) using its own weight vector a i (k) and then projects this combination on its constraint set X i . Therefore, the projected consensus algorithm can be viewed as a version of the alternating projection algorithm, where the iterates are combined with the weights varying over time and across agents, and then projected on the individual constraint sets.
To make the connection more formal, we note that the (cyclic) alternating projection algorithm is given by
where the scalar λ k > 0 is a stepsize and κ(k) is an index-function given by κ(k) = (k mod m) + 1. This is a gradient-based algorithm where, at time k, the step is taken along the negative gradient
2 at x = x(k). For closed convex sets X i , the algorithm has been studied by Gubin et al. [8] and shown to converge for λ k ∈ [ 1 , 2 − 2 ], with 1 > 0 and 2 > 0. With the stepsize λ k = 1, the alternate projection method reduces to
which can be viewed as the constrained consensus algorithm of Eq. (3) with a special choice of weights a i j (k). In particular, by introducing an agent for each iterate update that projects on the set X i , and by assigning the superscript i to such an iterate, the alternate projection method can be written as:
and for i = 2, . . . , m,
Finally, by introducing the time-varying weight vectors a i (k) ∈ R m for each agent i, we can see that the alternate projection method of Eqs. (5)- (6) has form of the update rule of Eq. (3), where the agent weight vectors are:
and else
We conclude this section by noting that the alternate projection method has much more structured weights than the weights we consider in this paper. As seen from the assumptions on the agent weights in the following section, the analysis of our algorithm (3) is complicated by the time variability of the weights a i j (k).
Assumptions
Following Tsitsiklis [17] (see also Blondel et al. [2] ), we adopt the following assumption on the weight vectors a i (k), i ∈ {1, . . . , m}.
Assumption 1 (Weights Rule) There exists a scalar η with 0 < η < 1 such that for all i ∈ {1, . . . , m}, Informally speaking, Assumption 1 says that every agent assigns a substantial weight to the information received from its neighbors. This guarantees that the information from each agent influences the information of every other agent persistently in time. In other words, this assumption guarantees that the agent information is mixing at a nondiminishing rate in time. Without this assumption, information from some of the agents may become less influential in time, and in the limit, resulting in loss of information from these agents.
Assumption 2(a) establishes that each agent takes a convex combination of its estimate and the estimates of its neighbors. Assumption 2(b), together with Assumption 1, ensures that every agent influences the estimates of every other agent with the same frequency in the limit, i.e., all agents are equally influential in a long run.
We now impose some rules on the agent information exchange. At each update time t k , the information exchange among the agents may be represented by a directed graph (V, E k ) with the set E k of directed edges given by
Note that, by Assumption 1(a), we have (i, i) ∈ E k for each agent i and all k. Also, we have (j, i) ∈ E k if and only if agent i receives the information x j from agent j in the time interval (t k , t k+1 ).
We next formally state the connectivity assumption on the multi-agent system. This assumption ensures that the information of any agent i influences the information state of any other agent infinitely often in time.
Assumption 3 (Connectivity) The graph (V, E ∞ ) is connected, where E ∞ is the set of edges (j, i) representing agent pairs communicating directly infinitely many times, i.e.,
We also adopt an additional assumption that the intercommunication intervals are bounded for those agents that communicate directly. In particular, this is stated in the following.
Assumption 4 (Bounded Intercommunication Interval) There exists an integer B ≥ 1 such that for every (j, i) ∈ E ∞ , agent j sends its information to a neighboring agent i at least once every B consecutive time slots, i.e., at time t k or at time t k+1 or . . . or (at latest) at time t k+B−1 for any k ≥ 0.
In other words, the preceding assumption guarantees that every pair of agents that communicate directly infinitely many times exchange information at least once every B time slots.
Transition Matrices
We introduce matrices A(s), whose i-th column is the vector a i (s), and the matrices
for all s and k with k ≥ s,
We use these matrices to describe the evolution of the agent estimates in Section 4. The convergence properties of these matrices as k → ∞ have been extensively studied and wellestablished (see [17] , [9] , [20] ). Under the assumptions of Section 3.3, the matrices Φ(k, s) converge as k → ∞ to a uniform steady state distribution for each s, i.e., lim k→∞ Φ(k, s) = 1 m ee for all s. However, this convergence result alone does not provide enough information to analyze the convergence properties of the projected consensus algorithm (or any other multi-agent optimization algorithm). In our analysis of the algorithm, it is crucial to have explicit convergence rate estimates for the transition matrices. Such estimates have been established recently in [12, 11] , and are given in the following proposition without a proof. as k → ∞ with a geometric rate uniformly with respect to i and j, i.e., for all i, j ∈ {1, . . . , m},
for all s and k with k ≥ s. i of the transition matrices converge to a stochastic vector φ(s) as k → ∞ with a geometric rate uniformly with respect to i and j, i.e., for all i, j ∈ {1, . . . , m},
for all s and k with k ≥ s.
Here, η is the lower bound of Assumption 1, B 0 = (m − 1)B, m is the number of agents, and B is the intercommunication interval bound of Assumption 4.
The geometric rate estimate will be used in studying the convergence properties of the estimates {x i (k)}, as seen in the following section.
Convergence
In this section, we study the convergence behavior of the agent estimates {x i (k)} defined in Eq. (3) under Assumptions 1-4. We write the update rule in Eq. (3) as
where e i (k) represents the error due to projection given by
As indicated by the preceding two relations, the evolution dynamics of the estimates
, and therefore, the evolution of agent estimates is "almost linear". Thus, the nonlinear term can be viewed as a non-persistent disturbance in the linear evolution of the estimates.
For notational convenience, let w i (k) denote
In this notation, the iterate x i (k + 1) and the projection error e i (k) are given by
In the following lemma, we show some relations for the sums
for an arbitrary vector x in the intersection of the agent constraint sets. Also, we prove that the errors e i (k) converge to zero as k → ∞ for all i. The projection properties given in Lemma 1 and the doubly stochasticity of the weights play crucial roles in establishing these relations.
Lemma 2 Let the intersection set X = ∩ m i=1 X i be nonempty, and let Doubly Stochasticity assumption hold (cf. Assumption 2). Let x i (k), w i (k), and e i (k) be defined by Eqs. (9)- (11) . Then, we have the following.
(a) For all x ∈ X and all k, we have
(b) For all x ∈ X, the sequences Proof. (a) For any x ∈ X and i, we consider the term x i (k + 1) − x 2 . Since X ⊆ X i for all i, it follows that x ∈ X i for all i. Since we also have
, we have from Lemma 1(b) that
for all x ∈ X and k ≥ 0, which yields the relation in part (a)(i) in view of relation (11) . By the definition of w i (k) in Eq. (9) and the stochasticity of the weight vector a i (k) [cf. Assumption 2(a)], we have for every agent i and any x ∈ X,
Thus, for any x ∈ X, and all i and k,
where the inequality holds since the vector
is a convex combination of the vectors x j (k) − x and the squared norm · 2 is a convex function. By summing the preceding relations over i = 1, . . . , m, we obtain
Using the doubly stochasticity of the weight vectors a i (k), i.e., 
for all x ∈ X and k ≥ 0.
Similarly, from relation (12) and the doubly stochasticity of the weights, we obtain for all x ∈ X and all k,
thus showing the relation in part (a)(iii).
(b) For any x ∈ X, the nonincreasing properties of the sequences
follow by combining the relations in parts (a)(i)-(ii).
(c) Since x i (k + 1) = P X i (w i (k)) for all i and k ≥ 0, using the nonexpansiveness property of the projection operation [cf. Eq. (2)], we have
Summing the preceding relations over all i ∈ {1, . . . , m} yields for all k,
The nonincreasing property of the sequences 
Combined with the inequality
Summing these relations over k = 0, . . . , s for any s > 0 yields
By letting s → ∞, we obtain
implying lim k→∞ e i (k) = 0 for all i.
We next consider the evolution of the estimates x i (k + 1) generated by method (3) over a period of time. In particular, we relate the estimates x i (k + 1) to the estimates x i (s) generated earlier in time s with s < k + 1 by exploiting the decomposition of the estimate evolution in Eqs. (7)- (8) . In this, we use the transition matrices Φ(k, s) from time s to time k (see Section 3.4). As we will shortly see, the linear part of the dynamics is given in terms of the transition matrices, while the nonlinear part involves combinations of the transition matrices and the error terms from time s to time k.
Recall that the transition matrices are defined as follows:
and each A(s) is a matrix whose i-th column is the vector a i (s). Using these transition matrices and the decomposition of the estimate evolution of Eqs. (7)- (8), the relation between x i (k + 1) and the estimates x 1 (s), . . . , x m (s) at time s ≤ k is given by
We use this relation to study a "steady-state" behavior of a related stopped process. In particular, we consider a model where the agents stop projecting on the local constraint sets after some time, but keep exchanging and combining their information. As a result, in this stopped process, the errors e i (k) are all equal to 0 after some time k. More specifically, assume that the agents stop projecting after a timek, so that e i (k) = 0 for all i and all k with k ≥k.
Let {x i (k)}, i = 1, . . . , m, be the sequences of estimates generated by this model. Then by using the preceding relation, we have for all i,
and for all k >k,
By letting k → ∞ and by using the convergence property of the transition matrices given in Proposition 1(a), we see that the limit vector lim k→∞x i (k) exists. Furthermore, the limit vector does not depend on i, but does depend onk. Denote this limit by y(k),
By Eq. (15), we have for all k ≥ s + 1,
Since this relation holds for anyk, we may re-index the relations by using k, yielding
We now show that the limiting behavior of the agent estimates x i (k) is the same as the limiting behavior of y(k) as k → ∞. We establish this result using the assumptions on the multi-agent model of Section 3.3. 
Proof. By Lemma 2(d), we have e i (k) → 0 as k → ∞ for all i. Therefore, for any > 0, we can choose some integer s such that e i (k) ≤ for all k ≥ s and for all i. Using the relations in Eqs. (14) and (16), we obtain for all i and k ≥ s + 1,
Using the estimates for
of Proposition 1(a), we have
Since e i (k) ≤ for all k ≥ s and for all i, from the preceding inequality we obtain
Thus, by taking the limit superior as k → ∞, we see that lim sup
which by the arbitrary choice of , implies lim k→∞
Eq. (9)] and the stochasticity of the vector a i (k), we have
By exchanging the the order of the summations over i and j, and using the doubly stochasticity of a i (k), we further obtain
Since lim k→∞ x j (k) − y(k) = 0 for all j, we have
In our subsequent analysis, we use an equivalent description of the stopped process y(k). In particular, from Eq. (16) we have
By the doubly stochasticity of the weight vectors
where the last equality follows from the definition of w i (k) in Eq. (9) . Therefore, we can write
Using the relation e j (k) + w j (k) = x j (k + 1) for all j and k [cf. Eq. (11)], we have
Furthermore, under the doubly stochasticity of the weights a i (k), relations (19) and (20) imply that
We next show that the agents reach a consensus asymptotically, i.e., the agent estimates x i (k) converge to the same point as k goes to infinity.
Proposition 2 (Consensus) Let the set X = ∩ m i=1 X i be nonempty. Also, let Weights Rule, Doubly Stochasticity, Connectivity, and Bounded Intercommunication Interval assumptions hold (cf. Assumptions 1-4) . For all i, let the sequence {x i (k)} be generated by the projected consensus algorithm (3). We then have for somex ∈ X,
Proof. The proof idea is to consider the sequence {y(k)}, defined in Eq. (16), and show that it has a limit point in the set X. By using this and Lemma 3, we establish the convergence of each w i (k) and x i (k) tox. To show that {y(k)} has a limit point in the set X, we consider the sequence m j=1 dist(y(k), X j ) and prove that the limit inferior of this sum is 0. We establish this by contraposition. To arrive at a contradiction, we assume that for some γ > 0,
Using the description of stopped process y(k) given in Eq. (20), i.e., y(k) = 1 m m i=1 x i (k), we have for all x ∈ X and all k,
By Lemma 2(c), the sequence
In view of Eq. (22), we may assume without loss of generality that
Then, from the preceding two relations we have for all x ∈ X and all k,
∈ X j for all j and k, it follows that
for all x ∈ X and all k.
Using the relations dist(y(k), X) ≤ y(k) − x for any x ∈ X and x j (k + 1) = w j (k) + e j (k) for all j and k [cf. Eq. (11) In view of the preceding relation, it follows that the sequence {y(k)} has a limit point x that belongs to the set X = ∩ m j=1 X j . Furthermore, because lim k→∞ w i (k) − y(k) = 0 for all i, we conclude thatx is also a limit point the sequence {w 
Rate Analysis
In this section, we establish convergence rate estimates for the iterates x i (k) generated by the projected consensus algorithm (3). We provide rate estimates for two cases: We first study the case when the weights are time-invariant and equal, i.e., a i (k) = (1/m, . . . , 1/m) for all i and k. In our multi-agent model, this case corresponds to a fixed connectivity graph, where each agent is connected to every other agent. We next consider the case when the weights are time-varying and the constraint set of each agent is the same, i.e., X i = X for all i. This case corresponds to a globally known constraint set on the multi-agent model.
Constant Uniform Weights
We first study the convergence rate of the iterates {x i (k)} for the case when the weights are time-invariant and all equal. We provide a rate estimate under an interior point assumption on the sets X i . The interior point assumption is formally stated in the following.
There is a vectorx ∈ int(X), i.e., there exists a scalar δ > 0 such that
In the next lemma, we provide an error bound relation for the distances of the vectors w j (k) to the set X. We use this relation in establishing the rate estimate for the iterates
Lemma 4 Let Weights Rule, Doubly Stochasticity, Connectivity, Bounded Intercommunication Interval, and Interior Point assumptions hold (cf. Assumptions 1-5). For all i, let the sequences {x i (k)} be generated by the algorithm (3) and {w i (k)} be given by Eq. (9) . For all k ≥ 0 and all j = 1, . . . , m, we have
where the constant R is given by
and the vectorx and scalar δ are given in Assumption 5.
Proof. Given some k ≥ 0, we consider the vector y(k) = 
and the vector z by
(the dependence of and z on k is suppressed for notational simplicity). We first show that the vector z belongs to the intersection X = ∩ m i=1 X i . To see this, let i ∈ {1, . . . , m} be arbitrary and note that we can write z as
By the definition of [cf. Eq. (23)], it follows that y(k) − P X i [y(k)] ≤ , implying by the Interior Point assumption (cf. Assumption 5) that the vectorx+ δ y(k)−P X i [y(k)] belongs to the set X, and therefore to the set X i . Since z is the convex combination of two vectors in the set X i , it follows by the convexity of X i that z ∈ X i . The preceding argument is valid for an arbitrary i, thus implying that z ∈ X.
Since z ∈ X, we can write for all j = 1, . . . , m,
Using the definition of the vector z in Eq. (24), we have
x i (0) −x and substituting in the preceding relation, we obtain
where the second inequality follows by the definition of in Eq. (23), and the third inequality follows by x i (k + 1) ∈ X i for all i and k.
We next establish an estimate on the distance from the vectors of a convergent sequence to the limit point of the sequence. This relation holds for constant uniform weights, and it is motivated by a similar estimate used in the analysis of alternating projections methods in Gubin et al. [8] (see the proof of Lemma 6 there).
Lemma 5 Let Y be a nonempty closed convex set in R n . Let {u(k)} ⊆ R n be a sequence converging to someỹ ∈ Y , and such that u(k + 1) − y ≤ u(k) − y for all y ∈ Y and all k. We then have
Proof. Let B(x, α) denote the closed ball centered at a vector x with radius α, i.e., B(x, α) = {z | z − x ≤ α}. For each l, consider the sets
The sets S l are convex, compact, and nested, i.e., S l+1 ⊆ S l for all l. The nonincreasing property of the sequence {u(k)} implies that u(k
for all k, s ≥ 0; hence, the sets S l are also nonempty. Consequently, their intersection ∩ ∞ l=0 S l is nonempty and every point y * ∈ ∩ ∞ l=0 S l is a limit point of the sequence {u(k)}. By assumption, the sequence {u(k)} converges toỹ ∈ Y , and therefore, ∩ We now establish a convergence rate result for constant uniform weights. In particular, we show that the projected consensus algorithm converges with a geometric rate under the Interior Point assumption. 
where the constant R is given by R = 1 δ m i=1 x i (0) −x . By Proposition 2, we have w(k) →x for somex ∈ X as k → ∞. Furthermore, by Lemma 2(c) and the relation w i (k) = w(k) for all i and k, we have that the sequence { w(k) − x } is nonincreasing for any x ∈ X. Therefore, the sequence {w(k)} satisfies the conditions of Lemma 5, and by using this lemma we obtain w(k) −x ≤ 2 dist(w(k), X) for all k.
Combining this relation with Eq. (25), we further obtain
Taking the square of both sides and using the convexity of the square function (·) 2 , we have
Since x i (k + 1) = P X i [w(k)] for all i and k, using Lemma 2(a) with the substitutions x = x ∈ X and e i (k) = x i (k + 1) − w(k) for all i, we see that
is to minimize the sum of the objective functions of the agents through local interactions. The unconstrained version of this problem was studied in recent work [12] . Our future plans include studying the optimization problem when agents have local or global constraints and use the projected consensus algorithm as part of a subgradient method to solve this problem. Moreover, in this paper, we presented rate estimates for two cases; time-invariant uniform weights and time-varying weights when the agents have the same constraint set. The rate analysis in the general case is more involved due to mixing of agent weights and projections on different constraint sets. We leave the rate analysis for this case for future work.
