Abstract-Mobile
www.ijacsa.thesai.org the best performance to transfer FTP application over MANET. Our evaluation metrics is End-to-End Delay, Media Access Delay, Network Load, Retransmission Attempts and Throughput. Different scenarios will be simulated based on the above mentioned metrics and from the results we can decide which routing protocols has ability to provide the best suitable for transferring FTP application over MANET. This paper is organized as follows: related works discuss in Section 2. In Section 3 we describe routing protocols design issues in MANET. Next section presents a brief overview of MANET routing protocols that we evaluate. The Simulation environment discuss in Section 5. Section 6 describes matrices used in this paper. Results and analysis presents in Section 7. Finally, we provide a conclusion and future work in Section 8.
II. RELATED WORK
In [8] , Shah et al. compared the performance of AODV, DSR and DSDV routing protocols under different routing metrics such as network size, network load and mobility. They used NS-2. According to the results that they have obtained that both DSR and AODV perform better than DSDV under mobility. In [6] , Kaushik et al. do a performance comparison of AODV, DSDV and DSR. The concluded that AODV performs predictably with low mobility virtually to deliver data at nodes and it has problem when node mobility increases. However, in this situation DSR has ability to provide the good performance when that node has mobility and DSDV performs almost as well as DSR but it requires many routing overhead packets. Furthermore, dropped packets and packet delay ratio are concerned and with the large of nodes the AODV and DSR better than DSDV. In addition, DSDV performance is better for less mobility and less number of nodes.
In [3] , Abdullah et al. evaluate the performance of AODV and DSR protocols to transfer multimedia data over MANET. Performance of these routing protocols is evaluated under different metrics such as network load, throughput and end-toend delay. During the simulation they have changed network size. They concluded that AODV perform better than DSR under high mobility and varying network size.
In [4] Al-Maashr et al. evaluate the performance of AODV, DSR and OLSR in the presence of the burst selfsimilar traffic under four different metrics such as routing overhead, delivery ratio, end-to-end delay and throughput. They concluded that DSR protocol performs well with burst traffic models compared to AODV and OLSR in terms of delivery ratio, end-to-end delay and throughput. On the other hand, OLSR performed poorly in the presence of self-similar traffic at high mobility especially in terms of data packet delivery ratio, routing overhead and end-to-end delay. As for AODV routing protocol, the results show an average performance yet remarkably low and stable end-to-end delay.
Gupta et al. [7] the performance of AODV, DSR and TORA analyzed. The simulator used was Network Simulator Version 2 (NS-2). The simulation was carried out in a field of 500m x 500m and the number of nodes in the network was 50 nodes. CBR traffic was used as the traffic source and the simulation time was 200 seconds. The performance metrics used were average end-to-end delay and Packet Delivery Fraction. The results showed that the AODV protocol has the best overall performance and the DSR protocol is suitable for networks with moderate mobility rate and since it has a low overhead that makes it suitable for low power network and low bandwidth. The results also demonstrated that TORA protocol is suitable for operation in large mobile networks having a dense population of nodes. Naumov and Gross [8] analyzed the impact of the network size up to 550 nodes, nodes density, nodes mobility and suggested data traffic on DSR and AODV performance.
The authors performed the experimented in the areas of 2121m x 425m, 3000m x 600m, 3675m x 735m, 4250m x 850m and 5000m x 1000m. The traffic used was CBR. The performance metrics used were average end-to-end delay, Packet Delivery Fraction and routing overhead. The results illustrated that the AODV and DSR protocols demonstrated good scalability with respected to the number of nodes and density of nodes in stationary scenarios with a low number of traffic source. However, as the mobility rate increases, the routing overhead of DSR prevent this protocol from delivering data packets effectively.
III. ROUTING PROTOCOL DESIGN ISSUES
When designing MANET routing protocols a number of issues are considered. Designing routing protocol is very challenging because the distributed state of unreliable environment they are found in such as limited network capacity, dynamic topology and different kind of wireless communication constraints. Several of these constrains are interference and hidden collisions, variable link quality and energy constrained nodes. In addition, hidden and exposed terminal and limited resource in terms of power are a vital problem that will be considered when routing protocol is designed [10] .
A. Distributed State in Unreliable Environment
To performance routing protocols the status and condition of the environmental challenges is an important role. In addition, in any unreliable environment for the distribution of resource becomes a challenge to enable communication, due to routing protocols have to consider best utilization of resources such as processing power, battery life and bandwidth [11] .
B. Dynamic Topology
Due to the network topology in mobile ad-hoc network is dynamically changing, therefore causing sessions of transferring packet to suffer from interferences leading to frequent path breaks. From the network range when a destination or intermediate node in a route dis appears the interference occurs. Moreover, when a route broken it is important for routing protocol to find a new route and build a new topology efficiently. The network load causing overhead if lowered, the overall performance will be increased and in any MANET routing protocol the mobility management is extremely important due to it justifies the need for efficiency [20] . www.ijacsa.thesai.org
C. Limited Bandwidth
MANET is limited in radio bandwidth compared to wire network with an abundant bandwidth therefore, data transfer rates are less than those of wired networks. This increased the need for a routing protocol to optimally use the bandwidth. Furthermore, limited bandwidth results in less stored topology information. For an efficient routing protocol complete topology information is required. However, in MANET routing protocol cannot be case as this will cause an increase in node control messages and overheads which loses more bandwidth. The purpose of control message is a message that nodes are used to establish connections before packet messages are transfer over the network. In addition, a balanced usage of the limited bandwidth is required an efficient routing protocol [17] .
D. Resource Constraints
In MANET two resource constraints are essential to nodes which are battery life and processing power. Increasing power consumes more battery life is limited for nodes in a MANET. When overheads occur more processing and battery life is utilized to resolve the situation due to it is important to design a routing protocol that efficiently to reduce the limited life of battery life and using less processing power [18] .
E. Interference and Collisions
Collisions occur during simultaneously transmission of two nodes when each node does not know about each other transmission. The exposed terminal problem contributes to the inability of a node that has been blocked due to transmission of a nearby node to another node, thus the radio reusability spectrum is affected, when spectrum is affected transmission cannot occur so it is important to correct the transmission and promote handshakes [19] .
IV. MANET ROUTING PROTOCOLS
Routing is a process of finding paths from a known source to the destination nodes [15] . In recent years, different routing protocols have designed and developed for Mobile Ad-hoc Network to establish communication and transfer data between nodes. These protocols can be classified into three groups such as Flat, Hierarchical and Geographical routing [16] . This paper focuses on three routing protocols that are Ad-hoc On Demand Distance Vector (AODV), Dynamic Source Routing (DSR) and Geographic Routing Protocol (GRP).
A. Ad-hoc On-Demand Distance Vector Routing (AODV)
AODV routing protocol is a reactive routing protocol in MANET. The operation of AODV is done by using two mechanisms. First one is a Route Discovery and second one is a Route Maintenance. Route Discovery process starts to find the routes from source to destination when the source node does not have routing information in its table to send data to the destination. Route Discovery begins with broadcasting a Route Request (RREQ) packet by the source node to its neighbors [12] . RREQ packet contains broadcast ID, two sequence numbers, hop count and the address of source and destination [13] . The receiving RREQ packet by intermediary nodes can do two steps: intermediary nodes will be rebroadcast the RREQ packet to its neighbors if it is not the destination node. Otherwise, it will be the destination node and then it will send a unicast replay message, Route Replay (RREP), directly to the source from which it was received the RREQ packet. A copied RREQ will be ignored due to in MANET each node has a sequence number. When a mobile node needs to start route discovery process, it includes its sequence number and the most fresh sequence number it has for destination. Furthermore, when the intermediate node receives the route request packet directly reply to the route request packet only when the sequence number of its path is equal to or larger than the sequence number contained in the route request packet from the intermediate node a reverse path to the source forms with storing the address for nodes which initial copy of Route Request [14] .
In addition, some routes are expired and should be dropped from the table due to that routes are not applied within their life time period but the life time period is updated for route and are not expired when routes are used by nodes. If a source node wants to send data to some destination, at the first time it must be reached to the routing table and when it can find the route, it will use it. Otherwise, source node must be started a route discovery to find a route [15] . Moreover, AODV uses Route Error (RERR) message to notify the other nodes regarding some failures in other nodes or links [9] .
B. Dynamic Source Routing (DSR)
DSR is another reactive routing protocol that discovers and maintains routes between nodes. DSR also uses the concept of source routing. In source routing the sender knows all hopby-hop routes to the destination [21] . In addition, it uses the route cache to store all the routes. When mobile node is attempted to send a data packet to the destination it does not know the route. Each node has ability to maintain a route cache with route entries which are updated continuously and DSR protocol is not required periodic routing packets. It is used to updates its route caches by finding new routes [22] . Furthermore, DSR can handle unidirectional links. The sender of the packets controls and selects the route used for its own packets, which has also the capability to support features such as load balancing [8] .
C. Geographic Routing Protocol (GRP)
In wireless mobile ad-hoc network Geographic Routing Protocol (GRP) has become one of the most suitable routing strategy due to its scalability and there is no need to maintain explicit routes [24] . The principle approach in geographic routing is depended on geographic position information instead of using the network address.
In other word, the source sends a message to the geographic location of the destination instead of using the network address. Each node has ability to determine its own location and that the source node takes responsibility to aware of the location of the destination. In addition, information that contains in a message can be routed to the destination without knowledge of a prior route discovery such as GEoCast, GPSR, DREAM and LAR or network topology [31] . Node can find the best route that relying on the gather position information and transmit the data continuously even if the current route is www.ijacsa.thesai.org disconnected [25] . This method helps to reduce a slow transmission with highest control messages as an overhead.
To optimize the flooding GRP can divide the network into quadrants and it updates its flooding position when a network node moves and crosses a quadrant. Also, by exchanging the HELLO messages from other network nodes can identify their positions [26] .
 GRP Techniques
GRP uses various approaches such as Single-Path, MultiPath and Flooding-Based Strategies for transferring data from source to destination [27] . Two techniques are used by Single-Path strategies that are Greedy Forwarding and Face Routing. In each steps the Greedy Forwarding using only local information to bring the message closer to the destination. Thus, each node has ability to forward the message to the neighbor that is most suitable from a local point of view [28] .
In each step (Greedy Forwarding), the most suitable neighbor can be the one who minimizes the distance to the destination. Alternatively, one can consider another notion of process, namely the projected distance on the sourcedestination-line (MFR-NFP) or the minimum angle between neighbor and destination (Compass Routing) [29] . Not all of these strategies are loop free, i.e. a message can circulate among nodes in a certain constellation. It is known that the basic greedy strategy and MFP are loop free, whereas NFP and Compass Routing are not [30] . 
E = Greedy
Furthermore, where there is no neighbor closer to the destination, Greedy Forwarding can lead into a dead end. Then Face Routing has ability to find a path to another node and helps to recover from that situation, where Greedy Forwarding can be resumed. In this network to ensure that the message is received by the destination a recovery strategy such as Face Routing is necessary. Fig. 3 demonstrates the simulation setup of one scenario consists of 80 mobile nodes, Wireless LAN Server, Application, Profile and Mobility Configuration. In this paper the simulation models were run with three scenarios. In each scenario network size was changed. In first scenario we have 20 mobile nodes. In second scenario the numbers of mobile nodes are increased into 40 nodes and the last scenario the mobile nodes were consisted of 80 nodes. In each scenario mobile nodes were moving at speed of 20 meters per second with a pause time of 600 seconds. The main purpose was to model the behavior of the routing protocols under varying network size and speeds.
In this research, each scenario was run for 1800 second and a campus network was model within an area of 1200m x 1200m and the mobility model used "Random Waypoint Model". Random Waypoint is a mobility model that used by node to choose a destination randomly and moves towards it in a straight line with a constant velocity [32] . We take the FTP traffic to analyze the effects on routing protocols. The FTP was selected as traffic medium load on routing protocols. In this simulation the protocols that were studied are AODV, DSR and GRP. The nodes in the MANET supported a data rate transmission of 11Mbps with a power of 0.005 watts. The packet size for modelling was 20 frames. In Table 1 present the simulation parameters that are used in this study. To evaluate the performance of AODV, DSR and GRP protocol to transfer FTP application over MANET network we were considered five parameters such as End-to-End Delay, Media Access Delay, Network Load, Retransmission Attempt and Throughput. www.ijacsa.thesai.org 
VI. PERFORMANCE METRICS
To evaluate the best routing protocols for transferring FTP application over MANT network we use five different metrics such as End-to-End Delay, Media Access Delay, Network Load, Retransmission Packet Attempt and Throughput.
A. End-to-End Delay
It is defined as the average time between the sources generates and the data packet to the destination receives it across a MANET. It is expressed in second. Hence in the network all the delays are called packet End-to-End Delay. In the network the delay consists of Propagation Delay (PropD), Processing Delay (PD), Transmission Delay (TD), Queuing Delay (QD) [33] .
B. Media Access Delay
It is providing the results for a received packet with a routing Address Resolution Protocol (ARP) and control packet reply transmitted by MAC layer. For each frame, this delay is calculated as the duration from the time when it is inserted into the transmission queue, which is arrival time for higher layer data packets and creation time for all other frames types, until the time when the frame is sent to the physical layer for the first time. Media Access Delay is very useful metrics to identify congestion hot spots and measure link interference in MANET [36] . In addition, it can be used to improve network throughput in multi-rate networks [37] .
C. Retransmission Packet Attempt
Retransmission Attempt can be defined as the total number of retransmission attempt by WLAN MAC in the network until either packet is successfully transmitted or it is discarded as a results of reaching short or long retry limit [38] .
D. Network Load
Network Load is defined as the total amount of data traffic being carried by the network. When there is excess traffic in the network which is unable to be controlled is known as Network Load. The efficient network can easily cope with large traffic coming in and to make a best network. High Network Load affects the MANET routing packets that reduce the delivery of packets for reaching to the channel [34] .
E. Throughput
Throughput represents as the ratio of the amount of data reaches from the source to the destination. The time it takes by the destination to receive the last packet is called Throughput. It is expressed as bytes or bits per second [35] . It can be expressed as:
VII. RESULTS AND ANALYSIS
In this section, the experiments results are presented and discussed. Our protocols evaluations are done according to the performance metrics, varying network size and speed mobile nodes. In each scenario, we were considered with a constant speed of 20 meters/second and pause time is considered in this network environment in analyzing the protocols performance and is set to 600 second and then each protocol performance is observed on FTP traffic medium load.
A. Average End-to-End Delay
In Fig. 4 the simulation results for the 20 mobile nodes on AODV, DSR and GRP protocols over FTP traffic shows that the End-to-End Delay for GRP routing protocol is lower than that of AODV and DSR. However, we can see a very small difference between AODV and GRP when GRP End-to-End Delay is equal to 0.0003903 sec and AODV is equal to 0.0003948 sec. in this scenario DSR protocol quite high delay compared to AODV and GRP. It is because the DSR protocol is using the cache route causing the higher delay that it is equal to 0.0020406 sec and DSR protocol needs to find the paths for transmitting the data and when it receives the data www.ijacsa.thesai.org for transmission it will results in such incremented delay and then it is observed to decrease gradually.
Fig. 4. End-to-End Delay for 20 Nodes
Second scenario is developed by using 40 mobile nodes with AODV, DSR and GRP routing protocol over FTP traffic. In Fig. 5 the simulation results for the 40 mobile nodes demonstrate that the delay in DSR is the highest and sharply increased is equal to 0.00434 sec. In this scenario the AODV is higher than GRP and the GRP have a minimum delay is equal to 0.000534 sec whereas AODV is equal to 0.000932 sec. In third scenario when the number of mobile nodes is equal to 80 nodes. We can observe the average End-to-End Delay for the DSR protocol for FTP medium load traffic. According to the result, we can see DSR protocol shows higher delay that is equal to 0.00648 sec. Fig. 6 shows the delay for each protocol. It shows that the GRP protocol performs better than the other two protocols. For 80 mobile nodes network, delay of GRP is about 0.000719 sec and in AODV is about 0.00185 sec. According to the results we have obtained from three scenarios, AODV protocol has the lower delay than DSR, with the increase the number of mobile nodes in the network. Due to DSR routing protocol uses cached routes and more offer sending of traffic onto stale routes causes retransmissions and leads to excessive delays. In addition, the GRP routing protocol has ability to provide the minimum delay as compared to AODV and DSR routing protocol because GRP setup quick connection between network nodes without creating major delays for both real and non-real time traffic. This is because that GRP protocol does not need much time in a route discovery mechanism. The routes are always available in a routing table. Moreover, in GRP the information is gathered rapidly at a source node without spending a large amount of overheads. 
B. Media Access Delay
Three scenarios are generated to evaluate the Media Access Delay attempt of AODV, DSR and GRP protocols. In first scenario when the number of mobile node is 20. As it illustrates from the Fig. 7 that Media Access Delay of GRP protocol are less than AODV and DSR while the nodes are mobile. The average peak value of GRP is 0.000188 sec. So AODV performs better than and less Media Access Delay compared to DSR that is 0.000362 sec whereas Media Access delay for DSR is 0.00221 sec. In the medium load traffic network DSR had high delay. www.ijacsa.thesai.org In second scenario with the increase mobile nodes from 20 to 40 nodes the Media Access Delay for GRP protocol is decreased gradually and it was low for GRP that is 0.000364 sec. The Media Access Delay for AODV is 0.000857 sec and 0.00503 sec for DSR as shown in Fig. 8 . In third scenario, when the number of mobile nodes increased to 80, the Media Access Delay for GRP has the lowest as compared to AODV and DSR as shown in Fig. 9 . In this scenario the average peak value for GRP is 0.000542 sec, 0.00247 sec for AODV and 0.00935 sec for DSR as illustrate in Table 2 . The overall results in third scenario for Media Access Delay showed as it is clear from the Table 2 and Fig. 9 presented that the GRP protocol has ability to provide the low Media Access Delay as compared to AODV and DSR. In addition, Media Access Delay of DSR incurs the highest delay due to DSR to find the route it takes more time and every intermediate node tries to extract and record information before forwarding a reply. Furthermore, AODV gives the lower Media Access Delay as compared to DSR due to AODV uses route discovery process to cope with routes on demand basis. It uses routing tables for maintain routing information. It does not need to maintain routes to nodes that are not communicating. As per analysis, we can conclude that GRP protocol is best performer as compared to all other protocols and DSR protocol is the worst performer. 
C. Network Load
To evaluate the network load of AODV, DSR and GRP we have generated three scenarios. In first scenario when the number of mobile nodes is 20, DSR performs better than AODV and GRP protocols. The average peak value of Network Load for DSR 336.101 bits/sec whereas in the GRP routing protocol, the average peak value of Network Load is 3300.384 bits/sec, 918.814 bits/sec for AODV. In this scenario from our experimental analysis we concluded that DSR produces low average Network Load as compared to AODV and GRP as shown in Fig. 10 . www.ijacsa.thesai.org In second scenario, when the number of mobile nodes increased into 40. The Network Load of these three routing protocols shows many differences by varying number of nodes. Fig. 11 depicts the performance on the basis of Network Load. In this figure X-axis denotes time in minutes and Y-axis denotes bits. It shows that the average peak value of Network Load is 5757.248 bits/sec for AODV, 3269.774 bits/sec for DSR and 8319.418 bits/sec for GRP protocol. From graph and table results it is observed that DSR has less average Network Load as compared to the AODV and GRP protocols. In third scenario, the simulation results for the 80 nodes on AODV, DSR and GRP protocols over FTP traffic shows that the Network Load for DSR routing protocol is lower than that of AODV and GRP protocol as illustrate in Fig. 12 and the average peak value is 17224.522 bits/sec for DSR. In addition, from large network of 80 mobile nodes it is concluded that GRP has the lower Network Load as compared to the AODV protocol and the average peak value for AODV is 22600.635 bits/sec, 20467.897 bits/sec for GRP protocol. In all the scenarios, with the increased mobile node numbers, the Network Load is increased. According to the results, it was able to answers the question "Which routing protocol is performing lower Network Load?" As seen from the above graphs and below table that DSR protocol has low average Network Load as compared to the AODV and GRP because it's on demand routing characteristics so there is no needed to update the routing table. In addition, in small and medium network size AODV has the lower Network Load as compared to GRP protocol.
D. Retransmission Attempt
Retransmission Attempt of AODV, DSR and GRP protocols in three scenarios are presented in Fig. 13, Fig. 14 and Fig. 15 .
In first scenario is developed using 20 mobile nodes with AODV, DSR and GRP routing protocols to analyze their performance for Retransmission Packet Attempt over FTP traffic. The designed model is simulated for 30 minutes and then results are collected after finishing the simulation setup. In Fig. 13 we can see that the Retransmission Attempt results for 20 mobile nodes. According to the results AODV and DSR showing quite high Retransmission Packet Attempt compared to GRP protocols. In this scenario the average peak value for AODV is 0.0321packet/sec, 0.0374packet/sec for DSR and 0.0117packet/sec for GRP protocol. www.ijacsa.thesai.org In this scenario, the result of Retransmission Attempt of GRP for 40 nodes to transfer FTP application shows has less Retransmission packet. The average peak value for GRP is 0.0395packet/sec, 0.0751packet/sec for AODV and 0.276packet/sec for DSR protocol. In third scenario, simulation environment is developed using 80 mobile nodes as the same privously scenario node moving with constant speed 20m/s and AODV, DSR and GRP protocols performce is analyzed. Our simulation results show that GRP protocol show less Retransmission Attempt under medium FTP traffic load than compared to the AODV and DSR protocols. In case of Retransmmission Attempt for GRP is 0.05044packet/sec, 0.3106packet/sec for AODV whereas for DSR it is 0.3531packet/sec.
On comparing the Fig. 15 we can observe that Retransmission Attempt for AODV protocol gradually is increased and then after 5 minutes the Retransmission Attempt is decreased. Finally for simulation results conclude GRP protocol shows lower Retransmission Attempt on increasing the nodes due to the source node of GRP protocol gathers all network information with the lowest number of control overheads. The source node can find the best route depending on the gathered position information and transmit the data continuously even if the current route is disconnected. This help to achieve a fast transmission with lowest control messages as overhead. Moreover, AODV protocol has ability to provide lower Retransmission Attempts in large network compared to DSR protocol. In second scenario under the 40 mobile nodes with regard to the throughput metric, the GRP clearly has the highest throughput as seen in Fig. 17 . In this scenario, DSR has the lowest while AODV has a medium throughput. GRP throughput rate reaches up to the peak of 201979.159 bits/sec with passage of time while AODV gives the throughput rate which above than 172811.127 bits/sec with a decrease in throughput in the middle and DSR gives the throughput rate 20189.736 bits/sec. in this scenario, according to the obtained results for the 40 mobile nodes shows that the throughput for GRP routing protocol is higher than that of AODV and DSR routing protocols. In third scenario, we increased the number of mobile nodes from 40 to 80 nodes to check the behavior of the routing protocols. From large network of 80 mobile nodes AODV throughput is 1177038.351 bits/sec and performed particularly better than DSR and GRP as shown in Fig. 18 . As the previously scenarios we are keeping the mobility and packet length constant. The peak value of GRP throughput is 840348.805 bits/sec and the peak value of DSR is 251467.513 bits/sec. Refer to Fig. 16, 17 and 18 . From the figures we can observe that the throughput rate of GRP in small and medium networks higher than the throughput rate of AODV and DSR because the GRP routing protocol gathering information rapidly at a source node without spending large amount of overheads but in case of large networks the difference is prominent and AODV by far performs better than GRP and DSR due to AODV protocol follows a routing mechanism known as hop by hop and removes the overhead of the source routing within the network related to above. The availability of multiple route information in the AODV assists in producing the higher amount of throughput in the network. Whereas DSR protocol follows a source routing mechanism and the byte overhead in each packet extremely affects the total byte overhead when the network traffic increases. Resulting, the DSR protocol tends to achieve lower amount of data packets in more stressful network. 
VIII. CONCLUSION & FUTURE WORK
In this study analyzed the performance of AODV, DSR and GRP routing protocols by varying number of mobile nodes from 20 (low density), 40 (medium density) to 80 (high density) to transfer FTP application over MANET network in terms of End-to-End Delay, Media Access Delay, Network Load, Retransmission Attempt and Throughput. In this paper to generate node mobility, we used Random Way Point Mobility Model with the speed 0f 20 meters/second in an area of 1200 x 1200m. In this experiment we found that the performance varies widely across different network size and results from one scenario cannot be applied to those from the other scenario. From the simulation results we can conclude that average End-to-End Delay, Media Access Delay and Retransmission Attempt of GRP routing protocol in all scenarios is much better than AODV and DSR protocols However, GRP protocol provides the best Throughput in small and medium network size and GRP protocol in terms of Network Load shows high average Network Load as compared to DSR routing protocol. As far as Network Load of GRP perform better than the AODV from large network. In addition, the study demonstrate that AODV has less End-toEnd Delay, Media Access Delay, Retransmission Attempt and high Throughput for FTP application compared to DSR protocol and we found that average Network Load of DSR in all scenarios is much lower than GRP and AODV.
In the future work, we will conduct with a new technique to improve security issues in AODV and DSR routing protocols.
