Abstract: We will prove the general solution of the following cubic functional equation
Introduction
In the theory of functional equations, a classical problem is the following: "When is it true that a function which approximately satisfies a functional equation ε must be close to an exact solution of ε?" If the problem accepts a solution, we say that the equation is ε-stable. The first stability problem about group homomorphisms was raised by Ulam [13] in 1940. We are given a group G and a metric group G ′ with netruc d(·, ·). Given ε > 0, does there exist a url: www.acadpubl.eu § Correspondence author δ > 0 such that if f : G → G ′ satisfies d(f (xy), f (x)f (y)) < δ for all x, y ∈ G, then a homomorphism h : G → G ′ exists with d(f (x), h(x)) < ε for all x ∈ G? Ulam's problem was partially solved by Hyers [5] in 1941. Let E 1 be a normed space, E 2 a Banach space and suppose that a mapping f : E 1 → E 2 satisfies the inequality f (x + y) − f (x) − f (y) ≤ ε for all x, y ∈ E 1 , where ε > 0 is a constant. Then the limit T (x) = lim n→∞ f (2 n x) 2 n exists for each x ∈ E 1 and T is the unique additive mapping satisfying
for all x ∈ E 1 . Also, if the function t −→ f (tx) from R to E 2 for each x is continuous on R, then T is linear. If f is continuous at a single point of E 1 , then T is continuous everywhere in E 1 . Moreover (1) is sharp. Bourgin [2] was the next author who treated this problem for additive mappings (see also [1] ). In [12] , Rassias provided a generalization of Hyers theorem which allows the Cauchy difference to be unbounded. Gǎvruta then generalized the Rassias result in [4] for the unbounded Cauchy difference. Subsequently, various approaches to the problem have been studied by a number of authors.
Also, Jang and Park [6] investigated the stability of * -derivations and of quadratic * -derivations with Cauchy functional equation and the Jensen functional equation on Banach * -algebra. The stability of * -derivations on Banach * -algebra by using fixed point alternative was proved by Park and Bodaghi and also Yang et al.; see [10] and [14] , respectively. In particular, the stability of cubic Lie derivations was introduced by Fošner and Fošner; see [3] .
Let both E 1 and E 2 real vector spaces. Jun and Kim [8] proved that a mapping f : E 1 → E 2 satisfies the functional equation
and every solution of the cubic functional equation is said to be a cubic mapping [11] . Najati [9] investigated the following generalized cubic functional equation:
for a positive integers s ≥ 2. Also, Jun and Kim [7] proved the Hyers-UlamRassias stability of a Euler-Lagrange type cubic mapping as follows:
where s ∈ Z(s = 0, ±1).
In this paper, we deal with the following cubic functional equation with three variables which is equivalent to (2),
It is easy to see that the function f (x) = cx 3 is a solution of the above functional equation. We will investigate the stability of a cubic Lie * -derivations associated with the given functional equation on normed algebras.
General Solution
Let R + denote the set of all nonnegative real numbers and let both E 1 and E 2 be real vector spaces. We here present the general solution of (3). (2) if and only if f : E 1 → E 2 satisfies the functional (3). Therefore, every solution of functional equations (3) is also a cubic function.
Proof. Assume that f : E 1 → E 2 satisfy the functional equation (3) . Putting x = y = z = 0 in (2), we get f (0) = 0. Setting y = z = 0 in (3), we have
for all x ∈ E 1 . Letting y = x, z = 0 in (3), we obtain
for all x ∈ E 1 . Replacing y and z by x and x in (3) respectively, we get
for all x ∈ E 1 . Using (5) and (6), we have
for all x ∈ E 1 . Associating (4) and (7), we obtain
for all x ∈ E 1 . Also,
for all x ∈ E 1 , by using (4).
for all x, y ∈ E 1 . Replacing x by x − y, we get
for all x, y ∈ E 1 . Taking y into −y in (11) and adding (11), we have (2). Conversely, if f : E 1 → E 2 satisfies (2), then by [8] , we can get a function B :
for all x ∈ E 1 , and B is symmetric for fixed one variable and B is additive for fixed two variables. It is obvious that f satisfies (3).
As the above result and Corollary 2.4 of [7] , we obtain the following Corollary.
Corollary 2. If a mapping f : R → R is measurable which satisfies (3), then f is continuous on R and f (x) = f (1)x 3 for all x ∈ R.
Cubic Lie * -Derivations
Throughout this section, we assume that A is a complex normed * -algebra and M is a Banach A-module. We will use the same symbol · as norms on a normed algebra A and a normed A-bimodule M
holds for all x, y ∈ A. For all x, y ∈ A, the symbol [x, y] will denote the commutator xy − yx. We say that a cubic homogeneous mapping f : A → M is a cubic Lie derivation if
for all x, y ∈ A. In addition, if f satisfies in condition f (x * ) = f (x) * for all x ∈ A, then it is called the cubic Lie * -derivation. In the following, T 1 will stand for the set of all complex units, that is,
For the given mapping f : A → M , we consider △ µ f (x, y, z) := f (2µx + µy + µz) + f (µx + 2µy + µz)
for all x, y, z ∈ A, µ ∈ C.
Theorem 3. Let ϕ : A 3 → R + and ψ : A 3 → R + be functions such that
and
for all x, y, z ∈ A. Suppose that f : A → M is a mapping with f (0) = 0 such that
for all µ ∈ T 1
and all x, y, z ∈ A in which n 0 ∈ N. Also, if f is measurable or f (tx) is continuous in t ∈ R for each fixed x ∈ A, then there exists a unique cubic Lie * -derivation T : A → M satisfying
for all x ∈ A, whereφ(
Proof. Let y = z = 0 and µ = 1 in (15), we have
for all x ∈ A. One can easily get
where
for all x ∈ A. Using the induction, it is easy to show that
for all t > k > 0 and x ∈ A. The inequality (12) and (19), (20) imply that the sequences { 1 8 n f e (2 n x)} and {( 2 17 ) n f e (2 n x)} are Cauchy. Since M is complete, these sequences are convergent. Hence we can define two mappings T o , T e as
for all x ∈ X. By taking t → ∞ and k = 0 in the inequalities (19) and (3.9), we have
for all x ∈ A. If we define T = T o + T e , we get (17). Now, we will show that the mapping T is a unique cubic Lie * -derivation such that the inequality (17) holds for all x ∈ A. We note that
for all x, y, z ∈ A and µ ∈ T 1 1 n 0
. By taking µ = 1 in the inequality (21), it follows that the mapping T is a cubic mapping. Also, the inequality (21) implies that △ µ T (x, y, z) = 0 for all x, y, z ∈ A. Hence
for all x ∈ A and µ ∈ µ 1 ∈ T 1
for all µ ∈ T 1 and x ∈ A. For any continuous linear functional L defined on A, let ρ : R → R be given by
for t ∈ R, where x is fixed. Then ρ is a cubic mapping and, moreover, is also measurable since it is the pointwise limit of the sequence
Hence it has the form ρ(t) = t 3 ρ(1) for all t ∈ R by Corollary 2.2. Therefore one obtains that for each fixed x ∈ X and all t ∈ R
which implies the condition
Let µ ∈ C(µ = 0). Then µ |µ| ∈ T 1 . Hence
for all x ∈ A and µ ∈ C(µ = 0). Since x is an arbitrary element in A, we may conclude that T is cubic homogeneous. Next, using (16), we have
8 n for all x, y ∈ A. Taking the limit as n tends to infinity, we have △T (x, y) = 0, for all x, y ∈ A. That is, T is a cubic Lie derivation. Letting x = y = 0 and replacing z by 2 n x in the inequality (16), we get
for all z ∈ A. As n → ∞ in the inequality (22), we have
for all z ∈ A. This means that T is a cubic Lie * -derivation. Now, assume T ′ : A → A is another cubic * -derivation satisfying the inequality (17). Then
which tends to zero as n → ∞, for all x ∈ A. Thus T (x) = T ′ (x) for all x ∈ A. This proves the uniqueness of T . 
for all x ∈ A.
Proof. Letting ϕ(x, y, z) = ε, ψ(x, y) = ε ′ and applying Theorem 3, we get the desired result, as claimed.
Corollary 5. Let θ, θ ′ > 0 and 0 < r < 3, 0 < r ′ < 3. Suppose f : A → M is a mapping such that △ µ f (x, y, z) ≤ θ( x r + y r + z r ) and △f (x, y) + f (z
and all a, b, c, x, y, z ∈ A in which n 0 ∈ N.
Also, if f is measurable or f (tx) is continuous in t ∈ R for each fixed x ∈ A, then there exists a unique cubic Lie * -derivation T : A → M satisfying Proof. Letting ϕ(x, y, z) = θ( x r + y r + z r ), ψ(x, y) = θ ′ ( x r ′ + y r ′ + z r ′ ) and applying Theorem 3, we get the desired result, as claimed.
Proof. Letting φ(x, y, z) = θ( x r + y r + z r ), ψ ′ (x, y) = θ ′ ( x r ′ + y r ′ + z r ′ ) and applying Theorem 6, we get the desired result, as claimed.
