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Abstract We aim to improve the techniques to predict tsunami wave heights along the coast. The model-
ing of tsunamis with the shallow water equations has been very successful, but often shortcomings arise,
for example because wave dispersion is neglected. To bypass the latter shortcoming, we use the (linearized)
variational Boussinesq model derived by Klopman et al. [12]. Another shortcoming is that complicated in-
teractions between incoming and reflected waves near the shore are usually simplified by a fixed wall or
absorbing boundary condition at a certain shallow depth contour. To alleviate this, we explore and present a
so-called effective boundary condition (EBC), developed here in one spatial dimension. From the deep ocean
to a seaward boundary, i.e., in the simulation area, we model wave propagation numerically. We measure the
incoming wave at this seaward boundary, and model the wave dynamics towards the shoreline analytically,
based on shallow water theory and the Wentzel-Kramer-Brillouin (WKB) approximation, as well as exten-
sions to the dispersive, Boussinesq model. The coupling between the dynamics in the two areas, respectively
treated numerically and analytically, is handled using variational principles, which leads to (approximate)
conservation of the overall energy in both areas. The reflected wave is then influxed back into the simulation
area using the EBC in a discrete, variational, finite element formulation. We verify and validate our approach
in a series of numerical test cases of increasing complexity, including a case akin to tsunami propagation to
the coastline at Aceh, Sumatra, Indonesia.
Keywords effective boundary condition · wave reflection · Boussinesq model ·WKB approximation
1 Introduction
The propagation of surface waves over the oceans and in harbors concerns motion that is largely inviscid and
irrotational. The velocity is captured well with a velocity potential and is thus divergence free. Such water
wave motion is governed adequately by Laplace’s equation for this velocity potential coupled to dynamic and
kinematic equations for the free surface dynamics [15,17,20]. The equations in this classical problem are
fully nonlinear due to the nonlinear free surface boundary conditions, but can be linearized around a sea state
of rest for waves of small amplitude. We are interested in the propagation of tsunamis to the coast and long
waves into harbors in deeper water, and will therefore limit ourselves to linear wave theory.
Tsunami propagation in the deep ocean is classically calculated with even simpler equations than poten-
tial wave theory: the well-known shallow water equations [4,8]. It turns out that the lack of dispersion is a
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shortcoming of (linear) shallow water modeling when the tsunami reaches the shallower coastal waters on
the continental shelf, well before the nonlinearity of the wave starts to play a role. Since the potential flow
model is much more complicated than the shallow water model, Boussinesq approximations play an impor-
tant role as simpler, more manageable, dispersive wave models of intermediate complexity, e.g., [10,11,16,
19]. Furthermore, we have recently advocated the use of variational or Hamiltonian Boussinesq models [12,
13] because such models inherit the original geometric structure of the potential flow equations or even the
incompressible Euler equations [3]. One of our goals is to show the strength of such variational, dispersive
Boussinesq models.
Numerical models of tsunami propagation from the location of generation to widespread, surrounding
coastlines must deal with details in the generation region, the proper large-scale long-wave propagation across
the oceans to the coast, and the subsequent fine-scale run-up and run-down flooding phenomena at the beaches,
cliffs and man-made structures that form the coastline. It is a daunting task for numerical models to capture
such a variation in spatial and temporal scales. Some shallow water tsunami models therefore approximate
the coastline, or large tracts thereof, with an impenetrable vertical wall at a certain depth contour, say 50m.
Obviously, the reflection properties of such a boundary condition can be very unrealistic. We wish to alleviate
this shortcoming by an investigation of so-called effective boundary conditions, instead of these solid-wall
boundary conditions. In one horizontal spatial dimension, an outline of the desired mathematical modeling is
sketched in Fig. 1. In the deep ocean for x ∈ [0,B] with horizontal coordinate x an internal boundary point B,
denoted as the simulation area, we model the wave propagation numerically. In the coastal zone for x ∈ [B,L]
with end point L > B, denoted as the model area, we model the wave propagation analytically and often
approximately because sufficient numerical resources are lacking in order to capture its solution numerically.
Of course, such lack of resources is really only a problem in two horizontal dimensions.
Given the above summary and discussion, the goals in the present paper are as follows:
(i) To formulate effective boundary conditions (abbreviated as EBC) for the linear shallow water equations
(LSWE) and the linear variational Boussinesq model (LVBM), based on well-known shallow water theory
and the Wentzel-Kramer-Brillouin approximation (WKB), and extensions.
(ii) To integrate such effective boundary conditions with a finite element treatment in the simulation area,
and analytical, asymptotic methods in the model area, by using variational principles. One reason to do so,
is that this approach leads in principle to a compatible numerical scheme with global energy conservation
in the entire simulation and model area (given suitable boundary conditions at the external boundaries at
x= 0 and x= L) for the flat bottom case and the leading order WKB approximation.
(iii) To verify and validate our approach in a series of numerical test cases of increasing complexity.
Our methodology will be derived in one spatial dimension for reasons of simplicity and clarity of exposure.
The outline naturally arises from the above goals. In §2, we introduce the linear shallow water equations
(LSWE) and the linear variational Boussinesq model (LVBM) from their variational principles. In addition,
we derive the coupling conditions required when the ”simulation area” is approximated with a finite element
approximation yet the ”model area” stays continuous. In §3 and §4, effective boundary conditions are derived
required to pinpoint the coupling conditions derived between the finite element simulation area and the model
area. Classical linear wave theory for shallow water over a flat bottom and a WKB approximation over slowly
varying topography is applied and extended to the present application. Numerical verification and validation
are shown in §5, and we conclude in §6.
2 Linear Variational Boussinesq Models
2.1 Continuum case
Our primary goal is to model the water wave motion in the shallow water close to the shore analytically,
instead of resolving the motion in these shallow regions numerically. We therefore introduce an artificial,
open boundary at some depth and wish to determine an effective boundary condition at this boundary. To wit,
for motion in a vertical plane normal to the shore with one horizontal dimension, this artificial boundary is
placed at x = B while the real (time-dependent) boundary lies at x = L(t) with L(t) > B, x ∈ [0,L(t)], and
time t. For example, land starts where the depth h= h(x, t) = 0 at x= L(t). In general, this water line is time
dependent when the wave moves up and down the beach. After linearization around a rest depth, L(t) = L
becomes fixed. To accommodate an analytical treatment to find an effective boundary condition, at x= B, we
introduce several simplifications.
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Fig. 1 Illustration of the domain decomposition for our effective boundary treatment. The water depth at rest is given by h= h(x)
and the free surface elevation by η = η(x, t) with horizontal coordinate x and time t. At a position x= B of given, nonzero depth,
information of the incoming wave is determined in time. A theoretical model is used to obtain the wave reflection within a model
area x ∈ [B,L]. The information that accounts for these reflected waves is used into a simulation area x ∈ [0,B] as an effective
boundary condition at the point x= B.
Firstly, we will restrict attention to the dynamics in a vertical plane with horizontal and vertical coordinates
x and z. Nonlinear, potential flow water waves are succinctly described by variational principles of Luke
(1967) and Miles (1977). Linear counterparts of these principles are readily stated as
0=δ
∫ T
0
L [φ ,Φ ,η ]dt= δ
∫ T
0
∫ L
0
(
φ∂tη− 1
2
gη2−
∫ 0
−h
1
2
|∇Φ|2dz
)
dxdt (1)
with velocity potential Φ =Φ(x,z, t), potential φ(x, t) =Φ(x,0, t) at the approximate location z= 0 of the free
surface, and the deviation η = η(x, t) from this free surface at rest. Time runs from t ∈ [0,T ], the rest depth
h= h(x), partial derivatives are denoted by ∂t et cetera, the gradient in the vertical plane as ∇ = (∂x,∂z)
T , and
the acceleration of gravity is g.
Secondly, following Klopman et al. (2010), we approximate the velocity potential as follows
Φ(x,z, t) = φ(x, t)+F(z)ψ(x, t) (2)
for a function F = F(z). Its suitability is determined by insisting that F(0) = 0 such that φ is the potential
at the approximate location z= 0 of the free surface, and that the slip flow condition at the bottom boundary
z+h(x) = 0. The latter kinematic condition yields ∂zΦ +∂xΦ∂xh= 0 at z=−h(x). For slowly varying bottom
topography, this condition is approximated to
(∂zΦ)z=−h(x) = F ′(−h)ψ = 0. (3)
Substitution of (2) into (1) yields the variational principle for the linearized Boussinesq equations
0=δ
∫ T
0
L [φ ,ψ,η ]dt= δ
∫ T
0
∫ L
0
(
φ∂tη− 1
2
gη2− 1
2
h|∂xφ |2−β∂xψ∂xφ − 1
2
α|∂xψ|2− 1
2
γψ2
)
dxdt,
(4)
where functions β (x),α(x), and γ(x) are given by
β (x) =
∫ 0
−h(x)
Fdz, α(x) =
∫ 0
−h(x)
F2dz, and γ(x) =
∫ 0
−h(x)
(F′)2dz. (5)
We choose a parabolic profile function F(z;h) = 2z/h+ z2/h2, in which the x–dependence is considered to
be parametric when rest depth h is sufficiently slowly varying such that in scaled form h= h(εx) with ε ≪ 1
the ratio between vertical and horizontal changes in the topography. Consequently,
α =
8
15
h(x) , β =−2
3
h(x) , γ =
4
3h(x)
. (6)
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Thirdly, when we ignore the underlined terms in (4), so for β = α = γ = 0, the linearized shallow water
equations are obtained as limiting system. The advantage of the shallow water equations is that these permit
exact or asymptotic solutions on flat and slowly varying bottom topography, respectively.
Next, we take variations of (4) but a priori divide the domain into two intervals, x ∈ [0,B] and x ∈ [B,L],
such that we are forced to consider the boundary conditions coupling these two intervals. The resulting equa-
tions should, of course, equal the equations emerging when directly considering the entire domain x ∈ [0,L].
The result of such variations, while using endpoint conditions δη(x,0) = δη(x,T ) = 0, is
0=
∫ T
0
[∫ B
0
((
∂tη +∂x(h∂xφ)+∂x(β∂xψ)
)
δφ − (∂tφ +gη)δη +
(
∂x(α∂xψ)+∂x(β∂xφ)− γψ
)
δψ
)
dx
− (h∂xφ +β∂xψ)|x=B−δφx=B− − (α∂xψ +β∂xφ)|x=B−δψ|x=B−
+(h∂xφ +β∂xψ)|x=0δφ |x=0+(α∂xψ +β∂xφ)|x=0δψ|x=0
+
∫ L
B
((
∂tη +∂x(h∂xφ)+∂x(β∂xψ)
)
δφ − (∂tφ +gη)δη +
(
∂x(α∂xψ)+∂x(β∂xφ)− γψ
)
δψ
)
dx
+(h∂xφ +β∂xψ)|x=B+δφ |x=B+ +(α∂xψ +β∂xφ)|x=B+δψ|x=B+
− (h∂xφ +β∂xψ)|x=Lδφx=L− (α∂xψ +β∂xφ)|x=Lδψ|x=L
]
dt (7a)
=
∫ T
0
[∫ B
0
((
∂tη +∂x(h∂xφ)+∂x(β∂xψ)
)
δφ − (∂tφ +gη)δη +
(
∂x(α∂xψ)+∂x(β∂xφ)− γψ
)
δψ
)
dx
+
∫ L
B
((
∂tη +∂x(h∂xφ)+∂x(β∂xψ)
)
δφ − (∂tφ +gη)δη +
(
∂x(α∂xψ)+∂x(β∂xφ)− γψ
)
δψ
)
dx
]
dt.
(7b)
The two boundary terms at each location x = 0, x = B± and x = L concern the velocity across the depth. In
the original variational principle (1), this would be ∇Φ · nˆ as a function of z with nˆ the outward normal at the
respective vertical boundary, here nˆ=±(1,0)T . For a hard wall at x= 0, for example, the horizontal velocity
must be zero at every depth. Due to the approximation (2), only two degrees of freedom over depth remain.
The variations result thus in two boundary conditions at each location x = 0, x = B± and x = L. Assuming
continuity at x= B, the boundary terms there cancel pairwise such that
(h∂xφ +β∂xψ)|x=B−δφ |x=B− − (h∂xφ +β∂xψ)|x=B+δφ |x=B+ = 0, (8a)
(α∂xψ +β∂xφ)|x=B−δψ|x=B− − (α∂xψ +β∂xφ)|x=B+δψ|x=B+ = 0. (8b)
The boundary terms at x= 0 are either zero for a solid wall, or transparant for the outgoing characteristic. For
a waterline at x= L, for example, we have that α,β ,γ → 0 as the depth h→ 0. Finally, given such boundary
conditions and that the variations δφ ,δψ,δη are arbitrary in (7b), we find the equations:
∂tφ +gη =0, ∂tη +∂x(h∂xφ)+∂x(β∂xψ) = 0, ∂x(α∂xψ)+∂x(β∂xφ)− γψ = 0 (9)
for x ∈ [0,B] and x ∈ [B,L]. For the above choice of F , constant depth h and wave frequency Ω , the
dispersion relation for following from (9) is given by
Ω 2 = ghk2
[
1− β
2k2
h(αk2+ γ)
]
. (10)
Without the underlined terms, the linear shallow water equations remain as limiting system, without wave dis-
persion as we note from (10). Dispersion diagrams for the full potential flow, the linear variational Boussinesq
model (LVBM), and the linear shallow water equations (LSWE) are shown in Fig. 2. The LSWE dispersion
relation (dotted line) is a linear relation between ω and k, showing that each wave number will travel with the
same constant speed
√
gh. The LVBM dispersion relation (10) and the exact dispersion relation for potential
flow (dotted-dashed line and solid line respectively) are on top of another, showing that for the long waves
of present interest can be modeled well by LVBM. The dashed line is a scaled spectrum of an initial profile
that will be used in Section 5. Each wave number will travel with its own speed following from the dispersion
relation.
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Fig. 2 We combined the scaled spectrum (dashed line) of an initial profile in Fig.5, the exact dispersion relation for potential
flow and LVBM dispersion relation (solid and dotted-dashed linea on top of another), and LSWE dispersion relation (dotted line)
in a plot of frequency ω versus wave number k.
2.2 Semi-discrete case
The region x ∈ [0,B] will be approximated using a classical Galerkin finite element expansion. We will use
first order spline polynomials on N = Nk elements with j = 1, . . . ,N+ 1 nodes. The variational structure is
simply preserved by substituting the expansions
φh(x, t) =φ j(t)ϕ j(x), ψh(x, t) = ψ j(t)ϕ j(x) and ηh(x, t) = η j(t)ϕ j(x) (11a)
into (4) for x∈ [0,B] concerningNk–elements and (N+1)–basis functions ϕ j. We used the Einstein summation
convention for repeated indices.
To ensure continuity and a unique determination, we substitute
φ(x, t) =φ˜(x, t)+φN+1(t)ϕN+1(x), ψ(x, t) = ψ˜(x, t)+ψN+1(t)ϕN+1(x), and (11b)
η(x, t) =η˜(x, t)+ηN+1(t)ϕN+1(x) (11c)
with ϕN+1 the basis function in element Nk + 1 for x ∈ [B,L] and with φ˜(B, t) = η˜(B, t) = ψ˜(B, t) = 0. For
linear polynomials, use of (11) into (4) yields
0=δ
∫ T
0
[
Mklφkη˙l− 1
2
gMklηkηl− 1
2
Sklφkφl− 1
2
Aklψkψl−Bklψkφl− 1
2
Gklψkψl+∫ L
B
(
φ∂tη− 1
2
gη2− 1
2
h(∂xφ)
2− 1
2
α(∂xψ)
2−β (∂xφ)(∂xψ)− 1
2
γψ2
)
dx
]
dt (12a)
=
∫ T
0
[
(Mklη˙l−Sklφl−Bklψl)δφk− (Mkl φ˙k+gMklηk)δηl− (Aklψl +Bklφl +Gklψl)δψk
+
∫ L
B
((
∂tη +∂x(h∂xφ)+∂x(β∂xψ)
)
δ φ˜ − (∂tφ +gη)δ η˜ +
(
∂x(α∂xψ)+∂x(β∂xφ)− γψ
)
δψ˜
)
dx
+
∫ L
B
((
∂tη +∂x(h∂xφ)+∂x(β∂xψ)
)
ϕN+1δφN+1− (∂tφ +gη)ϕN+1δηN+1+
(
∂x(α∂xψ)+∂x(β∂xφ)− γψ
)
ϕN+1δψN+1
)
dx
+(h∂xφ +β∂xψ)|B+δφN+1+(α∂xψ +β∂xφ)|B+δψN+1
]
dt, (12b)
where we introduced mass and stiffness matricesMkl ,Skl ,Akl ,Bkl ,Gkl , and used endpoint conditions δηk(0) =
δηk(T ) = 0, connection conditions δ η˜(B, t) = δ φ˜(B, t) = δψ˜(B, t) = 0, and no-normal through flow condi-
tions at x= 0,L. The matrices in (12) are defined as follows
Mkl =
∫ B
0
ϕkϕldx, Skl =
∫ B
0
h∂xϕk∂xϕldx Akl =
∫ B
0
α∂xϕk∂xϕldx, (13a)
Bkl =
∫ B
0
β∂xϕk∂xϕldx, and Gkl =
∫ B
0
γϕkϕldx. (13b)
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Provided we let the size of the (N+ 1)–st element go to zero such that the underline terms in (12b) vanish,
the equations arising from (12) are
Mklη˙l−Sklφl−Bklψl +δk(N+1)(h∂xφ +β∂xψ)|B+ = 0 (14a)
Mkl φ˙k+gMklηk =0 (14b)
Aklψl +Bklφl +Gklψl +δk(N+1)(α∂xψ +β∂xφ)|B+ =0 (14c)
with Kronecker delta symbol δkl , one when k = l and zero otherwise, and the equations (9) for x ∈ [B,L].
Taking this limit does not jeopardize the time step, as this (N+1)st–element lies in the continuum region, in
which the resolution is infinite.
3 Effective Boundary Conditions: Shallow Water Equations
3.1 Flat Bottom Case –WKB0
We start with the shallow-water limit of (12) in which the bottom is flat for x ∈ [0,L] and, effectively, ψ = 0.
It is then possible to calculate the exact solution in part of the domain [B,L] and specify the exact boundary
condition at x= B given the approximate, numerical finite element solution in x ∈ [0,B]. The numerical errors
arising in the simulation area will therefore remain present. When time is not discretized, our mixed numerical
and analytical approach ensures that the energy in the total domain is preserved.
The Riemann invariants of the linear shallow water equations can be found by taking the spatial derivative
of the Bernoulli equation in (9), such that the velocity u= ∂xφ emerges, and combining it with the continuity
equation. One thus obtains two uncoupled linear advection equations
∂t(hu± cη)± c∂x(hu± cη) = 0 (15)
with eigenvalues ±c=±√gh, and incoming and outgoing or reflected Riemann invariants. These have solu-
tions
hu+ cη = κ+(x− ct) and hu− cη = κ−(x+ ct). (16)
The first equation in (16) requires a boundary condition at x = B, the second one a boundary condition at
x= L or a symmetry argument. For a domain with a vertical wall at x= L, symmetry arguments can be used
to determine that
κ−(x+ ct) =−κ+(2L− x− ct), (17)
such that hu = h∂xφ =
(
κ+(x− ct)− κ+(2L− x− ct)
)
/2 is indeed zero at x = L. From (14), we note that
we require the mass flux hu at x = B+. We determine the incoming characteristic at x = B by observing and
storing
κ+(B− ct) = (h∂xφ + cη)|x=B− (18)
using the finite element solution just left of x = B. Note that u = ∂xφ is not continuous at x = B and we
chose its left limit. The incoming wave is reflected at x = L and arrives later back at x = B with a delay time
∆τ = 2(L−B)/c, and we thus have to store the values κ+(B− ct˜) from the current time till ∆τ earlier, i.e.,
t˜ ∈ [t−∆τ, t]. Hence, we can specify the flux required in (14) as:
(h∂xφ)|x=B+ =
(
κ+(B− ct)−κ+(2L−B− ct)
)
/2 (19)
using the stored values from (18).
From (16) and ∂tφ =−gη in (9), it follows that the free surface deviation and the velocity potential satisfy
η =
1
2c
(
κ+(x− ct)−κ−(x+ ct)
)
and φ = F+(x− ct)+F−(x+ ct) (20)
with
F ′+ =
g
2c2
κ+(x− ct) and F ′− =
g
2c2
κ−(x+ ct). (21)
Using the above expressions, we note that the influx and observation operators O and I are given by
O(φ) = ∂tφ − c∂xφ =−2gηinc and I (φ) = ∂tφ + c∂xφ =−2gηre f l (22)
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with ηinc = κ+(x− ct)/(2c) and ηre f l =−κ−(x+ ct)/(2c). Hence, we can rewrite (19) as
(h∂xφ)|x=B+ = c(η−2ηre f l)|x=B+ , (23)
Since η by construction is continuous in x = B, one can also use the finite element solution ηN+1 for η in
(23) instead. In the numerical validation, we denote this approach by WKB0. Note that it was our goal to
determine h∂xφ |x=B+ for use in the finite element model (14). We achieved this goal in (19) or (23) using the
κ+(·)–function defined in (18).
We remark the following on the implementation. Consider, say, that we start with a quiescent state in the
region x ∈ [B,L] at the initial time. At a given time we need to know κ+(q) for q ∈ [B−ct,2L−B−ct], or for
NB+ 1 values when using a fixed, discrete time step ∆ t = 2(L−B)/(cNB) in a specific time step integrator.
This time step ∆ t needs to be sufficiently small to ensure stability of the finite element solution. Yet such a
fixed time step allows us to store only NB+1 current and past values of κ+(B− cnt∆ t) with integer index nt
in a fixed length array, which oldest stored value of κ+ is replaced with the current value after every time step.
This can be done cyclically. Alternatively, for a variable length time integrator one would need to interpolate
between the stored values of κ+. For a multi-step time integrator it is advised to store also values of κ+(B−ct)
at intermediate times used in the time step integration.
3.2 WKB approximation –WKB1 & WKB2
When the bottom topography is slowly varying, it is possible to solve the equations in the shallow part x ∈
[B,L] of the domain asymptotically, using theWentzel-Kramer-Brillouin (WKB) approximation [1,2,5–7,20].
Consider the in-situ phase speed to be a slowly varying function of space: c=
√
h(εx) = c(εx). Consequently,
dc/dx = εc′ (with c′ = dc/d(εx)) scales as O(ε). The variational principle for the shallow water equations,
cf. (4), can then be rewritten by rearranging the kinetic energy term for x ∈ [B,L] as follows
0=δ
∫ T
0
Mklφkη˙l− 1
2
gMklηkηl− 1
2
Sklφkφl+∫ L
B
φ∂tη− 1
2
gη2− 1
2g
c
(
∂x(
√
cφ)2− εc
′
√
c
φ∂x(
√
cφ)+
ε2
4c
φ 2c′2
)
dxdt. (24)
Variation of (24) yields the finite element discretization (14) (momentarily for ψ = 0) with the same mass
flux as coupling term, and the equations
∂tφ +gη = 0 and g∂tη +
√
c∂x
(
c∂x(
√
cφ)
)
=
ε2
4
(c′2+2cc′′)φ . (25)
By defining new variables q=
√
cφ and p=
√
cgη , and a new coordinate σ =
∫ x
B dζ/c(εζ ) such that ∂σ = c∂x,
one obtains the system
∂tq+ p= 0 and ∂t p+∂σσq=−bq, (26)
in which b=−ε2(c′2+2cc′′)/4 scales as O(ε2).
The solution of this linear equation consists of the solution pH to the homogeneous problem plus a partic-
ular solution pa , such that p= pH + pa. The homogeneous solution satisfies as in the flat bottom case again
two linear advection equations. In the transformed variables (v= ∂σq, pH) and coordinates (σ , t) these read
∂t(v± pH)±∂σ (v± pH) = 0. (27)
Their solutions are
v+ pH = κ+(σ − t) and v− pH = κ−(σ + t) such that pH = 1
2
(
κ+(σ − t)−κ−(σ + t)
)
(28)
and these also serve as leading order solutions of (26) at O(1) in ε . The particular solution is solved iteratively
pa = pi with as zeroth iteration p0 = 0 and as first iteration p1 satisfying
(∂t −∂σ )(∂t +∂σ )p1 = bpH , (29)
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as follows from substitution of p = pH + p1 into (26) by ignoring the bp1 term. To aid finding the solution,
we rewrite (29) by introducing a new intermediate variable r1 as
(∂t +∂σ )r1 = bpH and (∂t −∂σ )p1 = r1. (30)
Given the solution pH in (28), the solution for r1 is
r1 =
1
2
κ+(σ − t)
∫ σ
0
b(εζ )dζ −
∫ σ
0
1
2
κ−
(
2β − (σ − t))b(εβ )dβ . (31)
Hence, the solution for p1 in (29) becomes
p1 =G2(σ + t)−
∫ σ
0
1
2
κ+
(
2β − (σ + t))∫ β
0
b(εζ )dζdβ
+
∫ σ
0
∫ γ
0
1
2
κ−
(
2β − (2γ− (σ + t)))b(εβ )dβdγ, (32)
in which the functions G2 are determined by the initial condition p1(σ ,0) = 0 as we have rest flow in the
region x ∈ [B,L], or equivalently σ ∈ [0,σL] with σL =
∫ L
B b(εζ )dζ initially, when the domain is closed.
When the domain is open, this range changes to σ > 0.
What remains now is to determine κ+ and G2 given the initial conditions, and the inflow of information at
σ = 0 for time t > 0.
Firstly, consider the case with an open boundary with for simplicity a flat bottom for x> L such that there
is no reflected wave at leading order. Hence, κ− = 0. We use G2 such that p1(σ ,0) = 0. The total, asymptotic
solution then becomes
p= g
√
cη =
1
2
κ+(σ − t)+
∫ σ+t
σ
1
2
κ+
(
2β − (σ + t))∫ β
0
b(εζ )dζdβ . (33)
It is the sum of the incoming wave in the first term, and the wave reflection due to the slowly varying topogra-
phy in the second term. As in the flat bottom case, the incoming wave is determined as the boundary condition
at σ = 0− from the finite element solution for the first Riemann invariant
κ+(−t) = (v+ pH)|σ=0− =
(
c∂x(
√
cφ)+g
√
cη
)|x=B− . (34)
Assuming that c′(εx) = 0 or at least ofO(ε2)at x= B ensures that the homogeneous solution holds locally,
such that it follows from (28) and (33) that
p|σ=0 = 1
2
(
κ+(−t)− κ˜−(t)
)
=
1
2
κ+(−t)+
∫ t
0
1
2
κ+
(
2β − t)∫ β
0
b(εζ )dζdβ . (35)
This determines κ˜−, and thus
(h∂xφ)|x=B+ =
√
c
g
∂σq=
√
c
2g
(
κ+(−t)+ κ˜−(t)
)
=
√
c
2g
(
κ+(−t)−
∫ t
0
κ+
(
2β − t)∫ β
0
b(εζ )dζdβ
)
, (36)
where we used κ˜− to denote that we really couple the homogeneous solution on a local plateau in the topog-
raphy (of infinitesimal width) to the WKB solution. Alternatively, employing the approach with observation
and influx operators and the finite element solution, we find as in (23) but extended with the reflection part in
(33) that
(h∂xφ)|x=B+ = c(η−2ηre f l)|x=B+ = cηN+1−
√
c
g
∫ t
0
κ+
(
2β − t)∫ β
0
b(εζ )dζdβ (37)
since η = p/(g
√
c). Also note that we have used the full O(ε2) expression here since the homogeneous
solution does not get iterated. The reflection term in (33) has a nice interpretation. An input κ+(t) = δ (t− t0)
at σ = 0, concerning the second term in (36), produces a reflection at that same point σ = 0 given by
∫ (t−t0)/2
0
b(εζ )dζ , (38)
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which is the result of the reflection of the right propagating wave until the point σ = (t − t0)/2. In other
words, the reflection is influxed back after a delay time t− t0 = 2σ . Hence, σ serves as a scaled and shifted
time coordinate. In the numerical validation, we denote this approach by WKB1.
Secondly, we consider the harbour case with a fixed wall at x= L or, equivalently, at σ =σL =
∫ L
B b(εζ )dζ .
Again, G2 is used to satisfy the quiescent initial condition. Furthermore, 2v= κ+(σ − t)+κ−(σ + t) should
be zero at σ = σL, hence κ−(σ + t) = −κ+(2σL− (σ + t)). Note that we did not include the higher order
correction of the solution in the determination of the primary reflected wave κ−, which introduces a small
error. The total, asymptotic solution thus becomes
p=
(
κ+(σ − t)+κ+
(
2σL− (σ + t)
))
/2+
∫ σ+t
σ
1
2
κ+
(
2β − (σ + t))∫ β
0
b(εζ )dζdβ
−
∫ σ+t
σ
∫ γ
0
1
2
κ−
(
2β − (2γ− (σ + t)))b(εβ )dβdγ. (39)
The first term on the right hand side is of order one, the second term of O(ε2) and the last, underlined term is
due to the reflection of reflected incoming signal from the vertical wall. Its size depends on the total change
in depth and thus the total reflection of the incoming signal, as estimated in the second term, from x = B to
the vertical wall at x = L. Per case considered, one has to assess whether the underlined term in(39) can be
neglected because it is of o(ε2), or not. In case we assume that c′(εx) = 0 at x= B, we can neglect this term.
Following the same reasoning as in the previous paragraph for the open boundary, we find the mass flux
(h∂xφ)|x=B+ = c(η−2ηre f l)|x=B+ = cηN+1−
√
c
g
(
κ+
(
2σL− t
)
+
∫ t
0
1
2
κ+
(
2β − t)∫ β
0
b(εζ )dζdβ
)
.
In the numerical validation, we denote this approach by WKB2. Note that it was our goal to determine
h∂xφ |x=B+ for use in the finite element model (14). We achieved this goal for the EBC over slowly vary-
ing topography in (36) or (37) and (40) using the κ+(·)–function defined in (18).
4 Modelling Effective Boundary Conditions: Boussinesq Equations –DWKB0, DWKB1 & DWKB2
In this section, we largely follow the same procedure as in the previous section, but now add dispersive effects
to the wave motion. Dispersion implies that the propagation speed of a wave increases with wavelength.
Dispersion cannot be neglected when we are interested to follow traveling waves from the deep ocean to the
shallow areas near the coast. This is evident for relatively short waves like wind waves, but even for long
tsunami waves dispersion will eventually deform the initial wave shape. It leads to low-amplitude tails of
shorter waves behind the main wave with its long-wave components. Leading order dispersion effects are
included via the linear variational Boussinesq model derived for the continuous case in (4) and (9), and for
the semi-discrete case in (12) and (14). Hence, the underlined terms are now included.
Relative to the analysis for the LSWE, we made the following changes: (i) The observation and influx
operator are updated to include dispersive effects but for long waves only. Hence, the incoming wave ηinc can
be determined. (ii) The group velocity is used to weigh the reflected wave signal ηre f l following an approach
by Kim et al. [9]. (iii) Given ηinc, we determine ηre f l using the flat-bottom or WKB approaches in shallow
water with one change: we use the phase speed cp of the peak wave instead of c=
√
gh.
4.1 Observation and influx operators
Firstly, we extend the operators to include some effects of the dispersion in the LVBM. The LSWE obser-
vation operator (22) led to the transparent or effective boundary condition (23), (36) or (40) for the LSWE.
Since an exact transparent-influx effective boundary condition (EBC) for the LVBM is unknown, we use an
approximation for the LVBM observation operator as follows
OV (φ ,ψ)≡ (∂tφ − c∂xφ − c β
2h
∂xψ). (40)
The first two terms are the same as for the LSWE. The third term with the additional function ψ gives improve-
ment for dispersive waves. It is derived by considering a harmonic analysis for the LVBM in the case where
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α,β ,γ and h are constants. By combining the two dynamic equations after substitution of φ ,ψ,η ∝ eikx+iωt
with imaginary number i2 =−1, wave number k, and frequency ω; one finds that (ω− ck)φ −gβk2ψ/(ω +
ck) = 0. When we focus on long waves with ω ≈ ck this relationship becomes (ω− ck)φ −gβkψ/(2c) = 0,
which then leads to the approximate observation operator (40). A spectrum of the initial condition used for
later simulation as in Fig. 2 justifies this focus on long waves.
Motivated by the effective boundary treatment for the LSWE in (22), we define LVBM observation and
influx operators to measure the elevation of waves and impose the reflected wave signal back into the modeled
part of the domain as
OV (φ ,ψ) =−2gηinc(t) and IV (φ ,ψ)≡ (∂tφ + c∂xφ + c β
2h
∂xψ) =−2gηre f l(t). (41)
From a rearrangement of the influx operator IV , we derive that
h∂xφ =
c2
g
∂xφ = cη−2cηre f l− β
2
∂xψ. (42)
Given ηinc using this new observation operator in combination with ∂tφ = −gη , we use the results derived
for the LSWE in the cases WKB0, WKB1, or WKB2 to define ηre f l . For the total mass flux required in (14)
at x= B+, we thus obtain:
(h∂xφ +β∂xψ)|x=B+ = (cη +
β
2
∂xψ)|x=B− −2(cηre f l)|x=B+, (43)
in which η is continuous at x = B so we can use the the finite element ηN+1, and in which we use the finite
element solution to obtain ∂xψ (we chose its left limit) because we have not solved it in the model area
x ∈ [B,L]. Likewise, we derive an effective boundary condition for the weighted velocity term in (14)
(α∂xψ +β∂xφ)|x=B+ = (cβη/h+(α−
β 2
2h
)∂xψ)|x=B− −2(cβηre f l/h)|x=B+ , (44)
Following Kim et al. [9], we define a function f (t) to replace (2cηre f l)|x=B+ in both (43) and (44) in the
following way, given s(t) = 2ηre f l . The function f (t) is the inverse Fourier transform of
fˇ (ω) =Vg
(
K1(ω)
)
sˇ(ω)/2pi, (45)
where sˇ(ω) is the Fourier transform of the desired signal s(t) using the convention
s(t) =
∫
sˇ(ω)e−iωtdω and sˇ(ω) =
1
2pi
∫
s(t)eiωtdt.
The group velocity is defined by Vg = dω/dk and K1 is the inverse of dispersion function Ω :
ω = Ω (k)⇔ k = K1 (ω)
For monochromatic waves, we obtain the expression
f (t) = 2cgηre f l , (46)
where cg is the group velocity of the related wavenumber k. The numerical solutions of LVBM show that a
weighing with the group velocity yields better results as plotted in Fig. 3. We generate a monochromatic wave
at x= 0km, period 100s, above 1000m depth, and ramp up the amplitude till it is 1m within the first t = 200s.
The result of using group velocity cg as the weighing factor is displayed by the solid line, which is closer to the
proper amplitude 1m, while the result with the dashed line uses phase velocity cp. This finding is in accordance
with the result of Lee et al. [14]. For polychromatic waves, the group velocity of each corresponding frequency
must be multiplied appropriately in the Fourier space as (45). In shallow water approximation, phase speed
and group velocity coincide and we therefore directly get the result as in (23).
Finally, since the LVBM is a dispersive model, where waves with different wavelength will travel at
different phase speed, instead of c=
√
gh(x) in LSWE, we take
c(x) =C (kp (x) ,h(x)) (47)
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Fig. 3 Monochromatic wave of amplitude 1m is generated at x= 0km with phase speed cp (dashed line) and group velocity Vgr
(solid line) as weighing factor.
in the model area, in which C (k,h) is the phase speed for wave number k at depth h, and kp (x) is the wave
number of the wave with the peak period ωp at depth h(x), so Ω (kp (x) ,h(x)) = ωp for all x. The dispersion
relation Ω and the associated phase speedC can also be the exact expression for potential flow water wavers,
or any approximation such as the LVBM used presently. This update is used when we relate ηre f l to ηinc using
the relevant expressions from WKB0, WKB1, or WKB2 for the flat bottom, slowly varying bottom case with
an open or closed right boundary, respectively. These dispersive counterparts will be denoted by DWKB0 (flat
bottom), DWKB1 (open right boundary) and DWKB2 (closed right boundary).
5 Numerical Validation
A series of validation examples of increasing complexity will be considered. Firstly, a verification of the
effective boundary condition is done for the LSWE in a domain with a flat bottom. These are then compared
with verification of advanced effective boundary treatment for the LVBM. Secondly, we validate the effective
boundary condition in domain with a slowly varying bottom and an open flat bottom domain beyond x = L.
These results are compared directly with simulations using the advanced effective boundary treatment for the
LSWE and LVBM. Finally, we analyze simulations of LSWE and the LVBM of periodic waves with a vertical
wall at its end. In all cases we compare simulations in the restricted domain x ∈ [0,B] using the effective
boundary condition with simulations in the entire domain x ∈ [0,L]. For the time integration, we use the
fourth order ode45 solver in MATLAB. Double resolution simulations have been used throughout to double-
check our simulations. We also implemented the second-order modified midpoint rule to independently check
the time integration. The modified mid-point integrator allowed us to efficiently store the history integrals in
the EBC-formulation, while using a fixed time step that was an integer of the relevant travel time, see Section
3.1. Matlab’s ode45 solver was, however, more efficient. Since this ode45 uses its own time step, we employ
linear interpolation to get the correct incoming or reflected signal at the desired, fixed time step.
5.1 Flat Bottom Situation
A straightforward one-dimensional example is given by waves over a flat bottom, with depth h0, which are
(partially) reflected at x= L. The initial ”N–wave” profile taken is
η(x,0) = A f (x)/S with f (x) =
d
dx
exp
(−(x− x0)2/w02) and S=max( f (x)) (48)
and the initial velocity potential is zero. We take A= 1m, the position of the wave profile x0 = 0.6km, width
w0 = 40m, and constant depth h0 = 10m. We consider a full domain with L= 1.2km and a restricted one with
B= 1km. Spatial and time steps are ∆x= 0.5m and ∆ t = 0.1s, and we simulate till t = 120s.
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Fig. 4 We compare numerical results between a simulation in the whole domain (dashed line) and one with the EBC (solid line)
for the LSWE with B = 1km. Wave profiles at times t = 0,20,40, . . . ,120s are shown in a) for both simulations, and in b) a
snapshot is given at t = 120s.
In Fig. 4, we compare simulations in the entire domain x ∈ [0,L] with ones using the EBC, for the LSWE.
We used a fully reflecting wall at x = L and a transparent boundary condition at x = 0 (using the flat bottom
WKB0 technique). The dashed line represents the reflected wave calculated in the whole domain and the solid
one represents the reflected wave using EBC. A good agreement between the two simulations is observed, as
expected.
Next, we compare simulation results using the LVBM in a domain with a flat bottom. In Fig. 5, we
show reflected waves for simulations in the entire domain and ones with the EBC in part of the domain.
Again we have a hard-wall boundary condition at x = L and a transparent one at x = 0 (using the DWKB0
technique, the flat bottom WKB0 extension to the LVBM). An extension of the domain for x < 0 was made
to avoid unnecessary reflection from left transparent boundary. The dashed line represents the reflected wave
calculated in the whole domain, the solid line represents the reflection wave using the EBC. At t = 80s, when
the reflected wave enters the simulation area again, we can see that the first peak wave travels with the same
speed in both simulations, while the rest have some differences in speed and amplitude. This is expected since
we use a partially non-dispersive analytical model in the model area. A plot of the scaled spectrum of the
initial condition was already shown in Fig. 2. The simulation using the EBC gives a faster and higher wave
since the reflection model only uses the phase speed of the most dominant wave in the spectrum, while the
shorter waves actually should have travelled with a slower speed. The deviations decrease when the length of
the model area is smaller.
In Fig. 6, the measured wave elevations at x=B for LSWE and LVBM simulations in the whole domain are
shown. In LSWE simulation, the wave profile will remain the same as its initial form, while in LVBM the wave
has been dispersed. Higher wave amplitude and successive waves in LVBM simulation show the importance
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Fig. 5 As Fig. 4 for simulations using the LVBM. The deviations are caused by the approximation to the dispersive wave
propagation in the model area [B,L] = [1,1.2]km. Full LVBM: dashed line; LVBM with DWKB0: solid line.
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Fig. 6 Comparison of the calculated signal at x= B between LSWE (dotted-dashed line) and LVBM (solid line).
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Fig. 7 Comparison of calculated signals at x= L between LSWE-WKB0 (dotted-dashed line) and LVBM-DWKB0 (solid line),
together with measured signal at x = L in full domain simulation with LSWE (dotted line) and LVBM (dashed line) for flat
bottom situation.
of using dispersion model for tsunami simulation especially on shallower coastal waters on continental shelf
area. We also show wave elevations at x= L in Fig. 7. These signals are higher due to the hard-wall reflection.
5.2 Slowly Varying Topography
We consider three cases with an increasingly realistic varying bottom profile. Instead of dealing with the full
run-up and run-down phenomena, we consider simpler cases of a slowly varying bathymetry between two
constant depths and an open boundary on the right of x= L. The first two cases deal with a long tsunami-type
of wave approaching the coast: one with synthetic bathymetry and one with a bathymetry akin to the one
near Aceh, Sumatra, Indonesia. The third case deals with periodic waves and the coastline is replaced by a
reflecting hard wall at a certain shallow depth. For this case, we use a bathymetry that resembles the one near
Cilacap harbor, Java, Indonesia. Bathymetry data of Aceh are obtained from the General Bathymetric Chart
of the Oceans (GEBCO) with one minute accuracy (approximately 1830m). While bathymetry of Cilacap is
obtained from a combination of GEBCO’s data and a digitized map of local bathymetry from the Hydro-
Oceanographic Office (www.dishidros.go.id) with 100m accuracy. In all cases, we will present the results of
simulations using LSWE in the simulation area with WKB1 in the model area, and using the LVBM in the
simulation area with DWKB1 in the model area. We use an irregular grid according to the depth with ratio√
h1/h0, as the decrease of the wavelength when traveling from a deep region with depth h0 and a shallower
region with depth h1 in linear wave theory.
5.2.1 Simulation using synthetic bathymetry with transparent coastline
The idealized bathymetry considered in the next example is defined by
h(x) =
h0−h1
2
cos
(
pi
x−m+w
2w
)
+
h0+h1
2
,
for x = [m−w,m+w]. Parameter values used are m = 22.5km as the middle of the slope and the half width
of the slope w is varied, h0 = 60m is the depth in deep water, before the slow transition to a depth h1 = 10m
in shallower water. The domain is [0,25]km and we simulate till t = 1050s. We used ∆x = 12.5m at the
shallowest area and ∆ t = 1.25s. Transparent boundary conditions have been used at both boundaries at x =
0,L. An extension of the domain is made for x< 0 to avoid the reflection from backward traveling signal at the
left transparent boundary. The initial wave profile is given by the same function (48), with initial amplitude
4m and x0 = 12km. The width parameter of this wave profile is w0 = 0.4km. The initial velocity is zero
everywhere.
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Fig. 8 A plot of the travel time (left) from B = 15km and the transfer function B¯ against (t− t0) = 2σ (right) for w = 1.25km
(slope 1:50). We chose t0 = 0.
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Fig. 9 A zoom-in of a simulation in the whole domain for a steep slope (here w = 0.625km) with the LSWE. The scaled
bathymetry profile is plotted with the dashed line.
For a bathymetric profile with w= 1.25km, a plot of the travel time for the LSWE case from x=B= 15km
till L = 25km is given in the left panel of Fig. 8. The right panel in Fig. 8 depicts the transfer function
B¯(σ) =
∫ σ
0 b(εζ )dζ used in (33) as function of the travel time t = 2σ . Hence, σ serves as a scaled and
shifted travel time. We notice that until x = 21.25km the travel time increases linearly, whereafter the wave
travels slower until x= 23.75km as the depth becomes shallower. Subsequently, travel time increases linearly
again since the wave continues over flat bathymetry. We therefore see that the signal arrives the escarpment
at t = 500s, since we used t0 = 0, and that the wave-topography interaction lasts till t = 800s.
A simulation in the whole domain with the LSWE is shown in Fig. 9 together with the scaled bathymetry
(dashed line). A small reflection from the bathymetry can be seen at later times after the wave enter the
shallows. A comparison of reflected waves between simulations in the whole domain and ones with the EBC
in part of the domain is displayed in Fig. 10–12 for w= 0.625km (slope 1:25), w= 1.25km (slope 1:50), and
w= 2.5km (slope 1:100), respectively. The dashed line represents the reflected wave calculated in the whole
domain [0,25]km, and the solid one represents the reflected wave using the EBC at x= 15km. LSWE-WKB1
results are shown in a,c), while LVBM-DWKB1 results are shown in b,d). We clearly see, for both models,
that there are some errors between the numerical solution in the whole domain and the one using the EBC.
These errors are likely asymptotic, caused by the fact that the bathymetry does not vary slowly enough, as the
analytical solution is only valid for a slowly varying bathymetry. It can be seen that when the slope is steeper,
the error is larger, as expected. Both results also show that simulations with the EBC yield slightly higher
wave amplitude than simulations in the whole domain.
When the LVBM with the DWKB1 EBC is used, we can also see that the waves with EBC (solid line)
are slightly faster than waves for simulations in the whole domain. That is the reflected wave has travelled a
bit further towards the left. This is in agreement with the result from the previous section, since the reflection
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Fig. 10 Comparison of the reflected wave between the simulation in the whole domain (dashed line) and one using the EBC
(solid line) for a steep slope (w = 0.625km), and snapshots at t = 1050s. The LSWE with WKB1 results are displayed in a,c)
and the LVBM with DWKB1 results in b,d).
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Fig. 11 Comparison of the reflected wave between the simulation in the whole domain (dashed line) and using the EBC (solid
line) for a mild slope (w = 1.25km) and snapshots at t = 1050s. The LSWE with WKB1 results are displayed in a,c) and the
LVBM with DWKB1 in b,d).
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Fig. 12 Comparison of the reflection wave between the simulation in the whole domain (dashed line) and using EBC (solid line)
for very mild slope (w = 2.5km) and the snapshots at t = 1050s. The LSWE with WKB1 results are displayed in a,c) and the
LVBM with DWKB1 results in b,d).
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Fig. 13 Comparison of calculated signals at x= L between LSWE-WKB1 (dotted-dashed line) and LVBM-DWKB1 (solid line),
together with measured signals at x= L in full domain simulation with LSWE (dotted line) and LVBM (dashed line) for a steep
slope.
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Fig. 14 Comparison of calculated signals at x= L between LSWE-WKB1 (dotted-dashed line) and LVBM-DWKB1 (solid line),
together with measured signals at x= L in full domain simulation with LSWE (dotted line) and LVBM (dashed line) for a mild
slope.
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Fig. 15 Comparison of calculated signals at x= L between LSWE-WKB1 (dotted-dashed line) and LVBM-DWKB1 (solid line),
together with measured signals at x = L in full domain simulation with LSWE (dotted line) and LVBM (dashed line) for a very
mild slope.
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DWKB1 model only uses the phase speed of peak wave. The L2–errors between the numerical solutions in
the whole domain and ones using the EBC are found in Table 1, for WKB1 and DWKB1. This error is defined
as √∫ B
0
(ηwhole−ηEBC)2dx (49)
with ηwhole the finite element solution in the whole domain, and ηEBC the one in the simulation area only.
slope WKB1 L2–error [m2] DWKB1 L2–error [m2]
1:25 4.61×10−1 4.54×10−1
1:50 6.15×10−2 5.68×10−2
1:100 7.12×10−3 5.91×10−3
Table 1 The L2–error between numerical solutions in the whole domain and ones using the EBC for the LSWE–WKB1 model
(second column) and LVBM–DWKB1 model (third column).
The results using DWKB1 show that there are some reflections from the transparent boundary condition
at x = B used in the LVBM, reflections that have travelled back to x = 0 at t ≈ 900s. We notice these small
leftward travelling waves in the simulations using the EBC (solid line) in Figs. 10–12b), besides the larger
reflection from the slowly varying bathymetry (see the very mild slope case, when the reflection from the
bathymetry is smallest). This reflection arising from the transparent boundary condition appears because our
transparent boundary condition (40) for the LVBM is only an approximation optimal for long waves.
Finally, a comparison between the simulations using the EBC for both the LSWE and the LVBM in
Figs. 13–15 shows that the WKB approximation is very good for the LSWE and less good for the LVBM.
However, the peak amplitude is well approximated, but there is a phase shift and the EBC results show milder
oscillations. The reason is that we measure in deeper water at x = B and subsequently use a WKB-approach
based on non-dispersive shallow water modelling, while in the full simulation dispersion becomes important
in the shoaling waters.
5.2.2 Simulation using simplified Aceh bathymetry with transparent coastline
Bathymetry near Aceh, Indonesia, is displayed in Fig. 16. The left figure concerns bathymetry data from
GEBCO, with zero value for the land. The right figure concerns the cross section at (95.0278oE, 3.2335oN)-
(96.6583oE, 3.6959oN) shown by the solid line. The simplified bathymetry used in the next simulation is
shown by the dashed line, and is defined by the function
h(x) =


h0 for x≤ (m1−w1)
h0−h1
2
cos
(
pi x−m1+w1
2w1
)
+ h0+h1
2
for(m1−w1)< x≤ (m1+w1)
h1 for (m1+w1)< x≤ (m2−w2)
h1−h2
2
cos
(
pi x−m2+w2
2w2
)
+ h1+h2
2
for (m2−w2)< x≤ (m2+w2)
h2 for (m2+w2)< x≤ (m3−w3)
h2−h3
2
cos
(
pi x−m3+w3
2w3
)
+ h2+h3
2
for (m3−w3)< x≤ (m3+w3)
h3 for x> (m3+w3)
. (50)
We took parameter values h0 = 1000m, h1 = 50m, h2 = 20m, h3 = 10m, m1 = 110km, w1 = 25km, m2 =
150km, w2 = 5km, m3 = 165km, w3 = 5km and a constant depth of 10m at the coastline. We will show
simulations for the LSWE with WKB1 and the LVBM with DWKB1. The boundary at x = L is transparent.
Time and spatial steps used are ∆x = 35m at the shallowest area and ∆ t = 5s until t = 120min. The EBC
simulation will be done in a domain with B= 160km and L= 200km.
The initial wave profile is again given by profile in (48) with zero initial velocity. The initial amplitude
is A= 4m, x0 = 60km is the position of the initial wave profile, and w0 = 6km is its ’width’. The simulation
results in the whole domain for LVBM are displayed in Fig. 17, in which we clearly see the break up of the
initial wave profile in multiple waves tailgating the main wave in the shallow waters at x ∈ [160,200]km. The
comparison between the numerical solution in the whole domain (dashed line) and the simulation using the
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Fig. 16 Bathymetry near Aceh (left) and the cross section (right) at (95.0278oE, 3.2335oN)-(96.6583oE, 3.6959oN). The solid
line concerns the bathymetry data and the dashed line concerns the approximation.
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Fig. 17 Simulation results in the entire domain for the LVBM model.
EBC within the domain (solid line) is shown in Fig. 18 at 120min. The results of the LSWE with WKB1
are shown in a,c) and the ones of LVBM with DWKB1 in b,d). We can see that dispersion causes negligible
differences in the reflected waves.
In Fig. 19, the comparisons of wave elevation measured at B= 160km for LSWEwithWKB1, LVBMwith
DWKB1, and the full simulation are shown. As in the flat bottom case, here we can see that the LVBM model
gives higher amplitude (about 1m height) and wave tail. Later, these waves will amplify as the depth gets
shallower and also will disperse more as shown in Fig. 17. The difference clearly indicates that dispersion
effects should be taken into acount in tsunami propagation. The signals arriving at x = L are displayed in
Fig. 20, for LSWE with WKB1, LVBM with DWKB1, and the full simulations. It shows that the simulations
with the EBC are very good, also in comparison with the previous case, presumably because we have started
the model zone at x= B where the water depth is shallow.
5.3 Periodic waves and wall reflections
The third case concerns periodic waves entering a harbor, where dispersion can also be important when the
depth becomes more shallow. When the coastline in the harbor is modeled by hard wall, further reflections
arise. We use bathymetric data nearby Cilacap harbor, Java, Indonesia, displayed in Fig. 21. The left figure
concerns bathymetry data from GEBCO and Hydro-Oceanographic Office, with zero value for the land. The
right figure concerns the cross section at (106.895oE, −6.042oN)-(106.9533oE, −6.0682oN) shown by the
solid line. The simplified bathymetry used in the next simulation is shown by the dashed line, and is defined by
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Fig. 18 Comparison between simulation in the whole domain (dashed line) and using the EBC (solid line), and snapshots at
t = 120min. The LSWE with WKB1 results are displayed in a,c) and LVBM with DWKB1 in b,d).
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Fig. 19 Comparison of calculated signals at x= B between LSWE-WKB1 (dotted-dashed line) and LVBM-DWKB1 (solid line)
for Aceh case.
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Fig. 20 Comparison of calculated signals at x= L between LSWE-WKB1 (dotted-dashed line) and LVBM-DWKB1 (solid line),
together with measured signals at x = L in full domain simulation with LSWE (dotted line) and LVBM (dashed line) for Aceh
case.
0 1 2 3 4 5 6 7
−20
−15
−10
−5
0
Cross Section of Indonesian Bathymetry (106.8951E, −6.042N) − (106.9533E, −6.0682N)
x [km]
h(x
) [m
]
Fig. 21 Bathymetry near Cilacap (left) and the cross section (right) at (106.895oE, −6.042oN)-(106.9533oE, −6.0682oN). The
solid line concerns the bathymetry data and dashed line concerns the approximation.
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Fig. 22 Comparison between the simulation in the whole domain (dashed line) and one using the EBC (solid line) for periodic
waves with wall reflections. Snapshots at t = 1265s. The LSWE with WKB2 results are displayed in a,c) and LVBM with
DWKB2 in b,d).
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Fig. 23 Comparison of calculated signals at x = L between LSWE-WKB2 (dotted-dashed line) and measured signals at x = L
in full domain simulation with LSWE (dotted line) for periodic waves case.
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Fig. 24 Comparison of calculated signals at x = L between LVBM-DWKB2 (solid line) and measured signals at x = L in full
domain simulation with LVBM (dashed line) for periodic waves case.
a function similar to (50) with h0 = 20m, h1 = 6m, h2 = 1m, m1 = 3km, w1 = 3km, m2 = 6.5km, w2 = 0.5km.
We influx periodic wave with amplitude 0.4m and wave period 25s. The simulation in the entire domain
simulation concerns a domain x ∈ [0,7]km, ∆x = 1m at the shallowest area, and ∆ t = 1s till t = 1265s. The
EBC simulation concerns a domain x ∈ [0,6]km.
In Fig. 22, the comparison between the numerical solution in the whole domain (dashed line) and the one
using the EBC (solid line) is shown. The results with the LSWE and WKB2 are shown in a,c) and the ones
with the LVBM and DWKB2 are shown in b,d). We can see that at later times there are differences between
the numerical solution in the whole domain and the one using EBC due to the asymptotic nature of the WKB
approximation. In contrast with previous cases, where the reflections arise only for one N–wave, this case
shows the capability of our EBC to continuously measure the incoming wave and influx the reflection during
their interactions. The signals at the end of the harbor at x = L are shown in Fig. 23 and 24 for various
simulations. It shows the strength of our approach using the EBC. In LVBM simulations, the wave arrives
later at x = L since its wave speed is smaller than in LSWE. Finally, wave dispersion is important and the
LVBM with and without EBC yields better prediction than LSWE.
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Case Nx matrix [s] ode [s] transf. [s] total [s] time ratio
1
Full Flat LSWE 3000 0.21 24.38 - 24.59 0.20
Flat LSWE – WKB0 2600 0.17 21.85 - 22.02 0.18
Full Flat LVBM 3000 0.63 13.95 - 14.58 0.12
Flat LVBM – DWKB0 2600 0.50 17.93 - 18.43 0.15
2
Full Synthetic bath. LSWE 1387 0.02 4.76 - 4.78 0.005
Synthetic bath. LSWE – WKB1 980 0.02 3.97 0.55 4.54 0.004
Full Synthetic bath. LVBM 1387 0.16 6.29 - 6.45 0.006
Synthetic bath. LVBM – DWKB1 980 0.10 5.08 0.95 6.13 0.005
3
Full Aceh’s bath. LSWE 2992 0.06 21.32 - 21.38 0.003
Aceh’s bath. LSWE – WKB1 1896 0.03 14.37 0.86 15.26 0.002
Full Aceh’s bath. LVBM 2992 0.51 30.06 - 30.21 0.004
Aceh’s bath. LVBM – DWKB1 1896 0.24 18.83 1.95 21.02 0.003
4
Full Periodic waves LSWE 2606 0.06 45.14 - 45.20 0.04
Periodic waves LSWE – WKB2 1997 0.04 39.55 0.14 39.73 0.03
Full Periodic waves LVBM 2606 0.41 34.14 - 34.55 0.03
Periodic waves LVBM – DWKB2 1997 0.26 31.75 1.42 33.43 0.03
Table 2 Table of simulation times for all test cases considered. Nx is the number of elements used (equidistant mesh). Column
”matrix” shows the time needed for assembling the mass and stiffness matrices. Column ”ode” concerns the time spent in the
time loop, including implementing observation and influx operator in EBC models. Column ”transformation” is the time spent in
calculating the coordinate transformation and transfer function (which depends on bathymetric function) in the WKB1, WKB2,
DWKB1, and DWKB2 approaches. Column ”total” shows the total time. At last column ”time ratio” is the fraction of time spent
in Matlab’s ”ode” and the physical time of simulated cases.
6 Conclusions
We have formulated and effective boundary condition (EBC) for the nondispersive, linear, shallow water
equations (LSWE) and the dispersive, linear, variational Boussinesq model (LVBM). The EBC is used as
boundary condition in a domain divided into a simulation area and a model area. As the names indicate,
the numerical model with the EBC is shorter and the wave reflection in the model area is (approximately)
modeled analytically. The model area typically concerns the shallow bathymetry near the coast, which tends
to be computationally costly in a numerical model for the entire domain. For that reason, the shallow coastal
zone is sometimes even ignored in numerical models for tsunami prediction and a fully reflective hard-wall
boundary condition is used at some shallow depth. In contrast, our EBC is a partially reflective, history-
dependent boundary condition for an internal boundary. In one dimension normal to the coast line, this internal
boundary lies at x = B and the coastline at x = L. We have defined observation and influx operator for both
models at this internal boundary at x = B. The reflection in the model area is derived based on well-known
shallow water theory and the WKB approximation, with extensions to the dispersive variational Boussinesq
model. We have integrated this EBC with a finite element treatment in the simulation area and analytical,
asymptotic methods in the model area, and have coupled the dynamics using variational principles.
We have considered several test cases to verify and validate our approach by comparing simulations in the
whole domain with ones using the EBC in the smaller simulation domain. These comparisons of LSWE and
LVBM show that dispersion effects play and important role and cannot be neglected in simulations of tsunami
propagation. As can be seen in Fig. 20, for example, the signal measured in the LVBM simulation yields a
higher peak wave elevation of about 1m. In such more dispersive cases, successive wave tails behind the main
wave can cause further disaster.
Comparisons of the numerical performances between simulations in the whole domain and simulations
using EBC show that our EBC results are competitive in several cases. A comparison of simulation times of
all test cases discussed is shown in Table 2. The ”assembling matrix” times are shorter for all EBC cases,
since we reduce the length of our domain in the EBC models. The ”ode” times for the EBC models are always
shorter than ones in the LSWE simulations, while for LVBM the simulations with EBC are faster except
for the flat bottom case. The reason is that in our EBC models, we impose transparent boundary conditions
at x = B instead of the hard-wall boundary conditions (natural boundary conditions) for the full simulation.
These transparent boundary conditions are essential boundary conditions, adding extra terms in the stiffness
matrices. Consequently, the time step used in the ode45 solver to ensure the stability is smaller. It increases
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the computational time in the first case (where we use hard-wall boundary conditions at the right boundary
for the full simulation), while in the second and third cases we have transparent boundary conditions for both
cases and therefore the EBC models are faster. In the fourth case, we also have hard-wall boundary conditions
at the right boundary for the full simulation, but the increase of computational time due to assembly of the
stiffness matrices is compensated by the domain reduction in EBC implementation. In the first case, we only
reduce simple flat bottom in the model area, while in the fourth case we reduce more complicated nearshore
area and therefore reducing the simulations time. The ”transformation” column shows the time needed for
transformation to the new coordinate and calculation of transfer function in WKB1, WKB2, DWKB1, and
DWKB2 approaches, as explained in subsection 3.2. The last column ”time ratio” is the fraction of time spent
in Matlab’s ”ode” and the physical time of simulated cases. This table shows the strength of our EBC model
to reduce the computational time while preserving the accuracy of the results.
In the future, we aim to derive the EBC including nonlinear run-up and run-down phenomena on the
shore. Note that our variational methodology directly extends to the nonlinear case. Naturally, we also intend
to consider tsunami dynamics using the EBC in two horizontal dimensions, in which case the reflection
becomes more multidirectional.
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