Jolly (1982, Biometrics 38, 301-321) presented modifications of the Jolly-Seber Model for capture-recapture data, which assume constant survival and/or capture rates.
Introduction
The Jolly-Seber model (Jolly, 1965; Seber, 1965 ) is now widely used in the analysis of multiple capture-recapture data, from populations open to both birth or immigration and death or emigration. This model allows for time-specific survival and capture rates, requiring estimation of a relatively large number of parameters. Recently, there has been interest in developing more parsimonious models, with parameters constant in time, with the motivation that, where they are appropriate, these models provide estimators with greater precision.
That this is a worthwhile endeavor is evident from the success and widespread use of analogous constant-parameter models (Brownie et al., 1985; Conroy and Williams, 1984) in the analysis of band-recovery data (recapture data with 100 percent losses on capture). Jolly (1982) presented a series of models with survival and/or capture rates assumed constant over time, and Jolly and Dickson (1980) developed a computer program to implement the analyses which involve solving likelihood equations using numerical techniques. Crosbie and Manly (1985) also described a series of parsimonious or reduced-parameter models which differ from those in Jolly (1982) in that they include modelling of the "birth" or immigration process. The Crosbie and Manly models, which do not allow for losses on capture, are heavily dependent on a complex computer program, which is not yet available for general use (Crosbie and Manly, 1985) . Another approach to parsimonious modelling of multiple recapture data is the log-linear approach of Cormack (1981) . However, there are practical difficulties associated I I with implementing these log-linear models except with small data sets.
In developing a likelihood for their models, Jolly (1982) , Cormack (1981) , Sandland and Cormack (1984) and ' Crosbie and Manly (1985) envisage a superpopulation containing all animals to be present in, or born into, ,the study population. Jolly and Cormack use this notion to motivate a Poisson likelihood with independent counts for each capture history while Crosbie and Manly develop a multinomial likelihood. Sandland and Cormack (1984) discuss the relationship between the Poisson and multinomial models.
Comparing these approaches, we feel that Jolly's series of models has biological appeal, appears to be the most fully developed (e.g., explicit
formulae for developing variance estimators are given), and is most readily extended to cope with additional complexities such as age-dependent survival.
In this article, we therefore focus on Jolly's (1982) models, and address the following points. Jolly's results can be obtained using a likelihood based on a more intuitive approach, which avoids assuming a superpopuIation and independent counts. On the basis of this likelihood, we suggest that the tests given by Jolly to compare models are inefficient, and present appropriate modifications. We also indicate how to construct goodness-of-fit tests which utilize individual capture history information. The extension of Jolly's models to allow for age-dependent survival and capture rates is described, and the availability of supporting computer routines is noted. Examples based on output from these programs are given, followed by a short discussion.
Models for one-age class
The experimental situation is the open-population capture-recapture study, to which the Jolly-Seber model is applied (see Section 5.1, Seber, 1982) .
Notation
To avoid unnecessary repetition, we assume that the reader is familiar with material in Jolly (1982) ; however, it is useful to present below the notation used by Jolly.
s is the number of sampling occasions. 
N. is the total number in the population at the time of
is the number of marked individuals in the population at 
Model assumptions
The four models considered by Jolly (1982) In addition, all models make the usual assumptions that there is no mark loss or temporary emigration, and that the sampled population is homogeneous with respect to probabilities ot survival and capture.
The" usual assumption concerning the probability of being lost on capture is relaxed to allow this to be different tor marked individuals (=l-"i) and for unmarked individuals (=1-,,'i> in any sample.
Note that D, B, A and D, 0, A form two series of increasingly general models. In some ot the development below, we concentrate on the series D, a, A, partly because experience with band-recovery data suggests that B, rather than 0, will otten be the more useful intermediate model.
Estimation of • and p
Unlike Crosbie and Manly (1985) , we make no restrictive assumptions concerning the birth process, i.e., concerning the parameters U. .
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Thus, as in Seber (1982, p. 198) , the distribution function for the observed variables lUi} , {d i ' di} , {m ij }, can be factored into three components, giving
More explicitly, L 1 is given by (5.4) in Seber (1982) and the terms in L 2 x L 3 are obtained by successive conditioning as follows:
The only parameters that appear in L 2 are the nuisance parameters
. ,~~, so that L 2 can be ignored in estimating~. , p.
• Our L 3 (see also Seber, 1982) , and estimation of qli ' Pi is based on the distribution of 3. This is given by (e.g., see Brownie and Robson, 1983) P The test statistic given by Jolly (equation 47, Jolly, 1982) corresponds to the first component of X~above. That is, 2 _ XJOLLY -T l ' with s-3 degrees of freedom, which ignores Part of the information in the data.
The likelihood ratio chi-square statistics proposed by Jolly for comparing two models have the same deficiency. Thus, from equation (48) In practice, implementing these tests often requires pooling, and the reader is referred to Pollock et a1. (1985) for more detail.
3. Models for two age classes
We describe briefly how analogous procedures for models with survival and/or capture rates constant over time, are developed for the situation where releases of newly marked individuals contain young and adults. The experimental situation is described in more detail in Pollock (1981) , with age classes 0 and 1 corresponding to young and adults. The period between successive releases and the time spent in age class 0 are required to be the same (usually one year), so that t. = l , i=l, ••• ,s-l.
1.
Notation
Additional notation is required. Superscripts "a" and "ylt are used to distinguish between parameters or variables which relate to adults or young. Thus, <p~and <p! are adult and young The log-likelihood function is 
Tests to compare models
Tests to discriminate between two models in the hierarchial series D2, B2 and A2 are straightforward generalizations of procedures in (6), Jolly, 1982] , because this seemed less sensitive to minor failures in the model assumptions (e.g., minor variations in survival). POPAN-3 (Amason and Schwarz, 1985) will also include parsimonious models based on the log-linear approach of Cormack (1981) . However, these models cannot be implemented with data sets containing losses on capture or more than nine sampling occasions.
Standard errors of parameter estimates are not provided.
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Male Hypaurotis crysalus data fram jolly (1982)
The data in Jolly (1982) from a study on male butterflies (Hypaurotis crysalus) have been analyzed with program JOLLY and are used here to illustrate the difference between the tests given in Jolly (1982) and our equations (4) Table 1 . Pooling to avoid small expectations (see Jolly, 1982) resulted in the loss of 3 degrees of freedom for each test.
Jolly's statistic and our equation (4) (see equation (4)].
5.2 £Sox lucius data, with two age classes, freD Pollock and Mann (1983) Data from a tag-recapture study on pike (Esox lucius L.) were analyzed by Pollock and Mann (1983) using Pollock's (1981) model which allows for age-dependent survival. Numbers of fish tagged
were not large, so only two age classes were distinguished by Pollock and Mann (1983) . In the terminology of Section 3, these are "young" or one year at tagging, and "adult" or two years and older at tagging. Numbers of recoveries r~and r~vary 1 1 between 3 and 13 for the seven yearly releases, and 95 percent confidence intervals for annual survival rates in some cases are so wide as to be meaningless. It is therefore of interest to determine if a model with fewer parameters (such as B2 or D2)
is a~propriate.for these data.
Results obtained with program JOLLYAGE are summarized in Tables 2 and 3, with Table 2 containing estimates and estimated standard errors and Table 3 containing results of the tests outlined in Sections 3.4 and 3.5.
The tests indicate no reason to reject Model B2, while the test of D2 against B2 is just significant at the 10 percent level.
We conclude the Model B2 estimates may be used and compare precision for the B2 estimates $Y, $a and individual A2
estimates $r ' $: and the;i.r averages ;jY = t $r/6, ;ja = t $:16.
Note that confidence intervals for~y and~a based on the Model B2
estimates will average about two-thirds the length of intervals based on ;jY and ;ja. For these data, the advantages of a reduced-parameter model are apparent.
Discussion
The conditional likelihood L 3 and the unconditional Poisson model in Jolly (1982) give the same results for point estimates and likelihood ratio tests concerning {~.,p.} (see Sandland and 1 1 Cormack, 1984) . However interpretation of expectations in variance formulae may differ. Apart from the simplicity of likelihoods in (2) and (9), there are other practical reasons for basing inferences on L 3 • Non-informative losses on capture are handled easily and satisfactorily (in direct contrast to the models of Cormack, 1981 and Crosbie and Manly, 1985) . Also the frequently more reliable information on the marked animals (contained in L 3 )
is dealt with separately from the {u.}. This is certainly 1 appropriate when the process of capturing animals for tagging may not provide useful information concerning population sizes.
A useful consequence of focusing on the conditional likelihood L 3 is that the relationship to models for band-recovery data is made apparent (see Section 8.2, Brownie et al., 1985) . Computer algorithms (White, 1983; Conroy and Williams, 1984) already exist for implementing a much wider range of biologically interesting parsimonious models with band-recovery data, than the models considered here. For example, these programs allow modelling survival as a simple function of an environmental variable (Conroy and Williams, 1984) . Using (1) and (9) 
In equations (13) .0009
*contribution due to term omitted in Jolly (1982) .
• • Table 2 Estimates* (approximate standard errors) under Models A2, B2 and D2 for pike (ESOK lucius L.) data (Pollock and Mann, 1983 Results for tests of fit and tests comparing models for pike data (Pollock and Mann, 1983 .
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