The alternating direction method of multipliers (ADMM) is an effective method for solving wide fields of convex problems. At each iteration, the classical ADMM solves two subproblems exactly. However, in many applications, it is expensive or impossible to obtain the exact solutions of the subproblems. To overcome the difficulty, some proximal terms are added to the subproblems. This class of methods normally solves the original subproblem approximately, and thus takes more iterations. This fact urges us to consider that a special proximal term can lead to a better result as the classical ADMM. In this paper, we propose a proximal ADMM whose regularized matrix in the proximal term is generated by the BFGS update (or limited memory BFGS) at every iteration. These types of matrices use second-order information of the objective function. The convergence of the proposed method is proved under certain assumptions. Numerical results are presented to show the effectiveness of the proposed proximal ADMM.
Introduction
We consider the following convex optimization problem:
where g : R n → R ∪ {∞} is a proper convex function, A ∈ R m×n and b ∈ R m . For example, "g" here can be an indicator function on a convex set or the l 1 penalty function defined as x 1 := m i=1 |x i |. Problem (1.1) includes many important statistical learning problems such as the LASSO problem [20] . The number n of variables in these learning problems is usually large.
Let f (x) = 1 2 Ax − b 2 . Then problem (1.1) can be written as minimize f (x) + g(y) subject to x − y = 0 x, y ∈ R n .
(1.2)
Let L β (x, y, λ) be the augmented Lagrangian function for (1.2) defined by
where λ ∈ R n is multipliers associated to the linear constraints and β > 0 is a penalty parameter.
For solving problem (1.2), the alternating direction method of multipliers (ADMM) was proposed by Gabay and Mercier [10] , and Glowinski and Marrocco [11] in the mid-1970s. ADMM generates sequence {(x k , y k , λ k )} via the following recursions:
The global convergence of the ADMM (1.4a)-(1.4c) can be established under very mild conditions [2] . By noting the fact that the subproblem in (1.4a)-(1.4c) may be difficult to solve exactly in many applications, Eckstein [6] and He et al. [14] have considered to add proximal terms to the subproblems for different purposes. Recently, Fazel et al. [9] proposed the following semi-proximal ADMM scheme:
T , (1.5a)
where α ∈ (0, (1 + √ 5)/2), z G = √ z ⊤ Gz for z ∈ R n and G ∈ R n×n . Fazel et al. [9] showed its global convergence when T and S are positive semidefinite, which makes the algorithm more flexible. See [4, 9, 16, 21] for a brief history of the development of the semi-proximal ADMM and the corresponding convergence results.
Quite recently, the papers [15, 17] relaxed the positive semidefinite requirement of the proximal matrix T to be indefinite in some extend, and showed its global convergence.
In this paper, we suppose that y k+1 in (1.5b) is easily obtained. For example, if g(y) = τ y 1 with τ > 0 and S = 0, then y k+1 is calculated within O(n). Then our main focus is how to solve (1.5a) when n is large. We may choose a reasonable positive semidefinite matrix T so that we get x k+1 quickly. One of such examples of T is T = ξI −A ⊤ A with ξ > λ max (A ⊤ A), where λ max (A ⊤ A) denotes the maximum eigenvalue of A ⊤ A. Then (1.5a) is written as
The other example is T = ξI − βI − A ⊤ A with ξ > λ max (βI + A ⊤ A). Then (1.5a) is written as
In both cases x k+1 is calculated within O(mn). However, since these subproblems do not include second-order information on f , the convergence of ADMM with such T might be slow.
We want a matrix T to be the one such that it is positive semidefinite, subproblem (1.5a) is easily solved, and it has some second-order information on f . Let M be the Hessian matrix of the augmented Lagrangian function
Note that M ≻ 0 whenever β > 0. Then, we consider a matrix B that has the following three properties:
(ii) B M ; (iii) B has some second order information on M .
Note that properties (i) and (ii) imply that T is positive semidefinite. Moreover, subproblem (1.5a) is written as
In this paper, we propose to construct B −1 via the BFGS update at every iteration. Then subproblem (1.5a) is easily solved. Note that matrices B and T at every step depend on k, that is, they become B k and T k , and the resulting ADMM is a variable metric semi-proximal ADMM (short by VMSP-ADMM) given as:
VMSP-ADMM is studied in [14] where the T k is assumed to be positive definite. The convergence and complexity results have been studied in [1, 12, 18] . Moreover it is also closely related to the inexact ADMM, where the subproblems in (1.4) or (1.5) to be solved approximately with certain implementable criteria [3, 5, 7, 8, 14, 22] . In this paper, we suppose that subproblems (1.6a)-(1.6b) are solved exactly.
The main contributions of the paper are as follows:
1. We propose an update formula on positive semidefinite matrices T k and B k via the BFGS update that satisfy the above three properties (i)-(iii).
2. We report some numerical results for the proposed methods which shows that they outperform the existing ADMM when n and m are large.
The rest of the paper is organized as follows. In Section 2, we propose a new ADMM with the BFGS update, and show its global convergence. In Section 3, we present some numerical experiment results for ADMM with the BFGS and limited memory BFGS update. Finally, we make some concluding remarks in Section 4.
Notations : Here we give some notation that will be used in subsequent sections.
We define ·, · as the standard inner product in R n : x, y = n i=1 x i y i , for all x, y ∈ R n . We use · to denote the 2-norm of a vector: x = x, x 1/2 . For a real symmetric matrix S, we denote S 0 (S ≻ 0) if S is positive semidefinite (positive definite).
ADMM with the BFGS update and its Convergence analysis
In this section, we first propose the updating rule of T k via the BFGS update for VMSP-ADMM, and show a key property on T k for the convergence. Then we establish the global convergence.
Construction of the regularized matrix T k via the BFGS update
As discussed in Introduction, we propose to construct
. We want T k to be positive semidefinite for global convergence as a usual semi-proximal ADMM. Moreover we want B k to be as close to M as possible for rapid convergence. To this end, we propose to generate B k by the BFGS update with respect to M . Then we may consider the BFGS update with a given s ∈ R n and l = M s. Note that s ⊤ l > 0 when s = 0. Since BFGS usually constructs the inverse of B k , we let
k . Using H k , we can easily solve subproblem (1.6a). Now we briefly sketch the BFGS update and the limited memory BFGS (L-BFGS) [13, 19] . Let
Then the BFGS updates for B k+1 and H k+1 are given as
and H
BF GS k+1
are positive definite whenever B k , H k ≻ 0. Moreover
The BFGS update requires only matrix-vector multiplications, which brings the computational cost at each iteration to O(n 2 ). If the number of variables is very large, even O(n 2 ) per iteration is too expensive in terms of both CPU time and memory usage.
A less computationally intensive method is the limited memory BFGS method [13, 19] . Instead of updating and storing the entire approximated inverse Hessian matrix, the L-BFGS method uses the vectors (s i , l i ) in the last h iterations and constructs H k+1 by using these vectors. The updating in L-BFGS brings the computational cost down to O(hn) per iteration.
Property of the regularized matrix T k via the BFGS update
For the global convergence, we need
We will show that H k M −1 for all k when the initial matrix H 0 satisfies
We first show a technical lemma on s and l.
Lemma 2.1. Let s ∈ R n such that s = 0. Moreover let l = M s and Φ = {z ∈ R n | s, z = 0}. Then for any v ∈ R n , there exist c ∈ R and z ∈ Φ such that v = cl + z.
Recall the BFGS update (2.2) is rewritten as
where H is the proximal matrix for the current step and H next is the new matrix generated via BFGS update. Moreover we have
The following theorem will play a key role for the global convergence of the proposed method.
Proof. Let v be an arbitrary nonzero vector in R n . Let Φ = {z ∈ R n | s, z = 0}. From Lemma 2.1 there exist c ∈ R and z ∈ Φ such that v = cl + z. It then follows from (2.4) and the definition of z that
We now consider the last term of the right-hand side of the last equation. Since z ∈ Φ, we have
It then follows from (2.3) that
Consequently we have
where the inequality follows from the assumption. Since v is arbitrary, we have
This theorem shows that if
, and hence T k 0.
The variable metric semi-proximal ADMM with BFGS and its global convergence
We propose the following variable metric semi-proximal ADMM with the BFGS update algorithm (ADM-BFGS).
Variable metric semi-proximal ADMM with the BFGS update (ADM-BFGS)
Input : 
update y k+1 by solving the y−subproblem:
update Lagrange multipliers:
end
We now develop a general convergence result for variable metric semi-proximal ADMM (1.6) for problem (1.2) with a general convex function f . Let Ω * be a set of (x * , y * , λ * ) satisfying the KKT condition of problem (1.2). We assume that Ω * is non-empty. We give some conditions for sequence {T k } that should be obeyed to guarantee the global convergence.
Condition 2.1. For a sequence {T k } in framework (1.6), there exist T 0 and a sequence {γ k } such that
Under the conditions, we have the following convergence result.
} be generated by (1.6), and let {T k } be a sequence satisfying Condition 2.1. Then
Proof. See Appendix A.
Remark 2.4. Note that Condition 2.1 is similar to [14, Condition C.] and [12, Condition C2] . When sequence {T k } is positive definite, the proof of the global convergence can be found in [14] . In the above assumption, the proximal term T k is assumed to be merely positive semidefinite. Thus we give a proof in Appendix A.
Now we give the global convergence of ADM-BFGS as a consequence of Theorem 2.3.
Theorem 2.5. Suppose that sequence {T k } is generated by the BFGS (or L-BFGS) update with M . Suppose also that {T k } satisfies Condition 2.1.
Proof. The theorem directly follows from Theorem 2.3.
We currently cannot show that {T k } satisfy Condition 2.1 when {H k } is updated by a pure BFGS (or L-BFGS) update andk = ∞. Hence we give the following two remedies for T k to be satisfied Condition 2.1.
Remedy 1:
We letk be finite. Then the updating of B k stopped atk, that is
i.e., γ k = 0 in Condition 2.1 when k ≥k. Thus, it is reasonable to say that the sequence {T k } generated by ADM-BFGS and some existing {γ k } satisfy the Condition 2.1. Note that the resulting ADM-BFGS becomes ADMM (1.5) with T = Tk for large k.
Remedy 2: Suppose thatk = ∞. We generate {B k } as follows:
wherel k = M s k + δs k with δ > 0, and {c k } is a sequence such that c k ∈ [0, 1], and
Now we show that Condition 2.1 holds when
M + δI, and hence T k+1 = B k+1 − M δI ≻ 0. Therefore the first matrix inequality in Condition 2.1 (i) holds.
Next we show the second inequality in Condition 2.1 (i) holds. Note that s
and M is the constant matrix. Therefore, B k+1 − B k is bounded above by some
Therefore,
Finally we show that Condition 2.1 (ii) holds. From the definition of γ k , we have
We will present numerical results for BFGS with Remedy 2 and L-BFGS with Remedy 1 in the next section.
Numerical results
In this section, we demonstrate the potential efficiency of our method by some numerical experiments. All the experiments are implemented by Matlab R2018b on Windows 10 pro with a 2.10 GHz Intel Xeon E5-2620 v4 processor and 128 GB of RAM.
Detail settings in the numerical experiments
In this subsection, we give the detail settings in the numerical experiments.
Test problems
We consider to solve the Lasso problem:
where
• A ∈ R m×n is a given data matrix;
• x ∈ R n is a vector of feature coefficients to be estimated;
• b ∈ R m is an observation vector and τ ∈ R is a positive regularization parameter;
• m is the number of data points, and n is the number of features.
By introducing an auxiliary variable y ∈ R n , we reformulate problem (3.1) as
We randomly generate A and b as follows. We first randomly choosex ∈ R n with the sparsity s, i.e., the number of nonzero elements inx over n is s. The Matlab code is given as xbar = sprandn(n,1,s).
We generate A by the standard normal N (0, 1) distribution whose sparsity density is p: The regularization parameter is set to τ = 0.1τ max , where τ max = A ⊤ b ∞ : tau = 0.1 * norm(A' * b, 'inf').
Test ADMMs
In the numerical experiments, we test the following 7 ADMMs. The differences of the ADMMs are choices of the proximal term T k in x-subproblems. ADM-OPT: the classical ADMM [10, 11] . ADM-OPT solves the original subproblem (1.4a) exactly, that is,
ADM-SPRO: the semi-proximal ADMM in [9] . A positive semidefinite matrix T k is chosen as
ADM-IPRO: the indefinite proximal ADMM based on [15, 17] . An indefinite proximal matrix T k is chosen as These ADMMs except for ADM-OPT need the maximum eigenvalues λ max βI + A ⊤ A and λ max A ⊤ A . We adopt the following Matlab codes to compute these eigenvalues: eig_max = svds(A,1)ˆ2 + beta; eig_max = svds(A,1)ˆ2.
While ADM-OPT must solve the unconstrained quadratic optimization (1.4a). We use a Cholesky factorization for solving it. When m = n, we use "chol" in Matlab for (A ⊤ A + βI). When A is fat (i.e., m < n), we apply the Sherman-Morrison formula to (βI + A ⊤ A) −1 as
and compute the factorization LL ⊤ of a smaller matrix (I + (1/β)AA ⊤ ) by the "chol" function. Then the xsubproblems are solved as q = A' * b + lambda + beta * y;
Note that the Cholesky factorization of (A ⊤ A + βI) or (I + (1/β)AA ⊤ ) is calculated only once for each test problem.
Other setting and notations
Stopping criterion: We adopt the same stopping criterion as in [2] for all the numerical experiments, that is, if the primal and dual residuals r k and σ k satisfy
then we stop the algorithms, where
, and ǫ pri > 0 and ǫ dual > 0 are feasibility tolerances for the primal and dual feasibility conditions, respectively. These tolerances can be chosen using an absolute and relative criterion from the suggestion in [2] , such as
where ǫ abs > 0 is an absolute tolerance and ǫ rel > 0 is a relative tolerance. The stopping criterions are set to ǫ abs = 10 −4 and ǫ rel = 10 −3 in all experiments.
Other setting: We always choose S = 0 in (1.6b). We set the initial points as x 0 = y 0 = 0 and λ 0 = 0. The maximum iterations are set to be 20000 in all experiments.
Notations in tables for numerical results:
• Iter.: the iteration steps for each algorithm;
• Time: the total CPU time for each algorithm;
• T-L: the CPU time for the Cholesky factorization and the calculation of AA ⊤ or A ⊤ A;
• T-ME: the CPU time of computing for the maximum eigenvalue;
• T-A: the CPU time for the algorithm proceed without T-L or T-ME;
• T-QN: the CPU time for BFGS update (matrix H k ) of ADM-BFGS.
All of the CPU time is recorded in seconds.
Test I: ADMM with the BFGS update
In the subsection, we first compare four different methods: ADM-OPT, ADM-SPRO with κ 1 = 1.01, ADM-IPRO with κ 2 = 0.8, and ADM-BFGS with κ 3 = 1.01. We also present numerical results for ADMM with Remedy 2 given in Subsection 2.3 for the global convergence.
We solve problem (3.2) with n = 2000, m = 1000, s = 0.1 and p ∈ {0.1, 0.5}. All of the other settings and calculations are followed from Subsection 3.1. We solve 10 problems in each test, and Table 1 shows the average of iterative steps and CPU time. From the table, it is obvious to see that the classical ADMM find solutions within least iterative steps, while the indefinite proximal ADMM admits the faster one at the CPU time. The ADMM with BFGS can get solutions with relatively less iterations. However it spends much time to compute the H k as indicated in the column of T-QN. When data matrix A is ill condition or it is impossible to compute the inverse of Hessian matrix of augmented Lagrangian function, it is meaningful to use the matrix H k since it can get a solution with less iterative steps.
Next, we give numerical results on iteration steps of ADM-BFGS-R in Table 2 . We update c k by c k = ζ k with ζ ∈ [0, 1], and chose a positive δ ∈ {100, 1e-5}. We solve problem (3.2) with the same settings as those in Table  1 , that is, n = 2000, m = 1000, s = 0.1 and p ∈ {0.1, 0.5}. The results are compared with ADM-BFGS. Table 2 shows that for each δ > 0 and ζ ∈ [0, 1], ADM-BFGS-R can find a solution. When δ is close to 0 and ζ is close to 1, the iterative steps of ADM-BFGS-R approach those of ADM-BFGS .
Test II: ADMM with limited memory BFGS update
In this subsection, we test how the ADMM with limited memory BFGS (ADM-LBFGS) works. We set the number h of vectors stored in L-BFGS to 10. The comparisons are among the ADM-OPT, ADM-IPRO, and the proposed ADM-LBFGS. We consider large scale problems with n = 10000 and s = 0.1.
Behaviors of ADMMs for different β
We first see behavious of ADMMs for different β. We solve problem (3.2) with m ∈ {1000, 5000, 10000} and p ∈ {0.1, 0.5, 1}. We take κ 2 = 0.8 for ADM-IPRO (3.4) and κ 3 = 1.01 for ADM-LBFGS (3.5). The other settings of the test problems are given in Subsection 3.1.3.
The results of iteration steps and CPU time (seconds) averaged over 10 random trials are shown in Table 3 . From Table 3 , we can observe that the ADMM with L-BFGS performs well for different β. In each case, ADM-LBFGS can find solutions within the same level CPU time for the algorithm proceed (T-A) as the classical ADMM (ADM-OPT). ADM-OPT appears to be the best method to find a solution within least iterations and CPU time when the size m = 1000 and sparsity p = 0.1. However, it becomes slower due to the CPU time for Cholesky factorization (T-L) when p = 0.5 and 1. Note that the T-L takes much time as compared to the computations of the maximum eigenvalue (T-ME) for ADM-LBFGS and ADM-IPRO when the size m of matrix A is larger than 1000, especially when A is less sparse with p = 0.5 and 1. Comparing with ADM-OPT when m = 5000, ADM-LBFGS can reduce the CPU time at about 50% for the sparse case p = 0.1, and about 80% for the hard cases where p = 0.5 and 1. Besides, for a large and dense matrix A with m = 10000 and p = 1, ADM-LBFGS can reduce the CPU time by 93% as compared to ADM-OPT. On the other hand, ADM-LBFGS is a little faster than ADM-IPRO as ξ is sophisticatedly chosen with the maximum eigenvalue.
Behaviors of ADM-PRO and ADM-LBFGS for some different ξ
In the above experiments, we have chosen ξ = 0.8 * λ max A T A for the indefinite proximal term and ξ = 1.01 * λ max (βI + A ⊤ A) for the semidefinite proximal term. This is unrealistic for some large scale applications where the calculation of maximum eigenvalue is expensive. Next we test the behaviours of ADM-LBFGS and proximal ADMM (ADM-IPRO) with different κ 2 and κ 3 .
We solve problem (3.2) with m = 5000 and p ∈ {0.5, 1}. Since the results in Table 3 for m = 5000 indicate that a reasonable β is around 2000, we take β ∈ {1000, 2000, 3000} in this experiments. We also take κ 2 , κ 3 ∈ {0.75, 0.8, 1.01, 5.0, 10.0, 100} in (3.4) and (3.5) . Other settings and notations are given in Subsection 3.1.3. Table 4 shows the results of iteration steps and CPU time (seconds) averaged over 10 random trials for every κ 2 and κ 3 . From Table 4 , we see that ADM-LBFGS always works well and remains stable. Note that ADM-LBFGS is a little faster than ADM-IPRO when ξ is chosen nearly around the maximum eigenvalue, κ 2 , κ 3 = 0.75, 0.80, 1.01 for instance. On average, it can lead to a 30% reduction in the number of iterations. There are no much differences in the CPU time because T-ME counts for a lot. When κ 2 , κ 3 = 100 which are chosen far away from maximum eigenvalue, ADM-LBFGS can always bring out 85-90% improvement in the number of iterations and 75-85% improvement in the CPU time as compared to ADM-IPRO. Moreover, we find that ADM-LBFGS also works well even when the proximal term is a slight indefinite matrix, i.e., κ 3 < 1.
3.3.3 Remedy 1: ADM-LBFGS stops updating of H k for some finitek Finally, we investigate the behavior of ADM-LBFGS-R with variousk when the updating of H k stops. We solve problem (3.2) with m = 5000, p ∈ {0.5, 1}, β ∈ {1000, 2000}, and setk = {5, 10, 20, 40, 50, 100} and κ 3 = 1.01 in (3.5). All the other settings are same as the above experiments. The results of CPU time and iterations of different stoppingk averaged over 10 random trials are provided in Table 5 . From the above results, we can see that for allk, the ADM-LBFGS-R can find a solution within the maximum iteration. In particular, the results fork = 50 and 100 are almost same, which indicates that T 50 is a well-tuned proximal matrix for the test problems.
Conclusions of the numerical experiments
From all the above numerical results we conclude that 1. As compared with the classical ADMM (ADM-OPT), ADM-LBFGS is suitable for dense large scale problems because the calculation of the inverse of A ⊤ A is not necessary for ADM-LBFGS;
2. ADM-LBFGS always outperforms the general proximal ADMM (ADM-SPRO or ADM-IPRO) at the iterations, especially when the accurate estimation of maximum eigenvalues is difficult.
Conclusions
In this paper, we have proposed a special proximal ADMM where the proximal matrix derived from the BFGS update or limited memory BFGS method. We have given two remedies for the proximal matrix with the BFGS update to ensure the global convergence of such method. Numerical results on several random problems with the large scale data have been given to illustrate the effectiveness of the proposed method.
Recall that Theorem 2.2 holds only when the Hessian matrix of the augmented Lagrangian function, that is, M = βI + A ⊤ A is a constant matrix. As a future work, we will consider more general problems by ADMM with the BFGS update whose x-subproblems become unconstrained quadratic programming problem as in this paper. Then we may apply Theorem 2.2 for global convergence. On the other hand, as shown in the numerical results, the ADMM with the L-BFGS also works well with a slight indefinite proximal matrix. This will facilitate the future exploration for an indefinite proximal ADMM with the BFGS update.
• step 2: Find y k+1 ∈ R n such that η Moreover, for simplicity, we denote Lemma A.1. Let w * = (x * , y * , λ * ), and {w k } be generated by the scheme (1.6). Then we have the following two statements.
(ii) Suppose that sequence {T k } is bounded. Then, there exists a constant µ > 0 such that for all k ≥ 0, we have
Proof. The proofs of (i) and (ii) can be found in [ Proof of Theorem 2.3: First we show that the sequence {w k } is bounded. SinceḠ G k+1 (1 + γ k )G k , we have w k+1 − w
