Abstract. We present a principle of linearized stability of stationary solutions to nonlinear evolution equations in Banach spaces. The well-known semilinear case is shown to fit into our framework. Applications to nonlinear population dynamics and to functional differential equations are also considered.
Introduction
It is well known as a principle of linearized stability that stability properties of stationary solutions ü of ordinary differential equations du/dt = F(u) in R" are determined by the eigenvalues of the differential DF(a) of F at ß. Similar facts are also known for semilinear evolution equations du/dt = Lu + F(u) in Banach spaces and many applications to partial differential equations of semilinear type has been investigated by many authors. See for example [ 16, Chapter 11], [8] , [17, Chapter 4] .
In this paper, we are interested in fully nonlinear evolution equations of the form -j-u(t) + Au(t) = 0, t>0, where A is a quasi-w-accretive operator in a Banach space. Our first purpose is to formulate a principle of linearized stability for the above nonlinear equations and establish the local asymptotic stability result. In general, A is not even continuous and so it is a matter of course that the Fréchet derivative of A cannot be considered. Thus we encounter the problem how we should define a linearized operator for A. We will adopt the idea of tangent cones from 'nonsmooth analysis'. Especially the notion of proto-differentiability introduced recently by Rockafellar [14] is found to be appropriate for our purpose. The abstract semilinear equations are shown to fit into our framework as shown in Corollary 2.2.
Our second objective is to show how our principle can be applied to agedependent population dynamics and functional differential equations in Banach spaces. As developed in [17] , the well-known principle of semilinear case is applicable only to the population dynamics of semilinear type and the different methods are needed to treat so-called fully nonlinear population dynamics. See also [13] . In view of this, our principle has advantage of applying directly to nonlinear population dynamics. We should remark that Desch and Schappacher [4] have obtained a principle of linearized stability focused on nonlinear semigroups rather on nonlinear equations themselves and that their results also have applications to the same problem presented here as shown recently by Grabosch [6] and Parrott [11] . Other related results have been obtained by Greiner [7] , in which abstract evolution equations with semilinear boundary conditions have been considered. The equations are more general than our model of population dynamics.
We will prepare some notations and preliminary lemmas in § 1. In §2, we will give principles of linearized stability for nonlinear and semilinear equations (Theorem 2.1 and Corollary 2.2). Their proofs are done in §4, and §3 is devoted to analyze the regularized equation and its linearization. We will discuss the applications to age-dependent population dynamics in §5 and functional differential equations in Banach spaces in §6.
Preliminaries
In order to formulate our results, we need some notions from nonsmooth analysis. Let X and Y be Banach spaces and let F : X -> 2Y be a multi-valued operator, which domain, range, and graph are defined as follows: where lim inf(|0 and lim sup,i0 are taken in the sense of set convergence (cf. [1] ). In other words,
The operator dsF(x, y) is called the contingent derivative, while d¡F(x, y) is called the intermediate derivative by Frankowska [5] because it lies between the contingent derivative and the Clarke tangent derivative. It is apparent that djF(x, y) c dsF(x, y) in the sense of graph inclusion. If d¡F(x, y) = dsF(x, y), we denote it by dF(x, y) and F is said to be proto-differentiable at x relative to y and dF(x,y) is called the proto-derivative of F at x relative to y by Rockafellar [14] . When F is single-valued, we write dF(x) := dF(x, F(x)) and call it the proto-derivative of F at x .
Let F be a single-valued operator from X into Y with open domain 2(F). We say that F is Gâteaux differentiable at x e 2(F) if there exists a dF(x) e Proof. Let heX. Since (h, d¡F(x)h) £ S'(diF(x)), for any tn } 0, there ex-
Since F is Lipschitzian, we have t~x[
As a more restricted concept than Gâteaux differentiability, we will use the ^-u(t) + Au(t) = 0, t>0.
We will give a principle of linearized stability which ensures the asymptotic stability of stationary solutions of (E). It is well known that A generates a strongly continuous nonlinear semigroup {5(í)}í>o on 2(A) satisfying
by the Crandall-Liggett theorem. Putting u(t) := S(t)uo, «o € 2(A), we think that u £ C([0, oo) ; 2(A)) gives a unique 'generalized' solution of the Cauchy problem (E) with initial data uq .
Definition 2.1. ü £ 2(A) is said to be a stationary solution of (E) if Au = 0, or equivalently, S(t)U = U.
Throughout this section, we fix a stationary solution u of (E) and assume the following hypotheses: Theorem 2.1. Let U be a stationary solution of(E) and assume the above hypotheses (HI) and (H2). If the proto-derivative -dA(ü) is the infinitesimal generator of a (Co)-semigroup and coo(-d A(u)) < 0, then u is exponentially asymptotically stable in the sense that there exist constants r¡> 0, C > I, a > 0 such that «o £ 2(A), \uo -w| < n => \S(t)u0 -u\ < Ce at\u0 -U\, Vr > 0.
Next we consider the following semilinear equation:
where L : 2(L) cl-»i is the infinitesimal generator of a (Co)-semigroup {T(t)} satisfying ||r(r)|| < Mewt and F : X -> X is a nonlinear operator which is continuously Fréchet differentiable on X in the sense of § 1. We show here that the linearized stability for semilinear case presented in [17, Proposition 4.17] can be obtained from our Theorem 2.1. Corollary 2.2. Let x £ 2(L) be a stationary solution of (SL), i.e., (L + F)x = 0. Under the above setting, if the linearized operator L + DF(x), which is the infinitesimal generator of a (Co)-semigroup by the well-known perturbation theory, satisfies coo(L + DF(x)) < 0, then x is exponentially asymptotically stable in the sense that there exist n > 0, C > I, and a > 0 such that if \x -x\ < n, then a unique mild solution u(t) of (SL):
Jo exists for all t>0 and \u(t) -x\ < Ce~at\x -x\ for all t>0.
Linearization of approximating equation
In what follows, we write /¿ instead of JXA for simplicity. Let {Sx(t)} be a semigroup on X generated by -Ax. It satisfies \Sx(f)x -Sx(t)y\ < ei"\x -y\, p = co/( 1 -Xco). where {»S(i)} is a semigroup generated by -A . See [2, 3] . In this section we always assume the hypotheses (HI) and (H2). For u £ Brj2(u) and 0 < X < l/2co, one easily checks that Jxu £ Br(u) C\2(A). Thus there exists a linear operator dA(Jxu) such that dA(Jxu) + col is maccretive. By Lemma 1.2, one has dAx(u)h = (dA(Jxu))xh . Since (dA(Jxu))x is Lipshitzian, it follows from Lemma 1.1 that the Yosida approximation Ax is Gâteaux differentiable at u £ Br/2(ü) and, denoting its Gâteaux derivative by
In what follows, we fix any T > 0 and choose r such that 0 < r < (r/2)e-2wT. Let X > 0 be sufficiently small so that 0 < X < min{l/2ft>, Xa} and let x e Br(u). For the sake of simplicity of notation, we put dAx(t)x := dA(JxSx(t)x). Since \Sx(t)x -u\ < r/2 for 0 < t < T, we have
0<t<T.
Now, we would like to consider the linearized equation for (Ex) :
where 0 <s < T, w £ X. Since dAx(t)x + col is m-accretive (by (HI)),
Also, for s < t < T, JxSx(t)x £ Br(u)n2(A) and hence by (H2), \J¡^v -yf^N < ¿¿¿]*aW* -Sx(x)x\La(\v\). (3.2) vx(t) = e-^w + j f e^ J^{z)xvx(z)dz and \vx(t)\ < e^{t~s)\w\ with p = co/(l -Xco).
Let us define S"x : X -C([0, T]; X) by (5?xx)(t) := Sx(t)x for re [0, 7] .
We have the following representation of the solution of (Lx ;0,w): Proposition 3.2. S?x is Gâteaux differentiable at each x £ Br(u) and the Gâteaux derivative dS?x(x) represents a unique solution of (Lx ;0, w) :
d5^x(x)w = vx(. ; 0, w) = the solution of(Lx ; 0, w).
Proof. At first, observe that Jx is Gâteaux differentiable on Br/2(ü) and dJx(u) = J¡^JíU) for u £ Br/2(U). In view of (3.1) and (3.2), for sufficiently small a > 0,
Then Gronwall's inequality yields that cp(t) < \ /¿é-«'-^^'-^^^)^. This
Noting that ha(x) -* 0 as a { 0 for t 6 [0, T] and Denoting by vf(-) the solution of (Lx ; 0, w) with operator dAx(ti) in place of dAx(Sx(t)x), one has (4.1) \\vax(t)\\<e-n'\\w\\, weX,t>0.
Let £o e (0, y). There exists a X0 > 0 such that 0 < X < X0 implies 0 < y-yx < £o. In the sequel, X > 0 is taken so small that 0 < X < min{Ao, XQ, l/2co}. Take a e (0, y -e0) and choose e e (0, e~aT -e_(J,-£o,r). Let r be as in §3, i.e., 0 < r < (r/2)e-2coT. And then take fj > 0 such that 0 < ñ < min{f, e/2Me2wTTLa(e2oiT)}.
If ||x -a|| < ñ (which implies |x -U\ < f\ ), then, by Lemma 3.5 and (4. 
This implies that sup^^, \\[d^cx(x)w](T)\\ < e~aT by way of choosing a. Since v >-> dSex(x)v is linear, we obtain (4.2) \\[dS^x(x)v](T)\\ < e-aT\\v\\,
Vu e X whenever ||x -w|| < fj.
Let ||x -u\\ < fj and 6 e [0, 1]. Since ||0x + (1 -6)U -U\\ < fj, by (4.2), we get \\[d^x(dx + (1 -d)u)(x -u)](T)\\ < e~aT\\x -8||. Noting that Sx(t)u = ü, it follows from Lemma 3.4 that (4.3) \\Sx(T)x-ü\\<e-aT\\x-ü\\ if \\x -ü\\ < fj. Now, let n = n/M and let «o e 2(A), \u.Q -u\<n. Then \\uq -u\\ < n and thus using (4.3) repeatedly, we have, for any integer k , (4.4) \\Sx(kT)u0 -ü\\ < e~kaT\\uo -S||.
For any t > T, let k := [t/T] ( [•] stands for the Gaussian bracket). Then we have
\\Sx(t)u0 -u\\ < M\Sx(t -kT)Sx(kT)u0 -u\ < MefT\Sx(kT)u0 -U\< Mei>Te-kaT\\uo -tt\\ (by (4.4)) < Me»Te-a(t-T)\\uo -U\\ < Me(2<ü+a)Te-at\\uo -ü\\. In the following, we will assume -L is m-accretive and check all the hypotheses assumed in Theorem 2.1.
It readily follows that \Sx(t)u0 -U\ < Ce-at\u0 -U\ with C = M2e{-2o3+a)T. Hence letting X [ 0, we obtain \S(t)uo -U\ < Ce~at\uo -u\ for all t > T. For 0 < t < T, it is easy to see that \S(t)u0 -u\

Proposition 4.1. A + ||Fo||Lip/ is a densely defined m-accretive operator in X.
Proof. The following calculation shows that A + ||Fo||líp^ is accretive:
To show the range condition ¿%(I + XA) = X for sufficiently small X > 0, take any x e X. For z e I, define T : X -* 2(L) c X by Tz = (I-XL)~x(x+XFo(z)). Then obviously, \Tz -Tz\ < X\\Fo\\up\z-z\, and so T is a strict contraction for small X > 0. Hence there exists a unique u e 2(L) such that u -XLu = x + XFo(u), which shows the range condition. It is known that 2(A) = 2(L) is densely defined since L is the infinitesimal generator of a (Co)-contraction semigroup. D Now, take r > 0 such that |Jc| -f-r < /o. Then x e Br(x) implies x e Bro(0). Taking this into account, we can define a linear operator dA(u) for
By the same reason as the above proposition, we have Proposition 4.2. dA(u) + \\DF0(u)\\I is m-accretive in X for u e 2(A)nBr(x).
The next proposition justifies the notation dA(u), which is used to express the proto-derivative. 
, if coo(L + DF(x)) < 0, then we conclude from Theorem 2.1 that there exist n > 0, M > 1 and a > 0 such that if |x-x| < n , then \S(t)x -x| < Me~a'\x -x\, where {S(t)} is a semigroup generated by -A =
L + F0. It is known that S(t) satisfies S(t) = T(t)x + ¡0' T(t -s)F0S(s)xds.
(See the proof of Proposition 3.18 of [19] .) Take n > 0 sufficiently small so that Mfj < r. Then S(s)x £ Br(x), which implies S(s)x £ Bro(0). Therefore, S(t) satisfies the variation of constants formula (2.2). The uniqueness of the mild solution is well-known. The proof of Corollary 2.2 is now completed. G
Age-dependent population dynamics
In this section, we treat a problem of age-dependent population dynamics rather general form than usual. Let (E, \ • |) be a Banach space and L1 := L'(0, oo ; E) be a Bochner integrable function space, which norm is denoted by II ' \\l> • Given two mappings F : Lx -> E and G : Lx -* Lx , we consider the following partial differential equation: Proof. Firstly, we will show that 3l(I+XA) = Lx , 0 < X < l/co. We must show that for any ip e Lx , there exists a <j> e Wx • ' such that <f> + X(f>' -XGo(4>) = W and (f)(0) = Fo(<f>), which is equivalent to the integral equation: Since z, u £ Br(u) implies z, u £ Bro(0), one has by (F) and (G),
Putting. ôa := min{í5, r} > 0 and La(s) := 4(dF(r0) + dG(r0))s, we reach the desired inequality. D Consequently, the hypotheses (HI) and (H2) are fulfilled. Let {S(t)} be a nonlinear semigroup generated by -A. Then u(t) := S(t)uo is regarded as a generalized solution of (P) with F and G replaced by F0 and Go and with initial data «o ■ If u(t) lies in the ball Bro(0), then we may think of u(t) as a generalized solution of the original problem (P) since Fo and Go are identical to F and G on Bro(0), respectively. Therefore we have the following conclusion similar to [17] . Theorem 5.7. If co0(-dA(U)) <0, then U is exponentially asymptotically stable in the sense that there exist constants n > 0, M > 1 and a > 0 such that if No -"I < 1 » then the solution u(t) of (P) with initial data «o in the generalized sense described above exists uniquely for all t > 0 and satisfies \u(t) -u\< Me-a,\u0 -ü\ for all t>0. We say that x is a stationary solution of (FDE) if x £ 2(L) and Lx + F(x) = 0, where X is considered as a constant function in C. Let the stationary solution x of (FDE) be fixed and take r0> 0 such that ||x||c < a"o • Let Fo be the radial truncation of F defined similarly in §5 (see also Remark 1.1) and define an operator A on C by 2(A) = {feC\f'eC, f(0) e 2(L), f'(0) = Lf(0) + F0(f)}, Af=-f for f£ 2(A).
Then as shown in [18] , A + col, co = max{0, ß + ||F0||Lrp} is m-accretive in C and densely defined. Similarly to §4, we can show that for sufficiently small r > 0, the conditions (HI) and (H2) in §2 are fulfilled for A with the proto-derivative dA(x) at x e 2(A) n Br(x) defined by 2(dA(x)) = {h£C\h' £C, A(0) £ 2(L), A'(0) = LA(0) + Z>F(x)(A)} dA(x)h = -h' forh£2(dA(x)),
where Br(x) is a ball in C. Denoting by {»S(i)} a semigroup on C generated by -A , the function x(t) defined by x(t) = { for <j) £ C, is considered as a generalized solution of (FDE) with F replaced by Fo and with initial history cf>. For sufficient conditions for x(t) to be a classical solution, see [18] . If x(t) belongs to the ball Bro(0), then we may regard x(r) as a generalized solution of the original problem (FDE). By applying Theorem 2.1, we have the following result similar to [11] . 
