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Macro F1 and Macro F1
a note
Juri Opitz Sebastian Burst
The ‘macro F1’ metric is frequently used to evaluate binary, multi-class
and multi-label classification problems. Yet, we find that there exist two
different formulas to calculate this quantity. In this note, we show that only
under rare circumstances the two computations can be considered equiva-
lent. More specifically, one formula well ‘rewards’ classifiers which produce a
skewed error type distribution. In fact, the difference in outcome of the two
computations can be as high as 0.5. The two computations may not only
diverge in their scalar result but can also lead to different classifier rankings.
1. Introduction
We find two formulas which are used to compute ‘macro F1’. We name them ‘averaged
F1’ and ‘F1 of averages’.
Preliminaries For any classifier f : D → C = {1, ..., n} and finite set S ⊆ D × C, let
mf,S ∈ Nn×n0 be a confusion matrix, where mf,Sij = |{s ∈ S | f(s1) = i ∧ s2 = j}|. We
omit superscripts whenever possible. For any such matrix, let Pi, Ri and F1i denote
precision, recall and F1-score with respect to class i:
Pi =
mii∑n
x=1mix
; Ri =
mii∑n
x=1mxi
; F1i = H(Pi, Ri) =
2PiRi
Pi +Ri
(1)
with Pi, Ri, F1i = 0 when the denominator is zero. H is the harmonic mean. Precision
and recall are also known as positive predictive value and sensitivity.
Averaged F1: arithmetic mean over harmonic means F1 scores are computed for
each class and then averaged via arithmetic mean:1
F1 = 1
n
∑
x
F1x =
1
n
∑
x
2PxRx
Px +Rx
. (2)
1Three among many examples: [6, 1, 3]
1
ar
X
iv
:1
91
1.
03
34
7v
2 
 [c
s.L
G]
  2
0 N
ov
 20
19
F1 of averages: harmonic mean over arithmetic means The harmonic mean is com-
puted over the arithmetic means of precision and recall:2
F1 = H(P¯ , R¯) =
2P¯ R¯
P¯ + R¯
= 2
( 1n
∑
x Px)(
1
n
∑
xRx)
1
n
∑
x Px +
1
n
∑
xRx
(3)
We already see an important difference between these two definitions: In F1, the precision
values of each class are multiplied with the recall values of all other classes. In F1, the
precision of each class is multiplied only with the recall of the same class.
In the remainder of this paper, we first present a mathematical analysis of the two
formulas and then consider some practical implications.
2. Mathematical analysis
Theorem ∀m ∈ Nn×n0 :
1. F1 ≥ F1
2. F1 > F1 ⇔ ∃i ∈ C : Pi 6= Ri ⇔ ∃i, j ∈ C : Pi < Ri, Pj > Rj
3.
sup
m∈Nn×n0
{F1 −F1} =
{
0.5, n is even
0.5− 1
2n2
, else
The first property follows directly from the next Lemma. Proofs for (2.), (3.) and the
following Lemma are in the appendix.
Lemma ∀m ∈ Nn×n0 not a hollow matrix:
∆ = F1 −F1 = 1
n
∑
x∈C(Px +Rx)
∑
x,y∈C
Px+Rx,Py+Ry 6=0
(PxRy − PyRx)2
(Px +Rx)(Py +Ry)
(4)
Less formally,
• ∆ is large when there are many classes with |P − R|  0. However, ∆ does
not necessarily increase monotonously when |P −R| is increased for single classes,
because all possible class pairs need to be considered.
• ∆ is maximised when there are classes with (P,R) → (1, 0) and other classes
with (P,R) → (0, 1). Then, for all classes F1 → 0 (⇒ F1 → 0) and P¯ , R¯ ≈ 0.5
(⇒ F1 ≈ 0.5).
2Three among many examples: [4, 5, 2] and also http://rushdishams.blogspot.com/2011/08/
micro-and-macro-average-of-precision.html: “take the average of the precision and recall (...)
The Macro-average F-Score will be simply the harmonic mean of these two figures.”
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We can summarise that a large difference in outcomes is encountered in situations where
a classifier has a strong bias towards certain types of errors (e.g., in the binary case,
frequent/infrequent type I/II errors) because in such cases, not all classes will share the
same bias (Theorem, 2.). F1 ‘rewards’ such classifiers. Note that while different error
type distributions might be desirable in certain applications (e.g. high recall for some
classes and high precision for other classes), F1 is insensitive to which classes have which
distribution.
3. Numerical experiments
Before we analyse what ∆ can be expected in average cases, we want to highlight that
the two metrics may not only differ in their absolute value but can also yield different
classifier rankings. That is, when a classifier outperforms another classifier on a fixed
data set according to one metric, it may at the same time be worse w.r.t. the other
metric. Consider Tables 1 and 2: Introducing a bias towards class b improves F1,
impairs F1.
a b
a 5 10
b 5 10
Table 1: F1 = 0.5, F1 = 0.49
a b
a 1 1
b 9 19
Table 2: F1 = 0.55, F1 = 0.48
Bias in data ‘Macro F1’ is often used in situations where classes are unevenly dis-
tributed. Figures 1a (binary) and 1b (multi-class) show classifier results on 1,000 ran-
dom data sets S with 1,000 data examples each, where the ‘true’ label is drawn from a
multinomial probability distribution (see legend). We solve these tasks with ‘dummy’-
classifiers f that predict classes uniformly at random.3 Consider the binary classification
results in Figure 1a: First, the harmonic mean over arithmetic means (F1) indeed is more
benevolent towards the classifiers (maximum appr. 0.56) while the arithmetic mean over
harmonic means (F1) yields more conservative results (maximum score appr. 0.41). The
root mean squared deviation
√
1000−1
∑
(f,S)(F1(mf,S)−F1(mf,S))2 is 0.13. Second,
while there appears to be a solid correlation between the two macro F1 metrics, it is by
no means perfect (Pearson’s ρ = 0.72, p < 0.0001; Spearman’s ρ = 0.69, p < 0.0001) and
allows for different classifier rankings.
Figures 2a and 2b show ∆ for random classification tasks with varying classifier per-
formance and label distribution. The x-axis represents the probability that data points
are classified correctly (ranging from 1n to 1, with the remaining probability evenly dis-
tributed over remaining classes). With the y-axis we control the class distribution in the
data set (the proportion of data points for class i ranges from 1n [y = 0] to i
1∑
i i
[y = 1]).
3Such classifiers are frequently chosen as a baseline by researchers.
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Figure 1: (a): Macro F1 results from 1000 randomly sampled binary classification
tasks with class distribution 95% vs. 5% and random classifier. (b): ∆
density (KDE) from 1000 randomly sampled classification tasks with respect
to various class distributions (see legend) and random classifier.
(a) n=4 (b) n=13
Figure 2: ∆ for random classification tasks on 2000 data points with different classifier
performance (x-axis) and different label distribution (y-axis).
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(a) n=4
(b) n=13
Figure 3: ∆ for random classification tasks on 2000 data points with different classifier
performance (x-axis) and classification probability for non-gold labels (y-
axis).
Note that this is a much weaker bias than before. While both F1 and F1 are roughly pro-
portional to x, we still find differences up to 2 percentage points whenever the classifier’s
accuracy is not 1 and the data set is skewed.
Balanced data sets Figures 3a and 3b show ∆ for random classification tasks with
varying classifier performance on balanced label distributions. The x-axis represents
the probability that data points are classified correctly (ranging from 1n to 1). With
the y-axis we control the classification probability for remaining classes, ranging from
1−x
n−1 [y = 0] to j
1−x∑
j j−i [y = 1], where i is the true label. We find differences of up to 0.8
percentage points for n=4 and 1.7 percentage points for n=13.
4. Discussion and conclusion
Two formulas for calculating ‘macro F1’ are found in the literature. When precision and
recall do not differ much within classes, the difference between evaluating a classifier
with one or the other metric is negligible. However, we can easily see cases where the
outcomes diverge and are vastly different. More specifically, we find that one metric (F1)
is overly ‘benevolent’ towards heavily biased classifiers and can yield misleadingly high
evaluation scores. This is likely to happen when the data set is imbalanced. Moreover,
the two macro F1 scores may not only diverge in their absolute score but also lead to
different classifier rankings. Since macro F1 is often used with the intention to assign
equal weight to frequent and infrequent classes, we recommend evaluating classifiers with
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F1 (the arithmetic mean over individual F1 scores), which is significantly more robust
towards the error type distribution. At the very least, researchers should indicate which
formula they are using.
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Appendices
A. Proof Lemma
Let σ = n
∑
x(Px +Rx). All summations exclude classes where Pi +Ri = 0.
F1 −F1 =
2 ∗ 1n(
∑
x Px) ∗ 1n(
∑
y Ry)
1
n
∑
x(Px +Rx)
− 1∑
x(Px +Rx)
F1
∑
y
(Py +Ry)
=
2
n
∑
x Px +Rx
∑
x,y
PxRy − 1∑
x(Px +Rx)
2
n
∑
x
PxRx
Px +Rx
∑
y
(Py +Ry)
=
2
σ
(
∑
x,y
PxRy −
∑
x,y
PxRx(Py +Ry)
Px +Rx
)
=
2
σ
∑
x 6=y
PxRy(Px +Rx)− PxRx(Py +Ry)
Px +Rx
[zero for x = y]
=
2
σ
∑
x<y
(
PxRy(Px +Rx)− PxRx(Py +Ry)
Px +Rx
+
PyRx(Py +Ry)− PyRy(Px +Rx)
Py +Ry
)
=
2
σ
∑
x<y
P 2xR
2
y − 2PxRyPyRx + P 2yR2x
(Px +Rx)(Py +Ry)
=
1
σ
∑
x,y
(PxRy − PyRx)2
(Px +Rx)(Py +Ry)
(5)
B. Proof Theorem 2.
1. (i) ⇒ (ii): Assume @i ∈ 1...n : Pi 6= Ri Lemma (4)======⇒ F1 −F1 = 0  
2. (ii) ⇒ (iii): W.l.o.g. Pi > Ri(⇔
∑
ymiy <
∑
xmxi). Assume @j ∈ 1...n : Pj <
Rj (⇔ @j ∈ 1...n :
∑
ymjy >
∑
xmxj)⇒
∑
i
∑
ymiy <
∑
i
∑
xmxi  
3. (iii) ⇒ (i): (PiRj − PjRi)2 > 0 Lemma (4)======⇒ F1 −F1 > 0
C. Proof Theorem 3.
Preliminaries: Consider the extended set of Precision-Recall-ConfigurationsQ = [0, 1]2×n
and the discrete boundary set Q∗ = {(0, 1), (1, 0)}2×n. Note that not all q ∈ Q are real-
isable by a confusion matrix. It suffices to show that
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1. ∀q ∈ Q : ∃q∗ ∈ Q∗ : ∆q∗ ≥ ∆q
2. maxq∈Q∗(∆q) =
{
0.5, n is even
0.5− 1
2n2
, else
3. maxq∈Q∗(∆q) can be be approximated by a sequence of suitable confusion matrices.
Note that for any fixed i, ∆ can be written as follows:
∆ =
1
n(
∑
x
x 6=i
(Px +Rx)
︸ ︷︷ ︸
αi
+Pi +Ri)
(
∑
x 6=y
x,y 6=i
(PxRy − PyRx)2
(Px +Rx)(Py +Ry)︸ ︷︷ ︸
βi
+ 2
∑
x
x 6=i
(PiRx − PxRi)2
(Pi +Ri)(Px +Rx)︸ ︷︷ ︸
γi
)
=
1
n(αi + Pi +Ri)
(βi + γi)
Proof 1.:
We construct q∗ ∈ Q∗ in two steps:
(i) Iterate over all classes. If both Pi and Ri are non-zero, set Pi or Ri to 0 depending
on the configuration of the remaining classes.
(ii) Set all non-zero variables to 1.
(iii) Iterate over all classes. If Pi = Ri = 0, set Pi to 1.
(i) Let q = (P1, R1, ..., Pn, Rn) ∈ Q.
Iteratively ∀i where Pi, Ri 6= (0, 0): Determine the condition under which Pi, Ri can be
swapped in order to increase ∆. Let q˜i = (P1, R1, ..., Ri, Pi, ..., Pn, Rn):
∆q˜i −∆q = 1
n(αi +Ri + Pi)
(βi + 2
∑
x
x 6=i
(RiRx − PxPi)2
(Ri + Pi)(Px +Rx)
)
− 1
n(αi + Pi +Ri)
(βi + 2
∑
x
x 6=i
(PiRx − PxRi)2
(Pi +Ri)(Px +Rx)
)
=
2
n(αi + Pi +Ri)
∑
x
x 6=i
(RiRx)
2 + (PxPi)
2 − (PiRx)2 − (PxRi)2
(Pi +Ri)(Px +Rx)
=
2
n(αi + Pi +Ri)
R2i − P 2i
Pi +Ri
∑
x
x 6=i
R2x − P 2x
Px +Rx︸ ︷︷ ︸
δi
(6)
∆q˜i −∆q > 0 iff Pi, Ri are skewed in the same direction as δi. In this case, swap Pi, Ri.
Let q = (P1, R1, ..., Pn, Rn) henceforth denote the new configuration after a possible
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swap. Now, (Ri − Pi)δi ≤ 0. Proceed with a case distinction to set Pi or Ri to zero.
(For Ri − Pi = δi = 0, both cases are possible.)
1. Case: Ri ≤ Pi and δi ≥ 0. Set Ri → 0. Let qi = (P1, R1, ..., Pi, 0, ..., Pn, Rn):
∆q
i −∆q = 1
n(αi + Pi)
(βi + 2
∑
x
x 6=i
(PiRx)
2
Pi(Px +Rx)
)
− 1
n(αi + Pi +Ri)
(βi + 2
∑
x
x 6=i
(PiRx − PxRi)2
(Pi +Ri)(Px +Rx)
)
≥ 2
n(αi + Pi +Ri)
∑
x
x 6=i
(PiRx)
2(Pi +Ri)− Pi((PiRx)2 − 2PiRxPxRi + (PxRi)2)
Pi(Pi +Ri)(Px +Rx)
≥ 2
n(αi + Pi +Ri)
∑
x
x 6=i
(PiRx)
2Ri − Pi(PxRi)2
Pi(Pi +Ri)(Px +Rx)
≥ 2
n(αi + Pi +Ri)
∑
x
x 6=i
PiR
2
iR
2
x − PiR2iP 2x
Pi(Pi +Ri)(Px +Rx)
≥ 2
n(αi + Pi +Ri)
R2i
Pi +Ri
∑
x
x6=i
R2x − P 2x
Px +Rx
≥ 0
(7)
2. Case: Ri ≥ Pi and δi ≤ 0. Set Pi → 0. Let qi = (P1, R1, ..., 0, Ri, ..., Pn, Rn):
∆q
i −∆q = 1
n(αi +Ri)
(βi + 2
∑
x
x 6=i
(−PxRi)2
Ri(Px +Rx)
)− 1
n(αi + Pi +Ri)
(βi + γi)
≥ ... ≥ 2
n(αi + Pi +Ri)
P 2i
Pi +Ri
∑
x
x 6=i
P 2x −R2x
Px +Rx︸ ︷︷ ︸
−δi
≥ 0 (8)
(ii) Let q = (P1, R1, ..., Pn, Rn) where ∀i : Pi = 0 ∨Ri = 0. Then
∆ =
1
n
∑
i(Pi +Ri)
∑
i,j
(PiRj + PjRi) =
2
n
∑
i(Pi +Ri)
∑
i,j
PiRj
∆ can be increased by setting all non-zero variables to 1, since for any set of positive
real-valued variables x1, ..., xnx , y1, ..., yny :
∂
∂xi
∑
i,j xiyj
x1 + ...+ xnx + y1 + ...+ yny︸ ︷︷ ︸
σ
=
(
∑
j yj)σ −
∑
i,j xiyi
σ2
> 0.
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Analogously ∂∂yi .
(iii) Let q = (P1, R1, ..., Pn, Rn) where ∀i : (Pi, Ri) ∈ {(0, 0), (0, 1), (1, 0)}.
Iteratively ∀i where Pi = Ri = 0: Let r = |{i : (Pi, Ri) = (0, 1)}|, s = |{i : (Pi, Ri) =
(1, 0)}|. Let qi = (P1, R1, ..., 1, 0, ..., Pn, Rn)
∆qi −∆q = 2
n(r + s+ 1)
r(s+ 1)− 2
n(r + s)
rs
=
2
n
(rs+ r)(r + s)− rs(r + s+ 1)
(r + s+ 1)(r + s)
=
2
n
r2
(r + s+ 1)(r + s)
≥ 0
Proof 2.:
Let q ∈ Q∗ and r, s as defined above. Note that F1 = 0 and r + s = n.
⇒ ∆ = F1 =
2 rn
s
n
r
n +
s
n
=
2
n2
rs
∆ is maximised for r, s = n2 (n is even) or r, s =
n−1
2 ,
n+1
2 (else).
⇒ ∆max =
{
1
2 , n is even
1
2(1− 1n2 ), else
Proof 3.
For any fixed n ≥ 2, let (mn)z∈N0 be a sequence of confusion matrices with
mnz =
 1 0z 1
0 . . .
 (n is even),

1 0
z 1
. . .
1
z 1 z
0 1

(else)
Then qm
n
z = (1, 11+z ,
1
1+z , 1, ...) or (..., 1,
1
1+z ,
1
1+2z , 1, 1,
1
1+z ) with limz→∞ q
mnz = (1, 0, 0, 1, ...)
and lim
z→∞∆
mnz = ∆max.
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a b
a 100 10,000
b 0 100
Table 3: F1 = 0.505  F1 = 0.0196. Note
that individual F1 score=0.0196
for both classes.
a b
a 100 5,000
b 5,000 100
Table 4: F1 = 0.0196 ≡ F1 = 0.0196
Table 5: One macro F1 metric (F1) is very sensitive towards the error type distribution,
while the other is not (F1).
D. Implementation example
Compile the script in Appendix E:
$ ghc mf1.hs
Input: Number of classes and a confusion matrix. For example, to calculate the scores
for two classes and a confusion matrix [[100, 10000], [0, 100]]:
$ ./mf1 2 100 10000 0 100
This prints:
("macroF1 benevolent",0.504950495049505)
("macroF1 non-benevolent",1.96078431372549e-2)
("delta",0.48534265191225007)
("delta calculated",0.48534265191225007)
The result for the confusion matrix with ‘balanced’ error type distribution [[100, 5000], [5000, 100]]:
("macroF1 benevolent",1.96078431372549e-2)
("macroF1 non-benevolent",1.96078431372549e-2)
("delta",0.0)
("delta calculated",0.0)
E. Example code
import System.Environment
import Data.List
import Control.Applicative
type CellIdx = (Int, Int)
crossProduct :: [a] -> [(a,a)]
crossProduct xs = (,) <$> xs <*> xs
valueAt :: CellIdx -> [[a]] -> a
valueAt (i,j) xss = xss !! i !! j
pairs :: [a] -> [(a, a)]
pairs xs = [(x,y) | (x:ys) <- tails xs, y <- ys]
diag :: [[a]] -> [a]
diag xss = zipWith (!!) xss [0..]
rowSum :: (Num a) => Int -> [[a]] -> a
rowSum i xss = sum $ xss !! i
colSum :: (Num a) => Int -> [[a]] -> a
colSum i xss = sum $ ( transpose xss ) !! i
rec :: (Fractional a) => Int -> [[a]] -> a
rec i xss = (/) ( valueAt (i,i) xss ) $ colSum i xss
harMean :: (Fractional a) => a -> a -> a
harMean x y = (*2) $ (/) ( x * y ) ( x + y )
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f1 :: (Fractional a) => Int -> [[a]] -> a
f1 i xss = harMean p r
where
p = prec i xss
r = rec i xss
macroF1 :: (Fractional a) => [[a]] -> a
macroF1 xss = harMean ( avgPrec xss ) ( avgRec xss )
macroF1’ :: (Fractional a) => [[a]] -> a
macroF1’ xss = (/)
( sum [f1 i xss | i <- [0..(length xss)-1]] )
( fromIntegral . length $ xss )
prec :: (Fractional a) => Int -> [[a]] -> a
prec i xss = (/) ( valueAt (i,i) xss ) $ rowSum i xss
avgPrec :: (Fractional a) => [[a]] -> a
avgPrec xss = (/)
( sum [prec i xss | i <- [0..(length xss)-1]] )
( fromIntegral . length $ xss )
diffForTuple :: (Fractional a) => CellIdx -> [[a]] -> a
diffForTuple (i,j) xss = ( 2 * (P_x * R_y - P_y*R_x)^2 ) / normalizer
where
normalizer = ( fromIntegral $ length xss )
* ( P_x + R_x ) * (P_y + R_y)
* ( sum [
(prec k xss) + (rec k xss)
| k <- [0..(length xss)-1]
]
)
P_x = prec i xss
R_x = rec i xss
R_y = rec j xss
P_y = prec j xss
deltaF1_F1’ :: (Fractional a) => [[a]] -> a
deltaF1_F1’ xss = sum $ [ diffForTuple pair xss
| pair <- pairs [i | i <-[0..(length xss) -1 ]] ]
avgRec :: (Fractional a) => [[a]] -> a
avgRec xss = (/)
( sum [rec i xss | i <- [0..(length xss)-1]] )
( fromIntegral . length $ xss )
cm :: Int -> [a] -> [[a]]
cm i [] = []
cm i xs = [take i xs] ++ ( cm i $ drop i xs )
ri :: String -> Int
ri i = read i
main = do
args <- getArgs
let is = map ri args
let f1 = macroF1 . cm (head is) . map fromIntegral $ drop 1 is
let f2 = macroF1’ . cm (head is) . map fromIntegral $ drop 1 is
print $ ("macroF1 benevolent", f1)
print $ ("macroF1 non-benevolent", f2)
print $ ("delta",f1 - f2)
print $ ("delta calculated", deltaF1_F1’ . cm (head is) . map fromIntegral $ drop 1 is)
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