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Abstract. In this paper we study the shape and growth of structured pseudospectra for small
matrix perturbations of the form A  AΔ = A + BΔC, Δ ∈ Δ, ‖Δ‖ ≤ δ. It is shown that
the properly scaled pseudospectra components converge to nontrivial limit sets as δ tends to 0. We
discuss the relationship of these limit sets with μ-values and structured eigenvalue condition numbers
for multiple eigenvalues.
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1. Introduction. A structured pseudospectrum (also called a spectral value
set) is the set of eigenvalues of all matrices that are obtained from a given matrix
A ∈ Cn×n by adding perturbations of a certain type [19, 7, 11, 17, 21, 37, 41].
The norm of the perturbations is bounded by a prescribed constant δ > 0. The
present paper deals with the shape and growth of structured pseudospectra for small
perturbations [1, 2, 3, 20]. It is shown that, after scaling with a suitable power of
δ, the connected components of pseudospectra converge to nontrivial limit sets as δ
tends to zero. The limit sets reﬂect the mobility of the spectrum of A under small and
structured perturbations. We demonstrate how the boundaries of these sets can be
calculated using μ-values. Furthermore, we discuss the relationship of the limit sets
to structured condition numbers of multiple eigenvalues. The latter have been deﬁned
and investigated in [27]. For structured condition numbers of simple eigenvalues, see,
e.g., [5, 6, 8, 9, 16, 22, 23, 29, 30, 37, 38]. Finally, we apply our results to the case of
real perturbations of real matrices.
This paper is organized as follows. In section 2 we introduce notation and recall
basic facts about structured pseudospectra. Furthermore, we present a lemma on
sets of zeros of a continuous family of holomorphic functions. This lemma yields the
basis for our further development. Its proof is given in the appendix. Section 3 deals
with the deﬁnition of structured condition numbers for multiple eigenvalues and their
connection to pseudospectra. In section 4 we state our main result on the shape
and growth of the pseudospectra components for small perturbations. Examples are
discussed in section 5. The notation is mainly adopted from the textbook [19].
2. Notation and basic facts. The symbols R,C stand for the sets of real
and complex numbers, respectively. By Kn×m we denote the set of n ×m matrices
with entries in K, K = R or C. Furthermore, Kn = Kn×1 is the set of column
vectors of length n. By A¯, A, A∗,A,A we denote the conjugate, the transpose,
the conjugate transpose, and the real and imaginary parts of A∈Cn×m, respectively.
If A is square, then σ(A), ρ(A), and (A) denote its spectrum, its resolvent set,
and its spectral radius, ρ(A) = C \ σ(A), (A) = max{|s|; s ∈ σ(A)}. The n × n
identity matrix is written In. The closed disk of radius r about λ ∈ C is denoted by
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1384 MICHAEL KAROW
Dλ(r) = {s ∈ C; |s−λ| ≤ r}. The boundary and the topological closure of S ⊂ Cm×n
are written as ∂S and cl(S), respectively.
We deﬁne Ln,l,q to be the set of triples of matrices (A,B,C) with A ∈ Cn×n, B ∈
Cn×l, C ∈ Cq×n. Throughout this paper the symbol Δ stands for a nonempty closed
cone in Cl×q, i.e., ∅ = Δ ⊆ Cl×q, cl(Δ) = Δ, and Δ ∈ Δ implies tΔ ∈ Δ for all
t ≥ 0. Furthermore, ‖ · ‖ denotes a norm on Cl×q.
Given any triple (A,B,C)∈Ln,l,q we consider perturbations of A of the form
(2.1) A AΔ = A+BΔC, Δ ∈ Δ.
Definition 2.1 (see [19, 24]). The structured pseudospectrum (also called the
spectral value set) of the triple (A,B,C) ∈ Ln,l,q with respect to (Δ, ‖ · ‖) and the
perturbation level δ > 0 is the following subset of the complex plane:
(2.2) σΔ(A,B,C; δ) := { s ∈ C; s ∈ σ(A+BΔC) for some Δ ∈ Δ with ‖Δ‖ < δ }.
The set σΔ(A,B,C; δ) is the union of all the spectra of the perturbed matrices
AΔ, where Δ∈Δ, ‖Δ‖ < δ. Note that in this deﬁnition, introduced by Hinrichsen
and coworkers [18, 19], the norm of the perturbations is bounded by a strict inequality.
The sets obtained in this way are bounded but not compact. However, our main result
in section 4 deals with convergence with respect to the Hausdorﬀ metric. To this end
we need compact sets. Hence, in what follows we work with the topological closure
σ cΔ(A,B,C; δ) of σΔ(A,B,C; δ). We always have
(2.3) σcΔ(A,B,C; δ) = { s ∈ C; s ∈ σ(A+BΔC) for some Δ ∈ Δ with ‖Δ‖ ≤ δ }.
This follows from claim (b) of Proposition 2.3 below.
The μ-value of M ∈Cq×l with respect to (Δ, ‖ · ‖) is deﬁned as [19, 43]
μΔ(M) := [ inf{‖Δ‖ ; Δ ∈ Δ, 1 ∈ σ(ΔM) } ]−1 .(2.4)
If the set {Δ ∈ Δ; 1 ∈ σ(ΔM)} is empty, we deﬁne μΔ(M) = 0. The proposition
below speciﬁes the relationship between spectral value sets and μ-values.
Proposition 2.2. Let (A,B,C)∈Ln,l,q and G(s) = C(sIn − A)−1B, s ∈ ρ(A).
Then for any δ > 0,
σΔ(A,B,C; δ) = σ(A) ∪ {s ∈ ρ(A); 1 ∈ σ(ΔG(s)) for some Δ ∈ Δ with ‖Δ‖ < δ }
= σ(A) ∪ {s ∈ ρ(A); μΔ(G(s)) > δ−1},
σcΔ(A,B,C; δ) = σ(A) ∪ {s ∈ ρ(A); 1 ∈ σ(ΔG(s)) for some Δ ∈ Δ with ‖Δ‖ ≤ δ }
= σ(A) ∪ {s ∈ ρ(A); μΔ(G(s)) ≥ δ−1}.
Proof. These identities are immediate from the deﬁnition of μΔ and the following
chain of equivalencies which holds for all s ∈ ρ(A) and all Δ ∈ Cl×q (see also [19,
Lemma 5.2.7]):
s∈σ(A +BΔC) ⇔ 0 = det(sIn − (A+BΔC))
= det(sIn −A) det(In − (sIn −A)−1BΔC)
⇔ 1 ∈ σ((sIn −A)−1BΔC)
⇔ 1 ∈ σ(ΔG(s)).(2.5)
In the last step we used the fact that the nonzero eigenvalues of a product of two
matrices are independent of the order of the factors.
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Much work has been done in order to ﬁnd estimates and computable formulae for
μ-values with respect to several perturbation classes Δ and norms [4, 12, 19, 24, 22,
32, 34, 36, 37, 42]. We mention only the following basic results, which are necessary
for the understanding of this paper:
(i) If Δ is invariant under complex multiplication (i.e., Δ ∈ Δ implies tΔ ∈ Δ
for all t ∈ C) and ‖ · ‖ is an arbitrary norm on Cl×q, then for all M ∈ Cq×l
[19, Lemma 4.4.7],
(2.6) μΔ(M) = max
Δ∈Δ
‖Δ‖=1
(ΔM).
(ii) If the underlying norm is the spectral norm, then for M ∈ Cq×l [4, 19, 34],
μCl×q (M) = ‖M‖ = σ1(M),
μRl×q (M) = inf
γ∈(0,1]
σ2
([ M −γ M
γ−1M M
])
,(2.7)
where σ1(·), σ2(·) denote the largest and the second largest singular value,
respectively. For a scalar multiple of a real matrix R ∈ Rq×l we have [19,
Example 4.4.45]
μRl×q (e
iφR) =
{
σ1(R) if φ ∈ {0, π},√
σ1(R)σ2(R) if 0 < φ < 2π, φ = π.
(2.8)
Let (X, d) be a metric space, and let K(X) denote the set of nonempty compact
subsets of X . The Hausdorﬀ distance of S, S˜ ∈ K(X) is deﬁned by
dH(S, S˜) := max
{
max
x∈S
min
x˜∈ ˜S
d(x, x˜), max
x˜∈ ˜S
min
x∈S
d(x˜, x)
}
.
Recall that dH(·, ·) is a metric on K(X). In the following, the Hausdorﬀ distance of
two sets in K(C) is induced by the metric dC(z, z˜) = |z − z˜|, z, z˜ ∈ C. The lemma
below on sets of zeros of a continuous family of holomorphic functions yields the basis
for the proof of our main result, Theorem 4.1.
Lemma 2.1. Let (X, d) be a metric space, and let Ω be a nonempty open subset
of C. Let f : X × Ω → C be a continuous map such that for any x ∈ X, the function
f(x, ·) : Ω → C is holomorphic and nonconstant. For any subset S of X, let
Z(S) := { z ∈ C; f(x, z) = 0 for some x ∈ S }.
Then the following statements hold:
(a) Let z ∈ Ω be a zero of multiplicity m of the function f(x, ·), x ∈ X. Then
there is an 0 > 0 such that the disk Dz(0) contains no zero of f(x, ·) diﬀerent
from z. To each  ∈ (0, 0] there exists a δ > 0 such that for all x˜ ∈ X
satisfying d(x˜, x) ≤ δ the disk Dz() contains precisely m zeros of f(x˜, ·),
counting multiplicities.
(b) Let S be a subset of X such that cl(S) is compact. Then cl(Z(S)) = Z(cl(S)),
where cl(·) denotes the topological closure.
(c) Assume that each f(x, ·) has at least one zero. Assume further that to any
bounded subset S of X there exists a compact subset K of Ω such that Z(S) ⊆
K. Then the map
Z : K(X) → K(C), S Z−→ Z(S)
is well deﬁned and continuous.
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1386 MICHAEL KAROW
(d) Suppose all f(x, ·) have the same (ﬁnite) number of zeros, counting multiplic-
ities. Let S be a connected subset of X, and let C be a connected component
of Z(S). Suppose there is an x ∈ S such that precisely m zeros of f(x, ·)
are contained in C, counting multiplicities. Then for any x˜ ∈ S, precisely m
zeros of f(x˜, ·) are contained in C, counting multiplicities.
In order not to disturb the ﬂow of exposition, the technical proof of Lemma 2.1
is given in the appendix.
Next, we apply Lemma 2.1 in order to obtain basic topological properties of
eigenvalues of matrix sets. For S ⊆ Cn×n let
σ(S) :=
⋃
A∈S
σ(A) = { z ∈ C; z ∈ σ(A) for some A ∈ S }.
Let ‖ · ‖ be a norm on Cn×n. Then d(A, A˜) = ‖A − A˜‖ is a metric on Cn×n. If S
is bounded, i.e., ‖A‖ ≤ r for all A ∈ S and a ﬁxed r > 0, then σ(S) is contained in
the compact disk D0(R), where R = max{(A); A ∈ Cn×n, ‖A‖ ≤ r}. Hence, all
statements of the proposition below follow by specializing Lemma 2.1 to the function
f(A, z) = det(zI −A).
Proposition 2.3.
(a) Let λ ∈ C be an eigenvalue of A ∈ Cn×n of algebraic multiplicity m. Let
 > 0 be such that the disk Dλ() contains no eigenvalue of A diﬀerent from
λ. Then there is a δ > 0 such that for all A˜ ∈ Cn×n satisfying ‖A− A˜‖ ≤ δ
the disk Dλ() contains precisely m eigenvalues of A˜, counting multiplicities.
(b) Let S be a bounded subset of Cn×n. Then cl(σ(S)) = σ(cl(S)).
(c) If S is compact, then σ(S) is also compact. Furthermore, the map
σ : K(Cn×n) → K(C), S σ−→ σ(S)
is continuous.
(d) Let S be a connected subset of Cn×n, and let C ⊆ C be a connected compo-
nent of σ(S). Suppose there is an A ∈ S such that C contains precisely m
eigenvalues of A counting algebraic multiplicities. Then for any A˜ ∈ S the
set C contains precisely m eigenvalues of A˜.
3. Condition numbers. In this section we introduce condition numbers of sim-
ple and multiple eigenvalues with respect to structured perturbations. Furthermore
we establish their relationship to pseudospectra. Let us ﬁrst recall the deﬁnition of
condition numbers for functions between normed vector spaces.
Definition 3.1. Let (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be normed vector spaces. Let U
be a subset of X, and let x0∈U be an accumulation point of U . The Ho¨lder condition
number of order γ > 0 of a function f : U → Y at the point x0 is deﬁned by
κγ(f, x0) := lim
x→x0
‖f(x)− f(x0)‖Y
‖x− x0‖γX
,
where lim denotes the limit superior.
Note that κγ(f, x0) ∈ [0,∞] is well deﬁned for all γ > 0. However, there is at
most one order γ > 0 such that 0 = κγ(f, x0) = ∞, since these inequalities imply
that κγ˜(f, x0) = 0 for γ˜ < γ and κγ˜(f, x0) = ∞ for γ˜ > γ. If f is discontinuous at
x0, then κγ(f, x0) = ∞ for all γ > 0. We remark that our terminology here diﬀers
slightly from that in [11, Deﬁnition 4.1], where the quantity κγ(f, x0) is called the
asymptotic Ho¨lder condition number.
D
ow
nl
oa
de
d 
12
/1
4/
17
 to
 1
30
.1
49
.1
76
.1
72
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
STRUCTURED PSEUDOSPECTRA FOR SMALL PERTURBATIONS 1387
Lemma 3.1. The condition number satisﬁes
κγ(f, x0) = lim
δ↘0
δ−γF (δ), where F (δ) = sup
‖x−x0‖X≤δ
x∈U
‖f(x)− f(x0)‖Y .
Proof. For every δ,  > 0 there exists an x ∈ U such that ‖x − x0‖X ≤ δ and
F (δ) ≤ (1 + )‖f(x)− f(x0)‖Y , whence F (δ)δγ ≤ (1 + )‖f(x)−f(x0)‖Y‖x−x0‖γX . This yields
limδ↘0
F (δ)
δγ
≤ κγ(f, x0).(3.1)
By the deﬁnition of F we have ‖f(x) − f(x0)‖Y ≤ F (‖x − x0‖X) for every x ∈ U .
Hence
κγ(f, x0) ≤ lim
x→x0
F (‖x− x0‖X)
‖x− x0‖γX
≤ lim
δ↘0
F (δ)
δγ
.(3.2)
The inequalities (3.1) and (3.2) imply the lemma.
We now deﬁne the condition numbers of eigenvalues. In contrast to the approach
in [27, 31] our deﬁnition is not based on the Puisseux expansion for perturbed eigen-
values. See, however, the remark after Theorem 4.1.
Definition 3.2. For λ∈C, A˜∈Cn×n, and m ≤ n let
dm(λ, A˜) := min
{
δ ≥ 0; the disk Dλ(δ) contains at least m eigenvalues of A˜
}
.
In particular, for m = 1, d1(λ, A˜) = minν∈σ( ˜A) |ν − λ|.
Let (A,B,C)∈Ln,l,q, and let λ be an eigenvalue of A of algebraic multiplicity m.
Then the structured Ho¨lder condition number of order γ > 0 of the eigenvalue λ is
deﬁned as
condγΔ(A,B,C, λ) := lim
δ↘0
sup
Δ∈Δ
‖Δ‖≤δ
dm(λ,A +BΔC)
‖Δ‖γ .
Note that condγΔ(A,B,C, λ) equals the condition number κγ(f, 0) of the function
f : Δ→ R, f(Δ) = dm(λ,A +BΔC). Lemma 3.1 yields
condγΔ(A,B,C, λ) = limδ↘0
δ−γ sup
Δ∈Δ
‖Δ‖≤δ
dm(λ,A +BΔC).(3.3)
Next, we relate eigenvalue condition numbers to spectral value sets.
Notation 3.3. From now on Cλ(δ) denotes the connected component of σ cΔ(A,B,
C; δ) that contains the eigenvalue λ of A.
Proposition 3.4. The structured condition number of λ ∈ σ(A) satisﬁes
condγΔ(A,B,C, λ) = limδ↘0
δ−γ sup
s∈Cλ(δ)
|s− λ|.
Proof. We set S(δ) := {A + BΔC; Δ ∈ Δ, ‖Δ‖ ≤ δ}. Then σ cΔ(A,B,C; δ) =
∪
˜A∈S(δ)σ(A˜). Since Δ is a cone, the set S(δ) is connected. Hence, it follows from
claim (d) of Proposition 2.3 that each connected component of σ cΔ(A,B,C; δ) contains
at least one eigenvalue of A. Thus σ cΔ(A,B,C; δ) = ∪λ∈σ(A)Cλ(δ). Let  > 0 be
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1388 MICHAEL KAROW
such that the disks Dλ(), λ ∈ σ(A), are pairwise disjoint. If δ is small enough,
then σ cΔ(A,B,C; δ) ⊂ ∪λ∈σ(A)Dλ(). This follows from the continuity of eigenvalues
(see Proposition 2.3(a)). Consequently, we have for the connected components that
Cλ(δ) ⊆ Dλ(). In particular, Cλ(δ) contains no eigenvalue of A diﬀerent from λ. Let
mλ denote the algebraic multiplicity of λ. It follows from claim (d) of Proposition 2.3
that for each A˜ ∈ S(δ) the set Cλ(δ) contains precisely mλ eigenvalues of A˜ counting
algebraic multiplicities (see also [15]). This yields
sup
Δ∈Δ
‖Δ‖≤δ
dmλ(λ,A+BΔC) = sup
s∈Cλ(δ)
|s− λ|.
Thus, the proposition is a consequence of (3.3).
4. Main results. Let Xλ = ker(A − λ In)n denote the generalized eigenspaces
of A ∈Cn×n . Let Pλ ∈ Cn×n, λ ∈ σ(A), be the projectors of the direct decompo-
sition Cn =
⊕
λ∈σ(A) Xλ, i.e., P 2λ = Pλ, range(Pλ) = Xλ, ker (Pλ) =
⊕
λ	=ν∈σ(A) Xν .
Furthermore let Nλ = (A − λ In)Pλ. Then the matrices Nλ are nilpotent, and the
spectral representation of A is given by
A =
∑
λ∈σ(A)
(λPλ +Nλ ).(4.1)
Let iλ be the index of nilpotency of Nλ, i.e., iλ = min{ ≥ 0; N 	λ = 0}. Then
iλ is the size of the largest Jordan block associated with the eigenvalue λ in the
Jordan canonical form of A. If iλ = 1 (i.e., Nλ = 0), then λ is called a semisimple
(nondefective) eigenvalue of A. For any s ∈ ρ(A) we have
(s In −A)−1 =
∑
λ∈σ(A)
(
Pλ
s− λ +
iλ∑
	=2
N 	−1λ
(s− λ)	
)
;(4.2)
see, e.g., [19, Lemma 4.2.21]. Let B,C be such that (A,B,C) ∈ Ln,l,q. Then for
G(s) = C(sIn −A)−1B and s ∈ ρ(A),
G(s) =
∑
λ∈σ(A)
(
CPλB
s− λ +
	λ∑
	=2
CN 	−1λ B
(s− λ)	
)
,(4.3)
where
λ :=
{
1 if CN 	−1λ B = 0 for all  ≥ 2,
max{  ≥ 2; CN 	−1λ B = 0 } otherwise.
(4.4)
Obviously λ ≤ iλ. If l = q = n and the matrices B,C are nonsingular, then λ = iλ
for all λ∈σ(A). We denote the leading coeﬃcients in (4.3) by
Γλ :=
{
CPλB if λ = 1,
CN 	λ−1λ B otherwise.
(4.5)
Note that Γλ = 0 if and only if λ = 1 and CPλB = 0. Next, we introduce the sets
Lλ := {z ∈ C; z	λ ∈ σ(ΔΓλ) for some Δ ∈ Δ with ‖Δ‖ ≤ 1}.(4.6)
Thus, Lλ is the set of roots of order λ of all eigenvalues of the matrix products ΔΓλ,
where Δ ∈ Δ with ‖Δ‖ ≤ 1.
The theorem below is the main result of this paper. It provides information about
the shape and growth of the connected components Cλ(δ) for small δ.
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Theorem 4.1. Let (A,B,C) ∈ Ln,l,q and λ ∈ σ(A). Then
lim
δ↘0
Cλ(δ)− λ
δ1/	λ
= Lλ,(4.7)
where Lλ is given by (4.6) and Cλ(δ) denotes the connected component of the structured
pseudospectrum σcΔ(A,B,C, δ) that contains λ. The limit is taken with respect to the
Hausdorﬀ distance of nonempty compact subsets of C.
More explicitly, (4.7) states that to each  > 0 there exists a δ0 > 0 such that for
all positive δ ≤ δ0,
(1) Cλ(δ) ⊂ λ+ δ1/	λ U(Lλ), (2) λ+ δ1/	λLλ ⊂ U( δ1/λ )(Cλ(δ)),
where U(M) = { z ∈ C; |z−s| <  for some s ∈ M} is an -neighborhood ofM ⊂ C.
Remark 4.2. The elements of Lλ are the coeﬃcients in the ﬁrst terms of the
Puisseux expansions of λ with respect to the 1-parameter perturbations A  Aδ =
A+ δ BΔ0C, Δ0 ∈ Δ, ‖Δ0‖ = 1. See [31] for details.
Proof of Theorem 4.1. By (4.4) and (4.5) we have
G(s) = (s− λ)−	λ(Γλ +H(s)),
where
H(s) := H0(s) +
∑
ν∈σ(A)\{λ}
(s− λ)	λ
(
CPνB
s− ν +
	ν∑
	=2
CN 	−1ν B
(s− ν)	
)
,
H0(s) :=
{
0 if λ = 1,
(s− λ)	λ−1CPλB +
∑	λ−1
	=2 (s− λ)	λ−	CN 	−1λ B otherwise.
Note that H(λ) = 0. According to (2.5) the following equivalence holds for all s ∈
C \ σ(A) and any Δ ∈ Cl×q:
(4.8) s ∈ σ(A+BΔC) ⇔ 1 ∈ σ(ΔG(s)) ⇔ (s− λ)	λ ∈ σ(Δ(Γλ +H(s))).
Let R > 0 be such that the disk Dλ(R) contains no eigenvalue of A diﬀerent from λ.
Then the function s → H(s) is holomorphic in an open neighborhood of Dλ(R). Let
B := { Δ0 ∈ Δ; ‖Δ0‖ ≤ 1 }, and let r1, r2 > 0 be such that
(4.9) max{(Δ0 (Γλ +H(s))); Δ0 ∈ B, s ∈ Dλ(R)} < r1 < r2.
Then, since Δ is a cone, we have for any δ > 0,
(4.10) max{(Δ (Γλ +H(s))); Δ ∈ Δ, ‖Δ‖ ≤ δ, s ∈ Dλ(R)} < r1 δ < r2 δ.
Suppose s ∈ σ(A + BΔC) ∩ Dλ(R) for some Δ ∈ Δ with ‖Δ‖ ≤ δ. Then (4.8) and
(4.10) yield |s− λ|	λ < r1 δ. Hence,
(4.11) σcΔ(A,B,C; δ) ∩ Dλ(R) ⊂ K1(δ) ⊂ K2(δ),
where Kj(δ) := {s ∈ C; |s − λ|	λ < rjδ }, j = 1, 2. Suppose 0 < δ ≤ R	λ/r2. Then
K1(δ) ⊂ K2(δ) ⊂ Dλ(R). Hence, by (4.11),
σcΔ(A,B,C; δ) ∩ Dλ(R) = σcΔ(A,B,C; δ) ∩Kj(δ), j = 1, 2.
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1390 MICHAEL KAROW
It follows that σcΔ(A,B,C; δ) ∩ ∂K1(δ) = ∅. The latter implies that each connected
component of σcΔ(A,B,C; δ)∩K1(δ) is also a connected component of σcΔ(A,B,C; δ).
However, since each connected component of σcΔ(A,B,C; δ) contains at least one
eigenvalue of A, and λ is the only eigenvalue in K1(δ) ⊂ Dλ(R), we have
(4.12) Cλ(δ) = σcΔ(A,B,C; δ) ∩Kj(δ), j = 1, 2.
Next, we want to apply Lemma 2.1. To this end we deﬁne a metric space (X, d) by
X := [0, R	λ/r2]×B and d((δ1,Δ1), (δ2,Δ2)) := |δ1−δ2|+‖Δ1−Δ2‖. Furthermore, we
set Ωj := {z ∈ C; |z| < rj }, j = 1, 2, and deﬁne a continuous family of holomorphic
functions by
f : X × Ω2 → C, f((δ,Δ0), z) = det(z	λI −Δ0(Γλ +H(λ+ δ1/	λz))).
Note that for δ = 0 the map z → λ + δ1/	λz is a bijection between Ωj and Kj(δ),
j = 1, 2. On replacing s in (4.8) by λ+ δ1/	λz and Δ by δΔ0 with Δ0 ∈ B we obtain
that the following statements are equivalent for z = 0, δ = 0, and j = 1, 2:
(a) z ∈ Ωj and f((δ,Δ0), z) = 0.
(b) λ+ δ1/	λz ∈ Kj(δ) and λ+ δ1/	λz ∈ σ(A+B(δΔ0)C).
Statements (a) and (b) both hold if Δ0 = 0 and z = 0. For any nonempty subset S
of X let
Z(S) := { z ∈ C; f((δ,Δ0), z) = 0 for some (δ,Δ0) ∈ S }.
Then from (4.12) and the equivalence of (a) and (b) we obtain
Cλ(δ) = λ+ δ1/	λ Z({δ} × B).
Note that the set Z(X) = ⋃0≤δ≤Rλ/r2 Z({δ} × B) is contained in the closure of Ω1,
which is a compact subset of Ω2. As δ tends to 0, the compact set {δ} × B tends to
{0} × B with respect to the Hausdorﬀ metric induced by d. Thus, by claim (c) of
Lemma 2.1,
lim
δ→0
Cλ(δ)− λ
δ1/	λ
= lim
δ→0
Z({δ} × B) = Z({0} × B) = Lλ.
We continue with some statements about the limit sets Lλ. The next proposition
gives a characterization via μ-values. For φ ∈ R let
rλ(φ) := [μΔ( e
−i	λφ Γλ ) ]1/	λ .
Proposition 4.3. We always have Lλ = { r eiφ; φ∈ [0, 2π), 0 ≤ r ≤ rλ(φ) }.
Proof. Obviously, 0 ∈ Lλ. For r > 0 and φ ∈ R the following chain of equivalencies
holds:
r eiφ ∈ Lλ ⇔ (r eiφ)	λ ∈ σ(ΔΓλ) for some Δ ∈ Δ with ‖Δ‖ ≤ 1
⇔ 1 ∈ σ( (r−	λΔ) (e−i	λφΓλ) ) for some Δ ∈ Δ with ‖Δ‖ ≤ 1
⇔ 1 ∈ σ(Δ (e−i	λφΓλ) ) for some Δ ∈ Δ with ‖Δ‖ ≤ r−	λ
⇔ μΔ(e−i	λφΓλ) ≥ r	λ .
In the following, Rλ ≥ 0 denotes the radius of the smallest disk about 0 that
contains the set Lλ, i.e.,
Rλ = sup
φ∈[0,2π]
rλ(φ).
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Proposition 4.4.
(i) If Δ = −Δ, then rλ(φ + π/λ) = rλ(φ) for all φ ∈ R. Thus eiπ/	λLλ = Lλ.
(ii) If CΔ = Δ (i.e., Δ is invariant under complex multiplication), then
rλ(φ) = const = Rλ =
⎧⎨⎩μΔ(CPλB) if λ = 1,
[μΔ(CN
	λ−1
λ B) ]
1/	λ otherwise.
Hence, in this case the limit sets are closed disks, Lλ = D0(Rλ).
(iii) We have Rλ = 0 (i.e., Lλ = {0}) if and only if ΔΓλ is nilpotent for all
Δ ∈ Δ.
Proof. The proof is obvious.
The next proposition gives an alternative representation of Lλ.
Proposition 4.5. Suppose Γλ has the factorization Γλ = XY
∗ with X ∈
Cq×r, Y ∈ Cl×r. Then
Lλ = { z ∈ C; z	λ ∈ σ(Y ∗ΔX) for some Δ ∈ Δ with ‖Δ‖ ≤ 1 }.(4.13)
In particular, if rank(Γλ) = 1 and Γλ = xy
∗, x ∈ Cq, y ∈ Cl, then
Lλ = { z ∈ C; z	λ = y∗Δx for some Δ ∈ Δ with ‖Δ‖ ≤ 1 }.(4.14)
Proof. The matrices ΔΓλ = (ΔX)Y
∗ and Y ∗(ΔX) have the same nonzero eigen-
values.
The sets (4.14) have been investigated in [23]. It has been shown there that these
sets are ellipses in many important cases. The next proposition connects the limit
sets to eigenvalue condition numbers.
Proposition 4.6. The structured condition number of λ to the order 1/λ sat-
isﬁes
cond
1/	λ
Δ (A,B,C, λ) = Rλ
= max
Δ∈Δ
‖Δ‖=1
[(ΔΓλ)]
1/	λ
= max
Δ∈Δ
‖Δ‖=1
[(Y ∗ΔX)]1/	λ if Γλ = XY ∗.
Proof. The ﬁrst identity follows from Proposition 3.4 and Theorem 4.1. The
second and third are consequences of (4.6) and (4.13), respectively.
Remark 4.7. As already mentioned in Proposition 4.4, we may have Rλ = 0.
In this case there may be an order γ0 = 1/λ such that condγ0Δ(A,B,C, λ) ∈ {0,∞}.
For examples, see the introduction of [27]. The order γ0 can be found via Newton
diagrams; see [31]. It is an open question whether limδ↘0
Cλ(δ)−λ
δγ0 exists with respect
to the Hausdorﬀ metric.
5. Examples. We now give some examples that illustrate the results of the
former section. In doing so we concentrate on real perturbations, i.e., Δ = Rl×q.
Throughout this section the underlying norm is the spectral norm. The ﬁgures have
been generated using Proposition 4.3 and the formulae (2.7), (2.8).
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Example 5.1. Let 0 = M ∈Cn×n be a nilpotent matrix, and let λ∈C \ R be a
nonreal number. We set
A =
[(λ In +M) −(λ In +M)
(λ In +M) (λ In +M)
]
∈ R2n×2n, S = 1√
2
[
In In
−i In i In
]
.
Then S−1 = 1√
2
[
In i In
In −i In
]
and A = S
[
λ In +M 0
0 λ In +M
]
S−1. Thus A has eigenval-
ues λ, λ. The projector onto the generalized eigenspace associated with λ is
Pλ = S
[
In 0
0 0
]
S−1 =
1
2
[
In i In
−i In In
]
.
The powers of the eigennilpotent Nλ = (A− λ In)Pλ satisfy
N 	λ =
1
2
[
M 	 iM 	
−iM 	 M 	
]
,  = 1, 2, . . . .(5.1)
We now consider perturbations of A of the form
A AΔ =
[(λ In +M) + 2Δ −(λ In +M)
(λ In +M) (λ In +M)
]
= A+BΔC,
where
B =
[
2 In
0
]
∈ R2n×n, C = [In 0] ∈ Rn×2n,
and Δ ∈ Rn×n. The relation (5.1) yields that CN 	λB = M 	. Hence, in this example
the number λ deﬁned in (4.4) equals the index of nilpotency of M . Furthermore,
Γλ = M
	λ−1. The associated limit sets are
Lλ = { z ∈ C; z	λ ∈ σ(ΔM 	λ−1) for some Δ ∈ Rn×n with ‖Δ‖ ≤ 1 }
= { r eiφ | φ∈ [0, 2π), 0 ≤ r ≤ rλ(φ) },
where
rλ(φ) = [μRn×n(e
−i 	λ φM 	λ−1) ]1/	λ .
Figure 5.1 shows the limit sets Lλ for M = Mjk, j = 1, 2, k = 1, 2, 3, where
M1k =
[
0 Zk
0 0
]
, M2k =
⎡⎣0 Zk 00 0 Zk
0 0 0
⎤⎦ ,
and
Z1 =
[
1− 2i 2− 3i
−i 4− 3i
]
, Z2 =
[
4− 5i 1− i
3− 3i −i
]
, Z3 =
[
3− 2i 2
1− 2i 5− i
]
.
Example 5.2. Next, we consider real perturbations of a semisimple eigenvalue
λ ∈ σ(A) with associated eigenprojector Pλ. We assume that B = C = In, so our
matrix perturbations are of the form
A A+Δ, Δ ∈ Rn×n.(5.2)
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−2 0 2
−2
0
2
M11
−2 0 2
−2
0
2
M21
−2 0 2
−2
0
2
M12
−2 0 2
−2
0
2
M22
−2 0 2
−2
0
2
M13
−2 0 2
−2
0
2
M23
Fig. 5.1. The limit sets Lλ of the matrices in Example 5.1.
Since Nλ = 0 by assumption, we have λ = 1 and Γλ = Pλ. Thus, the associated limit
sets are
Lλ = { z ∈ C; z ∈ σ(ΔPλ) for some Δ ∈ Rn×n with ‖Δ‖ ≤ 1 }
= { r eiφ | φ∈ [0, 2π), 0 ≤ r ≤ rλ(φ) },
where rλ(φ) = μRn×n(e
−i φPλ).
The upper row of Figure 5.2 shows the limit sets Lλ for the projectors Pλ = P1k,
k = 1, 2, 3, where P1k = d
−1
k XkY
∗
k and
X1 =
[−3i −1 + i 2− 3i −2i] ,
Y ∗1 =
[−4 + 6i 18− 24i 6− 12i 6− 6i] ,
X2 =
[ −2− i −1− 2i 2 −2 + 3i
−1 + 3i 0 1− 2i i
]
,
Y ∗2 =
[ −4− 2i 8− 4i −4− 2i 4 + 2i
−20 + 14i −8− 4i −36 + 14i −12 + 2i
]
,
X3 =
[−2− 3i −i −3− 4i −i −2− 3i −1
−1 + i 2 −2 −1 4 + i 3 + i
]
,
Y ∗3 =
[−36 + 296i −60 + 280i 12− 112i −480i −80i 36− 216i
−4 + 36i −140 + 60i −52− 12i 240− 120i 40 84− 36i
]
,
d1 = −12, d2 = −32, d3 = 240i.
The projectors P1k satisfy P1kP1k = 0. Hence, they are the eigenprojectors to the
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−10 0 10
−10
0
10 P11
−5 0 5
−5
0
5 P12
−15 0 15
−15
0
15 P13
−2 −1 0 1 2
−2
−1
0
1
2 P21
−2 −1 0 1 2
−2
−1
0
1
2 P22
−2 −1 0 1 2
−2
−1
0
1
2 P23
Fig. 5.2. Limit sets of the projectors in Example 5.2.
eigenvalue λ ∈ C \ R of any real matrix A with spectral representation
A = λP1k + λ¯ P1k +
∑
ν∈σ(A)\{λ,λ¯}
(ν Pν +Nν).
The lower row of Figure 5.2 shows the limit sets for the real projectors
P21 =
[
1 0
0 0
]
, P22 =
1
2
[
1 1/2
2 1
]
, P23 = diag(P21, P22).
The depicted limit sets for these projectors can be easily computed using formula (2.8):
We have σ1(P23) = σ1(P22) = 2, σ2(P23) = σ1(P21) = 1, σ2(P21) = σ2(P22) = 0, and
rλ(φ) = μRn×n(e
−i φP2k) =
⎧⎨⎩σ1(P2k) if φ ∈ {0, π},√σ1(P2k)σ2(P2k) if 0 < φ < 2π, φ = π.
Example 5.3. Suppose the matrix A ∈ Rn×n has the spectral representation
A = (λPλ +Nλ) +
∑
ν∈σ(A)\{λ}
(ν Pν +Nν),
where λ, Pλ, Nλ are real and Nλ = 0. Then the limit set Lλ with respect to pertur-
bations of the form (5.2) is given by
Lλ = { z ∈ C; z	λ ∈ σ(ΔN 	λ−1λ ) for some Δ ∈ Rn×n with ‖Δ‖ ≤ 1 }
= { r eiφ; φ∈ [0, 2π), 0 ≤ r ≤ rλ(φ) },
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−2 −1 0 1 2
−2
−1
0
1
2
N1
−2 −1 0 1 2
−2
−1
0
1
2
N2
−2 −1 0 1 2
−2
−1
0
1
2
N3
Fig. 5.3. Limit sets for the nilpotent matrices in Example 5.3.
where λ is the index of nilpotency of Nλ and
rλ(φ)
	λ = μRn×n(e
−i 	λφN 	λ−1λ ) =
⎧⎨⎩σ1(N
	λ−1
λ ) if φ ∈ {0, π},√
σ1(N
	λ−1
λ )σ2(N
	λ−1
λ ) if 0 < φ < 2π, φ = π.
Figure 5.3 shows the limit sets Lλ for the cases Nλ = N1, N2, N3, where
N1 =
⎡⎣0 1 00 0 1
0 0 0
⎤⎦ , N2 =
⎡⎣0 2 00 0 2
0 0 0
⎤⎦ , N3 = diag(N1, N2).
Appendix A. We give the proof of Lemma 2.1.
(a) By elementary function theory the zeros of the nonconstant holomorphic func-
tion f(x, ·) are isolated points. Hence, if  > 0 is small enough, then f(x, ζ) = 0 for
all ζ ∈ Dz() \ {z}. Since f is continuous and ∂Dz() is compact, there is a δ > 0
such that d(x, x˜) ≤ δ implies |f(x˜, ζ) − f(x, ζ)| < |f(x, ζ)| for all ζ ∈ ∂Dz(). Then,
by Rouche´’s theorem, f(x˜, ·) and f(x, ·) have the same number of zeros in Dz().
Below we will use the following corollary of (a).
(i) Let f(x, z) = 0. Then for each  > 0 there exists a δ(x, z, ) > 0 such that
f(x˜, ·) has a zero in Dz() whenever d(x, x˜) ≤ δ(x, z, ).
(b) Let z ∈ Z(cl(S)), i.e., f(x, z) = 0 for some x ∈ cl(S). Let  > 0, and
let x˜ ∈ S with d(x, x˜) < δ(x, z, ). Then f(x˜, ·) has a zero in Dz(). This yields
Z(cl(S)) ⊆ cl(Z(S)).
Let z ∈ cl(Z(S)). Then there are sequences {xj} ⊂ S, {zj} ⊂ Ω with lim zj = z
and f(xj , zj) = 0. Since cl(S) is compact, a subsequence {xjk} of {xj} converges to
some x ∈ cl(S). By continuity we have f(x, z) = 0. This yields cl(Z(S)) ⊆ Z(cl(S)).
(c) A compact subset of a metric space is closed and bounded. Hence, if S ⊆ X is
compact, then (b) yields that Z(S) is closed. By assumption, Z(S) is contained in a
compact set K ⊂ Ω. Thus, Z(S) is compact. Thus we have shown that the function
S → Z(S) maps compact sets to compact sets.
In the following, S and Z(S) denote closed -neighborhoods of S ⊆ X and Z(S),
i.e.,
S = {x˜ ∈ X ; d(x, x˜) ≤  for some x ∈ S },
Z(S) = {z˜ ∈ Ω; |z − z˜| ≤  for some z ∈ Z(S) }.
The continuity of the function S → Z(S), S ∈ K(X), is immediate from state-
ments (ii) and (iii) below. Let S ∈ K(X). Then
D
ow
nl
oa
de
d 
12
/1
4/
17
 to
 1
30
.1
49
.1
76
.1
72
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1396 MICHAEL KAROW
(ii) for each  > 0 there exists a δ > 0 such that for any subset S˜ of X , S˜ ⊆ Sδ
implies Z(S˜) ⊆ Z(S);
(iii) for each  > 0 there exists a δ > 0 such that for any subset S˜ of X , S ⊆ S˜δ
implies Z(S) ⊆ Z(S˜).
Proof of (ii). Suppose the statement fails. Then there are an  > 0 and sequences
{x˜j} ⊂ X , {xj} ⊂ S, and {z˜j} ⊂ Ω such that for all j,
(A.1) d(x˜j , xj) < 1/j, and f(x˜j , z˜j) = 0, and |z˜j − z| ≥  for all z ∈ Z(S).
Since S is compact and compact sets are bounded, the sequence x˜j is bounded too.
Hence, by the assumption made in (c), all z˜j ’s are contained in a compact set K ⊂ Ω.
By compactness there are converging subsequences xjk → x ∈ S and z˜jk → z˜ ∈ K.
From (A.1) it follows that x˜jk → x, and f(x, z˜) = 0 (hence z˜ ∈ Z(S)), and |z˜− z| ≥ 
for all z ∈ Z(S), a contradiction.
Proof of (iii). By compactness we haveZ(S) ⊂ ∪qj=1Dzj(/2) for some z1, . . . , zq ∈
Z(S). Let xj ∈ S be such that f(xj , zj) = 0, and let δ = minj δ(xj , zj, /2), where
δ(xj , zj, /2) satisﬁes (i). To each j there is some x˜j ∈ S˜ with d(x˜j , xj) ≤ δ since we
assume that S ⊆ S˜δ. By deﬁnition of δ there exists for each j a z˜j ∈ Dzj (/2) with
f(x˜j , z˜j) = 0. Hence zj ∈ Z/2(S˜), which implies Dzj (/2) ⊂ Z(S˜). This yields (iii).
(d) Let n denote the constant number of zeros of the functions f(x, ·). A connected
component C of Z(S) is closed and open with respect to the topology on Z(S) induced
by the topology on C. Hence there are open subsets U ,V of C such that C = Z(S)∩U
and Z(S) \ C = Z(S) ∩ V . Let Xm be the set of x˜ ∈ X such that at least m zeros
of f(x˜, ·) are contained in U and at least n − m zeros are contained in V , counting
multiplicities. Claim (a) yields that the sets Xm are open subsets of X . Hence the
sets Wm := Xm ∩ S are open subsets of S. Furthermore, Wm is the set of x˜ ∈ S
such that at least m zeros of f(x˜, ·) are contained in C and at least n −m zeros are
contained in Z(S) \ C. However, since each f(x˜, ·) has n zeros, it follows that Wm is
the set of x˜∈S such that precisely m zeros of f(x˜, ·) are contained in C. Hence the
sets Wm are pairwise disjoint and form an open covering of S. Since S is connected,
it follows that Wm = S for some m.
Remark A.1. The following example shows that the assumption made in claim
(c) of Lemma 2.1 is necessary for the map K(X)  S → Z(S) ∈ K(C) to be well
deﬁned and continuous.
Let X1 = [−1, 1], X2 = [1, 2], Ω1 = C, Ω2 = {z ∈ C; |z| < 1}, and
Zj(S) = { z ∈ Ωj ; f(x, z) = 0 for some x ∈ S }, S ⊆ Xj, j = 1, 2,
where f(x, z) = z(1− xz). Then for x ∈ Xj ,
Z1({x}) =
{
{0} if x = 0,
{0, 1/x} otherwise, Z2({x}) =
{
{0} if x = 1,
{0, 1/x} otherwise.
In both cases, Xj is bounded and Zj(Xj) is not contained in a compact subset
of Ωj . Furthermore, Z1(X1) is not compact, limx→0Z1({x}) does not exist, and
limx→1Z2({x}) = {0, 1} = Z2({1}).
Acknowledgment. The author thanks Daniel Kressner and the anonymous ref-
erees for valuable comments.
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