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Abstract
Experience-based planning domains have been proposed
to improve problem solving by learning from experience.
They rely on acquiring and using task knowledge, i.e., ac-
tivity schemata, for generating solutions to problem in-
stances in a class of tasks. Using Three-Valued Logic
Analysis (TVLA), we extend previous work to gener-
ate a set of conditions that determine the scope of ap-
plicability of an activity schema. The inferred scope is
a bounded representation of a set of problems of poten-
tially unbounded size, in the form of a 3-valued logical
structure, which is used to automatically find an applica-
ble activity schema for solving task problems. We vali-
date this work in two classical planning domains.
1 Introduction
Planning is a key ability for intelligent robots, increasing
their autonomy and flexibility through the construction of
sequences of actions to achieve their goals [Ghallab et al.,
2004]. Planning is a hard problem and even what is known
historically as classical planning is PSPACE-complete over
propositional state variables [Bylander, 1994]. To carry out
increasingly complex tasks, robotic communities make strong
efforts on developing robust and sophisticated high-level de-
cision making models and implement them as planning sys-
tems. One of the most challenging issues is to find an op-
timum in a trade-off between computational efficiency and
needed domain expert engineering work to build a reasoning
system. In a recent work, Mokhtari et al. [2016b; 2016c;
2017b; 2017a] have proposed and integrated the notion of
Experience-Based Planning Domain (EBPD)—a framework
that integrates important concepts for long-term learning and
planning—into robotics. An EBPD is an extension of the
standard planning domains which in addition to planning
operators, includes experiences and methods (called activ-
ity schemata) for solving classes of problems. The EBPDs
framework consist of three components: experience extrac-
tion, conceptualization and planning. Experience extraction
provides a human-robot interaction for teaching tasks and
recording experiences of past robot’s observations and activ-
ities. Experiences are used to learn activity schemata, i.e.,
methods of guiding a search-based planner for finding solu-
tions to other related problems. Conceptualization combines
several techniques, including deductive generalization, differ-
ent forms of abstraction, feature extraction and loop detec-
tion to generate activity schemata from experiences. Plan-
ning is a hierarchical problem solver which applies learned
activity schemata for problem solving. In previous work,
algorithms have been developed for experience extraction,
activity schema learning and task planning [Mokhtari et al.
2016b; 2017b; 2017a].
As a contribution of this paper, we extend and improve the
EBPDs framework to automatically retrieve an applicable ac-
tivity schema for solving a task problem. We propose an ap-
proach to infer a set of conditions from an experience that
determines the scope of applicability of an activity schema
for solving a set of task problems. The inferred scope is a 3-
valued logical structure [Kleene, 1952] (i.e., a structure that
extends Boolean logic by introducing an indefinite value 12 to
denote either 0 or 1) which associates a bounded represen-
tation for a set of 2-valued logical structures of potentially
unbounded size. We employ Three-Valued Logic Analysis
(TVLA) [Sagiv et al., 2002] both to infer the scope of ap-
plicability of activity schemata and to test whether existing
activity schemata can be used to solve given task problems.
We recapitulate the prior work and present our approach to
abstracting an experience and inferring the scope of applica-
bility of an activity schema using the TVLA. We validate our
system over two classical planning domains.
2 Related Work
The EBPDs’ objective is to perform tasks. Learning of Hi-
erarchical Task Networks (HTNs) is among the most related
works to EBPDs. In HTN planning, a plan is generated by
decomposing a method for a given task into simpler tasks un-
til primitive tasks are reached that can be directly achieved
by planning operators. CaMeL [Ilghami et al., 2002; Ilghami
et al., 2005] is an HTN learner which receives as input plan
traces and the structure of an HTN method and tries to iden-
tify under which conditions the HTN is applicable. CaMeL
requires all information about methods except for the pre-
conditions. The same group transcends this limitation in a
later work [Ilghami and Nau, 2006] and presents the HDL
algorithm which starts with no prior information about the
methods but requires hierarchical plan traces produced by
an expert problem-solver. HTN-Maker [Hogg et al., 2008;
Hogg et al., 2016] generates an HTN domain model from a
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STRIPS domain model, a set of STRIPS plans, and a set of
annotated tasks. HTN-Maker generates and traverses a list of
states by applying the actions in a plan, and looks for an anno-
tated task whose effects and preconditions match some states.
Then it regresses the effects of the annotated task through a
previously learned method or a new primitive task. Overall,
identifying the hierarchical structure is an issue, and most of
the techniques in HTN learning rely on the hierarchical struc-
ture of the HTN methods specified by a human expert. By
contrast, the EBPDs framework presents a fully autonomous
approach to learning activity schemata with loops (an alter-
native to recursive HTN methods) from single experiences.
Aranda [Srivastava et al., 2011] takes a planning problem
and finds a plan that includes loops. Using TVLA [Lev-Ami
and Sagiv, 2000] and back-propagation, Aranda finds an ab-
stract state space from a set of concrete states of problem in-
stances with varying numbers of objects that guarantees com-
pleteness, i.e., the plan works for all inputs that map onto
the abstract state. These strong guarantees come at a cost:
(i) restrictions on the language of actions; and (ii) high run-
ning times. Indeed computing the abstract state is worst-case
doubly-exponential in the number of predicates. In contrast,
the EBPDs system assumes standard PDDL actions. We also
use TVLA to compute an abstract structure that determines
the scope of applicability of an activity schema, however, we
trade completeness for a polynomial time algorithm, which
results in dramatically better performance.
LoopDISTILL [Winner and Veloso, 2007] also learns plans
with loops from example plans. It identifies the largest match-
ing sub-plan in a given example and converts the repeat-
ing occurrences of the sub-plans into a loop. The result
is a domain-specific planning program (dsPlanner), i.e., a
plan with if-statements and while-loops that can solve sim-
ilar problems of the same class. LoopDISTILL, nonetheless,
does not address the applicability test of plans.
Other approaches in AI planning including case based
planning [Hammond, 1986; Borrajo et al., 2015], and macro
operators [Fikes et al., 1972; Chrpa, 2010] can also be related
to our work. These methods tend to suffer from the utility
problem, in which learning more information can be counter-
productive due to the difficulty with storage and management
of the information and with determining which information
should be used to solve a particular problem. In EBPDs, by
combining generalization with abstraction in task learning, it
is possible to avoid saving large sets of concrete cases. Addi-
tionally, since in EBPDs, task learning is supervised, solving
the utility problem can be to some extent delegated to the user,
who chooses which tasks and associated procedures to teach.
3 The Prior Work
An EBPD D= 〈A,O,E,M〉 relies on a set of abstract plan-
ning operators A, a set of concrete planning operators O, a
set of experiences E, and a set of activity schemata (i.e., task
planning models) M, for problem solving.
Any planning operator o ∈ (A∨O) is a tuple 〈h,S,P,E〉,
where h is the operator head, S is a set of atoms describing the
static part of the world information, P is the precondition (a
conjunction of atoms that must be available in a state in order
(:task stack
:parameters (t1 t2)
:key-properties ((static(table t1))
(static(pile t2))
(static(location l1))
(static(hoist h1))
(static(attached t2 l1))
(static(attached t1 l1))
(static(belong h1 l1))
(static(pallet p1))
(static(block b1))
(static(block b2))· · ·
(static(block b7))
(static(block b8))
(static(blue b1))
(static(blue b2))· · ·
(static(red b7))
(static(red b8))
(init(top p1 t2))
(init(ontable b1 t1))
(init(ontable b2 t1))· · ·
(init(ontable b7 t1))
(init(ontable b8 t1))
(init(at h1 t1))
(init(empty h1))
(end(on b1 p1))
(end(on b2 b1))· · ·
(end(on b7 b6))
(end(on b8 b7))
(end(top b8 t2)))
:plan ((pick h1 b1 t1 l1)
(move h1 t1 t2 l1)
(stack h1 b1 p1 t2 l1)
(move h1 t2 t1 l1)
(pick h1 b2 t1 l1)
(move h1 t1 t2 l1)
(stack h1 b2 b1 t2 l1)· · ·
(pick h1 b8 t1 l1)
(move h1 t1 t2 l1)
(stack h1 b8 b7 t2 l1)))
Listing 1: Part of the ‘stack’ experience in the STACK domain. There
are 8 (4 blue and 4 red) blocks in this experience. The goal of the
task in this experience is to stack the blocks (that are initially on
a table) on a pile with blue blocks at the bottom and red blocks on
the top. The key-properties describe the initial, final and static world
information of the experience. The solution plan contains 31 actions.
to apply o), and E is the effect (a set of atoms that specifies
the changes on a state effected by o). The abstract and con-
crete planning operators are linked together using an operator
abstraction hierarchy (specified by a parent property in con-
crete planning operators), for example, (pick ?block ?table)
is an abstract operator for the concrete operator (pick ?hoist
?block ?table ?location). More in [Mokhtari et al., 2017b].
An experience e ∈ E is a triple of ground structures
〈t,K,pi〉, where t is the task achieved in an experience, e.g.,
(stack t1 t2), K is a set of key-properties, i.e., a set of predi-
cates with temporal symbols, to describe the experience, and
pi is a plan to achieve t. The temporal symbols for represent-
ing key-properties are: static—always true during an experi-
ence, init—true at the initial state, and end—true at the final
state. Listing 1 shows part of an experience 1. This experi-
ence is used to illustrate the proposed approach in this paper.
An activity schema m ∈M is a pair of ungrounded struc-
tures 〈h,Ω〉, where h is the target task, e.g., (stack ?t1 ?t2),
and Ω is an abstract plan to achieve the task in m, i.e., a se-
quence or loops of abstract operators. Each abstract operator
in the abstract plan is in the form (a,F) where a is an abstract
operator head, and F is a set of features, i.e., key-properties
in an experience that describe the arguments of a. A concrete
example of an activity schema is given in the rest of the paper.
1An approach for teaching a robot to achieve a task and extracting expe-
riences has been presented in [Mokhtari et al. 2016a; 2016b].
3.1 Acquiring Activity Schemata in EBPDs
Activity schemata are acquired from single experiences
through a conceptualization methodology:
Following the tradition of PLANEX [Fikes et al., 1972]
and Explanation-Based Generalization [Mitchell et al., 1986],
all constants appearing in the actions as well as in the key-
properties of an experience are variablized. The obtained gen-
eralized experience forms the basis of the activity schema.
After the generalization, concrete actions in the plan of the
generalized experience are replaced with abstract actions, as
specified in the operator abstraction hierarchy. That is, some
concrete actions are excluded from the abstract plan, and
some arguments of the concrete actions are excluded from
the arguments of the respective abstract actions.
Then, all potential key-properties (i.e., features) that link
the arguments of the abstract actions with the parameters
of the experience are extracted and associated to the ab-
stract actions. For example in Listing 1, the key-property
(init(ontable b1 t1)) is a feature that links b1, an argument of
an (abstract) action pick, to t1, a parameter of the task stack.
During problem solving features determine which objects in
a given problem are preferable to instantiate abstract actions.
Finally, potential loops of actions in the activity schema are
detected. Mokhtari et al. [2017b] propose a Contiguous Non-
overlapping Longest Common Prefix (CNLCP) algorithm.
CNLCP is an extension of the standard function of construct-
ing the Longest-Common-Prefix (LCP) array—an array stor-
ing the lengths of the longest common-prefixes of consec-
utive suffixes in a suffix array [Manber and Myers, 1993].
CNLCP first computes a Non-overlapping LCP (NLCP) array
between all consecutive suffixes (in a suffix array) such that
the lengths of the longest common prefixes between every
two suffixes must be at most equal to the difference in lengths
between the two suffixes, and then preserves only consecutive
NLCPs. When a loop is detected, the respective loop itera-
tions are merged together. Listing 2 shows part of the learned
activity schema for the ‘stack’ experience in Listing 1.
3.2 Task Planning in EBPDs
Task planning in EBPDs is achieved by a hierarchical plan-
ning system, called Schema-Based Planner (SBP), consisting
of an abstract and a concrete planner [Mokhtari et al., 2017b].
A task planning problem is a tuple P= 〈t,σ,s0,g〉 where t is
the target task, e.g., (stack t1 t2), σ is static world informa-
tion, s0 is the initial state, and g is the goal.
Given the abstract and concrete planning operators (A,O),
and an activity schema m, SBP applies m to generate a plan
for P. The abstract planner first drives an abstract solution to
P by generating instances of the abstract actions (of the ab-
stract plan) in m. It also extends possible loops in m for the
applicable objects in P. To extend a loop, the abstract planner
simultaneously generates all successors for an iteration of the
loop as well as for the following abstract action after the loop.
It then computes a cost for all generated successors based on
the number of features of abstract actions (inm) verified with
the features extracted for the instantiated abstract actions, and
selects the best current action with the lowest cost during the
search. Finally, the abstract planner generates a ground ab-
stract plan when it gets the end of (the abstract plan of)m.
(:method stack
:parameters (?t1 ?t2)
:abstract-plan
((!pick ?b1 ?t1)
((static(blue ?b1))· · ·)
(!stack ?b1 ?p1 ?t2)
((static(blue ?b1))(static(pallet ?p1))· · ·)
(loop (!pick ?b2 ?t1)
((static(blue ?b2))· · ·)
(!stack ?b2 ?b1 ?t2)
((static(blue ?b1))(static(blue ?b2))· · ·))
(!pick ?b5 ?t1)
((static(red ?b5))· · ·)
(!stack ?b5 ?b4 ?t2)
((static(blue ?b4))(static(red ?b5))· · ·)
(loop (!pick ?b6 ?t1)
((static(red ?b6))· · ·)
(!stack ?b6 ?b5 ?t2)
((static(red ?b5))(static(red ?b6))· · ·))
(!pick ?b8 ?t1)
((static(red ?b8))(end(top ?b8 ?t2))· · ·)
(!stack ?b8 ?b7 ?t2)
((static(red ?b7))(static(red ?b8))· · ·)))
Listing 2: Part of a learned activity schema for the ‘stack’ task with
two loops. From Listing 1, the constants are replaced with variables
(Generalization), some actions are excluded from the abstract plan
(Operator abstraction), abstract actions are associated with features
(Feature extraction), and repetitive abstract actions with same fea-
tures form loops (Loop detection). See [Mokhtari et al., 2017b].
The produced ground abstract plan becomes the main
skeleton of the final solution based on which the concrete
planner generates a final plan by instantiating and substitut-
ing concrete actions for the abstract actions (as specified in
the operator abstraction hierarchy).
See [Mokhtari et al. 2017a; 2017b] for the algorithms of
learning activity schemata and task planning in EBPDs.
4 Inferring the Scope of Applicability
In the previous work, the EBPDs framework lacked a strategy
to find an applicable activity schema, among several learned
activity schemata, for solving a task problem. We extend the
EBPDs framework to infer the scope of an activity schema
from the key-properties of an experience in the form of a 3-
valued logical structure. This allows for the applicability test
of an activity schema to solve a set of task problems. We
employ Canonical Abstraction [Sagiv et al., 2002] which as-
sociates a bounded representation for any (possibly infinite)
set of logical structures of potentially unbounded size.
To infer the scope of an activity schema, we first represent
(the key-properties of) an experience in a 2-valued structure:
Definition 1. A 2-valued logical structure, also called a con-
crete structure, over a finite set of predicates V is a pair,
S = 〈U, ι〉, where U is the universe of the 2-valued structure
and ι is the interpretation function that maps predicates to
their truth-values in the structure: for every predicate pk ∈ V
of arity k, ι(p) :Uk→ {0,1}. 
We convert a set of key-properties K to the 2-valued struc-
ture Struc(K) = (U, ι) as follows:
U =
⋃
τ(p(t1,...,tk))∈K
{t1, . . . ,tk}
V =
⋃
τ(p(t1,...,tk))∈K
{
τ(p) | τ ∈ {static, init,end}}
ι = λτ(pk) ∈ V.
λ(t1, . . . ,tk) ∈Uk.
{
1, if τ(p(t1, . . . ,tk)) ∈ K;
0, otherwise.
That is, the universe of Struc(K) consists of the objects
appearing in the key-properties of K, and the interpretation
is defined over the key-properties of K. The interpretation of
a key-property τ(p), where τ ∈ {static, init,end}, is 1 if the
corresponding key-property appears in K; and 0 otherwise.
Fig. 1(a) shows a 2-valued structure C representing the
(generalized) experience in Listing 1. In this example, the
universe, the set of predicates and truth-values (interpreta-
tions) of the predicates over the universe of C are as follows:
U= {?t1,?t2,?l1,?h1,?p1,?b1,?b2,?b3, . . . }
V= {(static(block)),(init(ontable)),(end(on)), . . . }
ι= {(static(table ?t1)),(static(block ?b1)), . . . } .
The scope inference (i.e., abstraction) is based on Kleene’s
3-valued logic [Kleene, 1952], which extends Boolean logic
by introducing an indefinite value 12 , to denote either 0 or 1.
Definition 2. A 3-valued logical structure, also called an
abstract structure, over a finite set of predicates V is a pair
S = 〈U, ι〉 where U is the universe of the 3-valued structure
and ι is the interpretation function mapping predicates to their
truth-values in the structure: for every predicate p ∈ V of ar-
ity k, ι(p) :Uk→ {0,1, 12 }.
A 3-valued structure may include summary objects, i.e.,
objects that correspond to one or more objects in a 2-valued
structure represented by the 3-valued structure. 
Fig. 1(b) shows a 3-valued structure S of the 2-valued
structure C in Fig. 1(a). Double circles stand for summary
objects and solid (dashed) arrows represent truth-values of 1
( 12 ). Intuitively, because of the summary objects, the 3-valued
structure S represents the 2-valued structure C and all other
‘stack’ problems that have exactly one table, one pile, one lo-
cation, one hoist, one pallet, and at least one blue block and
one red block such that the blocks are initially on a table and
finally red blocks are on top of blue blocks in a pile.
The objects in a 2-valued structure are merged into a sum-
mary object in a 3-valued structure as follows:
Definition 3. Let V(k) denotes a set of predicates of arity k,
andC= 〈U, ι〉 is a 2-valued structure. The canonical name of
an object u ∈U, also called an abstraction predicate, denoted
by canon(u), is a set of unary predicates that hold for u in C:
canon(u) = {p ∈ V(1) | ι(p)(u) = 1}. 
For example, the canonical names of the objects in struc-
ture C of Fig. 1(a) are the following:
canon(?t1) = {static(table)}
canon(?t2) = {static(pile)}
canon(?l1) = {static(location)}
canon(?h1) = {static(hoist),init(empty)}
canon(?p1) = {static(pallet)}
canon(?b1..?b4) = {static(block),static(blue)}
canon(?b5..?b8) = {static(block),static(red)} .
Definition 4. Let V be a set of predicates, C = 〈U, ι〉 a 2-
valued structure, and S = 〈U ′, ι ′〉 a 3-valued structure, over
V. A summary object w ∈ U ′ corresponds to two objects
(u,v) ∈U, if canon(u) = canon(v). 
For example, the objects (?b1..?b4) in Fig. 1(a) with the
same canonical name are merged into a summary object.
Each 2-valued structure C is represented by its canonical
abstraction, i.e., a 3-valued structure in which all objects in
(:method stack
:parameters (?table ?pile)
:scope ((summary ?b4)
(summary ?b5)
(static(red ?b5))
(static(attached ?t2 ?l1))
(static(attached ?t1 ?l1))
(static(block ?b4))
(static(block ?b5))
(static(belong ?h1 ?l1))
(static(pallet ?p1))
(static(blue ?b4))
(static(pile ?t2))
(static(top ?p1 ?t2))
(static(table ?t1))
(init(ontable ?b4 ?t1))
(init(ontable ?b5 ?t1))
(init(at ?h1 ?t1))
(init(empty ?h1))
(maybe(end(top ?b5 ?t2)))
(maybe(end(on ?b5 ?b5)))
(maybe(end(on ?b4 ?p1)))
(maybe(end(on ?b5 ?b4)))
(maybe(end(on ?b4 ?b4))))
:abstract-plan (the same as in Listing 2))
Listing 3: The scope of the activity schema for the ‘stack’ task.
C with the same canonical name are merged into a summary
element of that canonical name:
Definition 5. Let V be a set of predicates, and C = 〈U, ι〉 a
2-valued structure. The Canonical abstraction of C, denoted
by β(C), is a 3-valued structure S= 〈U ′, ι ′〉 as follow:
U ′ = {canon(u) | u ∈U}
ι ′(p)(t ′1, . . . ,t
′
k) =⊔
t1,...,tk
{ι(p)(t1, . . . ,tk) | ∀i= 1..k. t ′i = canon(ti)} .
The canonical abstraction is based on Kleene’s join oper-
ation unionsq : 2{0,1, 12 } → {0,1, 12 }, which overapproximates non-
empty sets of logical values as follows:
unionsqV=
{
v, if V= {v};
1
2 , otherwise.

Kleene’s join operation determines the truth-value (inter-
pretation) of key-properties in a 3-valued structure. The inter-
pretation of a key-property in the 3-valued structure is 1 (solid
arrows) if that key-property exists for all objects of the same
canonical name in the 2-valued structure; the truth-value is 12
if the key-property exists for some objects of the same canon-
ical name (dashed arrows); and 0 otherwise.
The inferred scope is finally represented as a set of key-
properties. A summary object ?o is represented by a proposi-
tion of the form (summary ?o). An indefinite (i.e., 12 -valued)
key-property p appears as (maybe p). Listing 3 shows the
inferred scope for the ‘stack’ activity schema.
5 Testing the Scope of Applicability
An activity schema is applicable for solving a task problem if
the task problem is embedded in the scope of the activity
schema (i.e., the task problem maps onto the scope of the
activity schema). For this purpose, we convert a task prob-
lem P= 〈t,σ,s0,g〉 into a 2-valued structure (as described in
the previous section), and then test if the obtained 2-valued
structure is embedded in the scope of an activity schema:
Definition 6. We say that a 2-valued structure (i.e., a task
problem represented in a 2-valued structure) C = 〈U, ι〉 is
<?t1>
table  static(table)
<?l1>
location
 static(attached)
<?t2>
table  static(pile)
 static(attached)
<?h1>
hoist
 init(at) 
init(empty)
 static(belong)
<?p1>
block
 static(top)
 static(pallet)
<?b8>
block
 init(ontable) end(top)
 static(red)
static(block)
<?b7>
block
 end(on)
<?b6>
block
 init(ontable)
 static(red)
static(block)
<?b5>
block
 end(on)
 init(ontable)
 end(on)
 static(red)
static(block)
 init(ontable)
 static(red)
static(block)
<?b4>
block
 end(on)
<?b3>
block
 init(ontable)
 static(block)
static(blue)
<?b2>
block
 end(on)
<?b1>
block
 init(ontable)
 end(on)
 static(block)
static(blue)
 init(ontable)
 end(on)
 static(block)
static(blue)
 init(ontable)
 end(on)
 static(block)
static(blue)
(a) A 2-valued structure C.
<?t1>
table
 
static(table)
<?l1>
location
 static(attached)
<?t2>
table  static(pile)
 static(attached)
<?b4>
block
 init(ontable)
 static(block)
static(blue)  end(on)
<?p1>
block
 end(on)
<?b5>
block
 init(ontable) end(top)
 end(on)
 static(red)
static(block) end(on)
<?h1>
hoist
 init(at)
 static(belong)
 init(empty)
 static(top)
 static(pallet)
(b) A 3-valued structure S= β(C).
Fig. 1: Canonical abstraction of the (generalized) ‘stack’ experience
(see Listing 1). Nodes constitute the universe of a structure and
edges represent the truth-values of the key-properties. The nodes
?b4 and ?b5 are summary objects that represent all blocks of the
same properties (i.e., blue/red) in an experience (or in a problem).
embedded in a 3-valued structure (i.e., the scope of an activity
schema) S = 〈U ′, ι ′〉, denoted by C v S, if there exists a
function f : U → U ′ such that f is surjective and for every
predicate p of arity k and tuple of objects u1, ...,uk ∈U, one
of the following conditions holds:
ι(p)(u1, ...,uk) = ι ′(p)(f(u1), ...,f(uk)) or
ι ′(p)(f(u1), ...,f(uk)) = 12 .
(1)
Further, a 3-valued structure S represents the set of 2-valued
structures embedded in it: {C | Cv S}. 
Proposition 1. Canonical abstraction is sound with respect
to the embedding relation. That is, Cv β(C) holds for every
2-valued structure C.
We implemented and integrated an EMBEDDING function
into the EBPDs’ planning system which finds an applicable
activity schema m with the scope of applicability S to a task
problem P, by checking whether Struc(P)v S holds.
6 Experimental Resutls
We implemented a prototype of this system in PROLOG and
used TVLA [Lev-Ami et al., 2004] as an engine, imple-
mented in JAVA, for computing the scope of applicability of
activity schemata. We develop two EBPDs based on classical
planning domains and evaluate our system in classes of tasks
in these domains.
STACK. In the first experiment, we develop the STACK do-
main, based on the blocks world domain, containing the con-
crete planning operators, move/4, pick/4, put/4, stack/5,
unstack/5, and the abstract planning operators, pick/3,
put/3, stack/4, unstack/4 (i.e., the numbers indicate arities).
The main objective of this experiment is to learn different ac-
tivity schemata (tasks) with the same goal but different scopes
of applicability, and to evaluate how the scope testing (em-
bedding) function allows the system to automatically find an
applicable activity schema to a given task problem.
In the paper, we described a class of ‘stack’ problems with
an experience (in Listing 1), a learned activity schema (in
Listing 2), and its scope of applicability (in Listing 3 and
Fig. 1(b)). Additionally, we define three other classes of the
‘stack’ problems with the same goal but different initial con-
figurations as follows: (i) a pile of red and blue blocks, with
red blocks at the bottom and blue blocks on the top; (ii) a pile
of alternating red and blue blocks, with a blue block at the
bottom and a red block on the top; and (iii) a pile of alternat-
ing red and blue blocks, with a red block at the bottom and a
blue block on the top. In all classes of problems, the goal is
to make a new pile of red and blue blocks with blue blocks at
the bottom and red blocks on the top.
To show the effectiveness of the proposed scope inference,
we simulated an experience (containing an equal number of
20 blocks of red and blue colors) in each of the above classes.
Based on these experiences the system generates three activ-
ity schemata with distinct scopes of applicability (see Fig. 2).
To evaluate the system over the learned activity schemata,
we randomly generated 60 task problems in all four classes
of the ‘stack’ tasks, ranging from 20 to 50 equal number of
red and blue blocks in each problem. In this experiment, the
system found applicable activity schemata to solve given task
problems in under 60ms for testing the scope of applicabil-
ity (see Fig. 3) and then successfully solved all problems.
To show the efficiency of the system, we also evaluated and
compared the performance of the SBP with a state-of-the-
art planner, MADAGASCAR [Rintanen, 2012], based on four
measures: time, memory, number of evaluated nodes and plan
length (see Fig. 4). In this experiment, SBP was extremely ef-
ficient in terms of memory and evaluated nodes in the search
tree. Note that the time comparison is not accurate, since SBP
<?t3>
table  static(table)
<?l1>
location
 static(attached)
<?t2>
table  static(pile)
 static(attached)
<?b2>
block
 init(top)
 static(block)
static(blue)
 init(on)
end(on)
<?b8>
block
 init(on)
<?p2>
block
 end(on)
<?h1>
hoist
 init(at)
 
init(empty)
 static(belong)
 end(top)
 end(on)
 static(red)
static(block)
 init(on)
end(on)
 init(on)
 static(top)
end(top)
 static(pallet)
(a) This scope of applicability (abstract structure) represents all
‘stack’ problems that have exactly one table and at least one pile,
one pallet, one blue block and one red block such that blue blocks
are initially on top of red blocks and finally red blocks are on top of
blue blocks (on a pallet) on a pile.
<?b2>
block
 static(block)
static(blue)  end(on)
<?b8>
block
 init(on)
<?p2>
block
 init(on)
end(on)
<?h1>
hoist  init(empty)
<?t3>
table
 init(at)
<?l1>
location
 static(belong) static(table)
 static(attached)
<?t2>
table  static(pile)
 static(attached)
 init(on)
end(on)
 end(top)
init(top)
 static(red)
static(block) end(on)
 static(top)
end(top)
 static(pallet)
(b) This scope of applicability represents all ‘stack’ problems that
have exactly one table and at least one pile, one pallet, one blue
block and one red block such that alternate red and blue blocks are
initially on a pile with a blue block at the bottom (on a pallet) and a
red block on top and finally red blocks are on top of blue blocks.
<?t3>
table  static(table)
<?l1>
location
 static(attached)
<?t2>
table  static(pile)
 static(attached)
<?b2>
block
 init(top)
 static(block)
static(blue)  end(on)
<?b8>
block
 init(on)
<?p2>
block
 end(on)
<?h1>
hoist
 init(at)
 init(empty)
 static(belong)
 end(top)
 init(on)
end(on)
 static(red)
static(block) end(on)
 init(on)
 static(top)
end(top)
 static(pallet)
(c) This scope of applicability represents all ‘stack’ problems that
have exactly one table and at least one pile, one pallet, one blue
block and one red block such that alternate red and blue blocks are
initially on a pile with a red block at the bottom (on a pallet) and a
blue block on top and finally red blocks are on top of blue blocks.
Fig. 2: The scope of applicability, i.e., canonical abstraction, of the
additional three classes of the ‘stack’ task in the STACK domain.
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Fig. 3: CPU time used by SBP to find an applicable activity schema
(among 4) for solving problems in the STACK domain.
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Fig. 4: Performance of the SBP and MADAGASCAR (M) in the
STACK domain.
has been implemented in PROLOG, in contrast to MADAGAS-
CAR that has been implemented in C++.
ROVER. In the second experiment, we used the ROVER do-
main from the 3rd International Planning Competition (IPC-
3). In this experiment, we adopt a different approach for eval-
uating the proposed scope inference technique. We randomly
generated 50 problems containing exactly 1 rover and rang-
ing from 1 to 3 waypoints, 5 to 30 objectives, 5 to 10 cameras
and 5 to 20 goals in each problem. Using the scope inference
procedure, the problems are classified into 9 sets of problems.
That is, problems that converge to the same 3-valued structure
are put together in the same set. Hence, each set of problems
is identified with a distinct scope of applicability. Fig. 5a
shows the time required to classify the problems into differ-
ent sets, i.e., the time required by TVLA to generate 3-valued
structures for the problems and test which problems converge
to the same 3-valued structure. Fig. 5b shows the distribution
of the problems in the obtained sets of problems. In each set
of problems, we simulated an experience and generated an
activity schema for problem solving. Fig. 6 shows the time
required to retrieve an applicable activity schema (among 9
activity schemata in this experiment) for solving given prob-
lems, i.e., the time required to check whether a given problem
is embedded in the scope of an activity schema. SBP success-
fully solved all problems in each class. 2
7 Conclusion and Future Work
Using TVLA we generated a set of conditions that determine
the scope of applicability of an activity schema in experience-
based planning domains (EBPDs). The inferred scope allows
an EBPD system to automatically find an applicable activity
schema for solving a task problem. We validated this work in
two classical planning domains. The initial results show good
scalability, however, engineering optimizations are possible
on the prototype implementation of the proposed algorithms.
This work is extensively presented in [Mokhtari et al., 2019].
2The original experiences, activity schemata and task problems in our
experiments are available at: http://bit.ly/2IwJFCu.
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Fig. 5: CPU time used by TVLA to classify the problems (a), and
distribution of the problems in the obtained problem sets (b) in the
ROVER domain
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Fig. 6: CPU time used by SBP to find an applicable activity schema
(among 9) for solving problems in the ROVER domain.
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