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Abstract
In this paper, we study the single-machine makespan scheduling problem with start-time dependent processing time. The
objectives are to minimize the makespan and to minimize the sum of the kth powers of completion times. We prove that several
cases are polynomially solvable under some restrictions of the parameters. In addition, these cases still remain polynomially
solvable when the restriction of a certain parameter is relaxed from a positive integer to a real number.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In classical scheduling problems, processing times of jobs are assumed to be constant. However, there are many
situations where the processing time depends on the starting time of the job. For example, deterioration in processing
time may occur when the machine gradually loses efficiency in the course of processing jobs. In the beginning, the
machine is assumed to be at its highest level of efficiency. The efficiency loss is reflected in the fact that a job processed
later has a longer processing time.
According to the notion mentioned above, many scheduling problems with linear, piecewise linear or nonlinear
time-dependent processing times are studied in the literature (see Alidaee and Womer [1]). There are many interesting
efficient ordering policies provided for some scheduling problems with linear or piecewise linear processing times.
However, there are less efficient rules available for those with nonlinear processing times. Only a few heuristic
algorithms were proposed. For example, Gupta and Gupta [2] studied the single-machine makespan scheduling
problem with nonlinear processing times. In this study, the complexity of the problem was conjectured to be NP-hard.
Thus, Gupta and Gupta [2] proposed two heuristic algorithms to solve the problem. Further, Alidaee [3] proposed a
more efficient heuristic algorithm to solve this problem when the polynomial function is differentiable.
In this paper, we focus on the scheduling problem studied by Gupta and Gupta. In their study, the actual processing
time (pi ) of job i (i = 1, 2, . . . , n) is a polynomial function of its starting time (ti ) and it can be expressed as follows:
pi = ai0 + ai1ti + ai2t2i + · · · + aim tmi for i = 1, 2, . . . , n, (1)
∗ Corresponding author. Tel.: +886 5 6315733; fax: +886 4 22939659.
E-mail addresses: whkuo@nfu.edu.tw (W.-H. Kuo), dlyang@nfu.edu.tw (D.-L. Yang).
0898-1221/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2006.07.012
W.-H. Kuo, D.-L. Yang / Computers and Mathematics with Applications 53 (2007) 1658–1664 1659
where ai0, ai1, . . . , aim are positive constants and m is a positive integer. We show that some special cases of this
problem have polynomial time solutions. Furthermore, these cases still remain polynomially solvable when the
restriction of m is relaxed from a positive integer to a real number.
2. Problem description
Assume that a set of n jobs is available to be processed on a single machine at time zero. Neither job splitting
nor machine idleness is allowed. The processing time of each job depends on its starting time in the sequence and is
defined as Eq. (1). The objectives are to minimize the makespan and the sum of the kth powers of completion times
of all jobs, respectively. Therefore, using the three-field notation introduced by Graham et al. [4], the corresponding
problems are respectively denoted by 1/pi = ai0 +∑mk=1 aik trki /Cmax and 1/pi = ai0 +∑mk=1 aik trki /∑Cki , where
rk is a real number.
2.1. The makespan minimization
In this section, we study the 1/pi = ai0 + ∑mk=1 aik trki /Cmax problem, where aik = λk and aik = λkai0
respectively. First, an elementary lemma is provided.
Lemma 1. (a) λ(1− (1+ τ)α)− (1− (1+ λτ)α) ≥ 0 if λ ≥ 1, τ ≥ 0 and α ≤ 0.
(b) λ(1− (1+ τ)α)− (1− (1+ λτ)α) ≤ 0 if λ ≥ 1, τ ≥ 0 and 0 < α < 1.
(c) λ(1− (1+ τ)α)− (1− (1+ λτ)α) ≥ 0 if λ ≥ 1, τ ≥ 0 and α ≥ 1.
Proof. (a) See the proof of Lemma 2 in Kuo and Yang [5,6].
(b) Similar to the proof of (a).
(c) Similar to the proof of (a). 
Proposition 1. If ai1 = λ1, ai2 = λ2, . . . , aim = λm for all i = 1, 2, . . . , n and ri ∈ [0,∞) for all i = 1, 2, . . . ,m,
then for the scheduling problem 1/pi = ai0 +∑mk=1 λk trki /Cmax, there exists an optimal schedule in which the job
sequence is in non-decreasing order of ai0.
Proof. Let S1 = (pi1, Jh, J j , Ji , pi2) denote a sequence with job J j processed immediately before job Ji . pi1 and
pi2 are the partial sequences of S1. In addition, pi1 or pi2 may be empty. We will show that it does not increase the
makespan to interchange J j and Ji in S1. Thus, we deduce that Proposition 1 holds.
Let S2 be the same sequence with J j and Ji mutually exchanged. In addition, let Cl(S1) denote the completion
time of Jl in sequence S1 and Cl(S2) denote the completion time of Jl in sequence S2. Without loss of generality, we
assume that Ch(S1) = Ch(S2) = t . Thus, we have
Ci (S1) = Ch(S1)+
(
a j0 +
m∑
k=1
λk trk
)
+
(
ai0 +
m∑
l=1
λl
(
t + a j0 +
m∑
k=1
λk trk
)rl)
and
C j (S2) = Ch(S2)+
(
ai0 +
m∑
k=1
λk trk
)
+
(
a j0 +
m∑
l=1
λl
(
t + ai0 +
m∑
k=1
λk trk
)rl)
.
Let T = t +∑mk=1 λk trk ≥ 0, then we have
C j (S2)− Ci (S1) =
m∑
l=1
λl
(
(ai0 + T )rl −
(
a j0 + T
)rl ) . (2)
Therefore, C j (S2) ≤ Ci (S1) if ai0 ≤ a j0. Thus, repeating this interchange argument for all jobs not sequenced
according to non-decreasing order of ai0 completes the proof of Proposition 1. 
Proposition 2. If ai1 = λ1, ai2 = λ2, . . . , aim = λm for all i = 1, 2, . . . , n and ri ∈ (−∞, 0] for all i = 1, 2, . . . ,m,
then for the scheduling problem 1/pi = ai0 +∑mk=1 λk trki /Cmax, there exists an optimal schedule in which the job
sequence is in non-increasing order of ai0.
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Proof. By using the same manner as in the proof of Proposition 1, it follows immediately. 
From Propositions 1 and 2, it indicates that the optimal job sequence of the 1/pi = ai0 + ∑mk=1 λk trki /Cmax
problem is in non-decreasing order of ai0 if 0 ≤ ri <∞ but in non-increasing order of ai0 if −∞ < ri ≤ 0.
Proposition 3. If ai1 = λ1ai0, ai2 = λ2ai0, . . . , aim = λmai0 for all i = 1, 2, . . . , n and ri ∈ [1,∞) for all
i = 1, 2, . . . ,m, then for the scheduling problem 1/pi = ai0
(
1+∑mk=1 λk trki ) /Cmax, there exists an optimal
schedule in which the job sequence is in non-decreasing order of ai0.
Proof. Proposition 3 can also be proved by a pairwise interchange of jobs. We will show that it does not increase the
makespan to interchange J j and Ji in S1. Thus, we deduce that Proposition 3 holds. We use the same notations as in
the proof of Proposition 1. Thus, we have
Ci (S1) = Ch(S1)+ a j0
(
1+
m∑
k=1
λk trk
)
+ ai0
(
1+
m∑
l=1
λl
(
t + a j0
(
1+
m∑
k=1
λk trk
))rl)
and
C j (S2) = Ch(S2)+ ai0
(
1+
m∑
k=1
λk trk
)
+ a j0
(
1+
m∑
l=1
λl
(
t + ai0
(
1+
m∑
k=1
λk trk
))rl)
.
Let T = 1+∑mk=1 λk trk > 0, then we have
Ci (S1)− C j (S2) = (a j0 − ai0)+ ai0
(
1+ λ1ar1j0 + λ2ar2j0 + · · · + λmarmj0
)
− a j0
(
1+ λ1ar1i0 + λ2ar2i0 + · · · + λmarmi0
)
if t = 0 (3)
or
Ci (S1)− C j (S2) = (a j0 − ai0)
(
1+ λ1tr1 + λ2tr2 + · · · + λm trm
)
+ ai0
(
1+ λ1
(
t + a j0T
)r1 + λ2 (t + a j0T )r2 + · · · + λm (t + a j0T )rm )
− a j0
(
1+ λ1 (t + ai0T )r1 + λ2 (t + ai0T )r2 + · · · + λm (t + ai0T )rm
)
= (a j0 − ai0)
(
λ1tr1 + λ2tr2 + · · · + λm trm
)
+ ai0
(
λ1
(
t + a j0T
)r1 + λ2 (t + a j0T )r2 + · · · + λm (t + a j0T )rm )
− a j0
(
λ1 (t + ai0T )r1 + λ2 (t + ai0T )r2 + · · · + λm (t + ai0T )rm
)
if t > 0. (4)
Case I: t = 0.
From Eq. (3), it follows that:
Ci (S1)− C j (S2) = λ1ai0a j0(ar1−1j0 − ar1−1i0 )+ λ2ai0a j0(ar2−1j0 − ar2−1i0 )
+ · · · + λmai0a j0(arm−1j0 − arm−1i0 ). (5)
Thus, if ai0 ≤ a j0, then the sum of the right terms of Eq. (5) is non-negative. That is, C j (S2) ≤ Ci (S1) if ai0 ≤ a j0.
Case II: t > 0.
By carefully grouping the terms in Eq. (4), we can rewrite Eq. (4) as follows:
Ci (S1)− C j (S2) = A1 + A2 + · · · + Am (6)
where
A1 = (a j0 − ai0)λ1tr1 + ai0λ1
(
t + a j0T
)r1 − a j0λ1 (t + ai0T )r1
A2 = (a j0 − ai0)λ2tr2 + ai0λ2
(
t + a j0T
)r2 − a j0λ2 (t + ai0T )r2
· · ·
Am = (a j0 − ai0)λm trm + ai0λm
(
t + a j0T
)rm − a j0λm (t + ai0T )rm .
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Let λ = a j0/ai0. Then we have
A1 = λ1tr1
[
(a j0 − ai0)+ ai0
(
1+ a j0T
t
)r1
− a j0
(
1+ ai0T
t
)r1]
= λ1tr1
[
a j0
(
1−
(
1+ ai0T
t
)r1)
− ai0
(
1−
(
1+ a j0T
t
)r1)]
= λ1tr1
[
ai0
(
λ
(
1−
(
1+ ai0T
t
)r1)
−
(
1−
(
1+ λai0T
t
)r1))]
.
Let τ = ai0T/t > 0. Then by Lemma 1 (c), if λ = a j0/ai0 ≥ 1, we have
A1 = λ1tr1ai0
(
λ(1− (1+ τ)r1)− (1− (1+ λτ)r1)) ≥ 0
for ai0 > 0, λ1 > 0 and t > 0.
Similarly, by Lemma 1 (c), if λ = a j0/ai0 ≥ 1, we can prove in the same manner that
A2 = λ2tr2ai0
(
λ(1− (1+ τ)r2)− (1− (1+ λτ)r2)) ≥ 0,
. . .
Am = λm trmai0
(
λ(1− (1+ τ)rm )− (1− (1+ λτ)rm )
)
≥ 0.
Thus, we conclude that Eq. (4) is greater than or equal to zero, that is C j (S2) ≤ Ci (S1), if ai0 ≤ a j0. Therefore,
repeating this interchange argument for all jobs not sequenced according to non-decreasing order of ai0 completes the
proof of Proposition 3. 
Proposition 4. If ai1 = λ1ai0, ai2 = λ2ai0, . . . , aim = λmai0 for all i = 1, 2, . . . , n and ri ∈ (0, 1) for all
i = 1, 2, . . . ,m, then for the scheduling problem 1/pi = ai0
(
1+∑mk=1 λk trki ) /Cmax, there exists an optimal
schedule in which the job sequence is in non-increasing order of ai0.
Proof. By using the same manner as in the proof of Proposition 3, the result of Proposition 4 follows immediately
from Lemma 1(b). 
Proposition 5. If ai1 = λ1ai0, ai2 = λ2ai0, . . . , aim = λmai0 for all i = 1, 2, . . . , n and ri ∈ (−∞, 0] for all
i = 1, 2, . . . ,m, then for the scheduling problem 1/pi = ai0
(
1+∑mk=1 λk trki ) /Cmax, there exists an optimal
schedule that satisfies the following condition: the sequence of all jobs except the first processed job is in non-
decreasing order of ai0.
Proof. By using the same manner as in the proof of Proposition 3, if ai0 ≤ a j0, we have C j (S2) ≤ Ci (S1) from
Lemma 1(a) and Eq. (6) for case t > 0 or C j (S2) ≥ Ci (S1) from Eq. (5) for case t = 0. In addition, in case t = 0, it
means that J j is the first processed job in sequence S1 and Ji is the first one for sequence S2. That is, repeating this
interchange argument for all jobs, except the first processed job, not sequenced according to non-decreasing order of
ai0 yields the proposition. 
We demonstrate the result of Proposition 5 in the following example:
Example 1. n = 5, a10 = 1, a20 = 2, a30 = 3, a40 = 4, a50 = 5, m = 3, λ1 = 3, λ2 = 1, λ3 = 2, r1 = −0.3,
r2 = −0.5, and r3 = −0.2.
First, we see that the job sequence is J1 → J2 → J3 → J4 → J5 according to non-decreasing order of ai0. Based
on Proposition 5, we place each job in the first position and leave the others in their original order. Then, we calculate
the corresponding makespans of all jobs. The results are shown in Table 1. From Table 1, the optimal job sequence in
the scheduling problem of 1/pi = ai0
(
1+∑mk=1 λk trki ) /Cmax is J5 → J1 → J2 → J3 → J4 and the makespan is
calculated as follows:
Cmax = p5 + p1 + p2 + p3 + p4
= a50 + a10
(
1+
3∑
k=1
λk t
rk
1
)
+ a20
(
1+
3∑
k=1
λk t
rk
2
)
+ a30
(
1+
3∑
k=1
λk t
rk
3
)
+ a40
(
1+
3∑
k=1
λk t
rk
4
)
= 42.03
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Table 1
The calculation of the makespan
i The first processed job The job sequence of the other jobs non-decreasing order of ai0 Cmax
1 J1 J2 → J3 → J4 → J5 55.25
2 J2 J1 → J3 → J4 → J5 50.76
3 J3 J1 → J2 → J4 → J5 47.74
4 J4 J1 → J2 → J3 → J5 44.85
5 J5 J1 → J2 → J3 → J4 42.03a
a The makespan in the optimal job sequence.
where ti is the starting time of job i (i = 1, 2, . . . , 5) and t5 = 0, t1 = p5 = 5, t2 = p5 + p1 = 9.75,
t3 = p5 + p1 + p2 = 17.96, and t4 = p5 + p1 + p2 + p3 = 28.82.
From Propositions 3–5, it indicates that the optimal job sequence of the 1/pi = ai0
(
1+∑mk=1 λk trki ) /Cmax
problem is in non-decreasing order of ai0 if 1 ≤ ri < ∞, but in non-increasing order of ai0 if 0 < ri < 1. On the
other hand, if−∞ < ri ≤ 0, the optimal job sequence of the problem is in non-decreasing order of ai0 except the first
processed job.
3. The sum of the kth powers of completion times minimization
Townsend [7] studied a single machine scheduling problem with a quadratic cost function of completion times.
His analysis implied that the problem 1//
∑
C2i can be solved optimally by sequencing jobs in non-decreasing order
of their basic processing times. In some scheduling situations, it is possible to consider a polynomial cost function of
degree k. Therefore, in this section, we study the 1/pi = ai0 +∑mk=1 aik trki /∑Cki problem, where aik = λk and
aik = λkai0, respectively.
Proposition 6. If ai1 = λ1, ai2 = λ2, . . . , aim = λm for all i = 1, 2, . . . , n and ri ∈ [0,∞) for all i = 1, 2, . . . ,m,
then for the scheduling problem 1/pi = ai0 +∑mk=1 λk trki /∑Cki , there exists an optimal schedule in which the job
sequence is in non-decreasing order of ai0.
Proof. We use the same notations as in the proof of Proposition 1. Hence, the completion time of J j in sequence S1
and that of Ji in sequence S2 are given as follows:
C j (S1) = Ch(S1)+
(
a j0 +
m∑
k=1
λk trk
)
and
Ci (S2) = Ch(S2)+
(
ai0 +
m∑
k=1
λk trk
)
.
Hence, if ai0 ≤ a j0, then it is clear that Ci (S2) ≤ C j (S1) for Ch(S1) = Ch(S2). In addition, if ai0 ≤ a j0, it follows
from Proposition 1 that C j (S2) ≤ Ci (S1). Therefore, since k is a positive real number, we have Cki (S2) ≤ Ckj (S1) and
Ckj (S2) ≤ Cki (S1). Consequently,
∑
Cki (S2) ≤
∑
Cki (S1). Therefore, repeating this interchange argument for all jobs
not sequenced according to non-decreasing order of ai0 completes the proof of Proposition 6. 
From Proposition 6, it indicates that the optimal job sequence of the 1/pi = ai0 +∑mk=1 λk trki /∑Cki problem is
in non-decreasing order of ai0 if 0 ≤ ri < ∞. However, the optimal job sequence of the problem is still unknown if
−∞ < ri ≤ 0.
Proposition 7. If ai1 = λ1ai0, ai2 = λ2ai0, . . . , aim = λmai0 for all i = 1, 2, . . . , n and ri ∈ [1,∞) for all
i = 1, 2, . . . ,m, then for the scheduling problem 1/pi = ai0
(
1+∑mk=1 λk trki ) /∑Cki , there exists an optimal
schedule in which the job sequence is in non-decreasing order of ai0.
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Table 2
The calculation of the sum of the 2nd powers of completion times
i The first processed job The job sequence of the other jobs non-decreasing order of ai0
∑
C2i
1 J1 J2 → J3 → J4 → J5 5545.22
2 J2 J1 → J3 → J4 → J5 4288.57
3 J3 J1 → J2 → J4 → J5 3631.73
4 J4 J1 → J2 → J3 → J5 3208.78
5 J5 J1 → J2 → J3 → J4 3038.70a
a The sum of the 2nd powers of completion times in the optimal job-sequence.
Proof. By using the same manner as in the proof of Proposition 6, we have the completion time of J j in sequence S1
and that of Ji in sequence S2 as follows:
C j (S1) = Ch(S1)+ a j0
(
1+
m∑
k=1
λk trk
)
and
Ci (S2) = Ch(S2)+ ai0
(
1+
m∑
k=1
λk trk
)
.
Hence, if ai0 ≤ a j0, then it is clear that Ci (S2) ≤ C j (S1) for Ch(S1) = Ch(S2). In addition, if ai0 ≤ a j0, it
follows from Proposition 3 that C j (S2) ≤ Ci (S1). Since k is a positive real number, we have Cki (S2) ≤ Ckj (S1) and
Ckj (S2) ≤ Cki (S1). Consequently,
∑
Cki (S2) ≤
∑
Cki (S1). Therefore, repeating this interchange argument for all jobs
not sequenced according to non-decreasing order of ai0 completes the proof of Proposition 7. 
Proposition 8. If ai1 = λ1ai0, ai2 = λ2ai0, . . . , aim = λmai0 for all i = 1, 2, . . . , n and ri ∈ (−∞, 0] for all
i = 1, 2, . . . ,m, then for the scheduling problem 1/pi = ai0
(
1+∑mk=1 λk trki ) /∑Cki , there exists an optimal
schedule that satisfies the following condition: the sequence of all jobs except the first processed job is in non-
decreasing order of ai0.
Proof. By using the same manner as in the proof of Proposition 6, if ai0 ≤ a j0, then it is clear that Ci (S2) ≤ C j (S1).
In addition, if ai0 ≤ a j0, then it follows from Proposition 5 that C j (S2) ≤ Ci (S1) for case t > 0 or C j (S2) ≥ Ci (S1)
for case t = 0. In addition, in case t = 0, it means that J j is the first processed job in Sequence S1 and Ji is the
first one for Sequence S2. Consequently, if ai0 ≤ a j0 and t > 0, then∑Cki (S2) ≤ ∑Cki (S1). That is, there exists
an optimal schedule in which the sequence of all jobs except the first processed job is in non-decreasing order of ai0.

Similarly, we use the same data in Example 1 to demonstrate the result of Proposition 8.
Example 2. n = 5, a10 = 1, a20 = 2, a30 = 3, a40 = 4, a50 = 5, m = 3, λ1 = 3, λ2 = 1, λ3 = 2, r1 = −0.3,
r2 = −0.5, and r3 = −0.2.
If we are interested in the sum of the second powers of completion times of all jobs (k = 2), then the
problem becomes 1/pi = ai0
(
1+∑mk=1 λk trki ) /∑C2i . Therefore, by applying the same process in Example 1,
we have the results in Table 2. From Table 2, the optimal job-sequence in the scheduling problem of 1/pi =
ai0
(
1+∑mk=1 λk trki ) /∑C2i is J5 → J1 → J2 → J3 → J4 and the sum of the 2nd powers of completion times is
calculated as follows:∑
C2i = C25 + C21 + C22 + C23 + C24 = 3038.70.
From Propositions 7 and 8, it indicates that the optimal job sequence of the 1/pi = ai0
(
1+∑mk=1 λk trki ) /∑Cki
problem is in non-decreasing order of ai0 if 1 ≤ ri < ∞. On the other hand, if −∞ < ri ≤ 0, the optimal job
sequence of the problem is in non-decreasing order of ai0 except the first processed job. However, the optimal job
sequence of the problem is still unknown if 0 < ri < 1.
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4. Conclusions
In this paper, we study some single-machine scheduling problems with start-time dependent processing time. The
objectives are to minimize the makespan and to minimize the sum of the kth powers of completion times. The proposed
function can represent more deterioration effects than those provided before. In practical situations, there are various
deterioration effects of different jobs. Therefore, it is important to investigate the results of the proposed model.
Besides, we prove that several cases are polynomially solvable under some restrictions of the parameters. Few studies
give polynomial solution for nonlinear models in the literature. This study gives a direction to find more efficient ways
in such problems. In future research, it is worthwhile to study other objectives of scheduling problems with different
time dependent processing time functions.
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